This paper is focused on the efficient algorithm design for affine rank minimization (ARM) and compressed robust principal component analysis (CRPCA). Given the proliferation of the literature on the ARM and CRPCA problems, the existing algorithms mostly take a model-based approach in the algorithm design, and so are sensitive to the generation model of the linear measurement operator or to the generation model of the low-rank matrix to be recovered. It is known that, all these algorithms do not work well, e.g., when the low-rank matrix is ill-conditioned. As inspired by the success of learned iterative soft-thresholding (LIST) and learned approximate message passing (LAMP), we develop learning-based message passing algorithms, namely, the learned turbo message passing (LTMP) algorithm for affine rank minimization to cope with the ARM problem and the LTMP algorithm for the CRPCA problem. The LTMP algorithms learn their parameters from data, and hence are robust to the generation models of the linear operator and the low-rank matrix. We derive analytical expressions for the partial derivatives involved in training the LTMP network. Given the large size of the low-rank matrix in a typical ARM/CRPCA problem, these analytical expressions are of essential importance for the development of computationally feasible network training. Numerical results demonstrate that LTMP significantly outperforms the state-of-the-art counterparts for various generation models of the linear operator and the low-rank matrix, especially when the low-rank matrix is ill-conditioned.
I. INTRODUCTION
Consider a rank-r matrix X ∈ R n 1 ×n 2 where integers r, n 1 , and n 2 satisfy r n 1 and r n 2 . We aim to recover X from an affine measurement y = A (X) + n, (1) where A : R n 1 ×n 2 → R m is a linear map with the integer m < n 1 n 2 , and n is a white Gaussian noise vector independent of A(X). Gaussian noise n with zero mean and covariance vI is introduced in the measurement process, where I represents the identity matrix of an appropriate size, and v is the noise power. The above problem is referred to as the affine rank minimization (ARM) problem. This problem has found potential applications in a variety of signal processing
The associate editor coordinating the review of this manuscript and approving it for publication was Qingchun Chen. and machine learning tasks: system identification [1] , principal component analysis [2] , natural language processing [3] , to name but a few.
Common choices of the linear map A include random Gaussian operators (e.g., the matrix form of A consists of independent and identically distributed (i.i.d.) Gaussian entries) and the more general right-orthogonally invariant linear (ROIL) operators (in which the distribution of the matrix form of A remains unchanged when right-multiplied by a rotation matrix). The corresponding ARM problem is also referred to as low-rank matrix recovery. Most existing algorithms for low-rank matrix recovery are based on gradient descent. The singular value projection (SVP) [4] algorithm has been proposed to solve the problem by combining the projected gradient method with singular value decomposition (SVD); NIHT [5] is an improved version of SVP in that instead of using a fixed step size, it adjusts the step size in the gradient descent step of SVP; RGrad [6] as well as Riemannian conjugate gradient descent (RCG) [6] extends NIHT by projecting the search direction of the gradient into a low dimensional space; algebraic pursuits (ALPS) [7] exploits the restricted isometry properties and adopts adaptive step size selection strategies. Besides the above gradient-descent based algorithms, the low-rank matrix fitting (LMAFit) algorithm [8] solves the ARM problem with the help of low-rank matrix factorization.
Another common choice of A is the random selector where the matrix form of A consists of randomly selected rows of the identity matrix. The corresponding ARM problem is also known as matrix completion. Based on optimization on manifolds, LRGeomCG [9] adapts the classical non-linear conjugate gradient methods to deal with matrix completion.
Recently, as inspired by the success of turbo compressed sensing [10] , [11] , a turbo message passing algorithm for affine rank minimization (TMP-ARM) [12] was developed to cope with the affine rank minimization problem. For ROIL operators, the TMP-ARM algorithm exhibits near-optimal performance, and a scalar equation called state evolution is established to characterize the asymptotic behaviour of the algorithm. For other commonly used operators such as random selectors, the parameters of TMP-ARM become difficult to determine and its performance is not guaranteed even in the asymptotic domain.
The approach based on the turbo message passing (TMP) principle has been extended to the compressed robust principal component analysis (CRPCA) problem in [13] as well. The CRPCA (CRPCA) problem is formulated as follows. Consider a rank-r matrix L ∈ R n 1 ×n 2 and a sparse matrix S ∈ R n 1 ×n 2 representing the gross noise with at most k nonzeros, where k is an integer. Then, the aim of the CRPCA problem is to recover both L and S from a noisy measurement y ∈ R m×1 modeled by
where the noise n is independent of L and S. Prior to the advent of the TMP algorithm for CRPCA, a greedy algorithm was developed in [14] to solve the problem by combining the CoSaMP algorithm [15] for sparse signal recovery and the ADMiRA algorithm [16] for low-rank matrix recovery together. In [17] , the authors developed an alternative regularized optimization algorithm by relaxing the rank and l 0 -norm constraints to the nuclear norm and l 1 -norm constraints. However, these algorithms do not perform well especially under extreme situations where k n is large and m n is small. In this paper, we propose to take a learning-based approach to determining the parameters in the TMP algorithms for the ARM and CRPCA problems. The main idea emerges from a recent observation of the similarity between iterative algorithms and deep neural networks in sparse signal recovery. By unfolding the iterative process as a neural network, the learned algorithms substantially improve the recovery capability and the convergence speed of the original sparse signal recovery algorithms such as iterative soft-thresholding (IST) [18] and approximate message passing (AMP) [19] . In this work, we aim to unfold the TMP-ARM algorithm to construct a neural network for the recovery of the low-rank matrix X from a given measurement vector y, termed the learned TMP-ARM (LTMP-ARM) algorithm. Correspondingly, we unfold the TMP algorithm for the recovery of the low-rank matrix L and the sparse matrix S from a given measurement vector y, termed the learned TMP-CRPCA (LTMP-CRPCA) algorithm. We follow the backpropogation rule to train the parameters in the network, rather than use presumed statistical models for parameter calculation (as in the original TMP-ARM and TMP-CRPCA algorithms). Our main contributions are summarized as follows.
A. CONTRIBUTIONS
To our best knowledge, this is the first attempt to take a neural network approach to solving the affine rank minimization and the compressed robust principal component analysis problems. Given the proliferation of the literature on the ARM problem, all the existing algorithms [4] - [9] and [12] take a model-based approach in the algorithm design, and are more or less sensitive to the generation models of the measurement operator A and the low-rank matrix X. Particularly, all these algorithms do not work well, e.g., when X is ill-conditioned. In contrast, the proposed LTMP-ARM algorithm learns the parameters from data, and hence is able to adaptively tune itself to fit the data collected from any generation models of A and X. As evidence, numerical results demonstrate that the learned TMP (LTMP) algorithm significantly outperforms the state-of-the-art counterparts for various generation models of A and X, especially when X is ill-conditioned.
We derive analytical expressions for the partial derivatives involved in training the LTMP-ARM network. Given the large size of X in a typical ARM problem, these analytical expressions are of essential importance for the development of a computationally feasible backpropagation algorithm in LTMP-ARM network training. The most challenging part of the derivation resides in the fact that the low-rank denoisers in LTMP-ARM are non-separable functions with respect to the input variables, which is different from the case for the sparsity denoisers as in [18] and [20] . To overcome this obstacle, we employ perturbation analysis and appropriate matrix manipulations to express the partial derivatives in neat forms, based on which an efficient backpropagation algorithm is developed.
We extend our framework to train TMP for CRPCA, and show that this optimisation algorithm results in a more accurate recovery of both low rank matrix and sparse matrix compared with the existing approaches in the literature [14] - [17] .
II. AFFINE RANK MINIMIZATION PROBLEM A. TMP ALGORITHM FOR ARM
The ARM problem is to retrieve the low-rank matrix X from its noisy affine measurement y in (1). To solve this problem, the authors in [12] developed a TMP algorithm as detailed in what follows. The diagram of the TMP algorithm is showed in Fig. 1 . It can be seen that there are two modules in the algorithm. The symbol ''ext'' stands for the calculation of extrinsic messages (in message passing, a message of a variable node is a likelihood function of this node). Module A estimates the low-rank matrix X via a linear estimator E(·) based on the linear observation y and the input W . Then E(W ) and W are linearly combined to obtain the output R of module A. In Module B, R is passed to a denoiser D(·) which suppresses the estimation error by exploiting the low-rank structure of X. Finally the denoised output Z is linearly combined with R for input output errors decorrelation.
Algorithm 1 TMP for Affine Rank Minimization
Input: A, y, W (1) = 0, t = 1 1: while the stopping criterion is not met do 2: 
4:
:
The details of TMP for ARM are presented in Algorithm 1, where index t denotes the t-th iteration, A T is the adjoint of A, and D denotes a spectrum denoiser. By dropping index t, the compact SVD of R ∈ R n 1 ×n 2 is given by
where = diag σ 1,1 , σ 2,2 , · · · , σ r,r ∈ R r×r with σ i,i arranged in the descending order, U = [u 1 , u 2 , · · · , u r ] ∈ R n 1 ×r satisfies U T U = I, and V = [v 1 , v 2 , · · · , v r ] ∈ R n 2 ×r satisfies V T V = I. Then, a spectrum denoiser with input R can be generally expressed as
where η is the spectrum function applied to each singular value of the input matrix individually, and λ is a parameter of η. Particularly, the singular value soft-thresholding (SVT) denoiser [21] is defined as
where (·) + = max(·, 0), or in a matrix form as
with
The best rank-r approximation denoiser [22] is defined by
where r is the estimated rank of R.
It is worth noting that, when c t = 1 and α t = 0 for any t, Algorithm 1 reduces to the SVP or NIHT algorithm (depending on the choice of u t ). That is, the main difference of TMP-ARM resides in the choice of {µ t , α t , c t } T t=1 . Specifically, for the low-rank matrix recovery problem, the parameters of TMP-ARM are determined by using the turbo message passing principles [12] :
and
where div denotes divergence, · F represents the Frobenius norm, and A, B = i,j A i,j B i,j with A i,j and B i,j being the (i, j)th elements of A and B, respectively. It is known from [12] that the choice of {µ t , c t , α t } depends on the generation models of A and X. The performance of the TMP-ARM algorithm with {µ t , α t , c t } in (9)-(11) may deteriorate severely for certain choices of A and X (such as when X is ill-conditioned). This inspires the employment of data-driven methods for the training of these parameters, so as to achieve robust recovery performance.
B. LEARNED TMP FOR ARM
Following the idea of learned IST (LIST) [11] and learned AMP (LAMP) [20] , we unfold the TMP-ARM algorithm into a T -layer feedforward neural network with the t-th layer illustrated in Fig. 2 . Note that the t-th layer in Fig. 2 corresponds to the t-th iteration of Algorithm 1, except that A T in line 3 of Algorithm 1 is replaced by a general operator B. Define the parameter set of the neural network by
We aim to adjust the value of parameter set to minimize the normalized mean square error (NMSE),
. We consider two methods for the training of the neural network: the layer-by-layer method and the end-to-end method.
• Layer-by-layer method: Following [20] , we begin the training process from a 1-layer network and expand the network by one layer at each time. For the first layer (i.e., t = 1), we initialize 1 = {µ 1 , α 1 , c 1 , B 1 }, and we use backpropagation to learn the value of 1 that minimizes the loss function
Then, for each new layer t = 2, . . . , T − 1, we initialize t = {µ t , α t , c t , B t } with the value from layer t − 1, and optimize t by using the backpropagation to minimize the loss
The detailed algorithm is shown in Algorithm 2.
Algorithm 2 LTMP-ARM Parameter Training via Layer-by-Layer Learning
Input: XA, X, W (1) = 0 Output:
5:
With the loss function f (t) ( t ), use the backpropogation to update t = {µ t , α t , c t , B t }. 6: end for 7: return
The backpropagation is used in Algorithm 2 for the calculation of the gradient ∇ t f (t) ( t ). To calculate this gradient, we introduce some notations as follows. Denote by vec(·) the operation that vectorizes the input matrix by stacking the columns in a sequential order. Denote by B the matrix form of general operator B. Define
where n = n 1 n 2 , z = vec(Z), and r = vec(R).
With these notations, we are able to obtain
. From the chain rule, we present the analytical expressions of these partial derivatives as follows:
• End-to-end method: This is the standard method for training a neural network with loss function f ( ). As shown in Algorithm 3, we feed the training pairs {(y, X)} S s=1 to the whole network and then update all the parameters in training, where S is the batch size.
Algorithm 3 LTMP-ARM Parameter Training via End-to-End Learning Input:
A, X, W (1) = 0 Output: VOLUME 7, 2019 Besides the partial derivatives in (16) for t = T , we also need to calculate ∂W (t)
To efficiently calculate the partial derivatives, we need to derive an analytical expression of ∂Z (t) ∂R (t) . The detailed calculation is provided in the following section.
We now discuss the calculation of ∂Z (t) ∂R (t) where Z (t) = D(R (t) ) with D being a spectrum denoiser. To simplify the notation, we drop the index t of Z (t) and R (t) . Let diag(·) be the operation that sets all the off-diagonal elements to zero. Denote
Denote by TriU the strict upper triangular part of a matrix and by TriL the strict lower triangular part of a matrix, where the diagonal of a matrix is not included in its strict upper/lower triangular part. Theorem 1: Consider a general spectrum denoiser
In the above,
where σ λ,r,r is the r-th diagonal element of λ , and G ij = U i,r V j,r ;
where the (i, j)th element of E is given by
Remark 1: We now consider the calculation of ∂ λ ∂ in (18) . Note that the off-diagonal elements {σ λ,i,j } i =j and {σ i,j } i =j in λ and are all zero. The partial derivatives related to any σ λ,i,j or σ i,j with i = j are set to zero. What remains is to consider the calculation of ∂σ λ,i,i ∂σ i,i for i = 1, . . . , r. For the singular value soft-thresholding denoiser in (5) ,
For the best rank-r approximation denoiser in (8) , 0) ).
D. COMPLEXITY
We now outline the complexity and memory costs of the Tlayer LTMP-ARM network. For convenience of discussion, we assume n 1 and n 2 are of the same order, i.e., n 2 = O(n 1 ).
In the training process, LTMP-ARM learns the parameter set
. . , T . In (16) and (17), the computational complexity is O(n 2 ). Since in each layer LTMP-ARM needs to store the partial derivative matrix, its memory complexity is O(Tn 2 ) over T layers. In the testing process, the computational complexity of the LTMP-ARM algorithm is O((n 1 + m)n 2 1 ) due to the matrix operation involving B t in each layer t and the SVD of the matrix R (t) ∈ R n 1 ×n 2 . The memory complexity is O(Tm) over T layers.
III. EXTENSION TO CRPCA A. TMP ALGORITHM FOR CRPCA
The CRPCA problem is to recover a low-rank matrix L and a sparse matrix S from the noisy linear measurement y in (2). This problem arises in various applications such as video surveillance [23] , face recognition [24] , and information retrieval [25] , etc. Inspired by the turbo compressed sensing, the TMP algorithm has been extended to solve the CRPCA problem in [13] .
We describe the TMP algorithm for CRPCA as follows. The structure of TMP, as illustrated in Fig. 3 , consists of three modules: Module A is used to provide linear estimates of both S and L by exploiting the linear measurement y; Module B estimates L by exploiting the property that L is a low-rank matrix; Module C estimates S by exploiting the property that S is sparse. Notation ''ext'' in the diagram represents the calculation of extrinsic messages. These three modules are executed iteratively to refine the estimation of S and L. Compared with the D-Turbo-CS in [10] , TMP for CRPCA includes an extra low-rank matrix estimation module. Compared with TMP for ARM in [12] , TMP for CRPCA has an extra sparse matrix estimation module. In this sense, TMP for CRPCA combines the ideas of both D-Turbo-CS and TMP for ARM to yield an efficient algorithm for the CRPCA problem. 
Algorithm 4 TMP for CRPCA Input:
A, y, S
With the framework described above, we summarize the TMP algorithm for CRPCA in Algorithm 4. Denote by S A and L A respectively the input estimates of S and L of Module A; denote by S C and L B the corresponding outputs of Module A. In addition, D L denotes a spectrum denoiser and D S denotes a denoiser applied on the sparse matrix S. The candidates of D L are given by (4) and (6) , while those of D S are soft-thresholding denoiser, hard-thresholding denoiser, and the SURE-LET denoiser. The soft-thresholding denoiser is defined as
where λ is the threshold parameter and (·) + = max(·, 0). The η(·) function can be applied to a matrix in an entry-by-entry manner, yielding
The hard-thresholding denoiser is defined as
yielding
when applied elementwise to the sparse matrix S. As for the SURE-LET denoiser, D S (·) can be generally expressed as
where { k , k = 1, 2, · · · , K } are kernel functions given by [18, eq. 36] , and {γ k , k = 1, 2, · · · , k} are weights to be optimized. The parameters of TMP for CRPCA in Algorithm 4 are determined by the turbo message passing principles [13] :
where Z (t) B and Z (t) C are defined in Algorithm 4.
B. LEARNED TMP FOR CRPCA
Following the idea of the learned TMP for ARM, we unfold the TMP for CRPCA into a T -layer feedforward neural network. As in LTMP-ARM, we replace A T by a general operator B. The hard-thresholding denoiser is chosen as D S applied on the sparse matrix S here. We define the parameter set of the neural network by
The loss function is defined as
Finally we present the LTMP algorithm for CRPCA with two ways of training in Algorithms 5 and 6. 
A and S (t) A .
5:
With the loss function f (t) ( t ),use the backpropogation to update 
IV. NUMERICAL RESULTS
In this section, the performance of the LTMP algorithms are evaluated using simulations. The proposed network is trained and tested by using the deep neural network library PyTorch. We first evaluate the performance of our proposed LTMP algorithm for matrix completion, where A is chosen as the random selector with the matrix form of A consisting of randomly selected rows of the identity matrix. The low rank matrix to be completed is generated in several ways. In our first attempt, we generate two random matrices X L ∈ R 128×20 and X R ∈ R 128×20 with i.i.d. standard Gaussian entries. Then, the low rank matrix is given by X = √ nX X F withX = X L X T R . This approach is referred to as the random Gaussian approach for the generation of the low-rank matrix X. The second way is to generateX by randomly chosen columns of the DCT (discrete cosine transform) matrix for X L and X R , where the DCT matrix is the matrix form of the discrete cosine transform operator. The size of training pairs FIGURE 4. Comparison of the LTMP algorithm with other algorithms for the matrix completion problem (with the above for the random Gaussian approach and the below for the DCT approach). The rank of the matrix X is 20, and the dimension is 128 × 128. SNR = 50 dB.
{(y, X)} is 100,000, divided into mini-batches of size 100 in the training process. The signal-to-noise ratio (SNR) is set to SNR = 1 v = 50 dB, and the measurement rate m n 1 n 2 = 0.307. Layer-by-layer training is employed. From Fig. 4 , we see that LTMP converges much faster than the counterpart algorithms, and the NMSE of LTMP is about 3 dB lower than the second best method at iteration 30.
In Fig. 5 , we evaluate the case in which the low-rank matrix X is generated as X = U 1 diag(exp(−d), exp(−2d), · · · , exp(−rd))U T 2 , (26) where d controls the rate of decay. In this case, X is an ill-conditioned matrix with the condition number determined by the decay rate d. Other settings remain the same as in Fig. 4 . 140612 VOLUME 7, 2019 FIGURE 5. Comparison of the LTMP algorithm with other algorithms for the matrix completion problem, where the low-rank matrix is generated by using (26). The rank of the matrix X is 20 with the measurement rate of 0.307 (above) and 0.39 (below) respectively, and the dimension is 128 × 128. The singular value decay rate is d = 1.
From Fig. 5 , we again see that LTMP converges much faster than the counterpart algorithms. In particular, for m n 1 n 2 = 0.39, LTMP achieves about 8 dB gain in NMSE at iteration 30 over the second best method (i.e, the ALPS algorithm).
In Fig. 6 , we evaluate the case in which the low-rank matrix X is generated by (26) with the measurement rate of m n 1 n 2 = 0.39 and 0.307, and the SNR ranges from 0 dB to 50 dB. The other settings remain the same as in Fig. 5 . It is clear that learning the TARM parameters leads to a better performance in the entire SNR region under consideration.
In Table 1 , we compare the performance of LTMP with layer-by-layer training and end-to-end training. The three different ways of low-rank matrix generation are considered. FIGURE 6. Comparison of the LTMP algorithm with other algorithms for the matrix completion problem under different SNR, where the low-rank matrix is generated by using (26). The rank of the matrix X is 20 with the measurement rate of 0.307 (above) and 0.39 (below), and the dimension is 128 × 128. The singular value decay rate is d = 1. n 1 = n 2 = 128, and m n 1 n 2 = 0.39. The other settings remain the same as in Fig. 4 . From Table 1 , we see that a significant gain is achieved by the use of end-to-end training. However, our numerical experiments show that the end-to-end training method converges slowly as compared to the layerby-layer method. In Table 2 , we evaluate the performance of LTMP-ARM with end-to-end training. The measurement rates considered in the simulation are m n 1 n 2 = 0.39, 0.32, and 0.307. Other settings remain the same as in Fig. 4 . It can be seen that when the low-rank matrix is ill-conditioned or is constructed based on the DCT matrix, the LTMP-ARM algorithm generally requires more measurements to achieve reliable matrix recovery. We now consider the case of low-rank matrix recovery with the matrix form of A sampled i.i.d. from the standard Gaussian distribution in Fig. 7 . The other settings remain the same as in Fig. 4(a) . We see again that LTMP performs much better than the counterpart algorithms. Moreover, we see that an additional performance gain can be achieved by the training of linear operator B.
In Fig. 8 , we evaluate the case in which the low-rank matrix X is generated by the random Gaussian approach with the measurement rate of m n 1 n 2 = 0.307, and the SNR ranges from 0 dB to 50 dB. The matrix form of A sampled i.i.d. from the standard Gaussian distribution. The other settings remain the same as in Fig. 4(a) . The simulation result illustrates that the parameter training is effective from 0 dB to 50 dB.
Finally, we evaluate the performance of our proposed LTMP algorithm for the CRPCA problem where A is chosen as the random selector. In Fig. 9(a) , we evaluate the case where the low-rank matrixL is generated by the multiplication of two random Gaussian matrices with i.i.d. standard Gaussian entries. In Fig. 9(b) , we evaluate the case in which the low-rank matrixL is generated byL = L L L T R , with L L and L R constructed from randomly chosen columns of the DCT matrix. The low rank matrix L to be completed is given by L = √ nL L F . The elements of the sparse matrix S in Fig. 9 (a) and Fig. 9 (b) are both independently generated by following a Gaussian-Bernoulli distribution with zero mean and unit variance. The sparsity rate of the sparse matrix S is S 0 = 0.02 n, and the dimension of both L and S is 128 × 128.
From Fig. 9 , we see that for the sparse matrix S, the improvement of LTMP over the other algorithms is limited; for the low-rank matrix L, the performance gain of FIGURE 9. Comparison of the LTMP algorithm with other algorithms for the CRPCA problem. The rank of L is 20 with the measurement rate of 0.39. L in the above is generated by the random Gaussian approach, and L in the below is generated by the DCT approach. The sparsity rate of the sparse matrix S is S 0 = 0.02 n, and the dimension of both L and S is 128 × 128.
LTMP is encouraging, especially when the measurement rate is relatively high. This is due to the fact that with a random selector A, the non-zeros of the sparse matrix cannot be recovered once they are not selected by A, leading to the error floor of S in Fig. 9 .
V. CONCLUSION
In this paper, we studied the ARM and CRPCA problems. We proposed learning-based algorithms termed the LTMP-ARM algorithm as well as the LTMP-CRPCA algorithm to improve the performance of the TMP algorithms. We derived the backprop rules for the training of the LTMP-ARM and LTMP-CRPCA networks. In addition, extensive simulation results were presented to illustrate the favorable performance of our method compared to the stateof-the-art algorithms on both the ARM and CRPCA problems. Particularly, the LTMP-ARM algorithm demonstrated superior robustness when applied to extreme situations where all the other existing algorithms fail. In addition, the LTMP-CRPCA algorithm outperforms the existing approaches in term of both convergence rate (in layers) and NMSE.
APPENDIX PROOF OF THEOREM 1
Given
where u T i and v T i are respectively the i-th row of U and V . Then, the partial derivatives in (i) are straightfoward. The partial derivative of Z with respect to the r-th diagonal element of the matrix is ∂Z ∂σ r,r = vec(G),
where G ij = U i,r V j,r , and σ r,r is the r-th diagonal element of the singular value matrix .
To calculate ∂U ∂R , ∂ ∂R , ∂V T ∂R , we do a perturbation analysis on the equation R = U V T . Let R , U , and V be infinitesimally small perturbations to R, U, and V , respectively. Then
Ignoring the higher-order infinitesimals, we obtain
or equivalently,
U and V are both orthogonal matrices, and so are their perturbed versions, i.e.
Then
Together with (31), we obtain
Let R ij be the perturbation on the element R ij of matirx R. Let u T i be the i-th row of U, and v T j be the j-th row of V . Setting the elements of R to zero except R ij , we obtain from (34) that
or equivalently
From (33), we obtain
Then (35) is rewritten as where the diagonal elements of F and E are all zero. Then from (38), we obtain
Taking transpose on both sides of (43), together with TriU (F T ) = TriL(F) T = −TriU (F) = −TriL(F T ) T , we obtain 
Then, solving (45), we obtain the (i, j)th element of E as
From (38), we obtain
Finally, from the definition of F and E, we obtain 
