Introduction
The aim of this paper is to provide a description of parameter test ideals of local Cohen-Macaulay rings of prime characteristic p. The nature of this description will be such that it will allow us to give an algorithm for producing these ideals.
These descriptions will follow from the study of a certain Frobenius map on the injective hull of residue fields. In the complete case, which is the main case, Matlis duality will enable us to translate the Frobenius map above to a study of maps of quotients of regular rings to their images under the Frobenius functor.
Frobenius maps
Let S be a commutative ring of prime characteristic p and let M be an S-module. A Frobenius map on M is a Z-linear map φ : M → M with the property that φ(sm) = s p φ(m) for all s ∈ S and m ∈ M . The fundamental example of a Frobenius map is the Frobenius map f : S → S given by f (s) = s p . The Frobenius map allows us to endow S with a structure of an S-bimodule: as a left S-module it has the usual S-module structure whereas S acts on itself on the right via the Frobenius map. We shall denote this bimodule F S (S) and so for all a ∈ F (S) and s ∈ S, s·a = sa while a·s = s p a, where · denotes the action of S. We can extend this construction to obtain the Frobenius functor F sending any S-module M to F S (M ) = F S (S) ⊗ S M where S acts on F S (M ) via its left-action on F S (S), so for s ⊗ m ∈ F S (M ) and t ∈ S we have t · (s ⊗ m) = ts ⊗ m and (s ⊗ tm) = s · t ⊗ m = t p s ⊗ m. We shall repeatedly (and tacitly) use the fact that the functor F S is exact whenever S is regular (Theorem 2.1 in [K] ).
Iterations φ e = φ • · · · • φ e times of Frobenius maps φ : M → M result in maps φ e : M → M which satisfy φ(sm) = s p e φ(m) for all s ∈ S and m ∈ M . More generally, we will consider the set F e (M ) of all Z-linear maps ψ : M → M which satisfy ψ(sm) = s p e ψ(m) for all s ∈ S and m ∈ M . We can give F e (M ) the structure of an S-module: for any ψ ∈ F e (M ) and a ∈ S we simply let aψ the map sending m ∈ M to aψ(m). Furthermore, we can define a product in F(M ) := F e (M ) to be composition of Z-linear maps and thus endow F(M ) with the structure of an S-algebra. The iteration of the Frobenius map on R leads one to the iterated Frobenius functors F i R (−) which are defined for all i ≥ 1 recursively by F 1 R (−) = F R (−) and F i+1 R (−) = F R • F i R (−) for all i ≥ 1. These higher Frobenius functors are also exact whenever S is regular.
In this paper we will be interested in studying Frobenius maps on injective hulls of residue fields and top local cohomology modules. An example of the latter when S is local and ddimensional can be obtained as follows. The top local cohomology module H d m (S) can be computed as the direct limit of
and we can define a Frobenius map φ ∈ F e H d m (S) on this direct limit by mapping the coset a+(x n 1 , . . . , x n d )S in the n-th component of the direct limit to the coset a p e +(x np e 1 , . . . , x np e d )S in the np e -th component of the direct limit. It is not hard to verify that this is indeed a well defined map from H d m (S) to H d m (S) and that it is a Frobenius map. An important observation used in this paper is the fact that when S is Cohen-Macaulay, the Frobenius map φ ∈ F 1 (H d m (S)) described above generates the S-algebra F(H d m (S)) (cf. Example 3.7 in [LS] ).
A different and fruitful way of thinking about Frobenius maps on M and their iterations is as left-module structures over certain skew-commutative rings. Given any commutative ring S we can construct a skew commutative ring S[T ; f e ] as follows: as an S-module it will be the free module ⊕ ∞ i=0 ST i and we extend the rule T s = s p e T for all s ∈ S to a (noncommutative!) multiplicative structure on S[T ; f e ]. Given a Frobenius map φ ∈ F e (M ) on an S-module M , we can then turn it into a left S[T ; f e ]-module by extending the rule T m = φ(m) for all m ∈ M . The fact that this gives M the structure of a left S[T ; f e ]-module is simply because for all s ∈ S and m ∈ M ,
This approach has been taken in many previous papers, the most relevant to us being [S] .
A duality
In this section we set up the main tool, based on Matlis Duality, which will enable us to explore given R[T ; f ]-module structures of certain Artinian modules.
Henceforth in this paper (R, m) will denote a complete local regular ring of characteristic p. We shall denote the injective hull of R/m with E and (−) ∨ shall denote the functor Hom R (−, E).
Let 
In this section we construct a pair of functors ∆ e : C e → D e and Ψ e : D e → C e in a way that for all M ∈ C e , the S[T ; f e ]-module Ψ e • ∆ e (M ) is canonically isomorphic to M and for all D = (N u − → F e R (N )) ∈ D e , ∆ e • Ψ e (D) is canonically isomorphic to D. The functor ∆ e just the "first step" in the construction of Gennady Lyubeznik's functor H R,S , i.e., for M ∈ C e we have an R-linear map α M : F e R (M ) → M given by α(r⊗m) = rT m for all r ∈ R and m ∈ M . Applying (−) ∨ to the map α one obtains an R-linear map
To define Ψ e we retrace the steps above; given a finitely generated S-module N and a R-linear map a : N → F e R (N ) we define Ψ e (−) to coincide with the functor (−) ∨ as a functor of S modules giving Ψ e (N ) the additional structure of an S[T ; f e ] module structure as follows.
We apply ∨ to the map a above to obtain a map a ∨ : F e R (N ) ∨ → N ∨ . We next obtain a map ǫ : F e R (N ∨ ) → F e R (N ) ∨ as the following composition:
We now obtain a functorial map b = a ∨ • ǫ : F e R (N ∨ ) → N ∨ and we define the action of T on N ∨ by defining T n = b(1 ⊗ n) for all n ∈ N ∨ .
Theorem 3.1. The functors ∆ e : C e → D e and Ψ e : D e → C e are exact. For all M ∈ C e , the
Proof. The exactness of the functors follows from the exactness of the functors Hom R (−, E) and F e R . To prove the second statement we notice that for all M ∈ C e , Ψ e • ∆ e (M ) is M ∨∨ which we identify as an S-module with M by identifying each m ∈ M with the e m ∈ M ∨∨ which we defined at the beginning of this section. We want to show that this identification is an isomorphism of S[T ; f e ]-modules, and to do so we now describe T e m for all e m ∈ Ψ e •∆ e (M ). This will be the image of 1 ⊗ e m under the map (1)
where i 1 , i 2 are the isomorphisms induced from the isomorphism of functors (−) ∼ = (−) ∨∨ . The functoriality of γ (−) implies that we have a commutative diagram
We may now rewrite the composition in (1) as
is given by the composition (2)
where i 1 , i 2 are the isomorphisms induced from the isomorphism of functors (−) ∼ = (−) ∨∨ .
We may now rewrite the composition in (2) as
which simplifies to a ∨∨ .
Throughout this paper, when e = 1 we will drop the subscript e from our notation. Thus
As mentioned before, the functor ∆ is a building block for another functor described in section 4 of [L] . This functor, denoted with H R,S , is a functor from C to the category of F -finite F R -modules (see sections 1,2 and 3 in [L] for definition and properties) and is obtained as follows.
Various useful properties of Lyubeznik's functor can be found in section 4 of [L] .
Frobenius maps on injective hulls
Henceforth in this paper we shall fix an ideal I ⊆ R and denote R/I with S. In this section we will first apply the tools developed in section 3 to yield a description of possible S[T ; f e ]-module structures of E S = E S (S/mS), the injective hull of the residue field of S. This description is not new: it is contained in Proposition 5.2 in [LS] . Later in the section we shall use this description to describe explicitly the nilpotent elements of E S (S/mS). The bijection between R-linear maps R/I − → R/I [p e ] and S[T ; f e ]-module structures on E S has been described explicitly in Chapter 3 of [B] as follows. First, notice that E, thought of as the direct limit of
where y 1 , . . . , y n is a system of parameters for R, has a natural Frobenius map given by
uφ, which is also a Frobenius map on E, will restrict to a Frobenius map on E S = ann E I because for all m ∈ ann E I,
In Chapter 3 of [B] it is shown that all Frobenius maps on E S are obtained in this way.
Henceforth in this section we shall assume that E S has a given S[T ; f ]-module structure. Our next aim is to describe the S[T ; f ]-submodules of E S . Later in the section we shall use this description to describe explicitly the nilpotent elements of E S . We start by recalling that the set of S-submodules of E S is {ann ES J | J ⊆ S} (cf. Theorem 5.21 in [SV] .) If we now asked for a description of the S[T ; f ]-submodules of E S , the answer would obviously be "all ann ES J which happen to be S[T ; f ]-submodules of E S ". With this in mind we define the following.
Notice that for an ideal J ⊆ S, being an E S -ideal is equivalent to ann ES J = ann ES JS[T ; f ]. We also note that when S is Gorenstein the notion of E S ideals coincides with that of Fideals studied in [Sm1] .
Proof. Assume first that L is E S -special and hence an E-ideal. Apply the functor ∆ to the short exact sequence of
to obtain the following short exact sequence in D
On the other hand, if uL ⊆ L [p] , we can construct the commutative diagram (4), and an application of the functor Ψ gives back the short exact sequence (3) and we deduce that L is an E-ideal and hence a special E S ideal.
We now turn our attention to the nilpotent elements of E S , i.e., to the
Recall that we can write Nil(E S ) as ann ES JS[T ; f ] for some E S -ideal J ⊆ R. Also, it is known that there exists an η ≥ 1 such that T η Nil(E S ) = 0 (cf. [HS, Proposition 1.11] and [L, Proposition 4.4] ). This invariant of S plays an important role in the study of the Frobenius closure (see [KS] and [HKSY] .) We now describe the ideal J and the index of nilpotency η. Proposition 4.4 in [L] now implies that Nil(E S ) = N α for some α ≥ 1, and since Nil(E S ) is the union of the ascending chain {N α } α≥1 , we see that
We shall see in section 5 how to compute this smallest ideal J ⊇ I for which u νe ∈ J [p e ] .
We conclude this section by exhibiting another "naturally occurring" S[T ; f ]-submodule of E S . (a) The sequence of ideals {L α } α≥1 is an ascending sequence.
Proof. For all α ≥ 1 we the map g α : R/I → R/I [p α ] given by the composition
is just the map g α : R/I u να −−→ R/I [p α ] given by multiplication by u να and whose kernel is L α . These kernels form an ascending chain, so (a) follows.
The first statement in (b) follows from Proposition 2.3(b) in [L] . To prove the second statement, we first notice that since uI ⊆ I [p] , u p α I [p α ] ⊆ I [p α+1 ] for all α ≥ 1 hence u να I ⊂ I [p α ] and we deduce that I ⊂ L α for all α ≥ 1. To show that L A is an E S -ideal it remains to prove that uL A ⊆ L
[p]
A :
where the penultimate equality is a consequence of the exactness of F R (−). Let K be an E S -ideal for which E S / ann ES K is nilpotent and choose some e ≥ 1 for which T e (E S / ann ES K) = 0. An application of ∆ e to the short exact sequence
where the leftmost vertical map is the zero map, i.e., u νe K ⊆ I [p e ] and hence K ⊆ L e .
The ⋆-closure
The statements of Theorems 4.6 and 4.7 in the previous section referred to certain smallest ideals J ⊆ R with the property that J [p e ] contains a given ideal. The aim of this section is to describe an algorithm for computing these ideals.
Throughout this section T will denote a Noetherian regular ring of prime characteristic p. Proof. The first statement is an immediate consequence of the fact that the T -module T 1/p e is assumed to be ∩-flat. The second statement is straighforward.
An easy induction reduces the proof of (c) to the case s = 2. Notice that if T is a polynomial ring K[x 1 , . . . , x n ] for some field K or a localization of it, then T 1/p e is a free T -module and hence ∩-flat. Throughout the remainder of this section we will assume that T = K[[x 1 , . . . , x n ]] or that T = K[x 1 , . . . , x n ] for some field K of prime characteristic p. We also fix an e ≥ 1.
The previous proposition reduces the calculation of I e (A) to the case where A is principal, and this is the content of the next proposition. This proposition has been proved in [ABL] and we reproduce the proof for the reader's convenience. We first define Λ = {(α 1 , . . . , α n ) ∈ N n | 0 ≤ α 1 , . . . , α n < p e } and for each λ = (α 1 , . . . , α n ) ∈ Λ let x λ denote the monomial x α1 1 · . . . · x αn n . Observe that, if Θ is a basis of K as a K p e -vector-space,
is a free basis for the T p e -module T .
Proposition 5.3. Let g ∈ T ; using the free basis
Proof. If L ⊆ T is such that g = b∈B g p e b b ∈ L [p e ] then we can find ℓ 1 , . . . , ℓ s ∈ L and
Since these are direct sums, we may compare coefficients and deduce that for all b ∈ B,
We can now restate one of the statements of Theorem 4.6 as follows: The index of nilpotency of E S , if not zero, is the index at which the ascending sequence of ideals {I e (u ν e + I) + I} e≥1 stabilizes.
Notice that when T is a polynomial ring and W ⊂ T is a multiplicative set, Proposition 5.3 implies that for any ideal A ⊂ T , I e W −1 A = W −1 I e (A). Similarly, if m is the irrelevant ideal of T and T denotes the completion of T with respect to m, then I e A T = I e (A) T .
Definition 5.4. Fix any u ∈ T . For any ideal A ⊆ T we define a sequence of ideals as follows: A 0 = A and A i+1 = I e (uA i )+A i for all i ≥ 0. Clearly this sequence is an ascending chain and as T is Noetherian it stabilizes to some ideal which we denote with A ⋆ e u .
Proposition 5.5. Fix any u ∈ T and let A ⊆ T be an ideal.
be the sequence of ideals as in Definition 5.4. We show by induction that A i ⊆ B for all i ≥ 0. Since A 0 = A and A ⊆ B the claim is true for i = 0; assume that i ≥ 0 and that A i ⊆ B. Now uA i ⊆ uB ⊆ B [p e ] and the minimality of I e (uA i )
The regular local ring R at the focus of this paper is a power series hence it is of the form K[[x 1 , . . . , x n ]] for some field K of prime characteristic p. When A is expanded from the polynomial ring T = K[x 1 , . . . , x n ] and u ∈ T we want to compute A ⋆ e u by performing calculations in T rather than R. Proposition 5.6 below shows how to do that.
Proposition 5.6. Let A be an ideal of T = K[x 1 , . . . , x n ] and let u ∈ T . We have (AR) ⋆ e u = A ⋆ e u R.
Proof. Let {B i } i≥0 and {C i } i≥0 be the sequences introduced in Definition 5.4 whose stable values are (AR) ⋆ e u and A ⋆ e u , respectively. We will show that B i = C i R for all i ≥ 0 using induction on i.
First, C 0 R = AR = B 0 , so assume that i > 0 and that
On the other hand,
6. E S -ideals and special E S -ideals [S] ; notice that we extended slightly the definition of special ideals to the case where G is not necessarily T -torsion-free.) Proposition 6.1. Assume that R is complete and that E S is T -torsion free. An ideal L ⊆ R which contains I is an E S -ideal if and only if LS is E-special.
Proof. Assume first that L is E S -special, i.e., LS[T ; f ] = gr-ann N for some S[T ; f ]-submodule N of E S , and since E S is assumed to be T -torsion-free, we have gr-ann N = (0 : R N )S[T ; f ] (cf. Definition 1.10 in [S] ). We can also write N = ann ES L ′ for some E S -ideal L ′ and f ]-module structure on E S ; the following section will describe its relevance to test-ideals.
We shall assume henceforth that S is Cohen-Macaulay with canonical module ω ⊆ S.
The short exact sequence 0 → ω → S → S/ω → 0 yields a surjection H dim S mS (ω) ։ H dim S mS (S); for any system of parameters x 1 , . . . , x d for S this map can also be described as the map (S) and identify E ∨ S with R/I we obtain the following commutative diagram with exact rows
where u ∈ R, the second vertical map is multiplication by u and the first vertical map is given by restriction of the second, i.e., also by multiplication by u. We deduce that under the identification of E ∨ S with R/I, H dim S mS (S) ∨ is identified with J/I for some ideal J ⊆ R containing I. This ideal J must then satisfy uJ ⊆ J [p] .
Our next step is to compute J and u effectively. Let Ω be the full pre-image of ω in R. Working over R, the surjection To find the map u in (5) we use the fact that F H dim S mS (S) is the R-algebra with one generator corresponding to the S[T ; f ]-module structure defined above (cf. Example 3.7 in [LS] ). Hence the S-linear maps Ext δ R (R/I, R) → F R Ext δ R (R/I, R) form a rank-one Sfree module and the generator u of this free module can be computed explicitly from the generator of
(cf. Chapter 3 of [B] and section 4.)
The computation of parameter-test-ideals
Throughout this section we will assume that S = R/I is Cohen-Macaulay with canonical module ω ⊆ S. We shall write H = H dim S mS (S) and we will assume that E S is T -torsionfree. This last assumption implies that H, being a quotient of E S by a graded annihilator submodule, is also T -torsion-free (cf. Lemma 3.1 in [S] ). Recall now that Corollary 4.6 in [S] now states that the parameter-test-element of S is the smallest H-special ideal of S of positive height. In this section we relate the H-special ideals to E S -special ideals and describe an algorithm for computing the parameter-test-element of S.
First we note that Proposition 6.1 and yields the following. 
Proof. This follows from Proposition 3.3 in [S] .
We are now ready for the main theorem in this section.
Theorem 8.2. Assume that E S is T -torsion-free. Let c ∈ R be such that its image in S is a parameter test element. The parameter test ideal τ of S is given by ((cJ + I) ⋆u : R J)S.
Proof. Notice that (cJ + I) ⋆u is an E S -ideal and that since c ∈ ((cJ + I) ⋆u : J), we have ht((cJ + I) ⋆u : J)S > 0. Now In the case where E S is T -torsion-free, if we are given one parameter-test-element, we can now compute the entire parameter test ideal of S as follows.
(1) Find the element u ∈ R as described in section 7 and use Theorem 4.6 to determine whether E S is T -torsion-free. If E S is T -torsion-free proceed as follows.
(2) Find the ideal I ⊆ J ⊆ R as described in section 7.
(3) Given one parameter test element c, compute L = (cJ + I) ⋆u as described in section 5. (4) The parameter test ideal of S is (L : R J)S.
Applications and examples
A particularly simple instance of the results of the previous chapters is the case where S is a complete intersection, i.e., the case where I is generated by a regular sequence u 1 , . . . , u s ∈ R. Now S = R/I is Gorenstein, E S = H dim S mS (S) (so the surjection described in the beginning of section 7 is an equality) and ∆(E S ) = R/I → R/I [p] is given by multiplication by u = (u 1 · . . . · u s ) p−1 whose image in (I [p] : R I)/I [p] generates it.
We first return to Theorem 4.6 and put in its proper context and recover Richard Fedder's characterization of F -injective complete intersections (Proposition 2.1 in [F] .) Assume now that I ⊂ R is generated by a regular sequence u 1 , . . . , u s and notice that as S = R/I is Gorenstein, E S = H dim(S) mS (S) . We call S F -injective if the natural Frobenius map on E S = H dim(S) mS (S) is injective, i.e., if Nil(E S ) = 0. We now recover Fedder's Criterion which states that S is F -injective if and only if u / ∈ m [p] where u = (u 1 · . . . · u s ) p−1 . The crucial fact here is that ∆(E S ) is the map R/I u − → R/I [p] . As in the proof of Theorem 4.6 consider N 1 = {m ∈ E S | T m = 0} and write ∆(N 1 ) = (R/L u − → R/L [p] ) for some E S -ideal L. We saw that this map is the zero map, i.e., u ∈ L [p] . Fedder's condition u / ∈ m [p] is equivalent to the non-existence of a proper ideal L ⊂ R for which u ∈ L [p] so it implies that N 1 = ann ES R = 0. If, on the other hand, u ∈ m [p] then um ⊆ m [p] , so m is an E S ideal and since the map R/m u − → R/m [p] is the zero map, T Ψ R/m u − → R/m [p] = 0 and S is not F -injective.
We now describe a specific calculation performed using the methods in the previous sections. All calculations described below were done with Macaulay2 [GS] .
Let K be the field of two elements, R = K[x 1 , x 2 , x 3 , x 4 , x 5 ], let I be the ideal of R generated by the 2 × 2 minors of this turns out to be u = x 3 1 x 2 x 3 + x 3 1 x 2 x 4 + x 2 1 x 3 x 4 x 5 + x 1 x 2 x 3 x 4 x 5 + x 1 x 2 x 2 4 x 5 + x 2 2 x 2 4 x 5 + x 3 x 2 4 x 2 5 + x 3 4 x 2 5 .
We compute I 1 (u ν1 R) = R hence E S is T -torsion free. Now the parameter-test-ideal τ is computed as ((cJ + I) ⋆u : J) where c is randomly chosen to be in the defining ideal of the singular locus of S and not in a minimal prime of I. This calculation yields τ = (x 1 , x 2 , x 3 + x 4 , x 4 x 5 )R and we deduce that S is not F -regular.
