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Abstract 10 
This paper presents new methods for an automated analysis of the Double InterTropical 11 
Convergence Zone (dITCZ) phenomena on a daily time scale over the east Pacific. Long-term 12 
Geostationary Operational Environmental Satellite (GOES) visible and infrared data are used to 13 
spatially identify and segment the convection zones over the east Pacific basin on both sides of 14 
the equator and to track the temporal variability of the ITCZ, specifically to identify cases of 15 
dITCZs, northern or southern ITCZ, or non-presence events. For the segmentation approach, 16 
image processing techniques are developed to extract information about the spatial features of 17 
the ITCZ in both hemispheres for each satellite image. These features serve as input to a 18 
temporal classification algorithm that is based on a combination of hidden semi Markov model 19 
(HsMM) and support vector machine (SVM) methods. The performance of the proposed method 20 
is competitive with human experts and the methodology can thus be used to conduct an in-depth 21 
analysis of the dITCZ. Such an analysis could provide precise information for refining existing 22 
weather and climate models over the sparsely observed east Pacific where the dITCZ is greatly 23 
over-represented in most models. 24 
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 28 
1 Introduction 29 
The InterTropical Convergence Zone (ITCZ) is a zonally elongated, rather narrow zone of 30 
convection over the tropical oceans, playing a key role in the general circulation of the 31 
atmosphere. Understanding its variability is essential for improving global climate models. The 32 
ITCZ is frequently observed north of the equator in the east Pacific (hereafter referred to as the 33 
northern ITCZ (nITCZ)) especially during the boreal summer half-year. Even in winter, the 34 
ITCZ may be detected north of the equator as seen in cloud fields. Only in the boreal spring 35 
(especially March to April) is the ITCZ also observed south of the equator, which we will refer 36 
to as the southern ITCZ (sITCZ). At times this leads to two convergence zones, strong enough to 37 
be revealed in cloud fields, simultaneously existing on both sides of the equator in the tropical 38 
east Pacific. This phenomenon has been named the double ITCZ (dITCZ) (Hubert et al., 1969). 39 
Fig. 1 illustrates representative images from the visible channel on geostationary satellites for all 40 
four possible combinations of east Pacific ITCZ occurrences in the boreal spring, i.e. (a) dITCZ, 41 
(b) nITCZ, (c) sITCZ and (d) with no ITCZ signal present on either side of the equator. In this 42 
paper we reserve the symbol dITCZ to describe the occurrence of simultaneous convection zones 43 
on both sides of the equator in the east Pacific in instantaneous data. Most previous studies have 44 
examined time-averaged and/or area-averaged fields and upon detecting convection both north 45 
and south of the equator refer to the phenomenon as a double ITCZ - this is different from our 46 
definition of dITCZ above. 47 
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 48 
Most current global climate models grossly over-represent the dITCZ during the boreal spring 49 
(active season). Some of the models even show a dITCZ outside of its active season. This leads 50 
to serious model misrepresentations of surface energy fluxes and radiative heating in the east 51 
Pacific with global consequences. Previous studies of the double ITCZ have focused on monthly 52 
(e.g. Zhang, 2001; Liu & Xie, 2002) or at most weekly time scales (e.g. Gu et al., 2005; Lietzke 53 
et al., 2001). Magnusdottir and Wang (2008) examined double ITCZ occurrence in daily data but 54 
used reanalysis data that by design include numerical model assumptions that may not be valid in 55 
the tropics. Masunaga and L'Ecuyer (2010) examined seasonal evolution of the southern branch 56 
of the ITCZ in eight years of daily satellite data (2000-2007) and the associated seasonal 57 
evolution of surface energy fluxes and the ocean mixed layer.   58 
 59 
We are interested in characterizing the occurrence of each of the configurations (or states) of 60 
ITCZ on both sides of the equator in the east Pacific on the daily time scale. This requires an 61 
approach that relies only on instantaneous meteorological satellite images, avoiding potential 62 
corruption from meteorological analyses that may misrepresent the state of the tropical 63 
atmosphere in data sparse regions, such as the tropical east Pacific. In addition, the approach 64 
should work automated to the extent possible in order to handle large data sets for long-term 65 
analyses that are impractical for manual annotation.  66 
 67 
The algorithm we propose for this task consists of two major parts: first, we spatially localize the 68 
ITCZ in both hemispheres in single images (detection); and second, we use time-series analysis 69 
to identify different ITCZ states for later statistical analyses. For the first task, we rely on finding 70 
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a backbone path to indicate the elongated ITCZ cloud band and use a subsequent region-growing 71 
algorithm to extract the connected ITCZ cloud field. An alternative approach to this 72 
unsupervised methodology would be to use spatio-temporal Markov random fields as described 73 
in Bain et al. (2011) – however, this requires time-consuming labeling of images at the pixel 74 
level, whereas in the approach proposed here no labeling is required for the spatial segmentation.  75 
 76 
For the second task, features extracted from the spatial segmentation are used to classify each 77 
image into one of four discrete states (dITCZ, nITCZ, sITCZ and no presence). We make use of 78 
an extended hidden semi Markov model/support vector machine (HsMM/SVM) approach, 79 
leveraging HMM modeling techniques to integrate information over time (Rabiner, 1989), 80 
adapting hybrid HMM methods that traditionally have been applied to speech recognition 81 
(Bourlard & Morgan, 1994).   82 
 83 
Our results in this paper demonstrate that the proposed method can extract extensive information 84 
about the ITCZ phenomenon – about its current state as well as characteristics such as extent and 85 
location – at a high temporal resolution and in a fully automatic manner. The method is 86 
competitive in accuracy when compared to human experts and it significantly reduces the 87 
amount of human effort involved in annotation since only an initial set of training images need to 88 
be labeled and not the whole data set.  89 
 90 
In the following, we first briefly describe the satellite data that we use and the ground truth 91 
acquisition by human experts. Then the method is described in detail. Beginning with 92 
localization of the ITCZ, we will focus on the temporal classification of the dITCZ states. We 93 
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evaluate the performance of the proposed algorithm and present first basic climate statistics 94 
based on a five-season sample case. Finally, we conclude with potential future research 95 
directions. 96 
 97 
 98 
 99 
 (a) Double ITCZ (05.April.2002)  (b) Northern ITCZ (17.May.2000) 
 (c) Southern ITCZ (13.March.2000)  (d) No ITCZ present (11.February.2000) 
Fig. 1 – Examples of the four possible ITCZ states in GOES VS images. The green lines indicate the equator. 100 
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 101 
2 Methods 102 
2.1 Dataset & ground truth 103 
The visible (VS) and infrared (IR) data of the GridSat data set from Knapp et al. (2011) are used 104 
in this paper1. In GridSat, raw data from multiple geostationary satellites are remapped to a 105 
standard map projection, recalibrated to optimize temporal homogeneity (especially optimized 106 
for the IR data), and stitched together from different satellite instruments to provide a 107 
standardized data set for the years 1980 to present. The spatial resolution of the data is 108 
approximately 8 km which allows accurate identification of large-scale ITCZ phenomena. VS 109 
images are available daily at 21:00 GMT (daylight) while IR images are available every 3 hours 110 
since they are independent of the position of the sun. High reflectivity values in VS images 111 
correspond to optically thick cloud cover and low IR temperature corresponds to cold cloud tops 112 
or cloud tops high in the troposphere.  These characteristics are useful indicators for the presence 113 
of the ITCZ which, in general, is associated with deep as well as shallow convection (see also 114 
Bain et al., 2011). For detecting the dITCZ, nITCZ, and sITCZ states, we restrict the area of 115 
interest to longitudinal and latitudinal ranges of 180° W to 90° W and 20° N to 20°S and the 116 
period of potential occurrence to February until May of each year. In subsequent analysis of the 117 
images we rescaled the [0…1] reflectivity values of the VS data and the temperature-normalized 118 
IR data to 256-integer images.  119 
 120 
                                                 
1 The files stored in GRISAT-B1 beta netCDF-4 format were provided by Dr. Ken Knapp and are precisely 
described in the referenced paper. They were generated for the boreal spring (i.e. February-May) of the years 2000-
2004 and the specific region of interest (i.e. east Pacific). 
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Human experts (atmospheric scientists familiar with the ITCZ process) manually generated 121 
image labels using a graphical user interface. To assist the human experts three different satellite 122 
fields (VS, IR and Total Precipitable Water (TPW)) were displayed in the interface. TPW was 123 
obtained from Remote Sensing Systems and is a composite from various microwave sensors. 124 
Two atmospheric scientists (Experts I & II) each independently labeled two seasons of data 125 
(2000 and 2002), and two more experts (Expert III & IV) each labeled a sequence for March 126 
2000. The sequence labeled by Expert I was used for training and testing of the model; the 127 
accuracy of Expert I was measured using the labels from Expert II, III & IV. The scientists 128 
assigned each day to one of four stage tags, where the mutually exclusive stage tags were (a) 129 
dITCZ, (b) nITCZ, (c) sITCZ, or (d) a non-presence event. The purpose of collecting labels in 130 
this manner was to provide ground truth data for training pattern recognition algorithms, as well 131 
as for systematically evaluating the quality of such algorithms by comparing algorithm and 132 
human accuracy on held-out data. 133 
 134 
2.2 Locating the ITCZ – The backbone algorithm 135 
The first challenge for automatic tracking of the dITCZ phenomena is to locate the ITCZ 136 
position (if present) and its spatial extent, on both sides of the equator. As a preprocessing step, 137 
the data are filtered by a standard Gaussian spatial filter. A latitude-dependent weighting (a 138 
mixture of two smooth Gaussian functions with maxima at 8° N and 8° S, see Appendix A) is 139 
used to add prior knowledge about the most likely ITCZ location in order to bias the path-finding 140 
algorithm towards these regions. Thereafter, we estimate the location of the ITCZ by finding a 141 
path (or “backbone”) that is optimal in the sense that it maximizes the intensity value of the 142 
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summed pixels from the west to the east. Dynamic programming is used to compute the optimal 143 
path as outlined below. 144 
 145 
Let I be a two-dimensional N x M array of intensity values corresponding to the satellite image 146 
with N referring to the number of columns and M to the number of rows. Let P be the matrix 147 
storing the estimated backbone path from left to right and PA an auxiliary variable containing the 148 
path positions: 149 
 150 
Initiation:   ܲሺͳǡ݉ሻ ൌ ܫሺͳǡ݉ሻ ׊݉ǣ ͳ ൑ ݉ ൑ ܯ 
Recursion:   
ܲሺ݊ǡ݉ሻ ൌ ܫሺ݊ǡ݉ሻ ൅ ݉ܽݔ
௠ିଵஸ௞ஸ௠ାଵ
ܲሺ݊ െ ͳǡ ݇ሻ׊݊ǣ ʹ ൑ ݊ ൑ ܰǢ׊݉ǣ ͳ ൑ ݉ ൑ ܯ 
    ܲ஺ሺ݊ǡ݉ሻ ൌ ܽݎ݃݉ܽݔ௠ିଵஸ௞ஸ௠ାଵܲሺ݊ െ ͳǡ ݇ሻ ׊݊ǣ ʹ ൑ ݊ ൑ ܰǢ ׊݉ǣ ͳ ൑ ݉ ൑ ܯ 
(1.1) 
 
To estimate the backbone path positions PO the maximum of P in column N is chosen and 
backtracked using the auxiliary variable PA. 
 
Initiation:   ܲைሺܰሻ ൌ ܽݎ݃݉ܽݔଵஸ௞ஸ ெ ܲሺܰǡ ݇ሻ 
Recursion:  ܲைሺ݊ሻ ൌ ܲ஺൫݊ ൅ ͳǡ ܲைሺ݊ ൅ ͳሻ൯ ݓ݅ݐ݄ ݊ ൌ ܰ െ ͳǡܰ െ ʹǡǥ ǡͳ 
(1.2) 
 151 
We apply this algorithm to both sides of the equator, i.e. 20°N to 0° for the northern ITCZ and 0° 152 
to 20°S for the southern ITCZ. Fig. 2 shows a typical result from this algorithm, illustrating the 153 
estimated backbone paths (and corresponding ITCZ locations) obtained from VS data.  154 
 155 
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 156 
Fig. 2 – The red line indicates the location of the estimated backbone path (in both the northern and southern 157 
hemispheres), and correspondingly, the estimate of the dITCZ location. From VS data. 158 
 159 
Given the estimated path we extract the spatial extent of the ITCZ as follows. Morphological 160 
reconstruction by dilation is used to find a spatial segmentation. To avoid the computationally-161 
intensive process of iterative geodesic dilation we use a downhill filter which relies on a random 162 
access queue and is initialized via seed points defined by the backbone path – this approach was 163 
suggested by Robinson and Whelan (2004) in the context of medical image analysis. The spatial 164 
segmentation algorithm is as follows: 165 
 166 
Initialize: 
The mask image C is defined by the original satellite image 
 
ܫሺ݌ሻ ൌ ቄܥሺ݌ሻ ݂݅݌݅ݏܽ݌݅ݔ݈݁݋݂ݐ݄݁ܾܾܽܿ݇݋݊݁݌ܽݐ݄Ͳ ݋ݐ݄݁ݎݓ݅ݏ݁  
 
The access list L is defined as: ׊݌ǣ ܫሺ݌ሻ ് Ͳǣ  ݌ ݐ݋ ܮሺܫሺ݌ሻሻ 
(2.1) 
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The auxiliary variable m is set to the maximum value of I. 
  
Loop over all n = m…1: 
     While ܮሺ݊ሻ ് ሼሽ do 
          Take first element p out of L(n) and do ׊ݍ א ሺ݌ሻ and q not already 
visited: 
          ܫሺݍሻ ൌ ሺ݊ǡ ܥሺݍሻሻ and append q to L(I(q)) 
(2.2) 
 167 
After the loop is completed the pixels in I belonging to the ITCZ signal are preserved while non-168 
ITCZ pixels are suppressed (see Appendix A). 169 
 170 
This type of region-growing algorithm tends to preserve the main cloud band of the ITCZ while 171 
simultaneously suppressing cloud formations which are not connected to the ITCZ complex. The 172 
resulting image I is thresholded to produce a mask – this mask corresponds to our estimate of the 173 
spatial location and extent of the ITCZ (see Appendix A). The method is not particularly 174 
sensitive to the choice of threshold as long as it is above a minimum value - a value of 60 (using 175 
a scaled VS image with a reflectivity range [0…255]) was used in the experiments. Finally, we 176 
use morphologic open and close operations to connect nearby segments and to filter out small 177 
regions. For the close operation we use an elliptically shaped mask with an east-west orientation 178 
of the principal axis to favor elongated east-west oriented cloud bands (see Appendix A for 179 
details). The method is applicable to both the VS and inverted IR images2. Fig. 3 illustrates the 180 
estimated mask for the example from Fig. 2.  181 
                                                 
2 When we display or refer to IR images in what follows we use inverted IR images (i.e., bright pixels correspond to 
lower intensity values) since this improves readability and understanding.   
11 
 
 182 
 183 
Fig. 3 – Result from automatic spatial segmentation of the ITCZ corresponding to the image in Fig. 2. 184 
 185 
 186 
 187 
 188 
2.3 Time series analysis of the dITCZ phenomena 189 
The second primary challenge in analyzing the dITCZ phenomena is to track and classify ITCZ 190 
presence over time in both the northern and southern hemisphere. Our approach to this temporal 191 
classification problem is to first estimate features from the satellite images, and to then use these 192 
features as observations for a hidden state-space model, from which we can estimate the most 193 
probable state sequence, i.e. presence or non-presence over time of ITCZ north and south of the 194 
equator. As mentioned earlier, and as illustrated in Fig. 1, we distinguish between four 195 
categorical and mutually-exclusive states:  196 
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x The dITCZ state where an ITCZ signal is visible (consisting of at least a roughly 90° 197 
longitudinal stretch of a connected cloud band3) on both sides of the equator; 198 
x The northern state, where only one ITCZ is formed in the northern hemisphere (nITCZ); 199 
x The southern state, where only one ITCZ is formed in the southern hemisphere (sITCZ); 200 
x The state of non-presence, i.e. no significant ITCZ signal in the area of interest.  201 
In preliminary experiments (not described here) we found that the 4-state model described in this 202 
paper outperformed two independent 2-state models that analyze the northern and southern ITCZ 203 
separately. This is suggestive of correlations in the dITCZ phenomenon which we will comment 204 
on again later in the paper. In what follows below, we will first describe the feature extraction 205 
and then give a detailed overview of the temporal classification methods. 206 
 207 
 208 
 209 
2.3.1 Feature extraction 210 
 211 
We use a large number of different image-based features in our temporal classification approach 212 
(34 for VS and 37 for IR) - here we present only an overview - the complete list of features is 213 
defined in Appendix B. The features can be sub-divided into three different classes: those based 214 
on the backbone path, those based on the segmentation mask, and those based on general image 215 
statistics. Features are calculated separately for the northern part (20° N to 0°), the southern part 216 
(0° to 20° S), or in some cases for the complete image (20° N to 20° S). The features are 217 
                                                 
3 Note: A 90° longitudinal connected cloud band is our working definition of the ITCZ being present but the 
interpretation of a “connected cloud band” is subjective. This subjectivity naturally leads to variations among the 
labels assigned by the atmospheric scientists. 
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calculated in the same manner for the VS and IR images, the only difference being in the 218 
threshold used for the segmentation mask. 219 
 220 
Features based on the location of the backbone path 221 
We extract features from the backbone path such as the slope or spatial variance of the path with 222 
respect to a linear best-fit regression. We find that this variance is typically lower when the ITCZ 223 
is present due to the typical elongated linear form of an ITCZ. Additionally, we derive statistics 224 
from the pixel intensities along the backbone path. For example, the mean of the intensity values 225 
as well as the distance of local minima from each other tend to be higher when the ITCZ is 226 
present since the ITCZ tends to be associated with elongated high-intensity cloud cover.  227 
 228 
Shape-based features 229 
Shape-based features are derived from the binary mask that is calculated by morphological 230 
reconstruction described in subsection 2.2. We use border tracing as described in Klette and 231 
Rosenfeld (2004) to extract all connected objects. Subsequent features that can be computed 232 
include for example the width of the object that has the largest east-west extent. This width is 233 
often quite large when the ITCZ is present relative to images without the ITCZ. For the object 234 
with the widest east-west extent additional characteristics such as area, perimeter, center of mass 235 
and compactness are also computed and used as features. 236 
 237 
Shape-based features are also derived from Fourier descriptors (Arbter et al., 1990) computed on 238 
the border. The Fourier coefficient c0 defines the balance point of the border line. Using the 239 
Fourier coefficient c1, and the corresponding negative coefficient c-1, an ellipse is fitted to the 240 
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extracted object, as described in Appendix B. The major axis (which for the ITCZ is related to 241 
the maximal east-west width), the minor axis, and its ratio and orientation all provide useful 242 
features. The higher order Fourier coefficients are indicative of the smoothness of the object’s 243 
border and thus the energy spectrum of the Fourier coefficients also serves as an additional 244 
feature.  245 
 246 
Features based on general image statistics 247 
As basic features we calculate the mean intensity of the complete image, for both the northern 248 
and southern parts of the image separately, as well as for the areas 12.5° N to 2.5°N and 2.5° S to 249 
12.5° S (as defined for the double ITCZ phenomenon over the western Pacific in Chen et al., 250 
2008). Central and invariant moments of the intensity distribution can also provide useful 251 
information and a number of such moments are used as features. 252 
 253 
 254 
 255 
2.3.2 Temporal classification of the dITCZ phenomena with hidden state space models 256 
 257 
Our aim is to classify each time snapshot into one of four states, conditioned on the observed 258 
features. Since the features are somewhat noisy, we use a temporal classifier to model the 259 
persistence of the dITCZ states. Specifically, we use a hidden Markov model (HMM) to 260 
incorporate knowledge about the temporal behavior of the dITCZ phenomena. In an HMM the 261 
probability distribution over the hidden state of the system at a particular time depends only on 262 
(a) the previous state of the system (the Markov property) and (b) the current observation. 263 
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 264 
As described in Rabiner (1989) an HMM is formally defined as 265 
 266 
(1) a set of N discrete states ሼݍͳǡ ݍʹǡ ǥ ǡ ݍܰሽ  267 
 268 
(2) a state transition matrix ࡭ ൌ ൭
ܽଵଵ ڮ ܽଵே
ڭ ڭ
ܽேଵ ڮ
ڭ
ܽேே
൱ with ܽ௜௝ ൌ ܲሺݍ௧ ൌ ݆ȁݍ௧ିଵ ൌ ݅ሻ being the 269 
probability that state j follows state i under the conditions ܽ௜௝ ൒ Ͳ and ׊݅ǣ σ ܽ௜௝௡௝ୀଵ ൌ ͳ. 270 
 271 
 272 
(3) a set of emission probability distributions or densities: B={b1,...,bn};  where            273 
ܾ௜ሺ࢞ሻ ൌ ܲሺ࢕࢚ ൌ ࢞ȁݍ௧ ൌ ݅ሻ is the probability of generating observation x in state i. 274 
 275 
(4) a feature or observation space O which is the domain of the bi’s. 276 
 277 
(5) an initial probability distribution ʌ where ʌ(i) is the probability of starting in state i. 278 
 279 
For modeling the dITCZ phenomena the states consist of {dITCZ, nITCZ, sITCZ, non-presence} 280 
and the observations O correspond to the set of features described earlier. 281 
 282 
In a typical application of the HMM approach, the model parameters ș=(A,B,ʌ) are learned in an 283 
unsupervised manner by maximizing the probability P(O|ș) for a given realization O={o1,...,oT} 284 
(the training data) via the Baum-Welch algorithm, which is a specific case of the more general 285 
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expectation maximization (EM) procedure (e.g., see Rabiner, 1989). For a new set of images 286 
whose states are unknown, given the features of the image sequence O and the trained model 287 
parameters ș, the computation of the optimal state sequence Q={q1,q2,…,qT} – here, the 288 
temporal tracking of the dITCZ phenomena – is carried out using the Viterbi-algorithm (based on 289 
dynamic programming similar to the optimal path algorithm in Eq. (1) of subsection 2.2) by 290 
maximizing the probability P(Q|O,ș) . 291 
 292 
To improve the performance of the model for the purpose of dITCZ tracking we make three 293 
changes to the standard HMM framework. These modifications have been investigated 294 
independently in the past and proven to be useful in general but to our knowledge have never 295 
been used in combination: 296 
 297 
We begin by relaxing the strict Markov property for the transition matrix A by introducing a 298 
time-dependent self-transition function to the transition matrix, also known as a hidden semi-299 
Markov model (HsMM) (e.g. Murphy, 2002).  This modification allows for explicit modeling of 300 
the distribution of state durations. 301 
 302 
Second, instead of modeling the emission probabilities B via a conditional (generative) model of 303 
the probability of the observations given the states (e.g., via a Gaussian distribution) we instead 304 
model the conditional distribution of the states given the observations using support vector 305 
machines (SVMs). The latter approach is generally less sensitive to parametric distributional 306 
assumptions than the former, particularly in high-dimensional observation spaces. The general 307 
approach is discussed for example in Bourlard and Morgan (1994) – here we specifically use 308 
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SVMs and logistic regression (as in Platt, 1999) to model the conditional distribution of states 309 
given observations, as described later in this paper.   310 
 311 
Finally, since training on known expert labels can improve the model’s performance 312 
significantly (compared to unsupervised learning without any labeled data), we replace 313 
unsupervised parameter estimation with both supervised (all labels known) or semi-supervised 314 
(partly known and partly unknown labels) learning, as described for example by Zhong (2005). 315 
 316 
Relaxing the strict Markov property: the HsMM 317 
The standard HMM implies a geometric distribution for the state transition probability due to the 318 
constant self-transition coefficients (the aii’s in the transition matrix A). The state duration 319 
probability density pi(d) for staying in state i for exactly d time-steps is 320 
 321 
݌௜ሺ݀ሻ ൌ ሺܽ௜௜ሻௗିଵ כ ሺͳ െ ܽ௜௜ሻ (3) 
 322 
This geometric distribution is inconsistent with prior knowledge about ITCZ persistence. For 323 
example, in Wang and Magnusdottir (2006), where the durations of northern ITCZs in the 324 
summer months were manually identified for the years 1999-2003, typical durations were found 325 
to be 9 days in length and non-geometric in terms of distribution. Furthermore, based on the 326 
human-generated labels used in this present study, we found that the state duration for the ITCZ 327 
in either hemisphere tends to have a mode that is centered between 5 and 15 days, rather than at 328 
0 days as required by a geometric distribution. For these reasons we model the state duration 329 
explicitly by introducing a time-dependent component in the state transition matrix A.  330 
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 331 
Let L be a contiguous (in time) labeled training sequence obtained from a human labeler. We 332 
define dk(i) as the duration of the kth connected occurrence of state i in L. The state duration 333 
distribution Di(t) over time for each state can be calculated as 334 
 335 
ܦ௜ሺݐሻ ൌ σ ͳ௞ ሺ݀௞ሺ݅ሻ ൑ ݐሻǢ                            
ݓ݅ݐ݄ͳሺ݀௞ሺ݅ሻ ൑ ݐሻ ൌ ቄ
ͳ ݂݅ ݀௞ሺ݅ሻ ൑ ݐ
Ͳ ݈݁ݏ݁ ׊ݐǣ ͳ ൑ ݐ ൑  ሺ݀௞
ሺ݅ሻሻ 
(4.1) 
 336 
We can approximate the state duration probability by fitting a logistic regression model of the 337 
following form:  338 
 339 
ܦ௜ሺݐሻ ൎ
݁ఉబାఉభ௧
ͳ ൅ ݁ఉబାఉభ௧ 
(4.2) 
 340 
where the ȕk’s are estimated by maximum likelihood estimation (MLE). Since the training data 341 
for learning the state duration is relatively small, outliers can have a severe impact on the fitting 342 
of the ȕk coefficients. To overcome this we use a scaled, interpolated and smoothed version of 343 
Di(t) as a look-up table for finite amounts of training data, recovering the logistic regression form 344 
for ݐ ب ሺ݀௞ሺ݅ሻሻ.  Additional details, including an example of such fitted duration models, 345 
are provided in Appendix C.  346 
 347 
The constant aii’s in the transition matrix A can now be replaced by the time-dependent aii(t)’s 348 
which are defined as the scaled, interpolated and smoothed version of the Di(t) values described 349 
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above. To satisfy the criteria ׊݅ǣ σ ܽ௜௝௡௝ୀଵ ൌ ͳ for each row of A(t), we normalize the 350 
ܽ௜௝݅ ് ݆. 351 
 352 
As mentioned earlier, the training data for learning the state duration is often relatively small 353 
since there are a limited number of ITCZ transition events per season. Thus, we found it useful to 354 
use a transition matrix that is a combination of purely dynamic and static transition matrices, i.e., 355 
Anew(t) = Ȝ*Adynamic(t) + (1-Ȝ)*Astatic where Ȝ is a weighting factor. Astatic is more robust since it 356 
depends on fewer parameters than Adynamic(t). As the number of training samples increases, 357 
Adynamic(t) contributes more information, and the weighting factor Ȝ can be increased. In our 358 
dITCZ experiments, for the supervised VS model with 1 image per day, and relatively little 359 
training data, we rely mainly on the static matrix with Ȝ=0.1. For the semi-supervised IR model 360 
with 8 images per day (thus 8 times as much training data) we use a purely dynamic transition 361 
matrix (Ȝ=1). Furthermore, as discussed below, Ȝ=1 is also necessary for robust semi-supervised 362 
learning. Finally, we use modified forms of the alpha-beta and Viterbi-algorithms by introducing 363 
an auxiliary variable that keeps track of the time spent in the current state making it possible to 364 
update the self-transition probability of Adynamic(t) at a given time step t in the classification step.   365 
 366 
Modeling the state-observation probabilities by SVMs: the HsMM/SVM hybrid 367 
In the typical application of HMMs the bi's are defined as bi(x) = P(ot = x | qt = i), the probability 368 
of generating observation x in state i. However, common parametric forms for the bi's (such as 369 
the multivariate Gaussian distribution) are often not well-matched to real data distributions. As 370 
discussed earlier, the alternative parametrization we pursue here is to model P(qt = i | ot = x) by 371 
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an SVM or by logistic regression. The necessary conditional probabilities for learning and 372 
classification for this parametrization can be derived using Bayes’ Rule: 373 
 374 
ܲሺ࢞ȁݍ௧ ൌ ݅ሻ ൌ
ܲሺݍ௧ ൌ ݅ȁ࢞ሻ כ ܲሺ࢞ሻ
ܲሺݍ௧ ൌ ݅ሻ
 (5) 
 375 
P(qt = i) can be estimated via the labeled training set and P(x) is a scaling factor since it is 376 
independent of the state s. It can be shown that the parameters of the H(s)MM are invariant with 377 
respect to scaling and thus one can convert any classifier which satisfies the maximum a 378 
posteriori (MAP) criterion (i.e., it estimates P(qt = i | x)) into an estimator of the emission 379 
densities B of the HsMM (e.g. see Bourlard & Morgan, 1994). 380 
 381 
When using SVMs some additional adjustments need to be made to implement this 382 
parametrization. Firstly, standard binary SVMs can only discriminate between two classes. Since 383 
we deal with four different classes (dITCZ, northern, southern, not present), we use “one-versus-384 
all” SVMs for all classes, i.e., we use four binary classifiers, one per state. Given our labeled 385 
state sequence L, we set up the l training data pairs (xt, yi,t) for the SVM as follows:  386 
 387 
ݕ௜ǡ௧ ൌ ቄ
ͳ ݂݅ݐ݄݁ݏݐܽݐ݁ܽݐ ݐ݅݉݁ ݐ ݅ݏ ݅
െͳ ݋ݐ݄݁ݎݓ݅ݏ݁  
 
with a corresponding feature vector xt.  
 
(6.1) 
With these l training data pairs the support vectors are learned by maximizing:  
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ܮሺߙሻ ൌ σ ߙ௞ െ
ଵ
ଶ
σ σ ݕ௞ݕ௠ߙ௞ߙ௠ۃ࢞࢑ǡ ࢞࢓ۄ௟௠ୀଵ௟௞ୀଵ௟௞ୀଵ    
under the constraints Ͳ ൑ ߙ௞ ൑ ܥ and σ ݕ௞ߙ௞ ൌ Ͳ௟௞ୀଵ  
(6.2) 
 
The cost parameter, C, controls the trade-off between allowing training errors and forcing rigid 
margins, and was set to a fixed default value C = 1 in all of our experiments.  
 
Given the Į’s, the hyperplane parameters of the SVM are defined as: 
࢝ ൌ σ ߙ௞ݕ௞࢞࢑௟௞ୀଵ  and ݑ ൌ െ
ଵ
ଶ ሺ௞ǡ௬ೖୀିଵሺۃ࢝ǡ ࢞࢑ۄሻ ൅ ௞ǡ௬ೖୀାଵሺۃ࢝ǡ ࢞࢑ۄሻሻ (6.3) 
 388 
A second issue is that SVMs only calculate the distance of a new sample xnew to the optimal 389 
hyperplane ൏ ࢝࢏ǡ ࢞࢔ࢋ࢝ ൐ ൅ݑ௜ but do not directly compute the probability P(q = i | x). However, 390 
the distance to the optimal hyperplane implies a measurement of certainty about the 391 
classification decision (small distances imply low certainty, large distances imply high certainty). 392 
One can approximate the probability of P(yi,t = 1 | xt) by a sigmoid function (Platt, 1999): 393 
  394 
ܲሺݕ௜ǡ௧ ൌ ͳȁ࢚࢞ሻ ൎ
ͳ
ͳ ൅ ݁ିఌ೔כሺழ࢝࢏ǡ௫೟வା௨೔ሻାఊ೔ 
(6.4) 
 395 
where wi and ui are the parameters learned by the SVM and ߝ௜and ߛ௜ are estimated iteratively 396 
with respect to the training data. To fit the SVM models in our experiments we used a non-linear 397 
least square SVM (LS-SVM) with a radial basis function (RBF) kernel, as implemented in the 398 
LS-SVM MATLAB toolbox by De Brabanter et al. (2010). The width parameter of the RBF was 399 
set to 110 based on preliminary experiments with the dITCZ training data. 400 
22 
 
 401 
Supervised and semi-supervised learning approaches  402 
For learning the model parameters ș we use both supervised and semi-supervised approaches 403 
depending on the particular data set used for the classification. Both data sets, VS and IR, have 404 
their advantages and disadvantages. The VS imagery (which is also the main source for the 405 
atmospheric scientists to visually detect the ITCZ signal) achieves the better results for 406 
classifying the dITCZ phenomena. One of the main reasons for this is that the ITCZ phenomena 407 
in the east Pacific in spring (Feb-May) can be weak, and thus, there are numerous shallow ITCZ 408 
events which are only detectable in VS data but are not seen in IR images. Including IR features 409 
in the VS model downgrades the model’s accuracy. These facts in general favor VS data over IR 410 
data. On the other hand, IR data are available at a higher temporal resolution (8 per day vs. only 411 
1 per day for VS), and more importantly, the time series for analyzing the long-term behavior is 412 
more reliable for the IR data since VS data are less temporally homogeneous. Furthermore, the 413 
VS data prior to 1995 can be corrupt or non-existent as discussed in previous investigations (e.g. 414 
Bain et al., 2011). 415 
 416 
These differences between IR and VS motivated our investigation of two different learning 417 
approaches. For the VS model with only daily images, we have labels for each image and thus, 418 
the model parameters ș can be learned in a completely supervised manner, i.e. we have an expert 419 
labeled sequence L (which yields by definition a most probable (with probability 1) state 420 
sequence Q) and an associated observation sequence O.  A and ʌ can be estimated directly from 421 
L, and B can be trained by the SVMs using the (O,L)- tuples.  422 
 423 
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In contrast, the IR images are available every 3 hours, i.e. 8 per day. In principle, these additional 424 
images (7 of which are unlabeled) provide the opportunity to improve the model’s performance 425 
via a semi-supervised learning approach as follows. We make the reasonable assumption that the 426 
state duration for a specific ITCZ phase spans at least 1 day. We enforce this by making the self-427 
transition duration of Eq. (4.1) be 1 for the first 8 time steps (8 IR images per day): ׊݅ǡ Ͳ ൏ ݐ ൏428 
ͺǣܦ௜ሺݐሻ ൌ ͳ and we use a purely dynamic transition matrix, i.e. Ȝ=1. Given an observation 429 
sequence O = {o1,o2...,oN} and the corresponding labels ࡸ࢑࢔࢕࢝࢔ ൌ ሼ଼݈כ௞ା௠ሽ with Ͳ ൑ ͺ כ ݇ ൑430 
ܰ െ݉ǡ Ͳ ൏ ݉ ൏ ͺ, we wish to maximize P(O|ș) under the constraint that the state sequence Q 431 
= {q1, q2, …, qN} at times 8*k+m equals exactly the supervised labels Lknown, i.e. ׊݇ǣ ଼݈כ௞ା௠ ൌ432 
ݍ଼כ௞ା௠. We first initialize our model parameters ș = (A,ʌ,w,u) as follows:  433 
 434 
x Train parameters wi and ui of the SVMs by using the labels Lknown and the corresponding 435 
observation sub-set ࡻ ൌ ሼ࢕ૡכ࢑ା࢓ሽ with Ͳ ൑ ͺ כ ݇ ൑ ܰ െ݉ǡ Ͳ ൏ ݉ ൏ ͺ as for the VS model 436 
(Eq. (6)). 437 
 438 
 439 
x Define new labels Lr=0 for the missing labels via the following simple heuristic: between two 440 
labels l8*k+m and l8*(k+1)+m , where l8*k+m == l8*(k+1)+m , set all labels between, i.e. l8*k+m+1, 441 
l8*k+m+2,…, l8*k+m+7, equal to l8*k+m. If a state transition exists between two labels, i.e. l8*k+m  442 
l8*(k+1)+m, we set all values l8*k+m+1,…, l8*k+m+4 equal to l8*k+m and all labels l8*k+m+5,…, l8*k+m+7 443 
equal to l8*(k+1)+m: 444 
 445 
ܨ݋ݎ݆ ൌ ሼͳǡʹ͵ǡͶሽǣ଼݈כ௞ା௠ା௝ ൌ ଼݈כ௞ା௠ (7) 
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ܨ݋ݎ݆ ൌ ሼͷǡ͸ǡ͹ሽǣ଼݈כ௞ା௠ା௝ ൌ ଼݈כሺ௞ାଵሻା௠ 
 446 
x Finally, the dynamic transition matrix A, derived from L0 and Eq. (4), as well as the prior 447 
distribution ʌ, are learned in a manner equivalent to the VS model case, except for forcing 448 
the minimum self-transition time to be at least 8 steps. 449 
 450 
We use a quasi-EM algorithm for semi-supervised learning of HsMM/SVM models on the IR 451 
data. The aim is to obtain the optimal model parameters ș* by maximizing the marginal 452 
likelihood function ࣦሺࣂǢࡻሻ ൌ ܲሺࡻȁࣂሻ ൌ σ ܲሺࡻǡࡽȁࣂሻ׊ࡽ  given the observation sequence O: 453 
ࣂכ ൌ ࣂ ܲሺࡻȁࣂሻ. For our semi-supervised approach we include the additional constraint 454 
that the state sequence Q has to traverse the given labels Lknown. Since there is no closed analytic 455 
solution to the problem, we solve it iteratively. In the estimation (E) step of the EM algorithm, 456 
the expected value of the log likelihood function under the current estimate of the parameters șr 457 
is calculated with respect to the conditional distribution Q given O using the following auxiliary 458 
function: ܣݑݔሺࣂȁࣂ࢘ሻ ൌ ܧࡽሾ ܲሺࡻǡࡽȁࣂሻȁࡻǡ ࣂ࢘ሿ. For our model this is simply equivalent to 459 
computing the most probable state sequence Qr given O and șr under the constraint that Qr 460 
traverses Lknown. In the maximization (M) step we seek the parameters maximizing the auxiliary 461 
function: ࣂ࢘ା૚ ൌ ࣂ ܣݑݔሺࣂȁࣂ࢘ሻ. Thus, the estimate of the parameters șr+1 is updated 462 
according to the state sequence Qr of the E-step and the observation sequence O. 463 
 464 
A more detailed description of the algorithm can be found in appendix D. 465 
 466 
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We repeat the EM-algorithm until no changes between the labels at r and r+1 occur, i.e. Lr== 467 
Lr+1, and thus, convergence is reached. It is possible (although it did not happen in any of our 468 
experiments) that the algorithm might not converge – to avoid this one can define a maximum 469 
number of iterations and then select the maximum over all parameter estimates Ĭ = {ș0, ș1,…, 470 
șR}, thus, guaranteeing that the semi-supervised case has at least as high a likelihood as the 471 
supervised IR model: ܲ൫ࡻหࣂ࢙ࢋ࢓࢏ି࢙࢛࢖ࢋ࢘࢜࢏࢙ࢋࢊ൯ ൒ ܲ൫ࡻหࣂ࢙࢛࢖ࢋ࢘࢜࢏࢙ࢋࢊ൯. 472 
 473 
Since we use a semi-supervised SVM/HsMM hybrid approach the strict EM-criterion, that 474 
ܲሺࡻหࣂ࢘ା૚ሻ ൒ ܲሺࡻȁࣂ࢘ሻǡ is not necessarily guaranteed - but the method appears to work well 475 
empirically as illustrated below.  476 
 477 
3 Experimental Results 478 
We applied the methods described in section 2 to the VS and IR satellite data and discuss below 479 
the results in terms of model performance relative to human labeling. We also discuss a number 480 
of insights gained about the temporal behavior of the dITCZ phenomena. 481 
3.1 Performance of the models 482 
As described in Section 2.1, to train and evaluate the models, four atmospheric scientists 483 
(Experts I-IV) independently labeled a sequence of satellite images using VS, IR and TPW 484 
images of the area of interest for each day. Two of the scientists labeled two seasons (Feb-May 485 
of 2000 and 2002, 241 days total). The other two scientists labeled 31 days in March 2000. The 486 
labels of Expert I were used for training and validating the model. The three additional expert 487 
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labels provided information about typical subjective variability across human experts for the 488 
ITCZ-labeling task.  489 
 490 
Table 1 shows the distribution of the fraction of days per label for the four disjunctive dITCZ 491 
states, using the labels of Expert I. We see that the nITCZ state dominates (55.6% of days). 492 
 493 
 494 
TABLE 1 495 
ITCZ STATE DISTRIBUTION OF EXPERT I 496 
 dITCZ nITCZ sITCZ not present 
Expert I (241 days labeled) 27.8% (67 days) 55.6% (134 days) 11.6% (28 days) 5.0% (12 days) 
 497 
Table 2 shows the classification accuracy of the labels of Experts II, III, and IV, relative to 498 
Expert I, i.e., treating Expert I’s labels as ground truth. The accuracy ranges from 74% to 81%, 499 
indicating that there is a relatively high degree of subjectivity for this task. Measuring the inter-500 
labeler accuracy is useful because it allows us to calibrate an automated algorithm’s performance 501 
relative to human performance on the same task. 502 
 503 
 TABLE 2 504 
CLASSIFICATION ACCURACY OF HUMAN EXPERTS 505 
 Expert II Expert III Expert IV 
Expert I 77.2% (241 common days) 80.7% (31 common days) 74.2% (31 common days) 
 506 
To evaluate the performance of our models, we divided the images (and labels from Expert 1) 507 
into a training and test set of equal size, such that the distribution of state occurrences in the 508 
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training set and test set is approximately the same. The training set used for the statistics in the 509 
paper comprises 121 days (dITCZ: 37 (30.6%), nITCZ: 60 (49.6%), sITCZ: 17 (14.0%), no 510 
ITCZ: 7 (5.8%)) the test set 120 days (dITCZ: 30 (25.0%), nITCZ: 74 (61.7%), sITCZ: 11 511 
(9.2%), no ITCZ: 5 (4.2%)).4  512 
 513 
The performance of the VS model on the test data is shown in Table 3. The model achieved an 514 
overall classification accuracy of 84.2%, broken down into classification errors between specific 515 
pairs of states via the confusion matrix. The majority of errors (10 days) occurred when the 516 
model predicted an nITCZ and the expert labeled it as a dITCZ. The model’s classification 517 
accuracy of 84.2% is comparable with that of human experts among each other (Table 2). That 518 
the model accuracy is slightly higher than that of the best expert (the best human accuracy was 519 
80.7%) could be explained by the fact that the model was trained on labels from Expert I, and 520 
thus, the model more closely mimics the labeling behavior of Expert I compared to the other 521 
experts who may be using slightly different heuristics for image labeling. 522 
 TABLE 3 523 
CONFUSION MATRIX OF THE VS MODEL ON THE TEST SET 524 
---- 
Expert I 
Double Northern Southern None 
M
od
el
 Double 20 2 3 2 
Northern 10 71 0 1 
Southern 0 0 8 0 
None 0 1 0 2 
Classification accuracy 101 of 120 (84.2%) 
 525 
                                                 
4 The partitioning of the training and test set is not straightforward, partially caused by the relatively low amount of 
labeled data. To robustly learn the parameters of the proposed model, the training set has to be temporally 
contiguous (to train the transition matrix of the HMM) and have enough days for each state to have sufficient 
training samples for the SVMs of the four different ITCZ states. Only few of such train/test splits exist, and these are 
shifted only by a few days from each other and consequently highly correlated. These different train/test set 
partitions with similar state distributions have little influence on the model’s performance (varying not more than +/-
1.5%). 
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It is also informative to compare the full VS model (using the HsMM/SVM approach, with all 526 
features) to simpler variants. Table 4 shows the classification accuracies for various models 527 
trained on Expert I’s labels, using the same training and test setup as in Table 3. The closest-528 
performing model is an SVM-only model, which classifies each day separately without any 529 
temporal (HsMM) component – it is 5% less accurate overall than the HsMM/SVM approach, 530 
indicating that including temporal information in the classification approach leads to higher 531 
accuracy. Two approaches that each only use a single feature achieve accuracies of 70% and 532 
73%, indicating that the full set of features provide an improvement of 11 to 14% in accuracy. 533 
Finally, the standard HMM approach with a multivariate Gaussian for modeling observations 534 
given states (using a full covariance matrix) is about 12% less accurate than the HsMM/SVM 535 
method. 536 
 537 
 TABLE 4 538 
CLASSIFICATION ACCURACY OF DIFFERENT MODELS 539 
HsMM/SVM as in paper 84.2% 
SVM only 79.2% 
HsMM/SVM only with the east-west extent feature for the longest 
object in the northern and southern image (see appendix) 
73.3% 
Standard HMM 72.5% 
HsMM/SVM only with the average of 12.5°N to 2°N and 2°S to 
12.5° S feature (see appendix) 
70.0% 
 540 
We focus next on the performance of IR-based models, using the same training and test data 541 
from Expert I as used for the VS model. It is important to keep in mind that Expert I considered 542 
VS and TPW images as well as IR images when determining the ITCZ state but the IR model 543 
only considers IR data. This means that the expert can identify regions of shallow convection 544 
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while the model cannot. Therefore we expect a decrease in accuracy when the IR model is 545 
compared to Expert I’s ground truth, particularly when there are weak ITCZ cases present that 546 
are visible to the human eye in VS and TPW, but that are not visible in IR imagery alone. The 547 
best performance was obtained with a semi-supervised IR model - its performance is 75.8% in 548 
terms of classification accuracy on the daily time-scale (Table 5) - this is 8.4% lower than the 549 
accuracy of 84.2% obtained by VS model. It is reasonable to assume that the IR model would be 550 
more ‘accurate’ if it were compared to a human expert who identified ITCZ states based only on 551 
IR images (see also  552 
 553 
 554 
 555 
 556 
 557 
 558 
 559 
 560 
Table 8). Despite this lower accuracy, given that the IR data records are available for a much 561 
longer time-span than VS data, and have fewer data quality issues, the use of the IR model is 562 
worth exploring. Furthermore, results from the IR model provide times when a deep convective 563 
ITCZ is present, adding additional useful information to the analysis.   564 
 565 
TABLE 5 566 
CONFUSION MATRIX OF THE IR MODEL ON THE TEST SET 567 
---- 
Expert I 
Double Northern Southern None 
M
od
el
 Double 9 0 1 1 
Northern 14 71 1 1 
Southern 2 0 8 0 
None 5 3 1 3 
Classification accuracy 91 of 120 (75.8%) 
 568 
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Table 6 shows how the semi-supervised HsMM/SVM IR model performed relative to other 569 
variants. As with the VS model, these other approaches have lower accuracy. In particular, the 570 
supervised HsMM/SVM approach (which does not take advantage of 7 of the 8 IR images 571 
available each day) is 5% less accurate than the semi-supervised approach, indicating that the 572 
addition of the unlabeled IR images leads to a more accurate classifier. We conjecture that the 573 
reason the SVM only model is more accurate than the version with an HMM is that the HMM 574 
propagates some of the incorrect label decisions of the SVM to neighboring states (especially for 575 
rare non-present case where experts labeled an ITCZ presence but IR only features indicate non-576 
presence due to shallow ITCZ occurrences), increasing the error rather than reducing it.  577 
 578 
 TABLE 6 579 
CLASSIFICATION ACCURACY OF DIFFERENT MODELS 580 
Semi-supervised HsMM/SVM as in paper 75.8% 
SVM only 72.5% 
 Supervised HsMM/SVM 70.8% 
Standard HMM 65.8% 
 581 
A useful feature of the semi-supervised approach is its ability to incorporate partially labeled 582 
data at prediction time (on the test data). For example, the IR model could be used as part of a 583 
semi-automated tool whereby a human user labels every kth image and the model infers the rest 584 
of the labels. To illustrate this concept, we trained both a semi-supervised HsMM/SVM model 585 
and an SVM-only model on fully labeled data (at the daily scale), and then made predictions 586 
with each on partially labeled data (again at the daily scale). At prediction time the models were 587 
provided with the labels on a subset of images, and then predicted the labels for the rest. The 588 
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predictions on the rest of the images were then compared to the actual human expert labels from 589 
Expert I for these images. The resulting accuracies on the predicted test images are shown in  590 
Table 7. The addition of partially labeled data significantly improves the accuracy of the 591 
HsMM/SVM approach, from 75.8% with fully unlabeled test data, to 80% with every 2nd day 592 
labeled – this increase is because the HsMM component of the model can “propagate” 593 
information from the labeled to the unlabeled images at prediction time. In contrast, the 594 
supervised SVM-only method cannot leverage these temporal dependencies, and its prediction 595 
accuracies remain largely the same (the variation across the columns for SVMs in  596 
Table 7 is due only to sampling noise in the training data, i.e., due to predictions being made on 597 
different subsets of unlabeled images in each case).  598 
 599 
TABLE 7 600 
PERFORMANCE IMPROVEMENT BY INCLUDING EXPERT LABELS FOR CLASSIFICATION (ACCURACY ON UNLABELED 601 
DAYS) 602 
---- No expert labels Expert labels every 8th day Expert labels every 2nd day 
Semi-supervised 
HsMM/SVM 
75.8% 76.0% 80.0% 
SVM only 72.5% 71.2% 73.3% 
 603 
As a final test of our methodology, we applied the supervised VS model and the semi-supervised 604 
IR model, both trained on Expert I’s labels, to a completely unlabeled image sequence from 605 
2001. We then provided the predictions from each model to Expert I for interpretation. The 606 
expert looked at the images using all three image fields (VS, IR, and TPW) and identified which 607 
classification decisions from each model were correct or incorrect in the context of the expert’s 608 
visual inspection. The expert then repeated this analysis, but this time only using the IR images 609 
for visual reference, and identified which classifications from the IR model were correct or 610 
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incorrect relative to visual inspection of the IR images. (We did not ask the expert to examine the 611 
VS model prediction relative to IR-only images).  612 
 613 
 614 
 615 
 616 
 617 
 618 
 619 
 620 
Table 8 shows the results. On this test, each of the models (VS and IR) were able to achieve 621 
86.7% accuracy relative to Expert I’s inspection of the same data (VS or IR). These accuracies 622 
may be slightly optimistically biased since the human labeler was shown both the model 623 
predictions and the raw images at the same time (whereas previously the labeling was done 624 
independently of any model predictions), allowing for the possibility that the models’ predictions 625 
could bias the human’s decisions. Nonetheless the general trend is clear, namely that both VS 626 
and IR models can achieve relatively high accuracy (86.7%) when compared to a human looking 627 
at the same data that the algorithm has available. When comparing the expert’s labels that 628 
include the additional information of VS and TPW data with the IR model (IR-only information) 629 
less ITCZ cases (11.7%) are detected because of shallow ITCZ cases that show no ITCZ signal 630 
in IR images. 631 
 632 
 633 
 634 
 635 
 636 
 637 
 638 
 639 
 640 
TABLE 8 641 
MODEL CLASSIFICATION ACCURACY FOR SEASON 2001 AS DETERMINED BY EXPERT I 642 
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 643 
------ 
VS model 
 
IR model 
 
Expert I; decision based on  all data (VS, IR, TPW) 86.7% 75.0% 
Expert I; decision based on IR only ------ 86.7% 
 644 
3.2 Using the model to study dITCZ climatology over five active seasons 645 
For the purposes of this discussion we focus on the classification labels produced by the VS 646 
model over a relatively short illustrative period of 5 seasons (2000-2004). The statistics 647 
calculated here are mainly intended to demonstrate the potential of the model rather than an in-648 
depth climatological analysis.  649 
 650 
Fig. 4 shows the distribution of the occurrences of the ITCZ states from the model’s predictions 651 
during the 2000-2004 time period. Red indicates dITCZ days, blue indicates nITCZ days, green 652 
indicates sITCZ days, and yellow indicates days with no ITCZ signal. Seasonal totals are shown 653 
in the last column and monthly totals (over all 5 years) are shown in the bottom row. Overall, the 654 
nITCZ is dominant during this period, accounting for 64% of the days. This is followed by 655 
dITCZ (27%), sITCZ (6%) and non-present days (3%).  656 
 657 
The bottom row in Fig. 4 provides a general idea of the seasonal evolution of the east Pacific 658 
ITCZ through the boreal spring. In February, the dITCZ is present approximately 26% of the 659 
time, but this month is dominated by the nITCZ.  By March, the occurrence of a dITCZ has 660 
increased to 49% and it is now more dominant than the nITCZ. The sITCZ is more present in 661 
March than February. The number of dITCZs decreases in April and, by May the ITCZ is located 662 
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almost exclusively in the north (nITCZ). Based on these five seasons, the peak in dITCZ 663 
occurrence happens in March. When considered individually, all years follow this pattern except 664 
2003. In this year the highest number of dITCZs occurs in February and this was the only year 665 
where a dITCZ was detected in May. In future studies it would be interesting to see if this 666 
general picture holds true or if there are more seasons similar to 2003. It would also be of interest 667 
to extend the analysis to January to see if any cases of dITCZ are detected earlier than February. 668 
 669 
The last column in Fig. 4 gives an indication of interannual variability. The 2000 season is an 670 
outlier compared to the other years. While the number of dITCZ is similar to that in other years 671 
(especially 2001 and 2004) the number of nITCZs is greatly reduced and the number of sITCZs 672 
is greatly increased. This is the only year in which there are more dITCZs than nITCZs. The 673 
2000 season also has the largest number of days when the ITCZ was labeled ‘not present’. The 674 
2003 season has the fewest dITCZs and sITCZs out of all five seasons. It is possible that the 675 
large number of dITCZs and sITCZs seen in 2000 (and maybe even 2001) are due to a somewhat 676 
strong La Nina during the 1999/2000 winter.  A longer time series analysis could better clarify 677 
this hypothesis and indicate the effects of El Nino - Southern Oscillation (ENSO) on the different 678 
states of the east Pacific ITCZ. 679 
 680 
Fig. 5 shows composite VS satellite images for each of the four states, showing the average of 681 
the VS intensity. The top left plot shows the dITCZ with two zonally elongated cloud bands on 682 
each side of the equator. From this composite plot one can observe a longitudinal offset between 683 
and northern and southern parts of the dITCZ such that the northern part appears to be located 684 
west of the southern part. The top right panel shows the typical nITCZ. The bottom left panel 685 
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shows the sITCZ. It is interesting to note that the composite sITCZ shown here looks spatially 686 
different from the southern part of the dITCZ in the top left panel. This introduces the question 687 
of whether there is asymmetry in ITCZ structure in one hemisphere depending on presence or 688 
absence of a simultaneous ITCZ structure in the other hemisphere. Finally the bottom right panel 689 
shows the average VS field when no ITCZ is present. The output images are generally consistent 690 
with the limited prior climatological knowledge we have for each state, providing additional 691 
validation of the model.  692 
 693 
In Fig. 6 the average VS images after the morphologic reconstruction step are displayed, filtering 694 
out non-ITCZ clouds and emphasizing the ITCZ signal. In both Fig. 5 and Fig. 6 some vertical 695 
artifacts are visible at the location where measurements from two different GOES satellites are 696 
combined. This type of artifact has been cleaned up in the more consistent IR output in the 697 
GridSat dataset (Knapp et al., 2011). Suppressing such artifacts is not of direct relevance to the 698 
results presented; for the interested reader, additional information on this topic can e.g. be found 699 
in Minnis (1989) and Govaerts et al. (2008). 700 
 701 
Furthermore, we briefly demonstrate the benefits of the individual features discussed in Section 2 702 
by examining the geometry of the dITCZ, using the northern and southern centers of mass of 703 
dITCZ structures. Specifically, given the ITCZ states as classified by the model, we investigate if 704 
the shift between the northern and southern dITCZ, human experts observed while labeling the 705 
data (and rudimentary visible in the composite images of Fig. 5 & Fig. 6, top left), also appears 706 
in the feature statistics. Out of the 165 dITCZ days during the five seasons, in 109 cases (66%) 707 
the center of mass of the southern dITCZ was located to the east of the northern dITCZ (we 708 
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define this as a ‘positive offset’) and the two centers were, on average, 23.4° apart in longitude. 709 
The other 56 cases (34%) have the southern part of dITCZ located to the west of the northern 710 
part with a 18.9° mean longitudinal difference in their centers of mass (‘negative 711 
offset’). Fig. 7 illustrates the mean center of mass in each hemisphere for all of the dITCZ cases 712 
and the positive and negative offset cases. Note that the mean location of the northern dITCZ 713 
does not change drastically between the positive and negative offset cases (change in longitude: 714 
10°). It is the southern dITCZ location that shifts widely between positive and negative offset 715 
cases (change in longitude: 32°). 716 
 717 
 718 
 719 
 February March April May Ø 
2000 
 
ᬚ   9 
ᬛ   3 
ᬜ 12 
ᬝ   5 
 ɇ   29  
ᬚ 18
ᬛ ---
ᬜ 13
ᬝ ---
 ɇ   31
ᬚ 17
ᬛ   8
ᬜ   2
ᬝ   3
 ɇ   30
ᬚ --- 
ᬛ 31 
ᬜ --- 
ᬝ --- 
 ɇ   31 
ᬚ 44 
ᬛ 42 
ᬜ 27 
ᬝ   8 
ɇ  121
2001 
 
ᬚ   9 
ᬛ 19 
ᬜ --- 
ᬝ --- 
 ɇ   28  
ᬚ 19
ᬛ   5
ᬜ   7
ᬝ ---
 ɇ   31
ᬚ 14
ᬛ 14
ᬜ   1
ᬝ   1
 ɇ   30
ᬚ --- 
ᬛ 31 
ᬜ --- 
ᬝ --- 
ɇ   31 
ᬚ 42 
ᬛ 69 
ᬜ   8 
ᬝ   1 
ɇ  120
2002 
 
ᬚ   3 
ᬛ 25 
ᬜ --- 
ᬝ --- 
 ɇ   28  
ᬚ 14
ᬛ 14
ᬜ   1
ᬝ   2
 ɇ   31
ᬚ   7
ᬛ 23
ᬜ ---
ᬝ ---
 ɇ   30
ᬚ --- 
ᬛ 31 
ᬜ --- 
ᬝ --- 
ɇ   31 
ᬚ 24 
ᬛ 93 
ᬜ   1 
ᬝ   2 
ɇ  120
2003 
 
ᬚ   9 
ᬛ 17 
ᬜ --- 
ᬝ   2 
 ɇ   28  
ᬚ   3
ᬛ 28
ᬜ ---
ᬝ ---
 ɇ   31
ᬚ ---
ᬛ 30
ᬜ ---
ᬝ ---
 ɇ   30
ᬚ   3 
ᬛ 28 
ᬜ --- 
ᬝ --- 
ɇ   31 
ᬚ   15
ᬛ 103
ᬜ ----
ᬝ     2
ɇ    120
2004 
 
ᬚ   7 
ᬛ 22 
ᬜ --- 
ᬝ --- 
 ɇ   29  
ᬚ 22
ᬛ   9
ᬜ ---
ᬝ ---
 ɇ   31
ᬚ 11
ᬛ 14
ᬜ   2
ᬝ   3
 ɇ   30
ᬚ --- 
ᬛ 31 
ᬜ --- 
ᬝ --- 
ɇ   31 
ᬚ 40 
ᬛ 76 
ᬜ   2 
ᬝ   3 
ɇ  121
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Ø 
 
ᬚ 37 
ᬛ 86 
ᬜ 12 
ᬝ   7 
ɇ  142  
ᬚ 76
ᬛ 56
ᬜ 21
ᬝ   2
ɇ  155
ᬚ 49
ᬛ 89
ᬜ   5
ᬝ   7
ɇ  150
ᬚ     3 
ᬛ 152 
ᬜ ---- 
ᬝ ---- 
ɇ    155 
ᬚ 165
ᬛ 383
ᬜ   38
ᬝ   16
ɇ    602
Fig. 4 – Intra- and inter-annual occurrences of ITCZ states (red ඹ: dITCZ; blue ය: nITCZ; green ර: sITCZ; 720 
yellow ඼: not present). Values on the right of each chart indicate number of days for each ITCZ state.  721 
 722 
Fig. 5 – Average VS images for each dITCZ state: double, top left; north, top right; south, bottom left; no presence, 723 
bottom right 724 
 725 
 726 
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Fig. 6 – Average VS morphologic reconstructed images for each dITCZ state: double, top left; north, top right; 727 
south, bottom left; no presence, bottom right 728 
 729 
  730 
39 
 
 731 
Fig. 7 – dITCZ cases for Feb-May, 2000-2004. Mean location of the centers of mass of the north part and south part 732 
of the dITCZ is dipicted for all cases (purple), for positive offset cases (blue, when north part is west of south part) 733 
and for negative offset cases (red, when north part is east of south part). 734 
 735 
 736 
4 Conclusion 737 
We have introduced an algorithm to extract the spatial location and expansion of the dITCZ 738 
phenomenon and to track its temporal behavior. For spatial segmentation, we developed a fully 739 
automatic unsupervised method based on the backbone path method. The extracted ITCZ regions 740 
are consistent and robust, and form – with additional derived features – the observation set for 741 
the temporal segmentation. The HsMM/SVM hybrid approach performed best in our 742 
experiments for this temporal task. We showed that the classification labels from this model are 743 
comparable in reliability to those from human experts. A VS model was developed that identifies 744 
ITCZ states even when there is only shallow convection present. A corresponding IR model 745 
performs the same task but only identifies the ITCZ states when deep convection is present. Both 746 
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models proved very accurate (well within the range of human labeling variability) when 747 
compared to expert opinion using the appropriate field (either VS or IR). 748 
 749 
The model’s output for the period of 2000-2004 shows clear evidence that this method would be 750 
useful in classifying the east Pacific ITCZ states. The results suggest that it is worth conducting 751 
an in-depth long-term analysis of dITCZ phenomena, using both of the models developed here 752 
with VS and IR data available (with some gaps) since 1980. Recent studies dealing with the 753 
temporal behavior of the dITCZ phenomenon used either (a) a larger temporal time scale (Gu et 754 
al., 2005), (b) rather general image statistics (Chen et al., 2008) neglecting the ITCZ signal itself 755 
and the temporal dependencies, or (c) manual identification (Wang and Magnusdottir 2006). In 756 
contrast, with the model proposed in this paper, it is now feasible to automatically detect the 757 
dITCZ phenomenon and track its signal on a daily time scale, in turn computing meaningful 758 
statistics about location, extent and temporal distribution of the dITCZ phenomenon. 759 
Furthermore, this type of analysis can help us better understand the mechanisms causing the 760 
dITCZ phenomena and thus to improve existing weather and climate models for the tropical 761 
circulation system. 762 
 763 
Future work may include fine tuning of the model in terms of feature selection, improved 764 
methods for classification of rare cases (such as ‘no ITCZ’), as well as a detailed comparison of 765 
the unsupervised backbone method developed in this work with the Markov random field in Bain 766 
et al. (2011). The results achieved with the proposed HMM-based method for detecting and 767 
characterizing the ITCZ signals on both hemispheres encourage an in-depth analysis to 768 
investigate if initial hypotheses derived from the five season analysis can be proven on long-term 769 
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data. Initial hypotheses include the accumulation of sITCZ events in La Nina years and the 770 
asymmetry in spatial structure of the dITCZ depending on relative longitudinal offset across the 771 
equator. With a longer time series we will be able to study the effects of ENSO in general on the 772 
four different classes of double ITCZ variability. We will examine the effects of propagation of 773 
the Madden Julian Oscillation (MJO) on the double ITCZ variability. Furthermore, with the 774 
temporally finer resolution IR channel we can examine whether the results of Bain et al (2010) 775 
for the diurnal cycle of the boreal summer ITCZ hold up for the weaker boreal spring 776 
convergence zones.  777 
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Appendix A:  Image Segmentation 778 
Pre-processing 779 
Latitude dependent weighting:                          Pixel wise multiplication with the following mask: 780 
 781 
Processing chain for the feature extraction: 782 
 783 
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Appendix B: Feature Calculation 784 
 785 
Details on the calculation of selected features:   786 
 787 
x Border tracing (Klette & Rosenfeld, 2004) 788 
Let (p,r) be the first edge where a  0/1 switch occurs:  
ܤ௧ሺ݌ሻ ൌ Ͳ ՜ ܤ௧ሺݎሻ ൌ ͳ 
(A.1.1)
Let ߦሺ݌ሻ be the 4-neigborhood of p in circular order:  
ߦሺ݌ሻ ൌ ሼߩ଴ǡ ߩଵǡ ߩଶǡ ߩଷ ൌ ݎሽ 
With the 4-neigborhood being defined as follows:   
 
כ ߩ଴ כ
ߩଷ ݌ ߩଵ
כ ߩଶ כ
 
(A.1.2)
Find the first ݎכ ؔ ߩ௞in ߦሺ݌ሻ where  ߩ௞ ൌ ͳ holds: ଴ஸ௞ஸଷ ߩ௞ ൌ ͳ 
and add ݎכ to the list of border points. 
(A.1.3)
If ݎכ is equal to the initial point of Eq. (A.1.1) the complete object border was traced and the 
next 0/1 switch in the image needs to be found to extract the next object starting from Eq. 
(A.1.1). Otherwise set ݎ ൌ ݌ and ݌ ൌ ݎכ and repeat steps (A.1.2) and (A.1.3) until ݎכ equals 
the initial point of (A.1.1) 
ݎכ ൌൌ
݅݊݅ݐ݈݅ܽ݌ǫ൜ݕ݁ݏ ՜ ݈ܽ݃݋ݎ݅ݐ݄݉݂݅݊݅ݏ݄݁݀ǡ ݋ܾ݆݁ܿݐܾ݋ݎ݀݁ݎݐݎܽܿ݁݀݊݋ ՜ ݎ ؔ ݌ǡ ݌ ؔ ݎכ ܽ݊݀ ݌ݎ݋ܿ݁݁݀ ݓ݅ݐ݄ ܧݍǤ ሺܣǤ ͳǤʹሻ  
(A.1.4)
The image is scanned from left-top to right-bottom until all objects are traced. 789 
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Result of border tracing: 790 
 791 
 792 
 793 
x Fourier descriptors 794 
 795 
The extracted object borders are interpreted as closed-form contours of periodic functions x(t) in 796 
the complex plane. For a continuous line in the complex space the Fourier coefficients cn are 797 
defined as: 798 
 799 
ܿ௡ ൌ
ͳ
ܶනݔሺݐሻ݁
ିଶ௜గ௡௧Ȁ்݀ݐ
்
଴
 
with T  being the perimeter of the continuous line 
(A.2.1)
  
Due to the discrete character of the border line, we obtain a set of nodes {x1, x2,…,xN=x0} in the 
complex plane connected by section-wise straight lines instead. Thus, an explicit calculation of 
the section-wise straight lines has to be conducted and it can be shown (e.g. Arbter et al., 1990) 
that the Fourier coefficients cn can be efficiently computed by: 
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ܿ଴ ൌ
ͳ
ʹܶ෍ሺݔ௞ ൅ ݔ௞ାଵሻȁݔ௞ାଵ െ ݔ௞ȁ
ேିଵ
௞ୀ଴
 
ܿ௡ ൌ
ܶ
ሺʹߨ݊ሻଶ ෍ሺ
ݔ௞ െ ݔ௞ିଵ
ȁݔ௞ െ ݔ௞ିଵȁ
െ
ݔ௞ାଵ െ ݔ௞
ȁݔ௞ାଵ െ ݔ௞ȁ
ሻ
ேିଵ
௞ୀ଴
݁ିଶ௜గ௡௧ೖȀ் 
 with ݐ௞ ൌ σ ȁݔ௞ାଵ െ ݔ௞ȁ௞ିଵ௟ୀ଴  for k>0, t0 = 0 
(A.2.2)
 800 
Fourier descriptors: 801 
 802 
 803 
 804 
 805 
 806 
 807 
 808 
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x Moments 809 
 810 
Central and invariant moments can provide useful information. The first order moment 811 
corresponds to the centre of mass of the image I: 812 
 813 
ݔҧ ൌ σ σ ௫ூሺ௫ǡ௬ሻ೤ೣσ σ ூሺ௫ǡ௬ሻ೤ೣ   and ݕത ൌ
σ σ ௬ூሺ௫ǡ௬ሻ೤ೣ
σ σ ூሺ௫ǡ௬ሻ೤ೣ
 (A.3.1)
  
Higher order moments are less easy to interpret geometrically but nevertheless contain valuable 814 
information about the current state of the ITCZ. 815 
 816 
ߤ௣௤ ൌ σ σ ሺݔ െ ݔҧሻ௣௬௫ ሺݕ െ ݕതሻ௤ܫሺݔǡ ݕሻ  (A.3.2)
  
To achieve invariance to scale and translation the central moments are scaled: 817 
 818 
ߟ௣௤ ൌ 
ఓ೛೜
ఓబబభశሺ೛శ೜ሻȀమ
  (A.3.3)
  
Furthermore by combining the scale invariant moments a set of rotationally invariant moments – 819 
the Hu set of moments (Hu, 1962) – can be computed. A subset of these moments is used for 820 
classification in this paper. 821 
  822 
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List of features used for the models:   823 
The table below defines the lists of features used for each of the VS and IR models used in the 824 
paper. The final set of features was selected from an initial set of 177 features based on the 825 
following simple stepwise algorithm.  826 
- Build a classifier with all of the features 827 
- For each feature 828 
o Deselect the feature 829 
o If the classification on the training set improves exclude the feature 830 
o Otherwise include the feature in the list again 831 
- Proceed until the last feature in the list is reached 832 
This greedy feature selection method is certainly not optimal, but provided a simple method for 833 
feature selection for our problem. More sophisticated feature selection methods could likely be 834 
used to further improve the performance of the algorithms described in this paper. 835 
 836 
Definition: Complete image: 20°N to 20°S; northern image: 20°N to 0°; southern image: 0° to 837 
20°S 838 
 839 
VS model feature list: 840 
ID Feature description 
Trend 
north    
vs.      
not-
north 
Trend 
south   
vs.      
not-
south 
(General image statistics) 
1 Average pixel value of 12.5°N to 2°N Ĺ Ļ 
2 Average pixel value of 2°S to 12.5°S Ļ Ĺ 
3 Latitude of the center of mass of the complete image Ļ Ĺ 
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4 ߟ଴ଷ of Eq. (A.3.3) for the complete image Ĺ Ļ 
5 Latitude of the center of mass of the northern image Ĺ Ĺ 
6 ߟ଴ଶ for the southern image Ĺ Ļ 
7 ߟଶ଴ for the southern image Ĺ Ļ 
(based on the backbone path) 
8 
Regression line parameters of the optimal path (complete image): 
݈݅݊ݎ݁݃ሺܲைሻ with ܲை result of Eq. (1.2) Ļ Ĺ 
9 Mean of pixel intensities along the optimal path (northern image) Ĺ Ļ 
10 Variance of pixel intensities along the optimal path (northern image) Ĺ Ļ 
11 Mean of pixel intensities along the optimal path (southern image) Ĺ Ļ 
(based on the extracted binary mask, with two different thresholds: 60 and 100 on the scaled 
reconstructed image with values in the interval [0 255]) 
Definition of “longest object”: The object with the largest east-west extent of all extracted 
objects 
 Features 12-17: Northern image with threshold 100 
12 East-west extent of the longest object Ĺ Ļ 
13 Area (in pixels) of the longest object Ĺ Ļ 
14 Perimeter (in pixels along the border line) of the longest object Ĺ Ļ 
15 Number of direction changes in the border line of the longest object Ĺ Ļ 
16 
Length of the major axis of the ellipse of the longest object derived 
by the first Fourier descriptors c0, c-1, c1 
Ĺ Ļ 
17 
Sum of the east-west extent of all objects with an area larger than 
500 pixels  
Ĺ Ļ 
 Features 18-26: Southern image with threshold 100 
18 Compactness of the longest object Ĺ Ļ 
19 Perimeter of the longest object Ļ Ĺ 
20 Number of direction changes in the border line of the longest object Ļ Ĺ 
21 
Length of the major axis of the ellipse of the longest object derived 
by the first Fourier descriptors c0, c-1, c1  
Ļ Ĺ 
22 
Ratio of major/minor axis of the ellipse of the longest object (Fourier 
descriptor) 
Ļ Ĺ 
23 
Major axis’ inclination of the ellipse of the longest object (Fourier 
descriptor) 
Ļ Ĺ 
24 Number of objects with an area larger than 500 pixels Ĺ Ļ 
25 
Sum of the perimeter of all objects with an area larger than 500 
pixels 
Ļ Ĺ 
26 
Sum of the east-west extent of all objects with an area larger than 
500 pixels 
Ļ Ĺ 
 Features 27-32: Northern image with threshold 60 
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27 Area of the longest object Ĺ Ļ 
28 Compactness of the longest object Ļ Ĺ 
29 Perimeter of the longest object Ĺ Ļ 
30 Sum of the area of all objects with an area larger than 500 pixels Ĺ Ļ 
31 
Sum of the perimeter of all objects with an area larger than 500 
pixels 
Ĺ Ļ 
32 
Sum of the east-west extent of all objects with an area larger than 
500 pixels 
Ĺ Ļ 
 Features 33-34: Southern image with threshold 60 
33 Sum of the area of all objects with an area larger than 500 pixels Ļ Ĺ 
34 
Sum of the east-west extent of all objects with an area larger than 
500 pixels 
Ļ Ĺ 
 841 
 842 
IR model feature list: 843 
ID Feature description 
Trend 
north    
vs.      
not-
north 
Trend 
south   
vs.      
not-
south 
(General image statistics) 
1 Average pixel value of 2°S to 12.5°S Ļ Ĺ 
2 Latitude of the center of mass of the complete image Ļ Ĺ 
3 ߟ଴ଶ of Eq. (A.3.3) for the complete image Ļ Ĺ 
4 Latitude of the center of mass of the northern image Ĺ Ļ 
5 ߟଵଶ for the northern image Ļ Ĺ 
6 ߟ଴ଷ for the northern image Ļ Ĺ 
7 Hu moment ܬଵ ൌ ߟ଴ଶ ൅ ߟଶ଴ (northern image) Ļ Ĺ 
8 Hu moment ܬଶ ൌ ሺߟଶ଴ െ ߟ଴ଶሻଶ ൅ ሺʹߟଵଵሻଶ (northern image) Ļ Ĺ 
9 Hu moment ܬସ ൌ ሺߟଷ଴ ൅ ߟଵଶሻଶ ൅ ሺߟଶଵ ൅ ߟ଴ଷሻଶ (northern image) Ĺ Ļ 
10 Latitude of the center of mass of the southern image Ĺ Ļ 
11 ߟ଴ଶ for the southern image Ĺ Ļ 
12 ߟଶ଴ for the southern image Ĺ Ļ 
13 Hu moment ܬଵ ൌ ߟ଴ଶ ൅ ߟଶ଴ (southern image) Ĺ Ļ 
(based on the backbone path) 
14 Mean of pixel intensities along the optimal path (northern image) Ĺ Ļ 
15 Variance of pixel intensities along the optimal path (northern image) Ĺ Ļ 
(based on the extracted binary mask, with two different thresholds: 30 and 18 on the scaled 
reconstructed inverted IR image with values in the interval [0 255]) 
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Definition of “longest object”: The object with the largest east-west extent of all extracted 
objects 
 Features 16-20: Northern image with threshold 30 
16 East-west extent of the longest object Ĺ Ļ 
17 Area (in pixels) of the longest object Ĺ Ļ 
18 Perimeter (in pixels along the border line) of the longest object Ĺ Ļ 
19 
Major axis’ inclination of the ellipse of the longest object (Fourier 
descriptor) 
Ĺ Ļ 
20 Sum of the area of all objects with an area larger than 500 pixels Ĺ Ļ 
 Features 21-28: Southern image with threshold 30 
21 Compactness of the longest object Ĺ Ļ 
22 Perimeter of the longest object Ļ Ĺ 
23 Number of direction changes in the border line of the longest object Ļ Ĺ 
24 
Length of the major axis of the ellipse of the longest object derived 
by the first Fourier descriptors c0, c-1, c1  
Ļ Ĺ 
25 
Major axis’ inclination of the ellipse of the longest object (Fourier 
descriptor) 
Ļ Ļ 
26 Sum of the area of all objects with an area larger than 500 pixels Ļ Ĺ 
27 
Sum of the perimeter of all objects with an area larger than 500 
pixels 
Ļ Ĺ 
28 
Sum of the east-west extent of all objects with an area larger than 
500 pixels 
Ļ Ĺ 
 Features 29-34: Northern image with threshold 18 
29 Perimeter of the longest object Ĺ Ļ 
30 
Length of the major axis of the ellipse of the longest object derived 
by the first Fourier descriptors c0, c-1, c1 
Ĺ Ļ 
31 
Major axis’ inclination of the ellipse of the longest object (Fourier 
descriptor) 
Ĺ Ļ 
32 
Sum of the perimeter of all objects with an area larger than 500 
pixels 
Ĺ Ļ 
33 
Sum of the east-west extent of all objects with an area larger than 
500 pixels 
Ĺ Ļ 
34 
Ratio of the sum of the east-west to the north-south extent of all 
objects with an area larger than 500 pixels 
Ĺ Ļ 
 Features 35-37: Southern image with threshold 18 
35 East-west extent of the longest object Ļ Ĺ 
36 Sum of the area of all objects with an area larger than 500 pixels Ļ Ĺ 
37 
Sum of the east-west extent of all objects with an area larger than 
500 pixels 
Ļ Ĺ 
 844 
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Appendix C: HsMM Details 845 
 846 
Description of the Models: 847 
Self-transition duration estimate (simple example, 2 states only, 46 labels): 848 
Top: training sequence L, Bottom: dk(i)’s 849 
 850 
1 1 1 1 1 2 2 1 1 1 2 2 2 2 2 2 2 2 2  1 1 2 2 2 2 2 2  1 2 2 2 2 2 2 2 2 2 2 2 2  1 1 1 1 1 1  
d1(1)=5 
d1(2) 
=2 
d2(1) 
=3 
d2(2)=9 
d3(1) 
=2 
d3(2)=6 
d4(1)
=1 
d4(2)=12 d5(1)=6 
 851 
֜ ܦଵሺݐሻ ൌ ሾͷǡ Ͷǡ ͵ǡ ʹǡ ʹǡ ͳǡ Ͳሿ 
 
֜ ܦଶሺݐሻ ൌ ሾͶǡ Ͷǡ ͵ǡ ͵ǡ ͵ǡ ͵ǡ ʹǡ ʹǡ ʹǡ ͳǡ ͳǡ ͳǡ Ͳሿ 
 
For the example above the differences between the fitted logistic regression and the look-up table 852 
are rather small since there are no outliers in the example - for the real data with few training 853 
examples, the look-up table provides robustness against outliers. 854 
 855 
 856 
VS model parameters used in the experiments: 857 
 858 
x ߨ ൌ ሾͲǤ͵ͲͷͺͲǤͶͻͷͻͲǤͳͶͲͷͲǤͲͷ͹ͻሿ 859 
 860 
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x ܣ௦௧௔௧௜௖ ൌ ቎
ͲǤ͸͵ͺͻ ͲǤͲͺ͵͵
ͲǤͲͺ͵͵ ͲǤͻͲͲͲ
ͲǤʹʹʹʹ ͲǤͲͷͷ͸
ͲǤͲͲͲͲ ͲǤͲͳ͸͹
ͲǤͶ͹Ͳ͸ ͲǤͲͲͲͲ
ͲǤͳͶʹͻ ͲǤͶʹͺ͸
ͲǤͶͳͳͺ ͲǤͳͳ͹͸
ͲǤͳͶʹͻ ͲǤʹͺͷ͹
቏ Ǣ ߣ ൌ ͲǤͳ 861 
 862 
x Emission probabilities by SVMs (parameters for each state are learned by the toolbox 863 
by De Brabanter et al., 2010) 864 
 865 
x  Logistic regression parameters of Eq. (6.4): 866 
ߝ஽ூ்஼௓ ൌ ͳͲǤͶͺ 
ߛ஽ூ்஼௓ ൌ െͳǤ͵ͳ 
ߝ௡௢௥௧௛ ൌ ͶǤͺͶ 
ߛ௡௢௥௧௛ ൌ െͲǤͲͶ 
ߝ௦௢௨௧௛ ൌ ͻǤͺͷ 
ߛ௦௢௨௧௛ ൌ െͳǤ͸͸ 
ߝ௡௢௡௘ ൌ ͳǤͶͻ 
ߛ௡௢௡௘ ൌ ͳǤͷͳ 
 
x Self-transition look-up tables: 867 
 868 
IR model parameters used in the experiments: 869 
 870 
x ߨ ൌ ሾͲǤ͵͵͵͹ͲǤͶͺͻͺͲǤͳͳ͸͵ͲǤͲ͸Ͳʹሿ 871 
dITCZ: 
 
nITCZ: 
 
sITCZ: 
 
non-
present: 
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 872 
x ܣ௦௧௔௧௜௖ ൌ ቎
ͲǤͻͷ͹ʹ ͲǤͲͳʹʹ
ͲǤͲͳͲͶ ͲǤͻͺ͹ͷ
ͲǤͲʹͶͷ ͲǤͲͲ͸ͳ
ͲǤͲͲͲͲ ͲǤͲͲʹͳ
ͲǤͲ͹Ͳʹ ͲǤͲͲͲͲ
ͲǤͲͳ͸ͻ ͲǤͲͷͲͺ
ͲǤͻͳʹ͵ ͲǤͲͳ͹ͷ
ͲǤͲͳ͸ͻ ͲǤͻͳͷ͵
቏ Ǣ ߣ ൌ ͳ 873 
           874 
x Emission probabilities by SVMs (parameters for each state are learned by the toolbox 875 
by De Brabanter et al., 2010) 876 
 877 
x  Logistic regression parameters of Eq. (6.4): 878 
ߝ஽ூ்஼௓ ൌ ͷǤͻʹ 
ߛ஽ூ்஼௓ ൌ െͲǤʹʹ 
ߝ௡௢௥௧௛ ൌ ͸ǤͶͷ 
ߛ௡௢௥௧௛ ൌ െͲǤͶ͸ 
ߝ௦௢௨௧௛ ൌ ͶǤͻʹ 
ߛ௦௢௨௧௛ ൌ െͲǤͷ͸ 
ߝ௡௢௡௘ ൌ ͳǤͲ͵ 
ߛ௡௢௡௘ ൌ ͳǤͻ͸ 
 879 
x Self-transition look-up tables: 880 
 881 
 882 
 883 
 884 
dITCZ: 
 
nITCZ: 
 
sITCZ: 
 
non-
present: 
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Appendix D: Detailed Description of the semi-supervised EM algorithm 885 
 886 
E-Step (Find Qr given O and șr under the constraint: Qr traverses Lknown)  887 
x Calculate the observation probabilities bi(x) = P(ot = x | q = i) for all time steps t and all 888 
states i using the SVMs. 889 
x Force the state sequence Q to traverse the supervised labels Lknown, by setting the transition 890 
probabilities at given labeling times to 1 for the transition into the labeled state and to 0 891 
otherwise: 892 
 893 
׊݆ǡ ݇ǣ ௝ܽǡ௟ఴכೖశ೘
ൌ ܲሺݍ଼כ௞ା௠ ൌ ଼݈כ௞ା௠ ȁ ݍ଼כ௞ା௠ିଵ ൌ ݆ሻ ൌ ͳ
௝ܽǡ௢௧௛௘௥ ൌ ܲሺݍ଼כ௞ା௠ ് ଼݈כ௞ା௠ ȁ ݍ଼כ௞ା௠ିଵ ൌ ݆ሻ ൌ Ͳ
 (8.1) 
 894 
x By doing so, the probabilities P(O,Q|ș) are 0 for all sequences Q not fulfilling the supervised 895 
label constraint. Another interpretation is that for our likelihood maximization problem we 896 
actually marginalize only over the possible state sequences Qsupervised, i.e.: 897 
 898 
׊ࡽ ് ࡽ࢙࢛࢖ࢋ࢘࢜࢏࢙ࢋࢊ ǣ ܲሺࡻǡࡽȁࣂሻ ൌ Ͳ ֜ ࣦሺࣂǢࡻሻ ൌ෍ܲሺࡻǡࡽȁࣂሻ
׊ࡽ
ൌ ෍ ܲሺࡻǡࡽȁࣂሻ
׊ࡽ࢙࢛࢖ࢋ࢘࢜࢏࢙ࢋࢊ
 
(8.2) 
 899 
x Now either the alpha-beta or the Viterbi algorithm can be used to estimate the most probable 900 
state sequence Q which satisfies the condition of traversing all supervised labels Lknown. 901 
Since for the Viterbi algorithm the constraint that a minimum of 8 consecutive steps in the 902 
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same state can be guaranteed, in our application we use it instead of the alpha-beta algorithm 903 
(which does not enforce this constraint) and we can obtain directly from the state sequence Q 904 
a new training sequence Lr+1 = Q for the M-Step. 905 
 906 
M-Step: 907 
x Update the model parameters șr+1 as follows: 908 
- Train the SVM parameters wi and ui by using the labels Lr+1 from the E-Step and the 909 
corresponding complete observation set O. Set up the training pairs and learn the SVMs 910 
as for the VS case (Eq. (6)). 911 
- Learn A and ʌ using the labels Lr+1 equivalent to the supervised VS case (Eq.(4)). 912 
- Force the minimum self-transition time to be at least 8 time steps: ׊݅ǡ Ͳ ൏ ݐ ൏ ͺǣܦ௜ሺݐሻ ൌ913 
ͳ 914 
  915 
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