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Abstract
The eigenfunctions of the Dirac operator on spheres and real hyperbolic spaces
of arbitrary dimension are computed by separating variables in geodesic polar co-
ordinates. These eigenfunctions are used to derive the heat kernel of the iterated
Dirac operator on these spaces. They are then studied as cross sections of ho-
mogeneous vector bundles, and a group-theoretic derivation of the spinor spherical
functions and heat kernel is given based on Harish-Chandra's formula for the radial
part of the Casimir operator.
1
1 Introduction
The N -dimensional sphere (S
N
) and the real hyperbolic space (H
N
), which are \dual"
to each other as symmetric spaces [10], are maximally symmetric. This high degree
of symmetry allows one to compute explicitly the eigenfunctions of the Laplacian for
various elds on these spaces. These eigenfunctions can be used in studying eld theory









appear as the spatial sections of cosmological models, and
various eld equations and their solutions on these spaces have physical applications in





examples for the theory of homogeneous vector bundles, and consequences of various
theorems can explicitly be worked out.
Recently the authors presented the eigenfunctions of the Laplacian for the transverse-
traceless totally-symmetric tensor elds [4] and for the totally-antisymmetric tensor elds
(p-forms) [5]. These elds were also analyzed in the light of group theory using the fact
that they are cross sections of homogeneous vector bundles. As a continuation of these
works we study in this paper the spinor elds satisfying the Dirac equation /r = i 






. The paper is organized as follows. We begin
by setting up the gamma matrices used in the paper in sect. 2. Then in sect. 3 the
appropriately normalized eigenfunctions of the Dirac operator on S
N
with arbitrary N
are presented using geodesic polar coordinates. The solutions on S
N
are expressed in
terms of those on S
N 1
. Then we derive the degeneracies of the Dirac operator using the
spinor eigenfunctions. Next, spinor eigenfunctions on H
N
are obtained by analytically
continuing those on S
N
. Then they are used to derive the spinor spectral function
(Plancherel measure) on H
N
. In sect. 4 the results of sect. 3 are used to write down
the heat kernel for the iterated Dirac operator /r
2
on these spaces. Sect. 5 is devoted to




. We use the fact that spinor
elds on these symmetric spaces are cross sections of the homogeneous vector bundles
associated to the fundamental spinor representation(s) of Spin(N). We rst review some
relevant facts about harmonic analysis for homogeneous vector bundles over compact
symmetric spaces. By applying these to S
N
= Spin(N + 1)=Spin(N), in combination
with the formula for the radial part of the Casimir operator given by Harish-Chandra, we
derive the spinor spherical functions and the heat kernel of the iterated Dirac operator
on S
N
. Then we briey review harmonic analysis for homogeneous vector bundles over
noncompact symmetric spaces, apply it toH
N
= Spin(N; 1)=Spin(N), and rederive some
results of sect. 4 for this space.
2
2  -matrices in N dimensions














1; a; b = 1; : : : ; N; (2.1)
where 1 is the unit matrix and 
ab
is the Kronecker symbol. It is well known that (2.1) can
















for N odd. We give below an inductive construction of  
a
which relates easily to the
spinor representations of the orthogonal groups.
For N = 1 we set  
1



































































; j = 1; 2; 3; (2.4)




(j = 1; 2; 3) satisfy the Cliord
algebra for N = 3 and are given by the right-hand sides of (2.2)-(2.3). For N = 5 we
add to  
j





















The general pattern is now clear.



































; j = 1; : : : ; N   1; (2.6)
where 1 is the unit matrix of dimension 2
N=2 1























; j; k = 1; : : : ; N   1: (2.7)
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Then (2.1) is immediately veried. This representation generalizes to N even the ordinary



















]; a; b = 1; : : : ; N (2.8)






















and generate a 2
N=2
-dimensional representation of Spin(N), the double cover of SO(N)

























anticommutes with each of the  
a
's,
and commutes with each of the Spin(N) generators 
ab











Since  is nontrivial it follows that the representation  of Spin(N) with generators 
ab






















































; j; k = 1; : : : ; N 1; (2.14)






generate the irreducible representations

























are called the two fundamental spinor representations of Spin(N)
(of dimension 2
N=2 1




and a spinor in N dimensions (N even) is
reducible with respect to the orthogonal group.
4




given by (2.13) generate the unique fundamental
spinor representation  of Spin(N 1) (see Case 2 below), also of dimension 2
N=2 1
, and










Case 2. N odd. In this case the dimension of the  -matrices is 2
(N 1)=2
, the same as




(j = 1; : : : ; N 1) be a set of matrices satisfying the Cliord




































satisfy the Cliord algebra (2.1) in N dimensions. It can be shown by induction that the























Again the matrices 
ab
dened by (2.8) satisfy (2.9). This time they generate an irre-
















denote the two fundamental spinor representations of



























3 Spherical modes of the Dirac operator
3.1 S
N
The metric on S
N








































g be a viel-
bein (i.e. an orthonormal frame) on S
N 1



























































. We shall work in


















; j = 1; : : : ; N   1: (3.4)
The only nonvanishing components of the Levi-Civita connection !
abc
in the frame fe
a
g


















; i; j; k = 1; : : : ; N   1; (3.5)


















-dimensional and are associated with orthonormal frames. Under a
local rotation  : S
N














a spinor transforms by denition according to
 (x)!  
0
(x) = S((x)) (x); (3.7)
where S((x)) is either one of the two elements of Spin(N) (more precisely of the spin
















A spin connection on S
N
is induced by the Levi-Civita connection !. The covariant
derivative r
a
 of a spinor  along the vielbein e
a













where summation over repeated indices is understood from now on. The Dirac operator




 . We shall now solve for the eigenfunctions of /r on S
N
by
separating variables in geodesic polar coordinates.
Case 1. N even. Using eqs. (2.6), (2.7), (2.12), (2.13), (2.14), and (3.5), it is













































































is the Dirac operator on S
N 1
. We now project the rst order Dirac equation
/r = i (3.12)






































































































It is well known that on a compact spin manifold /r
2
is negative semidenite (the
spectrum of /r is purely imaginary), so that  is real. Now suppose that we have solved











Here, the index l = 0; 1; : : : ; labels the eigenvalues of the Dirac operator on the (N   1)-
sphere, and   (N   1)=2,
1
while the index m runs from 1 to the degeneracy d
l
. Since




, one can separate




































and n  l as is well known. (We shall see also that this
condition arises as the requirement for the absence of singularity in the mode functions.)

























































































































The spectrum of the Dirac operator on spheres is well known (see e.g. [17]). It will be clear that our
procedure gives an independent proof of (3.26) by induction over the dimension N (see also the remark
at the end of this subsection). Eq. (3.17) (and the analogous relation (3.51)) may then be assumed as





be given in subsections 5.1 and 5.2.
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By proceeding in a similar way with the functions  
nl



























(   ): (3.28)
They all vanish at the north pole, but for l = 0 they are nonzero at the south pole
( = ).
One can readily verify that if 
+
satises (3.15) and if 
 
is dened by the second
equation of (3.14), then the rst equation is automatically satised. In this way we can









































to simplify the expressions. These can be proved by using the expression of the Jacobi





 (n + + 1)
 (n + 1) ( + 1)




and the raising and lowering operators for the third entry of the hypergeometric function.


























































































































































Then the normalization factor c
N






















It is clear from (3.28) that the integrals of the rst and the second terms are equal. Using




























(n  l)!(N + n+ l   1)!
: (3.38)


















































, m = m
0
, s = s
0












































































where we have used the fact that the sum over s; l;m inside the integral is constant over
S
N
(this is easy to prove), so that it may be calculated for  ! 0, where only the l = 0
term survives. The factor 

N












Now the degeneracy d
0
of +i (or  i) on S
N 1
(cf. (3.17)) coincides with the dimension
2
N=2 1
of the representation of Spin(N) labelled by l = 0 (see section 5). Thus m =
1; 2; : : : ; 2
N=2 1











































(N + n   1)!
n!(N   1)!
; (3.44)












(n) is equal to the dimension of the spinor representation of Spin(N+







Case 2. N odd ( 3). In this case a Dirac spinor on S
N
is irreducible under Spin(N)
and the dimension of the  -matrices is 2
(N 1)=2
, the same as on S
N 1
. The Dirac operator
in the geodesic polar coordinates vielbein (3.4) takes the form
/r = (@




















































In order to separate variables in the eigenvalue equation (3.16) we observe that al-
though
~
/r does not commute with /r
2
, the operator  
N
~



















, the operator  
N
~
/r is hermitian (because of (3.47)), and has real eigenvalues.












for the spinor ^ on S
N 1
. In order to nd the possible values of k we apply
~
/r to both















are the eigenvalues of the iterated Dirac operator on S
N 1
, i.e.





















is the eigenfunction of
~


















































Substituting (3.55) in (3.16) and using (3.48) we nd that the scalar functions 
nl
satisfy
the same equation (3.20) as in the case of N even. We immediately conclude that 
nl
is
given by (3.25), and similarly we nd that  
nl
is given by (3.27).















Then, using (3.29) and (3.30) in (3.46), we nd that  is an eigenfunction of the rst-
order Dirac operator with eigenvalues i(n+
N
2
) if we choose c = i. The normalization




2. The formula for the dimensionality is the same










(N + n  1)!
n!(N   1)!
: (3.58)
Our method shows how to separate variables in the Dirac equation written in geodesic









times the spinor modes on S
N 1
[(3.17) (N even) or (3.49) (N odd)]. But again
12
these can be obtained from the spinor modes on S
N 2
, and so on. Therefore we have set
up an induction procedure by which the spinor modes on S
N
can be recursively calculated
starting from the spinor modes on the lowest dimensional sphere S
2
.
Note also that our procedure gives an independent proof of the spectrum of the Dirac












/r = @=@'. We need to nd which eigenvalues of this operator are allowed.
Spinors on S
2
should transform as a double-valued spin-1/2 representation of SO(2) under
the rotation of zweibein. Now, the loop dened by 0  ' < 2 with  = const. in the
bundle of frames over S
2
is homotope to the 2-rotation at a point for our system of
zweibein. Hence, the spinor eld must change sign when it goes around this loop. Thus,
we have @=@' = i=2;3i=2; : : :
2






(l = 0; 1; : : :) in (3.18) and (3.19). Then regular solutions of the Dirac equation /r = i 
on S
2
exist only for  = (n+1) with n( l) being a nonnegative integer. Now, assume




is i(l + ),  = (N   1)=2, l = 0; 1; : : :
Then, whether N is even or odd, regular solutions of the Dirac equation on S
N
exist
only for  = (n + N=2) with n( l) being a nonnegative integer. This completes the
proof by induction that the spectrum of the Dirac operator on S
N
is indeed given by
i(n+N=2) with n = 0; 1; : : :
3.2 H
N
The real hyperbolic space H
N
is the noncompact partner of S
N
. The metric on H
N
in
geodesic polar coordinates takes the form (3.1) with ! y and f(y) = sinh y, where y is
the geodesic distance from the origin. By repeating the same steps as on S
N
one obtains
a hypergeometric equation for the spherical modes 
l
(y). The spectrum of /r
2
is now





are related by analytic continuation in the geodesic distance. More precisely,
one expresses the Jacobi polynomials in terms of the hypergeometric function according
to (3.31) and then one makes the replacements




in the spinor modes found above on S
N































It also follows that the spinor must vanish both at  = 0 and  if @=@' 6= i=2. This is automatically
satised by requiring regularity of the solutions.
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Here  2 R, and l = 0; 1; : : : ;1. The eigenfunctions of the rst-order Dirac operator can
also be obtained by letting  ! iy and n !  i  
N
2
in (3.32)-(3.33) (N even) and in







N for ! iy. It follows
from (3.34) that the solution of the Dirac equation on H
N
with eigenvalue i is obtained
from that on S
N








































(l) is a normalization constant. The modes  
(+)
lm
are obtained by interchanging

l
(y) and  
l






on the right-hand side. The asymptotic



























 (N=2 + l) (1=2 + i)
 (N=2 + l+ i)
: (3.66)
Then the (continuous-spectrum) normalization constant can be found, again, with the

































































The computation proceeds almost in the same way for N odd and we obtain the same





























4 The spinor heat kernel
4.1 The compact case
The spinor heat kernel K(x; x
0
; t) on S
N










; t) = 0; (4.1)












=  (x): (4.2)
Here t is the time parameter in the heat equation and we are suppressing all spinor












; t) maps a spinor at x
0
to a spinor at
x.





























Here n = 0; 1; : : : ;1, l = 0; 1; : : : ; n, and m = 1; : : : ;D
N 1
(l).








































































































The same result would have been obtained by expanding K directly in terms of the
(normalized) eigenfunctions (3.55)-(3.56).




, i.e., we assume that








) lie on the same \meridian". There is no loss















































































and x. [This is the operator that parallel transports a spinor from x
0
to x along
the shortest geodesic (great circle) between them. We assume here that x and x
0
are






















; t) denotes the scalar sum over n; l in the right-hand side of (4.7). Notice
that any dependence on 
 has dropped out in f
N
. Therefore, we can let  = 0, i.e, we
can assume that x coincides with the north-pole. Recalling that  
nl
(0) = 0 8n; l, and

nl
(0) = 0 8l > 0, we see that only the term with l = 0 survives in the sum. Thus we





(; t)  f
N
























 (n+  + 1)
n! ( + 1)
; (4.10)




























() are the functions 
n0




















































Eqs. (4.12), (4.13) and (4.14) coincide with eqs. (3.22), (3.19), and (3.21) of ref. [3].
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The spinor heat kernel on S
N
, N odd, may nally be written as
K(x; x
0









) denotes the geodesic distance between x and x
0
. This form of K is now
valid for x and x
0
arbitrary (nonconjugate) points on S
N
. If x and x
0
are conjugate (e.g.,
x is the north-pole and x
0
the south-pole), the parallel propagator U(x; x
0
) is clearly
undened (there are innitely many great semicircles connecting x
0
to x and U depends
on the one we choose to parallel propagate). However for conjugate points d(x; x
0
) = 
and the heat kernel (4.15) is well dened and vanishes (since f
N
(; t) = 0).
Case 2. N even. Consider the normalized eigenfunctions of /r on S
N
given by (3.32)
and (3.33). The heat kernel of /r
2




























































































































































































































), respectively (see section 5 for the notations).






























; t) denotes the sum over n; l in the right-hand side of (4.7).
Again diag(1; 1) = U(x; x
0
), the parallel spinor propagator in the polar frame. Since




; t) were independent of N being odd or even, we obtain,
by letting ! 0, f
N
(0; ; t) = f
N
(; t) given by (4.12). Finally the spinor heat kernel on
S
N
, N even, takes the same form (4.15).
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4.2 The noncompact case





























where  is a real number and may be taken to be positive, l = 0; 1; : : : ;1, and m =
1; : : : ;D
N 1




, and the normalization factor c
N
(l) are given by
eqs. (3.60), (3.61), and (3.67), respectively. The modes (4.21) are eigenfunctions of /r











































=  and ( 
0











































































































We now proceed like in the case of S
N




and do the sum over m using
(4.6). Then we let y = 0, i.e. we x the point x at the origin. The nal result, for






































, () is the spinor spectral function (3.69), and U is the parallel propa-
gator. This agrees with eq. (5.14) of ref. [3].
Case 2. N even. The normalized eigenfunctions of /r are given by (3.63). In terms of








The computation proceeds in the same way as for N odd and we obtain for K the same
expression (4.25)-(4.26), again in agreement with ref. [3].
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5 Group theoretic derivation of the heat kernel
In this section we give a group-theoretic derivation of the spectrum, the eigenfunctions,




. We begin by reviewing
some basic facts about harmonic analysis for homogeneous vector bundles over compact
symmetric spaces (SS) (see, e.g. [2] appendix B).
5.1 Harmonic analysis on compact symmetric spaces
Let U be a compact semisimple Lie group and K a closed subgroup such that the coset
space U=K is dieomorphic to a Riemannian symmetric space of the compact type. Let
x! ux (u 2 U , x 2 U=K) be the natural left-action of U on U=K, and let  denote the
projection of U onto U=K, (u) = uK.
The coset x
0
= eK is called the origin of U=K. Let  : O  U=K ! U be a local
section of the principal bundle U(U=K;K) (see e.g. ref. [13]), i.e. a smooth assignment
of an element (x) 2 U to any x in an open neighborhood O of x
0
such that ((x)) = x.
Then (x)x
0
= x. Let U and K be the Lie algebras of U and K, respectively, and let
Ad(U) denote the adjoint representation of U in U . Since K is compact, U=K is a
reductive coset space [15], i.e. we have a direct sum decomposition U = K  P, where




(U=K). The natural choice for P (that will be made in the following)
is P = K
?
, the orthogonal complement of K in U with respect to the Killing form. We
shall assume that a U -invariant metric has been xed on U=K by restricting the opposite
of the Killing form (or a multiple of it) from U to P.
Let Exp and exp denote the exponential mappings on U=K and U , respectively. For
a symmetric space it is well known (see [9]) that ExpX = (expX), X 2 P. Thus on a
SS a natural choice for  is
(ExpX) = expX; X 2 P
0
; (5.1)
or equivalently (expX x
0
) = expX, where P
0
 P is the largest open domain of P
containing the origin and such that the exponential map (restricted to P
0




denote the boundary of P
0









) is called the cut locus of x
0
. It is known that C
0
consists either of
points that are conjugate to x
0
, or of points that can be joined to x
0
by more than one





The above choice of local section  will be assumed in the following. Let fY
i
g be
an orthonormal basis of P. Then the moving frame fY

i











is orthonormal, and it is parallel along each geodesic em-
anating from the origin (see [10] Theorem 3.3 p.208). This is the local frame we shall
work with.
Consider a eld x!  (x) on U=K which is a cross section of the homogeneous vector
bundle E

on U=K dened by a nite dimensional linear representation  of the isotropy
group K (see [18] section 5.2). For example scalars, vectors and spinors correspond to
the trivial, isotropy, and spinor representations of K, respectively.
3
The vector space of
all sections of E

will be denoted by  (E

). We shall assume that the representation 
of K be irreducible of dimension d

. The representation space of  , denoted V

, will be






By denition of homogeneous vector bundle (see [18] 5.2.1), the group U acts on E

so
that the ber at x is mapped by u isomorphically onto the ber at ux, for each x 2 U=K





. The map expX (X 2 P) between the
bres at x
0
and x = ExpX is the same as the map of parallel transport (in the vector
bundle) from x
0




. In other words, the parallel





(t) is dened to be exp(tX)v. Let X

be the vector




(ExpY ) = (expY )
jx
0
X (X 2 P). It is then easy to see













(t)). The covariant derivative r
X

 of  2  (E





















is the tangent bundle on U=K, the U -invariant ane connection dened this
way is called the canonical connection of the second kind, see [15]. The elements expX
(X 2 P) are called transvections, see [10] p.209.
Let fv
a





. Then we choose as basis for the
bre E
x
at x = ExpX (X 2 P
0
) the set f
a
(x)g obtained by transforming fv
a
g with














for x 2 U=K n C
0
.
The set of equivalence classes of irreducible unitary representations (irreps) of U and




K, respectively. A simple application of the Frobenius
3
The spinor representation of K is obtained by lifting to Spin(N ), N = dimU=K, the Lie homomor-
phism of K into SO(N ) induced by the isotropy representation k ! k
jx
0




(U=K). There may be topological obstructions to the (global) existence of spinors. We recall that
an oriented Riemannian manifold M admits a spin structure if and only if the second Stiefel-Whitney
class of M vanishes.
20




) (the space of
square-integrable sections of E







































U ( ) is the set of irreps  2
^
U (of dimension d

) such that j
K
contains  at
least once. The index  labels the multiplicity 

of  in j
K
























. Thus each V













(u 2 U) are the matrix coecients of the operator U

(u) of the irrep





















is an orthonormal basis of V

.
For scalar elds on a SS it is known (e.g. ref. [11]) that each  2
^
U( ) (where  is
the trivial representation of K) contains  exactly once, so that 

= 1 8. For arbitrary
elds on arbitrary symmetric spaces 

 1 and the sum over  in (5.3) is generally
nontrivial.
4
In the case of U = Spin(N + 1); SU(N + 1) and K = Spin(N); S(U(1) 
U(N)), respectively, it can be proved (see e.g. [14]) that any  2
^








dx = 1. Then the \Fourier coecients"  
I



























where we have used the Schur relations for the compact group U . The matrix coecients





































It is well known that the Levi-Civita connection of any U -invariant metric on the
symmetric space U=K coincides with the canonical connection of the second kind [15]. It








It is known [7, 12] that 

is bounded by d

, giving an estimate independent of . There is a formula
of Kostant for the multiplicity of  in j
K
, which, however, is too complicated for actual computation.
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. [We are not considering here the additional degeneracy coming from
the fact that dierent 's in
^
U ( ) can have the same C
2
(). If the sum over  in eq.
(5.18) below is meant to be a sum over dierent eigenvalues, then the true degeneracy of










is dened as the set of all 's in
^
U ( ) with
Casimir value C
2
() = ! + C
2
( ).]





). For t 2 R
+











, i.e. a linear map from the ber at y to the ber at x. [We recall that if V;W










be the projections from U=K  U=K onto the











respectively (cf. [18] p.4). Then the











over U=K U=K, where E

is the dual bundle to E











K(x; y; t) = 0; (5.7)






K(x; y; t) (y)dy =  (x); (5.8)
for any continuous section  2  (E

). We shall denote by K(x; y; t)
a
b
(a; b = 1; : : : ; d

)













respectively, for x; y 2 U=K n C
0
. From eqs. (5.3), (5.4), (5.5)






































































of the universal enveloping algebra of U , where fY
i














































bases of U and K, respectively).
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The harmonic expansions (5.3) and (5.9) can also be written in index-free notation as
follows. For each  2
^
U( ) let P









, the subspace of
vectors of V

which transform underK according to  . H










is the multiplicity of  in j
K





































g is an orthonormal
basis of H

















U( ); ; 
0
= 1; : : : ; 

; a; b = 1; : : : ; d

; (5.11)
(in the notations of eq. (5.3)) is just the matrix representing 








(u) denote the partial trace of 


(u) with respect to C
















































(u) is known as spherical trace function of type  .
For x; y 2 U=K write x = ux
0
, y = vx
0
(u; v 2 U), and dene '





























) are the linear maps guaranteed by the
denition of homogeneous vector bundle. It is easy to see that '

(x; y) is well dened,




















(x; y) (y)dy; (5.15)
















Eq. (5.16) shows clearly that the heat kernelK(x; y; t) is well dened for all x and y in






(y; x), and similarly
K(x; y; t)
y
= K(y; x; t). By choosing u = (x) and v = (y) in (5.14) (x; y 2 U=K n C
0
)
we can express '

(x; y) in geometric form as
'
















; y)) is the (vector-bundle) parallel transport operator from
x
0
to x (resp. from y to x
0
) along the shortest geodesic between them.
In particular for x = y we have '

(x; x) = 1 (the identity operator on E
x
), and














Taking the trace of this equation and integrating over the manifold gives the partition
function.




























or, in operator notation, (cf. (5.16)-(5.17))
K(x; t)  K(x
0

















It is easy to nd the transformation property of K(x; t)
a
b
under the action of K. If
x = ExpX (X 2 P
0
), it is easy to see that kx = Exp[Ad(k)X] (k 2 K). Then
(kx) = exp[Ad(k)X] = k exp(X)k
 1
; k 2 K: (5.21)













































is clearly invariant under the action of K (it is a zonal function), thus it can only depend
on the coordinates along a submanifold orthogonal to the orbits of K. For a symmetric
space U=K these submanifolds are maximal tori. Let A be a (xed) maximal abelian
subspace of P. Then the set A = expA is a torus in U , and ExpA = Ax
0
is a maximal
torus in U=K, i.e. a maximal, totally geodesic, at submanifold passing through the
origin. The dimension l of A is called the rank of U=K. The maximal tori are all
conjugate under the action of K and intersect the orbits of K orthogonally. In the so-
called \polar coordinate" decomposition, every x in U=K can be written (nonuniquely)
as x = kax
0
, with k 2 K and a 2 A. More precisely, let M be the centralizer of A in
K, i.e. the set of those elements m of K such that ma = am for each a 2 A. This
is a closed subgroup of K, and the coset space K=M is dieomorphic to the orbits of
24




, and we can dene a map 	 : K=M  A ! U=K,
by 	(kM; a) = kax
0
. The properties of this map are discussed e.g. in [11] p.188. To
illustrate the main ideas, let us suppose that U is simply connected and K is connected,
so that U=K is simply connected. Then there is an open set Q
0
in A, whose closure Q
0
contains the origin, such that the mapping
	 : (kM; h)! k(exp h)x
0
(5.24)
maps K=M  Q
0
onto U=K and gives a bijection of K=M  Q
0
onto a certain subset
(U=K)
r
of U=K whose complement has zero measure (see [11] Th.5.11 p.190).
6
Let du, dk, dm, and dk
M
















Let dh be the Euclidean measure on A induced by the scalar product in P. Then we
















where the function J
2
(h) (h 2 Q
0
) is given in terms of the positive restricted roots  of
































































is any component of A
r
whose closure contains the origin, where A
r
= A n D(U;K)
and D(U;K) is the diagram of the pair (U;K), i.e. the set of all H 2 A such that (H) 2 Z for some
restricted root . D(U;K) is the union of nitely many families of equispaced hyperplanes. The set
S
U=K





. See [9] p.271.
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is given by (5.28) (see [9] Prop, 1.19 p.385). In particular for f right-K-
invariant (5.31) reduces to (5.26) (upon using (5.30) for the integral in dk
1
).
In view of the polar decomposition of U=K and remembering (5.22), it is clear that




Particularly important are then the  -spherical functions (5.10) and their representa-





































and are thus determined by their restriction to A.
A general procedure for calculating the  -spherical functions is the following. Consider










g is a given orthonormal basis of U .



























It can be shown that 

r
is a well dened dierential operator on A, whose coecients are
operator-valued functions on A acting on 


(a) both from the left and from the right.
The explicit form of 

r
acting on arbitrary  -spherical functions was rst calculated by
Harish-Chandra. It is given e.g. in ref. [19] vol. II p. 277, where one needs to analytically
continue from the noncompact symmetric space G=K to the compact dual space U=K.
Now the Casimir operator acts as scalar multiplication on the operator-valued func-




U . Therefore the functions 






satisfy a certain dierential equation on A. If dimA = 1 this dierential equation reduces
to an ordinary dierential equation with operator coecients, which, in principle, can be
solved explicitly in terms of hypergeometric functions.




5.2 Spinors on S
N
Let U = Spin(N + 1), K = Spin(N), U=K = S
N
.





of Spin(N) (cf. (2.15)). By using the well-known branching
















; : : : ;
1
2
); n = 0; 1; : : :g: (5.34)
The irreps 
n
are called the spinor representations of Spin(N +1). As mentioned above,






is 1 for all n.













, i.e.  2  (E

). We have the following relation between the iterated












where R is curvature scalar of M . For M = S
N























+N(N   1)=4: (5.36)





























The heat kernel of /r
2










are given, in operator notation, by (cf. (5.20))
K
+


























































The extra factor 1=

N
occurs here because we have chosen the normalization in which





(given by (3.42)) in order to compare our results with those






























; u 2 U; (5.40)
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, respectively. For x; y nonconjugate points on S
N
U(x; y) is the (vector-bundle) parallel transport operator from the bre E
y
to the bre E
x








; x) in (5.38)-(5.39) are linear maps from E
x







the origin (the north pole). This way the heat kernelK(x; t)  K(x
0
; x; t) has the correct
structure (recall that K(x; x
0











; x) have a well dened limit as x approaches the south pole, so that
the heat kernel is regular everywhere (cf. (5.17), see also later).

















. The Casimir number of
an irrep with highest weight  is given by Freudenthal's formula:
C
2




=   (+ 2); (5.41)












are the fundamental weights (r is the rank of the group). The funda-
mental weights of U = Spin(N + 1) (N even) are given by (4) p.224 of [1]. Thus the





















 N(N   1)=8: (5.44)




) is similar. The fundamental weights of K = Spin(N) (N







 2; : : : ; 1; 0): (5.45)









) = N(N   1)=8: (5.46)












in complete agreement with (3.26).
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  ( + )
  
; (5.49)
where the product is over the positive roots  of the group. For U = Spin(N + 1) (N


















g is the standard orthonormal basis of R
N=2
. A simple calculation gives the







(N + n  1)!
n!(N   1)!
; (5.51)






































it is enough to calculate the restrictions 
n
+
(a), a 2 A. In our case A is one-dimensional
(thus A ' S
1
) and it is well known that M , the centralizer of A in K, may be identied

















(a); m 2 M; a 2 A; (5.54)
i.e., the operators 
n
+










= , the unique fundamental spinor representation of Spin(N   1). Since
 is irreducible, it follows from Schur's lemma that 
n
+
(a) must be proportional to the









(a)1; a 2 A; (5.55)
where f
n
is a scalar function on A.
Let H be the element of A satisfying (H) = 1, where  is the unique positive
restricted root of U=K. Let us normalize the scalar product <;> on A (induced from
that on P) so that <H;H >= 1. For a 2 A we write a = a

= exp(H), where  2 R.
If d(x; x
0





















is the origin (in our case the north pole). It is clear that  can be taken as a
coordinate on A (or on Ax
0




) as a function of . Let us denote
this function by the same symbol, i.e. f
n








() is given by (4.13).
In order to do this, we use the explicit formula for the generalized radial part of the
Casimir operator acting on the functions 
n
+
(a). The general formula in [19] vol. II p.277
has been specialized to the rank-one case by Thieleker in [16] (see also [18] p.281). For
U=K = S
N
the formula simplies further as there is only one positive restricted root 
(with multiplicity m










denote the following elements






























































X; 8h 2 Ag; (5.61)
P





Y; 8h 2 Ag: (5.62)
Since U = K P, and
K = K

M; P = P

A; (5.63)









are simply the Casimir elements of M , K, and U ,
respectively.
If u ! (u) is a dierentiable representation of a compact Lie group U on a vector
space V , we denote by d the corresponding representation of the Lie algebra U on V .
Thus
(expX) = exp(d(X)); X 2 U : (5.64)
We use the same symbol d to denote the uniquely dened extension of this representation
to the universal enveloping algebra of U . In order to simplify the notation we shall




are in the universal































) respectively, whereas in



















(u) (u 2 U) denote the operators of
the irrep  on the vector space V

. Consider the operator-valued function on R dened






). Using Lemma 2 of [16] (with a proper analytic continuation to
the compact case, i.e. with t! i) we nd that h





































































), i.e.  = 
n

















. By acting with P

+
both from the left and from the right in (5.65) we









in the universal enveloping








































































































































































































() may be obtained from (5.46) by letting N ! N   1, i.e.
C
2
() = (N   1)(N   2)=8: (5.71)






















































()1. Notice that the open set Q
0











; x) (cf. (5.38)) are well-dened
also at the south pole (where they vanish). By proceeding in a similar way with 
 
we












()1. Using these formulas in




























(k 2 K) we















(a 2 A), i.e. the matrix representing K(x; t)  K(x
0









g (cf. subsection 5.1), and not just its
trace, is a zonal function. The heat kernel K(x; t) is well dened also at the \antipodal




(the south-pole), where it vanishes. Finally, the heat kernelK(x; x
0
; t)
for arbitrary points x; x
0
is given by eq. (4.15).
Case 2. N odd. We apply the results of subsection 5.1 to the fundamental spinor
representation  of K = Spin(N) (given by (2.22)). By using the branching rule for
Spin(N + 1)  Spin(N) we nd
^
U ( ) = f
+
n



































































are given by (5.36)-(5.37), and we obtain again (5.48).
Thus the heat kernel of /r
2
(with one point at the origin) takes the form (cf. (5.20))
K(x; t)  K(x
0











































; u 2 U; (5.77)
with an analogous relation for 
n 
. [As before P

projects each representation space
onto the subspace of vectors which transform under K according to  , and U(x
0
; x) is
the parallel spinor propagator from x to x
0
.]
In order to calculate 
n
notice that the operators 
n
(a), a 2 A, commute with
all the  (m), m 2 M ' Spin(N   1) (the centralizer of A in K). The branching rule











fundamental spinor representations of Spin(N   1) (cf. (2.23)). Suppose we x an
orthonormal basis of V













































are scalar functions on A and 1





. We shall now determine these scalar functions by using the radial part of the
Casimir operator together with the Schur orthogonality relations for the irreps of U .
As before, let  be the single positive restricted root of S
N
, and write a 2 A as
a = a

= exp(H),  2 R, where H 2 A is chosen so that <H;H >= (H) = 1. We
consider f
n
etc. as functions of  and denote them by the same symbols, i.e. f
n
() etc.
For U = Spin(N + 1) and  2
^
U let as before h








() satises again (5.65) (by Lemma 2 of [16]).
Now let  2
^






. By acting with P

in (5.65) both from the left





















































) are not scalar operators, eq. (5.69) is no longer valid. For



























Take for example N = 3. By writing
S
3
' SU(2) ' SU(2) SU(2)=SU(2)
diag
; (5.82)
we have U = SU(2)  SU(2) and K = SU(2)
diag
, the diagonal subgroup of U . Let S
denote the Lie algebra of SU(2) ' Spin(3). Then U = S  S and the subspaces K and
P in the reductive decomposition U = K P are easily identied as
K = f(X;X); X 2 Sg; (5.83)
P = f(X; X); X 2 Sg: (5.84)




















































); i = 1; 2g, respectively.
































































which is eq. (5.81) for N = 3. The proof for N (odd) > 3 is similar and will be omitted.
Let @

 d=d. Using (5.80) and (5.81) in (5.65) we get the following set of coupled


































































































By taking the sum and the dierence of the two equations in (5.89), it is then easy






() satises the same dierential equation (5.72) as

n









































in the notations of section 3. [The equation for  
n







































() = 2c 
n
(); (5.92)








































(u) would coincide for all u in U , violating the Schur

























(since the operators U

(u) are unitary).
At u = a
















are real they must be even functions of , if they are complex their real parts must







( ) =   
n
(), we see that c =  c. In a similar way we nd

d =  d.
In order to determine jcj and jdj we write down the Schur orthogonality relations




































































































d = 0: (5.99)






















Now using the above equations to express f
n







is even and  
n


























































d = 0; (5.103)
where d
n
































=  1 and cd = 1, whence
c = i =
p



























diag(1; 1), i.e. the spherical functions do not vanish at
 =  in this case (but the heat kernel does).





; x) (cf. (5.76)) exists (i.e. it does not depend on the direction). Re-
call that the parallel transport operator U(x
0





= NP (the north pole) along the geodesic exp( tX)x (t 2 [0; 1]) is the


















































are well dened for all x 2 U=K = S
N











(x) for x 2 S
N







; x) = '
n
(SP );
and our claim is proved.
Now sinceK xes the south pole, we have a representation k ! ~ (k) of K on the bre
E
SP
at the south pole. If u is any element of U such that ux
0








; k 2 K: (5.109)
It is easy to see that the linear maps '
n








(SP )~(k) =  (k)'
n
(SP ); 8k 2 K: (5.110)
Indeed let u be any element of U such that ux
0
= SP and let k 2 K. Then
'
n


























diag(1; 1), it is clear that the '
n
(SP ) are nontrivial
intertwining operators, so that ~ is equivalent to  . This is always true in the odd
dimensional case, namely one can show [using (5.109)] that for N odd, given any  2
^
K,
the representation ~ of K on the bre E
SP





is always equivalent to  .
For N even one can show that if  is the irreducible representation of K = Spin(N)




; : : : ; p
N=2























function (5.40), the limit '
n
+






















it follows from Schur lemma that '
n
+






) = 0 for N even.
7








; x), cf. eq. (5.14).
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= exp(H), is given again by (5.73), and K(x; x
0
; t) is given by (4.15).
Thus we nd complete agreement with our results of section 4.
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5.3 Harmonic analysis on noncompact symmetric spaces
Let G be a noncompact semisimple Lie group with nite center, K a maximal compact
subgroup, and G=K the associated Riemannian symmetric space of the noncompact type.
The results obtained in subsection 5.1 can be generalized to homogeneous vector bundles
E

over G=K ( 2
^
K). Harmonic analysis on G=K is well understood in the case of
scalars. For vector bundles L
2
-harmonic analysis on G=K may be reduced to L
2
-harmonic




) sit in L
2
(G) in a natural way.
In the noncompact case
^
G (the set of equivalence classes of irreducible unitary rep-
resentations of G) is not completely known, in general. Fortunately, we do not need to
know all of
^
G in order to do harmonic analysis. Indeed a representation  in
^
G may con-
tain a given  2
^
K and still not appear in the direct integral decomposition (over
^
G) of
the induced representation 





). In other words, the measure d()
in this decomposition (known as the Plancherel measure) has support in a proper subset
of
^
G. The main problem is then the explicit determination of the Plancherel measure
and of the tempered representations (i.e. those representations with non-zero Plancherel
measure).
For semisimple Lie groups this problem has been solved completely by Harish-Chandra
(see e.g. [12]). Thus, harmonic analysis for bundles on G=K is, in principle, known.
Notice that this is only true for K compact, i.e. in the Riemannian case. For (pseudo-
Riemannian) symmetric spaces G=H, with H noncompact, we may have a contribution
to the analysis on L
2
(G=H) from representations of G with zero Plancherel measure in
^
G (the so-called \complementary series").
We shall not discuss these matters further here. The important point for us is that




) may be expanded in terms of the













K(x; t)  K(x
0
















The notations here are as follows. The  -spherical functions are the (operator-valued)
functions g ! 












; g 2 G; (5.113)
where U

(g) denote the operators of the representation  2
^
G( ) (this set has the same




















, the subspace of vectors of H

which transform under K
according to  . As before, 







partial trace of 


(g) with respect to C



















We write the reductive (Cartan) decomposition of the Lie algebra G of G as G = KP,
where K is the Lie algebra of K and P is a complementary Ad(K)-invariant subspace
which we choose as K
?
, the orthogonal complement of K in G with respect to the Killing
form B:
B(X;Y ) = Tr ad(X)ad(Y ); X; Y 2 G: (5.114)
We identify P with T
x
0
(G=K) and for x = ExpX 2 G=K (X 2 P) we write (x) =
exp(X), where as before Exp and exp denote the exponential mappings in G=K and G,
respectively.
As in the compact case U(x
0
; x) denotes the (vector-bundle) parallel transport opera-
tor from x to x
0





; x) is well dened for any x in G=K. If x = ExpX then U(x
0
; x) = exp( X) =
((x))
 1
as a linear map from the bre E
x






It is well known that the Killing form is positive denite on P and negative denite
on K. If fT
i






), and let g
ij
denote the inverse of the
matrix g
ij


















g be a basis of K, orthonormal with respect to  B, and let fY
i
g be a basis of P,


























induces the vector-bundle Laplacian
L
G=K





































in the center of the universal enveloping algebra of G, it acts as a scalar in H

. Denoting
this scalar by  C
2








to be compared to the compact relation (5.6). There is a well-known duality between the
noncompact and the compact symmetric spaces. Consider the subspace U = K  iP of
the complexication G
C
of G, where i =
p
 1. The Lie algebra U is called a compact form
of G. It is a compact Lie algebra since the Killing form B is negative denite on U . Let
40
U denote a simply connected compact Lie group with Lie algebra U . Then U=K is the
compact symmetric space which is dual to G=K. It is clear that the radial parts of the
Casimir operators on G and U (acting on  -spherical functions) will be related by analytic
continuation through h ! ih, for h 2 A. This amounts to changing trigonometric with
hyperbolic functions.
5.4 Spinors on H
N
Let G = Spin(N; 1), K = Spin(N), G=K = H
N
.
Case 1. N even. In this case the Plancherel measure in
^
G has both a discrete
and a continuous part. The tempered representations are the discrete series and the




(same notations as in subsection 5.2). From
the branching rule for Spin(N; 1)  Spin(N) we nd that no discrete series contain 
(see [6]). Let U
(i;)
denote the unitary principal series representation labelled by  2 R
and  2
^
M , where M = Spin(N   1) is the centralizer of A in K and G = KAN is
an Iwasawa decomposition of G [18, 19]. This is the representation of G induced by the








contains  if and only if  j
M
contains . Thus we










; : : : ;
1
2
), the fundamental spinor representation of M . The Plancherel measure for

































is the dimension of  and 

N 1
is the volume of S
N 1
(cf. (3.42)). As
in the scalar case, the spinor Harish-Chandra function C() is determined by the asymp-




















































 N(N   1)=8: (5.122)
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It may be obtained from (5.44) by letting n !  i   N=2. Using (5.35), (5.46) and










;  2 R: (5.123)
The dierential equation satised by the scalar function 

(y) is obtained from (5.72)




























(y)1. Using the above formulas in (5.112) we nd for







(x; t) = K
 



















where y = d(x
0
; x). This agrees with (4.25)-(4.26).
Case 2. N odd. In this case the group G = Spin(N; 1) has no discrete series and the
Plancherel measure is purely continuous. Let  be the irrep of K given by (2.22). By




















) are the two fundamental spinor

































at g = a
y
=























































































Using the above equations in (5.112) we nd that the heat kernel K(x; t) is given by
the right-hand side of (5.125), again in agreement with our results in section 4.
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