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Abstract 
The thesis here investigates the manipulation of light-matter interactions via nanoscale 
engineering of material systems.  When material systems are structured on the nanoscale, their 
optical responses can be dramatically altered.  In this thesis, this is done in two primary ways:  One 
method is by changing the geometry of nanostructures to induce a resonant behavior with incident 
electromagnetic field of optical wavelengths. This allows field enhancement in highly localized 
areas to strengthen exotic light-matter interactions that would otherwise be too weak to measure 
or for practical use.  In this regard, the work presented here studies a voltage produced in a metal 
film by an interesting momentum transfer which occurs between incident photons and electrons in 
a plasmonic film via the spin Hall effect of light.   
The second method focuses on nanometer scale manipulations of material systems to 
fundamentally alter the electronic properties of the material and thus significantly change its 
optical response.  This is accomplished via the strain engineering of the electronic bands in the 
hexagonal Boron Nitride. This allows electronic transitions deep within the bandgap of the 
material to become radiative either through the increased likelihood ionization or electron capture.  
These electronic transitions are known to produce number states which is a quantum of light used 
in quantum information sciences.  
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Introduction 
1.1 Overview of dissertation 
The thesis here investigates the manipulation of light-matter interactions in two types of 
systems via nanoscale engineering of material systems.  When material systems are structured on 
the nanoscale, the optical responses of the system can be dramatically altered.  In this thesis, this 
occurs in two primary ways.  First, the geometry of nanostructures can induce a resonant behavior 
with the optical wavelengths of incident electromagnetic field, thus allowing field enhancement in 
highly localized areas to strengthen exotic light-matter interactions that would otherwise be too 
weak for measurements.  Second, nanometer scale manipulations of the material systems can 
fundamentally alter the electronic properties of the material and thus significantly change its 
optical responses.          
The second chapter of the thesis studies the manifestation of optical spin angular 
momentum in a 2-D plasmonic crystals through the conversion of optical spin angular momentum 
(SAM) to DC electrical voltages across a large-area bottom-up-assembled 2D plasmonic crystal 
via the Plasmon Drag Effect (PDE).  Numerical modeling of the plasmonic system indicate the 
polarization-dependent optical gradient forces are created by time-averaged localized fields which, 
based on the CPL handedness, asymmetrically shift in a transverse direction due to spin-orbit 
interactions induced by plasmonic nanostructure. 
The third chapter investigates the manipulation of defects in hexagonal Boron Nitride which 
are sources of narrow linewidth, room temperature single photon emitters (SPE).    Demonstrated 
here is the nanoscale spatial control of emitter activation in hBN.  Here a CVD grown multilayer 
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film hBN placed on top of a pillar substrate and exhibits preferential quantum emission highly 
localized to locations of high strain.  In addition, we find 50% of the zero phonon lines (ZPLs) of 
the emission spectrally clustered within ~40 meV centered at 540 nm.   
The fourth chapter investigates the coupling of these stress-induced emitters to Silicon Nitride 
microdisk (MD) microcavities.  The topography of the microdisk provides undercut trenched 
regions surrounding the MD where the hBN film ruptures and subsequently folds along edges of 
the MD.  Defect emission is activated in the folded regions and couples to the whispering gallery 
modes of the MD.  We find that the emission is efficiently coupled to the MD and experiences a 
Purcell enhancement.  We also find individual defects experience transient coupling to the cavity 
mode, where they spectrally and spatially overlap with MD cavity modes.   
1.2 Circular polarization sensitive plasmonic photovoltaics 
1.2.1 Drude-Lorentz model 
Drude-Lorentz model is a modification of the simpler Drude model used to describe the time 
dependent electro-magnetic response in the visible part of the spectrum.  Here the electromagnetic 
response of metals is modeled by treating the material system as a ‘free electron gas’ that moves 
within a matrix of fixed positively charged ions just as in the drude model but additionally, the 
inter-band electronic transitions are treated as a classical bound electron with frequency, 𝜔0, which 
generally occur in the visible part of the spectrum for noble metals. [1]  For this, the equation of 
motion for electron is given by 




where 𝒙 is the position vector, 𝑚𝑒 is the mass of the electron, e is the charge on the electron. E is
a time-harmonic driving electric field of the form 𝑬(𝑡) = 𝐸0𝑒
𝑖𝜔𝑡.  Then by utilizing an ansatz
solution of 𝑿(𝑡) = 𝑥0𝑒
𝑖𝜔𝑡, the definition of polarizability, 𝑷 = −𝑛𝑒𝒙, and the electric
displacement vector 𝑫 = 𝜖𝑜𝑬 + 𝑷 = 𝜖𝑜𝜖𝑬, where 𝑛 is the electron density and 𝜖𝑜 is the 
permittivity of free space, one finds the real and imaginary parts of the complex permittivity to 
be [2]:   
𝜖𝑟 = 1 −
𝜔𝑝
2




𝜔(𝜔2 − 𝜔𝑜2 + 𝛾2)
(1.2) 
1.2.2 Surface plasmon polaritons 
Surface plasmon polaritons are surface polarization waves or collective oscillations of the free 
electron density or plasma at the interface of a planar metal-dielectric surface and can be derived 
fully from Maxwell’s equations 
∇ × ∇ × 𝑬(𝒓,𝜔) −
𝜔2
𝑐2
𝝐(𝒓,𝜔)𝑬(𝒓, 𝜔) = 0 
(1.3) 
with the proper boundary conditions at the interface and the constraint that waves are confined to 
the surface of the interface.  Confinement to the surface requires a constraint of an exponential 
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decay of the fields away from the surface and thus will only permit TM modes to exist at the 










) 𝑒𝑖𝑘𝑠𝑝𝑥𝑒−𝑘𝑖|𝑧|, 𝑖 = 1,2
(1.4) 
with the interface at 𝑧 = 0,  𝑖 represents the respective half-spaces of above and below the interface 
and 𝑘𝑠𝑝 is the dispersion relation of the SPs propagating at the interface.  Based on the continuity 
Figure 1.1 - Dispersion of SPP modes 
Blue curve- lower branch of the Surface plasmon mode dispersion for a silver-air interface, eq. 
(3.12).  The orange plot is the light line in air.  
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 , thus the two dielectric permittivity’s must to be of 
opposite signs and implies that SPs can only exist at conductor-insulator interfaces, where we now 
use 𝑚 and 𝑑 for the permittivities, respectively.  By fully solving the boundary condition, one 





   As seen from Figure 1.1, the light line never crosses the SP and, thus, are not ordinarily 
excited for planar films.  To couple light into an SP mode and form a surface plasmon polariton 
(SPP), the dispersion of the light is modified by through prism coupling by where a prism lowers 
the dispersion of the light line for the incident light on a thin metallic film and the incident light 
couples to the interface opposite to the prism.  The other ways of coupling light into SPPs include 
diffraction via a periodic grading [3] and scattering by local surface contours on the metal film.  In 
our study, the SPP modes are excited through a combination of the last two methods where upon 
Figure 1.2 - Schematic of SPP modes at the dielectric-metal interface 
A diagram of the electric field of a SPP confined to the surface of metal dielectric interface.  The 
modes decay exponentially away from the interface.  [140]  
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the nanovoids themselves allow coupling into the plasmon modes [4].  Besides propagating 
plasmons, there are localized plasmon modes as well where the SPP form a standing wave based 
on the geometry of the metallic surface.  Furthermore, Bragg plasmon modes can form via periodic 
patterning of the metal itself.  These are collective modes consisting of a superposition of diffracted 
SPPs and LSPs modes.   The nanovoid film used in chapter 2 have SPP modes of this type of Bragg 
plasmons [4]. 
1.2.3 Plasmon drag effect 
The photon drag effect, i.e. the time-averaged force an electron feels in a dielectric media by 
an incident photon is described classically by the Lorentz force in the dipole approximation with 
dipole  [3]:  







with dipole moment ?⃑? given by ?⃑? = 𝑞𝑑, q is the charge, 𝑑 the displacement vector, ?⃑⃑? is the
magnetic field.  By Taylor expansion of the first term, eq. (1.5) becomes  







For time-harmonic electro-magnetic (EM) waves of the form 𝐄(𝐫, t) = Re[𝐄𝟎 exp (−𝑖𝜔𝑡),
𝐁(𝐫, t) = Re[𝐁𝟎 exp(−𝑖𝜔𝑡)], where 𝑬𝒐 & 𝐁𝟎 are complex amplitudes, the displacement vector, 𝒅,
is the driven by the E-field response and allows one to express 𝒑  to the first order by 𝒑 = 𝛼𝑬, 
where 𝛼 is the 𝜔 dependent polarizability of the medium [5]. Substituting this for 𝒑 and relating 





, eq. (1.6) becomes
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(𝑬 × 𝑩)) 
(1.7) 

































 , eq. (1.9)













































Eq. (1.12) is the final expression for the Lorentz force used for analysis this work.   The first 
term is known as the gradient force which is insensitive to polarization and the second term 
called the scattering force.  The scattering force can be expanded for further analysis as done in 
Ref.  [3] but is beyond the scope of this work.   This perturbative force can be used to fully 
describe the photo included voltages in metal films as shown in chapter 2. 
1.3 Single photon sources 
1.3.1 Number states and quantum correlation functions 
 The concept of a photon is described non-classically through the quantization of 
electromagnetic field in a cavity mode.  Here the electric and magnetic fields are treated as modes 
of a quantized harmonic oscillator, whereby the electric field becomes an operator in terms of the 
standard creation and annihilation operators of the harmonic oscillator: 
?̂?(?⃑⃑?, 𝒕) = ?̂?+(?⃑⃑?, 𝒕) + ?̂?− (?⃑⃑?, 𝒕)
(1.13) 
where 












?̂?−(𝑟, 𝑡) = [?̂?+(𝑟, 𝑡)]
†
(1.15) 
where V is the mode volume,  𝜔𝑘 is the angular frequency, 𝜖 is the polarization vector,  ?⃑⃑? is the
wave vector and ?̂??⃑⃑?,?⃑⃑? is the annihilation operator.




∫ε0 ?̂? ⋅ ?̂? +
1
𝜇0
?̂? ⋅ ?̂? 𝑑𝑉
(1.16) 




?⃑⃑?  × ?̂?(𝑟, 𝑡)
(1.17) 
Combining eqs. (1.16) and (1.17), and simplifying via the commutation relations: 




?⃑⃑?,?⃑⃑? ] = 0, [?̂??⃑⃑?,?⃑⃑? , ?̂?
†
?⃑⃑?,?⃑⃑? ] = 𝛿?⃑⃑?,?⃑⃑?′𝛿?⃑⃑?,?⃑⃑?′











which takes same form for the Hamilton for quantized harmonic oscillator, where ?̂?†⃑⃑ ?⃑⃑?  𝑎⃑⃑ ?⃑⃑?  is 
the number operator ?̂?.   Each mode of the system is independent of each other and has an 
associated set of number eigenstates |𝑛⃑⃑,?⃑⃑?⟩ of ?̂? whereby the total state of the system is a product 
of the numbers states of all the modes in the system. [7]  
A basis of number states or Foch states can be used to describe the different states of light, 
both in the classical and purely quantum regimes.  Here, we narrow our discussion to the statistics 
of photon numbers based on correlation functions.   Classically, the intensity of a field is given by 
the time average of the field strength and is proportional to the energy given by eq. (1.16).  While
in the quantum regime, one is required to look at an observable to collapse the wavefunction to 
determine the intensity of field.  In this case, instead of looking at the final field, we are required 
to look at the counting rate of a detector where the intensity is given by sum the transition 
probability,  𝑇𝑖𝑓 , of the detector for absorbing a photon,  








−(r⃑, t) Ê+(r⃑, t)|𝑖⟩
𝑖 
= 𝑇𝑟{𝜌Ê−(r⃑, t)Ê+ (r⃑, t)} = 𝐺(1)(𝑥, 𝑥) 
(1.19) 
where 𝑖 is the intial state of the detector, 𝑓 is the final state, 𝑃𝑖 is the probability of the initial state,  
𝜌 is the density operator, 𝑥 = (r⃑, t) .   In the general case, intensity of the superposition of two 
fields at the detector is given by 
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Ê+(r⃑, t) = 𝐾1Ê
+(r⃑1, t1) + K2Ê
+ (r⃑2, t2)
(1.20) 
where K is a complex constant, is 
𝐼(𝑥) = |𝐾1|
2𝐺(1)(𝑥1, 𝑥1)  + |𝐾2|




The third term 𝐺(1)(𝑥1, 𝑥2) of the above equation depends on the correlation or coherence of
the two light fields and describes the interference of the two fields.  From this, we define the first 








where the above equation is the measure of the classical coherence of the light field and with 
eq. (1.21) is enough to fully describe classical interference experiments.
For information on the statistical properties of the light field, as such as photon number 
distributions, we are required to use higher-order coherence functions which are given generally 
as  [8]  
𝑔(𝑛)(𝑥1 …𝑥𝑛; 𝑥𝑛 …𝑥1) =
𝐺(𝑛)(𝑥1 …𝑥𝑛; 𝑥𝑛 …𝑥1)






Here we limit ourselves to only the second order correlation function where 
𝑔(2)(𝑥1, 𝑥2; 𝑥2, 𝑥1) =




is a measure of the correlation of intensities where 𝑔(2) is a measure of the probability of detecting 
one photon at 𝑡 = 0 and second photon at another time 𝑡 = 𝜏 .  This means that 𝑔(2) is time-based 
correlation distribution between all pairs of photons and not just coincident photons.  In order 
perform such measurements, an Hanbury, Brown and Twiss interferometer is used.  The setup 
consists of a 50/50 beam splitter with two time-synced detectors placed equally-distant from the 
beam splitter along the two paths of the split beam.  
For classical thermal light, which there is a superposition of many independent sources, 
one would expect 𝑔(1)(𝜏) = 0, 𝑔(1)(0) = 1  and 𝑔(2)(𝜏) = 1,  𝑔(2)(0) = 2 as eq. (1.24) simplifies 
to 𝑔(2)(𝜏) = 1 + |𝑔(1)(𝜏)|
2
 in this case.  Therefore, thermal light experiences what is called 
bunching where there is a higher probability for coincident detection.  This is expected considering 
that thermal light has large intensity fluctuations as the average photon number follows Bose-
Einstein statistics.   
For highly coherent classical light sources, described as a coherent state |𝛼⟩ with the 
superposition of n-Fock states, the amplitude of the light and phase are extremely stable, therefore 
𝑔(1) and 𝑔(2)  would both be equal to 1 as each is respectively a measure of phase and intensity
13 
variations.  The statistical nature of the number of photons in the system is governed by Poisson 
distribution and for large numbers it is a gaussian curve, centered around an average number |𝛼|2.    
Let’s consider emission from a single atom or more generally a single two-level electronic 
system.  Here the electron absorbs a single photon, goes into the excited state, and then after some 
time based on its lifetime, the system probabilistically relaxes back down to the ground state and 
releases a photon.  Now during this time of excitation and relaxation, there can be no other photons 
in the system besides the single photon.  In the time domain, the photons are spaced apart from 
one another based on the lifetime of the emitter and are said to experience antibunching.  In this 
ideal system,  𝑔(2)(0) = 0 as there is zero probability of finding another photon at the time of 
emission and for a time longer than system’s lifetime, 𝜏, is 𝑔(2)(𝜏) = 1 and coincidences are 
random for longer times.  In terms of 𝑔(2), antibunching occurs when the inequality 𝑔(2)(0) <
𝑔(2)(𝜏) is satisfied.  
Here, the photons are also in definite number state of |1⟩ as there are no other concurrent 
photons in the system and corresponds to a 𝑔(2)(0) = 0.  In fact, any definite number state 
experiences a 𝑔(2) < 1, where the number 
𝑔(2) = {









This is a classical forbidden state as classically  𝑔(2)(𝜏) =
〈𝐼(𝑡)𝐼(𝑡+𝜏)〉
〈𝐼(𝑡)〉2
  and for 𝑔(2) < 1 or it 
must violate the Schwartz inequality 〈𝐼(𝑡)𝐼(𝑡 + 𝜏)〉 ≤ 〈𝐼(𝑡)〉2. [9]  Therefore, these quantum states 






1.3.2 Single photon emitters in hBN 
SPEs in wide-bandgap semiconductors are fluorescent point defects in the crystalline structure 
of the host material where interstitial or substitution impurities and vacancies can occur.  They 
support localized electronic states that lie deep within the bandgap of the semiconductor and due 
to its energetic isolation from the valence and the conduction bands, the states can act as ideal 
atomic systems at room temperature.   This allows for the creation and study of photon number 
states, particularly |1⟩,  at room temperature and makes them an extremely valuable resource in 
the quantum sciences.  The first color center identified which has been widely studied, is the 
Nitrogen-vacancy center in diamond, whose defect consists of a carbon vacancy next to a nitrogen 
atom impurity [10].  Other wide-bandgap materials that host such defects are detects Silicon 
Carbide and Zinc Oxide.   
Figure 1.3 - The probability distribution for three different types of sources 
The average photon number of each statistical distribution is 1. [9] 
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Sub-bandgap defect emission in hBN was first observed in the 1970s [11], but it was only 
recently identified in 2015 as a source of SPEs [12].  In these initial papers, the formation or 
activation of the defects rely upon harsh treatments of the hBN, either through 𝛾-ray and 𝑥-ray 
irradiance [11] or by high temperature annealing [11,13].  From initial studies and current work, it 
appears that SPEs result from discrete optical transitions deep within the bandgap of hBN similar 
to other wide gapband materials that host SPE [14–18].   Although, there has been extensive effort 
to understand the nature and crystallographic structure of these SPEs, the exact origin of the defects 
has remained elusive [19].  This has been mainly due to the large variance of properties individual 
SPEs formed or activated under similar conditions and the limited success in deterministically 
controlling the properties of the emitters through environmental means [17] and different 
activation processes [14–16].  
 Circular polarization sensitive plasmonic 
photovoltaics 
2.1 Chapter summary 
In this chapter, the electrical response produced by circularly polarized light across a large-
area 2D plasmonic crystal is studied. Currently, there is wide interest in understanding and 
leveraging plasmon-induced potentials of nanostructured materials. Work in this chapter 
demonstrates a polar electrical response that depends on the handedness or spin of the incident 
light.   The response is modeled on a perturbative Lorentz force where FEM simulations are used 
to investigate the effect. This chapter shows the model in quantitative agreement with 
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experimentally-measured DC voltages.  From the FEM simulations, the underlying mechanism of 
the spin-polarized voltages is a gradient force that arises from asymmetric, time-averaged hotspots, 
whose locations shift with the chirality of light.  Finally, in this chapter, the role of spin-orbit 
interactions play in the formation of the observed shifted intensity patterns significantly advances 
the understanding of the physical phenomena.  It is found that this phenomenon is related to the 
spin Hall effect of light.   
2.2 Introduction 
The momentum transfer from light to matter is a well-known phenomenon that is documented 
as early as the turn of the 20th century. [20]  A modern variant of this phenomenon is the Photon 
Drag Effect, which describes the time-averaged force exerted by photons onto charged 
particles. [5,21,22] This effect is a second-order nonlinear force that generates a nonzero, time-
averaged voltage across the illuminated area of the material and can be modeled by a perturbative 
Lorentz force.  [21,22] that generates a nonzero time-averaged voltage across the material. These 
voltages that result from the illumination of smooth conducting or semiconducting surfaces are 
extremely small i.e., limited in their value for practical applications. [21–23] In the presence of 
surface plasmon polaritons (SPPs), however, the corresponding photo-induced voltages are 
enhanced by several orders of magnitude and is known as the plasmon drag effect (PDE). [24] 
Here, the nonlinear plasmonic effects associated with extreme electric-field confinement and 
localization [25,26] are necessary in order to produce significant photo-induced voltages 
(PIV) [24,27,28].  The subject of photo-induced potentials or “plasmo-electric” responses 
associated with the PDE in nanostructured plasmonic metals has subsequently gained significant 
attention. [3,28–35] While the polarity of the PDE voltage is generally in a direction parallel to the 
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plane of incidence in what we refer to as a longitudinal photo-induced voltage (LPIV), there can 
be an appreciable voltage produced in a direction perpendicular to the incident plane, known as a 
transverse photo-induced voltage (TPIV).  This conversion of SAM into the linear momenta of 
charges has only recently been explored [31]. 
The TPIV predominantly results from the conversion of spin angular momenta (SAM) of 
circularly-polarized light (CPL) to the linear momenta of charges, whose direction changes with 
incident spin or CPL handedness. [31,32]  An explanation of the TPIV is associated with the 
longitudinal wave components that shift with geometric phase and underline generalized 
electromagnetic spin-orbit interactions. [36]  The presence of spin-orbit interactions (SOI) in the 
production of the first recorded TPIVs is first postulated in the seminal research of Hatano [31],  
where is it connected to the photonic spin Hall effect [31,32,37–41].  Optical spin-orbit interactions 
(SOI) describes the coupling between the spin of light associated with CPL and light’s  orbital 
angular momentum (OAM) and leads to interesting photonic phenomena  [42,43].  In this case, 
the TPIV is said to result from the SOI related phenomena, photonic spin Hall effect, whereby the 
CPL light incident on a plane at oblique incidence leads to a transverse shift in location of the 
beam at the interface of the two media [36,39].    
In this chapter, TPIV is demonstrated in a bottom-up-fabricated 2D plasmonic crystal composed 
of truncated spherical voids arranged in a 2D FCC lattice, also known as nanovoids [44]. It is 
explicitly shown that the TPIV is generated via SOI and Lorentz forces; where a break in azimuthal 
symmetry by oblique incidence imparts OAM to the scattered CPL and creates asymmetric 
localized fields, or “hotspots,” whose transverse location depends on incident CPL handedness.  
The asymmetric hotspots represent a distinct class of SOI [45], where the obliquely-angled SAM 
couples to its extrinsic OAM of the contoured gold surface [42,46].  Surprisingly, the TPIV or 
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spin-polarized voltage arise from gradient forces that are normally polarization independent but 
also depend on the CPL handedness as transverse shifts of the field occur due to photonic spin 
Hall effect. 
2.3 Theory and modeling 
2.3.1 Spin-polarized voltages in numerical simulations 
The voltages on our nanovoid structure are numerically-computed with COMSOL Multiphysics finite-
element analysis software using the post processing analytic tools. We compute the photo-induced voltages 
on the plasmonic crystal surface with the dipole approximation [3] as a perturbative, nonlinear Lorentz 
force.  The model describes the motion of the conduction electrons through near-field interactions with the 
incident electromagnetic field [5]. Its time-averaged relation to the complex amplitude of the electric field 









where αR and αI are the frequency-dependent real and imaginary parts of the material 
polarizability, α, which depends on the damping constant 𝛾 [31] that is determined from the 
electronic relaxation time of [47].  Eq. 2.1 is a reasonable approximation, since intensity-dependent 
changes in the refractive index associated with the surface plasmon behavior are small and do not 
appreciably affect the fundamental behavior of E [48]. 
In Eq. (2.1), the first term is referred to as the gradient force (GF) while the second term is 




E and is generally considered to be polarization-independent. Nevertheless, the GF 
is sensitive to the incident polarization in the presence of SOI [36] and predominantly contributes 
to the production of the TPIV.  
We calculate the voltages produced across the plasmonic crystal sample with numerical 
simulations of an individual nanovoid unit cell. The refractive index for glass is 1.5 and the optical 
constants of gold are obtained from Johnson and Christy [47]. Adjacent nanovoids or unit cells in 
the y-direction are treated as an assemblage of batteries in series [3,29]; the cumulative TPIV is a 
product of the average voltage across a single unit cell with the number of unit cells in the 
transverse y-direction of the illuminated area:       
( )
1 1
TPIV *  yF d L
e Vol
=  r r* , 
(2.2) 
where e is the charge of an electron, Vol is the volume of gold in the unit cell, and L is the length 
of the incident beam in the y-direction. The combination of Eq. (2.1) and Eq. (2.2) provides a 
numerical approximation of the TPIV associated with CPL incident on the nanovoid film. 
2.3.2 Spin-orbit interactions 
In general, the signature of SOI is a change in energy flow or momentum exchange that shifts 
with orthogonal circular-polarization handedness  [43,49–52].  This shift has been quantified by 
the longitudinal component of the electric field that influences the light propagation 
dynamics [43,49]. 
Consider a plane wave traveling in the 𝜉–direction and an obstacle that imprints a profile 




    onto the transverse field components, then electric field in neighborhood of the 
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= +σ   e  where ˆ σ is the unit vector associated with ±-handed CPL,
ml is the topological charge  associated with the intrinsic OAM imparted by the obstacle, ˆ

e is the 
unit vector in the  -direction, and from [43], the longitudinal-field Δ   is 
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where k is the wavenumber, and ( ), ,A A    = .  The signature of the SOI resides in this











, i.e., the radial and azimuthal changes in the transverse profile A [43]. 
Since  generally scales inversely with k, SOI become significant when the obstacle varies on 
the length scale comparable to the wavelength of light [43].    Conventionally, SOI refers to the 







[43,52–54].  This SOI corresponds to a change in the magnitude  |Δ | that depends on the 
signs of the CPL handedness and topological charge ml, respectively.  
In this thesis, we analyze the fields that are produced from obliquely-incident scattering of a 
round aperture in a perfectly-absorbing plane via eq. 2.3. The electric fields that are perpendicular 
to the aperture surface contain contributions of both transverse and longitudinal electric fields: 
( ) ( ) cos sin  p AOI AOIE A = −  + , 
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(2.4)  
where A is a Heaviside function: 
 
( ) ( )2 2
   





= −   + 
,   
(2.5)  
and where a is the radius of the aperture in the oblique plane defined by ( )cos( ) tan AOI   = .  
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2.4 Experimental methods 
2.4.1 Fabrication and characterization of sample 
The sample, a self-assembled nanovoid plasmonic crystal, is a textured gold film with 
truncated spherical voids in a 2D FCC lattice [55]. The surface is fabricated as follows: an initial 
gold film is deposited via physical vapor deposition (thermal evaporation) on a 3-mm glass 
substrate with a nominal 3-nm titanium wetting layer. A monolayer of close-packed 600-nm 
diameter polystyrene (PS) spheres (Invitrogen S37495)  is self-assembled on the gold film via the 
process of convective assembly [56].  To do this, the wettability of the gold film needs to be 
increased as the convective assembly process requires a long meniscus [56]. This was 
 
Figure 2.1 - Principal steps in nanovoid fabrication process. 
a)  20nm layer of gold on a 3mm thick Silica substrate.  b)  PS spheres are self-assembled on 
gold film.  c)  Gold is electroplated onto the gold film underneath.  d)  The PS spheres are 
removed. Leaving behind a truncated spherical void on the new surface of the film. 
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accomplished by first treating the film to an isopropanol and methanol chemical treatment and 
then to an Air (O2) plasma treatment to form a thin film of gold oxide which is not stable at standard 
pressures and temperatures [57].  Then a glass slide was attached to a screw actuator on one end 
and the other rested on the surface of the gold film slide at an angle of ~30o. The PS colloidal 
solution was then placed at the contact point between the two slides and the glass slide was dragged 
at a constant rate across the surface of the gold coated slide.  This allowed the PS spheres to self-
assembly in a close-packed monolayer structure.  
Subsequently, the film is placed in a gold-plating bath of gold sulfite (Techni Gold 25 ES RTU) 
where gold is electro-deposited between the PS spheres at constant current of 25 𝜇A.   Finally, the 
PS spheres are dissolved from the substrate with tetrahydrofuran [Figure 2.1(d)]. The height of the 
gold that is deposited around each sphere, i.e. the depth of the nanovoid, is controlled by the total 
electrical current that passes through the electrodeposition bath. The nanovoid structures were 
 
Figure 2.2 - SEM and AFM characterization 
a) SEM image of a top down of nanovoid lattice. b) AFM image of nanovoids.  The nanovoids 
have a rim diameter of 430nm, a depth of 90nm and a lattice constant of 600nm 
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characterized via a combination of SEM imaging and AFM imaging and are shown in Figure 2.2.  
The depth of the nanovoids are moderately homogeneous and range from 75 nm to 105 nm across 
the sample. This variation in the deposition thickness is the primary source of sample 
inhomogeneity; the median nanovoid depth of 90 nm is integrated into the numerical calculations 
of the TPIV [Sec. 2.3.1].   
2.4.2 Experimental setup 
A schematic of the sample optical setup is shown in Figure 2.3. The nanovoid sample is 
illuminated with a tunable optical parametric oscillator that is pumped with a frequency-tripled Q-
switched Nd:YAG laser (Opotek Radiant 355). The pulses are 4.5 ns in duration and have a 
repetition rate of 10 Hz. The peak laser intensities used to illuminate the sample varied nearly 
 
Figure 2.3 - Schematic of the experimental setup 
The sample is illuminated in a faraday cage to impede the antenna effects from the exposed 
loop resulting from the connections to the sample.  A combination of a HWP, LP and QWP is 
used to fully control the power and polarization of the incident beam.  The sample is mounted 
on a rotation stage to control the AOI.   
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linearly from 1.93 MW/cm2 at 520-nm to 0.84 MW/cm2 at 560-nm.  The DC voltages are detected 
and measured in a direction perpendicular to the plane of incidence with an oscilloscope (HP 
54540C). The sample is mounted on a rotation stage to control the angle of incidence (AOI).  A 
home-built faraday cage shields the sample and any exposed wires from ambient electromagnetic 
signals.   A combination of a half-wave plate (HWP) (Thorlabs AHWP05M-600), linear polarizer 
(LP) (Thorlabs GT5-A) and quarter-wave plate (QWP) (Thorlabs AQWP05M-600) is used to 
adjust the power and polarization of the incident beam.   The voltage signal from sample is then 
sent to an oscilloscope which is triggered by a combination of the Q-switch trigger sync from the 
laser and a Silicon photodiode detector (Thorlabs DET10A2) which detects a 4% reflection before 
the faraday cage. 
To measure the largest voltage with minimal damage to the samples, we illuminate the samples 
with an elliptical beam. The generated TPIV is independent of the width of the beam in the x-
 
Figure 2.4 - Schematic of the illumination and electrical connections of sample 
The angle of incidence, θAOI, is in X-Z plane.  The sample area is 3 mm in the x-direction, and 
14 mm the y-direction, transverse to the plane of incidence.   The voltage is measured along the 
y–axis of the sample. 
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direction (the x-direction width is proportional to the generated photo-induced current) and the 
TPIV is proportional to the length of the beam in the y-direction. In our setup, the incident Gaussian 
beam is collimated to an elliptical profile with a FWHM at the sample location of 4 mm and 14 
mm in the x and y-directions, respectively. The active sample area is electrically isolated from the 
remaining area and has a cross-section of 3 mm in the x-direction and a width of 15 mm between 
the two electrodes in the y-direction.  
  
2.5 Results and discussion 
Figure 2.5a show experimentally-measured reflectivity data for CPL at wavelengths of 450 nm 
to 650 nm where the numerically-calculated dispersion curves for the SPP mode are overlaid. In 
this report, we focus our investigation on the SPP mode that occurs between 500 nm and 600 nm 
for CPL, indicated by the reflectance dip in Figure 2.5a. The spectral properties of this SPP mode 
are independent of the incident CPL polarization handedness. The theoretical TM and TE 
dispersion curves for the nanovoid samples have been investigated thoroughly in [58].  
The depth of the individual nanovoid affects the spectral response of the SPP mode: as the 
nanovoid depth increases (decreases), the SPP mode blue-shifts (red-shifts) as shown in the shaded 
region [Figure 2.5a]. Variations in the nanovoid depth across individual samples are evident in 
AFM and SEM images and lead to a broadened SPP mode at higher θAOI and manifests, partially, 
as a less-pronounced absorption mode at higher θAOI. We attribute the overall red-shift of the SPP 
mode to incomplete removal of the PS spheres. Simulations indicate that a 15-nm layer of PS 
inside the nanovoid corresponds with a 10-nm red shift of the plasmon mode, which is not 
considered further in this study.  
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    All voltage measurements and calculations in this investigation are normalized to an intensity 
of 1 MW/cm2 and a length L= 7 mm in the y-direction.  Our numerical calculations are in 
quantitative agreement with experimentally measured voltages. At oblique θAOI, right-circular 
polarizations (RCP) and left-circular polarizations (LCP) produce voltages of opposite signs. In 
contrast, TM and TE (not shown) linearly polarized light both produce substantially reduced 
TPIVs [Figure 2.6a]. At normal θAOI, the measured TPIV for all light polarizations is below the 
noise floor of the experiment.  Furthermore, no TPIV is detected on a control sample made of a 
smooth gold film.  
 
Figure 2.5 - Optical and Electrical measurement of Plasmon modes 
a) Experimentally-measured reflection spectra of CPL from nanovoid sample.  The dashed line 
and shaded area show the SPP dispersion from numerical simulations corresponding to a 
nanovoid depth of 90 ± 15 nm.  The boxed area represents the spectral and angular region where 
the TPIV is measured. (b) Contour plots of the numerically calculated (i & iii) experimentally 
measured (ii & iv) TPIV for RCP (i & ii) and LCP (iii & iv).  The dashed line in each plot 
represents the spectral location of the peak TPIV in the numerical calculations.   
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The experimental TPIV spectral response is broader than that calculated numerically [Figure 
2.5b] and is attributed to the spectrally enlarged SPP mode associated with sample variations of 
the nanovoid depth, as described above.  The shot-to-shot peak-power variations from the laser 
source are more pronounced at longer wavelengths and result in larger signal-to-noise ratios at 
longer wavelengths.  We believe that the higher noise levels are the primary reason for any non-
mirror symmetry observed between RCP and LCP TPIVs at wavelengths above 550nm [Figure 
2.5b-ii & iv].   
A curious feature of the CPL TPIV is an enhancement of the TPIVs at increasing θAOI to 33°, 
where the TPIV starts to saturate [Figure 2.5b]. The saturation of the TPIV occurs even though the 
influence of the SPP mode on the reflectivity appears to decrease [Figure 2.5a]. The spectral 
proximity of the SPP mode and an interband d-to-sp electronic transition provides a good 
explanation for the experimental trends: in the vicinity of the interband transition, the SPP mode 
will experience an increased number of scattering events and lead to a higher rate of both radiative 
 
Figure 2.6 - Analysis of the spin-dependent voltages 
(a) Experimental (data points) and numerically calculated (solid lines) TPIV.  (b) The GF (solid 
line) and SF (dashed line) contributions to the TPIV for both LCP (blue) and RCP (red).  All 
data is taken at an θAOI, of 30°.    
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and non-radiative decay for the SPP mode [1]. The TPIV increases with more momentum transfer 
via SPP-electron scattering, which increases as the SPP mode blue-shifts towards the interband 
electronic transition. Correspondingly, the observed relative absorption by the SPP mode decreases 
[Figure 2.5a] due to higher radiative out-coupling, i.e., radiative decay [1]. Our observations 
support the conjecture that the magnitude of the TPIV is related to the spectral separation of the 
SPP mode and the interband transition [3]. Scattering via sharp absorption and intensity gradients 
underline the SOI and are intrinsic to the production of the TPIV. 
We calculate that the GF is nearly two orders of magnitude larger than the SF and dominates in 
the contribution of the Lorentz force [Figure 2.6b]. The large net GF is attributed to the asymmetric 
hotspot that arises on each nanovoid when illuminated with CPL [Figure 2.7]. The hotspot shifts 
in location when illuminated with the opposite-handed CPL and its asymmetric position flips with 
the polarity of the TPIV. 
 We illustrate the electric-field amplitude on the surface of the nanovoid structure in Figure 2.7. 
The inset plots of Figure 2.7 show the magnitude and direction of the time-averaged forces 
experienced by the electrons in the plane of the plasmonic surface. The magnitude of the Lorentz 




E at the nanovoid edge are essential to the production of a net, non-
zero gradient force in the periodic structure [3,59]; without discontinuities, the net accumulated 
force and voltage would be zero.  The fields is accompanied by the presence of plasmons at the 




Figure 2.7 - Field intensity plots on the surface of a nanovoid 
 (a & b) Contour plot of the E-field normal to the surface of a unit cell with lattice constant of 
600 nm when illuminated with (a) LCP and (b) RCP near the plasmon resonance (538 nm) for 
an θAOI of 30°.  The inset plots are the corresponding contour plots of the light-induced forces 
produced on the surface of a nanovoid unit cell.  The arrows indicate the direction and 
logarithmic-scaled magnitude of the local net force produced at the base of the arrow on a 
positive test charge.   (c & d) The normalized z-component of field intensity along the rim of a 
circular aperture according to Eq. (3) (red) and numerically calculated (black) for (c) LCP and 
(d) RCP. The azimuthal angle represents the angular position around the rim of each structure 
starting from the x-axis, which is in the plane of illumination. 
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The interference patterns produced by the incident and scattered fields with Eqs. (2.3-5) 
accurately predict the locations of the numerically-calculated time-averaged hotspots.  In Figure 




E [Eq. (2.4)] around the rim of the metallic circular aperture at an θAOI of 30° 
with an aperture-radius/wavelength ratio of 215/538 (red).  The numerically-calculated intensity 
around the nanovoid for the same θAOI is also shown (black), where non-symmetric numerical 





intensity patterns associated with opposite CPL handedness exhibit mirror symmetry along the 
plane of incidence.  
The TPIV associated with the movement of the hotspots on an achiral structure represents a 
case of SOI that can be significant even when 0lm = .  Here, the system geometry exhibits azimuthal 







spatial reference to the center of A [see section 2.3.2] and couples to the radial phase variations
[ ] Im A

 .  Here, the real azimuthal gradient corresponds to the elongated perspective of a 
circular absorbing aperture and imaginary terms of the radial gradient correspond to the phase 
differences at the aperture edges when light illuminates at non-normal θAOI.       
The SOI from a single, perfectly-absorbing circular aperture predicts the essential features of 
the TPIV in the nanovoid plasmonic crystal.  The simple relations that we introduce, Eq. (2.3) and 
Eq. (2.4), only assume that the profile ( ), ,A     is produced by a perfect absorber, i.e., we neglect 
the contribution of reradiated fields and the interactions between nanovoids.  Despite of the 
approximations made, the simple approach estimates the electric fields perpendicular to the surface 
and predicts the azimuthal location of the hotspots that shift with SOI.  This simple analytical 
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model may be generalized to understand the polarization-dependent hotspots and charge densities 
that occur in other subwavelength geometries.  
2.6 Polarization detection 
Due to the plasmonic structure’s ability to detect circular polarization, this creates the 
possibility of full characterization of the four strokes parameters S0, S1, S2, S3 describing 
polarization state of the incident light [60].  The first component, S0, is a simple measurement of 
the power.  The second component, S1, is the TE-TM ratio of the linear polarization and can be 
measured by the LPIV as shown for a flat silver film in Figure 2.8b.  The other two components, 
S2 & S3 (the linear polarization orthogonal components at ±45𝑜 to the AOI and the degree of 
circular polarization, respectively) are more difficult attain experimentally by an electric response.  
It turns out that the TPIV has response to both the ellipticity, S3 and the linear polarizations at 
±45𝑜, S2. 
 
Figure 2.8 - Power and linear polarization dependence on LPIV. 
 (a) The power dependence of the LPIV from a silver film via a CW source operating at 750nm. 
(b) Polarization dependence of the silver film.  A lock-in amplifier and chopper used to increase 
the sensitivity of the measurement.   
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The experimental TPIV of the nanovoid film illuminated at 532 nm and an angle of 30 degrees 
is displayed in Figure 2.9.  In the previous section 2.5, it is found that right and left-handed CPL 
produce voltages of equal and opposite signs while linearly-polarized light produces a 
substantially-reduced TPIV [Figure 2.6a].  However, as shown in Figure 2.9a, the TPIV is also 
nonlinearly dependent on degree of ellipticity of the light where the responsivity on the ellipticity 
decreases for higher aspect ratios.  In Figure 2.9b, is it shown that the TPIV response also depends 
on the orientation of the major and minor axis with respect the nanovoid structure where a beam 
with 0.5 ellipticity achieves TPIV maxima and minima when the major axis is 45o and -45o with 
respect to the sample surface.  As the LPIV and TPIV contains information on the three important 
stokes parameters, it is possible to infer the illuminating polarization by measuring TPIV and 
LPIVs of the nanovoid film in different illumination orientations [3,24,29].   
 
 
Figure 2.9 - Ellipticity dependence on transverse voltages 
a) Ellipticity response of the TPIV for the nanovoid crystal. b) The dependence of the major-
minor axis orientation of light with an ellipticity of .5 with the nanovoid sample.  Illuminated 
at 532 nm with an AOI of 30o. 
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In this chapter, we fully characterized and explained the CPL dependence of PDE and provided 
evidence that an electrical polarization detector is possible.  The one major hinderance for creating 
a device based on PDE is the inherently low responsivity of the effect ~Mw/𝜇V.  Here we propose 
a simple scheme that would in increase the responsivity by roughly two orders of magnitude.  Since 
each nanostructure can be treated at an independent EMF source, only the number of 
nanostructures in series contribute to the voltage.  One can then maximize the efficiency of this 
voltage source by utilizing geometry of the film to maximize the number of nano-structures that 
are along the direction of the measurement.  To do this, a chip structure is proposed in this chapter 
 
Figure 2.10 - Proposed structure to increase the responsivity of PIVs 
A zig-zag pattern of the nanostructures, where alternating patterned and unpattern strips allows 
the voltage to be summed constructively from each period.  The pitch proposed is 25 𝝁m where 
the active layer is 10 𝜇𝑚 wide vertically and 3mm horizontally and the unpattern strip is 5 𝜇m 
wide with a 5 𝜇m spacer between strips.   This would increase the responsivity of the TPIV by 
~120x for a beam diameter of 3 mm.   
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and is shown in Figure 2.10.  Here a zig-zag pattern of the nanostructures is patterned along thin 
strips where the left and right ends of adjacent patterned strips are connected in series by a 5 𝜇m 
unpattern strip of silver or gold.  This alternating periodicity of patterned and unpattern strips 
allows the voltage to be summed constructively and increase the response by orders of magnitude.  
This allows the voltage to become large enough (from ~𝜇V to ~mV ranges) to be measured by 
standard components thus allowing useful commercial applications of PIVs. 
2.7 Conclusion 
In summary, this chapter demonstrated the predictive control of the conversion of visible-light 
SAM to DC electrical voltages with a large-area bottom-up-fabricated nanovoid plasmonic crystal. 
The transfer of SAM is expressed through the GF where asymmetric hotspots change in location 
with polarization handedness. The polarization-dependent hotspots on an achiral nanostructure 
represent a second class of electromagnetic SOI, where the radial changes in phase are coupled to 
the azimuthal changes in intensity.  
The bottom-up assembled nanovoid structures are not metasurfaces since they are not 
significantly smaller than the illuminating wavelength; nonetheless, the sharp absorption at the 
edges of the nanovoids yield sub-wavelength-sized hotspots. Subsequently, the large-area 
nanovoid surface behaves like a metasurface whose properties are modulated at subwavelength 
dimensions by the polarization of light. The polarization-dependent hotspots associated with the 
TPIV may provide nanoscale spatial control of localized fields via the illuminating polarization of 
light and be of value in selective molecular sensing devices  [61–63].  Understanding of the photo-
induced voltages may provide nanoscale spatial control of plasmon-mediated chemical 
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reactions [64,65] and our principal observations of plasmonic photovoltaic behavior are relevant 
to light-harvesting applications [34,64,66,67]. 
Further advances of our understanding of photo-induced voltages in plasmonic crystals may 
lead to the design of novel detectors that achieve significant advantages over common 
semiconductor technology for several reasons.  Firstly, the response time of the plasmon-induced 
voltages are extremely fast—dependent on the decay time of the SPP, which is on the order of tens 
of femtoseconds [24]. Secondly, the plasmonic spectral absorption and dispersion of a material 
can be designed and tailored. The measurable differences in light SAM that are demonstrated here.  
In section 2.6,  a path towards the realization of effective all electrical polarization detector is 
realized  [31,35,37,68] and an optimization of the PIV response is provided. 
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 Deterministic activation of color centers in 
hBN 
3.1 Chapter summary 
In this chapter, it is demonstrated that large arrays of room-temperature quantum emitters 
can be deterministically created in two-dimensional hexagonal boron nitride (hBN). The chapter 
presents findings which show precise spatial control of the activation of SPEs in hBN through 
strain engineering.   An array of Silica nanopillars is used to introduce strain to a 20 nm thick hBN 
film and find that color centers inside hBN are activated within the vicinity of the pillars.  When 
the hBN layer is draped over the nanopillars, the film experiences high amount of the strain at 
areas of sharp bends, thus leading to the formation of electronic potential wells in these locations.   
Combining analytical and numerical modeling we show that emitter activation is the result of 
carrier trapping in deformation potential wells localized near the points where the hBN film 
reaches the highest curvature. Through manipulation of the pillar geometry, it is demonstrated that 
an average of ~ 2 emitters per site can be achieved for the smallest pillars (75nm diameter) studied 
in the current chapter. These findings pave the way for device integration of color centers to 
quantum optical systems and offers a means to realize robust on-demand room temperature 
quantum emitters.   
3.2 Introduction 
Emerging quantum technologies for cryptography, computing and metrology exploit quantum 
mechanical effects for enhanced information processing and nanoscale sensing. Though different 
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platform systems are currently being explored, light-based quantum technologies using single-
photon emitters as the basic building block are among the frontrunners [69].  Several strategies 
have been used to realize deterministic single photon emitters (SPEs) in the solid state [70], 
including quantum dots [71], single molecules [72], and point defects in wide bandgap materials 
such as diamond and silicon carbide [10,73–76]. Single photon emitters in novel van der Waals 
materials have garnered recent attention due to their potential for integration with waveguides, 
microcavities, and other passive components typical in photonic devices. Example 2D systems 
hosting quantum emitters include WSe2 and MoS2 as well as other transition metal 
dichalcogenides (TMDs) [77–81]. Owing to the smaller bandgap of TMDs (~1.5 – 2 eV), these 
quantum emitters operate at cryogenic temperatures. More recently, hBN, a wide bandgap (~ 6eV) 
Van der Waals semiconductor, has been shown to have sub-bandgap defect states in the form of 
SPEs that are tunable and robust at room temperature [12,14,17,82–86] and above [87].  Adding 
to the known advantages of 2D materials, hBN also has the potential for spin-optic manipulations 
making these defects highly attractive for quantum information processing. While hBN-based 
SPEs have shown highly desirable optical properties, one challenge has been the deterministic 
placement of the SPEs and the control over the emission wavelength  
In this chapter, work on deterministic activation of point defects in hBN, resulting in an array 
of room temperature quantum emitters, is presented. This is accomplished by nanoscale strain 
engineering of the few atomic layer hBN films (~ 20 nm thick) via patterned nanopillar substrates 
to activate the defects.  Due to Van der Waals forces, the hBN film conforms to the surface 
topography of the nanopillars resulting in significant local strain near the edges. Using large 
structured arrays of different sizes and geometries one finds nearly perfect correspondence 
between the strained areas of the film and active SPEs. Modeling presented here supports the 
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notion of defect activation via charge trapping in deformation potential wells at these highly 
strained locations. The physics at play is very different from the localized exciton based SPEs 
realized recently in WSe2 monolayers on patterned substrates at cryogenic temperatures [88,89]. 
Owing to the wide bandgap in hBN, here the activated SPEs originate from mid-gap defect states 
in striking contrast to TMDs (WSe2), where the localized excitonic states are close to the band-
edge and hence can only operate at very low temperatures.  These findings pave the way for device 
integration of defect states in hBN in quantum optical systems and offers a means to realize robust 
on-demand deterministic room temperature quantum emitters.   
3.3 Theory and electromagnetic modeling 
3.3.1 FEM modeling photonic effects in pillar structures 
To confirm that the quantum emission along the pillar edges is not due to photonic effects, 
COMSOL Multiphysics was used to perform electro-magnetic finite element method (FEM) 
simulations of the excitation/emission efficiency in our pillar structures. The index of refraction 
for silica was taken to be 1.45 and the optical constants for silicon and hBN were obtained from 
Ref. [90] and Ref. [91], respectively. The dimensions used correspond to those of the sample in 
Figure 3.12a, with step height of 142 nm and width of 2 μm.  From Figure 3.5a, the dipole emission 
is found to be maximum when the emitter is placed at the center of the pillar. This is in stark 
contrast with our observations in Figure 3.12a-c where the maximum emission is clearly at the 
pillar edge and shows that the origin of enhanced emission is not due to higher out-coupling from 





Figure 3.1 - Modeling excitation of and emission from dipoles on pillar structures 
 (a) i) Schematic of the modeled substrate. ii) Far-field emission pattern of a dipole placed at 
the center of the pillar, edge of the pillar, and on the substrate at 575 nm. iii) Far-field emission 
profile at edge for various wavelengths. (iv-vi) Intensity plots of the electric field amplitude for 
the dipole locations in (a.i). (b) Intensity plots of the electric field amplitude for a 460 nm 
excitation beam illuminating either the center of the pillar (i., ii., v, vi) or the edge (iii, iv, vii, 
viii) for TM (Ex) and TE (Ez) polarizations. In (a) and (b) the solid white line highlights the 
substrate topography. 
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In Figure 3.5c, we rule out near-field enhancement of the excitation beam by looking at its E-
field distribution for both TE and TM polarizations, at normal incidence and at an angle of 
incidence (AOI) of 400, where 530 is the corresponding maximum angle of the objective. When 
illuminated at the edges, we find that the field strength and the confinement of the E-field varies 
greatly between the two polarizations. If we compare these results to the confocal PL image of the 
square pillars in Figure 3.5b (vertically polarized excitation beam), we see that there is no 
correlation between intensity and the width of the emission with directionality of the pillar wall.   
Next, when we compare the field strength of the excitation beam at the pillar edge and the 
center, we find that the field enhancement at the edge is at most ~2x times higher inside the hBN 
while at higher AOIs, it is much less, roughly equal for TM (Ex) polarization and 1.2x higher for 
TE (Ez) polarization.  These levels of enhancement cannot explain the large contrast between the 
fluorescence from the pillars and from flat regions of the substrate (at times exceeding 100-fold, 
e.g. Figure 3.14a).  Furthermore, we do not observe any emission enhancement at the corners of 
the triangles and squares, expected in a photonic-dominated response.   
3.3.2 Deformation induced charge trapping 
Kirchhoff-Love (KL) theory models the static deformation of a thin plate under forces and 
moments [92]. The displacement of a three-dimensional plate is expressed in terms of the 
displacement of a two-dimensional plane, called the mid-plane. The displacement of the plate, 
?⃑? (?⃑? ) is written as a first order Taylor expansion around the mid-plane. The theory holds under the 
following assumptions: (1) the thickness of the plate does not change during deformation, (2) a 
line normal to the mid-surface does not bend under deformation, (3) this line also remains normal 
to the mid-surface. Defining the in-plane and out-of-plane displacements of the mid-plane in 
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cylindrical coordinates — written ?⃑? ∥ (𝑟, 𝜙) and 𝑢⊥(𝑟, 𝜙) ?̂?, respectively — the displacement of a 
point in the three-dimensional plate takes the following form [92]: 
?⃑? (𝑟, 𝜙, 𝑧) = ?⃑? ∥ (𝑟, 𝜙) − ?⃑? (𝑧𝑢⊥(𝑟, 𝜙)). 
Derivation of the above equation invokes the small angle approximation and is, therefore, only 
valid for deformation angles < 10∘ — which holds for the hBN plate [92]. The out-of-plane 
displacement of the top surface of a hBN plate is extracted from atomic force microscope (AFM) 
measurements.  Assuming the top surface is parallel to and of uniform height above the mid plane, 
the AFM measurements approximate the corresponding deformation of the mid-plane (Figure 
3.2a). Given the azimuthal symmetry of the pillar, the 𝜙 dependence can be dropped. Numerically 
integrating over the azimuthal angle of the data, i.e. taking radial average of the flake deformation, 
gives 𝑢⊥(𝑟). 
The in-plane displacement is unknown and is expected to be small due to the much greater in-
plane elastic moduli of hBN [93]. It is hence assumed that the total displacement is well 
represented by the out-of-plane displacement alone. The displacement simplifies accordingly, 
?⃑? (𝑟, 𝑧) = − ?⃑? (𝑧𝑢⊥(𝑟)). 
The displacement is used to calculate the various components of strain as follows: 









𝜖𝑟𝜙 = 𝜖𝑟𝑧 = 𝜖𝑧𝑧 = 𝜖𝜙𝑧 = 0.
 
The strain, and so the curvature of the deformation, is directly proportional to the deformation 
potential, 𝑉DP(𝑟). 
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𝑉DP(𝑟, 𝑧) = 𝛼(𝜖𝑟𝑟 + 𝜖𝜙𝜙) 
where the deformation potential amplitude, 𝛼, is different for holes and electrons. Holes are 
described by the deformation potential amplitude at the valence band maximum 𝛼VBM ≈
−1.64 eV, and electrons are described by the deformation potential amplitude at the conduction 
band minimum 𝛼CBM ≈ −4.67 eV. These parameters were calculated by Wiktor and 
Pasquarelli [94] for the K-point of hBN. The deformation potential at the top layer of the flake and 
each charge carrier is depicted in Figure 3.2b. Each estimated potential is sufficient to localize 
electrons or holes at the lip of the pillar and vice-versa at the base. 
 
Figure 3.2 - Deformation potential for thin hBN draped over pillar. 
 Deformation potential calculations for hBN on the 2 μm diameter circular pillar studied in fig. 
4. (a) Measured radial deformation of a single layer hBN flake over a SiO_2 the nano-pillar. (b) 
Calculated deformation potential on the top surface of the hBN flake. (c) Deformation potential 
over a plane normal to the mid-plane. (d) Radial charge localization of both electrons and holes 
in hBN. The electron and hole densities are in units of ρ_0 which is the local density of carriers. 
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𝑉D depends on 𝑧 linearly, and is zero along the mid plane, so it reaches its maxima or minima 
in 𝑧 on the top and bottom surfaces of the flake. That is, where there is tensile strain on the top 
surface there is compressive strain on the bottom surface, and vice versa. Accordingly, the 
potential at the bottom surface is simply a sign inversion of Figure 3.2b. The result is presented in 
Figure 3.2c. 
Boltzmann statistics are used to estimate the charge density confined by the deformation 
potential. The Boltzmann equation, 𝜌(𝑟, 𝑧) = 𝜌0e
−𝑉DP(𝑟,𝑧)/𝑘𝑇, describes the local density of 
carriers and is depicted in Figure 3.2d, where 𝜌0 is the density in the absence of deformation. Since 
the flake thickness is much less than the diffraction limited spot of the confocal microscope, the 
confocal image depicts the fluorescence from all defects through the thickness of the flake at each 
lateral point. This is therefore expected to be related to the radial charge density calculated by 
taking the 𝑧-integral of the Boltzmann equation. Plotted in Figure 3.2d, the charge density 
maximum is roughly correlated to the fluorescence maximum, but not precisely. The charge 
carriers in hBN are still unknown, however, this indicates that both electrons and holes can be 
trapped by deformation potentials and have qualitatively similar distributions. The mismatch 
between the model and fluorescence maximum is potentially due to the failure of the mechanical 
model. A potential extension of this work is to apply theory of indentation with a cylindrical punch 
developed by Love [95]. This theory provides a better approximation for large strains, and 
accounts for thinning of the flake under deformation. 
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3.4 Experimental methods 
3.4.1 Fabrication and physical characterization of samples 
A schematic drawing of the nanopillar with the hBN film draped over is shown in Figure 3.3. 
In our experiments, we patterned SiO2 nanopillars on Si substrates followed by transfer of 20 nm 
thick hBN film grown via chemical vapor deposition onto the pillars (see below for further details 
of the fabrication and transfer process). This technique takes advantage of the Van der Waals forces 
to make the hBN film conform to the surface topography as indicated by the atomic force 
microscopy (AFM) image shown in Figure 3.3; this figure also reveals regions with single layer 
(1L), two layer (2L) and three layer of the hBN film as well as the bare substrate (0L).  2L and 3L 
corresponds to a part of the film which has folded onto itself during the transfer process and the 
0L region provides a direct view of the underlying nanopillar structure. The height and diameter 
range of the nanopillars studied was 100 – 155 nm, and 75 nm – 2 μm, respectively.  
 The pillar substrates were patterned in arrays with various pillar diameters, which ranged 
from 75 nm to 2 μm, and varying pitches, from 2 μm to 6 μm.  We found that the h-BN was 
supported by the pillars for pillar heights below ~155 nm while pillars with heights above 155 nm 
showed evidence of piercing by the pillars. We also find that a 2 μm pitch is a sufficient distance 
to allow the h-BN to drape over the pillar and contact the substrate between pillars. Pillars of other 
shapes such as triangles and squares were also fabricated, Figure 3.13.  
 The silica nano-pillars were made by masked etching of a 300 nm thick thermal oxide on 
a Si wafer via electron beam lithography and are shown in Figure 3.3b&c. The desired geometry 
of the SiO2 pillars was first written into a 300 nm layer of negative resist (Ma-N 2403) on top of 
the thermal oxide wafer via electron beam lithography (Eliox ELS-G100). Then, after development 
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in MIF 726, deep reactive ion etching (DRIE) was utilized to anisotropically etch the patterned 
wafer. The polymerized resist masks the SiO2 layer from the etchant gas (CHF3) and enables the 
SiO2 pillars to form from the protected silica. Finally, the excess resist is removed via a two-step 
process; most of the resist is first dissolved away by the solvent Remover PG and then the pillar 
substrate is subjected to an O2 plasma for 10 minutes to fully remove any leftover resist. It was 
found that the O2 plasma etches the silica further ~15 nm, which is attributed to contaminates 
present on the DRIE chamber walls. 
 
Figure 3.3 - Schematic, AFM & SEM images of hBN covered silica pillars 
 (a) A schematic of the overlay a ~20-nm-thick flake of hBN on a nanostructured silica 
substrate. We fabricate array of silica nanopillars of variable height h, diameter d, and spacing. 
(b) An AFM image from folded, ~20-nm-thick hBN. Labels indicate the number of layers, one 
on the right (1L), and two and three at the center (2L) & (3L), respectively; bare silica pillars 
(0L) can be seen on the left. (c) SEM image at a 70o tilt of another segment of the same region 
as (b). 
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The hBN sample studied herein was purchased from Graphene Supermarket as a 20-nm-thick 
flake, grown by CVD on a 25-μm-thick Cu substrate. The flake was transferred to the patterned 
silica wafer by a Poly(methl methacrylate) (PMMA) transfer method [96]. First, a 200-nm layer 
of PMMA was spin coated onto the h-BN/Cu substrate. After a 90 s prebake at 180 0C, the Cu 
substrate was removed in a bath of ferric chloride at 60 0C. The hBN/PMMA film was then placed 
in a Radio Corporation of America (RCA) 2 bath to remove any excess Cu and subsequently in a 
RCA 1 bath to remove any organic impurities. After rinsing with DI water, the film was lifted from 
the water bath with a nanopillar sample and allowed to dry. The sample was then heated to 180 0C 
for 20 minutes to remove any trapped gas and subsequently placed in an acetone bath for 90 
minutes at 52 0C to remove the majority of the PMMA film.   
 
Figure 3.4 - Schematic of the transfer process of the hBN to the silica substrate 
(1) As-grown hBN on Copper substrate (2) Spin coating of a 200-nm layer of PMMA (3) The 
copper substrate is removed via ferric chloride. (4) PMMA-hBN film is wet transferred onto a 
Silica pillar substrate (5) A hard bake softens the PMMA for better adhesion of the hBN to 
substrate. (6) Transferred PMMA-hBN film is placed into an acetone bath to remove the 
PMMA. 
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3.4.2 Experimental setup. 
All photo-luminescent measurements reported herein were collected at room temperature via 
a custom-built confocal microscope with an infinity-corrected 50x (.83 numerical objective) 
Olympus objective.  A schematic of the setup is shown in Figure 3.5.  The spatial resolution of the 
confocal microscope is 450nm.  The excitation source had a spot size of 1 μm and varied between 
 
Figure 3.5 - Schematic of the experimental setup for optical characterization. 
The confocal microscope is a piezo scanning system whereby the sample is scanned across at 
static excitation and collection path.  A 25 𝝁m fiber is used as the confocal pin hole whereupon 
the collected light gets analyzed real-time in both a spectrometer and a real space HBT 
interferometer.  Lower left-hand corner is a sample image of what is obtained from the setup. 
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two different lasers: a continuous wave (cw) laser operating at 460 nm (Thorlabs L462P1400MM), 
and a 500 fs pulse fiber laser with a repetition rate of 80 Mhz operating at 510 nm (Toptica 
FemtoFiber pro TVIS).  A 500 nm and 550 nm long pass filters (Thorlabs FELO500 and FELO550, 
respectively) and a 532 nm laserline filter (Thorlabs FL532-10) with an angle-tuned ~529 to ~625 
nm bandpass filter (Semrock TSP01) for were used to cut off the reflected laser for 460 nm 
excitation and 510 nm excitation, respectively, along the collection arm of the microscope.  
Correlation measurements were conducted via a free-space Hanbury, Brown and Twist (HBT) 
interferometer, where a pair of time-synced (Picoquant – Picoharp 300) APDs (MPD PDM) 
detected the quantum emission.  An 80-20 splitter provided real-time spectral analysis; the 20% 
arm of the emission was steered into an iHR-320 Horiba spectrometer.   
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3.5 Results and discussion 
We used confocal microscopy to investigate the photoluminescence (PL) of the strain activated 
defects in the hBN film. A confocal image of the PL emanating from the hBN under 460nm 
continuous wave excitation is shown in Figure 3.6. Unlike prior work in hBN, where SPEs are 
activated randomly via high-temperature annealing [12], ion irradiation, or surface etching [14], 
here one finds light emission selectively originating from the nanopillar sites without any further 
 
Figure 3.6 - Strain-induced activation of single-photon emitters in hBN. 
Room-temperature confocal (main) and optical (inset) images of example nanopillar structures 
for spacings of 2 µm (left and center arrays) and 3 µm (far right); and for all pillars the height 
is 155 nm, while the pillar diameter varies from 250nm for the lower left-hand array to 500nm 
for the top center array in increments of 50 nm.  The left and right arrays have identical 
diameters for each row. During confocal scanning, the laser excitation wavelength and intensity 
are 460 nm and 600 µW/µm2, respectively. No fluorescence is detected from areas where the 
hBN sample is missing (upper left corner in the confocal image).  
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processing. Comparison with an optical image of the substrate (Figure 3.6, inset) shows a one-to-
one correspondence with the underlying structure, independent of the spacing between pillars.  
Since the defects are already present in the hBN flake (see Figure 3.9 )and can be rendered bright 
via annealing (see Figure 3.8), our observations suggest a localized defect activation process at the 
pillar sites making the mechanism nearly deterministic. Fluorescence is also observed along highly 
strained wrinkles in the hBN, which forms during the CVD growth process due to the copper 
substrate [97,98]. We observe average brightness contrast of ~100 between pillar sites versus inter-
pillar sites. A detailed analysis of the electromagnetic modes of the structure using refractive 
indices of silicon dioxide, silicon [90]and hBN [91] shows that the observed confocal pattern does 
not originate from pillar-enhanced photon scattering or antenna effects (see Figure 3.1).   
Figure 3.7a presents two complementary examples where we collect the emission spectra from 
different pillar sites at consecutive times. The set on the left alternates between bright and dark 
 
Figure 3.7 - Typical emission from a 460 nm CW source. 
 (a) Photo-luminescence spectra as a function of time for two different pillar sites. The 
integration time per trace is 1 sec. (b) Probabilistic distribution of the zero-phonon line as 
determined from multiple pillar sites.  We excite via a cw laser (471 µW) at 460 nm.  
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intervals, indicative of a single photon emitter. We assign the zero-phonon line to the peak at 575 
nm but the broad background at lower wavelengths suggests strong spectral faster than the 
integration time per trace (1 sec). The system on the right shows a similar behavior though the 
observation of an intermittent peak at ~625 nm, not correlated with the main peak at 575 nm, hints 
at the presence of a second photo-active defect. Figure 3.11b summarizes the statistics from similar 
measurements at pillar sites featuring a dominant emission peak (approximately 10% of the total): 
Assigning this peak to the emitter’s ZPL, for this sample one finds a Gaussian-like distribution 
centered around ~576 nm; the full width at half maximum (FWHM) is ~70 nm, substantially 
narrower than in prior observations [17,82]. The latter may simply reflect the equivalence between 
all bright sites, subjected to comparable levels of elastic strain.  
Figure 3.8a show a confocal photoluminescence image of a 20 nm layer hBN on a silica pillar 
substrate after annealing for 30 mins at 850 0C in an argon environment at 1 Torr.  The pillars 
have a 4 μm pitch, are ~500 nm in diameter and 155 nm in height.  As seen in Figure 3.8a, much 
 
Figure 3.8 - Photoluminescence from annealed hBN 
 (a) A confocal photoluminescence image of a pillar sample where a significant percentage of 
the h-BN film emits after a 30 min anneal at 8500 C.  (b) A representative spectrum of the 
emission found in the circled area in (c).  
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of the hBN film emits and thus provides evidence that the defect centers are already present in the 
hBN and only require activation whether via strain or annealing.  From Figure 3.8b we find that 
the spectrum is comparable to the emission produced at strained locations near the pillars and 
suggests that both methods activate similar types of defects.  
Figure 3.9a is a confocal photoluminescence image of a multilayer hBN film on a copper 
substrate before transfer where preferential emission occurs at wrinkled regions of the hBN.   
Figure 3.9b shows a typical spectrum found on the wrinkles of the as-grown hBN.  Two peaks can 
be seen overlapping with each at ~570 nm correspond to two isolated defect emission peaks 
typically seen at the pillar sites.   This proves that the defects are already present in the hBN film 
and are not created or activated due to the wet transfer protocol.  The excitation source is a 460 
nm CW laser.   
 
Figure 3.9 - Photoluminescence from as-grown hBN 
(a) Confocal photoluminescence image of as-grown multilayer hBN film on copper substrate 
before transfer.  Preferential emission occurs at wrinkled regions of unprocessed hBN.  (b) A 
typical spectrum of the defect emission found along the wrinkles on the as-grown hBN film. 
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Strain selective activation is seen down to the monolayer limit.  Figure 3.10a is a confocal 
photoluminescence image of a monolayer CVD hBN film on a pillar array where preferential 
emission occurs at pillar sites.  The emission is found to be roughly an order of magnitude weaker 
than its multilayer counterpart and is highly unstable.  In Figure 3.10b, two peaks can be seen an 
energy separation of ~165 meV where the higher energy peak is narrower and brighter than the 
second peak typical of  a color center with a red shifted phonon side band [99]. 
To understand the quantum optical properties of the emitters observed in hBN, we carried out 
steady-state, time-resolved, and correlation optical spectroscopies. Figure 3.11a show a spectrum 
from an example site.  Similar to prior reports [15, 16, 19] we identify well-defined zero-phonon 
lines (ZPL) accompanied by multiple phonon replicas separated by about 165 meV. The spectrum 
also displays a broad, near-featureless background, possibly the result of spectral diffusion. Figure 
3.11b presents the emission spectra from a typical nanopillar site (75 nm diameter) over an 
 
Figure 3.10 - Monolayer photoluminescence on pillar substrate 
 (a) A Confocal photoluminescence image of a monolayer CVD hBN film on a pillar array 
where preferential emission occurs at pillar sites.   (c) A spectrum of the emission found one of 
the pillar (a).  There are two prominent two peaks ~160 meV.   
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extended period. The photo-blinking seen in emission is characteristic of SPEs in hBN. We assign 
the zero-phonon line to the peak at 548 nm. Though the number of emitters per site varies, ~80% 
of the 75-nm-diameter pillars show emission from ≤ 4 emitters as determined by Hanbury Brown-
 
Figure 3.11 - Photo-luminescence spectroscopy of strain-activated defects.  
(a) Photo-luminescence spectrum from an active pillar site. The relatively sharp zero-phonon 
line and phonon replica suggest the emission originates from a single defect. (b) Time trace of 
the photo-luminescence spectra in (a) showing intermittent blinking characteristic of SPEs. (c) 
Photon correlation data determined from a pulsed Hanbury-Brown-Twiss measurement of the 
same pillar site.  The red curve is a floating average of the data points denoted by the gray curve.  
By calculating the ratio between the area of the peak at zero-time delay and the average area of 
the other ten peaks, we calculate 𝒈(𝟐)(𝒕 = 𝟎) = 𝟎. 𝟐𝟕 ± 𝟎. 𝟎𝟐. (d) Fluorescence lifetime 
measurement from a typical SPE.  The solid red line indicates an exponential decay fit giving 
a lifetime of  𝝉 = 𝟐. 𝟏𝟑 ± 𝟎. 𝟎𝟏 ns.  
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Twiss (HBT) correlation measurements. As an illustration, Figure 3.11c presents the results from 
a pulsed HBT measurement displaying photon antibunching at zero-delay times. Dividing the area 
under the central peak by the average area of all other ten peaks, we calculate a zero-delay 
correlation, 𝑔(2) (𝑡 = 0) = 0.27 ± 0.02 indicating single photon emission.  Lifetime 
measurement using ultrafast pulses indicate an exponential fluorescence decay with time constant 
of 𝜏 = 2.13 ± 0.01 ns (Figure 2d).  The PL lifetimes of the emitters were found to vary anywhere 
between 2 and 3 ns in the pillar array. The site in Figure 3.11 was excited via a femtosecond pulsed 
laser (500 fs pulse width, 80 MHz repetition rate) at 510nm with an average power of 300 𝜇𝑊.     
To elucidate the interplay between defect activation and local geometry we extend the 
experiments above to a set of structures of variable shape and size. Two examples are presented in 
Figure 3.12, where we study substrates containing large (~2 µm) pillars with circular and triangular 
cross sections. Similar to the observations in Figure 1, AFM imaging shows that the hBN film 
deforms elastically to reproduce the substrate topography. Interestingly, confocal microscopy 
reveals nearly uniform defect activation along the pillar edges, regardless of the orientation of the 
hBN lattice relative to the substrate geometry. Further, for the triangular structure we measure light 
emission of comparable intensity throughout the contour, an intriguing finding because strain at 
the corners is expected to be substantially larger than at the edges. Given the differing local 
topologies, this behavior suggests a threshold for the process of defect activation, wherein all 
defects become bright to optical excitation once a minimum strain threshold is met.  As shown in 
Figure 3.13 for the case of a long, 500-nm-wide ridge, there is virtually no limit in the length of 




Figure 3.12 - Strain-activated emitters in 1D contours. 
(a) We transfer a 20-nm-thick hBN flake on a silica substrate featuring 2-µm-diameter pillars; 
from confocal microscopy (main) we observe preferential emitter activation along the edges of 
the pillars. The upper inserts show zoomed AFM (left) and confocal (images) of the circled 
pillar. In the confocal images the integration time per pixel is 2 ms and the laser excitation 
power and wavelength are 1.7 mW and 460 nm, respectively. (b) Emission spectra as a function 
of time for sites S5 and S6 along the contour of the circled pillar in (a). (c) Same as in (a) but 
for pillars with a triangular contour. (d) Integrated emission spectra at sites S7 through S11 
along the triangular contour of pillar circled in (a); the integration time is 10 s. Spectra have 
been displaced vertically for clarity. All silica structures on the substrate in (a) through (d) are 
142 nm tall. 
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The ability to interrogate adjacent but distinguishable (i.e., diffraction-resolved) emitter sites 
in large diameter (2 m) structures give us the opportunity to further gauge the role of strain in the 
observed ZPL dispersion. The multi-peaked structure of most spectra combined with the 
intermittent blinking of the PL at most locations (Figure 3.12b) hints at the presence of spectral 
diffusion between discrete, well-defined configurations of the local charge, consistent with prior 
observations [17]. Further, integrated spectra from neighboring positions retain common features 
including the overall structure and center wavelength of the main peaks (spectra in Figure 3.12d). 
Rather than transforming abruptly from one location to the next, changes are gradual confirming 
that the strain is key to defining the emitters’ ZPL.  
 We also carried out detailed statistics on an array of 80 pillars with a diameter of 75 nm to 
substantiate the claim of deterministic defect activation. Shown in Figure 3.14 are the statistics of 
the measurements carried out in an 8 x 10 array of 75-nm-diameter pillars. Figure 3.14a shows a 
 
Figure 3.13 - Other structure shapes. 
(a) Confocal image of hBN emission from arbitrary shapes. (c) AFM image of area within the 
yellow square in (b). All experimental conditions as in Figure 3.  
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scanning confocal image of the emitter array along with the number of emitters per pillar site 
determined spectrally by the number of ZPLs present, where the greater-than-one peaks 
correspond to multiple emitters.  Shown in Figure 3.14b is the distribution in the emission 
 
Figure 3.14 - Emitter statistics on 75nm-diameter pillars.  
(a) Confocal PL image of an 8 x 10 array of strain-activated emitters in 75-nm-diameter pillars 
along with the number of emitters at each pillar site (left and right, respectively). (b) Average 
peak wavelength of the emitters in the array, showing preferential emission at ~ 540 nm with a 
narrow distribution with a long tail in the emission wavelength.  Here, bin size is 3nm.  (c) 
Number of emitters per pillar site determined using HBT measurements [g(2)(0)] show a 
distribution peaked at an average of 2 emitters per pillar site where the dotted line is the fitted 




wavelength showing higher probability for emission to be observed at ~540 nm with the spread in 
emission wavelength significantly smaller than in prior observations [12,17].  Figure 3.14c shows 
the histogram of the maximum number of emitters per pillar site determined by HBT 
measurements [g(2)(0)] [7].  These measurements show an average of ~2 emitters per pillar site 
clearly showing the success of the approach we are using to activate defects on demand.  Figure 
3.15 provides sample spectra and correlation measurements at pillar locations with one or more 
emitters.  
The statistical data in Figure 3.14 was collected from the 75 nm diameter pillar array displayed 
in Figure 3.14a and was excited by 510 nm laser at 300 µW.  g(2)(0) was determined from the 
autocorrelation histograms (sampled in Figure 3.15a) by taking the ratio of the area of the 
coincidence peak at t=0 to average area of 10 t≠0 peaks, where each peak was fit with a Lorentzian 
function.  Of the 80 pillars studied in Figure 3.14, antibunching measurements were attempted on 
45 of the pillars, where 78% of the locations had a g(2)(0)<.8.   Figure 3.15c compares the number 
of peaks seen in a 60 second spectral time-trace (full statistics shown in Figure 3.14a-right side) 
with the maximum number of emitters determined by g(2)(0) values on each respective pillar.  The 




≤ 𝑔(2)(0) ≤ 1 −
1
𝑛
 [7]. We find that the average difference between both 
measurements is .97, where 26 of the pillar sites had a difference of 1 or less.   To the determine 
the central wavelength of an emission peak for Figure 3.14b, the time trace graph was integrated 





Figure 3.15 - Sample data from Figure 3.14. 
 (a) Photon correlation data and (b) complimentary spectral time-traces for (i) Pillar 2-5 (row 2-
column 5) where g(2)(0)=0.32±0.02, (ii) Pillar 6-5 where g(2)(0)=0.52±0.04, (iii) Pillar 1-4 
where g(2)(0)=0.74±0.04 from fig. 4. (c) Comparison of the maximum number of emitters 
determined by g(2)(0) and the number of  emission peaks found in the respective time-trace. 
The pillar position is determined by stacking the columns of the array in figure 4a into an 
ordered list. 
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3.6 Model and discussion 
Although the physical nature of the point defects at play in hBN still remains the subject of 
ongoing research [19], one possible activation route to a bright state entails the capture or loss of 
one or more charge carriers. Charge localization can take place via various mechanisms. Substrate-
induced electrostatic effects is one such mechanism. However, similar defect activation is found 
on a patterned Si3N4 and Silver pillars which is less electronically active than SiO2, and hence the 
role of the substrate electrostatics appears to be minimal. Another mechanism of charge 
confinement arises from a strain-induced potential, which, in turn, can emerge as the combined 
result of a deformation potential and the piezo-electric effect. Bulk hBN has inversion symmetry 
and therefore exhibits no piezo-electricity, but weak contributions may still be present in thin 
flakes if the number of atomic layers is odd. Owing to the trigonal symmetry of the hBN crystal 
structure, a piezoelectric induced potential in the presence of cylindrical strain must lead to a 
trigonal distribution of emitters. Since our pillar structures do not display such patterns (see, e.g., 
Figure 3.12a and Figure 3.12c), we conclude that the piezoelectric induced potential is negligible.  
To assess the impact of the strain-induced deformation potential on charge localization, we 
investigate in detail the emission from a 2 m diameter pillar. The high-resolution confocal PL 
image is shown in Figure 3.16a along with the AFM image showing perfect folding of the hBN 
film around the pillars. Using the AFM data, we determine the average shape the flake takes in the 
vicinity of a pillar (Figure 3.16b). We then make use of the Kirchoff-Love (KL) theory in the limit 
of thin plates [92–95] to calculate the strain from the second derivative of the deformation relative 
to the radial distance 𝑟 to the pillar center; finally, we determine the deformation potential 𝑉D(𝑟) 
through its proportionality with strain (see Figure 3.2). Using a polynomial fit to reproduce the 
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local topography (red trace in Figure 3.16c), we determine via the KL theory confining potentials 
of up to ~ 75 meV for electrons and ~ 25 meV for holes, indicative of robust charge carrier trapping 
at room temperature. As expected, the radial locations of the extrema are found near the top and 
base edges of the pillar, where the film curvature is highest.   
Comparison with the fluorescence pattern from the same pillar site (Figure 3.16a) shows a 
reasonable correspondence with the prediction of the KL model where the emission maximum is 
occurring in the vicinity of maximum strain.  Based on the average number of emitters found in 
the 75 nm diameter pillars and the calculated area of the strain potential around the pillar, we 
estimate approximately 27 ±3 emitters/μm2. The number of activated emitters is found to be 
proportional to the strained area. Although strain at the pillar locations introduce potential 
deformations in both the TMDs  [88,89] and the hBN, the physics at play in the wide bandgap 
 
Figure 3.16 - Deformation potential in strained hexagonal boron nitride thin films.  
(a) Confocal microscopy image of the PL observed from a 2 μm diameter pillar along with the 
(b) AFM image showing perfect folding of the hBN film around the pillar edges. (c) Calculated 
deformation potential 𝑽𝑫(𝒓) for electrons (orange) and holes (blue) as a function of the radial 
distance 𝒓 to the center of the pillar. For comparison, the solid green trace is the cross section 
of the fluorescence pattern in (a) and the solid red trace is a polynomial fit to the hBN 
deformation in (b). 
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hBN is starkly different since it is the mid-gap defects that result in the SPEs rather than localized 
excitons trapped in the potential minima of the conduction and valance bands  as in TMDs. 
3.7 Conclusion 
In summary, this chapter investigates an attractive approach for realizing deterministic SPEs 
at room temperature using a combination of nanoscale strain engineering and charge trapping.  Our 
findings open interesting opportunities for manipulating defect emission in hBN via the local 
control of strain and charge, for example, through the use of external gate nano-electrodes to create 
local electrostatic potentials [100], which should controllably activate emitters on demand. Also 
intriguing is the use of surface chemistry to control defect emission through selective surface 
functionalization; this approach should prove useful for sensing applications, e.g., to optically 










 Deterministic coupling of hBN emission to 
chip based microcavities 
4.1 Chapter summary 
This chapter investigates the deterministic coupling of mid-band gap emission  to chip based 
microcavity (MC) designs.  Van der Waals materials and their monolayer limits have gained a 
great deal of attention as a light source for silicon photonics partly due to its potential ease for 
integration.  One of these Van der Waals materials, hexagonal Boron Nitride (hBN), known for its 
inertness, is a wide band gap semi-conductor that was discovered recently be to a source of room 
temperature single photon emitters (SPEs) via electron transitions associated with deep level 
defects and joins a select few material systems, e.g. diamond, Silica Carbide that hosts these types 
of color center SPEs.   While hBN’s single photon emitters have favorable properties, integration 
of these emitters to photonic elements, namely cavity coupling has proved elusive.  Here we 
advance this by showing a schema for deterministic coupling of hBN emission to Si3N4 microdisk 
(MD) cavities that can be potentially applied to SPEs in hBN.  
4.2 Introduction 
In recent years, SPEs have become a preferred source of quantum mechanical states for study 
in the fields regarding quantum information [9,101–104].  Single photon sources (SPS) are very 
favorable properties in this respect which include the ability for long distance travel [105], high-
modulation frequencies [71], and possible integration into existing communications 
infrastructure [106].  There are several promising solid-state material systems that can achieve on 
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demand single photon emission: these include quantum dots [71], single molecules [72,79], 
atomically thin transition metal dichalcogenides (TMDs) [107] and point defects in wide bandgap 
materials such as diamond and silicon carbide [10,76].  Each of these systems has its inherent 
advantages and disadvantages in terms of its SPE’s properties; which include excitation and 
outcoupling efficiency, photon purity, indistinguishability, spectral determinism and operation 
temperature [70].  One of the most promising solid state systems as a SPS is hBN, which offers 
SPEs robust at room temperature and as, van der Waals material system, potential ease for scalable 
integration into silicon photonics [108–112]. 
hBN is a van-der Waals material similar in structure to graphene, where boron and nitride form 
the basis elements for a honey combed lattice structure instead of carbon as in graphene [113].  
hBN is a wide-band gap semiconductor of approximately 6 eV [114] that is chemically inert, with 
a high thermal conductivity [115] that has found a wide array of applications, from use as a 
catalyst [116] to its development as an essential component for atomically-thin 
heterostructures [117,118].  As a SPS, hBNs potential has not been fully realized as it only recently 
has been found a room temperature SPS [12,13] and are not well understood unlike the case as in 
diamond.  These SPEs are attributed to localize atomic defects in the hBN lattice, where the energy 
of the associated defect states lies deep within its band gap, which are known as color 
centers  [15,19,119].  While the exact nature of the defect is still unclear, the low material cost, 
room temperature operation, high photon count rates, purity and narrow linewidth, the narrow 
linewidth and spectral tunability make these emitters highly attractive for quantum 
technologies [15,16,83,86,120–122]. Although despite these advantages, difficulties in precise 
control over defect formation and activation both spectrally and spatially makes integration into 
nano-photonic optical devices a non-trivial technological hurdle [123].   
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In recent work, studies have shown that hBN grown via chemical vapor deposition (CVD) can 
contain a high density of optically active defects upon which they can be activated either by 
annealing or strain-engineering [124,125].  Particularly through strain-engineering, these defects 
can be activated on-demand in precise locations and thus introduce quantum light sources to silicon 
photonic elements at desired locations with relative ease.  In addition to activation of narrow (~10 
nm FWHM), bright SPEs, by strain-engineering there is also can be an enhancement of a 
broadband “background” emission located from ~500-650nm, peaking at ~580 nm [124,126].  
Although, the exact mechanism for broadband emission is not known, one clue is provided by 
experimental evidence that SPEs energy is correlated to intensity of the background 
emission [126].  Thus, the broadband source consists of  ensemble of spectrally broadened defects.  
As the background emission and room temperature SPEs correlate with each other spectrally and 
spatially, deterministic coupling the emitter ensemble hBN into silicon photon devices is a first 
key step to scalable coupling of hBN SPEs. 
   An important photonic element for introducing light sources is a MC, which allows one to 
favorably modify the properties of the coupled emitter according to cavity quantum 
electrodynamics [111,127–131].  Accordingly, there are two regimes for the emitter-cavity 
system; one is the strong coupling regime, where the of the emitter and cavity linewidths become 
comparable and are as treated as a coupled oscillator system where the properties of both are 
fundamentally modified [111].  The other is the weak coupling regime, where the linewidths of 
the emitter, 𝜔𝑒 , and the cavity, 𝜔𝑒 are Δ𝜔𝑒 ≪  Δ𝜔𝑐 so that the cavity is seen as a quasi-continuum 
of states.  In this regime, the emitter properties are influenced by the change of photonic density 
of states (PDOS) of the surrounding dielectric according to Fermi’s golden rule  [132].  Known as 
the Purcell effect, the change of PDOS leads to change in the transition probability and thus for an 
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emitter in a cavity, this would lead to an enhanced transition rate or decrease in lifetime 
proportional to Q/V where Q is the cavity’s quality factor and V is its effective mode volume [133].  
In addition a higher yield of single photons, the emitter’s emission can be directed according to 
the angular dependence of the PDOS or dispersion of the cavity [127,134].   
 In extension of the work done in chapter 3, we use strain engineering to deterministically 
activate emission of multilayer hBN in the near field of Silicon Nitride MCs.  We use the 
topography of MD MCs to deterministically enhance mid-band gap emission at the edges of the 
Si3N4  MDs within in its near-field region.  We show that this scheme allows one to 
deterministically couple the hBN emission to these cavities in form of Purcell enhanced emission.  
Depending on the geometry of the hBN surrounding the micro cavity, the hBN emission undergoes 
a Purcell enhancement of between 1.1 and 1.34.  In addition, we find SPE emission also coupling 
to these modes but due the transient nature of these emitters, are not able to fully quantify the 
strength of the coupling.  We also studied this method for coupling other MCs, e.g., nanobeam 
MCs, with similar results but are not presented here. 
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4.3 Methods 
4.3.1 Fabrication and sample characterization  
The MD was made from a 112 nm Si3N4 layer on a Silicon substrate.  The stoichiometric 
silicon nitride film was deposited on the silicon substrate by low pressure chemical vapor 
deposition (LPCVD). The cavities were patterned on ZEP520A resist by electron beam lithography 
  
Figure 4.1 - Microcavity structure.   
(a) Top-down SEM image of 1500 radius Si3N4 microdisk with a tip on the right side to scatter or 
outcouple the cavity modes.   (b) An angled SEM image of the microdisk in (a). (c) The field plot of 
the tipped mircodisk in (a) at 536.9 nm. (d)   Purcell-enhancement of Si3N4 photoluminescence (PL) 
at the cavity modes of a 2000 nm radius microdisk. 
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(EBL) and transferred onto the Si3N4 layer by inductively coupled plasma reactive ion etching 
(ICP-RIE) using a gas combination of SF6, CHF3 and He.  The silicon substrate was then undercut 
by another ICP-RIE process with SF6 to form the suspended Si3N4 structure.  Finally, the 
remaining e-beam resist was removed by N-Methyl-2-pyrrolidone (NMP) followed by O2 plasma 
ashing.  SEM (scanning electron microscope) images of a MD resonator can be seen in Figure 
4.1a&b.   
The MD radius was varied between 1500nm-2000nm in this study.  In addition, for each MD 
radius, corresponding disks were also constructed with either a notch or tip to help scatter and 
subsequently outcouple the resonator modes for collection via perpendicular microscopy. The 
MCs were designed for TE modes for the electric field to be parallel with in-plane dipoles 
associated with the hBN film [12,135].  The Q-factor of a bare tipped disk with radius 1500 nm 
was measured to be ~2000 and varied depending on the radius of the disk where the largest disks 
(2000 nm radius) had a Q factor of ~3500.  The free spectral range (FSR) of the disks ranged from 
~20nm for the 1500 nm radius disks to ~15nm for the 2000 nm radius disks within the investigated 
spectral band (540 nm-640 nm).   Spectra of the tipped 1500 nm and 2000 nm radius MDs is shown 
in Figure 4.1d.  After characterization, a 20 nm layer of hBN was transferring on top of the disk 
arrays via the wet transfer protocol described in Ref  [124]. 
4.3.2 Optical characterization of the sample 
 The optical characterization of the sample was performed in a custom-built confocal 
microscope.  A piezo Nano stage was used to raster scan the sample across a fixed beam and 
collection path.  An infinity-corrected 50x (.83 numerical objective) Olympus objective was used 
to collect the micro-PL.  The excitation source had a spot size of 1 μm and was a 500 fs pulsed 
fiber laser with a repetition rate of 80 Mhz operating at 510 nm (Toptica FemtoFiber pro TVIS).  
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An 532 nm angle-tuned laserline filter (Thorlabs FL532-10) was used to filter unwanted spectral 
modes of the laser. Angle-tuned (edged from ~540 to ~640 nm) shortpass and longpass filters 
(Semrock TSP01 & Semrock TLP01, respectively) for were used to cut off the reflected laser 
excitation as well as selectively isolate the MD cavity modes for further analysis.  Lifetime 
measurements were collected with 50 ps avanche photo diode (APD) (Micro Photon Devices PDM 
series) and time-tagged with a Picoquant – Picohbarp 300.  An 80-20 splitter provided real-time 
spectral analysis; the 20% arm of the emission was sent to an iHR-320 Horiba spectrometer. 
4.4 Results and discussion  
Figure 4.2 displays the initial characterization of the system once the hBN is transferred on top 
of the MD structures.  Figure 4.2a is a SEM image of an array of 1720 nm radius MDs, where 
upper two rows have a notch on the right side of the disks. The middle two rows have no intentional 
outcoupling structures on the rim.  The bottom two rows have tip structures, also on the right side 
of the disk.  For roughly one third of the MDs, the hBN ruptures at the undercut region and drapes 
around the entire disk (Figure 4.2b).  The majority of MDs have the hBN film partially torn on 
section of the trench.  For a small percentage of MDs, ~5%, hBN stays fully intact across the 
undercut trench.  
 The MDs are evident in the confocal PL image of Figure 4.2c as bright annular disks. The 
disks where the hBN is intact across the undercut is easily identified by the continuous, 
nonlocalized emission occurring from central MD to the outer of the undercut.  The rips are the 
dark regions surrounded by bright PL.  The MDs with fully ruptured hBN is recognized by two 
concentric bright rings of PL, where these localized areas of PL correspond to the strained hBN 
draping over the side edges of the MD and the outer edge of the undercut.  Figure 4.2d shows a 
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magnified image of a MD from Figure 4.2c encased by torn hBN hanging down from the edges of 
the MD and the outer walls of the trench.  On close examination of the PL around the MDs (Figure 
4.2c&d) there seems to be a periodic modulation of PL intensity that resembles a field mode of a 
cavity (Figure 4.1d) on both the MD and the outer edge of the trench. Interestingly, this is due to 
the geometrical considerations in which how the hBN folds around the inner and outer circular 
edges.  As it hangs from the edge, it folds along straight lines, forming a polygonal structure with 
 
Figure 4.2 - hBN covered microcavity emission   
(a) SEM image from a 20nm hBN transferred on a MD cavity array.  (b) SEM image of hBN 
fully ruptured around the MD in (d), (c) SEM image of hBN partially torn hBN film (c) Confocal 
image of PL from a 20nm hBN transferred on a MD cavity array. Enhanced emission occurs at 
the edges of MD and the outer edge of the undercut region. (d)  Confocal Pl image of a tipped 
microdisk circled in red.  Corresponding MD SEM image shown in (b). Note: The close-up 
images of the MD in b&d are rotated 90o relative to the images in (a&c), so that the tip is located 
at the top of the image  
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vertexes and edges instead of a smooth curved fold as seen in the SEM images of Figure 
4.2(b) [136,137].  These vertex-edge regions explain the observed bright-dark modulations, 
respectively, and occurs as the hBN experiences more strain at the vertices due to the tighter 
bending radius and thus leads to a higher intensity.  As well, there is greater amount of hBN 
bunched in this area due to the folding at the vertex regions, this should also contribute to the 
higher PL yield at vertex regions.  
We find expectantly, that the brightest MD modes occur for disks where the hBN film tares 
and drapes over the rim of the disk.  The reason for this is two-fold.  One is because of a higher 
PL intensity in the MD’s near-field (Figure 4.2c).  hBN undergoes a greater amount of strain due 
the higher degree of curvature at the MD rim and thus leads to a higher PL yeild.  As well, the 
coupling efficiency should also increase as this configuration brings a greater amount of hBN into 
the evanescent field at the side walls of the MDs.  It is also found that tipped structure outcouples 
the MD mode the most effectively as compared the notched or plain MDs.  Because of this, 
 
Figure 4.3 - PL coupling mode and purcell enhancement 
(a) Confocal image of the MD under investigation.  The tipped structure used to uncouple the 
MD modes is bright spot seen as at the bottom of the MD. (b) The spectra of the MD under 
inspection.  The region enclosed by the blue lines is the uncoupled PL used for the lifetime in 
(c).  (c) Lifetime data from coupled emission (red) to the 635 nm mode and uncoupled emission 
(green) adjacent to the 635 mode. 
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coupling of hBN emission to MD cavities is only investigated in the tipped structures for the rest 
of the chapter.     
To further investigate deterministic coupling of hBN emission to the MD cavities, we study 
the MD in the bottom row, third column from the left in Figure 4.2(a&c).  A magnified confocal 
image of the MD is shown in Figure 4.3a.  The tip location is seen as the bright dot circled in red.  
A spectrum of PL at the tip location is shown in Figure 4.3b.  Overlapped with the typical 
broadband PL of hBN are several cavities modes where the hBN emission is enhanced by a factor 
of as much as ~12 for the cavity modes.   The FWHM of the 633nm cavity mode is ~.97 nm.  This 
corresponds to a Q-factor of 653. 
Based on the ratio of the Q-factor to the effective mode volume we expect the emission to have 
a Purcell factor of 8 for an emitter at the center of the cavity mode studied in Figure 4.3.  The 
Purcell factor experimentally measured by comparing the ratio of the lifetimes of the mode-
coupled PL to the adjacent PL between the modes as indicated in Figure 4.3b by green and red 
dashed lines.  Figure 4.3c shows the decay from the two respective spectrums in Figure 4.3b.  We 
fit the decay curve of to a three-level multiexponential tail-fit model of the form  
𝐼(𝑡) = 𝐴1 exp(−(𝑡 − 𝑡0)/𝑡1 ) + 𝐴2 exp(−(𝑡 − 𝑡0)/𝑡2 ) + 𝐵𝑘𝑔𝑟. 
The calculated fitting parameters are given in Table 4.1.  We find that the lifetime of t1 decreases 
from 4.29 ns to 3.20 ns when coupled to the 635 nm mode, while the lifetime of the non-radiative 
transition t2 remains unchanged. This the lifetime decrease of t1 corresponds to a Purcell factor of 
1.34 for the emission,     
 To verify further that hBN emission was coupled to the MD modes, and additionally to 
remove the uncoupled emission from the collection path, we looked to nonlocal excitation methods 
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on 2000 nm radius MDs.  For this, the scattered modes are first located at the tip of the structure 
using the confocal image of Figure 4.4a and then we displace the excitation beam to the opposing 
side of the cavity, optimizing the scattered mode intensity at the tip.  As shown in Figure 4.4b, the 
beam location is the top of the MD while the collection tip is at the bottom part of the disk, circled 
in red.  Figure 4.4c is an analogous image of Figure 4.4a except for the displaced excitation beam.  
In this confocal image, there is almost no PL emission except at bright point-like spots that 
correspond to tip locations for the right two columns of the MDs.  The left column are plain MDs 
without a mode-scattering tip.  A weak halo can be seen around the MD and is attributed to 
scattered PL from at the outer edges of the undercut trench.    
Figure 4.5 shows initial results of deterministic coupling of color center emission to the MDs.  
In Figure 4.5a-c&d-e are examples of two color centers experiencing transient coupling to a cavity 
mode. For the emitter in Figure 4.5(a-c), it starts slightly red shifted from the 548 nm cavity mode 
for the first ~30s (Figure 4.5b).  For later times, the emitter spectrally diffuses into the cavity mode 
and then out again where it becomes slightly blue-shifted from the mode (Figure 4.5b&c),  the two 
peaks are clearly separated on the integrated spectrum (Figure 4.5c).  The second emitter studied, 
Table 4.1 - Table of the lifetime fit parameters 
  Uncoupled PL 633nm mode 
Parameter Value Uncertainty  Value Uncertainty  
t1 (ns) 4.29 0.057 3.20 0.028 
t2 (ns) 0.714 0.015 0.699 0.016 
A1 (kCnts) 0.71 0.027 1.598 0.052 
A2 (kCnts) 0.564 0.31 1.405 0.2 
t0 (ns) 4.207 0.032 4.21 0.038 
Bkgr (Cnts) 25 13 140 11 
Decay parameters of the lifetime graphs shown in Figure 4.3c for hBN emission coupled to 
the635 nm mode of the cavity and uncoupled emission. 
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in Figure 4.5(d-f), spectrally diffuses between the 567 nm and 583 nm modes of the MD (Figure 
4.5e).  For one of the spectrums, at 7s in Figure 4.5d, the emitter transiently couples to the cavity 
583 nm and experiences an intensity enhancement (Purcell enhancement) as the increase is more 
than the sum of the emitter and background intensity at adjacent times. After which it spectrally 
diffuses away from the 580 nm cavity mode at later times (Figure 4.5e).  Unfortunately, the color 
 
Figure 4.4 - Non-local excitation and collection 
 (a) Confocal image of a MD array with the collection spot and excitation beam overlapping.  
(b) An optical image showing the location of the excitation beam when the collection spot is at 
the tip location (circled in red). (c) Confocal image of a MD array with the collection spot and 
excitation point on opposite sides of the MD.  When the collection spot is located at the tip, the 
excitation beam is on the opposite site of the MD.  (d) The spectra of the microdisk from the 
top right disk, the spectrum was collected at the bright spot of the corresponding MD in (c). 
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center emitters were not stable enough to confirm coupling to the MD by a combination of lifetime 
and time-correlation experiments.   
 
Figure 4.5 - Transient coupling of defect emission with microdisk 
(a-c) Study of  a color center emitter crossing a cavity mode for a 1730nm radius MD (a) 
Integrated spectrum from first 32 seconds of the timetrace in (b).  Color center emission can be 
seen on the right side of the 548 nm mode (b) 60s timetrace of spectrum. The potential SPE can 
be seen spectrally diffusing across the 548nm cavity mode. (c) Integrated spectrum from last 
23 seconds of the timetrace from (b).  The defect emission has spectrally diffused to left side of 
the 548nm mode. (d-e) Study of a second emitter spectrally diffusing between two cavity modes 
for a 1992nm radius MD (d) A 1s spectrum at 7s in (e).  Transient coupling of color center to 
583nm cavity mode is seen.  (c) 30s timetrace of spectrum.  The color center can be seen 
spectrally diffusing between the 567nm and the 583nm cavity modes. (d) A 1s spectrum at 20s 
in (e).  Color center peak has diffused to point between the 567nm & 583nm modes at this 
moment.   
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4.5 Conclusion  
In conclusion we present a method to deterministic couple mid-gap hBN emission to MCs.  
We employed the topography of the cavity structure to strain engineer heightened emission within 
the near field of Silicon Nitride cavities.  We find the emission enhanced at the cavity modes by 
as much as a factor of 12.  The Purcell factor was measured by lifetime comparisons for a 633 nm 
cavity mode and was found to have an enhancement of 1.3.  The Purcell enhancement can be 
further increased in future studies by using a smaller MD MCs with a higher Q/V ratio.  We find 
that a tipped MD structure is the most effective are out coupling the MD modes collection via a 
microscope objective.  We also find that color center emission experiences transient coupling to 
these MD cavity modes.  Future work on stabilizing these SPE could realize scalable deterministic 
coupling of color centers in hBN using the method outlined in this chapter.  In summary, this is a 
viable technique to deterministically couple emission from hBN into silicon photonic elements 




 Summary and outlook 
5.1 Circular polarization sensitive plasmonic photovoltaics 
Chapter two has shown that the spin-polarized voltages coincide with the presence of 
asymmetric hotspots, whose locations within each lattice site change with incident CPL 
handedness.  Most of the electronic forces produced on the nanovoid originates from the rim of 
the nanovoid and is directed radially outward.  The local forces around the nanovoid change in 
magnitude but not direction with changes in the light polarization.   We attribute the CPL-
dependent TPIV to the switching of the local hotspot locations around rim, where the forces at the 
hotspot are much higher in magnitude than those located on the opposite side of the nanovoid.  
This asymmetry produces the largest net voltages associated with a gradient force. Knowledge of 
the underlying phenomena associated with the asymmetric hotspots is critical towards utilization 
of the PDE. 
Further control or enhancement of the PDE may lead to the design of novel detectors that 
achieve distinct advantages over common semiconductor technology for several reasons.  Firstly, 
the response time of the PDE voltage is extremely fast—only limited by the decay time of the SPP, 
<50 fs [24].  Moreover, the photo-induced voltages depend on the plasmonic response of a 
material, whose spectral response can be designed and tailored.  The measurable differences 
associated with light (SAM) that are demonstrated here via the polarization-selective dynamics of 
the PDE may provide a path towards the realization of spin-polarized detectors [31,35].  Our 
demonstration here of the PDE in a scalable bottom-up-fabricated plasmonic crystal indicates 
suitable applications of the PDE in future commercial devices. 
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 One opportunity of future study is the use of the asymmetric hotspots produced on the 
edges of circular aperture [31] to produce temperature differentials across a nanoscale thermopile 
embedded inside each nanoaperture where nanoaperture is electrically connected in series to each 
thermopile pillar via an electrically isolated substrate from plasmonic film [138].  A significant 
increase in the potential difference created by this type of structure could be brought about by the 
combination of the extreme heat gradients generated by the nanoscale fields and the number of 
apertures possible in the active area.   Other possible future work could look into the usage of the 
photonic spin hall effect metamaterials [139] to produce a CPL dependent voltage.  Due to the 
asymmetry of the guided modes of circular dipole embedded in a metamaterial, the modes which 
are expressed as SPPs would decay and transfer momentum preferably in one direction.   
5.2 Quantum emitters in hBN  
Presented in this section, we show nanoscale spatial control over the activation of stable room 
temperature quantum emitters in hBN.  Emission occurs at locations where the hBN experiences 
a tight bending radius and thus high amounts of localized strain.  The strain leads to band-bending 
where local electronic potential wells form, which are as high as 75 meV.  It is theorized that the 
potential wells formed due to the strain trap charge carriers which allow a higher probability for 
defects intrinsic to the CVD hBN to enter a bright state.  Comparable values for linewidth, lifetimes 
and phonon side band energy separations suggest that the SPEs reported here are of similar type 
to those previously reported via different preparation techniques [12,14–17,86,121].   Furthermore, 
comparing the ZPL spectra from multiple pillar sites, we find that the ZPLs clustered at a central 
wavelength of ~540 nm where 48% of emitters are within a 10 nm (~40 meV) band.  Spatial control 
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of emission and spectral homogeneity of the SPEs in hBN offers a route forward for integrated 
room-temperature quantum photonic circuits and devices.   
 To extend this work further, we use the determinism of SPE activation in chapter 3 to 
activate defects within the near-field region of MD MCs in chapter 4.   Defect activation is 
achieved by use of the topography of the MD cavity structure to provide a source of strain within 
the evanescent field of MD cavity modes.  This can also be achieved in other such cavities as 
nanobeam or plasmonic resonators but only microdisk resonators are considered here.  We find 
the emission enhanced at the cavity modes by as much as a factor of 12.  The Purcell factor was 
measured by lifetime comparisons for a 633 nm cavity mode and was found to have an 
enhancement of 1.3.  In addition, we find SPE emission also coupling to these modes but due the 
transient nature of these emitters, are not able to fully quantify the strength of the coupling.  In 
summary, this is a viable technique to deterministically couple emission from hBN into silicon 
photonic elements and opens the opportunity for realizing deterministic coupling of SPEs to 
photonic elements.   
Quantum emitters in hBN offers a unique combination of robust SPEs with highly desirable 
attributes in a 2-d material system that can be easily manipulated for usage devices.  The hurdles 
in the field are mainly related to the understanding the basic structure of the defects and 
reproducibility of emitters’ properties and stability of the emitters themselves.  The variability of 
the emitters is a double-edge sword upon on one edge, it is difficult to isolate the underlying 
photophysical mechanisms while on the other hand they to promise for offer tunable properties of 
the emission wavelength.  Overall this material system is a very promising candidate for work in 
the field of quantum communications.   Once stabilization of these SPEs is achieved, the methods 
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