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The generalized coupled Sylvester systems play a fundamental role in wide applications in
several areas, such as stability theory, control theory, perturbation analysis, and some
other ﬁelds of pure and applied mathematics. The iterative method is an important way
to solve the generalized coupled Sylvester systems. In this two-part article, ﬁnite iterative
methods are proposed for solving one-sided (or two-sided) and generalized coupled Syl-
vester matrix equations and the corresponding optimal approximation problem over gen-
eralized reﬂexive solutions (or reﬂexive solutions). In part I, an iterative algorithm is
constructed to solve one-sided and coupled Sylvester matrix equations (AY  ZB, -
CY  ZD) = (E,F) over generalized reﬂexive matrices Y and Z. When the matrix equations
are consistent, for any initial generalized reﬂexive matrix pair [Y1,Z1], the generalized
reﬂexive solutions can be obtained by the iterative algorithm within ﬁnite iterative steps
in the absence of round-off errors, and the least Frobenius norm generalized reﬂexive solu-
tion pair can be obtained by choosing a special kind of initial matrix pair. The unique opti-
mal approximation generalized reﬂexive solution pair ½bY ; bZ  to a given matrix pair [Y0,Z0] in
Frobenius norm can be derived by ﬁnding the least-norm generalized reﬂexive solution
pair ½eY ; eZ of two new corresponding generalized coupled Sylvester matrix equations
ðAeY  eZB;CeY  eZDÞ ¼ ðeE; eFÞ, where eE ¼ E AY0 þ Z0B; eF ¼ F  CY0 þ Z0D. Several numeri-
cal examples are given to show the effectiveness of the presented iterative algorithm.
 2011 Elsevier Inc. All rights reserved.1. Introduction
In two-part paper the following notations are used. Let Rmn denote the set of all m  n real matrices. We denote by the
superscript T the transpose of a matrix. In matrix space Rmn, deﬁne inner product as: hA,Bi = tr(BTA) for all A;B 2 Rmn,
where tr(A) denotes the trace of a matrix A. kAk represents the Frobenius norm of A. RðAÞ represents the column space of
A. vecðÞ represents the vector operator. i.e., vecðAÞ ¼ aT1; aT2; . . . ; aTn
 T 2 Rmn for the matrix A ¼ ða1; a2; . . . ; anÞ 2 Rmn;
ai 2 Rm; i ¼ 1;2;    ;n. A  B stands for the Kronecker product of matrices A and B, diag(A,B) denotes the block diagonal
matrix with A and B being the main diagonal elements orderly. In denotes the n-order identity matrix.
Deﬁnition 1.1 (See [1,2]). A matrix P 2 Rnn is said to be a generalized reﬂection matrix if P satisﬁes that PT = P, P2 = I.. All rights reserved.
g).
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eralized reﬂexive (or generalized anti-reﬂexive) with respect to the matrix pair (P,Q) if PAQ = A(or PAQ = A). The set of all
n-by-n generalized reﬂexive matrices with respect to matrix pair (P,Q) is denoted by Rnnr ðP;QÞ.
The generalized reﬂexive and anti-reﬂexive matrices have many special properties and usefulness in engineering and sci-
entiﬁc computations [1–6]. In particular, let P = Q, then a generalized reﬂexive matrix is called a reﬂexive matrix, which plays
an important role in many areas and has been studied in [7–11]. Specially, let XT = X, then a reﬂexive matrix X is called a
generalized bisymmetric matrix, which has been studied in [12,13]. Moreover, let P = Q = Jn, then a generalized reﬂexive ma-
trix is the well-known centrosymmetric matrix, which has been widely and extensively studied in [14–17].
The generalized coupled Sylvester systems play a fundamental role in the various ﬁelds of engineering theory, particu-
larly in control systems. The numerical solution of the generalized coupled Sylvester systems has been addressed in a large
body of literature. Kagstrom and Westin [18] developed a generalized Schur method by applying the QZ algorithm to solve
(AXB  CYD,EXF  GYH) = (M,N). Ding and Chen [19] presented an iterative least squares solutions of
(AXB  CYD,EXF  GYH) = (M,N) based on a hierarchical identiﬁcation principle [20], in addition, by applying the hierarchical
identiﬁcation principle, Kilicman and Zhouran [21] developed an iterative algorithm for obtaining the weighted least-
squares solution. Recently, some ﬁnite iterative algorithms have also been developed to solve matrix equations. For more
detail, we refer to [22–24,13,25–27,11,28–30]. Wang [31,32] gave the bi (skew) symmetric and centro-symmetric solutions
to the system of quaternion matrix equations A1X = C1, A3XB3 = C3. Wang [33] also solved a system of matrix equations over
arbitrary regular rings with identity. Chang and Wang [34] gave the necessary and sufﬁcient conditions for the existence of
and the expressions for the symmetric solutions of the matrix equations AX + YA = C, AXAT + BYBT = C and (ATXA,BTXB) = (C,D).
Ding and Chen [26] also presented the gradient-based iterative algorithms by applying the gradient search principle and the
hierarchical identiﬁcation principle for the general coupled matrix equations
Pp
j¼1AijXjBij ¼ Mi; i ¼ 1;2; . . . ; p. By extending
the idea of conjugate gradient method, Dehghan and Hajarian [13,25] propose an efﬁcient iterative algorithm to solve the
general coupled matrix equations over generalized bisymmetric matrices and generalized centro-symmetric matrices,
respectively. Dehghan and Hajarian [24] constructed an iterative algorithm to solve the general coupled matrix equations.
Zhou et al. [35] proposed gradient-based iterative algorithms for solving the general coupled matrix equations with
weighted least squares solutions. Wu et al. [36,37] gave the ﬁnite iterative solutions to coupled Sylvester-conjugate matrix
equations. Wu et al. [38] gave the ﬁnite iterative solutions to a class of complex matrix equations with conjugate and trans-
pose of the unknowns. Jonsson and Kagstrom [39] proposed recursive block algorithms for solving the one-sided and coupled
Sylvester matrix equations (AX  YB,DX  YE) = (C,F). Jonsson and Kagstrom [40] also proposed recursive block algorithms
for the two-sided and generalized Sylvester and Lyapunov Matrix Equations. Dehghan and Hajarian [7,8] gave the reﬂexive
and generalized bisymmetric matrices solutions of the generalized coupled Sylvester matrix equations (AY  ZB, -
CY  ZD) = (E,F). Very recently, Dehghan and Hajarian [12] constructed an iterative algorithm to solve the generalized cou-
pled Sylvester matrix equations (AXB + CYD,EXF + GYH) = (M,N) over generalized bisymmetric matrices. However, both the
generalized coupled Sylvester matrix equations (AY  ZB,CY  ZD) = (E,F) over generalized reﬂexive matrices solutions and
the generalized coupled Sylvester matrix equations (AXB  CYD,EXF  GYH) = (M,N) over reﬂexive matrices have not been
solved. In part I, we will present an iterative algorithm for the generalized coupled Sylvester matrix equations (AY  ZB, -
CY  ZD) = (E,F) and its optimal approximation problem over generalized reﬂexive matrices solutions. In part II, the similar
but different iterative algorithm is constructed to solve the generalized coupled Sylvester matrix equations
(AXB  CYD,EXF  GYH) = (M,N) and the optimal approximation problem over reﬂexive matrices.
In Part I of this paper, the following two problems will be considered.
Problem I. Let P 2 Rmm; Q 2 Rnn; M 2 Rss and N 2 Rtt be generalized reﬂection matrices. For given matrices
A 2 Rsm; B 2 Rtn; C 2 Rsm; D 2 Rtn; E 2 Rsn; F 2 Rsn, ﬁnd a pair of matrices Y 2 Rmnr ðP;QÞ; Z 2 Rstr ðM;NÞ such thatAY  ZB ¼ E; CY  ZD ¼ F: ð1ÞProblem II. When Problem I is consistent, let SE denote the set of the generalized reﬂexive solutions of Problem I, i.e.,SE ¼ f½Y ; ZjAY  ZB ¼ E; CY  ZD ¼ F; Y 2 Rmnr ðP;QÞ; Z 2 Rstr ðM;NÞg:
For a given matrix pair ½Y0; Z0 2 Rmnr ðP;QÞ  Rstr ðM;NÞ, ﬁnd ½bY ; bZ  2 SE such thatkbY  Y0k2 þ kbZ  Z0k2 ¼ min½Y ;Z2SEfkY  Y0k2 þ kZ  Z0k2g: ð2Þ
The one-sided and coupled Sylvester matrix equations (1) play a fundamental role in wide applications in several areas,
such as stability theory, control theory. Jonsson and Kagstrom [39] presented some examples to show amotivation for study-
ing Eq. (1). Problem II occurs frequently in experiment design, see for instance [41].
The rest of this part is organized as follows. In Section 2, we will solve Problem I by constructing an iterative algorithm,
i.e., if Problem I is consistent, then for an arbitrary initial matrix pair ½Y1; Z1 2 Rmnr ðP;QÞ  Rstr ðM;NÞ, we can obtain a solu-
tion pair [Y⁄,Z⁄] of Problem I within ﬁnite iterative steps in the absence of round-off errors. Let Y1 = ATK + CTG + PATKQ + PCTGQ
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obtain the least Frobenius norm solutions of Problem I. Then in Section 3, we give the optimal approximate solution pair
of Problem II by ﬁnding the least Frobenius norm generalized reﬂexive solution pair of two corresponding generalized cou-
pled Sylvester matrix equations. In Section 4, several numerical examples are given to illustrate the application of our meth-
od. At last, some conclusions are drawn in Section 5.
2. An iterative algorithm for solving Problem I
In this section, we will ﬁrst introduce an iterative algorithm to solve Problem I, then prove that it is convergent. The we
will give the least-norm generalized reﬂexive solutions of Problem I when an appropriate initial iterative matrix pair is
chosen.
Algorithm 2.1
Step 1: Input matrices A 2 Rsm; B 2 Rtn; C 2 Rsm; D 2 Rtn; E 2 Rsn; F 2 Rsn, and four generalized reﬂection matrices
P 2 Rmm; Q 2 Rnn; M 2 Rss; N 2 Rtt;
Step 2: Choose two arbitrary matrices Y1 2 Rmnr ðP;QÞ; Z1 2 Rstr ðM;NÞ. ComputeR1 ¼
E AY1 þ Z1B 0
0 F  CY1 þ Z1D
 !
;
U1 ¼ 12 A
TðE AY1 þ Z1BÞ þ CTðF  CY1 þ Z1DÞ þ PATðE AY1 þ Z1BÞQ þ PCTðF  CY1 þ Z1DÞQ
h i
;
V1 ¼ 12 ðE AY1 þ Z1BÞB
T  ðF  CY1 þ Z1DÞDT MðE AY1 þ Z1BÞBTN MðF  CY1 þ Z1DÞDTN
h i
; k :¼ 1;Step 3: If R1 = 0, then stop; Else go to step 4;
Step 4: ComputeYkþ1 ¼ Yk þ kRkk
2
kUkk2 þ kVkk2
Uk;
Zkþ1 ¼ Zk þ kRkk
2
kUkk2 þ kVkk2
Vk;
Rkþ1 ¼
E AYkþ1 þ Zkþ1B 0
0 F  CYkþ1 þ Zkþ1D
 
¼ Rk  kRkk
2
kUkk2 þ kVkk2
AUk  VkB 0
0 CUk  VkD
 
;
Ukþ1 ¼12 ½A
TðE AYkþ1 þ Zkþ1BÞ þ CTðF  CYkþ1 þ Zkþ1DÞ þ PATðE AYkþ1 þ Zkþ1BÞQ
þ PCTðF  CYkþ1 þ Zkþ1DÞQ  þ kRkþ1k
2
kRkk2
Uk;
Vkþ1 ¼12 ½ðE AYkþ1 þ Zkþ1BÞB
T  ðF  CYkþ1 þ Zkþ1DÞDT MðE AYkþ1 þ Zkþ1BÞBTN
MðF  CYkþ1 þ Zkþ1DÞDTN þ kRkþ1k
2
kRkk2
Vk;Step 5: If Rk+1 = 0, then stop; Else, let k: = k + 1, go to step 4.
Obviously, it can be seen that Yi;Ui 2 Rmnr ðP;QÞ; Zi;Vi 2 Rstr ðM;NÞ, where i = 1, 2, . . .
Lemma 2.1. For the sequences {Ri}, {Ui} and {Vi} generated by Algorithm 2.1, and sP 2, we havetrðRTi RjÞ ¼ 0; trðUTi Uj þ VTi VjÞ ¼ 0; i; j ¼ 1;2; . . . ; s; i– j: ð3ÞProof. Since tr RTi Rj
 
¼ tr RTj Ri
 
; tr UTi Uj
 
¼ tr UTj Ui
 
and tr VTi Vj
 
¼ tr VTj Vi
 
for all i, j = 1, 2, . . . , s, we only need prove
thattr RTi Rj
 
¼ 0; tr UTi Uj þ VTi Vj
 
¼ 0; 1 6 j < i 6 s: ð4Þ
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Step 1. we will show thattr RTiþ1Ri
 
¼ 0; tr UTiþ1Ui þ VTiþ1Vi
 
¼ 0; i ¼ 1;2; . . . ; s 1: ð5ÞTo prove this conclusion, we also use induction.
For i = 1, by Algorithm 2.1, we have thattr RT2R1
 
¼ tr R1  kR1k
2
kU1k2 þ kV1k2
AU1  V1B 0
0 CU1  V1D
 " #T
R1
0@ 1A
¼ kR1k2  kR1k
2
kU1k2 þ kV1k2
tr
AU1  V1B 0
0 CU1  V1D
 T E AY1 þ Z1B 0
0 F  CY1 þ Z1D
  !
¼ kR1k2  kR1k
2
kU1k2 þ kV1k2
tr ðAU1  V1BÞTðE AY1 þ Z1BÞ þ ðCU1  V1DÞTðF  CY1 þ Z1DÞ
 
¼ kR1k2  kR1k
2
kU1k2 þ kV1k2
trðUT1ATðE AY1 þ Z1BÞ þ UT1CTðF  CY1 þ Z1DÞ  BTVT1ðE AY1 þ Z1BÞ
 DTVT1ðF  CY1 þ Z1DÞÞ
¼ kR1k2  kR1k
2
kU1k2 þ kV1k2
tr UT1
ATðE AY1 þ Z1BÞ þ CTðF  CY1 þ Z1DÞ
2
" 
þ A
TðE AY1 þ Z1BÞ þ CTðF  CY1 þ Z1DÞ
2
þ PA
TðE AY1 þ Z1BÞQ þ PCTðF  CY1 þ Z1DÞQ
2
þ PA
TðE AY1 þ Z1BÞQ þ PCTðF  CY1 þ Z1DÞQ
2
#!
þ VT1
ðE AY1 þ Z1BÞBT  ðF  CY1 þ Z1DÞDT
2
þðE AY1 þ Z1BÞB
T  ðF  CY1 þ Z1DÞDT
2
"
MðE AY1 þ Z1BÞB
TN MðF  CY1 þ Z1DÞDTN
2
þMðE AY1 þ Z1BÞB
TN MðF  CY1 þ Z1DÞDTN
2
#
¼ kR1k2  kR1k
2
kU1k2 þ kV1k2
tr UT1
ATðE AY1 þ Z1BÞ þ CTðF  CY1 þ Z1DÞ
2
" 
þPA
TðE AY1 þ Z1BÞQ þ PCTðF  CY1 þ Z1DÞQ
2
#
þ VT1
ðE AY1 þ Z1BÞBT  ðF  CY1 þ Z1DÞDT
2
þMðE AY1 þ Z1BÞB
TN MðF  CY1 þ Z1DÞDTN
2
" #!
¼ kR1k2  kR1k
2
kU1k2 þ kV1k2
trðUT1U1 þ VT1V1Þ ¼ 0andtr UT2U1
 
þ tr VT2V1
 
¼ tr A
TðEAY2þZ2BÞþCTðFCY2þZ2DÞ
2
þPA
TðEAY2þZ2BÞQ þPCTðFCY2þZ2DÞQ
2
þkR2k
2
kR1k2
U1
" #T
U1
0@ 1A
þ tr ðEAY2þZ2BÞB
T ðFCY2þZ2DÞDT
2
þMðEAY2þZ2BÞB
TNMðFCY2þZ2DÞDTN
2
þkR2k
2
kR1k2
V1
" #T
V1
0@ 1A
¼ tr A
TðEAY2þZ2BÞþCTðFCY2þZ2DÞ
2
þA
TðEAY2þZ2BÞþCTðFCY2þZ2DÞ
2
" 
PA
TðEAY2þZ2BÞQ þPCTðFCY2þZ2DÞ
2
þPA
TðEAY2þZ2BÞQ þPCTðFCY2þZ2DÞ
2
þkR2k
2
kR1k2
U1
#T
U1
1A
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T ðFCY2þZ2DÞDT
2
þðEAY2þZ2BÞB
T ðFCY2þZ2DÞDT
2
" 
MðEAY2þZ2BÞB
TNMðFCY2þZ2DÞDTN
2
þMðEAY2þZ2BÞB
TNMðFCY2þZ2DÞDTN
2
þkR2k
2
kR1k2
V1
#T
V1
1A
¼ tr UT1½ATðEAY2þZ2BÞþCTðFCY2þZ2DÞþVT1½ðEAY2þZ2BÞBT ðFCY2þZ2DÞDT 
 
þkR2k
2
kR1k2
ðkU1k2þkV1k2Þ
¼ trððEAY2þZ2BÞTAU1þðFCY2þZ2DÞTCU1ðEAY2þZ2BÞTV1BðFCY2þZ2DÞTV1DÞþkR2k
2
kR1k2
ðkU1k2þkV1k2Þ
¼ tr ðEAY2þZ2BÞ
T 0
0 ðFCY2þZ2DÞT
 !
AU1V1B 0
0 CU1V1D
  !
þkR2k
2
kR1k2
ðkU1k2þkV1k2Þ
¼kU1k
2þkV1k2
kR1k2
tr RT2ðR1R2Þ
 
þkR2k
2
kR1k2
ðkU1k2þkV1k2Þ¼0:Assume (5) holds for i = k  1, i.e., tr RTkRk1
 
¼ 0; tr UTkUk1 þ VTkVk1
 
¼ 0. When i = k, we have thattr RTkþ1Rk
 
¼ kRkk2  kRkk
2
kUkk2 þ kVkk2
tr
AUk  VkB 0
0 CUk  VkD
 T E AYk þ ZkB 0
0 F  CYk þ ZkD
  !
¼ kRkk2  kRkk
2
kUkk2 þ kVkk2
tr UTkA
TðE AYk þ ZkBÞ þ UTkCTðF  CYk þ ZkDÞ  BTVTkðE AYk þ ZkBÞ

DTVTkðF  CYk þ ZkDÞ

¼ kRkk2  kRkk
2
kUkk2 þ kVkk2
tr UTk
ATðE AYk þ ZkBÞ þ CTðF  CYk þ ZkDÞ
2
" 
þ PA
TðE AYk þ ZkBÞQ þ PCTðF  CYk þ ZkDÞQ
2
#
þ VTk
ðE AYk þ ZkBÞBT  ðF  CYk þ ZkDÞDT
2
þMðE AYk þ ZkBÞB
TN MðF  CYk þ ZkDÞDTN
2
" #!
¼ kRkk2  kRkk
2
kUkk2 þ kVkk2
tr UTk Uk 
kRkk2
kRk1k2
Uk1
 !
þ VTk Vk 
kRkk2
kRk1k2
Vk1
 ! !
¼ kRkk2  kRkk
2
kUkk2 þ kVkk2
tr UTkUk þ VTkVk
 
þ kRkk
4
ðkUkk2 þ kVkk2ÞkRk1k2
tr UTkUk1 þ VTkVk1
 
¼ 0andtr UTkþ1Uk
 
þ tr VTkþ1Vk
 
¼ tr UTk ½ATðE AYkþ1 þ Zkþ1BÞ þ CTðF  CYkþ1 þ Zkþ1DÞ
 
þ VTk ½ðE AYkþ1 þ Zkþ1BÞBT
 ðF  CYkþ1 þ Zkþ1DÞDT  þ kRkþ1k
2
kRkk2
ðkVkk2 þ kUkk2Þ
¼ tr ðE AYkþ1 þ Zkþ1BÞTAUk þ ðF  CYkþ1 þ Zkþ1DÞTCUk  ðE AYkþ1 þ Zkþ1BÞTVkB

 ðF  CYkþ1 þ Zkþ1DÞTVkD

þ kRkþ1k
2
kRkk2
ðkVkk2 þ kUkk2Þ
¼ tr ðE AYkþ1 þ Zkþ1BÞ
T 0
0 ðF  CYkþ1 þ Zkþ1DÞT
 !
AUk  VkB 0
0 CUk  VkD
  !
 kRkþ1k
2
kRkk2
kVkk2 þ kUkk2
 
¼ kUkk
2 þ kVkk2
kRkk2
tr RTkþ1ðRk  Rkþ1Þ þ
kRkþ1k2
kRkk2
ðkVkk2 þ kUkk2Þ
 !
¼0:
Hence, (5) holds for i = k. Therefore, (5) holds by the principle of induction.
Step 2. We show thattr RTiþ1Rj
 
¼ 0; tr UTiþ1Uj þ VTiþ1Vj
 
¼ 0; j ¼ 1;2; . . . ; i; 8iP 1: ð6Þ
When i = 1, (6) holds.   
Assume that tr RTi Rj ¼ 0; tr UTi Uj þ VTi Vj ¼ 0; j ¼ 1;2; . . . ; s 1; 8sP 2, then we show that
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 
¼ 0; tr UTiþ1Uj þ VTiþ1Vj
 
¼ 0; j ¼ 1;2; . . . ; s:In fact, we have thattr RTiþ1Rj
 
¼ tr Ri kRik
2
kUik2þkVik2
AUiViB 0
0 CUiViD
 " #T
Rj
0@ 1A
¼ tr RTi Rj
 
 kRik
2
kUik2þkVik2
tr
AUiViB 0
0 CUiViD
 T EAYjþZjB 0
0 FCYjþZjD
  !
¼  kRik
2
kUik2þkVik2
trðUTi ATðEAYjþZjBÞþUTi CTðFCYjþZjDÞBTVTi ðEAYjþZjBÞDTVTi ðFCYjþZjDÞÞ
¼  kRik
2
kUik2þkVik2
tr UTi
ATðEAYjþZjBÞþCTðFCYjþZjDÞ
2
þPA
TðEAYjþZjBÞQ þPCTðFCYjþZjDÞQ
2
" # 
þVTi
ðEAYjþZjBÞBT ðFCYjþZjDÞDT
2
þMðEAYjþZjBÞB
TNMðFCYjþZjDÞDTN
2
" #!
¼ kRik
2
kUik2þkVik2
tr UTi ðUj
kRjk2
kRj1k2
Uj1ÞþVTi Vj
kRjk2
kRj1k2
Vj1
 ! !
¼ kRik
2
kUik2þkVik2
tr UTi Uj
 
þ tr VTi Vj
  
þ kRik
2kRjk2
ðkUik2þkViÞk2kRj1k2
tr UTi Uj1
 
þ tr VTi Vj1
  
¼0:From the above results, we have tr RTiþ1Rjþ1
 
¼ 0; j ¼ 1;2; . . . ; s 1, andtr UTiþ1Uj
 
þ tr VTiþ1Vj
 
¼ tr A
TðE AYiþ1 þ Ziþ1BÞ þ CTðF  CYiþ1 þ Ziþ1DÞ
2
" 
þ PA
TðE AYiþ1 þ Ziþ1BÞQ þ PCTðF  CYiþ1 þ Ziþ1DÞQ
2
þ kRiþ1k
2
kRik2
Ui
#T
Uj
1A
þ tr ðE AYiþ1 þ Ziþ1BÞB
T  ðF  CYiþ1 þ Ziþ1DÞDT
2
" 
þ MðE AYiþ1 þ Ziþ1BÞB
TN MðF  CYiþ1 þ Ziþ1DÞDTN
2
þ kRiþ1k
2
kRik2
Vi
#T
Vj
1A
¼ tr UTj ½ATðE AYiþ1 þ Ziþ1BÞ þ CTðF  CYiþ1 þ Ziþ1DÞ þ VTj ½ðE AYiþ1 þ Ziþ1BÞBT

 ðF  CYiþ1 þ Ziþ1DÞDT 

þ kRiþ1k
2
kRik2
tr UTi Uj
 
þ tr VTi Vj
 h i
¼ trððE AYiþ1 þ Ziþ1BÞTAUj þ ðF  CYiþ1 þ Ziþ1DÞTCUj  ðE AYiþ1 þ Ziþ1BÞTVjB
 ðF  CYiþ1 þ Ziþ1DÞTVjDÞ þ kRiþ1k
2
kRik2
trðUTi UjÞ þ trðVTi VjÞ
 
¼ tr ðE AYiþ1 þ Ziþ1BÞ
T 0
0 ðF  CYiþ1 þ Ziþ1DÞT
 !
AUj  VjB 0
0 CUj  VjD
 ! !
þ kRiþ1k
2
kRik2
tr UTi Uj
 
þ tr VTi Vj
  
¼ kUjk
2 þ kVjk2
kRjk2
tr RTiþ1ðRj  Rjþ1Þ
 
þ kRiþ1k
2
kRik2
tr UTj Ui
 
þ tr VTj Vi
  
¼ 0:By the principle of induction, (6) holds.
Noting that (4) is implied in steps 1 and 2 by the principle of induction. This completes the proof. h
G.-X. Huang et al. / Applied Mathematical Modelling 36 (2012) 1589–1603 1595Lemma 2.2. Suppose [Y⁄, Z⁄] is an arbitrary solution pair of problem I, then for any initial generalize reﬂexive matrix pair [Y1,Z1],
we havetr ðY  YiÞTUi þ ðZ  ZiÞTVi
 
¼ kRik2; k ¼ 1;2; . . . ; ð7Þwhere the sequences {Yi}, {Zi}, {Ui}, {Vi} and {Ri} are generated by Algorithm 2.1.Proof. We proof the conclusion by induction.
For i = 1, we have thattr ðY  Y1ÞTU1 þ ðZ  Z1ÞTV1
 
¼ tr ðY  Y1ÞT A
TðE AY1 þ Z1BÞ þ CTðF  CY1 þ Z1DÞ
2
þ PA
TðE AY1 þ Z1BÞQ þ PCTðF  CY1 þ Z1DÞQ
2
" # 
þðZ  Z1ÞT ðE AY1 þ Z1BÞB
T  ðF  CY1 þ Z1DÞDT
2
þMðE AY1 þ Z1BÞB
TN MðF  CY1 þ Z1DÞDTN
2
" #!
¼ tr ðY  Y1ÞT A
TðE AY1 þ Z1BÞ þ CTðF  CY1 þ Z1DÞ
2
þ A
TðE AY1 þ Z1BÞ þ CTðF  CY1 þ Z1DÞ
2
" 
 PA
TðE AY1 þ Z1BÞQ þ PCTðF  CY1 þ Z1DÞQ
2
þ PA
TðE AY1 þ Z1BÞQ þ PCTðF  CY1 þ Z1DÞQ
2
#
þ ðZ  Z1ÞT ðE AY1 þ Z1BÞB
T  ðF  CY1 þ Z1DÞDT
2
þðE AY1 þ Z1BÞB
T  ðF  CY1 þ Z1DÞDT
2
"
MðE AY1 þ Z1BÞB
TN MðF  CY1 þ Z1DÞDTN
2
þMðE AY1 þ Z1BÞB
TN MðF  CY1 þ Z1DÞDTN
2
#!
¼ trððY  Y1ÞT ½ATðE AY1 þ Z1BÞ þ CTðF  CY1 þ Z1DÞ þ ðZ  Z1ÞT ½ðE AY1 þ Z1BÞBT  ðF  CY1 þ Z1DÞDT Þ
¼ trððE AY1 þ Z1BÞTAðY  Y1Þ þ ðF  CY1 þ Z1DÞTCðY  Y1Þ  ðE AY1 þ Z1BÞTðZ  Z1ÞB
 ðE AY1 þ Z1BÞTðZ  Z1ÞDÞ
¼ tr ðE AY1 þ Z1BÞ
T 0
0 ðF  CY1 þ Z1DÞT
 !
 AðY
  Y1Þ  ðZ  Z1ÞB 0
0 CðY  Y1Þ  ðZ  Z1ÞD
  !
¼ tr E AY1 þ Z1B 0
0 F  CY1 þ Z1D
 T E AY1 þ Z1B 0
0 F  CY1 þ Z1D
  !
¼ kR1k2:Assume (7) holds for i = k. When i = k + 1, by Algorithm 2.1, we have thattrððY  Ykþ1ÞTUkþ1 þ ðZ  Zkþ1ÞTVkþ1Þ
¼ tr ðY  Ykþ1ÞT A
TðE AYkþ1 þ Zkþ1BÞ þ CTðF  CYkþ1 þ Zkþ1DÞ
2
" 
þ PA
TðE AYkþ1 þ Zkþ1BÞQ þ PCTðF  CYkþ1 þ Zkþ1DÞQ
2
þ kRkþ1k
2
kRkk2
Uk
#
þ ðZ  Zkþ1ÞT ðE AYkþ1 þ Zkþ1BÞB
T  ðF  CYkþ1 þ Zkþ1DÞDT
2
"
þMðE AYkþ1 þ Zkþ1BÞB
TN MðF  CYkþ1 þ Zkþ1DÞDTN
2
þ kRkþ1k
2
kRkk2
Vk
#!
¼ tr ðE AYkþ1 þ Zkþ1BÞ
T 0
0 ðF  CYkþ1 þ Zkþ1DÞT
 !
AðY  Ykþ1Þ  ðZ  Zkþ1ÞB 0
0 CðY  Ykþ1Þ  ðZ  Zkþ1ÞD
  !
þ kRkþ1k
2
kRkk2
trððY  Ykþ1ÞTUk þ ðZ  Zkþ1ÞTVkÞ
¼ kRkþ1k2 þ kRkþ1k
2
kRkk2
trððY  YkÞTUk þ ðZ  ZkÞTVkÞ  kRkþ1k
2
kUkk2 þ kVkk2
tr UTkUk þ VTkVk
 
¼ kRkþ1k2:Therefore, (7) holds for i = k + 1. Thus (7) holds by the principal of induction. This complete the proof. h
1596 G.-X. Huang et al. / Applied Mathematical Modelling 36 (2012) 1589–1603Theorem 2.1. Suppose that Problem I is consistent, then for an arbitrary initial matrix pair ½Y1; Z1 2 Rmnr ðP;QÞ  Rstr ðM;NÞ, a
generalized reﬂexive solution pair of Problem I can be obtained with ﬁnite iteration steps in the absence of round-off errors.Proof. If Ri– 0, i = 1, 2, . . . , 4sn, by Lemma 2.2 we have Ui– 0, Vi– 0, i = 1, 2, . . . , 4sn, then we can compute [Y4sn+1,Z4sn+1] by
Algorithm 2.1.
By Lemma 2.1, we havetr RT4snþ1Ri
 
¼ 0; i ¼ 1;2; . . . ;4snandtr RTi Rj
 
¼ 0; i; j ¼ 1;2; . . . ;4sn; i– j:It can be seen that the set of R1, R2, . . . , R4sn is an orthogonal basis of the matrix subspaceS ¼ LjL ¼ L1 0
0 L2
 
; L1; L2 2 Rsn
 	
;which implies that R4sn+1 = 0, i.e., ½Y4snþ1; Z4snþ1 2 Rmnr ðP;QÞ  Rstr ðM;NÞ is a solution pair of Problem I. This completes the
proof. h
To show the least Frobenius norm generalized reﬂexive solutions of Problem I, we ﬁrst introduce the following result.
Lemma 2.3. See [42], Lemma 2.4Suppose that the consistent system of linear equations Ax = b has a solution x⁄ 2 R(AT), then x⁄ is
a unique least Frobenius norm solution of the system of linear equation.
By Lemma 2.3, the following result can be obtained.
Theorem 2.2. Suppose that Problem I is consistent. If we choose the initial iterative matrices Y1 = ATK + CTG + PATKQ + PCTGQ and
Z1 = KBT  GDT MKBTN MGDTN, where K;G 2 Rsn are arbitrary matrices, especially, Y1 ¼ 0 2 RmnðP;QÞ and
Z1 ¼ 0 2 RstðM;NÞ, then the solution pair [Y⁄, Z⁄] generated by Algorithm 2.1 is the unique least Frobenius norm generalized
reﬂexive solutions of Problem I.Proof. We know the solvability of linear matrix equations (1) over generalized reﬂexive matrices is equivalent to the follow-
ing matrix equations:AY  ZB ¼ E;
CY  ZD ¼ F;
APYQ MZNB ¼ E;
CPYQ MZND ¼ F:
8>><>>: ð8Þ
Then the system of matrix equations (8) is equivalent toIn  A BT  Is
In  C DT  Is
Q  AP BTN M
Q  CP DTN M
0BBB@
1CCCA vecðYÞvecðZÞ
 
¼
vecðEÞ
vecðFÞ
vecðEÞ
vecðFÞ
0BBB@
1CCCA: ð9ÞLet Y1 = ATK + CTG + PATKQ + PCTGQ and Z1 = KBT  GDT MKBTN MGDTN, where K;G 2 Rsn are arbitrary matrices, thenvecðY1Þ
vecðZ1Þ
 
¼ vecðA
TK þ CTGþ PATKQ þ PCTGQÞ
vecðKBT  GDT MKBTN MGDTNÞ
 !
¼ In  A
T In  CT Q  PAT Q  PCT
B Is D Is NBM NDM
 ! vecðKÞ
vecðGÞ
vecðKÞ
vecðGÞ
0BBB@
1CCCA
¼
In  A BT  Is
In  C DT  Is
Q  AP BTN M
Q  CP DTN M
0BBB@
1CCCA
T vecðKÞ
vecðGÞ
vecðKÞ
vecðGÞ
0BBB@
1CCCA 2 R
In  A BT  Is
In  C DT  Is
Q  AP BTN M
Q  CP DTN M
0BBB@
1CCCA
T0BBBB@
1CCCCA:Furthermore, we can see that all Yk, Zk generated by Algorithm 2.1 satisfy
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vecðZkÞ
 
2 R
In  A BT  Is
In  C DT  Is
Q  AP BTN M
Q  CP DTN M
0BBB@
1CCCA
T0BBBB@
1CCCCA;by Lemma 2.3 we know that [Y⁄,Z⁄] is the least Frobenius norm generalized reﬂexive solution pair of the system of linear
equations (9). Since vector operator is isomorphic, [Y⁄,Z⁄] is the unique least Frobenius norm generalized reﬂexive solution
pair of the system of matrix equations (8), then [Y⁄,Z⁄] is the unique least Frobenius norm generalized reﬂexive solution pair
of Problem I. h3. The solution of Problem II
In this section, we will show that the optimal approximate solutions of Problem II for a given generalized reﬂexive matrix
pair can be derived by ﬁnding the least Frobenius norm generalized reﬂexive solutions of two corresponding matrix
equations.
When Problem I is consistent, the set of generalized reﬂexive solutions of Problem I denoted by SE is no empty. For a given
matrix pair ½Y0; Z0 2 Rmnr ðP;QÞ  Rstr ðM;NÞ, we haveAY  ZB ¼ E
CY  ZD ¼ F

() AðY  Y0Þ  ðZ  Z0ÞB ¼ E AY0 þ Z0B;
CðY  Y0Þ  ðZ  Z0ÞD ¼ F  CY0 þ Z0D:

ð10ÞSet eY ¼ Y  Y0; eZ ¼ Z  Z0; eE ¼ E AY0 þ Z0B; eF ¼ F  CY0 þ Z0D, then Problem II is equivalent to that of ﬁnding the least
Frobenius norm generalized reﬂexive solutions pair eY  and eZ of the matrix equationsAeY  eZB ¼ eE;
CeY  eZD ¼ eF :
(
ð11ÞBy using Algorithm 2.1, let initially iterative matrix eY 1 ¼ ATK þ CTGþ PATKQ þ PCTGQ and Z1 = KBT  GDT MKBTN
MGDTN, or more especially, let eY 1 ¼ 0 2 Rmnr ðP;QÞ and eZ1 ¼ 0 2 Rstr ðM;NÞ, then we can get the least Frobenius norm gen-
eralized reﬂexive solution pair ½eY ; eZ of (11). Thus the generalized reﬂexive solution pair of the Problem II can be repre-
sented as ½bY ; bZ  ¼ ½eY  þ Y0; eZ þ Z0.
4. Examples for the iterative algorithm
In this section, we will show several numerical examples to illustrate our results. All the tests are performed by
MATLAB 7.8.
Example 4.1. Consider the generalized reﬂexive solutions of Eq. (1), whereA ¼
58 8 10 9 12
29 46 48 18 12
20 34 66 8 9
38 16 8 47 24
79 13 57 6 8
13 5 10 27 76
0BBBBBB@
1CCCCCCA; B ¼
17 23 15 28
16 39 47 26
17 58 19 10
26 49 52 37
32 42 64 36
0BBBB@
1CCCCA;
C ¼
12 28 9 47 15
29 39 38 5 22
19 28 38 9 34
28 12 10 26 17
14 26 23 14 28
25 12 37 18 24
0BBBBBBBB@
1CCCCCCCCA
; D ¼
27 28 18 14
68 58 28 46
10 36 54 48
12 13 47 58
44 45 58 59
0BBBBBB@
1CCCCCCA;
E ¼
943 610 324 135
484 419 111 676
1342 186 173 1209
267 388 272 203
187 273 1427 255
138 276 52 532
0BBBBBBBB@
1CCCCCCCCA
; F ¼
1146 827 1128 342
320 588 92 28
637 903 177 1139
931 690 1335 607
679 43 813 1074
580 1401 970 413
0BBBBBBBB@
1CCCCCCCCA
:
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0 0 0 0 1
0 0 0 1 0
0 0 1 0 0
0 1 0 0 0
1 0 0 0 0
0BBBBBB@
1CCCCCCA; Q ¼
0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0
0BBB@
1CCCA;
M ¼
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0BBBBBBBB@
1CCCCCCCCA
; N ¼
0 0 0 1 0
0 0 0 0 1
0 0 1 0 0
1 0 0 0 0
0 1 0 0 0
0BBBBBB@
1CCCCCCA
be generalized reﬂection matrices.
We will ﬁnd the generalized reﬂexive solutions of the matrix equations AY  ZB = E, CY  ZD = F by using Algorithm 2.1. It
can be veriﬁed that the matrix equations are consistent over generalized reﬂexive matrices as follows:Y ¼
7 8 5 9
3 1 7 19
14 2 14 2
7 19 3 1
5 9 7 8
0BBBBBB@
1CCCCCCA 2 R
54
r ðP;QÞ; Z ¼
6 7 0 6 7
3 3 6 3 3
9 7 8 9 7
0 9 0 0 9
5 6 0 5 6
9 2 6 9 2
0BBBBBBBB@
1CCCCCCCCA
2 R65r ðM;NÞ:Because of the inﬂuence of the error of calculation, the residual Rk is usually unequal to zero in the process of the iteration,
where k = 1, 2, . . . For any chosen positive number e, however small enough, e.g., e = 1.0000e  010, whenever kRkk < e, stop
the iteration, Yk and Zk are regarded to be generalized reﬂexive solutions of the matrix equations AY  ZB = E,CY  ZD = F.
Choose an initial iteration matrix pair ½Y1; Z1 2 R54r ðP;QÞ  R65r ðM;NÞ, such asY1 ¼
11 11 2 9
15 2 21 0
7 9 7 9
21 0 15 2
2 9 11 11
0BBBBBBB@
1CCCCCCCA; Z1 ¼
4 2 0 4 2
4 5 12 4 5
2 3 0 2 3
2 7 0 2 7
3 3 0 3 3
2 8 8 2 8
0BBBBBBBBBB@
1CCCCCCCCCCA
;by Algorithm 2.1, we haveY31 ¼
7:0000 8:0000 5:0000 9:0000
3:0000 1:0000 7:0000 19:0000
14:0000 2:0000 14:0000 2:0000
7:0000 19:0000 3:0000 1:0000
5:0000 9:0000 7:0000 8:0000
0BBBBBBB@
1CCCCCCCA;
Z31 ¼
6:0000 7:0000 0:0000 6:0000 7:0000
3:0000 3:0000 6:0000 3:0000 3:0000
9:0000 7:0000 8:0000 9:0000 7:0000
0:0000 9:0000 0:0000 0:0000 9:0000
5:0000 6:0000 0:0000 5:0000 6:0000
9:0000 2:0000 6:000 9:0000 2:0000
0BBBBBBBBBB@
1CCCCCCCCCCA
;
kR31k ¼ 9:8067e 011 < e:
The relative error of the solutions and the residual are shown in Fig. 1, where the relative error REk ¼ kYkYkþkZkZkkYkþkZk and the
residual Rk = kRkk.
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Fig. 1. The relative error of the solutions and the residual for Example 4.1 with Y1 – 0; Z1 – 0.
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0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0BBBBBB@
1CCCCCCA; Z1 ¼
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0BBBBBBBB@
1CCCCCCCCA
;by Algorithm 2.1, we haveY32 ¼
7:0000 8:0000 5:0000 9:0000
3:0000 1:0000 7:0000 19:0000
14:0000 2:0000 14:0000 2:0000
7:0000 19:0000 3:0000 1:0000
5:0000 9:0000 7:0000 8:0000
0BBBBBB@
1CCCCCCA;
Z32 ¼
6:0000 7:0000 0:0000 6:0000 7:0000
3:0000 3:0000 6:0000 3:0000 3:0000
9:0000 7:0000 8:0000 9:0000 7:0000
0:0000 9:0000 0:0000 0:0000 9:0000
5:0000 6:0000 0:0000 5:0000 6:0000
9:0000 2:0000 6:0000 9:0000 2:0000
0BBBBBBBB@
1CCCCCCCCA
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Fig. 2. The relative error of the solutions and the residual for Example 4.1 with Y1 = 0, Z1 = 0.
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The relative error of the solutions and the residual are shown in Fig. 2.
Example 4.2. Consider the least-norm generalized reﬂexive solutions of the matrix equations in Example 4.1. LetK ¼
22 0 3 14
3 41 5 8
14 14 6 8
3 6 0 4
6 3 3 4
0 2 1 4
0BBBBBBBB@
1CCCCCCCCA
; G ¼
2 2 0 3
0 5 1 4
2 6 7 5
4 2 5 6
12 3 4 3
14 6 16 4
0BBBBBBBB@
1CCCCCCCCA
andY1 ¼ ATK þ CTGþ PATKQ þ PCTGQ ; Z1 ¼ KBT  GDT MKBTN MGDTN:
By using Algorithm 2.1, we haveY32 ¼
7:0000 8:0000 5:0000 9:0000
3:0000 1:0000 7:0000 19:0000
14:0000 2:0000 14:0000 2:0000
7:0000 19:0000 3:0000 1:0000
5:0000 9:0000 7:0000 8:0000
0BBBBBB@
1CCCCCCA;
Z32 ¼
6:0000 7:0000 0:0000 6:0000 7:0000
3:0000 3:0000 6:0000 3:0000 3:0000
9:0000 7:0000 8:0000 9:0000 7:0000
0:0000 9:0000 0:0000 0:0000 9:0000
5:0000 6:0000 0:0000 5:0000 6:0000
9:0000 2:0000 6:0000 9:0000 2:0000
0BBBBBBBB@
1CCCCCCCCA
;
kR32k ¼ 8:3193e 011 < e:
So we obtain the least-norm generalized reﬂexive solutions of the matrix equations AY  ZB = E, CY  ZD = F as followsY ¼
7:0000 8:0000 5:0000 9:0000
3:0000 1:0000 7:0000 19:0000
14:0000 2:0000 14:0000 2:0000
7:0000 19:0000 3:0000 1:0000
5:0000 9:0000 7:0000 8:0000
0BBBBBB@
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Fig. 3. The relative error of the solutions and the residual for Example 4.2.
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6:0000 7:0000 0:0000 6:0000 7:0000
3:0000 3:0000 6:0000 3:0000 3:0000
9:0000 7:0000 8:0000 9:0000 7:0000
0:0000 9:0000 0:0000 0:0000 9:0000
5:0000 6:0000 0:0000 5:0000 6:0000
9:0000 2:0000 6:0000 9:0000 2:0000
0BBBBBBBB@
1CCCCCCCCA
:The relative error of the solutions and the residual are shown in Fig. 3.
Example 4.3. Let SE denote the set of all generalized reﬂexive solutions of the matrix equations in Example 4.1. For a given
matrix pairY0 ¼
2 3 3 3
4 0 3 2
2 4 2 4
3 2 4 0
3 3 2 3
0BBBBBB@
1CCCCCCA 2 R
54
r ðP;QÞ; Z0 ¼
7 5 0 7 5
2 3 4 2 3
10 4 0 10 4
8 6 0 8 6
5 3 0 5 3
5 2 8 5 2
0BBBBBBBB@
1CCCCCCCCA
2 R65r ðM;NÞ;we will ﬁnd ½bY ; bZ  2 SE, such that
kbY  Y0k2 þ kbZ  Z0k2 ¼ min½Y;Z2SE kY  Y0k2 þ kZ  Z0k2
n o
;i.e., ﬁnd the optimal approximate generalized reﬂexive solution pair in SE to the matrix pair [Y0,Z0] in Frobenius norm. LeteY ¼ Y  Y0; eZ ¼ Z  Z0; eE ¼ E AY0 þ Z0B; eF ¼ F  CY0 þ Z0D, by the method mentioned in Section 3, we can obtain the
least-norm generalized reﬂexive solution pair ½eY ; eZ of the matrix equations AeY  eZB ¼ eE;CeY  eZD ¼ eF by choosing the ini-
tial iteration matrices eY 1 ¼ ATK þ CTGþ PATKQ þ PCTGQ and eZ1 ¼ KBT  GDT MKBTN MGDTN, then by Algorithm 2.1 we
have thateY  ¼ eY 33 ¼
9:0000 5:0000 8:0000 6:0000
1:0000 1:0000 4:0000 17:0000
12:0000 2:0000 12:0000 1:0000
4:0000 17:0000 1:0000 1:0000
8:0000 6:0000 9:0000 5:0000
0BBBBBB@
1CCCCCCA;
eZ ¼ eZ33 ¼
1:0000 2:0000 0:0000 1:0000 2:0000
5:0000 0:0000 10:0000 5:0000 0:0000
1:0000 3:0000 8:0000 1:0000 3:0000
8:0000 15:0000 0:0000 8:0000 15:0000
0:0000 3:0000 0:0000 0:0000 3:0000
14:0000 4:0000 2:0000 14:0000 4:0000
0BBBBBBBB@
1CCCCCCCCA
;
kR33k ¼ 5:9616e 012 < e ¼ 1:0000e 010
andbY ¼ eY 20 þ Y0 ¼
7:0000 8:0000 5:0000 9:0000
3:0000 1:0000 7:0000 19:0000
14:0000 2:0000 14:0000 2:0000
7:0000 19:0000 3:0000 1:0000
5:0000 9:0000 7:0000 8:0000
0BBBBBB@
1CCCCCCA;
bZ ¼ eZ20 þ Z0 ¼
6:0000 7:0000 0:0000 6:0000 7:0000
3:0000 3:0000 6:0000 3:0000 3:0000
9:0000 7:0000 8:0000 9:0000 7:0000
0:0000 9:0000 0:0000 0:0000 9:0000
5:0000 6:0000 0:0000 5:0000 6:0000
9:0000 2:0000 6:0000 9:0000 2:0000
0BBBBBBBB@
1CCCCCCCCA
:
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Fig. 4. The relative error of the solutions and the residual for Example 4.3.
1602 G.-X. Huang et al. / Applied Mathematical Modelling 36 (2012) 1589–1603The relative error of the solutions and the residual are shown in Fig. 4, where the relative error REk ¼ keY kþY0YkþkeZkþZ0ZkkXkþkYk and
the residual Rk = kRkk.5. Conclusions
The iterative algorithm becomes an important way to solve the generalized coupled Sylvester systems. In this two-part
article, ﬁnite iterative algorithms are presented for solving one-sided (or two-sided) and generalized coupled Sylvester ma-
trix equations and the corresponding optimal approximation problem over generalized reﬂexive solutions (or reﬂexive solu-
tions). In part I, an efﬁcient iterative algorithm is presented to solve the generalized coupled Sylvester matrix equations
AY  ZB = E, CY  ZD = F over generalized reﬂexive matrix pair ½Y; Z 2 Rmnr ðP;QÞ  Rstr ðM;NÞ. When the matrix equations
AY  ZB = E, CY  ZD = F are consistent over generalized reﬂexive matrices Y and Z, for any generalized reﬂexive initial iter-
ative matrix pair ½Y1; Z1 2 Rmnr ðP;QÞ  Rstr ðM;NÞ, the generalized reﬂexive solutions can be obtained by the iterative algo-
rithm within ﬁnite iterative steps in the absence of round-off errors. Let initial matrices Y1 = ATK + CTG + PATKQ + PCTGQ and
Z1 = KBT  GDT MKBTN MGDTN, where k;G 2 Rsn are arbitrary matrices, especially, let Y1 ¼ 0 2 Rmnr ðP;QÞ and
Z1 ¼ 0 2 Rstr ðM;NÞ, the unique least-norm generalized reﬂexive solutions of the matrix equations can be derived. Further-
more, the optimal approximate solutions of AY  ZB = E, CY  ZD = F for a given generalized reﬂexive matrix pair
½Y0; Z0 2 Rmnr ðP;QÞ  Rstr ðM;NÞ can be derived by ﬁnding the least-norm generalized reﬂexive solutions of two new corre-
sponding matrix equations. Finally, several numerical examples are given to illustrate that our iterative algorithm is quite
effective.
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