INTRODUCTION
Transportation planners are intimidated by the lack of data whenever they embark on a project involving freight movement -whether on a national, statewide or regional scale. Statewide freight planning is undertaken by Departments of Transportation (DOTs) and research organizations at different levels of accuracy and levels of disaggregation based on the research objectives and funds allocated for the project. There is literature on data requirements and data available for freight planning. A National Cooperative Highway Research Program (NCHRP) report on requirements of freight data for transportation planning (Roger Creighton Associates and R.L. Banks & Associates 1977) presents a catalog of freight data sources for use by state and regional planners. This manual is outdated, as there are many additions and alterations in the data sources. Similarly, the Directory of Transportation Data Sources (Bureau of Transportation Statistics 1995) is also now obsolete, as there are many additions and alterations to its list of data sources.
The Federal Highway Administration (FHWA) has acknowledged the importance of freight modeling and has a website dedicated to improving freight models (U. The Transportation Research Board (TRB) conducted a study to gain insight into various freight data needed by different users for freight planning, as well as to identify different freight data providers (Donnelly 2003) . This study identifies different attributes of freight movement that are part of freight data, namely origin and destination, commodity characteristics, modes of movement, routing and vehicle configuration. This report, published by TRB, identifies the CFS and the Transearch database from Global Insight (2006) as the most comprehensive freight flow data in the country. This report also points out that these databases have their own deficiencies. FAF overcomes some of the deficiencies of the CFS data by incorporating CFS "out of scope data,"
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comprised of goods generated from imports, publishing, farms, construction, logging services and fisheries.
This paper outlines a methodology to model statewide freight flow using publicly available data, which are freely downloadable from websites hosted by federal and state entities. This methodology, along with these databases, can be successfully used to estimate a truck origin-destination (OD) matrix disaggregated to transportation analysis zone (TAZ) levels, which are counties in this project.
Most freight models lack logistics aspects (De Jong and Ben-Akiva 2007) . In the absence of detailed survey data of warehouse locations and distribution centers, truck count data from the state DOT and the matrix estimation method are used to introduce distribution legs in the OD pairs. This methodology, even with its shortcomings, produces a fairly good statewide freight model and is used to assess economic impacts of infrastructure investment in the state and various other facility location studies associated with freight movement.
In this statewide freight planning project, agricultural goods and commodities other than agriculture, 1 consisting of manufactured goods and mining products, are modeled separately. The data for the manufactured goods are obtained from the second generation freight analysis framework (FAF 2 ) data, developed by the FHWA. The OD data, obtained from FAF 2 , has origins and destinations as states and sub-state regions.
2 This OD data are disaggregated to the TAZ level using population and employment information available from County Business Patterns (CBP) data, which is developed by the U.S. Census Bureau (2007a) , and commodity by industry inputoutput (I-O) tables, which are developed by Bureau of Economic Analysis (2006) . The national I-O table is scaled down to the state level using the location quotient and is explained in detail later in this paper. In some statewide freight models, as in the Montana highway reconfiguration study, disaggregation of OD data is done using Implan Professional software (Minnesota Implan Group 2007) . In the modeling framework discussed in this paper, no such professional software is used for disaggregation.
Some of the tasks undertaken in this project include:
• Identify sources of manufactured freight movement data, as well as data required for disaggregating flows in the public domain.
• Combine data from heterogeneous sources, such as public domain data and local survey results.
• Develop a methodology to subdivide the statewide freight model into commodity-based sub-models for analytical purposes and finally merge them into one. The CFS does not provide any information about crop movement from fields to elevators. States like North Dakota, where agricultural production dominate the state economy, trucks hauling crops from fields to elevators account for a big share of freight movement in the state. In this project, data for agricultural freight are developed from satellite imagery of crop data layers (Mitra et al. 2007 ). This paper does not discuss the methodology for modeling agricultural freight; it only outlines the method for modeling manufactured goods.
DATA SOURCES
In this project, the main source of data is the second generation Freight Analysis Framework data (FAF 2 ), developed by the FHWA in cooperation with the Bureau of Transportation Statistics through Oak Ridge National Laboratory and MacrosSys Research and Technology (U.S. Department of Transportation 2007a). The commodity flow data available from FAF 2 are comprised of four dimensions: origin, destination, commodity and mode of transportation. The FAF 2 data, like the CFS data, have 114 regions, 17 international gateways and seven international regions. These data have 43 two-digit standard classifications of transported goods (SCTG) classes of goods and seven modes of transport. This OD database has three categories of data, namely the CFS within scope data, auxiliary data and CFS "out-of-scope" data. (Bureau of Transportation Statistics 2007) , are used in a log-linear model to fill in the voids of the CFS data. Certain classes of commodities are totally absent in the CFS database; some are partially absent, whereas some are in part of the supply chain. Class of commodities that are missing in the CFS data, but included in the FAF database, are farm-based products, fisheries, crude petroleum, natural gas, municipal solid waste, logging, construction, publishing, retail, imports, petroleum products, exports and in-transits. Three approaches are used to validate these data. In the first approach, a cell of the OD matrix is removed, the commodity OD data are estimated, and then the two tables are compared. In the second approach, a comparison is made between the derived parameters and the auxiliary data consisting of waterborne commerce, rail waybill and air carrier data. In the third validation approach, the absolute values of cell values calculated from out-of-scope commodities are compared to cell values calculated from auxiliary data sources (U.S. Department of Transportation 2007a).
The I-O commodity-by-industry coefficients are available from the benchmark I-O accounts developed by the U.S. Department of Commerce/Bureau of Economic Analysis (Bureau of Economic Analysis 2006) . The 1997 benchmark I-O account, though out of date, is the most detailed commodity-by-industry account of the United States economy. In this study, the interactive table is used, where the user can aggregate commodities and industries according to his or her requirements. In the 1997 benchmark I-O account, there are commodity flows from 483 commodities groups to 491 industries and 13 end users. A salient feature of the 1997 I-O account is the classification of the commodities and industries based on the North American Industry Classification System (NAICS) as an alternative to the Standard Industrial Classification (SIC) classifications used in the previous year accounts.
MODEL DESCRIPTION

Overview of the Model
The basic modeling framework is shown in Figure 1 . The prime source of data is the FAF 2 data. Manufactured goods consist of commodities other than agricultural products, namely mining, construction, wholesale and retail trade, petroleum and coal products. FAF 2 is a repository of OD data of manufactured goods moving in all modes of transport. In this statewide freight flow model, as we are interested with truck traffic only, manufactured goods transported in trucks are extracted from the database. In addition to 52 internal TAZs, there are 15 external TAZs, which are connected with the state highways at possible exits at the boundary locations with dummy links as shown in Figure 2 .
This modeling framework has three stages: trip generation, trip distribution and trip assignment. There is no mode choice stage in the model, as the OD data queried out from the FAF 2 database are for truck only. The statewide freight flow model is broken into internal-external, internalinternal and external-external sub-models. The concept of onion model is used here, assuming that congestion is not an issue in most highway networks of the state. The onion model assignment is done in layers for individual commodities or sub-models, and the assigned network is finally merged to get the estimated trucks in the network. In this project, truck flow, assigned networks from the manufactured goods model, is merged with that from the agricultural freight flow model to get the total truck traffic in the network.
Analyzing FAF Data
The FAF 2 is the source of freight movement OD data between states, sub-state regions and major international gateways. The FAF 2 data, unlike the CFS data, provide both dollar value and tonnages for each OD pair; hence, it is not required to convert dollar value to tonnage using producer price indices (PPI). The first generation FAF data classified commodities based on Standard Transportation Commodity Code (STCC). In the second generation FAF, the goods are classified based on the Standard Classification of Transported Goods (SCTG), which is developed by the U.S. Department of Transportation, the U.S. Census Bureau and Statistics Canada. The SCTG covers goods in all modes of transport, and it results in uniformity of transportation data of the United States and Canada. SCTG also creates an integrated system of commodity classification for economic analysis and facilitates the North American Free Trade Agreement (NAFTA). The FAF 2 OD data is a four-dimensional matrix -origin, destination, commodity and mode. The complete database is in Microsoft Access, and the name of the file is "FAFOD_2002.MDB." This file has information on commodity flows both within domestic regions and also to foreign countries. The Microsoft Assess table "FAFOD_DOM_2002" has the domestic origin and destination data; the "FAFOD_BRD_2002" table provides data for commodity movement across the border. The "FAFOD_SEA_2002" table has information about commodities transported by water. For this project, the two tables "FAFOD_2002.MDB" and "FAFOD_BRD_2002" are used, and required OD data are extracted using Structured Query Language (SQL). The first query is used to extract all OD data with origins in North Dakota and transported in trucks. From this list of commodities that moves out of North Dakota, 18 major commodities that make up approximately 97% of the total freight are selected, as shown in Table 1 . In this table, it is seen that cereal grain constitutes 54% of the total freight moving out. As agricultural freight is modeled separately, cereal grain is excluded from this list. Milled grain products are included in this list, because they were not included in the agricultural freight flow model. The two-digit level SCTG classifications and their descriptions are available from the Bureau of Transportation Statistics website. The two-digit level SCTG classes of the FAF 2 commodities are added to the extracted OD data to facilitate further analysis. This SCTG classification helps in connecting a commodity to its producing industry, which is classified using North American Industrial Classification System (NAICS).
The freight moving out of the state has different domestic destinations. For the present model, 15 destinations are selected as shown in Figure 3 . These destinations make up approximately 98% of aggregated freight flowing out. It is seen that 77% of the commodities generated in North Dakota have a destination within North Dakota, as shown in Table 2 . These commodities moving from and to North Dakota are modeled as internal-internal flow. The commodities moving across the state boundary to other states and Canada are modeled in the internal-external flow model. 
Employment Distribution Pattern
The statewide production data are further disaggregated to the county level using two-digit level NAICS county employment data available from the U.S. Census Bureau's County Business Patterns database (Vachal and Tolliver 2001) and supplemented by data available from the manufacturer's survey done at the Upper Great Plains Transportation Institute (UGPTI). CBP data are available from 1988 to 2005. Until 1997, the establishments were classified on the basis of standard industrial classification (SIC); henceforth the classification is based on the NAICS. Retail trade, wholesale trade and manufacturing are included in both of these systems, but they cover somewhat different groups of industries. CBP has employment data for industries categorized to three-digit level NAICS. However, for most industries there is data suppression to avoid disclosure. Hence, it was decided to use twodigit level NAICS for classification of industries in the state. SCTG, which is a classification of commodities, and NAICS, which is a classification of industries, need to be linked. A bridge dataset provided by BTS serves the purpose of linking two-digit level SCTG to two-and three-digit level NAICS.
Disaggregating Trip Generation
The statewide production data are disaggregated to county level using two-digit NAICS county employment data. The basic assumptions for disaggregating state production data using county employment data are as follows:
• Manufacturing plant's output is proportional to the number of employees.
• All plants in the same industry have the same productivity. The ratio of county employment to employment in the entire state in a particular NAICS category determines the county production of that commodity. Table 3 . The county employment distribution for NAICS category 21, which is the industry classification for mining products, is shown in row one of the table. Employment in this category is distributed within seven counties of the state of North Dakota. The second row of the table shows the estimated ratio of the county employment in NAICS 21 to the total employment in the NAICS 21 category in the state i.e.
. The cell in the third row of the table shows the amount in Kilo-tons that moves from North Dakota to the eight major destinations. The ratios estimated in the second row are used to disaggregate the quantities in the third row to the county production, as shown in cells of row four to ten in Table 3 . The amount of commodity 41.238 Kilo-tons as shown in row 4 moving from Burke county to ND is the product of 3686.06 Kilo-tons of commodity moving from ND to ND and the county employment ratio .01, as shown in row 2. The difference of the result is because of rounding of the employment ratios in row 2.
Trip Attraction
From the FAF 2 's "FAFOD_DOM_2002" Microsoft Access table, data for all commodities moving into North Dakota by truck are extracted using an SQL query. From this list, 16 major FAF regions, as shown in Table 4 , are selected that generate 99% of the freight moving into the state. Commodities originating and terminating in North Dakota make up the bulk of this OD data. This implies, as we have seen, that the biggest percentage of freight generated in the state has its destination within North Dakota. Those commodities, having their origins and destinations in North Dakota, are analyzed in the internal-internal module.
From this list of commodities moving in the state, 18 commodities are selected that make up 97% of the total freight flow, as shown in Table 5 . According to data in Table 5 , 48% of this freight is cereal grains. This is excluded from this manufactured goods model, as it is included in the agricultural freight flow model.
Input-Output Analysis
Disaggregation of trip attraction is not as simple as disaggregating trip production data. Trip attraction is based on the characteristics of the receiving industry and end users that consume the goods moving in the state. To link the goods moving in the state to the consuming industries and end users, a supply side commodity-by-industry I-O table is used. The FAF 2 inbound traffic is disaggregated to the TAZ level based on the number of manufacturers and other economic sectors in the TAZ. An I-O table gives a comprehensive snapshot of economic activities in a state or region for a period, say a year. It portrays the flow of goods from the producers to the manufacturers and end users. In the I-O table, the row sum gives the total sales of the sector, and the column sum gives the total input purchases of the sector. The basic principle of this table is that the sum of the input to an industry is equal to its output. The table can be divided into three components: inter-industry transaction, final demand and final payments. The inter-industry block includes transaction between the state's or region's industries. The final demand is the sales from industries to the end users, and final payments are the purchases of labor and capital by the industries of the region (Lawson et al. 1997 ).
The national I-O table is obtained from the BEA's Commodity-by-Industry 1997 benchmark I-O account. The 1997 benchmark account is more detailed than other annual accounts. This benchmark account shows the flow of 483 commodities to 491 industries and to 13 final users. The salient features of the 1997 I-O account are the introduction of the NAICS in place of SIC. This seems to be more relevant for service industries. This I-O account is more consistent with gross domestic product (GDP) by industry accounts and gross state products of industries. This benchmark I-O account has the advantage of being downloadable at different levels of aggregation. The I-O classification system is based on the NAICS classification, but it also considers special industries and government industries. The commodities in the I-O classification system are given the code of the industry that produces that commodity. The summary I-O table is aggregated to 38 commodity and industry user-defined categories (Liu and Vilain 2004) . Lawson et al. (1997) , in their explanation of the benchmark input-output accounts, provides the NAICS class corresponding to the I-O account's classification. For each of the 38 industries, the three-digit level NAICS class is identified. For the commodities, it is convenient to identify the I-O group in which they fall. In Table 6 .
Disaggregating Trip Attraction
The FAF 2 inbound traffic is disaggregated to the TAZs of the state (Figure 2 ) based on the number of manufacturers and other economic sectors in the TAZ. The assumptions for using the I-O table as stated in NCHRP 260 are as follows (Memmott 1983 ):
• Freight shipments are proportional to the dollar outputs contained in the table.
• All plants in the same commodity group have production in proportion to the number of employees in the plant.
• All receivers in the same industry share the resulting commodity flow proportionally. The first step of the disaggregation methodology is to download the user-defined I-O A cell in the β matrix is the proportion in which the commodity in the row is consumed by the industry in the column. The sum of a row is equal to "1," and a zero value in a cell implies no consumption of the commodity in the row by the industry in that column. The national I-O coefficients must be regionalized to the state level. Location quotients, as shown in Table 7 , are used to regionalize the national I-O coefficients (Liu and Vilain 2004) . A location quotient of more than one implies a greater share in the economy by that industry at the state level compared to its share at the national level. β state = the supply side commodity-by-industry coefficient for the state β state is more than β for those commodities which have L state values more than one, and β state is less than β for those commodities that have location quotients less than one. This is justified, as the industries that are predominant in the state as compared to its predominance in the nation will have higher proportion of consumption of commodities than at the national level. This is true under certain assumptions like homogeneity of goods, spatial uniformity of demand and none of the good is exported. The rationalization process changes the row sum of β state , so an adjustment is necessary to make the row sum equal to one. 
= adjusted D matrix making the row sum equal to one.
Each element of the matrix represents the portion of commodity i shipped to county j. This is the final matrix, which helps to disaggregate the commodities moving into the state to the county level based on the employment and population patterns of the state. (12) F li is the amount of commodity i moving into the state from origin l i = commodity type, k = county and l = origin B ijk is the OD matrix for different commodities ranging from 1 to i. The origin l is outside state FAF region, and the destination k is a county in the state.
Internal-Internal Flow
The internal-internal flow data for North Dakota are available from the FAF 2 databases. These sets of data have their origins and destinations in North Dakota. The trip production data for this internalinternal dataset are disaggregated to the TAZ level, using the NAICS employment distribution. The freight attraction data are also disaggregated to the TAZ level, using the I-O table and the county employment pattern, as explained in detail in the previous section. Unlike the internal-external and the external-internal data, the internal-internal data have both their origin and destination disaggregated; hence, an additional step of trip distribution is required, to develop an OD matrix.
The internal-internal flows are distributed using a gravity model. Data for trip length distribution of manufactured goods in the state is available from a survey done at UGPTI (Vachal and Tolliver 2001) . This trip length distribution data is used to calibrate the gravity model. The log form of the function is used in a regression analysis to estimate the coefficients. The FAF 2 's Microsoft Access database "FAFOD_2002.MDB" has a table named "FAFOD_ BRD_2002" that has data on cross border freight movement to neighboring countries, namely Canada and Mexico. An SQL query is done to extract freight movement between Canada and North Dakota. From the list of commodities moving to and from Canada, eight commodities and two ports of exit, as shown in Table 8 , are selected. The two ports of exit are North Dakota and Detroit, Michigan. To model this flow, highways leaving the state at the northern state boundary are connected to provinces in Canada with dummy links, and for the Detroit port of exit it is assumed that the truck will travel via eastern exits of the state and then move to Canada through Detroit. This cross-border freight OD data is disaggregated to the TAZ level using county employment data, as has been done for domestic freight moving out of the state. The commodities moving in are disaggregated to the TAZs using the I-O table and the employment distribution pattern.
Model Validation
The statewide freight model is validated using truck count data from different sources. The truck count data for the state of North Dakota are available from cordon surveys, Highway Performance Monitoring System (HPMS), vehicle miles traveled (VMT) estimates and Roadway Information Management System (RIMS). In this project, the truck traffic assigned to the network from the agricultural goods flow model is merged with the manufactured goods flow model. There is another set of truck count data available from the North Dakota DOT's automatic traffic recording (ATR) stations. There are 38 permanent ATR stations in the state. These stations have directional truck count data for every single day of the year. For this project, the ATR station's annual truck traffic is used for validation and calibration of the estimated truck traffic. Statistical methods used to compare link traffic counts are absolute difference in volumes, percentage differences in volumes, average errors, average percent errors, standard deviations, R-square values, root mean square errors and correlation coefficients. Table 9 gives the observed and estimated link truck traffic. O l is the observed traffic and E l is the estimated traffic. The percent RMSE is calculated using equation 17, and results are shown in Table 10 .
(17) 
CONCLUSION
This research process, along with its findings, contributes to building a framework for integrating statewide agricultural freight flow models with that of manufactured goods flow. The micro-level disaggregation of the total flows into sub-modules helps to analyze the effect of external factors on freight travel demand in greater detail. In statewide freight modeling, availability of data is a big concern for most states. In this research, most of the freight data are generated from publicly available databases. One of the prime sources of the agricultural freight model is satellite imagery, which is freely available from the National Agricultural Statistics Service (NASS). This data can be used not only for statewide study, but also for more detailed study of smaller regions at county or sub-county levels. FAF 2 data that fill the void of the CFS data are utilized for this statewide freight modeling purpose. This modeling framework, with the successful outcome, will help build confidence in using publicly available data in the absence of proprietary data. Implan (Minnesota Implan Group 2007) is used by many states for disaggregation of trips to the TAZ level. In this project, it demonstrated how, in the absence of this software, data from heterogeneous sources like Bureau of Transportation Statistic's I-O account data, county employment data and local survey results can be used to disaggregate trips to the TAZ level.
In freight demand modeling, the base origin/destination matrix does not always represent the actual freight movement, as there can be many intermediate legs in the OD flow. There can be a number of warehouses and distribution centers between the origin and final destinations. Most of the available data do include these shipment legs. In this project, a matrix estimation method is used to introduce these distribution legs by updating the estimated OD matrix with the available link count data. All the innovative methods introduced in this statewide freight model are a stride toward the development of robust statewide freight modeling methodologies.
Endnotes
1. Henceforth referred to as "manufactured goods/freight" for convenience.
2. FAF data is used in this project to generate OD data, and it is disaggregated and assigned using the models described in the paper. The FAF freight incorrectly assigned to highway segments in some states is not used in this project.
