An implementation of a class of exphclt three-step Runge-Kutta methods is described for the numerical solution of initial value problems for systems of ordmary differential equations. These systems originate from parabohc partml differentml equations by applying the semidiscretlzatlon method The underlying schemes are stabilized and are of first and second order. The number of functmn evaluations per step varies between 2 and 12. The maplementation is provided with step length, error, and order control A Fortran version of the implementatmn is available. Numerical results of the Fortran program, applied to two semidiscretlzed problems, are reported.
INTRODUCTION T h e i m p l e m e n t a t i o n of a class of explicit m e t h o d s to be u s e d for t h e t i m e i n t e g r a t i o n of s e m i d i s c r e t i z e d p a r a b o l i c p a r t i a l d i f f e r e n t i a l e q u a t i o n s is discussed. T h e s e m i d i s c r e t i z e d s y s t e m of o r d i n a r y d i f f e r e n t i a l e q u a t i o n s is s u p p o s e d to be in t h e a u t o n o m o u s f o r m
y' = f ( y ) . ( 
1.1) A n i m p o r t a n t p r o p e r t y , p o s s e s s e d b y t h e m a j o r i t y of s e m i d i s c r e t i z e d p a r a b o l i c s y s t e m s , is t h a t t h e s p e c t r u m of t h e J a c o b i a n m a t r i x , s a y J ( y ) , is a l m o s t real, i.e., t h e e i g e n v a l u e s are s i t u a t e d in a long n a r r o w strip a r o u n d t h e n e g a t i v e axis of t h e c o m p l e x plane. T h i s p r o p e r t y is e s s e n t i a l for t h e i m p l e m e n t e d class of m e t h o d s . T h e r e f o r e it m u s t be a s s u m e d t h a t t h e p r o b l e m s , to w h i c h o u r t i m e i n t e g r a t o r is a p p l i e d , possess this p r o p e r t y .
A t t h e p r e s e n t t i m e m a n y n u m e r i c a l m e t h o d s exist for solving t i m e -d e p e n d e n t partial differential equations (see [8] ). When dealing with more than one dimension, the majority of these methods are not so easy to apply and can only efficiently be implemented for narrow classes of problems. As a consequence, the development of mathematical software for wide classes of linear, and also nonlinear, partial differential equations is still in a very early state (see [11] for a list of references). This is in direct contrast to the development in the field of ordinary differential equations (see, e.g. [10] ). Very capable software exists for wide classes of nonlinear ordinary differential equations. By way of the method of semidiscretization, we can make use of the developments in this field (e.g., step length and error control) for the implementation of a time integrator. In this connection, stabilized explicit integration formulas are suitable because of the fact that these formulas, when used in conjunction with semidiscretization, are easy to apply and can be implemented for wide classes of linear and nonlinear problems in one or more dimensions. The only mathematical restriction, to be posed for parabolic problems, is that the spectrum of the Jacobian of the semidiscretized system is almost real. A practical restriction, with respect to the application of such methods, may arise when the spectral radius of J ( y ) is extremely large. In spite of the relatively large stability boundaries, the methods are then forced to integrate with very small steps, which may result in an excessive run time. In such a situation it may be preferable to use an implicit method, which is unconditionally stable (see [8] ).
The integrator discussed is based on three-step Runge-Kutta formulas of orders 1 and 2. These formulas are stabilized with respect to the real boundary of absolute stability. In fact, the stability regions are long narrow strips around the negative axis of the complex plane. The stabilization of the formulas is achieved by using extra evaluations of the function f per integration step. The number of function evaluations may vary between 2 and 12. The analysis and construction of the formulas are given in [14] . In Section 2 of this paper we give a short review of the theoretical aspects. Section 3 is devoted to the actual implementation. In this section simple mechanisms for the step length, error, and order control are discussed. In Section 4 we discuss M3RK, a Fortran program based on the implementation discussed in Section 3. The last section of this paper is devoted to a discussion of some numerical results obtained with M3RK.
Finally it should be noted that an Algol 60 version of an implementation of stabilized explicit one-step Runge-Kutta methods (cf. van der Houwen [13] ) has already been given by Beentjes [3] ).
THE CLASS OF INTEGRATION FORMULAS
In this section we discuss the underlying class of methods. The analysis and construction of the formulas are extensively discussed in Verwer [14, 16, 17] , where one can also find further references.
Our class of three-step Runge-Kutta formulas may be represented as follows: T h e vector yn denotes the approximation to the analytical solution y (x) at x f f i Xn.
T h e points x~, j ffi n -2 , . . . , n + 1, denote the reference points of the three-step formula and h denotes the step length, i.e., h ffi Xn+l -x , . In this section h is supposed to be constant. For the application of (2.1) the additional starting vectors yl and y2 must be given. Equations (2.1) axe called a three-step formula of degree m, m being the number of function evaluations per integration step. When applied to the scalar test model y' ffi t~y, (2.2) scheme (2.1) yields the linear recurrence relation
where S ( z ) and P ( z ) a r e polynomials of degree m in z ---h& T h e stability of method (2.1) depends on the parameter d and the coefficients of the stability polynomials S and P. We have implemented schemes of order p --1 and p = 2, with degree m satisfying 2 _< m _ 12. T h e corresponding polynomials S and P are such that the absolute stability regions contain a long narrow strip around the negative axis. We have fl(m) = 5.15m 2, f2(m) = 2.29m 2, (2.4)
where flip(m) denotes the real boundary of absolute stability for the p t h order scheme of degree m. For real eigenvalues, the extrema of the amplification factors of (2.3) are bounded by about 0.9 in the stability interval. Because of this we have a strong damping for the higher harmonics.
T h e integration parameters of (2.1) are expressed in the parameter d and the coefficients of S and P. T h e y are determined in such a way t h a t the principal local truncation error, LTEp say, is given by (see Verwer [14] ) LTE1 ffi C2h2y(2)(xn), C2 -~ 1.27, (2.5) LTE2 ffi C3h3y(3)(Xn), C3 = 0.44.
Observe t h a t LTEp does not depend on m. For p = 1, 2 and m = 2 . . . . ,12, the coefficients s, of S and p, of P are given in Verwer [14] . T h e parameters bj, cj, and kj are given by bm = Po, Finally we mention the concept of internal stability. Because of the relatively large degree and relatively large stability boundaries, we have to deal with an accumulation of rounding errors which appears per integration step. Especially for the higher degree formulas, it can easily reduce the local accuracy. For a formula of degree m this accumulation is approximately governed by a so-called internal stability function, say Q~-J~(z), which is a strongly increasing polynomial of degree m -1. Let o denote the spectral radius. Then the accumulation is generally under control if we adjust the step length h and the degree m to the socalled internal stability condition
In the program we use the values Q~l-~(flp(m)), which are listed in Table I . The values for the second-order schemes, which are used in the program, are defined
Finally we note that scheme {2.1) needs six arrays of storage. We also use six arrays for the actual implementation discussed in Section 3. 
THE IMPLEMENTATION OF THREE-STEP RUNGE-KUTTA FORMULAS
When integrating time-dependent partial differential equations by using the semidiscretization method, there arise two types of discretization errors, viz., the error due to the spatial discretization and the error due to the time integration. In general, the first error cannot be controlled. In our opinion it is nevertheIess useful to supply a method for the time integration with various control mechanisms if possible. By doing this one relieves the task of the user of such an integrator. To support this opinion we make the following observation. Our methods are conditionally stable. When applied to a nonlinear system, it may then happen that a sudden instability arises because of an increase of the spectral radius. When a method is supplied with error and step length control, such a sudden instability is immediately detected and the step length is decreased.
The most widely applied implementation technique for linear multistep methods is the Nordsieck technique (see Gear [5] ). This technique makes it very easy to realize error, step length, and order control. Compared with a Lagrange implementation, i.e., an implementation where the y and y' values are stored, a Nordsieck implementation is less efficient for large systems because of the higher overhead costs. Therefore we prefer the Lagrange implementation for our formulas. As we have to deal with a low order and with three-step formulas, this causes no particular problems.
The greater part of the ideas we apply are well known and extensively discussed in the literature (see, e.g., Gear [5] and Shampine and Gordon [10] ). We therefore omit details where possible, but still observe that (as usual) most of the ideas we apply are based partly on theoretical arguments and partly on heuristics.
The Start of the Process
The two additional starting vectors y~ and y2 are computed by means of a onestep Runge-Kutta scheme of order p --2, which is also formulated as a three-step scheme by introducing zero-parameters. The scheme is obtained from (2.1) by putting
where rj, j ffi 0 , . . . , m, denote the coefficients of the corresponding ruth degree stability polynomial, say Rm. For m = 2 this polynomial is given by R2(z) = 1 + z + ½z 2. For 3 _ m _< 12 this polynomial is chosen equal to the stabilized polynomial/~) given by van der Houwen [13, Table 2 
of/~).
The internal stability behavior of the starting schemes is roughly the same as that of the three-step schemes. In particular, the values given in Table I hold for the starting schemes.
In order to start the process we need an initial step length, say hstart. This initial step length should be related to .the local tolerance, say TOL, which is specified by the user. We estimate hst~rt as follows. Let o0 =-o(J(yo)), ~ denoting the spectral radius, be given (if o0 is not available, it is estimated by the program as outlined in Section 3.5). Let II " II denote the divided Euclidean norm (i.e., Euclidean norm divided by the square root of the number of components). The idea is now to estimate ½o~ey~(Xo) which represents the last Taylor term taken into account by the actual start formula, obtained with step size a~ 1. By relating this conservative estimation of the principal local truncation error of the start formula with TOL, we reasonably obtain a safe estimation of h s~. Following this idea hstart is then defined by 
~e = o~' IIf(yo + a~lf(yo) ) -f(yo) II.
It should be observed that in the root formula (3.3), which is used to extrapolate a new step size (cf. Gear [5, p. 156] ), the estimation of ½o~2y~2)(Xo) is multiplied by 200 to obtain an extra safety margin.
In order to obtain absolute stability at the start of the process, the initial step length must satisfy the stability condition hsta~to0 -</~2(mmax), (3.5) where mmax denotes the maximal degree allowed with respect to internal stability. The estimation of ao and m~ is discussed in Section 3.5. If h~t~t does not satisfy (3.5), we put hsta~ =/~2 (mm~)/o0.
Estimation and Control of the Local Error
For the error control we use the local truncation error which is estimated by LTEp (see (2.5)). For the estimation of LTEp, p = 1, 2, we apply the simple interpolation formulas (n > 2)
where, according to the definition of LTEp, y~-, and y~-2 are assumed to be approximations of a sufficiently high order to a local analytical solution at the points x,-, and x~-2, respectively.
The error criterion which is to be performed after each nth inte~ation step, n > 2, is the mixed criterion
where TOL stands for a user-specified tolerance parameter and II • ~ denotes the divided Euclidean norm. If (3.7) is satisfied, the integration step is accepted; otherwise it is rejected. During the start of the process, i.e., if n = 1, 2, no error contrbl is performed. This is justified by the conservative estimation of the initial step length. If the third step fails, however, all results are rejected and the process is restarted with h = h/lO.
Changing the Step Length
Before discussing the estimation and control of the step length we first mention how we realize the change. Our integration formulas {2.1) are developed for a fixed step length. This means changing the step size must be handled separately. In a Nordsieck implementation, changing the step size is an interpolation-extrapolation process (see Gear [5] ). We also use interpolation-extrapolation to determine the new y values.
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Let h and ah denote the old and new step length, respectively. The new values of yn-1 and yn-2 are then interpolated or extrapolated by means of the quadratic formula
where 5 = a or 5 = 23, respectively. Equation (3.8) is applied for p = 1 and p = 2. The error introduced by (3.8) is of order 3 and is ignored at the estimation of LTE2. Applying (3.8) too frequently may lead to severe instabilities. Therefore we also use the rule of thumb: after a change of h at least four steps are performed with h fixed, provided a step is not rejected. We return to this point in Section 3.4. The new values ofy'-i are not computed by means of interpolation or extrapolation, but by using the derivative function f(y). In our experience this leads to a more stable process of step-length changing.
Estimation and Control of the Step Length and Order
The new step length ah is estimated using the well-known root formula. Let 5 be defined by
II il The factors 2.0 and 1.6 are to provide a conservative estimate. In order to prevent marginal changes, the change is not performed when 0.9 < a < 1.1 Moreover, in order to prevent an excessive decrease or increase of the step length, a is bounded by 0.1 and 3.0, respectively. Because of the factors in (3.10), a decrease of the step length is not necessarily due to a step failure. The estimate of a is made when a step fails or at least four steps have been performed after the last change. Because of the fact that repeated rejections may be caused by severe errors, the process is interrupted if this happens three times in succession. After this interruption we make a restart as described in Section 3.1.
Our formulas are explicit and thus conditionally stable. Therefore the step length h is always bounded by hmax(p) = ~(mmax)/O, (3.11) hmax (p) being the maximal step length with respect to absolute stability. In (3.11), fl(m,~ax) stands for fll(mmax),/~2(mmax), or ]~2(mmax).
Next we mention the implemented order control which is very simple and based on the fact that, in general, the step length is bounded by stability requirements. As already observed, the process is always started with a secondorder one-step scheme and a second-order three-step scheme. During the process (2) , provided no step failure occurs. Then, a is estimated for p --1. If this particular a < 1.1, the process is continued with h = hm~ (2) and the current second-order scheme. Otherwise the process is continued with a first-order scheme, but, as a matter of caution, with h = h~x (2) . T h e n the next time a is estimated, h is allowed to increase while p = 1. This specific check for an order decrease is made every four steps, provided h = hmax (2) .
If during a first-order integration h becomes smaller than h~,x (2), p is reset to 2. It is observed that an order increase is not necessarily due to a step failure.
Estimation and Control of the Degree and Spectral Radius
In order to control the propagation of local errors per integration step, we want to satisfy condition {2.8). This is achieved by putting m _< mm~, mm~ being the maximal degree of the schemes, which satisfies (see Table I )
For the three-step schemes mm~ thus depends on p; there holds rnm~(2) _ rnm~ (1) . T h e maximal degree for the starting scheme is chosen equal to mm~ (2) of the three-step scheme. If the exceptional situation arises that r n~ < 2 (the quotient of T O L and arithmetic precision is too small), the process is discontinued.
A property of stabilized methods is that the local truncation error of the formulas is approximately independent of m. T h u s it is useful to minimize m with respect to the stability condition ho <_ fl(m) (3.13) for given h and o, while fl(m) represents fldm), flz(m), or/~2(m), respectively. T h e degree m is computed in this way at the start of the process, at the changeover from a one-step to a three-step scheme, and further every time h o r p is changed. From the foregoing it is clear that we need an estimation of o. Because o is used to determine hm,~ (p) and to select rn minimal with respect to (3.13), it must always be an upper estimation. Once o is estimated and the system to be integrated is nonlinear, it may be necessary to control the variation of o. Thus we also need a control mechanism for the spectral radius. With respect to the estimation and control of o we distinguish between three options; which option is chosen has to be specified by the user.
Option I. T h e user provides an estimation of a. This is often easy to do, especially for linear problems.
Option II. The user does not provide an estimation. In this case o is estimated by means of a power method which is adapted for general nonlinear vector functions f (cf. Lindberg [6] ). This method may be described as follows.
Suppose oo = a ( J ( y o ) ) is to be estimated. Let r, be a random number from [-e, el, e > 0, and let v0 be defined componentwise by ~yo,,(1 + r,), yo,, # 0, Vo,, = jr,, y0,, = 0. (3.14)
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Let ema~ = max(e, Ell roll2). T h e adapted power method is then defined by the iteration f(vj) -f(vo)
where vl = yo a n d j =1, 2 . . . . . If f is linear, i.e., J(y) constant, then p~ --* o0. I f f is nonlinear, then choosing e sufficiently small, J ( y ) is approximately constant in S(v0, Ema~) ----{Vl U V --VOlI2 --em~x}. Thus for e sufficiently small, pj will converge to an accurate estimation of o0.
In our program we have set e --104 APR, A P R denoting the arithmetic precision (e.g., for CDC Cyber e = 10-1°). T h e iteration (3.15) is stopped as soon as I pj+l -pj I -< 10-3PJ+1, provided j _> 4. If this inequality is not satisfied within 50 iterations, the whole process is discontinued. In general, the process converges slowly because of the absence of a dominant eigenvalue. As a matter of safety we therefore put ao --1.1p, p being the last iterate.
In case of the second option, the variation of the spectral radius is also controlled. We distinguish between two situations. First, a increases during the course of the integration and the process becomes unstable. The instability is immediately detected by the error control and results in a step failure. After a step failure we therefore simply reestimate o, provided the failure was not in succession. Second, a decreases during the course of the integration. T o detect a decrease of a we use an inaccurate estimation of o, say a*, which is given by o* --p3. T h e estimation o* is computed every 25 steps since the last estimation of a or o*, and we decide to reestimate a if a* has been decreased more than 10 percent.
We note that p3 is in most cases a very rough approximation to o. In our purpose this rough approximation suffices. At this place it is emphasized that r a n d o m values are used in formula (3.14). T h o u g h these values are small, they may slightly influence o and, in particular, p3. As a consequence, one should use a random number generator using a fixed generative value to be able to recover earlier obtained results (see also Section 4).
Option III. T h e user does not provide an estimation, but decides that an initial estimation by means of the power method at the start suffices. T h u s in this case no control on the variation of a is performed. For linear problems it is clear that one chooses between option I and option III.
A FORTRAN PROGRAM
A Fortran version of the implementation is available (see [15] ). This program consists of the driver M 3 R K and 11 auxiliary subroutines, of which each performs a special task as discussed in Section 3. For specific information about input requirements and output we refer to the prologue of comments of M3RK, which further explains how to use it. Here we give a detailed flowchart which should clarify the algorithmic connection between the mechanisms for controlling the orderp, the degree m, the step size h, and the spectral radius o, and which should facilitate the reading of M3RK. To study the flowchart (see Figure 1 ) the following information suffices:
(1) The program integrates a given problem from an initial value of x to a value of x which may be slightly beyond a user-specified output point, say x¢. The desired solution at the output point Xe is always determined by means of quadratic interpolation. After a normal return of M3RK the parameters in the call list are ready to continue the integration. This means that when the user decides to continue the integration, he only needs to define a new output point Xe and call again.
(2) The names in the flowchart are the names of the auxiliary subroutines. They perform the following tasks: HSTART computes the initial step length according to Section 3.1. PARAM delivers the integration parameters (2.6) and {3.1). POWERM estimates a as given in Section 3.5; if the estimation fails, the error flag IFLAG := 3. MAXDEG computes the maximal degree mmax (cf. (3.12)); if mma~ < 2, IFLAG := 2. MINDEG computes the minimal degree satisfying (3.13). STEP computes the approximation y,÷~ defined by {2.1). ESTIMA estimates the local error according to Section 3.2. NEWH delivers a new step size and the factor a of (3.10). INTER1 performs the interpolation (3.8). INTER2 performs the interpolation at x~. SHIFT shifts the data for a next step.
(3) In the flowchart, r, n, and s, respectively, denote the number of successive rejected steps, the number of steps after start or restart, and the number of steps after an estimation or check for an estimation of a. Further, k --1 for a one-step formula and k = 3 for a three-step one. Finally, at the first call of M3RK the user has to specify a maximum number of f evaluations to be spent. If this number is exceeded, IFLAG := 1.
There remains to make some comments about the portability of the program.
The whole package has been tested on a CDC 73/28 using 14 digits. It has been accepted by the PFORT verifier (see Ryder [9] ). The PFORT verifier is a program which checks a Fortran program for adherence to PFORT, a portable subset of American National Standard Fortran. M3RK uses one machine-dependent constant, namely, the arithmetic precision represented by the internal variable APR. POWERM contains the CDC system subprograms RANSET and RANF, constituting a random number generator. RANF is the actual generator, while RANSET initializes the generative value of RANF. It is emphasized that replacing the CDC random number generator slightly influences the results given in Section 5.
N U M E R I C A L E X A M P L E S
In order to test subroutine M3RK, it was applied to several problems. Two of these problems are discussed in this section. Both problems are nonlinear and arise in practice. For both problems the semidiscretization has been performed by means of a continuous time Galerkin method (see, e.g., Douglas and Dupont [4] 
1 A One-Dimensional System of Two Nonlinear Equations
T h e first problem we consider is a one-dimensional system of two nonlinear equations from electricity theory (cf. T e Riele [12, Sec. 3.2.6]):
Ox- 
. . M; M odd}. Let u,(t) = u(t, x,) and v,(t) = v(t, x,).
T h e equations for the u, components then are
We do not give the equations for the v, components, because they are now easy to find. We integrated two systems, viz., system I and II obtained by setting M ---31 and M = 61, respectively. Both systems were integrated over the interval [0, 20] by calling M 3 R K for xe = 10 -2 (first call), and for xe = 10 -1, 1, 5, 10, 20 (subsequent calls). T h e y were integrated for three values of TOL, viz., 10 -3, 10 -4, and 10 -5, using the second option for the spectral radius.
Results of the integrations are listed in Tables II and III. Table II gives the system I and system II approximations to u(t, x) for the specified n u m b e r of To get some insight into the course of the time integrations, and thus into the behavior of M3RK, Table III gives for all integrations for each output time the following information: step = the total number of steps, restep -the number of rejected steps, fev = the total of f(y) evaluations, sig ffi the number of f(y) evaluations needed for the estimation and control of the spectral radius, sigma = the estimation of the spectral radius used by M3RK. We observe that for both systems no step rejections occurred. Among others, Table III clearly shows the increase of the step size during the process. Because of the fact that the problem possesses a steady state solution, such an increase must occur. From this table we can also calculate the average number of function evaluations per step at the given output times. We also see that the average number of function evaluations decreases as TOL becomes smaller. This is due to the fact that for the present Problem (5.4) describes the temperature in a filament and was communicated to us by Polak [7] , who is gratefully acknowledged for his cooperation.
For the semidiscretization of (5.4) we have applied a Galerkin method based on piecewise bilinear functions. We have made use of an implementation, written by Bakker [2] , yielding a purely explicit initial value problem. Again we shall confine ourselves to the definition of the resulting system of ordinary differential equations.
Let problem it is not necessary to choose M > 5. A finer grid at the endpoints of the filament is necessary in order to deal with boundary layers. It should be observed that, because of two reasons, the resulting systems are difficult problems for our explicit integrator. First, the systems are strongly nonlinear. Second, in spite of the relatively small number of gridpoints, we have to deal with a large spectral radius because of the very small size of the r interval. Both systems were integrated over the interval [0, 1] by calling M3RK for Xe = 0.1 (first call), and for Xe = 0.2, 0.4, 0.6, 0.8, 0.9 and 1 (subsequent calls). They were integrated for three values of TOL, viz., 10 -3, 10 -4, and 10 -5, again using the second option for the spectral radius.
Some results of the integrations are listed in Tables IV and V. Table IV gives the system I and system II approximations to u,j(t) at the specified output times for some values of zj ~ [0, ze/2]. Results for z E [ze/2, Ze] a r e omitted, as the solution is approximately symmetric with respect to z e / 2 . With respect to comparing and interpreting results of Table IV , we refer to the remarks made in the preceding example. It is of interest to observe that until now stabilized explicit methods, as well as their implementations, have not received very much attention in the literature. As a consequence, it is most likely that the present implementation and its underlying algorithm can be improved significantly.
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