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We study the Boltzmann transport equation for the Bose-Hubbard chain in the kinetic regime.
The time-dependent Wigner function is matrix-valued with odd dimension due to integer spin. For
nearest neighbor hopping only, there are infinitely many additional conservation laws and nonthermal
stationary states. Adding longer range hopping amplitudes entails exclusively thermal equilibrium
states. We provide a derivation of the Boltzmann equation based on the Hubbard hamiltonian,
including general interactions beyond on-site, and illustrate the results by numerical simulations.
In particular, convergence to thermal equilibrium states with negative temperature is investigated.
I. INTRODUCTION
In recent years, Bose-Hubbard models have been re-
alized in experiments using ultracold bosonic atoms in
optical lattices [1, 2]. These experiments facilitate the
study of many-body effects like phase transitions from a
superfluid to a Mott insulator [3] and the (de-) coherence
dynamics induced by the Hubbard model [4–6]. Never-
theless, the out-of-equilibrium dynamics, convergence to
equilibrium and the dynamics after a sudden quench re-
main topics of active research [7–9].
In this contribution, we study the dynamics of the
Bose-Hubbard chain in the weakly interacting (“super-
fluid”) regime, described by kinetic theory. Our for-
malism allows for general hopping amplitudes (nearest
neighbor, next-nearest neighbor etc.) and interactions
beyond solely on-site interactions. We use [10–12] on
Fermi-Hubbard as a blueprint. But the details, both the-
oretical and numerical, differ. In view of the importance
of the Bose-Hubbard model a separate study will be of
use.
We establish that, for nearest neighbor hopping, on the
kinetic level there are infinitely many conservation laws
(in addition to the standard density and energy conser-
vation), and consequently nonthermal stationary states.
We characterize these stationary states and establish a
one-to-one mapping to the conserved quantities.
The additional conservation laws disappear when turn-
ing on couplings beyond nearest neighbor hopping: all
stationary states are thermal (Bose-Einstein) distribu-
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tions. For small next-nearest neighbor hopping ampli-
tudes, we observe a prethermalization effect [13, 14] with
two time scales, where the system converges quickly to a
quasistationary nonthermal state and then relaxes slowly
to thermal equilibrium.
Our formalism allows for negative temperatures, as re-
cently realized experimentally [15]. We will illustrate by
a model calculation in Sec. VII that shifting the momen-
tum of the initial Wigner state, k → k+ 12 , flips the sign
of the temperature of the (t → ∞) stationary thermal
state. Interestingly, this thermal state is (in general) not
simply a shifted copy of the thermal state matching the
initial state before the shift.
While outside the scope of our contribution, we have to
point out one important feature of the kinetic equation
for the Bose-Hubbard model. Physically, for dimension
d ≥ 3 and at sufficiently high density there will be a su-
perfluid phase, a property which is still reflected at the
kinetic level, see [16] and references therein. In the spa-
tially homogeneous setting, if the initial Wigner function
is smooth but of a sufficiently high density, after some fi-
nite time-span a δ-function will be formed at momentum
k = 0. The kinetic equation has then to be augmented
by coupling it to an evolution equation for the superfluid
density. For d = 1, as discussed here, to each initial
Wigner function there is a uniquely determined station-
ary Bose-Einstein distribution. For d ≥ 3, this property
holds only if the superfluid density is included.
II. BOSE-HUBBARD HAMILTONIAN
We first write down the hamiltonian of the Bose-
Hubbard chain under study. The bosons are described
by an integer spin-n field on Z with creation and annihi-
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2lation operators satisfying the commutation relations
[aσ(x)
∗, aτ (y) ] = δxyδστ , (1)
[aσ(x), aτ (y) ] = 0, (2)
[aσ(x)
∗, aτ (y)∗] = 0 (3)
for x, y ∈ Z, σ, τ ∈ {−n, . . . , n}, and [A,B] = AB −BA.
The hamiltonian reads
H = H0 + λH1
=
∑
x,y∈Z
α(x− y) a(x)∗ · a(y)
+
λ
2
∑
x,y∈Z
V (x− y)(a(x)∗ · a(x))(a(y)∗ · a(y)).
(4)
Here α is the hopping amplitude, which satisfies α(x) =
α(x)∗ and α(x) = α(−x). The dispersion relation ω(k) is
precisely its Fourier transform: ω(k) = αˆ(k). In Eq. (4),
a(x)∗ · a(x) = ∑σ aσ(x)∗ aσ(x), and 0 < λ  1 is the
strength of the interaction. The pair potential λV con-
sists of a scalar-valued nonnegative function V : Z → R
which satisfies V (x) = V (−x). For the on-site case,
V (x) = δx,0, the Fourier transform is constant, Vˆ (k) ≡ 1.
We use the following convention for the Fourier trans-
form:
fˆ(k) =
∑
x∈Z
f(x) e−2pii k x, (5)
such that the first Brillouin zone is the interval T =
[− 12 , 12 ] with periodic boundary conditions. H can be
written in Fourier space as
H =
∫
T
dk ω(k)
(
aˆ(k)∗ · aˆ(k))
+
λ
2
∫
T4
d4k δ(k) Vˆ (k1 − k2)
× (aˆ(k1)∗ · aˆ(k2)) (aˆ(k3)∗ · aˆ(k4))
(6)
with k = k1 − k2 + k3 − k4 mod 1 and d4k =
dk1 dk2 dk3 dk4. Note that the convention for k differs
from [10, 11] by an interchange of k2 ↔ k3, for consis-
tency with the derivation in Sec. VI.
In this contribution we will study a prototypical model
with nearest neighbor hopping and an additional next-
nearest neighbor hopping term with tunable weight η.
The corresponding dispersion relation reads
ωη(k) = 1− cos(2pik)− η cos(4pik), (7)
and the pure nearest neighbor hopping case corresponds
to η = 0.
III. BOLTZMANN-HUBBARD EQUATION
We will derive the kinetic Boltzmann equation in sec-
tion VI, in analogy to the fermionic case [12]. The central
object is the two-point function W (k, t) defined by the
relation
〈aˆσ(k, t)∗ aˆτ (k˜, t)〉 = δ(k − k˜)W (k, t)στ . (8)
For each k ∈ T, W (k, t) is a (2n+ 1)× (2n+ 1) positive
semidefinite matrix. The resulting Boltzmann equation
reads
∂
∂t
W (k, t) = Cc[W ](k, t) + Cd[W ](k, t) = C[W ](k, t), (9)
with the first term of Vlasov type,
Cc[W ](k, t) = −i [Heff(k, t),W (k, t)], (10)
where the effective hamiltonian Heff(k, t) is a (2n+ 1)×
(2n+ 1) matrix which itself depends on W . More explic-
itly,
Heff,1 =
∫
T3
dk2dk3dk4 δ(k)P
(
1
ω
)
×
(
Vˆ23Vˆ34 (W2W3 +W3W2 −W2W4 +W3)
+ Vˆ 234 tr[W3 −W4]W2
)
. (11)
Here and later on we use the shorthand W˜ = 1 + W ,
W1 = W (k1, t), Heff,1 = Heff(k1, t), ω = ω(k1)− ω(k2) +
ω(k3)−ω(k4), and Vˆij = Vˆ (ki−kj). Note that Vˆ34 = Vˆ12
in Eq. (11) due to k1 − k2 = k4 − k3 and the symmetry
of Vˆ .
The collision term Cd can be written as
Cd[W ]1 = pi
∫
T3
dk2dk3dk4 δ(k) δ(ω)
× (A[W ]1234 +A[W ]∗1234), (12)
where the index 1234 means that the matrix A[W ] de-
pends on k1, k2, k3, and k4. Explicitly
A[W ]1234 = Vˆ23Vˆ34W4W˜3W2 + Vˆ 234W4 tr[W2W˜3]
+W1
(
Vˆ23Vˆ34
(
W2W˜4 −W3W˜4 −W2W˜3
)
+ Vˆ 234
(
W˜4 tr[W2 −W3]− tr[W2W˜3]
))
. (13)
The “gain term” consisting of the first two sum-
mands (plus their conjugate-transposes) is always pos-
itive semidefinite, such that the collision operator pushes
an hypothetical zero eigenvalue of W1 back to positive
values. (The term W1(. . . ) projected onto the corre-
sponding eigenvector vanishes in this case.) The posi-
tivity of the gain term is discussed in appendix A.
Using k2 ↔ k4, the integrand in Eq. (12) admits the
reformulation
A[W ]1234+A[W ]∗1234 = Aquad[W ]1234+Atr[W ]1234 (14)
3with
Aquad[W ]1234
= Vˆ23Vˆ34
(
+ W˜1W2W˜3W4 +W4W˜3W2W˜1
−W1W˜2W3W˜4 − W˜4W3W˜2W1
) (15)
and
Atr[W ]1234
= Vˆ 234
(
+
(
W˜1W2 +W2W˜1
)
tr[W˜3W4]
− (W1W˜2 + W˜2W1)tr[W3W˜4]).
(16)
As a remark, with this notation the conservative colli-
sion operator Cc is of the form
Cc[W ](k, t) = −i
∫
T3
dk2dk3dk4δ(k)P
(
1
ω
)
× (A[W ]1234 −A[W ]∗1234). (17)
IV. GENERAL PROPERTIES OF THE
HUBBARD KINETIC EQUATION
The SU(2n+ 1) invariance of H is reflected by
C[U∗WU ] = U∗C[W ]U (18)
for all U ∈ SU(2n + 1). Hence if W (k, t) is a solu-
tion to the Boltzmann equation (9), so is U∗W (k, t)U .
Analogous to the Fermi case, hermiticity and positivity,
W (t) ≥ 0, is propagated in time. Positivity is enforced
by the “gain term” in Eq. (13).
In general, spin, ∫
T
dkW (k, t), (19)
and energy, ∫
T
dk ω(k) tr[W (k, t)], (20)
are conserved. As discussed in [10, 11], additional conser-
vation laws emerge depending on the dispersion relation
ω(k). Namely, for the nearest neighbor hopping model,
η = 0 in Eq. (7), the function
h(k, t) = tr[W (k, t)]− tr[W ( 12 − k, t)] (21)
remains constant in time (pointwise for each k ∈ T).
Using similar arguments as in the fermionic case, the
conservation laws follow by an appropriate interchange
of the integration variables k1, . . . , k4.
To prove the H-theorem, we first recall the definition
of the entropy for bosons:
S[W ] =
∫
T
dk1
(
tr[W˜1 log W˜1]− tr[W1 logW1]
)
. (22)
Hence the entropy production is given by
σ[W ] =
d
dt
S[W ] =
∫
T
dk1 tr[(log W˜1 − logW1) C[W ]1].
(23)
The H-theorem states that
σ[W ] ≥ 0 for all positive semidefinite W. (24)
To prove (24), we start from the eigendecomposition (at
fixed t)
W (k) =
∑
σ
λσ(k)Pσ(k) (25)
with eigenvalues λσ(k) ≥ 0 and orthogonal eigen-
projections Pσ(k) = |k, σ〉〈k, σ|, such that 〈k, σ|k, σ′〉 =
δσσ′ . As before, we use the notation Pj = Pσj (kj),
λj = λσj (kj) and
∑
σ =
∑
σ1,σ2,σ3,σ4
. Inserting (25)
into (23) and using the representation in Eqs. (15) and
(16) as well as the interchangeability k2 ↔ k4, one ob-
tains
σ[W ] = pi
∫
T4
d4k δ(k)δ(ω)
×
∑
σ
(
log λ˜1 − log λ1
)(
λ˜1λ2λ˜3λ4 − λ1λ˜2λ3λ˜4
)
×
(
Vˆ 234 tr[P1P2]tr[P3P4] + Vˆ
2
23 tr[P1P4]tr[P2P3]
+ Vˆ23Vˆ34 tr[P1P2P3P4] + Vˆ23Vˆ34 tr[P4P3P2P1]
)
= pi
∫
T4
d4k δ(k)δ(ω)
∑
σ
(
λ˜1λ2λ˜3λ4 − λ1λ˜2λ3λ˜4
)
× log(λ˜1/λ1)
∣∣Vˆ34 〈k1, σ1|k2, σ2〉〈k3, σ3|k4, σ4〉
+ Vˆ23 〈k1, σ1|k4, σ4〉〈k3, σ3|k2, σ2〉
∣∣2.
(26)
Interchanging 1↔ 3, 2↔ 4 and (1, 3)↔ (2, 4) and using
Vˆ34 = Vˆ12, Vˆ23 = Vˆ14 due to δ(k), one arrives at
σ[W ] =
pi
4
∫
T4
d4k δ(k)δ(ω)
×
∑
σ
(
λ˜1λ2λ˜3λ4 − λ1λ˜2λ3λ˜4
)
log
(
λ˜1λ2λ˜3λ4
λ1λ˜2λ3λ˜4
)
× ∣∣Vˆ34 〈k1, σ1|k2, σ2〉〈k3, σ3|k4, σ4〉
+ Vˆ23 〈k1, σ1|k4, σ4〉〈k3, σ3|k2, σ2〉
∣∣2.
(27)
The last expression is ≥ 0 since (x− y) log(x/y) ≥ 0.
From the form of (27) one concludes that the station-
ary states (discussed below) do not depend on the poten-
tial, as long as Vˆ (k) stays non-zero for all k ∈ T.
V. STATIONARY SOLUTIONS
The kinematically allowed collisions depend only on
the dispersion ω(k) and are discussed already in [11].
4The initial state determines a special, k-independent
basis |σ〉 through∫
T
dkW (k) =
∑
σ
εσ |σ〉〈σ|. (28)
By the spin conservation (19) this basis is preserved in
time. Thus it is natural to expand W (k, t) in this special
basis.
For long times, W (k, t) will become diagonal in the
conserved spin basis. Without the additional conserva-
tion laws in Eq. (21), W (k, t) will converge to a thermal
Bose-Einstein distribution
Wth(k) =
∑
σ
(
eβ(ω(k)−µσ) − 1
)−1
|σ〉〈σ|, (29)
with temperature 1/β and chemical potentials µσ, pre-
cisely in accordance with the conserved spin and energy.
For the nearest neighbor case with conserved h(k, t),
the stationary solutions have the same structure as in
Eq. (29), but with ω(k) replaced by a more general func-
tion f . One obtains
Wst(k) =
∑
σ
λσ(k) |σ〉〈σ|, λσ(k) =
(
ef(k)−aσ − 1
)−1
,
(30)
where f is a real-valued, 1-periodic function satisfying
f(k) = −f( 12 − k) and f(k)− aσ > 0 for all k, σ.
Assuming that the initial W converges to a stationary
state of the form (30), it must hold that
h(k) =
∑
σ
((
ef(k)−aσ−1)−1−(e−f(k)−aσ−1)−1). (31)
The spin conservation law requires that the eigenvalues
εσ in (28) are equal to
εσ =
∫
T
dk
(
ef(k)−aσ − 1
)−1
. (32)
We claim that (31) and (32) uniquely determine f and
aσ, or more specifically, that the map between
tr[W (k)]− tr[W ( 12 − k)], |k| ≤ 14 , εσ ≥ 0 for all σ
(33)
and
{f(k), aσ} with f(k) = −f( 12 − k) for |k| ≤ 14 ,
f(k)− aσ > 0 for all k, σ (34)
is one-to-one. In particular, to a given W one can asso-
ciate a unique Wst of the form (30).
Proof. By a short calculation, (31) can be written as
h(k) =
∑
σ
− sinh f(k)
cosh aσ − cosh f(k) (35)
and (32) as
εσ =
∫
I
dk
( − sinh aσ
cosh aσ − cosh f(k) − 1
)
(36)
with interval of integration I = [− 14 , 14 ]. We define a
generalized “free energy” through
H(f, aσ) =
∫
I
dk
∑
σ
− log ( cosh aσ − cosh f(k)). (37)
The map (f, aσ) 7→ H is strictly convex: namely, H is an
integral and sum of functions
(f, a) 7→ − log(cosh a− cosh f), |f | < |a| (38)
which are strictly convex since the eigenvalues of the Hes-
sian matrix are cosh(a± f)− 1 > 0. Furthermore
∂
∂aσ
H =
∫
I
dk
− sinh aσ
cosh aσ − cosh f(k) = εσ −
1
2
(39)
and
δH
δf(k)
=
∑
σ
sinh f(k)
cosh aσ − cosh f(k) = −h(k). (40)
Thus the map from above can be viewed as Legendre
transform from the first set (33) to the second set of
variables (34). Since H is convex, the map is one-to-
one.
VI. DERIVATION OF THE BOLTZMANN
EQUATION FROM THE BOSE-HUBBARD
HAMILTONIAN
We transcribe [12] to bosons and generalize to arbi-
trary (integer) spin quantum numbers. Notably, the de-
terminants for fermions will be replaced by permanents
for bosons in Eq. (68) below, due to the switch from
anticommutators to commutators. In addition, for this
section we consider the straightforward generalization to
Zd as underlying lattice.
We start from the hamiltonian in Eq. (4) and assume
as in [10–12] that the initial state is gauge invariant, in-
variant under translations, and quasi-free. It is thus com-
pletely determined by the two point function
〈aˆσ(k)∗aˆτ (k˜)〉 = δ(k − k˜)Wστ (k, 0), σ, τ ∈ S (41)
where 〈·〉 denotes the average with respect to the ini-
tial state and S ≡ {−n, . . . , n} enumerates spin quan-
tum numbers. Averages of the form 〈(a∗)man〉 vanish
unless m = n, and all other moments are determined by
the Wick pairing rule. As discussed in [12], the quasi-
free property is approximately maintained up to times of
order λ−2 for small λ 1.
5We expand the true two-point function Wλ, defined by
the relation δ(k − k˜)Wλ(k, t)στ = 〈aˆσ(k, t)∗aˆτ (k˜, t)〉, for
fixed t up to order λ2 as
Wλ(k, t) = W
(0)(k)+λW (1)(k, t)+λ2W (2)(k, t)+O(λ3),
(42)
and will extract the collision operator from W (2). To
avoid a specific spin basis, choose arbitrary vectors f, g ∈
C2n+1 and consider 〈f, Wλ(k, t)g〉 where 〈·, ·〉 denotes the
inner product (anti-linear on the left) in spin space. We
will use the vector valued operators
aˆf(k)
∗ =
∑
σ∈S
fσ aˆσ(k)
∗ eσ and aˆg(k) =
∑
σ∈S
gσ aˆσ(k) eσ,
(43)
where f denotes the complex conjugate, fσ, gσ, σ ∈ S
denote the components of f and g and eσ enumerates
the standard basis. The following operations map two
(2n+1)-vector valued operators into a scalar-valued one:
v  w =
∑
σ,τ∈S
vσwτ and v · w =
∑
σ∈S
vσwσ. (44)
For instance,
〈aˆf(k, t)∗  aˆg(k˜, t)〉 = δ(k − k˜) 〈f, Wλ(k, t)g〉.
The time derivative of the basic (2n+ 1)-vector valued
operator becomes
d
dt
aˆf(k, t)
# = i[Hˆ, aˆf(k, t)
#]
= i[Hˆ0, aˆf(k)
#](t) + i
λ
2
[Hˆ1, aˆf(k)
#](t) (45)
where # denotes either nothing or an adjoint (annihila-
tion or creation operator). For the quadraticH0 it follows
directly from the commutation relations that[
Hˆ0, aˆg(k)
]
=
∫
Td
dk′ ω(k′)
[
aˆ(k′)∗ · aˆ(k′), aˆg(k)
]
= −ω(k) aˆg(k)
(46)
and for the creation operator
[Hˆ0, aˆf(k)
∗] = −[H0, aˆf(k)]∗ = ω(k) aˆf(k)∗. (47)
For H1 we first consider
[H1, ag(z)] =
1
2
∑
x∈Zd
V (x− z)(a(x)∗ · a(x)) ag(z)
+
1
2
∑
x∈Z
V (z − x)ag(z)
(
a(x)∗ · a(x)) (48)
such that in momentum space
[Hˆ1, aˆg(k1)] =
∑
z∈Zd
[H1, ag(z)]e
−2pii k1·z
=
1
2
∫
Td
dkVˆ (k − k1)aˆg(k1)−
∫
(Td)3
dk234 δ(k)
× Vˆ (k3 − k4)aˆg(k2)
(
aˆ(k3)
∗ · aˆ(k4)
)
. (49)
Thereby we obtain
d
dt
aˆg(k, t) = i [Hˆ, aˆg(k1, t)]
= −iω(k) aˆg(k1, t) + i λ
2
V (0) aˆg(k1, t)
− iλ
∫
(Td)3
dk234 δ(k) Vˆ (k3 − k4)
× aˆg(k2, t)
(
aˆ(k3, t)
∗ · aˆ(k4, t)
)
(50)
where k = k1 − k2 + k3 − k4. For the subsequent calcu-
lations, we use the notation k1234 = (k1, k2, k3, k4) and
introduce the following terms:
A[h, a, b, c](k1, t) =
∫
(Td)3
dk234 δ(k)h(k1234, t)
× Vˆ (k3 − k4) a(k2, t)
(
b(k3, t) · c(k4, t)
)
(51)
and
A∗[h, a, b, c](k1, t) =
∫
(Td)3
dk234 δ(k)h(k1234, t)
× Vˆ (k2 − k3)
(
a(k2, t) · b(k3, t)
)
c(k4, t), (52)
where h is any complex-valued function and a, b, c are
(2n + 1)-component vector-valued operators as in (43).
Then A and A∗ are again vector-valued operators and
satisfy the relation(A[h, a, b∗, c](k, t))∗ = A∗[h, c∗, b, a∗](k, t). (53)
The evolution equation (50) can then be written as
d
dt
aˆg(k, t) = −i
(
ω(k)− 12λV (0)
)
aˆg(k, t)
− iλA[id, aˆg, aˆ∗, aˆ](k, t)
(54)
and correspondingly for the creation operator( d
dt
aˆf(k, t)
)∗
=
d
dt
aˆf(k, t)
∗
= i
(
ω(k)− 12λV (0)
)
aˆf(k, t)
∗
+ iλA∗[id, aˆ∗, aˆ, aˆ∗f ](k, t).
(55)
The linear part can be removed by defining
ag(k, t) = e
i(ω(k)− 12λV (0))t aˆg(k, t). (56)
The phase factor cancels in the correlator, such that
〈af(k, t)∗  ag(k˜, t)〉 = 〈aˆf(k, t)∗  aˆg(k˜, t)〉. (57)
With the notation
ωabcd = ω(ka)− ω(kb) + ω(kc)− ω(kd) (58)
one finally arrives at
d
dt
ag(k1, t) = −iλA[eiω1234t, ag, a∗, a](k1, t), (59)
6and for the adjoint
d
dt
af(k1, t)
∗ = iλA∗[e−iω1234t, a∗, a, a∗f ](k1, t). (60)
Integrating Eq. (59) leads to
ag(k1, t) = ag(k1, 0)− iλ
∫ t
0
dsA[eiω1234s, ag, a∗, a](k1, s),
(61)
We now iterate Eq. (59) twice up to second order of the
Dyson expansion, such that with an error of order λ3
d
dt
ag(k1, t) = −iλA[eiω1234t, aˆg, aˆ∗, aˆ](k1, 0)
− λ2
∫ t
0
dsA[eiω1234t,A[eiω2678s, aˆg, aˆ∗, aˆ], aˆ∗, aˆ](k1, s)
+ λ2
∫ t
0
dsA[eiω1234t, aˆg,A∗[e−iω3678s, aˆ∗, aˆ, aˆ∗], aˆ](k1, s)
− λ2
∫ t
0
dsA[eiω1234t, aˆg, aˆ∗,A[eiω4678s, aˆ, aˆ∗, aˆ]](k1, s)
= λ
d
dt
a(1)g (k1, t) + λ
2 d
dt
a(2)g (k1, t) +O(λ3).
(62)
We have thus obtained the expansion in λ (for fixed t)
ag(k1, t) = a
(0)
g (k1, t)+λ a
(1)
g (k1, t)+λ
2 a(2)g (k1, t)+O(λ3),
(63)
where a
(0)
g (k, t) = a
(0)
g (k, 0) = aˆg(k). A corresponding
expression is satisfied by af(k, t)
∗. Iterating further yields
the formal expansion
d
dt
〈af(k, t)∗  ag(k˜, t)〉
=
∞∑
n=0
λn
n∑
m=0
d
dt
〈af(k, t)∗(m)  ag(k˜, t)(n−m)〉. (64)
Therefore, Wλ(k, t) can be written as
δ(k − k˜) 〈f, Wλ(k, t)g〉 = 〈af(k, 0)∗  ag(k˜, 0)〉
+
∞∑
n=1
λn
∫ t
0
ds
n∑
m=0
d
ds
〈af(k, s)∗(m)  ag(k˜, s)(n−m)〉
= δ(k − k˜)
∞∑
n=0
λn〈f, W (n)(k, t)g〉. (65)
The zeroth order term of Eq. (65) reads
δ(k − k˜) 〈f, W (0)(k)g〉 = 〈af(k, 0)∗  ag(k˜, 0)〉
= 〈aˆf(k)∗  aˆg(k˜)〉.
(66)
In the next two sections we compute the first and second
order terms.
A. First-order terms
We represent the various summands of the W (1)(k, t)
term in Eq. (65) as Feynman diagrams, which coincide
for fermions and bosons. The first order terms are deter-
mined by
δ(k1 − k5)〈f, W (1)(k1, t)g〉
= i
∫ t
0
ds 〈A∗[e−iω1234s, a∗, a, a∗f ](k1) ag(k5, s)(0)〉
− i
∫ t
0
ds 〈af(k1, s)∗(0) A[eiω5234s, ag, a∗, a](k5)〉
= i
∫ t
0
ds
∫
(Td)3
dk234 δ(k) Vˆ (k2 − k3) e−iω1234s
× 〈(aˆ(k2)∗ · aˆ(k3))(aˆf(k4)∗  aˆg(k5))〉
− i
∫ t
0
ds
∫
(Td)3
dk234 δ(k) Vˆ (k3 − k4) eiω5234s
× 〈(aˆf(k1)∗  aˆg(k2))(aˆ(k3)∗ · aˆ(k4))〉.
(67)
The first term is represented by the left graph in Fig. 1.
Each graph consists of the following symbols: vertices,
edges and time slices. The time direction points from
bottom to top. The n-th order terms have n vertices, and
so the first order terms have only a single vertex. The
vertex represents the interaction of particles. The edges
are labeled by oriented momentum-variables ki. If the
earlier of the endpoints is a creation operator, the arrow
points in the time direction, and if it is an annihilation
operator, the arrow points opposite to the time direction.
Then, by definition of A, at every vertex there are two
ingoing and two outgoing arrows.
To reconstruct the corresponding integral from a given
graph, one needs to iteratively add the following five op-
erations for each vertex:
1. An integration of a time variable s from zero to the
end of the time slice after the vertex. In Fig. 1 this
amounts to using the time integral
∫ t
0
ds.
2. The integration over the momentum variables can
be read of as follows: one needs to add
∫
(Td)3 dkijl
where ki, kj and kl label the three “earlier” edges.
3. A product of four phase factors e±iω(kj)s, one for
each arrow attached to the vertex, where s denotes
the time integration variable of the vertex. A neg-
ative sign is chosen if the arrow points in the time
direction, and a positive sign if it points against the
time direction.
4. A δ-function ensuring the momentum conservation,
in which a positive sign is used if the corresponding
arrow points away from the vertex, and a negative
sign if the arrow points towards the vertex.
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FIG. 1. The diagrams of the first order terms in λ.
5. A factor “±i” with a positive sign if the single later
edge points away from the vertex, and a negative
sign if it points towards the vertex.
Finally, the average 〈·〉 of the product of creation and
annihilation operators at the bottom of the graph needs
to be taken. Every (aˆ(ki)
∗ · aˆ(kj)) entails a factor of
Vˆ (ki − kj). By construction, if one starts to count the
direction of the arrows from left to right in any of the time
slices, they always start with an up-arrow and alternate
from left to right in up-down combinations. This results
in an alternating sequence of creation and annihilation
operators at the bottom of the graph. The Wick-pairings
“unionsq” shown under the graph follow from averaging this
alternating sequence over the initial quasi-free state. The
average has a particularly simple form for the alternating
order of creation and annihilation operators: it can then
be computed according to the Wick rule
〈aˆ∗i1 aˆj1 · · · aˆ∗in aˆjn〉 = perm[K(ik, jl)]1≤k,l≤n (68)
where
K(ik, jl) =
{
〈aˆ∗ik aˆjl〉 if k ≤ l
〈aˆjl aˆ∗ik〉 if k > l
(69)
and “perm” denotes the permanent of a matrix. For
instance, the expectation value 〈·〉 over the initial state
in the first term in Eq. (67) can be expressed as
〈(aˆ(k2)∗ · aˆ(k3))(aˆf(k4)∗  aˆg(k5))〉
=
∑
σ1,σ,τ∈S
fσgτ 〈aˆσ1(k2)∗aˆσ1(k3)aˆσ(k4)∗aˆτ (k5)〉
=
∑
σ1,σ,τ∈S
fσgτ
× perm
[ 〈aˆσ1(k2)∗aˆσ1(k3)〉 〈aˆσ1(k2)∗aˆτ (k5)〉
−〈aˆσ1(k3)aˆσ(k4)∗〉 〈aˆσ(k4)∗aˆτ (k5)〉
]
=
∑
σ1,σ,τ∈S
fσgτ
(〈aˆσ1(k2)∗aˆσ1(k3)〉〈aˆσ(k4)∗aˆτ (k5)〉
+ 〈aˆσ1(k3)aˆσ(k4)∗〉〈aˆσ1(k2)∗aˆτ (k5)〉
)
.
(70)
The two Wick pairings shown in Fig. 1 represent the two
different pairings in equation (70). Since for instance,
〈aˆσ1(k3)aˆσ(k4)∗〉 = δ(k3−k4)W˜ (k4)σσ1 , the left diagram
yields
∫ t
0
ds 〈a˙f(k1, s)∗(1)  ag(k5, s)(0)〉 = it δ(k1 − k5)
×
∫
Td
dk2
(
Vˆ (0) tr[W2]〈f,W1g〉+Vˆ (k1−k2)〈f, W˜2W1g〉
)
(71)
where a˙(k, t) = ddta(k, t). The contribution of the right
diagram in Fig. 1 can also be computed directly by taking
an adjoint of the result above, yielding
∫ t
0
ds 〈af(k1, s)∗(0)  a˙g(k5, s)(1)〉 = −it δ(k1 − k5)
×
∫
Td
dk2
(
Vˆ (0) tr[W2]〈f,W1g〉+Vˆ (k1−k2)〈f,W1W˜2g〉
)
.
(72)
8Thus the first order term is given by
W (1)(k1, t) = −it[R[W ]1,W1],
R[W ]1 =
∫
Td
dk Vˆ (k1 − k)W (k) ∈ C(2n+1)×(2n+1).
(73)
All four diagrams in Fig. 1 have an interaction with zero
momentum transfer (for instance, using the top left pair-
ing leads to k4 = k1). Such diagrams will also appear
in the second order and we call them zero momentum
transfer diagrams.
B. Second-order terms
We next consider the second order term in λ, which we
decompose into a sum of four terms, obtained by evalu-
ating the time-derivative in the equality
δ(k − k˜)〈f, W (2)(k, t)g〉
=
∫ t
0
ds
2∑
m=0
d
ds
〈
af(k, s)
∗(m)  ag(k˜, s)(2−m)
〉
. (74)
(1′,1)-term
In the previous section we have already shown that
∫ t
0
ds 〈a˙f(k1, s)∗(1)  ag(k5, s)(1)〉
=
∫ t
0
ds2
∫ s2
0
ds1 〈A∗[e−iω1234s2 , a∗, a, a∗f ](k1)
A[eiω5678s1 , ag, a∗, a](k5)〉 (75)
which can be represented by the Feynman diagram in
Ref. [12, Fig. 2]. In order to evaluate the diagram we
start with
〈(
a(k2)
∗ · a(k3)
)(
af(k4)
∗  ag(k6)
)(
a(k7)
∗ · a(k8)
)〉
=
∑
σ,τ,µ1,µ2
fσgτ
〈
aµ1(k2)
∗ aµ1(k3)
× aσ(k4)∗ aτ (k6) aµ2(k7)∗ aµ2(k8)
〉
. (76)
Using Eq. (B7) in appendix B,
〈
aˆs1(i1)
∗ aˆr1(j1) aˆs2(i2)
∗ aˆr2(j2) aˆs3(i3)
∗ aˆr3(j3)
〉
= perm〈aˆs1(i1)∗aˆr1(j1)〉 〈aˆs1(i1)∗aˆr2(j2)〉 〈aˆs1(i1)∗aˆr3(j3)〉〈aˆr1(j1)aˆs2(i2)∗〉 〈aˆs2(i2)∗aˆr2(j2)〉 〈aˆs2(i2)∗aˆr3(j3)〉
〈aˆr1(j1)aˆs3(i3)∗〉 〈aˆr2(j2)aˆs3(i3)∗〉 〈aˆs3(i3)∗aˆr3(j3)〉

(77)
one arrives at
〈(a(k2)∗ · a(k3))(af(k4)∗  ag(k6))(a(k7)∗ · a(k8))〉
= δ(k3 − k7)δ(k4 − k6)δ(k2 − k8)〈f, W4tr[W˜3W2]g〉
+ δ(k2 − k6)δ(k4 − k8)δ(k3 − k7)〈f, W4W˜3W2g〉
+ δ(k2 − k3)δ(k4 − k6)δ(k7 − k8)〈f, W4tr[W2]tr[W7]g〉
+ δ(k2 − k8)δ(k3 − k4)δ(k6 − k7)〈f, W˜4W2W˜6g〉
+ δ(k6 − k7)δ(k4 − k8)δ(k2 − k3)〈f, W4W˜6tr[W2]g〉
+ δ(k7 − k8)δ(k3 − k4)δ(k2 − k6)〈f, W˜3W2tr[W7]g〉.
(78)
Inserting this formula into (75) yields the following ex-
pression for the (1′, 1)-term,∫ t
0
ds 〈a˙f(k1, s)∗(1)  ag(k5, s)(1)〉
= δ(k1 − k5) 1
2
t2 〈f, Z[W ](1′1)1 g〉
+ δ(k1 − k5)
∫ t
0
ds2
∫ s2
0
ds1
∫
(Td)3
dk234 δ(k)
× e−iω1234(s2−s1)〈f, D[W ]∗234 g〉.
(79)
Here
D[W ]∗234 = V (k2 − k3)2W4tr[W˜3W2]
+ V (k2 − k3)V (k3 − k4)W4W˜3W2 (80)
and it results from the first two terms in Eq. (78). The
remaining four terms all leads to a diagram with a zero
momentum transfer and summing up their contribution
yields
Z[W ](1′1)1 = Vˆ (0){W1, R[W˜ ]1} tr[R]
+R[W˜ ]1W1R[W˜ ]1 + Vˆ (0)
2W1 tr[R]tr[R]. (81)
(1,1′)-term
A similar discussion applies to∫ t
0
ds 〈af(k1, s)∗(1)  a˙g(k5, s)(1)〉
=
∫ t
0
ds2
∫ s2
0
ds1 〈A∗[e−iω1234s1 , a∗, a, a∗f ](k1)
A[eiω5678s2 , ag, a∗, a](k5)〉, (82)
which can also be computed by taking the adjoint of the
(1′, 1)-term. This shows that∫ t
0
ds 〈af(k1, s)∗(1)  a˙g(k5, s)(1)〉
= δ(k1 − k5) 1
2
t2 〈f, Z[W ](11′)1 g〉
+ δ(k1 − k5)
∫ t
0
ds2
∫ s2
0
ds1
∫
(Td)3
dk234 δ(k)
× eiω1234(s2−s1)〈f, D[W ]234g〉,
(83)
9where Z[W ](11′)1 = (Z[W ](1
′1)
1 )
∗ = Z[W ](1′1)1 and
D[W ]234 = Vˆ (k2 − k3)2W4tr[W˜3W2]
+ Vˆ (k2 − k3)Vˆ (k3 − k4)W4W˜3W2, (84)
such that it hold D[W ]∗234 = D[W ]234 by interchanging
k2 ↔ k4 for the second term.
(2,0)-term
The (2, 0)-term is given by the following expression
∫ t
0
ds 〈a˙f(k1, s)∗(2)  ag(k5, s)(0)〉 =
−
∫ t
0
ds2
∫ s2
0
ds1 〈A∗[e−iω1234s2 ,
A∗[e−iω2678s1 , a∗, a, a∗], a, a∗f ](k1) ag(k5)〉
+
∫ t
0
ds2
∫ s2
0
ds1 〈A∗[e−iω1234s2 , a∗,
A[eiω3678s1 , a, a∗, a], a∗f ](k1) ag(k5)〉
−
∫ t
0
ds2
∫ s2
0
ds1 〈A∗[e−iω1234s2 , a∗, a,
A∗[e−iω4678s1 , a∗, a, a∗f ]](k1) ag(k5)〉.
(85)
To evaluate the contribution of the parings to the first
term in Eq. (85) we use
〈(a(k6)∗ · a(k7))(a(k8)∗ · a(k3))(af(k4)∗  ag(k5))〉
=
∑
σ,τ,µ1,µ2
fσgτ 〈aµ1(k6)∗aµ1(k7)aµ2(k8)∗aµ2(k3)aσ(k4)∗aτ (k5)〉
= δ(k7 − k4)δ(k8 − k3)δ(k6 − k5) 〈f, W˜4W1tr[W3]g〉
+ δ(k6 − k3)δ(k8 − k˜)δ(k7 − k4) 〈f, W˜4W3W1g〉
+ zero momentum transfer diagrams
(86)
and the contributions of the second term in Eq. (85) are
〈(a(k2)∗ · a(k6))(a(k7)∗ · a(k8))(af(k3)∗  ag(k5))〉
=
∑
σ,τ,µ1,µ2
fσgτ
× 〈aµ1(k2)∗aµ1(k6)aµ2(k7)∗aµ2(k8)aσ(k4)∗aτ (k5)〉
= δ(k8 − k4)δ(k7 − k˜)δ(k6 − k2) 〈f, W˜4W1tr[W2]g〉
+ δ(k2 − k8)δ(k7 − k˜)δ(k6 − k4) 〈f, W˜4W2W1g〉
+ zero momentum transfer diagrams
(87)
and the contributions of the third term (85) are given by
〈(a(k2)∗ · a(k3))(a(k6)∗ · a(k7))(af(k8)∗  ag(k5))〉
=
∑
σ,τ,µ1,µ2
fσgτ
× 〈aµ1(k2)∗aµ1(k3)aµ2(k6)∗aµ2(k7)aσ(k8)∗aτ (k5)〉
= δ(k8 − k˜)δ(k3 − k6)δ(k2 − k7) 〈f, W1tr[W˜3W2]g〉
+ δ(k2 − k7)δ(k6 − k˜)δ(k3 − k8) 〈f, W˜3W2W1g〉
+ zero momentum transfer diagrams.
(88)
With the definitions
B[W ]∗1234
= Vˆ (k2 − k3)Vˆ (k3 − k4)
× (W˜4W2W1 − W˜4W3W1 − W˜3W2W1)
+ V (k2 − k3)2
× (W˜4W1tr[W2]− W˜4W1tr[W3]−W1tr[W˜3W2])
(89)
and
Z[W ](20)1 = −Vˆ (0)2W1 tr[R]tr[R]−R[W˜ ]1R[W˜ ]1W1
− Vˆ (0)R[W˜ ]1W1 tr[R]− Vˆ (0)R[W˜ ]1W1 tr[R] (90)
we obtain∫ t
0
ds 〈a˙f(k1, t)∗(2)  ag(k5, t)(0)〉
= δ(k1 − k5)1
2
t2 〈f, Z[W ](20)1 g〉
+ δ(k1 − k5)
∫ t
0
ds1
∫ s1
0
ds2
∫
(Td)3
dk234 δ(k)
× e−iω1234(s2−s1)〈f, B[W ]∗1234 g〉.
(91)
(0,2)-term
Analogous to the (2, 0)-term, one arrives at
∫ t
0
ds 〈af(k1, s)∗(0)  a˙g(k5, s)(2)〉
= δ(k1 − k5) 1
2
t2 〈f, Z[W ](02)g〉
+ δ(k1 − k5)
∫ t
0
ds2
∫ s2
0
ds1
∫
(Td)3
d3k234 δ(k)
× eiω1234(s2−s1)〈f, B[W ]1234 g〉 .
(92)
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C. The limit λ→ 0, t = O(λ−2)
Before we consider the limit λ → 0 we summarize all
second order diagrams. Defining
A[W ]1234 = D[W ]234 + B[W ]1234, (93)
A[W ]∗1234 = D[W ]∗234 + B[W ]∗1234, (94)
and using the identity
− [R[W ]1, [R[W ]1, W1]]
= Z[W ](1′1)1 + Z[W ](11
′)
1 + Z[W ](20)1 + Z[W ](02)1 ,
(95)
we thus find that∫ t
0
ds
d
ds
2∑
m=0
〈af(k1, s)∗(m)  ag(k5, s)(2−m)〉
= −δ(k1 − k5) 1
2
t2 〈f, [R[W ]1, [R[W ]1, W1]]g〉
+ δ(k1 − k5)
∫ t
0
ds1
∫ s1
0
ds2
∫
(Td)3
dk234 δ(k)
× eiω1234(s2−s1)〈f, A[W ]1234 g〉
+ δ(k1 − k5)
∫ t
0
ds1
∫ s1
0
ds2
∫
(Td)3
dk234 δ(k)
× e−iω1234(s2−s1)〈f, A[W ]∗1234 g〉.
(96)
Hence the second order term W (2) is given by
W (2)(k1, t) = W
(2)
z (k1, t) +W
(2)
c (k1, t) (97)
where
W (2)z (k1, t) = −
1
2
t2 [R[W ]1, [R[W ]1, W1]], (98)
and
W (2)c (k1, t) =
∫ t
0
ds1
∫ s1
0
ds2
∫
(Td)3
dk234 δ(k)
× (eiω1234(s1−s2)A[W ]1234 + e−iω1234(s1−s2)A[W ]∗1234).
(99)
The collision operator is determined by taking at second
order the limit λ→ 0 and simultaneous long times λ−2t
with t of order 1. More explicitly,
t C[W (0)](k) = lim
λ→0
λ2W (2)c (k, λ
−2t), (100)
where W
(2)
c is defined in (99). To evaluate the limit, we
make use of
lim
λ→0
λ2
∫ λ−2t
0
ds1
∫ s1
0
ds2 e
±iω1234(s1−s2)
= t
∫ ∞
0
ds e±iω1234s = t
(
±iP
( 1
ω1234
)
+ pi δ(ω1234)
)
(101)
where P denotes the principal value. This yields
lim
λ→0
λ2W (2)c (k, λ
−2 t)
= t pi
∫
(Td)3
dk234 δ(k) δ(ω1234)
× 〈f, (A[W ]1234 +A[W ]∗1234)g〉
+ i t
∫
(Td)3
dk234 δ(k)P
( 1
ω1234
)
× 〈f, (A[W ]1234 −A[W ]∗1234)g〉.
(102)
We note that in case Wστ (k) = δστWσ(k) the term
containing the principal part vanishes. The effective
hamiltonian results from the (2n+ 1)-fold degeneracy of
the unperturbed H0.
VII. SIMULATION
The details of the numerical implementation and molli-
fication of the collision operator have been adapted from
[11] to the bosonic case. Here we report simulation re-
sults. For better comparison we start always from the
same initial state and modify the parameters of the evo-
lution equation.
A. Initial Wigner state
We fix the initial condition W (k, 0) as illustrated in
Fig. 2. The cyan lines in Fig. 2a represent the real di-
agonals, and the dark and light red functions the real
and imaginary part of the off-diagonal |0〉 〈↓| entry, re-
spectively. The eigenvalues of W (k, 0) in Fig. 2b are
non-negative for each k ∈ T, as required, and W (k, 0)
is continuous on T. Note that the eigenvalues can exceed
1, different from the Fermi case. It will be interesting
to see how the eigenvalue crossing will evolve during the
simulation.
B. Stationary states
One can obtain the stationary state corresponding to
the initial W (k, 0) via the conservation laws Eq. (19),
(20) and (21), as shown in Sec. V. Different dispersion re-
lations lead to different stationary states, which are illus-
trated in Fig. 3 for the nearest and next-nearest neighbor
hopping models. The next-nearest neighbor cases result
in thermal Bose-Einstein distributions, while the nearest
neighbor case results in a nonthermal stationary state of
the form (30), see Fig. 3a. The corresponding f function
is shown in Fig. 3b.
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FIG. 2. (Color online) The initial state W (k, 0) used for the simulations. (a) The cyan (upper) curves show the real diagonal
entries, and the darker and lighter red curves the real and imaginary parts of the off-diagonal |0〉〈↓| entry, respectively. For
visual clarity, the remaining off-diagonal entries are omitted in the plot. (b) Eigenvalues of W (k, 0). Note the crossing (at
negative k) and avoided crossing (at positive k) of the upper two curves.
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FIG. 3. (Color online) Diagonal matrix entries (colored curves) of the stationary (t → ∞) states corresponding to the initial
W (k, 0) in Fig. 2, for the nearest neighbor hopping model (a) and the next-nearest neighbor model with η = 1
50
(c) and
η = 1
2
(d). The off-diagonal matrix entries are zero. Apparently, the final state sensitively depends on the dispersion relation
ω(k). The additional conservation laws in the nearest neighbor case lead to a nonthermal stationary state. (b) The f function
(solid blue) and conserved tr[W (k)]− tr[W ( 1
2
− k)] (dashed green) for the nearest neighbor hopping model, which determines
the nonthermal stationary state in (a). The faint gray curves show the corresponding entries when shifting the initial state
k → k + 1
2
, resulting in negative temperatures of the thermal stationary states. Note that the gray curves in (a) are exact
shifted duplicates, which holds not true for the next-nearest neighbor models in (c) and (d).
C. Negative temperature
States with negative temperatures (β < 0) have re-
cently attracted interest [15, 17]. In our context, first
observe that the exponential term of the Bose-Einstein
12
distribution (
eβ(ω(k)−µσ) − 1
)−1
(103)
is invariant under β → −β when simultaneously changing
the sign of ω(k) − µσ. As argued in [17], a sign flip
of the nearest neighbor dispersion (up to an arbitrary
offset) is accomplished by shifting the momentum k →
k+ 12 . In terms of the f function in Eq. (30), the shift of
momentum is equivalent to a point reflection at the origin
since f(k+ 12 ) = −f(−k). However, for the next-nearest
neighbor models the sign flip property of the dispersion
holds not exactly true due to the additional η cos(4pik)
term, which is invariant under k → k + 12 .
Nevertheless, it turns out that simply shifting the ini-
tial state in Fig. 2 by k → k+ 12 suffices to obtain thermal
equilibrium states with negative temperature. The states
resulting from the initial shift are shown as faint gray
curves in Fig. 3. Note that the thermal gray curves attain
their maximum at (or close to) the boundary of the Bril-
louin zone, while positive temperature states have their
maximum at k = 0. As expected, for the nearest neigh-
bor model the f function is reflected about the origin and
the gray curves in (a) are shifted copies of the original col-
ored curves, whereas for the next-nearest neighbor model
this does no longer hold since ωη(k +
1
2 ) 6= −ωη(k) + c
for nonzero η. The inverse temperature β of the thermal
states is shown in the following table. Note that the shift
also changes the absolute value.
η = 0.02 η = 0.5
β of original W (k, 0) 0.1403 0.1228
β of shifted W (k + 12 , 0) −0.1394 −0.09507
D. Time evolution and effect of the potential
The three eigenvalues of a spin-1 Wigner state W (k, t)
define a point in R3. We thus obtain for each t a spectral
curve of eigenvalues as k traverses the Brillouin zone T, as
visualized in Fig. 4 for the next-nearest neighbor model
with η = 12 .
Comparing a simulation using the standard on-site po-
tential Vˆ (k) ≡ 1 with the k-dependent potential Vˆ (k) =
1/(2 − cos(2pik)), one notices that the convergence for
the k-dependent potential is slower as compared to the
on-site case; this observation can be confirmed quanti-
tatively: the exponential decay rate in Hilbert-Schmidt
norm is 0.67 and 0.25, respectively. The potential is vi-
sualized in Fig. 5.
The kinematically allowed collisions δ(k) δ(ω) define
the collision manifold, a subset of T4. Specifically for
the next-nearest neighbor model with η = 12 , it consists
of the γ1, γ2, γdiag and γellip manifolds as discussed in
[11]. Fig. 6 shows the latter two, with color encoding the
eigenvalues of Aquad on the left and Atr on the right (for
the initial state W (k, 0) and Vˆ (k) ≡ 1). Considering the
effect of the potential in Fig. 5, let us briefly elaborate on
FIG. 4. Time evolution of the eigenvalues of W (k, t) for the
next-nearest neighbor model with η = 1
2
and the k-dependent
potential in Fig. 5. Each curve shows the 3 eigenvalues of
W (k, t) as k traverses the Brillouin zone T, for fixed t. The
blue and green colors correspond to t = 0 (also see Fig. 2b)
and t = 1/16, respectively. The red curve corresponds to the
final thermal equilibrium state (illustrated in Fig. 3d).
-0.5 -0.25 0.25 0.5
k
0.25
0.5
0.75
1
V
` HkL
FIG. 5. The k-dependent potential Vˆ (k) = 1/(2 − cos(2pik))
used in the simulation in Fig. 4.
the weighting of the collisions by the Vˆ -prefactors of the
Aquad and Atr integrands. Since Vˆ (k) attains its maxi-
mum at k = 0, the scale factor Vˆ (k2 − k3)Vˆ (k3 − k4) is
largest when the momenta k1, . . . , k4 are all equal. Con-
cerning Vˆ (k3 − k4)2, the hyperplane k3 = k4 (or equiva-
lently k1 = k2) contributes the most.
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(a) eig(Aquad) (b) eig(Atr)
FIG. 6. (Color online) Three-dimensional shape of the γdiag and γellip collision manifolds for the next-nearest neighbor model
with η = 1
2
. Color encodes the eigenvalues of (a) Aquad and (b) Atr in Eq. (15) and (16) with the Vˆij prefactors set to 1, for
the initial state W (k, 0). Eigenvalues can be negative, and the zero state corresponds to gray color.
0 2 4 6 8
t
3.26
3.27
3.28
3.29
3.30
S@WHtLD, h=0.02
(a) entropy increase
0.5 1.0 1.5 2.0
t0.00
0.05
0.10
0.15
0.20
0.25
°offdiagHWHtL-Wth,hL´, h=0.02
(b) convergence of the off-diagonal entries
FIG. 7. (Color online) (a) Entropy increase for the next-nearest neighbor model with small η = 1
50
(dark blue curve). The red
curve shows the entropy of the corresponding equilibrium state, and the dashed black curve the entropy of the stationary nearest
neighbor state. The entropy increases quickly up to t ' 0.5, where it reaches the dashed curve (“fast motion”). Afterwards
it slowly approaches the actual thermal equilibrium value (“slow motion”). (b) Exponential convergence of the off-diagonal
entries. The dynamic matches the “fast motion” in (a) quite well, i.e., the off-diagonal entries (almost) reach zero within the
“fast motion” period. For visual clarity, the time axis in (b) is shorter than in (a). To demonstrate the effect of the potential,
the faint blue curves show the results for a calculation with the potential in Fig. 5 instead of the uniform Vˆ (k) ≡ 1.
E. Exponential convergence and prethermalization
The next-nearest neighbor model with small η = 150
serves as illustration of the prethermalization effect. In
our context, the initial Wigner state converges quickly
to a quasistationary state close to the nonthermal sta-
tionary state in Fig. 3a (nearest neighbor model with
η = 0), and then thermalizes slowly to the equilibrium
state in Fig. 3c. The entropy increase (shown in Fig. 7a)
quantifies this dynamical picture: the entropy quickly
reaches the entropy of the stationary nearest neighbor
state (dashed black curve), and then further increases
towards the actual thermal equilibrium state. An ana-
lytical approach in terms of the vanishing off-diagonal
entries follows the same lines as in Ref. [11], and is illus-
trated in Fig. 7b.
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VIII. CONCLUSIONS
On the kinetic level, the dynamics of bosons and
fermions in one dimension is qualitatively similar: ad-
ditional conservation laws and nonthermal stationary
states exist for pure nearest neighbor hopping. These
additional conservation laws disappear when turning on
longer range hopping terms, and all stationary states be-
come thermal equilibrium states. Prethermalization is
observed for small next-nearest neighbor hopping.
Conversely, the main modifications for bosons include
the following: W˜ = 1 −W for fermions is replaced by
W˜ = 1 + W for bosons, the Wigner matrix W (k) has
dimension (2n + 1) × (2n + 1) where n ∈ N0 is the spin
quantum number, and the Fermi property 0 ≤W (k) ≤ 1
is relaxed to 0 ≤W (k) for bosons.
Concerning negative temperatures, we have demon-
strated that a simple shift k → k + 12 in the initial
state suffices to change the temperature sign of the corre-
sponding thermal equilibrium state. In this context, the
shift-invariance of the evolution dynamics with respect to
k → k + 12 is broken by the dispersion relation whenever
ω(k + 12 ) 6= −ω(k) + c.
On the microscopic level the Fermi-Hubbard hamilto-
nian with on-site potential and nearest neighbor coupling
is integrable and has an infinite number of conservation
laws. In [11] we concluded that this integrable struc-
ture is still visible on the kinetic level. The spin-0 Bose-
Hubbard hamiltonian, with the same couplings, is not
integrable, but the Boltzmann transport equation still
has an infinite number of conservation laws. In the t-V
limit integrability of the Hubbard hamiltonian is regained
at the expense of the occupation numbers taking values
0, 1 only. This constraint is not readily transcribed to
a transport equation. We infer that the link between
microscopic integrability and infinite number of conser-
vation laws on the kinetic level is less stringent than an-
ticipated in [11].
Appendix A: Positivity
The following lemma ensures positivity of the gain
term in Eq. (13), when identifying x = Vˆ34, y = −Vˆ23
and using the interchangeability of the integration vari-
ables k2 ↔ k4.
Lemma 1. Let A,B,C ∈ Cd×d be positive semidefinite
and x, y ∈ R. Then
x2A tr[BC] + y2 C tr[BA]− x y ABC − x y CBA ≥ 0.
Proof. By the spectral decomposition of B with non-
negative eigenvalues, we can without loss of generality
assume that B = |ψ〉 〈ψ| for a ψ ∈ Cd. Now let ϕ ∈ Cd
be arbitrary, then
〈ϕ|x2A tr[BC] + y2 C tr[BA]− x y ABC − x y CBA |ϕ〉
= x2 〈ϕ|A |ϕ〉 〈ψ|C |ψ〉+ y2 〈ϕ|C |ϕ〉 〈ψ|A |ψ〉
− x y 〈ϕ|A |ψ〉 〈ψ|C |ϕ〉 − x y 〈ϕ|C |ψ〉 〈ψ|A |ϕ〉
≥ x2 〈ϕ|A |ϕ〉 〈ψ|C |ψ〉+ y2 〈ϕ|C |ϕ〉 〈ψ|A |ψ〉
− 2 |x y| · |〈ϕ|A |ψ〉| · |〈ψ|C |ϕ〉| .
Using the Cauchy-Schwarz inequality |〈ϕ|A |ψ〉|2 ≤
〈ϕ|A |ϕ〉 〈ψ|A |ψ〉, we arrive at the further estimate
≥ x2 〈ϕ|A |ϕ〉 〈ψ|C |ψ〉+ y2 〈ϕ|C |ϕ〉 〈ψ|A |ψ〉
− 2 |x y|
√
〈ϕ|A |ϕ〉 〈ψ|A |ψ〉
√
〈ϕ|C |ϕ〉 〈ψ|C |ψ〉
=
(
|x|
√
〈ϕ|A |ϕ〉 〈ψ|C |ψ〉 − |y|
√
〈ϕ|C |ϕ〉 〈ψ|A |ψ〉
)2
≥ 0.
Appendix B: Bosonic correlations
1. Two-point function
Let H =
∑
k,l∈ZHkl a
∗
kal be the second quantization
of the one-particle matrix H. It is assumed that e−H is
trace class and det(1 + eH) 6= 0. We use the identities
e−Ha∗i e
H =
∑
j∈Z
a∗j
(
e−H
)
ji
, e−HaieH =
∑
j∈Z
(
eH
)
ij
aj .
(B1)
Then
〈a∗i aj〉 =
1
Z
tr
[
e−Ha∗i aj
]
=
∑
n
1
Z
tr
[
a∗n
(
e−H
)
ni
e−Haj
]
=
∑
n
1
Z
tr
[(
e−H
)
ni
e−Haja∗n
]
=
∑
n
(
e−H
)
ni
1
Z
tr
[
e−Haja∗n
]
=
∑
n
(
e−H
)
ni
1
Z
tr
[
e−H(δnj + a∗naj)
]
=
(
e−H
)
ji
+
∑
n
〈a∗naj〉
(
e−H
)
ni
(B2)
with the partition function Z = tr[e−H]. Rearranging
gives ∑
n∈Z
〈
a∗n
(
1− e−H)
ni
aj
〉
=
(
e−H
)
ji
. (B3)
Finally multiplying this expression by
(
(1− e−H)−1)
im
and summing over the i variable, we obtain
〈a∗maj〉 =
(
(eH − 1)−1)
jm
. (B4)
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2. Expansion as permanent
We prove recursively that
〈a∗i1aj1 · · · a∗inajn〉 = perm[K(ik, jl)]1≤k,l≤n, (B5)
where
K(ik, jl) =
{
〈a∗ikajl〉 if k ≤ l,
〈alla∗ik〉 if k > l.
(B6)
For n = 1 the formula bolds by definition. Suppose the
formula (B5) has been established for some n, i.e.,
〈a∗i1aj1 · · · a∗inajn〉
= perm

〈a∗i1aj1〉 〈a∗i1aj2〉 · · · 〈a∗i1ajn〉
〈aj1a∗i2〉 〈a∗i2aj2〉 · · · 〈a∗i2ajn〉
...
...
. . .
...
〈aj1a∗in〉 〈aj2a∗in〉 · · · 〈a∗inajn〉
 . (B7)
We will need one more expression for 〈· · · 〉 such that in
the first k pairs the annihilation operator precedes the
creation operator,
〈aj1a∗i1 · · · ajka∗ika∗ik+1ajk+1 · · · a∗inajn〉 = perm
〈a∗j1ai1〉 · · · 〈a∗i1ajk〉 〈a∗i1ajk+1〉 · · · 〈a∗i1ajn〉
...
. . .
...
...
. . .
...
〈ajka∗i1〉 · · · 〈ajka∗ik〉 〈a∗ikajk+1〉 · · · 〈a∗ikajn〉
〈ajk+1a∗i1〉 · · · 〈ajk+1a∗ik〉 〈a∗ik+1ajk+1〉 · · · 〈a∗ik+1ajn〉
...
. . .
...
...
. . .
...
〈ajna∗i1〉 · · · 〈ajna∗ik〉 〈ajna∗ik+1〉 · · · 〈a∗inajn〉

.
(B8)
Let us proof this formula. For k = 0, it agrees with (B7).
Suppose it to be true for some k. Let us then prove that
the formula (B8) holds for k + 1,
〈aj1a∗i1 · · · ajk+1a∗ik+1a∗ik+2ajk+2 · · · a∗inajn〉
= 〈aj1a∗i1 · · · ajka∗ika∗ik+1ajk+1 · · · a∗inajn〉
+ δik+1,jk+1〈aj1a∗i1 · · · ajka∗ika∗ik+2ajk+2 · · · a∗inajn〉.
(B9)
Using the expression (B8) and considering the expansion
of the permanent in the (k + 1)th column (or row), it
is easy to see that (B9) corresponds to the expression
(B8) but with the diagonal term a∗ik+1ajk+1 replaced by
ajk+1a
∗
ik+1
. Therefore (B8) holds for k + 1, too.
Now we prove (B7) for n + 1 by using (B7) for n and
(B8) for n and k ≤ n,
〈a∗qaj1 · · · a∗in+1ajn+1〉
=
1
Z
tr
[
e−Ha∗qaj1 · · · a∗in+1ajn+1
]
=
∑
n∈Z
1
Z
(
e−H
)
mq
tr
[
e−Haj1 · · · a∗in+1ajn+1a∗m
]
=
∑
m∈Z
(
e−H
)
mq
〈a∗maj1 · · · a∗in+1ajn+1〉
+
n+1∑
p=2
(
e−H
)
jpq
× 〈aj1a∗i2 · · · ajp−1a∗ipa∗ip+1ajp+1 · · · a∗in+1ajn+1〉
+
(
e−H
)
j1q
〈a∗i2aj2 · · · a∗in+1ajn+1〉.
We take the term with the sum over m ∈ Z together
with the first one and multiply the whole expression by∑
q∈Z
(
(1− e−H)−1)
qi1
to obtain
〈a∗i1aj1 · · · a∗in+1ajn+1〉 = 〈a∗i1aj1〉〈a∗i2aj2 · · · a∗in+1ajn+1〉
+
n+1∑
p=2
〈a∗i1ajp〉〈aj1a∗i2 · · · ajp−1a∗ipa∗ip+1ajp+1 · · · a∗in+1ajn+1〉.
(B10)
Using (B7) and (B8) for n terms we see that this last
expression is nothing else than the expansion with respect
to the first row of (B7) with n substituted by n+ 1.
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