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Abstract
We give restrictions on the locality-preserving unitary automorphisms U , which are
protected gates, for topologically ordered systems. For arbitrary anyon models, we show
that such unitaries only generate a finite group, and hence do not provide universality.
For abelian anyon models, we find that the logical action of U is contained in a proper
subgroup of the generalized Clifford group. In the case D(Z2), which describes Kitaev’s
toric code, this represents a tightening of statement previously obtained within the sta-
bilizer framework in [10]. For non-abelian models, we find that such automorphisms are
very limited: for example, there is no non-trivial gate for Fibonacci anyons. For Ising
anyons, protected gates are elements of the Pauli group. These results are derived by re-
lating such automorphisms to symmetries of the underlying anyon model: protected gates
realize automorphisms of the Verlinde algebra. We additionally use the compatibility with
basis changes to characterize the logical action.
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1 Introduction
In order to reliably compute, it is necessary to protect information against noise. For quantum
computations, this is particularly challenging because noise in the form of decoherence threatens
the very quantum nature of the process. Adding redundancy by encoding information into a
quantum error-correcting code is a natural, conceptually appealing approach towards building
noise-resilient scalable computers based on imperfect hardware.
Among the known quantum error-correcting codes, the class of so-called topological codes
stands out. Examples in 2D include the toric code and quantum double models [23], the surface
codes [8], the 2D color codes [4], variants of these codes [3, 15] and the Levin-Wen model [28]. In
3D, known examples are Bombin and Martin-Delgado’s 3D color code [6], as well as Haah’s [18]
and Michnicki’s [32] models. These codes are attractive for a number of reasons: their code
space is topologically protected, meaning that small local deformations or locally acting noise
do not affect encoded information. The degree of this protection (measured in information-
theoretic notions in terms of code distance, and manifesting itself in physical properties such
as gap stability) scales with the system size: in other words, robustness essentially reduces
to the question of scalability. Finally, the code space of a topological code is the degenerate
ground space of a geometrically local Hamiltonian: this means that syndrome information can
be extracted by local measurements, an important feature for actual realizations. Furthermore,
this implies that a topological code is essentially a phase of a many-body system and can be
characterized in terms of its particle content, their statistics, and the quantum field theory
emerging in the continuum limit. In particular, this provides a description of such systems
which captures all universal features, independently of microscopic details.
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While quantum error-correcting codes can provide the necessary protection of information
against noise, a further requirement for quantum computation is the ability to execute gates
in a robust manner. Again, topological codes stand out: they usually provide certain intrinsic
mechanisms for executing gates in a robust way. More precisely, there are sequences of local
code deformations, under which the information stays encoded in a code with macroscopic
distance, but undergoes some unitary transformation. In principle, this provides a robust
implementation of computations by sequences of local, and hence, potentially experimentally
realizable actions. In the case of 2D-topological codes described by topological quantum field
theories, this corresponds to adiabatic movement (braiding) of quasi-particle excitations (also
called anyons).
Unfortunately, as is well known, braiding (by which we mean the movement either around
each other or more generally around non-trivial loops) of anyons does not always give rise to
a universal gate set. Rather, the set of gates is model-dependent: braiding of D(Z2)-anyons
generates only global phases on the sphere, and elements of the Pauli group on non-zero genus
surfaces. Braiding of Ising anyons gives Clifford gates, whereas braiding of Fibonacci anyons
generates a dense subgroup of the set of unitaries (and is therefore universal within suitable
subspaces of the code space). In other words, braiding alone, without additional tricks such
as magic state distillation [9] (which has a large overhead [14]), is not in general sufficient to
provide universal fault-tolerant computation; unfortunately, the known systems with universal
braiding behavior are of a rather complex nature, requiring e.g., 12-body interactions among
spins [28]. Even ignoring the question of universality, the use of braiding has some potentially
significant drawbacks: in general (especially for non-abelian anyons), it requires an amount
of time which scales with the system size (or code distance) to execute a single logical gate
(Mathematically, this is reflected by the fact that string-operators cannot be implemented
in finite depth.) This implies that error-correction steps will be necessary even during the
execution of such a gate, which may pose an additional technological challenge, for example, if
the intermediate topologies are different.
Given the limitations of braiding, it is natural to look for other mechanisms for implementing
robust gates in topological codes. For stabilizer quantum codes, the notion of transversal gates
has traditionally been used almost synonymously with fault-tolerant gates: their key feature is
the fact that they do not propagate physical errors. More generally, for topological stabilizer
codes, we can consider logical gates implementable by constant-depth quantum circuits as a
proxy for robust gates: they can increase the weight of a physical error only by a constant, and
are thus sufficiently robust when combined with suitable error-correction gadgets. Note that
finite-depth local circuits represent a much broader class than transversal gates.
Gate restrictions on transversal, as well as constant-depth local circuits have been obtained
for stabilizer and more general codes. Eastin and Knill [12] argued that for any code, transversal
gates can only generate a finite group and therefore do not provide universality. Bravyi and
Ko¨nig [10] consider the group of logical gates that may be implemented by such constant-depth
local circuits on geometrically local topological stabilizer codes. They found that such gates
are contained in PD, the D-th level of the Clifford hierarchy, where D is the spatial dimension
in which the stabilizer code is geometrically local.
In this work, we characterize the set of gates implementable by a locality-preserving unitary
in a system described by a 2D TQFT. By doing so, we both specialize and generalize the results
of [10]: we restrict our attention to dimension 2, but go beyond the set of local stabilizer codes
in two significant ways.
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First, we obtain statements which are independent of the particular realization (e.g., the
toric code model) but are instead phrased in terms of the TQFT (i.e., the anyon model describ-
ing the system). In this way, we obtain a characterization which holds for a gapped phase of
matter, rather than just for a particular code representing that phase. On a conceptual level,
this is similar in spirit to the work of [13], where statements on the computational power for
measurement-based quantum computation were obtained that hold throughout a certain phase.
Here we use the term phase loosely – we say that two systems are in the same phase if they
have the same particle content. To avoid having to make any direct reference to an underlying
lattice model, we replace the notion of a constant-depth local circuit by the more general notion
of a locality-preserving unitary: this is a unitary operation which maps local operators to local
ones.
Second, our results and techniques also apply to non-abelian anyon models (whereas stabi-
lizer codes only realize certain abelian models). In particular, we obtain statements that can
be applied, e.g., to the Levin-Wen models [28], as well as chiral phases. Our approach relates
locality-preserving unitaries to symmetries of the underlying anyon model; this imposes con-
straints on the allowed operations. We consider the Fibonacci and Ising models as paradigmatic
examples and find that there are no non-trivial gates in the former, and only Pauli operations
in the latter case. Our focus on these anyons models is for concreteness only, but our methods
and conclusions apply more generally. Our observations are summarized in the following table.
Model Braiding locality-preserving
contained in unitaries contained in
D(Z2) Pauli group restricted Clifford group
abelian anyon model generalized Pauli group generalized Clifford group
Fibonacci model universal global phase (trivial)
Ising model Clifford group Pauli group
arbitrary anyon model model-dependent finite group
Table 1: Braiding is usually considered within a disc-like region. However, the fusion space for
abelian anyons in this case is trivial. Braiding abelian anyons on a manifold which supports
non-contracible loops can realize non-trivial Pauli gates and their generalization on the code
space. Populating the rightmost column of this table is the main result of this work. Our
results suggest a trade-off between the computational power of braiding and that of gates
implementable by locality-preserving unitaries.
Finally, let us comment on limitations, as well as open problems arising from our work.
The first and most obvious one is the dimensionality of the systems under consideration: our
methods apply only to 2D TQFTs. The mathematics of higher-dimensional TQFTs is less
developed, and currently an active research area (see e.g., [26]). While the techniques of [10],
which have recently been significantly strengthened by Pastawski and Yoshida [34], also apply
to higher-dimensional codes (such as Haah’s), they are restricted to the stabilizer formalism
(but importantly, [34] also obtain statements for subsystem codes). Obtaining non-abelian
analogues of our results in higher dimensions appears to be a challenging research problem. A
full characterization of the case D = 3 is particularly desirable from a technological viewpoint.
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Even in 2D, there are obvious limitations of our results: the systems we consider are es-
sentially “homogenous” lattices with anyonic excitations in the bulk. We are not considering
defect lines, or condensation of anyons at boundaries; for example, our discussion excludes the
quantum double models constructed in [2], which have domain walls constructed from conden-
sation at boundaries using the folding trick. Again, we expect that obtaining statements on
protected gates for these models requires additional technology in the form of more refined
categorical notions, as discussed by Kitaev and Kong [25]. Also, although we identify possible
locality preserving logical unitaries, our arguments do not show that these can necessarily be
realized, either in general TQFTs or in specific models that realize TQFTs. Lastly, our work
is based on the (physically motivated) assumption that a TQFT description is possible and
the underlying data is given. For a concrete lattice model of interacting spins, the problem of
identifying this description (or associated invariants [22, 29, 19]), as well as constructing the
relevant string-operators (as has been done for quantum double models [23, 5] as well as the
Levin-Wen models [28]), is a problem in its own right.
Rough statement of problem
Our results concern families of systems defined on any 2-dimensional orientable manifold (sur-
face) Σ. Typically, such a family is defined in terms of some local physical degrees of free-
dom (spins) associated with sites of a lattice embedded in Σ. We refer to the joint Hilbert
space Hphys,Σ of these spins as the ‘physical’ Hilbert space. The Hamiltonian HΣ on Hphys,Σ is
local, i.e., it consists only of interactions between “neighbors” within constant-diameter regions
on the lattice. More generally, assuming a suitable metric on Σ is chosen, we may define locality
in terms of the distance measure on Σ.
We are interested in the ground space HΣ of HΣ. For a topologically ordered system, this
ground space is degenerate with dimension growing exponentially with the genus of Σ, and is
therefore suitable for storing and manipulating quantum information. We will give a detailed
description of this space below (see Section 3); it has preferred basis consisting of labelings
associated with some set A. This is a finite set characterizing all distinct types of anyonic
quasiparticle excitations of HΣ in the relevant low energy sector of Hphys,Σ.
Importantly, the form of HΣ is independent of the microscopic details (in the definition of
HΣ): it is fully determined by the associated TQFT. In mathematical terms, it can be described
in terms of the data of a modular tensor category, which also describes fusion, braiding and
twists of the anyons. We will refer to HΣ as the TQFT Hilbert space.
The significance of HΣ is that it is protected: local observables can not distinguish between
states belonging to HΣ. This implies that HΣ is an error-correcting code with the property
that local regions are correctable: any operator supported in a small region which preserves the
code space must act trivially on it (otherwise it could be used to distinguish between ground
states).
To compute fault-tolerantly, one would like to operate on information encoded in the code
space HΣ by acting with a unitary U : Hphys,Σ → Hphys,Σ on the physical degrees of freedom.
There are a number of features that are desirable for such a unitary to be useful – physical
realizability being an obvious one. For fault-tolerance, two conditions are particularly natural:
(i) the unitary U should preserve the code space, UHΣ = HΣ so that the information stays
encoded. We call a unitary U with this property an automorphism of the code and denote
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its restriction to HΣ by [U ] : HΣ → HΣ. The action [U ] defines the logical operation or
gate that U realizes.
(ii) typical errors remain correctable under the application of the unitary U . In the context of
topological codes, which correct sufficiently local errors, and where a local error model is
usually assumed, this condition is satisfied if U does not significantly change the locality
properties of an operator: if an operator X has support on a region R ⊂ Σ, then the
support of UXU † is contained within a constant-size neighborhood of R. We call such a
unitary a locality-preserving unitary.
We call a unitary U satisfying (i) and (ii) a locality-preserving automorphism of the code (or
simply a topologically protected gate). Our goal is to characterize the set of logical operations
that have the form [U ] for some locality-preserving1 automorphism U . For example, if HΣ a
is a topologically ordered subspace of Hphys,Σ, the Hilbert space of a spin lattice, then (ii) is
satisfied if U is a constant-depth local circuit. Another important example is the constant-time
evolution U = T exp[−i ∫ dtH(t)] of a system through a bounded-strength geometrically-local
Hamiltonian H(t). Here, Lieb-Robinson bounds [31, 7] provide quantitative statements on how
the resulting unitary may be exponentially well approximated by a locality-preserving unitary.
This is relevant since it describes the time evolution of a physical systems and can also be used
to model adiabatic transformations of the Hamiltonian [11].
From a computational point of view, the group
〈{[U ] | U locality-preserving automorphism}〉
generated by such gates is of particular interest: it determines the computational power of
gates that are implementable fault-tolerantly.
Outline
In Section 2, we discuss abelian anyon models, starting with a discussion of string-operators
and their properties. We then derive the Clifford group characterization of protected gates in
abelian models; this follows closely the argument in [10], but goes further. The methods are
largely independent of the more general approach for non-abelian models, but may serve as a
useful preparation for the latter. In Section 3, we provide a brief introduction to the relevant
concepts of TQFTs. We then derive our main results on the characterization of protected gates
in Section 4. In Section 5, we apply our results to particular models, deriving in particular our
characterizations for Ising and Fibonacci anyons.
2 Abelian anyon models
Our goal in this section is to characterize topologically protected gates in general abelian anyon
models. We begin by examining properties of string-operators in such models, relating them
1 As a side remark, we mention that our terminology is chosen with spin lattices in mind. However, the
notion of locality-preservation can be relaxed. As will become obvious below, our results apply more generally
to the set of homology-preserving automorphisms U . The latter can be defined as follows: if the support of an
operator X is contained in a region R ⊂ Σ which deformation retracts to a closed curve C, then the support
of UXU † must be contained in a region R′ ⊂ Σ which deformation retracts to a curve C′ in the same homology
class as C. For example, for a translation-invariant system, translating by a possibly extensive amount realizes
such a homology-preserving (but not locality-preserving) automorphism.
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to a few basic postulates (Section 2.1). The relevant Pauli and Clifford groups will be defined
in Section 2.2. Finally, in Section 2.3, we give our main statement for abelian anyon models.
Throughout this section, we will restrict our attention to closed 2-manifolds Σ. These are
characterized by their genus g. Fig. 1 illustrates the 3-handled torus Σg corresponding to g = 3.
(We will discuss manifolds with boundaries later in the general context of non-abelian anyons
in Section 3.4.)
Associated with the manifold is a physical Hilbert space Hphys,Σ of physical degrees of
freedom. We take the code space to be the ground space HΣ ⊂ Hphys,Σ of a local Hamiltonian
HΣ, for a topologically ordered system with abelian anyons. HΣ is an error-correcting code
with the property that local regions are correctable: any operator supported in a small region
which preserves the code space must act trivially on it.
2.1 Basic definitions and postulates for string-operators
An abelian anyon model, with anyon types given by a finite set A, is equipped with a commu-
tative and associative fusion operator × : (A,A)→ A for which 1 is the neutral element. This
means that any two particles a and b fuse to a unique particle c = a× b, with 1 ∈ A being the
only particle satisfying 1 × a = a for all a ∈ A. Furthermore, every particle a ∈ A will have a
unique antiparticle denoted by a¯ ∈ A such that a × a¯ = 1. Note that these conditions imply
that (A,×) forms a finite abelian group, and by the fundamental theorem of finitely generated
abelian groups, is of the form (A,×) = (ZN1 ⊕ ZN2 ⊕ . . .⊕ ZNr ,+) with each Nj a power of a
prime.
Figure 1: A canonical set of 3g − 1 generators of the mapping class group of the surface Σg
can be specified in terms of a set G = {Cj}3g−1j=1 of loops (each associated with a Dehn twist).
Dragging an anyon a around such loop C : [0, 1] → Σ and fusing to the vacuum implements
an undetectable operator Fa(C); homologically non-trivial loops realize logical operations. The
full algebra of logical operators is generated by the set of operators {Fa(C)}a∈A,C∈G . However,
these operators are generally not independent.
Consider a “string” or “ribbon” operator Fa(C) implemented by creating a particle-antiparticle
pair (a, a¯) of anyons in some local region, and then “dragging” the particle around some non-
contractible loop C : [0, 1] → Σ until it returns to the location C(1) = C(0) of the an-
tiparticle (which we leave stationary) and annihilates with it. This annihilation occurs with
probability one in abelian anyon models, i.e., the corresponding operator Fa(C) is unitary
(however, this is not the case in general). Note that reversing the direction of C, i.e., con-
sidering C−1(t) ≡ C(1 − t), is equivalent to exchanging the particle with its antiparticle, i.e.,
Fa(C) = Fa¯(C
−1).
We denote the restriction of Fa(C) to the code space HΣ by [Fa(C)]; since HΣ is preserved,
[Fa(C)] is a logical unitary in abelian models.
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Example 2.1 (D(G) and Kitaev’s toric code). As an example, consider a model described
by the quantum double D(G) of a finite group G, for which Kitaev has constructed a lattice
model [23]. In the case where G is abelian, we have D(G) ∼= G × G, i.e., the particles and
fusion rules are simply given by the product group A = G×G.
Specializing to G = Z2 gives the particles commonly denoted by 1 = (0, 0) (vacuum), m =
(1, 0), e = (0, 1) and ǫ = m × e = (1, 1). For the toric code model, the associated ribbon
operators are
F1(C) = id Fe(C) = X¯(C) Fm(C) = Z¯(C) Fǫ(C) = X¯(C)Z¯(C) ,
where X¯(C) = ⊗j∈∂+CXj and Z¯(C) = ⊗j∈∂−CZj are appropriate tensor products of Pauli-X
and Pauli-Z-operators along C (as specified in [23]).
Specializing to G = ZN , with ωN = exp(2πi/N) and generalized N-dit Pauli operators X
and Z (and their inverses), defined by their action
X|j〉 = |j + 1 mod N〉 Z|j〉 = ωjN |j〉
on computational basis states {|j〉}j=0,...,N−1, we can consider a similar model (the ZN -toric
code) with generalized ribbon operators. Here
F(a,a′)(C) = X¯(C)
aZ¯(C)a
′
,
where X¯(C) is a tensor product of Pauli-X and its inverse depending on the orientation of the
underlying lattice, and similarly for Z¯(C).
It is easy to check that operators associated with the same loop commute, i.e.,
[F(a,a′)(C), F(b,b′)(C)] = 0 , (1)
and since ZaXb = ωabNX
bZa, we get the commutation relation
F(a,a′)(C1)F(b,b′)(C2) = ω
ab′−a′b
N F(b,b′)(C2)F(a,a′)(C1) (2)
for any two strings C1, C2 intersecting once.
Returning to the general case where A = ZN1 ⊕ · · ·⊕ZNr , we will now argue that identities
analogous to (1) and (2) hold in general abelian anyon models under very general assumptions.
We express these as postulates; they can be seen as a subset of the isotopy-invariant calculus
of labeled ribbon graphs associated with the underlying category (see e.g., [16] for a discussion
of the latter) and are assumed to be valid for all anyon models considered in this work.
Postulate 2.2 (Completeness of string-operators). Consider an operator U with support in
some regionR which preserves the code spaceHΣ. Then its action on the code space is equivalent
to that of a linear combination of products of operators of the form Fa(C), where C : [0, 1]→R
is supported in R. That is, we have
[U ] =
∑
j
βj
∏
k
[Faj,k(Cj,k)] .
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This postulate essentially means that, as far as the logical action is concerned, we may think
of [U ] as a linear combination of products of string operators. Such products Fam(Cm) · · ·Fa1(C1)
can conveniently be thought of as ‘labeled’ loop gases embedded in the three-manifold Σ×[0, 1],
where, for some 0 < t1 < · · · < tm < 1, the operator Faj (Cj) is applied at ‘time’ tj (and hence
a labeled loop is embedded in the slice Σ × {tj}). Diagrammatically, one represents such a
product by the projection onto Σ with crossings representing temporal order, as in
Fa2(C2)Fa1(C1) =
Fa2(C2) Fa1(C1)
(3)
One may manipulate every term in a linear combination representing U without changing the
logical action according to certain local ‘moves’; in particular, the order of application of these
moves is irrelevant (a fact formalized by MacLane’s theorem [27]).
For our purposes, we only require the following two ‘local’ moves, which relate two products
U and U ′ of string-operators given by diagrams such as (3). More generally, they may be applied
term-by-term to any linear combination if each term contains the same local sub-diagram.
Postulate 2.3 (String deformation). Suppose U and U ′ are identical on the complement of
some region R. Assume further that inside R, both U and U ′ contain a single string describing
the dragging of the same anyon type along a path C and C ′, respectively, where C ′ can be locally
deformed into C. Then the logical action of U and U ′ must be equivalent: [U ] = eiθ[U ′] for
some unimportant phase eiθ (Fig. 2.3).
In particular, this postulate implies that if C and C ′ are two closed homologically equiva-
lent loops and a is an arbitrary anyon label, then the unitaries Fa(C) and Fa′(C) realized by
“dragging” the specified anyon along C and C ′ have equivalent logical action on the code space,
[Fa(C)] = e
iθ[Fa(C
′)].
The third postulate we need concerns two anti-parallel strings with the same particle label.
Here we present a simplified version pertaining only to abelian anyons.
Postulate 2.4 (Anti-parallel string decoupling). Suppose U and U ′ are identical on the com-
plement of some region R. Assume that inside R, both U and U ′ contain a pair of anti-parallel
strings describing the dragging of the same type of anyon. Then the logical action of U and U ′
must be equivalent: [U ] = eiθ[U ′] for some phase eiθ (Fig. 2(b)).
We can easily derive some important consequences of these postulates. It will be useful to
introduce the notion of conjugate loops: we say that C and C ′ are conjugate if they intersect
only at one point.
Lemma 2.5 (String-operators in abelian anyon models). The string-operators satisfy the fol-
lowing commutation relations:
(i) String-operators are invertible with inverse corresponding to the inverse g−1 = g¯ in the
group A of particle labels up to a phase, i.e.,
[Fg(C)]
−1 = eiϕg [Fg−1(C)] . (4)
for any loop C and particle label g ∈ A. In particular, for the identity element 1 ∈ A, the
operators [F1(C)] is proportional to the identity up to a global phase.
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Fa(C)
R
Fa(C′)
R
≡
(a) String deformation postulate
Fa(C)
R
Fa(C˜)
R
≡
Fa(C′)
(b) String decoupling postulate
Figure 2: The content of Postulates 2.3 and 2.4: We can deform a line without changing the
logical action of the string-operator (Fig. 2(a)). If two anti-parallel lines occur, they can be
split as shown in Fig. 2(b).
(ii) For any loop C and particle labels g, h ∈ A, we have [Fg(C)][Fh(C)] = [Fh(C)][Fg(C)].
(iii) If C and C ′ are conjugate loops, then the associated string-operators satisfy
[Fg(C)][Fh(C
′)] = eiϕg,h[Fh(C ′)][Fg(C)] . (5)
for some phases ϕg,h depending only on g, h ∈ A.
In fact, for rational abelian anyon models, the phases appearing in Lemma 2.5 are all roots
of unity. More explicitly, if A = ZN1⊕· · ·⊕ZNr , and N = lcm(N1, . . . , Nr) is the least common
multiple, then eiϕg , eiϕg,h ∈ 〈e2πi/N〉, where 〈e2πi/N 〉 is the phase subgroup of U(1) consisting of
N -th roots of unity.
Proof. Because Fg−1(C) = Fg(C
−1) (inversion of direction), we can apply Postulate 2.4 to the
product Fg(C)Fg−1(C), obtaining [Fg(C)Fg−1(C)] = e
iϕg [Fg(C
′)] for some contractible loop C ′.
By Postulate 2.3 and the error-correction condition, we must have [Fg(C)][Fg−1(C)] = e
iϕg [I]
and (i) follows.
Because of Postulate 2.3, we may choose a loop C ′ which is homologically equivalent to
C such that Fh(C
′) and Fg(C) have disjoint support, and [Fh(C)] = [Fh(C ′)]. Property (ii)
follows immediately from this.
Finally, for the proof of (iii), observe that [Fg(C)]
−1[Fh(C ′)]−1[Fg(C)][Fh(C ′)] = eiϕg,h [I] for
some phase ϕg,h ∈ [0, 2π), since, using (4) and the postulates, this sequence of string operators
can be deformed into a contractible link with support on a small region - which can have no
non-trivial logical action on the code space (see Fig. 3).
2.2 The generalized Pauli and Clifford groups
Consider the case where A = ZN1 ⊕ · · ·⊕ZNr and set N = lcm(N1, . . . , Nr). We will define the
following group associated with the surface Σ.
Definition 2.6 (Pauli group). Consider a genus-g surface Σg and let G = {Cj}3g−1j=1 be the loops
associated with generators of the mapping class group as in Fig. 1. The Pauli group PauliΣg
associated with Σg is
PauliΣg :=
〈 {
eiϕ[Fa(C)]
∣∣ eiϕ ∈ 〈e2πi/N 〉, a ∈ A, C ∈ G} 〉 ,
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Fa(C) Fa(C)
†
Fb(C
′)
Fb(C
′)†
(a) This figure illustrates the loops on a torus
corresponding to pair-creation of anyon a and
a¯, and dragging a¯ around a non-trivial loop
C before reannihilation, followed by the same
process with an anyon pair b and b¯, but
while dragging around the conjugate (intersect-
ing) loop C′, and then undoing each process
by dragging in the reverse direction. This
is represented as Fb(C
′)†Fa(C)
†Fb(C
′)Fa(C) =
Fb¯(C
′)Fa¯(C)Fb(C
′)Fa(C).
Fa(C˜)
Fb(C˜′)
(b) The process of Fig. 3(b) can be deformed into
a link without changing its logical action. This
simplified figure is obtained by applying the string
decoupling rule (cf. Fig. 2(b)) to the two dashed
squares, and subsequently applying the deforma-
tion rule (cf. Fig. 2(a)).
Figure 3: The process defined by the product Fb(C
′)†Fa(C)†Fb(C ′)Fa(C) can be simplified by
applying Postulates 2.3 and 2.4. The resulting link in Fig. 3(b) is supported on some small
(and therefore correctable) region, hence the logical action is trivial. This argument underlies
both the proof of Lemma 2.5 as well as Theorem 2.11.
i.e., the set of logical operators generated by taking products of string-operators associated
with G, including phases from the subgroup 〈e2πi/N 〉 ⊂ U(1).
According to Lemma 2.5, we can always fix an ordering of the loops and write each element
P ∈ PauliΣg in the standard form
P = eiϕ[Fa1(C1)] · · · [Fa3g−1(C3g−1)] for some eiϕ ∈ 〈e2πi/N〉, aj ∈ A
which shows that the group PauliΣg is finite. Furthermore, since a
N = 1 for every a ∈ A, we
conclude that PN = eiϕ[id] is proportional to the identity up to a phase eiϕ ∈ 〈e2πi/N 〉. That
is, every element of the Pauli group PauliΣ has order dividing N .
Given this definition, we can proceed to give the definition of the Clifford group.
Definition 2.7 (Clifford group). The Clifford group associated with Σ is the group of logical
unitaries
CliffordΣ := {eiϕ[U ] | [U ]PauliΣ[U ]−1 ⊂ PauliΣ, eiϕ ∈ 〈e2πi/N 〉} .
In this definition, [U ] is any logical unitary on the code space.
We can define a ‘homology-preserving subgroup’ of CliffordΣ. To do so, we first introduce
the following subgroup of PauliΣ associated with a loop on Σ.
Definition 2.8 (Restricted Pauli group). Let C ∈ G be a single closed loop. We set
PauliΣg(C) :=
〈 {
eiϕ[Fa(C)]
∣∣ eiϕ ∈ 〈e2πi/N〉, a ∈ A} 〉 ,
i.e., the subgroup generated by string-operators associated with the loop C.
11
It is straightforward to check that for any C ∈ G, the subgroup PauliΣg(C) ⊂ PauliΣg is nor-
mal; furthermore, any P ∈ PauliΣg(C) has the simple form of a product P = eiϕ[Fa1(C)] · · · [Far(C)].
Given this definition, we can define a subgroup of Clifford group elements as follows:
Definition 2.9 (Homology-preserving Clifford group). The homology-preserving Clifford group
associated with Σ is the subgroup
Clifford⋆Σ := {eiϕ[U ] | [U ]PauliΣ(C)[U ]−1 ⊂ PauliΣ(C) for all C ∈ G, eiϕ ∈ 〈e2πi/N 〉} .
Note that this is a proper subgroup, i.e., Clifford⋆Σ ( CliffordΣ, as can be seen from the
following example.
Example 2.10. Consider for example Kitaev’s D(Z2)-code on a torus Σ2 (cf. Example 2.1).
In this case, there are two inequivalent homologically non-trivial cycles C1 and C2. In the
language of stabilizer codes, the logical operators (X¯1, Z¯1) = (Fe(C1), Fm(C2)) and (X¯2, Z¯2) =
(Fe(C2), Fm(C1)) are often referred to as the logical Pauli operators associated with the first and
second logical qubit, respectively. Consider the logical Hadamard H¯1 on the first qubit, which
acts as
H¯1X¯1H¯
†
1 = Z¯1 and H¯1Z¯1H¯
†
1 = X¯1
but leaves X¯2 and Z¯2 invariant. Then H¯1 belongs to the Clifford group, H¯1 ∈ CliffordΣ. However,
H¯1 6∈ Clifford⋆Σ because X¯1 and Z¯1 belong to different homology classes (specified by C1 and C2,
respectively).
2.3 Restrictions on protected gates for abelian anyon models
Now we can state our main result for abelian models:
Theorem 2.11. For an abelian anyon model, any locality-preserving unitary automorphism U
has logical action [U ] ∈ Clifford⋆Σ.
The proof of this statement proceeds similarly as in [10]. It is essentially based on a rein-
terpretation of the cleaning lemma for stabilizer codes: in the context of topological codes, it
is substituted by the deformation property of string-operators.
In Section 5.1, we give an alternative proof of the same statement based only on the fusion
rules for the special case where A = D(Z2); however, the reasoning following [10] appears to
be necessary to establish the statement of Theorem 2.11 for arbitrary abelian anyon models.
Proof. Consider a logical unitary [Fa(C)] implemented by a string operator Fa(C), and the
“fattened” string operator Fa(C) = UFa(C)U
†. Since PauliΣ spans the full algebra of operators
on the code space HΣ, the logical operator [Fa(C)] must be in its linear span, i.e., [Fa(C)] ∈
span(PauliΣ). By locality, we know that in fact, [Fa(C)] ∈ span(PauliΣ(C)), that is,
[Fa(C)] =
∑
c∈A
Λa,c[Fc(C)] (6)
for some coefficients {Λa,c}c. We will show that only one of these coefficients can be non-zero,
i.e., [Fa(C)] ∈ PauliΣ(C). In particular, since Fa(C) was arbitrary, this implies the claim that
U ∈ Clifford⋆Σ.
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A key element in our proof is the observation that the collection of “fattened” string-
operators {Fa(C) := UFa(C)U †}a∈A,C arbitrary satisfies the same postulates (discussed in Sec-
tion 2.1) as the “usual” string-operators {Fa(C)}a,C : this is because “fattening” can be done
term-wise in products (e.g., we have [Fa(C)Fb(C
′)] = [U ][Fa(C)][Fb(C ′)][U ]†) and hence the
original postulates apply. Furthermore, can apply the local rules to diagrams involving both
fattened- and unfattened strings simultaneously, where every labeled fattened string represents
a linear combination such as (6).
This implies that the same argument as used in the proof of Lemma 2.5 applies to any pair
of operators Fa(C) and Fb(C
′), where C and C ′ are conjugate, identical, or disjoint (this is
obtained by considering Fa¯(C)Fb¯(C
′)Fa(C)Fb(C ′)): we have that
[Fa(C)][Fb(C
′)] = eiθa,b[Fb(C ′)][Fa(C)] . (7)
for some phase θa,b.
Together with Lemma 2.5, the constraint (7) suffices to conclude that the rhs. of (6) is
indeed proportional to a single string-operator. Indeed, we can rewrite (7) as∑
c∈A
Λa,c
(
[Fc(C)][Fb(C
′)]− eiθa,b[Fb(C ′)][Fc(C)]
)
= 0 .
Using the commutation relations from Lemma 2.5 and left-multiplying by [Fb(C
′)]−1, we get∑
c∈A
Λa,c
(
eiϕc,b − eiθa,b) [Fc(C)] = 0 .
The operators {[Fc(C)]}c are linearly independent, and hence we must have for all a, c ∈ A
Λa,c = 0 or (Λa,c 6= 0 and eiθa,b = eiϕc,b for all b) (8)
(since the choice of b was arbitrary and is independent of c). We now argue that this determines
all phases θa,b in such a way that
eiθa,b = eiϕc∗,b for some c∗ = c∗(a) ∈ A . (9)
Indeed, let a, b ∈ A be arbitrary. Then there must be an element c∗ = c∗(a) ∈ A such that
Λa,c∗ 6= 0 (since Fa(C) is a non-zero operator). The claim (9) then follows from (8).
With the phases eiθa,b fixed by (9), the action of [Fa(C)] by conjugation on Pauli group
elements is completely determined by (7), i.e., we have
[Fa(C)][Fb(C
′)] = eiϕc∗(a),b [Fb(C ′)][Fa(C)] for all b ∈ A . (10)
Since the operator [Fc∗(a)(C)] obeys the same commutation relation with the operators Fb(C
′), b ∈
A, we conclude that [Fa(C)] = eiϕ[Fc∗(a)(C)] for some phase e
iϕ. But since
[Fa(C)]
N = [U ][Fa(C)]
N [U †] = [id]
because elements of PauliΣ have order dividing N , we must have e
iϕN = 1, i.e., eiϕ ∈ 〈e2πi/N 〉.
This implies that [Fa(C)] ∈ PauliΣ is an element of the Pauli group. Because a and C were
arbitrary, this concludes (with (6)) the proof that U ∈ Clifford⋆Σ.
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3 TQFTs: background
In this section, we provide the necessary background on topological quantum field theories
(TQFTs). Our discussion will be rather brief; for a more detailed discussion of topological
quantum computation and anyons, we refer to [35]. Following Witten’s work [38], TQFTs have
been axiomatized by Atiyah [1] based on Segal’s work [36] on conformal field theories. Moore
and Seiberg [33] derived the relations satisfied by the basic algebraic data of such theories (or
more precisely, a modular functor). Here we borrow some of the terminology developed in full
generality by Walker [21] (see also [17]). For a thorough treatment of the category-theoretic
concepts, we recommend the appendix of [24].
Our focus is on the Hilbert spaceHΣ spanned by the vacuum states of a TQFT defined on the
surface Σ. Recall that this is generally a subspace HΣ ⊂ Hphys,Σ of a Hilbert space of physical
degrees of freedom. We are interested in the algebra AΣ of operators X : Hphys,Σ → Hphys,Σ
which preserve the subspace HΣ. We call such an element X ∈ AΣ an automorphism and
denote by [X ] : HΣ → HΣ the restriction to HΣ. We call X a representative (or realization)
of [X ]. Operators of the form [X ], where X ∈ AΣ, define an associative ∗-algebra [AΣ] with
unit and multiplication [X ][Y ] = [XY ]. The unit element in [AΣ] is represented by the identity
operator id on the whole space Hphys,Σ.
3.1 The Verlinde algebra
Let A be the set of particle labels. Let N cab = dim V
c
ab = dimV
ab
c be the fusion multiplicity. We
will restrict our attention to models where N cab ∈ {0, 1} for all a, b, c ∈ A for simplicity (our
results generalize with only minor modifications) and write δabc = N
c
ab. The Verlinde algebra Ver
is the commutative associative ∗-algebra spannend by elements {fa}a∈A satisfying the relations
fafb =
∑
c
N cabfc and f
†
a = fa¯ .
Note that f1 = id is the identity element because N
c
a1 = N
c
1a = δac.
If braiding is defined, we have N cab = N
c
ba, and Ver is a finite-dimensional commutative C
∗-
algebra. Therefore Ver ∼= C⊕(dimVer) is a direct sum of copies of C. The fusion multiplicity
N cab may also be written in terms of the modular S-matrix, whose matrix elements are, in the
diagrammatic calculus, given by the Hopf link and the total quantum dimension D by
Sab =
1
D a b .
We consider the case where the S-matrix is unitary: here the isomorphism Ver ∼= C⊕(dimVer)
can be made explicit thanks to the Verlinde formula [37]
N cab =
∑
x
SaxSbxSc¯x
S1x
. (11)
(Note that S1x = dx/D where D =
√∑
a d
2
a.) For this purpose, we define the elements
pa = S1a
∑
b
Sbafb for all a ∈ A . (12)
The main statement we use is the following:
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Proposition 3.1 (Primitive idempotents). The elements {pa}a∈A are the unique complete set
of orthogonal minimal idempotents spanning the Verlinde algebra,
Ver =
⊕
a
Cpa . (13)
Furthermore, they satisfy ∑
a
pa = f1 = id . (14)
Proof. Eq. (14) follows immediately from the unitarity of S. For completeness, let us briefly
argue that papb = δa,bpa. We have
papb = S1aS1b
∑
g,h
SgaShbfgfh
= S1aS1b
∑
g,h,j
SgaShbN
j
ghfj
= S1aS1b
∑
g,h,j,x
SgaShb
SgxShxSj¯x
S1x
fj
where we used the Verlinde formula (11) in the second step. With the unitarity of the S-matrix,
we then obtain
papb = S1aS1b
∑
j,x
δa,xδb,x
Sj¯x
S1x
fj
= δa,bS
2
1a
∑
j
Sj¯a
S1a
fj
= δa,bS1a
∑
j
Sj¯afj .
The claim follows from the symmetry property Sj¯a = Sja, see e.g., [24, Eq. (224)].
As explained in the next section, TQFTs give rise to a representation of the Verlinde algebra.
While the projections (introduced in Eq. (16) below) associated with the idempotents are not a
basis for the logical algebra, they are a basis of a subalgebra isomorphic to the Verlinde algebra.
This algebra must be respected by the locality-preserving unitaries, and this is best understood
in terms of the idempotents. This is the origin of the non-trivial constraints we obtain on the
realizable logical operators.
3.2 String-like operators and relations
Fix a simple closed curve C : [0, 1] → Σ on the surface. For each anyon label a ∈ A there is
a “string-operator” Fa(C) acting on Hphys,Σ, supported in a constant-diameter neighborhood
of C. In contrast to the abelian case, this will not generally be unitary. It corresponds to
the process of creating a particle-antiparticle-pair (a, a¯), moving a along C, and subsequently
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fusing to the vacuum. The last step in this process involves projection onto the ground space,
which is not trivial in general: the operator Fa(C) hence involves post-selection.
The operators {Fa(C)}a∈A form a closed subalgebra A(C) ⊂ AΣ: they preserve the ground
space and satisfy
Fa(C)Fb(C) =
∑
n
δabnFn(C) and Fa(C)
† = Fa(C) and F1(C) = idHphys .
(15)
A proof of (15) is straightforward in the diagrammatic formalism (but this is not needed here;
we will use it as an axiom).
One important property we need is the following completeness relation:
Proposition 3.2 (Completeness of closed strings). Consider an operator O ∈ AΣ whose support
is contained within a constant-diameter neighborhood of a simple loop C. Then [O] = [X˜ ]
for some X˜ ∈ A(C). In other words, the logical action of O is identical to that of a linear
combination of string-operators Fa(C).
This proposition can be seen as a consequence of the completeness condition for strings
2.2, the string deformation postulate 2.3 and the Verlinde algebra equation (15). A similar
argument leads us to the following conclusion in the scenario where strings may not end at
boundaries.
Proposition 3.3 (Completeness of homology classes). The full logical algebra [AΣ] is generated
by the logical algebras [A(C)] associated with a finite number of inequivalent non-contractible
simple2 loops C.
Proof. That the algebra [AΣ] is finite-dimensional can be seen from the finite dimensionality of
the code space HΣ. By Postulate 2.2, we know that the algebra [AΣ] is generated by {A(C)}C.
Let us start from a trivial algebra and build up [AΣ] from a finite number of loops. As long as the
algebra is not complete, we may include additional loops C such that [A(C)] is not included in
the partially generated algebra. Such a loop C must be inequivalent to the previously included
loops due to Postulate 2.3. After a number of steps no greater than the square of the ground
space dimension, we will have constructed the complete algebra.
Eq. (15) shows that the collection of operators {Fa(C)}a∈A form a representation of the
Verlinde (fusion) algebra Ver. This will be central in the following development. Considering
the primitive idempotents (12), it is natural to consider the corresponding operators in this
representation, that is, we set
Pa(C) = S1a
∑
b
SbaFb(C) . (16)
Since the set {Fa(C)}a∈A forms a representation of the Verlinde algebra, the {Pa(C)}a∈A are
orthogonal projectors as shown in Proposition 3.1. The inverse relation to (16) is given by
Fb(C) =
∑
a
Sba
S1a
Pa(C) . (17)
2Note that on the punctured sphere, simple loops are characterized by the set of punctures they contain in
their interior.
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While the projectors Pa(C) associated with a loop do not span the full logical algebra, they
do span the fusion algebra, locally observable on C, of the underlying TQFT which must
be respected by locality preserving unitaries. Intuitively, {Pa(C)}a∈A are projectors onto the
smallest possible sectors of the Hilbert space which can be distinguished by a measurement
supported on C. This is the origin of the non-trivial constraints we obtain on the realizable
logical operators.
3.3 Bases of the Hilbert space HΣ
A state in the image of Pa(C) has the interpretation of carrying flux a through the loop C. In
particular, since the code space HΣ corresponds to the vacua of a TQFT, there are no anyons
present on Σ, however, there can be flux associated to non-contractible loops. We can use the
operators {Pa(C)}a,C to define bases of the Hilbert space HΣ.
Let us first define the Hilbert space HΣ in more detail.
Definition 3.1 (DAP-decomposition). Consider a maximal collection C = {Cj | Cj : [0, 1] →
Σ}j of pairwise non-intersecting non-contractible loops, which cut the surface Σ into a collection
of surfaces homeomorphic to discs, annuli and pants. We call C a DAP-decomposition.
C2
C1 C3
Figure 4: A simple DAP decomposition of a torus utilizing a disc enclosed by C1, an anulus
enclosed by {C2, C3} and a pair of pants enclosed by {C1, C2, C3}. This decomposition is not
minimal in that the same manifold could have been decomposed using a single loop.
A labeling ℓ : C 7→ A is an assignment of an anyon label ℓ(C) to every loop C ∈ C of a DAP
decomposition. We call ℓ fusion-consistent if it satisfies the following conditions:
(i) for every loop C ∈ C enclosing a disc on Σ, ℓ(C) = 1, the vacuum label of the anyon
model.
(ii) for every pair of loops {C2, C3} ⊂ C defining an annulus in Σ, ℓ(C2) = ℓ¯(C3) assuming
the loops are oriented such that the annulus is found to the left.
(iii) for every triple {C1, C2, C3} ⊂ C defining a pair of pants in Σ, the labels ℓ satisfy the
fusion rule N
ℓ¯(C3)
ℓ(C1),ℓ(C2)
6= 0, where the loops are oriented such that the pair of pants is
found to the left.
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Here we may assume ℓ(C¯) = ℓ¯(C), where C¯ denotes the loop coinciding with C but with
opposite orientation.
Now fix any DAP-decomposition C of Σ and let L(C) ⊂ AC be the set of fusion-consistent
labelings. The Hilbert space HΣ is the formal span of elements of L(C). That is, it consists of
complex-valued functions
HΣ := {Ψ | Ψ : L(C)→ C} .
Any fusion-consistent labeling ℓ ∈ L(C) defines an element Ψℓ ∈ HΣ by Ψℓ(ℓ′) = δℓ,ℓ′. The
vectors {Ψℓ}ℓ∈L(C) are an orthonormal basis (which we call BC) of HΣ, and this defines the inner
product.
It is important to remark that this construction of HΣ is independent of the DAP-decom-
position C of Σ in the following sense: if C and C′ are two distinct DAP-decompositions,
then there is a unique unitary basis change between the bases BC and BC′. The basis change
can be obtained as a product of unitaries associated with local “moves” connecting two DAP
decompositions C and C′. One such basis change is associated with a four-punctured sphere
(the F -move), and specified by the unitary F -matrix in Fig. 5. The second matrix of this kind,
the S-matrix, connects the two bases B{C1} and B{C2} of Htorus associated with the first and
second non-trivial cycles on the torus Fig. 5. In this case, writing |a〉j ∈ B{Cj} for j = 1, 2 since
each basis element Ψℓ is specified by a single label ℓ(Cj) = a ∈ A, we have the relation
|a〉2 =
∑
b
Sb,a|b〉1 . (18)
A basis element Ψℓ ∈ BC associates the anyon label ℓ(C) with each curve C ∈ C. The
vector Ψℓ spans the simultaneous +1-eigenspace of the projections {Pℓ(C)}C∈C. It is also a
simultaneous eigenvector with respect to Dehn-twists along each curve C ∈ C with eigenvalue
eiθℓ(C) . The action of Dehn-twists along curves C ′ not belonging to C can be obtained by
applying the local moves to change into a basis BC′ associated with a DAP-decomposition C′
containing C ′.
FC C ′
C
C
′
S
Figure 5: Two DAP-decompositions C = {C} and C′ = {C ′} of either the 4-punctured sphere
(left), or the torus (right), are related by an F -move or an S-move, respectively.
3.4 Open surfaces: labeled boundaries
So far, we have been discussing the Hilbert space HΣ associated with closed surfaces; this does
not cover the physically important case of pinned localized excitations (which correspond to
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punctures/holes in the surface). Here we describe the modifications necessary to deal with
surfaces with boundaries. We assume that the boundary ∂Σ =
⋃M
α=1 Cˆα is the disjoint union
of M simple closed curves, and assume that an orientation Cˆα : [0, 1] → ∂Σ has been cho-
sen for each boundary component Cˆα such that Σ is found to the left. In addition, we fix
a label aα ∈ A for every boundary component Cˆα. We call this a labeling of the boundary.
Let us write Σ(a1, . . . , aM) for the resulting object (i.e., the surfaces, its oriented boundary
components, and the associated labels). We call Σ(a1, . . . , aM) a surface with labeled bound-
ary components; slightly abusing notation, we sometimes write Σ = Σ(a1, . . . , aM) when the
presence of boundaries is understood/immaterial.
A TQFT associates to every surface Σ(a1, . . . , aM) with labeled boundary components a
Hilbert spaceHΣ(a1,...,aM ). The construction is analogous to the case of closed surfaces and based
on DAP-decompositions. The only modification compared to the case of closed surfaces is that
only DAP-decompositions including the curves {Cˆα}Mα=1 are allowed; furthermore, the labeling
on these boundary components is fixed by {aα}Mα=1. That is, “valid” DAP-decompositions are
of the form C = {C1, . . . , CN , Cˆ1, . . . , CˆM} with curves {Cj}Nj=1 “complementing” the boundary
components, and valid labelings are fusion-consistent, i.e., ℓ ∈ L(C) with the additional con-
dition that they agree with the boundary labels, ℓ(Cˆα) = aα for α = 1, . . . ,M . To simplify
the discussion, we will often omit the boundary components {Cˆα}α and focus on the remaining
degrees of freedom associated with the curves {Cj}j. It is understood that boundary labelings
have to be fusion-consistent with the labeling {aα}α of the boundary under consideration.
As a final remark, note that boundary components labeled with the trivial particle 1 ∈ A
correspond to contractible loops in a surface without this boundary (i.e., obtained by “gluing
in a disc”). This means, that they can be omitted: we have the isomorphism
HΣ(1) ∼= HΣ′ ,
where Σ′ is the surface with one boundary component less that of Σ.
Example: the M-anyon Hilbert space
A typical example we are interested in is the labeled surface
S2(zM ) = S2(z, . . . , z︸ ︷︷ ︸
M times
) ,
where S2( , , ... , , ) is the punctured sphere, and z ∈ A is some fixed anyon type (we assume
that each boundary component has the same orientation). The Hilbert space HS2(zM ) is the
space of M anyons of type z. When M = N + 3 for some N ∈ N, we can choose a ‘standard’
DAP-decomposition C = {Cj}Nj=1 as shown in Fig. 6. A fusion-consistent labeling ℓ of the
standard DAP-decomposition C corresponds to a sequence (x1, . . . , xN) = (ℓ(C1), . . . , ℓ(CN))
such that
δzzx1 = δxNzz¯ = 1 and δxjzxj+1 = 1 for all j = 1, . . . , N − 1, (19)
as illustrated by figure 6.
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z z z z
z zC1 C2 C3
S
2(z6)
z zz z
zz
x1 x2 x3
Figure 6: The ‘standard’ DAP-decomposition of the 6-punctured sphere, and the corresponding
fusion-tree notation representing the labeling which assigns ℓ(Ci) = xi.
3.5 The gluing axiom
Consider a closed curve C embedded in Σ. We will assume that C is an element of a DAP-
decomposition C; although this is not strictly necessary, it will simplify our discussion. Now
consider the surface Σ′ obtained by cutting Σ along C. Compared to Σ, this is a surface with
two boundary components C ′1, C
′
2 (both isotopic to C) added. We will assume that these have
opposite orientation. A familiar example is the case where cutting Σ along C results in two
disconnected surfaces Σ′ = Σ1∪Σ2, as depicted in Fig. 7 in the case where Σ is the 4-punctured
sphere.
Σ
C
C ′
2
C ′
1
Σ1 Σ2
Figure 7: Cutting a surface Σ along some closed curve C of a DAP-decomposition yields a
disconnected surface Σ′ = Σ1 ∪ Σ2 having additional boundary components C ′1 and C ′2
Let a be a particle label. We will denote by HΣ′(a,a¯) the Hilbert space associated with the
open surface Σ′, where boundary C ′1 is labeled by a and boundary C
′
2 by a¯. The gluing axiom
states that the Hilbert space of the surface Σ has the form
HΣ ∼=
⊕
a
HΣ′(a,a¯) (20)
where the direct sum is over all particle labels a that occur in different fusion-consistent labelings
of C. In the special case where cutting along C gives two components Σ1,Σ2, we have HΣ ∼=⊕
aHΣ1(a) ⊗HΣ2(a¯).
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The isomorphism (20) can easily be made explicit. A first observation is thatHΣ decomposes
as HΣ =
⊕
aHa,Σ(C), where
Ha,Σ(C) := span{Ψℓ | ℓ ∈ L(C), ℓ(C) = a} (21)
is the space spanned by all labelings which assign the label a to C. It therefore suffices to argue
that
Ha,Σ(C) ∼= HΣ′(a,a¯) . (22)
To do so, observe that the DAP-decomposition C of Σ gives rise to a DAP-decomposition C′ =
C\{C} of Σ′. Any labeling ℓ ∈ L(C) with ℓ(C) = a restricts to a labeling ℓ′ ∈ L(C′) of the
labeled surface Σ′(a, a¯). Conversely, any labeling ℓ′ ∈ L(C′) of the surface Σ′(a, a¯) provides a
labeling ℓ ∈ L(C) (by setting ℓ(C) = a). This defines the isomorphism (22) in terms of basis
states {Ψℓ}ℓ∈L(C) and {Ψℓ′}ℓ′∈L(C′).
Example: decomposing the M-anyon Hilbert space
Consider theM-punctured sphere Σ = S2(zM ) with the standard DAP decomposition of Fig. 6
and boundary labels z (corresponding to M anyons of type z). Cutting S2(zM ) along Cj
gives a surface Σ′j which is the disjoint union of two punctured spheres, with j + 2 and M − j
punctures, respectively. The resulting surface labelings are S2(zj+1, a) and S2(a¯, zM−1−j). That
is, if Σ = S2(zM) is the original surface and Σ′j(a, a¯) is the resulting one, then
HΣ′j(a,a¯) = HS2(zj+1,a) ⊗HS2(a¯,zM−1−j) . (23)
This is illustrated in Fig. 8 for the case M = 6 and j = 2.
z z z z
z zC1 C2 C3
S
2(z6)
z z
z C1 a
S2(z3, a) S2(a¯, z3)
z z
zC3a¯
Figure 8: The 6-punctured sphere S2(z6) shown with three curves C1, C2, C3 ∈ C of a DAP-
decomposition. Cutting along C2 with labeling ℓ(C2) = a results in the two surfaces S
2(z3, a)
and S2(a¯, z3).
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4 Locality-preserving automorphisms for TQFTs
In this section, we derive restrictions on topologically protected gates for general non-abelian
models. Our strategy will again be to consider what happens to string-operators. It is tempting
to try to apply similar arguments as in the proof of Theorem 2.11 to characterize protected
gates for non-abelian models. Unfortunately, this proof does not directly generalize since it
relies on properties of string-operators that are special to abelian anyons. For example, the
string-operators are non-unitary, and, in addition, the decoupling Postulate 2.4 will not apply
in general non-abelian models. In particular, it is no longer true that an operator of the form
Fa(C)Fb(C
′)Fa¯(C)Fb¯(C
′) (for two conjugate loops C and C ′) is “cleanable”, i.e., has the same
logical action as a local operator.
We will first consider operators associated with a single loop C, and derive restrictions on
the ‘fattening’ map Fa(C) 7→ Fa(C) := UFa(C)U †, or, more precisely, its effect on logical
operators, [Fa(C)] 7→ [Fa(C)] = [UFa(C)U †]. We will argue that this map implements an
isomorphism of the Verlinde algebra and exploit this fact to derive a constraint which is ‘local’
to a specific loop. We will subsequently consider more ‘global’ constraints arising from fusion
rules, as well as basis changes.
4.1 Locality-preserving unitaries and symmetries of anyon model
We would like to characterize locality-preserving unitary automorphisms U ∈ AΣ in terms of
their logical action [U ]. A first goal is to characterize the map
ρU : [AΣ] → [AΣ]
[X ] 7→ [UXU−1] , (24)
which determines the evolution of logical observables in the Heisenberg picture. (Clearly, this
does not depend on the representative, i.e., if [X ] = [X ′], then ρU ([X ]) = ρU([X ′]). In fact,
the map (24) fully determines U up to a global phase since [AΣ] contains an operator basis for
linear maps on HΣ. However, it will often be more informative to characterize the action of [U ]
on basis elements of HΣ. This will require additional effort.
The main observation is that the map (24) defines an automorphism of [AΣ], since,
ρU([X ])ρU([X
′]) = ρU([X ][X ′]) for all X,X ′ ∈ AΣ and ρ−1U = ρU−1 . (25)
Combined with the locality of U , (25) severly constrains ρU .
4.2 A local constraint from a simple closed loop
Specifying the action of ρU on all of [AΣ] completely determines [U ] up to a global phase.
However, this is not entirely straightforward; instead, we fix some simple closed curve C and
characterize the restriction to the subalgebra A(C) ⊂ AΣ, i.e., the map
ρU(C) : [A(C)] → [A(C)]
[X ] 7→ [UXU−1] , (26)
Observe that this map is well-defined since UXU−1 is supported in a neighborhood of C (by
the locality-preservation of U), and hence [UXU−1] = [X ′] for some operator X ′ ∈ A(C) (here
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we have used Proposition 3.2). It is also easy to see that it defines an automorphism of the
subalgebra [A(C)].
As we argued above, the algebra A(C) decomposes into |A| copies of C with idempotents
{Pa(C)}a∈A. This carries over to [A(C)] ∼= C⊕|A|, which has idempotents {[Pa(C)]}a∈A. We use
the following fact:
Lemma 4.1. The set of automorphisms of the algebra C⊕N is in one-to-one correspondence
with the permutations SN . For π ∈ SN , the associated automorphism ρπ : C⊕N → C⊕N is
defined by its action
ρπ(pj) = pπ(j) for j = 1, . . . , N (27)
on the central idempotents pj := 0
⊕j−1 ⊕ 1⊕ 0⊕(N−j−1).
Proof. It is clear that (27) defines an automorphism for every π ∈ SN . Conversely, suppose
that ρ(pj) =
∑
k ρk,jpk is an automorphism. Then we must have ρ(pj)
2 = ρ(pj) which implies
that ρ2k,j = ρk,j or ρk,j ∈ {0, 1} for all j, k. The orthogonality ρ(pj)ρ(pk) = 0 for j 6= k implies
that the columns of the matrix (ρk,j)k,j must be orthogonal (with respect to the Euclidean inner
product). Since each column consists of 0s and 1s only, and ρ is an isomorphism, this is only
possible if each column contains exactly one 1.
Applying this to [A(C)] gives the following result. It shows that a locality-preserving auto-
morphism realizes, up to important phases, a symmetry of the underlying fusion category (i.e., it
permutes fusion-consistent labelings). Let us emphasize that it is the projectors (idempotents)
Pa(C) which are being permuted, and not the string operators Fa(C).
Proposition 4.1 (Local constraint). Let U be a locality-preserving automorphism of the code,
and let ρU ([X ]) = [UXU
−1].
(i) For each simple closed loop C on Σ, there is a permutation πC : A → A of the particle
labels such that
ρU : [A(C)] → [A(C)]
[Pa(C)] 7→ [PπC(a)(C)] for all a ∈ A , (28)
(and linearly extended to all of [A(C)]).=
(ii) For some anyon model A with an associated S matrix, let Da,b = δa,b · da be the diagonal
matrix with the quantum dimensions on the diagonal Let π = πC : A→ A be a permutation
associated with a loop C as in (i), and let Π be the matrix defined by Πx,y := δx,π(y). Define
the matrix
Λ := SΠ−1DΠD−1Π−1S−1 . (29)
Then
ρU([Fb]) =
∑
b′
Λb,b′[Fb′ ] . (30)
23
Proof. We have already argued that (i) holds. For the proof of (ii), we use the relationship
between {Pa(C)}a and {Fa(C)}a (cf. (16) and (17)) to get (suppressing the dependence on the
loop C)
ρU([Fb]) =
∑
a
Sb,a
S1,a
[Pπ(a)] =
∑
b′
(∑
a
Sb,a
S1,a
S1,π(a)Sb′,π(a)
)
[Fb′ ] .
The claim (30) follows from this using (Π−1S−1)a,b′ = (S−1)π(a),b′ = Sb′,π(a) by the unitarity of
S, as well as the fact that S1,a = da/D and hence Sb,aS1,aS1,π(a) = (SΠ−1DΠD−1)b,a.
From this proposition alone, we may already distill an Eastin and Knill [12] type statement,
which is one of our main conclusions.
Corollary 4.2 (Finite-group of protected gates). The set of locality-preserving automorphisms
for the code HΣ defined by a TQFT on an orientable manifold Σ generates a finite group (up
to irrelevant global phases).
In particular, this means that locality-preserving automorphisms on their own do not provide
quantum computational universality.
Proof. The proof hinges on Proposition 3.3 that the full algebra of logical operators AΣ is
generated by the logical algebras A(C) associated to a finite3 number n of loops C. Within
each loop, the action of a locality-preserving unitary is specified by the permutation it performs
on the corresponding idempotents labeled by the anyon labels A. The composition of two such
unitaries is specified by the composition of these permutations, and hence, the set of logical
unitaries generated is bounded by (|A|!)n, which is finite.
4.3 A global constraint: DAP-decompositions, fusion rules and the
gluing axiom
For higher-genus surfaces, we can obtain information by applying Propostion 4.1 to all loops
of a DAP-decomposition; these must then satisfy the following consistency condition.
Proposition 4.2 (Global constraint from fusion rules). Let U be a locality-preserving auto-
morphism of the code. Let C be a DAP-decomposition of Σ, and consider the family of permu-
tations ~π = {πC}C∈C defined by Proposition 4.1. Then this defines a permutation
~π : L(C) → L(C)
ℓ 7→ ~π(ℓ)(C) := πC(ℓ(C)) for all C ∈ C (31)
of the set L(C) of fusion-consistent labelings. We have
UΨℓ = e
iϕ(ℓ)Ψ~π(ℓ) for all ℓ ∈ L(C) (32)
with some phase eiϕ(ℓ) depending on ℓ.
3We expect that the number of independent generators of the mapping class group, which for closed manifolds
are no more than 2g + 1 [20, 30], are sufficient, but this is not essential to our statement.
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Proof. Let us fix some basis element Ψℓ ∈ BC. The vector Ψℓ is a +1-eigenvector of Pℓ(C)(C)
for each C ∈ C; hence according to (28), the vector UΨℓ is a +1-eigenvector of PπC(ℓ(C))(C) =
P~π(ℓ)(C)(C) for every C ∈ C. This implies that it is proportional to Ψ~π(ℓ), hence we obtain (32).
Fusion-consistency of ~π(ℓ) follows because UΨℓ must be an element of HΣ.
Proposition (4.2) expresses the requirement that a locality-preserving automorphism U maps
the set of fusion-consistent labelings into itself.
In fact, we can say more: it must be an isomorphism between the subspaces of HΣ arising
from the gluing axiom (i.e., Eq. (20)). This allows us to constrain the set of allowed permuta-
tions π = {πC}C∈C arising from locality-preserving automorphisms even further:
Proposition 4.3 (Global constraint from gluing). Let C be an element of a DAP-decomposition
of Σ. Recall that
HΣ =
⊕
a
Ha,Σ(C) , (33)
where the subspaces in the direct sum are defined by labelings associating a to C. Let U be a
locality-preserving automorphism of the code and let πC : A→ A be the permutation associated
with C by Proposition 4.1. Then for every a ∈ A occuring Eq. (33), the restriction of U to
Ha,Σ(C) defines an isomorphism
Ha,Σ(C) ∼= HπC(a),Σ(C) . (34)
In particular, if Σ′ is the surface obtained by cutting Σ along C, then
HΣ′(a,a¯) ∼= HΣ′(πC(a),πC (a)) (35)
for every a ∈ A occuring in the sum (33).
The reason we refer to Proposition (4.3) as a global constraint (even though it superficially
only concerns a single curve C) is that the surface Σ′ and hence the spaces (35) depend on the
global form of the surface Σ outside the support of C.
Proof. Proposition (4.2) implies that UHa,Σ(C) ⊂ HπC(a),Σ(C) for any a in expression (33).
Since U acts unitarily on the whole space HΣ, this is compatible with (33) only if UHa,Σ(C) =
HπC(a),Σ(C) for any such a. This proves (34). Statement (35) then immediately follows
from (22).
A simple but useful implication of Proposition 4.3 is that
dim
(HΣ′(a,a¯)) = dim(HΣ′(πC(a),πC (a))) (36)
is a necessary condition that πC has to satisfy.
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4.4 Additional global constraints: DAP-decompositions and basis
changes
Eq. (28) essentially tells us that a locality-preserving protected gate U can only permute particle
labels; it indicates that such a gate U is related to symmetries of the anyon model. But (28)
does not tell us what phases basis states may acquire. In this section, we show how to obtain
constraints on these phases by considering basis changes. This also further constrains the
allowed permutations on the labels of the idempotents.
Consider two DAP-decompositions C and C′. Expressed in the first basis BC, we have
UΨℓ = e
iϕℓΨ~π(ℓ) (37)
for some unknown phase ϕℓ ∈ depending only on the labeling ℓ ∈ L(C). This means that with
respect to the basis elements of BC , the operator U is described by a matrix U = ΠD({ϕℓ}ℓ),
where Π is a permutation matrix (acting on the fusion-consistent labelings L(C)), and D is a
diagonal matrix with entries {eiϕℓ}ℓ on the diagonal.
Analogously, we can consider the operator U expressed as a matrix U′ in terms of the basis
elements of BC′. We conclude thatU′ = Π′D({ϕ′ℓ}ℓ), for ℓ ∈ L(C′), with a (potentially different)
permutation matrix Π′, and (potentially different) phases {ϕ′ℓ}ℓ.
Let V be the unitary change-of-basis matrix (obtained e.g., from a sequence of F -moves or
the S-matrix) for going from BC to BC′ . Then we must have
U′V = VU . (38)
We show below that Eq. (38) strongly constrains the phases in (32).
For concreteness and simplicity, we consider the torus and the four-punctured sphere: for
each of these surfaces, there are only two inequivalent DAP-decompositions (and hence there
is only one basis change V to consider). More generally (e.g., for the 5-punctured sphere), we
need to consider several different basis changes and obtain a constraint of the form (38) for
every pair of bases. This is described in Section 4.4.4.
4.4.1 Determining phases for the torus
For the torus, where each DAP decomposition C = {Cj} consists of a single cycle (either j = 1
or j = 2), the fusion-consistent labelings are simply the set of anyon labels, L(C) = A. Hence
U and U′ are |A| × |A|-matrices. In particular, the analog to (37) is
UΨa = e
iϕaΨπ(a) (39)
for some permutation π : A → A and phases {ϕa}a∈A. The basis change V is the S-matrix.
The consistency equation (38) becomes
Π′D({ϕ′ℓ}ℓ)S = SΠD({ϕℓ}ℓ) (40)
We are looking for permutations Π,Π′ : A → A and phases {ϕa}a∈A, {ϕ′a}a∈A satisfying this
equation, as every locality-preserving automorphism U gives rise to such a solution.
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4.4.2 Determining phases for the four-punctured sphere: fixed boundary labels
For a four-punctured sphere Σ, we can fix the labels on the punctures to i, j, k, l ∈ A. The
corresponding spaceHΣ(i,j,k,l) associated to this open surface with labeled boundary components
is the fusion space V ijkl . (In the non-abelian case, this space can have dimension larger than
1.) We have two bases BC , BC′ of this fusion space, corresponding to two different DAP-
decompositions differing by one loop. We can enumerate basis elements by the label assigned
to this loop. Let {Ψa}a and {Ψ′a}a be the elements of the basis BC and BC′ , respectively. Note
that a ranges over all elements consistent with the fusion rules.
For the models without fusion degeneracy being considered, this is, δija = δkla = 1. Let
Q = Q(i, j, k, l) be the set of such elements. The basis change is given by the F -matrix
Ψ′m =
∑
n
F ijmkln Ψn .
Considering a locality-preserving automorphism which preserves the boundary labels (this is
reasonable if we think of them as certain boundary conditions of the system), we can apply the
procedure explained above to find the action
UΨa = e
iϕaΨπ(a)
on basis states. Here π : Q → Q permutes fusion-consistent labels. To apply the reasoning
above, we have to use the |Q×Q|-basis change matrix V defined by Vm,n = F ijmkln .
Solving the consistency relation (38) (for the permutations π, π′ and phases {ϕa}a, {ϕ′a}a,)
shows that for any permutation π that is part of a solution, the function ϕa takes the form
ϕa = η + f(a) , (41)
where η is a global phase and f belongs to a certain set of functions which we denote
Iso
(
i
j · k
l → ij π(·) k
l
)
. (42)
(The reason for this notation will become clearer when we discuss isomorphisms in the next
section; here we are concerned with relative phases arising from automorphisms.) In summary,
we have
U |Ψa〉 = eiηeif(a)|Ψπ(a)〉 where f ∈ Iso
(
i
j · k
l → ij π(·) k
l
)
.
(43)
Here the set (42) can be computed by solving the consistency relation
VΠD({ϕa}a) = Π′D({ϕ′a}a)V (44)
with Vm,n = F
ijm
kln . This scenario is depicted as a special case of the commutative diagram
displayed in Fig. 9.
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4.4.3 Determining phases for the four-punctured sphere in general
Consider the four-punctured sphere Σ with fixed labels i, j, k, l ∈ A on the punctures. Let
i˜, j˜, k˜, l˜ be another set of labels such that the spaces HΣ(i,j,k,l) and HΣ(˜i,j˜,k˜,l˜) are isomorphic. In
this situation, we can try to characterize locality-preserving isomorphisms between two systems
defined on Σ(i, j, k, l) and Σ(˜i, j˜, k˜, l˜), respectively. This situation is slightly more general than
what we considered before (automorphisms of the same system), but it is easy to see that all
arguments applied so far extend to this situation. Note that we could have phrased our whole
discussion in terms of isomorphisms between different spaces. However, we chose not to do so
to minimize the amount of notation required; instead, we only consider this situation in this
section. This generalization for the 4-punctured sphere is all we need to treat automorphisms
on higher-genus surfaces.
ForHΣ(i,j,k,l), we have two bases BC, BC′ , corresponding to two different DAP-decompositions
differing by one loop. Similarly, for HΣ(˜i,j˜,k˜,l˜), we have two bases B˜C , B˜C′, corresponding to two
different DAP-decompositions differing by one loop. We can enumerate the basis elements by
the label assigned to this loop. Let {Ψa}a and {Ψ′a}a be the elements of the basis BC and BC′ ,
respectively. Here a ∈ Q = Q(i, j, k, l) ⊂ A ranges over the set Q = Q(i, j, k, l) of all elements
consistent with the fusion rules, i.e., we must have δija = δkla = 1. Similarly, let {Ψ˜a˜}a˜ and
{Ψ˜′a˜}a˜ be the elements of the basis B˜C and B˜C′, respectively, where now a˜ ∈ Q˜ = Q(˜i, j˜, k˜, l˜).
In this situation, we have two basis changes,
Ψ′m =
∑
n
Vm,nΨn where Vm,n = F
ijm
kln and Ψ˜
′
m˜ =
∑
n˜
V˜m˜,n˜Ψ˜n˜ where V˜m˜,n˜ = F
i˜j˜m˜
k˜l˜n˜
.
Now consider a locality-preserving isomorphism U which takes the boundary labels (i, j, k, l)
to (˜i, j˜, k˜, l˜). We can then apply the framework above to find the action
UΨa = e
iϕaΨ˜π(a) or UΨ
′
a = e
iϕ′aΨ˜′π′(a)
on basis states. Here π, π′ : Q → Q˜ take fusion-consistent labels (on Σ(i, j, k, l)) to fusion-
consistent labels (on Σ(˜i, j˜, k˜, l˜)). Because the spaces are isomorphic, we must have |Q| = |Q˜|,
hence π, π′ can be represented by permutation matrices Π,Π′ in the bases ({Ψa}a, {Ψ˜a}a)
or ({Ψ′a}a, {Ψ˜′a}a), respectively. Proceeding similarly with U, we get the consistency equation
V˜U = U′V or
V˜ΠD({ϕa}a) = Π′D({ϕ′a}a)V, (45)
which is expressed in the form of a commutative diagram as in Fig. 9. Equation (45) only
differs from equation (38) in allowing boundary labels to change and the basis transformation
matrix V˜ must change accordingly.
For a given set of boundary labels (i, j, k, l), (˜i, j˜, k˜, l˜), and a fixed choice of π (which fixesΠ),
any solution (Π′, {ϕa}a, {ϕ′a}a) of (45) has phases {ϕa}a of the “universal” form
ϕa = η + f(a) for all a ∈ Q(i, j, k, l) , (46)
where η ∈ [0, 2π] is an arbitrary global phase independent of a, and f belongs to a set
Iso
(
i
j · k
l → i˜j˜ π(·) k˜
l˜
)
of functions that can be computed from (45)
as discussed below.
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j k
C
k
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j
F
i˜j˜
k˜l˜
i˜ l˜
j˜ k˜
C
k˜
l˜i˜
j˜
C ′
U U
′
C ′
Figure 9: An isomorphism HΣ(i,j,k,l) → HΣ(˜i,j˜,k˜,l˜) of two 4-punctured spheres can be given as
either U, which relates the bases BC of HΣ(i,j,k,l) to B˜C of HΣ(˜i,j˜,k˜,l˜), or as U′ relating different
bases BC′ ofHΣ(i,j,k,l) to B˜C′ ofHΣ(˜i,j˜,k˜,l˜). The bases ofHΣ(i,j,k,l) andHΣ(˜i,j˜,k˜,l˜) are related through
the F -moves F ijkl and F
i˜j˜
k˜l˜
, respectively. The consistency equation (45) can be expressed as a
commutative diagram. In the case where Σ(i, j, k, l) = Σ(˜i, j˜, k˜, l˜) have identical boundary
labels such an isomorphism becomes an automorphism, and this reduces to the consistency
equation (44).
In summary, we have shown that U acts as
UΨa = e
iηeif(a)Ψ˜π(a) with f ∈ Iso
(
i
j · k
l → i˜j˜ π(·) k˜
l˜
)
,
(47)
and where the latter set can be determined by solving the consistency relation (45).
4.4.4 Localization of phases for higher-genus surfaces
We now argue that the phases appearing in Eq. (32) of Proposition 4.2 also factorize into certain
essentially local terms, similar to how the overall permutation ~π of fusion-consistent labelings
decomposes into a collection ~π = {πC}C∈C of permutations of labels. More precisely, we will
argue that conclusion (47) can be extended to more general surfaces.
Consider a fixed DAP-decomposition C of Σ. We call a curve C ∈ C internal if the inter-
section of Σ with a ball containing C has the form of a 4-punctured sphere with boundary
components C1, C2, C3, C4 consisting of curves ‘neighboring’ C in the DAP decomposition. We
call N(C) = {C1, C2, C3, C4} the neighbors (or neighborhood) of C as illustrated in Fig. 10.
Key to the following observations is that a basis vector Ψℓ whose restriction to these neigh-
bors is given by ℓ ↾ N(C) = (ℓ(C1), . . . , ℓ(C4)) gets mapped under U to a vector propor-
tional to Ψ~π(ℓ), which assigns the labels ~π(ℓ) ↾ N(C) = (π
C1(ℓ(C1)), . . . , π
C4(ℓ(C4))) to the
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same curves. This means that the restriction of U to this subspace satisfies similar consis-
tency conditions as the isomorphisms between Hilbert spaces associated with the 4-punctured
spheres Σ(ℓ ↾ N(C)) and Σ(~π(ℓ) ↾ N(C)) studied in Section 4.4.2. In particular, for a fixed
labeling ℓ the dependence of the phase ϕ(ℓ) on the label ℓ(C) is given by a function from
the set Iso
(
i
j · k
l → i˜j˜ πC(·) k˜
l˜
)
, where (i, j, k, l) = ℓ ↾ N(C) and
(˜i, j˜, k˜, l˜) = ~π(ℓ) ↾ N(C). In the following, we simply write Iso
(
ℓ ↾ N(C)
πC→ ~π(ℓ) ↾ N(C)
)
for
this set.
C3
C4
C2
C1
C
Figure 10: For some DAP-decomposition C of a surface Σ, a curve C ∈ C is considered internal
if its neighbors N(C) = {C1, C2, C3, C4} define the boundaries of a 4-punctured sphere.
Proposition 4.4 (Localization of internal phases). Let U be a locality-preserving automor-
phism. Let C be a DAP-decomposition of Σ, and let ~π = {πC}C∈C be the family of permutations
defined by Proposition 4.1. Let ϕ(ℓ) for ℓ ∈ L(C) be defined by (cf. (32))
UΨℓ = e
iϕ(ℓ)Ψ~π(ℓ) for all ℓ ∈ L(C) . (48)
If C ∈ C is internal, then
ϕ(ℓ) = η(ℓ↾ C\{C}) + f~π↾N(C)(ℓ ↾ N(C), ℓ(C)) .
for some functions η and f . Furthermore, we have
f~π↾N(C)(ℓ ↾ N(C), ·) ∈ Iso
(
ℓ ↾ N(C)
πC→ ~π(ℓ) ↾ N(C)
)
.
In particular, the dependence of ϕ(ℓ) on ℓ(C) is “local” and “controlled” by the labeling ℓ ↾ N(C)
of the neighbors.
In other words, if we fix a family of permutations ~π, and the labels on the neighbors N(C),
then the dependence on the label ℓ(C) of the internal edge is essentially fixed.
Proof. We will focus our attention on the subspace H(i,j,k,l,⋆) ⊆ HΣ spanned by labelings ℓ with
(ℓ(C1), ℓ(C2), ℓ(C3), ℓ(C4)) = (i, j, k, l) and ℓ ↾ C\{C,C1, C2, C3, C4} = ⋆ fixed (arbitrarily). For
the purpose of this proof, it will be convenient to represent basis vectors Ψℓ associated with
such a labeling ℓ ∈ L(C) as a vector
Ψℓ = |ℓ(C), ℓ(C1), ℓ(C2), ℓ(C3), ℓ(C4), ⋆〉 = |a, i, j, k, l, ⋆〉 .
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Defining i˜ = πC1(i), j˜ = πC2(j), k˜ = πC3(k), l˜ = πC4(l), we can rewrite (48) in the form
U |a, i, j, k, l, ⋆〉 = eiϕ(a,i,j,k,l,⋆)|πC(a), i˜, j˜, k˜, l˜, ⋆˜〉 ,
where ⋆˜ = ~π↾(⋆) for some map ~π↾ taking labelings of the set C\{C,C1, C2, C3, C4} consistent
with (i, j, k, l) to those consistent with (˜i, j˜, k˜, l˜). We conclude that the restriction of U to
H(i,j,k,l,⋆) implements an isomorphism H(i,j,k,l,⋆) ∼= H(˜i,j˜,k˜,l˜,⋆˜). Since these spaces are isomorphic
to HΣ(i,j,k,l) and HΣ(˜i,j˜,k˜,l˜), respectively, we can apply the result of Section 4.4.3. Indeed, the
consistency relation imposed by the F -move is entirely local, not affecting labels associated
with curves not belonging to {C,C1, C2, C3, C4}. We conclude from (47) that
ϕ(a, i, j, k, l, ⋆) = η(i, j, k, l, ⋆) + f(a), where f ∈ Iso
(
i
j · k
l → i˜j˜ πC(·) k˜
l˜
)
.
Since (a, i, j, k, l, ⋆) were arbitrary, this proves the claim.
For example, for S2(zN+3) (as described above), we can apply Proposition 4.4 to the j-th
internal edge Cj to obtain
ϕ(~x) = ηj(x1, . . . , x̂j , . . . , xN) + fj(xj−1, xj, xj+1), (49)
where
fj(xj−1, ·, xj+1) ∈ Iso
(
z
xj−1 · xj+1
z → zx˜j−1 πj(·) x˜j+1
z
)
,
and
x˜j−1 = πj−1(xj−1), x˜j+1 = πj+1(xj+1).
Here, we use xˆj to indicate that this argument is omitted.
5 Examples
In what follows, we apply the results of the previous sections to various anyon models. In
particular, we show that the local constraint of Proposition 4.1, if specialized to the abelian
model D(Z2), suffices to imply the result of Theorem 2.11. Surprisingly, this argument does
not involve conjugate pairs of loops.
We then show that locality-preserving automorphisms of the Fibonacci model are trivial. For
the Ising model, they belong to the Pauli group. More precisely, we will constrain the locality-
preserving automorphisms of the N +3-punctured sphere for both models, i.e., the gates acting
on the spaces HS2(τN+3) and HS2(σN+3). In the non-abelian case with N + 3 anyons of type z,
we know from Proposition 4.2 that the action U |Ψℓ〉 = eiϕ(ℓ)Ψ~π(ℓ) on fusion-consistent labelings
is parametrized by certain families ~π = {πC}C∈C of permutations, as well as a function ϕ
describing the phase-dependence. To characterize the latter, we
(i) determine the set of allowed ‘local’ permutations πC and associated phases f for any
occuring internal curve C. This amounts to solving the consistency equation (45) for
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the four-punctured sphere, with appropriate boundary labels. For the standard pants
decomposition of the N + 3-punctured sphere, this means finding all pairs
(πj , fj) where fj ∈ Iso
(
z
xj−1 · xj+1
z → zx˜j−1 πj(·) x˜j+1
z
)
.
These correspond to isomorphisms between the Hilbert spaces associated with the labeled
surfaces S2(z, xj−1, xj+1, z) and S2(z, x˜j−1, x˜j+1, z), where xj−1, x˜j−1 ∈ Q(j−1), xj+1, x˜j+1 ∈
Q(j + 1).
(ii) we constrain the family ~π = {πC}C∈C of allowed permutations by using the global con-
straints arising from fusion rules and gluing (Proposition 4.3). In the case of N + 3
Fibonacci anyons on the sphere with standard pants decomposition C, dimensional ar-
guments show that all πj = id are equal to the identity permutation. For Ising anyons,
the fusion rules imply that every permutation with even index is equal to the identity
permutation, π2j = id (in fact, there is only a single allowed label).
(iii) we determine the phases ϕ(ℓ) by using the localization property of Proposition 4.4 for
internal curves C. For N+3 anyons of type z on the sphere, this results in the consistency
conditions
ϕ(~x) = ηj(x1, . . . , x̂j, . . . , xN) + fj(xj−1, xj , xj+1) where
fj(xj−1, ·, xj+1) ∈ Iso
(
z
xj−1 · xj+1
z → zx˜j−1 πj(·) x˜j+1
z
)
for j = 1, . . . , N .
We show that for Fibonacci and Ising anyon models, this system of equations uniquely
specifies ϕ (up to a global phase).
Combining these approaches we obtain the following two results:
Theorem 5.1 (Fibonacci anyon model). Any locality-preserving automorphism U on the M-
punctured sphere S2(τM ) is trivial (i.e., proportional to the identity) if M 6= 4. For the four-
punctured sphere S2(τ 4), [U ] belongs (up to a global phase) to the gate set {id, Y }, where Y |τ〉 =
i|1〉, Y |1〉 = −i|τ〉.
For the Ising anyon model, the fusion rules imply that dimHS2(zM ) is non-zero only when
M is even. In this case, there is a natural isomorphism HS2(zM ) ∼= (C2)⊗M/2−1 (described below,
see Eq. (59)). Defining the (M/2 − 1)-qubit Pauli group on the latter space in the usual way,
we get the following statement:
Theorem 5.2 (Ising anyon model). Any locality-preserving automorphism U of S2(σM), where
M ≥ 1 is even, belongs to the (M/2− 1)-qubit Pauli group.
5.1 The D(Z2) model revisited
As a first example, we consider the abelian anyon model D(Z2) and rederive a special case
of Theorem 2.11. Remarkably, the following argument only involves the local constraint of
Proposition 4.1.
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Theorem 5.3. Consider the abelian anyon model D(Z2). Then any locality preserving unitary
U which preserves the code space has logical action belonging to the homology-preserving Clifford
group, i.e., [U ] ∈ Clifford⋆Σ.
Proof. Note that for D(Z2), the set of labels is A = Z2 ⊕ Z2 and in particular |A| = 4. With
respect to the ordering 1 = 0⊕ 0, e = 1⊕ 0, m = 0⊕ 1, ǫ = 1⊕ 1, the S-matrix is
S =
1
2

1 1 1 1
1 1 −1 −1
1 −1 1 −1
1 −1 −1 1
 . (50)
From Proposition 4.1, we immediately get
[UPa(C)U
†] = [PπC(a)(C)] for all a ∈ A ,
where πC : A → A is a permutation associated with C. In the abelian case where da = 1 for
all a ∈ A, expression (29) simplifies to
Λ = SΠ−1S−1 . (51)
We claim that for any permutation matrix Π (associated with a permutation π : A → A by
Πx,y = δx,π(y)), the matrix Λ = Λ(Π) has the form
Λ = Π˜D , where Π˜ = Π˜(Π), D = D(Π) , (52)
for a permutation matrix Π˜ and diagonal matrix D with entries ±1 on the diagonal. According
to Proposition 4.1, this implies that [UFbU
†] = Dπ−1(b),π−1(b)Fπ−1(b), showing that U is indeed a
homology preserving Clifford group element.
Statement (52) can be checked by direct calculation, considering every (of the 4!) permuta-
tion matrices Π.
This reasoning applies also, for example, to the double semion model, whose S-matrix is
given by
S =
1
2

1 1 1 1
1 −1 1 −1
1 1 −1 −1
1 −1 −1 1
 .
However, it is easy to check that the analogous statement of (30) does not hold, e.g., for D(Z3),
hence this approach does not imply the general statement of Theorem 2.11 for arbitrary abelian
models.
5.2 The Fibonacci model
For Fib, we have A = {1, τ} and the only non-trivial fusion rule is τ × τ = 1 + τ with
dτ = φ =
√
5+1
2
.
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5.2.1 On the torus
The S-matrix (with respect to the ordering (1, τ)) is
S =
1√
φ+ 2
(
1 φ
φ −1
)
.
The consistency condition (40) for the torus requires that
SΠD({ϕa}a)S−1 = Π′D({ϕ′a}a)
where Π,Π′ ∈
{
idC2,
(
0 1
1 0
)}
. We consider the two cases:
• For Π = id, we get (using φ2 = φ+ 1)
SΠD({ϕa}a)S−1 = 1
2 + φ
(
eiϕ1 + eiϕτ (1 + φ) (eiϕ1 − eiϕτ )φ
(eiϕ1 − eiϕτ )φ eiϕ1 + eiϕτ (1 + φ)
)
.
For this to be of the form Π′D({ϕ′a}a) with a permutation matrix Π′, all entries must
have modulus 0 or 1. Since φ/(2 + φ) < 1/2, the off-diagonal elements always have
modulus less than 1, and hence must be zero. That is, we must have eiϕ1 = eiϕτ =: eiϕ,
and it follows that Π′ = id and eiϕ
′
1 = eiϕ
′
τ = eiϕ. This implies (according to (39)) that U
simply applies a global phase, U = eiϕidC2 .
• For Π =
(
0 1
1 0
)
, we get
SΠD({ϕa}a)S−1 = 1
2 + φ
(
(eiϕ1 + eiϕτ )φ eiϕ1(1 + φ)− eiϕτ
eiϕτ (1 + φ)− eiϕ1 −(eiϕ1 + eiϕτ )φ
)
.
To have the absolute value of the first entry equal to 0 (it cannot be 1 since φ/(2+φ) < 1/2,
we must have eiϕτ = −eiϕ1 (or ϕτ = ϕ1 + π) and we get
SΠD({ϕa}a)S−1 = eiϕ1
(
0 1
−1 0
)
.
This means that Π′ =
(
0 1
1 0
)
and (ϕ′1, ϕ
′
τ ) = (ϕ1 + π, ϕ1) is a solution. In summary, we
see that (for a global phase ϕ = ϕ1)
UΨ1 = e
iϕΨτ
UΨτ = −eiϕΨ1 (53)
is allowed.
Note that this is consistent with the form of a Dehn-twist, given by the logical unitary U =
diag(1, e4πi/5) (with the ‘topological’ phases or twists on the diagonal), and hence not belonging
to the above list: Dehn-twists do not preserve locality (e.g., if it is along C1, then an operator
supported on C2 may end up with support in the neighborhood of the union C1 ∪ C2 under
conjugation by the realizing unitary).
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5.2.2 Fibonacci on the 4-punctured sphere
Before proceeding to the generalM-punctured sphere, consider the 4-punctured sphere S2(τ, j, k, τ)
with some choice of boundary labels j, k ∈ {1, τ} satisfying the fusion rules. Our first goal is
to characterize locality-preserving isomorphisms between two spaces HS2(τ,j,k,τ) and HS2(τ,j˜,k˜,τ)
in terms of their permutation π and phases f (cf. (43)).
Observe first that if j = 1 or k = 1, then dimHS2(τ,j,k,τ) = 1 and we must have j˜ = 1 or
k˜ = 1 for there to be an isomorphism. Furthermore, such an isomorphism is simply a global
phase eiϕ. Comparing to (41), we find that the corresponding set of phases can, without loss
of generality, be chosen as consisting of the constant 0 function only, f(1) = f(τ) = 0, i.e.,
Iso
(
τ
j · k
τ → τj˜ id(·) k˜
τ
)
= {(f(1), f(τ)) = (0, 0)} .
The only non-trivial case to consider is HS2(τ,τ,τ,τ) (i.e., j = k = j˜ = k˜ = τ) for which
dimHS2(τ,τ,τ,τ) = 2. We will take {Ψ1,Ψτ} as an ordered basis. The F -matrix restricted to this
subspace in the basis {Ψ1,Ψτ} is
F =
1
φ
(
1
√
φ√
φ −1
)
.
A locality-preserving automorphism U of HS2(τ,τ,τ,τ) has action given by
U |Ψa〉 = eiηeif(a)|Ψπ(a)〉 where f ∈ Iso
(
τ
τ · τ
τ → ττ π(·) τ
τ
)
for some permutation π of Q(τ, τ, τ, τ) = {1, τ}. Let us write id for the identity permutation,
and (τ, 1) for the transposition interchanging τ and 1. Now we find solutions to the consistency
relation
FΠD({ϕa}a)F−1 = Π′D({ϕ′a}a)
for the two corresponding cases where Π = idC2 and Π =
(
0 1
1 0
)
.
• For Π = idC2 , we get
FΠD({ϕa}a)F−1 = 1
1 + φ
(
eiϕ1 + eiϕτφ (eiϕ1 − eiϕτ )√φ
(eiϕ1 − eiϕτ )√φ eiϕτ + eiϕ1φ
)
.
As argued previously in Section 5.2.1 (because
√
φ/(1 + φ) < 1/2), we conclude any
associated unitary U only introduces a global phase. That is, since ϕa = η + f(a) = η
implying that f(a) = 0 for a ∈ {1, τ}, the only function f in the set is the trivial zero
function:
Iso
(
τ
j · k
τ → τj˜ id(·) k˜
τ
)
= {(f(1), f(τ)) = (0, 0)} (54)
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• For Π =
(
0 1
1 0
)
, corresponding to the transposition (τ, 1), we get
FΠD({ϕa}a)F−1 = 1
1 + φ
(
(eiϕ1 + eiϕτ )
√
φ −eiϕτ + eiϕ1φ
−eiϕ1 + eiϕτφ −(eiϕ1 + eiϕτ )√φ
)
Since
√
φ/(1 + φ) < 1/2, solutions with Π′ = id are ruled out. Assume that Π′ = Π.
Then the diagonal entries must vanish, implying eiϕτ = −eiϕ1 so that there is only a single
function f in the set:
Iso
(
τ
j · k
τ → τj˜ (τ, 1)(·) k˜
τ
)
= {(f(1), f(τ)) = (0, π)}
Thus,
FΠD({ϕa}a)F−1 = eiη
(
0 1
−1 0
)
for some global phase η, and the resulting unitary is again of the form (53).
This proves Theorem 5.1 in the special case of the 4-punctured sphere. In other words, the
set of locality-preserving gates is non-universal (actually, there is only one non-trivial gate), in
sharp contrast to the fact that braiding of τ anyons generates a dense subgroup of SU(2).
5.2.3 M Fibonacci anyons: global constraints from fusion and gluing
Consider now the M-punctured sphere Σ = S2(τM) corresponding to M Fibonacci anyons.
We are interested in understanding the spaces HΣ′
j
(a,a) for j ∈ {1, . . . ,M − 3} and a ∈ {1, τ}
(cf. (23)), where Σ′j is obtained from Σ by cutting along the curve Cj which leaves a j + 2-
punctured and a (M − j)-punctured sphere, respectively. Note that τ is its own antiparticle:
τ = τ¯ , and hence it suffices to consider Σ′j(τ, τ) and Σ
′
j(1, 1). Our goal is to identify pairs (a, a˜)
such that HΣ′j(a,a) ∼= HΣ′j(a˜,a˜) are isomorphic, this being a necessary condition for a permutation
satisfying πj(a) = a˜ (see Proposition (4.3) and Eq. (36)). To compute dimHΣ′j(a,a) for a ∈ {1, τ},
we make use of the general fact that dimHS2(τM ) = ΦM−1 where ΦM denotes theM-th Fibonacci
number, starting with Φ0 = 0 and Φ1 = 1 and satisfying the recursion relations ΦM+1 =
ΦM + ΦM−1. From (23), we obtain dimHΣ′j(1,1) = ΦjΦM−j−2 and dimHΣ′j(τ,τ) = Φj+1ΦM−j−1,
excluding the case j = 1 = M − 3 which satisfies dimHΣ′1(1,1) = Φ1Φ1 = Φ2Φ2 = dimHΣ′1(1,1),
it follows from the monotonicity and positivity of Φ that
dimHΣ′j(1,1) < dimHΣ′j(τ,τ) for M > 4, and all j ∈ {1, ...,M − 3}. (55)
Hence, according to the consistency condition (36), for M > 4, we only get an isomorphism
HΣ′(a,a¯) ∼= HΣ′(πC(a), ¯πC (a)) with πC = id being trivial for any internal loop C in a standard DAP
decomposition. However, note that any loop on the surface of the punctured sphere can be
found in some standard DAP decomposition – namely that formed by splitting the surface
along C into two separate punctured spheres (left and right) and ordering the punctures such
that those in the left sphere precede those in the right. Using proposition 3.3 , we recall that the
loop algebras [A(C)] for all loops generates the full logical algebra [A(Σ)]. This therefore fully
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specifies the action of any locality-preserving logical unitary [U ] as a trivial phase. Note that
for the case M < 4 any logical unitary is by definition trivial since dimS2(τM) ≤ 1 whereas
the case M = 4 is less restrictive and has been characterized in section 5.2.2. This completes
the proof of Theorem 5.1.
This proof approach emphasizes the stringent conditions imposed by Proposition 4.3 which
for many anyon models such as the Fibonacci model, can heavily restrict the logical action of the
allowed unitaries. However, this approach crucially relies on the fact that for all internal loops,
the permutations of the idempotents are trivial. We now present an illustrative alternative
approach reaching the same conclusion.
5.2.4 Localization of internal phases for Fibonacci
In general, it should be possible to fix a basis from a standard DAP decomposition and calculate
the consistent permutations πj for that basis. In the case of the Fibonacci model, having
permutations be identity for a standard DAP implies that U is diagonal in the basis {Ψℓ}ℓ∈L(C)
composed of fusion-consistent labelings, i.e.,
UΨ~x = e
iϕ(~x)Ψ~x for all ~x ∈ L(C) .
From this point, we may proceed to calculate (or constrain) phases ϕ(~x) associated with that
basis. To do so, we may in general use proposition 4.4 as follows. Applying Proposition 4.4 to
each internal curve Cj gives
ϕ(~x) = ηj(x1, . . . , x̂j , . . . , xN ) + fj(xj−1, xj , xj+1) ,
where
fj(xj−1, ·, xj+1) ∈ Iso
(
τ
xj−1 · xj+1
τ → τx˜j−1 πj(·) x˜j+1
τ
)
.
for some functions ηj, j = 1, . . . , N . However, since πj = id for all j ∈ {1, . . . , N} as argued in
the previous section, we only have to consider the set (54) which contains just the zero function:
Iso
(
τ
τ · τ
τ → ττ id(·) τ
τ
)
= {(f(1), f(τ)) = (0, 0)}.
That is, fj(τ, ·, τ) = 0 for all j. We conclude that there are functions {ηj}Nj=1 such that
ϕ(~x) = ηj(x1, . . . , x̂j , . . . , xN) for j = 1, . . . , N . (56)
Statement (56) implies that ϕ(~x) = ϕ(~x′) for any two fusion-consistent labelings ~x, ~x′ ∈ L(C)
that are related by interchanging τ and 1 in a single entry. Since any element in L(C) can be
obtained from the sequence τN = (τ, . . . , τ) by such interchanges, this shows that ϕ(~x) = η is
a global phase independent of the sequence ~x.
Finally, we can conclude that the only locality-preserving automorphism of HS2(τM ), for
M 6= 4, is trivial and implements the identity up to a global phase. This completes the proof
of Theorem 5.1.
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5.3 The Ising model
The Ising anyon model has label set A = {1, ψ, σ} and non-trivial fusion rules
ψ × ψ = 1, ψ × σ = σ, σ × σ = 1 + ψ.
In what follows, we will use a strategy analogous to the Fibonnaci case to determine locality
preserving automorphisms U of HS2(σN ) corresponding to the M = N + 3-punctured sphere
with fixed boundary labels σ.
5.3.1 Ising on the 4-punctured sphere
Consider the possible spaces HS2(σ,j,k,σ) for {j, k} ∈ A, and observe that fusion consistency
implies
dimHS2(σ,j,k,σ) =

0 if j 6= k = σ or k 6= j = σ
1 if j, k ∈ {1, ψ},
2 if j = k = σ.
Therefore, the only nontrivial case to consider is HS2(σ,σ,σ,σ) = HS2(σ4) with an ordered basis
{Ψ1,Ψψ}. A locality-preserving automorphism of HS2(σ4) will act as
U |Ψa〉 = eiηeif(a)|Ψπ(a)〉 where f ∈ Iso
(
σ
σ · σ
σ → σσ π(·) σ
σ
)
A valid permutation π of {1, ψ} that defines the action of U , and the set of phases can be
determined as follows. Let BC = {Ψ1,Ψψ} and BC′ = {Ψ′1,Ψ′ψ} be corresponding ordered basis
of HS2(σ4) for the two DAP-decomposition C and C′, respectively. The F -matrix relating these
two bases is given in the ordered basis BC as
F =
1√
2
(
1 1
1 −1
)
.
Now consider some locality-preserving automorphism U expressed in the basis BC and BC′
respectively as
U = ΠD({eiϕℓ}ℓ) and U′ = Π′D({eiϕ′ℓ}ℓ),
for some 2 × 2 permutation matrices Π,Π′ and diagonal matrices D({eiϕℓ}ℓ) and D({eiϕ′ℓ}ℓ)
with corresponding phases. Then the consistency relation takes the form U′ = FUF−1. Next,
we find all consistent solutions for a given permutation Π.
• For Π = idC2 , we get
FΠD({eiϕℓ}ℓ)F−1 = 1
2
(
eiϕ1 + eiϕψ eiϕ1 − eiϕψ
eiϕ1 − eiϕψ eiϕ1 + eiϕψ
)
= Π′D({eiϕ′ℓ}ℓ). (57)
Suppose that Π′ = idC2 . Then the consistency relation (57) becomes
1
2
(
eiϕ1 + eiϕψ eiϕ1 − eiϕψ
eiϕ1 − eiϕψ eiϕ1 + eiϕψ
)
=
(
eiϕ
′
1 0
0 eiϕ
′
ψ
)
,
38
which implies eiϕ1 = eiϕψ = eiϕ
′
1 = eiϕ
′
ψ =: eiη. Therefore U expressed in the basis BC is
trivial up to a global phase:
U = eiη · idC2 .
Remaining in the case where Π = idC2 , suppose instead that Π
′ =
(
0 1
1 0
)
. The consis-
tency relation (57) then becomes
1
2
(
eiϕ1 + eiϕψ eiϕ1 − eiϕψ
eiϕ1 − eiϕψ eiϕ1 + eiϕψ
)
=
(
0 eiϕ
′
ψ
eiϕ
′
1 0
)
,
which implies eiϕ1 = −eiϕψ and eiϕ′1 = eiϕ′ψ = eiϕ1 . Setting eiη := eiϕ1 , implies that U
expressed in the basis BC is given by
U = eiη
(
1 0
0 −1
)
.
These two solutions of the consistency relation, for the case where Π = idC2, now deter-
mine the only two functions of the set
Iso
(
σ
σ · σ
σ → σσ id(·) σ
σ
)
= {(f(1), f(ψ)) = (0, 0) , (0, π)},
• For Π =
(
0 1
1 0
)
, corresponding to the transposition (ψ, 1) we get
FΠD({eiϕℓ}ℓ)F−1 = 1
2
(
eiϕ1 + eiϕψ eiϕ1 − eiϕψ
−eiϕ1 + eiϕψ −eiϕ1 − eiϕψ
)
= Π′D({eiϕ′ℓ}ℓ). (58)
By taking Π′ = idC2 , relation (58) becomes
1
2
(
eiϕ1 + eiϕψ eiϕ1 − eiϕψ
−eiϕ1 + eiϕψ −eiϕ1 − eiϕψ
)
=
(
eiϕ
′
1 0
0 eiϕ
′
ψ
)
,
which implies eiϕ1 = eiϕψ = eiϕ
′
1 = −eiϕ′ψ . Letting eiη := eiϕ1 allows U to be expressed in
the basis BC by
U = eiη
(
0 1
1 0
)
.
Instead, suppose now that Π′ =
(
0 1
1 0
)
. Then the consistency relation (58) is of the
form
1
2
(
eiϕ1 + eiϕψ eiϕ1 − eiϕψ
−eiϕ1 + eiϕψ −eiϕ1 − eiϕψ
)
=
(
0 eiϕ
′
ψ
eiϕ
′
1 0
)
,
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implying that eiϕ1 = −eiϕψ = eiϕ′1 = −eiϕ′ψ . Let eiη := eiϕ1 , then this shows that U
expressed in the basis BC is given by
U = eiη
(
0 −1
1 0
)
.
Furthermore, these two solutions completely determine the relevant set of functions (which
happens to be the same as the previous case for Π = idC2):
Iso
(
σ
σ · σ
σ → σσ (ψ, 1)(·) σ
σ
)
= {(f(1), f(ψ)) = (0, 0) , (0, π)},
By denoting the single qubit (logical) Pauli group as
P :=
{
eiϕM : M ∈
{(
1 0
0 1
)
,
(
1 0
0 −1
)
,
(
0 −i
i 0
)
,
(
0 −1
1 0
)}}
these results can be summarized as follows: If U is a locality-preserving automorphism of the
fusion space HS2(σ4) of the 4-punctured sphere, then U expressed in the basis BC is in P.
5.3.2 M Ising anyons: global constraints from fusion and gluing
Let M ≥ 4 and consider the M = N + 3-punctured sphere S2(σM) and corresponding space
HS2(σM ). For the ‘standard’ DAP-decomposition C of S2(σM), a consistent labeling L(C)
corresponds to a sequence (ℓ(C1), . . . , ℓ(CN)) = (x1, . . . , xN). It is readily observed that
dimHS2(σM ) = 0 if M is odd, as there are no consistent labelings in this case.
Therefore, in what follows we will restrict our discussion to the M = N + 3-punctured
sphere where N is any odd positive integer. In this case, any consistent labeling ℓ ∈ L(C) yields
a sequence (x1, . . . , xN ) where xi ∈ {1, ψ} for odd i and xi = σ is fixed for even i. Actually any
such labeling of this form is consistent, giving an isomorphism defined in terms of orthonormal
basis elements by
W : HS2(σN+3) → (C2)(N+1)/2
|~x〉 7→ |x1〉 ⊗ |x3〉 ⊗ · · · ⊗ |xN 〉 . (59)
Now consider a locality-preserving automorphism U of HS2(σN+3) and its associated fam-
ily ~π = {πj} of permutations. Because only sequences ~x with x2j = σ for all j are fusion-
consistent, and ~π is a permutation on L(C), we conclude that π2j(σ) = σ for all j. In other
words, we can essentially ignore labels carrying even indices. For odd indices, only labels
x2j+1 ∈ {1, ψ} are allowed, which means that π2j+1 ∈ {id, (ψ, 1)} either leaves the label invari-
ant or interchanges ψ and 1. In conclusion, ~π = {πj}Nj=1 are of the form πj ∈ {id, (ψ, 1)} for
odd j, and πj = id for even j.
5.3.3 Localization of internal phases for Ising
As argued previously, in this case any even permutation π2k corresponding to a curve C2k with
even index cannot change the σ label, i.e., π2k(σ) = σ. For odd j = 2k + 1, we obtain the
constraint
ϕ(~x) = η2k+1(x1, . . . , x̂2k+1, . . . , xN ) + f2k+1(x2k+1) for k = 0, . . . , (N − 1)/2
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where f2k+1 ∈ Iso
(
σ
σ · σ
σ → σσ π2k+1(·) σ
σ
)
given that for even labels
π2m(x2m) = x2m = σ. Let us write
ϕ(~x) = η(~x) +
(N+1)/2∑
m=0
f2m+1(x2m+1) (60)
and show that η(~x) = η is actually independent of ~x. Indeed, we can write
η(~x) = (ϕ(~x)− f2k+1(x2k+1))−
(N+1)/2∑
m,m6=k
f2m+1(x2m+1)
= η2k+1(x1, . . . , x̂2k+1, . . . , xN )−
(N+1)/2∑
m,m6=k
f2m+1(x2m+1)
Since this holds for all k, we conclude that η(~x) = η(x̂1, x2, x̂3, x4, . . .) is a function of the even
entries only. But the latter are all fixed as x2m = σ, hence η(~x) = η is simply a global phase.
We can now combine these results into a general statement concerning locality-preserving
automorphisms of the M-punctured sphere S2(σM). Again, since dimHS2(σM ) = 0 for odd M
and dimHS2(σ2) = 1, we are only concerned with the cases where M = N + 3 ≥ 4 is even. Let
{|~x〉}~x∈L(C) be a basis of HS2(σM ). Then such an automorphism must act on HS2(σM ) as
U |~x〉 = eiϕ(~x)|~π(~x)〉, where ϕ(~x) = η +
(N+1)/2∑
m=0
f2m+1(x2m+1)
and
f2k+1 ∈ Iso
(
σ
σ · σ
σ → σσ π2k+1(·) σ
σ
)
= {(f(1), f(ψ)) = (0, 0) , (0, π)}.
More explicitly, we have
U |~x〉 = eiη
(N+1)/2∏
m=1
eif2m+1(x2m+1)
 |π1(x1)x2π3(x3)x4 · · ·πN (xN)〉 .
In particular, under the isomorphism (59), we get
WUW−1 = eiη
(N+1)/2⊗
m=1
Um where Um|x〉 = eif2m−1(x)|π2m−1(x)〉 .
From Section (5.3.1), we know that Um is a single-qubit Pauli for each m up to a global phase.
This concludes the proof of Theorem 5.2.
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