Abstract: This paper presents an automated recognition and classification
A combination of Discrete wavelet transform (DWT) along with support vector machine (SVM) has been presented in [12] for the detection and analysis of power quality disturbances. As Hilbert transform shows greater immunity towards noise, it has been used for the detection and classification of different types of power quality events along with ANN in [13] . S-transform based fuzzy and PSO classifier has been presented in [14] and this identified and classified the PQ disturbance in time domain. Particle swarm optimization technique has used to identify and eliminate the harmonics current in the power system [15] . A hybrid method for the real time frequency estimation based on Taylor series and discrete Fourier algorithm has been illustrated in [16] . Classification of power quality disturbances using the combined form of Hilbert huang transform (HHT) and Relevance vector machine (RVM) has been presented in [17] .A hybrid power quality monitoring technique based on Ensemble empirical mode decomposition (EEMD) and Hilbert transform (HT) using support vector machine (SVM) classifier has presented in [18] .
Analysis of non linear and non stationary signal with the measurement of voltage flicker signals based on Orthogonal Hilbert Huang transform (OHHT) is illustrated in [19] . Classifications of various non stationary power quality disturbances based on EMD along with Hilbert transform and neural network has been elaborated in [20] . A S-transform and MLP neural network based power quality analyzer in which features are extracted through S-transform and disturbances are classified based on MLP neural network is presented in this paper.
II. Proposed Method
The proposed method has two stages namely a feature extraction stage and a classification stage. In the feature extraction stage the S-transform is used for extracting features such as peak value, variances and standard deviation. The classification stage consists of an MLP based neural network with four hidden layers.. The disturbance waveforms are generated using Matlab simulation on the test system.
Feature Extraction Stage using S-transform
The S-transform is a generalization of the Short-time Fourier transform (STFT) and an extension of the continuous wavelet transforms (CWT). The S-transform will perform multi-resolution analysis (MRA) on a time varying power signal, as its window width varies inversely with the frequency. The main function of the Stransform is a Gaussian modulation cosinusoid. The output of the S-transform is an N x M matrix called the Smatrix whose rows pertain to the frequency and columns to time.
A spectrogram or sonogram, is a visual representation of the spectrum of frequencies. Spectrograms are usually created in one of two ways. They are approximated as a filter bank that results from a series of band pass filters, or calculated from the time signal using the short-time Fourier transform (STFT). These two methods actually form two different Time-Frequency Distributions, but are equivalent under some conditions. Stransform using spectrogram analysis provides better visual analyze of the signal. The S-transform of a signal ℎ is defined as , = ℎ( 
The S-transform is also represent as the amplitude and phase correction of the continuous wavelet transform
Wavelet transform is given as
The S-transform is now expressed in time frequency resolution as , = ( ,
The amplitude, phase and envelop mean value are given by = 2 (10) 
Multi-Layer Perceptron (MLP) Neural Network
A multilayer perceptron neural network is a feed-forward artificial neural network that has an input layer, output layer and one or more hidden layers. A MLP based neural network consists of multiple layers of nodes in which each layer connected to the next one fully in a directed graph. Except for the input nodes, each node is a neuron with a nonlinear activation function. MLP based neural network utilizes a supervised learning technique called back propagation for training the network. MLP based neural network architecture diagram is shown as in the figure 1.
Figure 1 Architecture of MLP Neural Network
Further, MLP networks have redundant networking and are very robust, providing a mathematical flexibility. The training parameters and the structure of the MLP used in this work are shown in Table 1 . Back propagation learning algorithm BP has two phases:  Forward pass phase: Computes "functional signal", feed forward propagation of input pattern signals through network.  Backward pass phase: Computes "error signal", propagates the error backwards through network starting at output units (where the error is the difference between actual and desired output values).
The back-propagation network has an input layer, an output layer, and atleast one hidden layer. There is no limit on the number of hidden layers but typically there is just one or two . But in some case a minimum requirement of four layers (three hidden layers plus an output layer) are used to solve complex problems. Each layer is fully connected to the succeeding layer. Recall is the process of setting input data into a trained network and receiving the answer. Back-propagation is not used during recall, but only when the network is learning a training set.
III. Classification Stage
In this stage, S-transform extracts the input features such as standard deviation, peak value, variances. The extracted input features are applied to the multi-layer perception based neural network in order to classify the disturbances. 
IV. Simulation and Test Results
Testing data were generated using Matlab simulink on the test system model for various classes of disturbances and the signals closer to real situation can be simulated. The nine types of different power quality disturbances, namely pure sine (normal), sag, swell, outage, harmonics, sag with harmonic, swell with harmonic, notch and flicker were considered. The single line diagram for the test system and the Matlab simulation block diagram are shown in figure 5 and figure 6 . 
V. Conclusion
Detection and classification of the power quality disturbances has been done by the proposed technique S-transform and MLP based Neural Network. The Power quality disturbance waveforms were generated through Matlab simulation on the test system. Through S-transform method the input features such as standard deviation, variances and peak value were extracted and MLP based neural network has been applied for classifying the disturbances. The method enables the accurate classification of all nine types of power quality disturbances. Simulation results demonstrate the performance and accuracy of the S-transform technique. MLP based neural network has the wide range of skills that can be trained for any input combination and its application has been found to be particularly suitable for classification of disturbances of varying nature. 
