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1. Introduction
The study of differential and integral equations with a modified argu-
ment is relatively new, it was initiated only in the past thirty years or
so. These equations arise in the modeling of problems from the nat-
ural and social sciences such as biology, physics and economics, see
[3, 12, 13, 14, 21, 23, 27, 29, 30, 31] and references therein. On the
other hand, The first serious attempt to give a logical definition of a
fractional derivative is due to Liouville, see [24] and references therein.
Today differential and integral equations of fractional order play a very
important role in describing numerous events and problems of the real
world. For example, many problems in mechanics, physics, economics
and other fields led to differential and integral equations of fractional
order (cf. [9, 10, 11, 16, 17, 18, 20, 24, 32, 33]).
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In this paper, we will study the quadratic integral equation of fractional
order with linear modification of the argument in the integral, namely
(1.1) x(t) = a(t) +
f(t, x(t))
Γ(α)
∫ t
0
u(t, s, x(s), x(λs))
(t− s)1−α ds,
where t ∈ R+ and 0 < α, λ < 1. Throughout a : R+ → R, f : R+×R→
R and u : R+ × R+ × R × R → R are functions which satisfy special
assumptions, see Section3. Let us recall that the function f = f(t, x)
involves in Eq.(1.1) generates the superposition operator F defined by
(1.2) (Fx)(t) = f(t, x(t)),
where x = x(t) is an arbitrary function defined on R+, see [1].
In the case α = 1, a(t) = 1, f(t, x) = x and u(t, s, x, y) = t
t+s
φ(s) x,
where φ is a continuous function and φ(0) = 0, Eq.(1.1) has the form
(1.3) x(t) = 1 + x(t)
∫ t
0
t
t + s
φ(s) x(s) ds.
Eq.(1.3) is the Volterra counterpart of the famous quadratic integral
equation of Chandrasekhar type considered in many papers and mono-
graphs (cf. [2, 6, 15, 25] for instance). Some Problems considered in
the theory of radiative transfer, in the theory of neutron transport and
in the kinetic theory of gases lead to quadratic integral equations (cf.
[6, 8, 15, 19, 22, 25, 26, 28]).
The aim of this paper is to prove the existence of solutions of Eq.(1.1)
in the space of real functions, defined, continuous and bounded on an
unbounded interval. Moreover, we will obtain some asymptotic charac-
terization of solutions of Eq.(1.1). Our proof depends on suitable combi-
nation of the technique of measures of noncompactness and the Schauder
fixed point principle.
It is worthwhile mentioning that up to now the work of J. Banas´ and
D. O’Regan [10] is the only paper concerning with the study of quadratic
integral equation of factional order in the space of real functions defined,
continuous and bounded on an unbounded interval.
2. Notation and auxiliary facts
This section is devoted to collecting some definitions and results which
will be needed further on. First we recall the definition of the Riemann-
Liouville fractional integral [32, 33].
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Definition 1. Let f ∈ L1(a, b), 0 ≤ a < b < ∞, and let α > 0 be a
real number. The Riemann-Liouville fractional integral of order α of the
function f(t) is defined by
Iαf(t) =
1
Γ(α)
∫ t
0
f(s)
(t− s)1−α ds, a < t < b.
Now, let (E, ‖.‖) be an infinite dimensional Banach space with zero
element 0. Let B(x, r) denotes the closed ball centered at x with radius
r. The symbol Br stands for the ball B(0, r).
IfX is a subset of E, thenX and ConvX denote the closure and convex
closure of X , respectively. Moreover, we denote byME the family of all
nonempty and bounded subsets of E and by NE its subfamily consisting
of all relatively compact subsets.
Next we give the concept of a measure of noncompactness [4]:
Definition 2. Amapping µ :ME → R+ = [0,∞) is said to be a measure
of noncompactness in E if it satisfies the following conditions:
1) The family kerµ = {X ∈ ME : µ(X) = 0} is nonempty and
Kerµ ⊂ NE.
2) X ⊂ Y ⇒ µ(X) ≤ µ(Y ).
3) µ(X) = µ(ConvX) = µ(X).
4) µ(λX + (1− λ)Y ) ≤ λ µ(X) + (1− λ) µ(Y ) for 0 ≤ λ ≤ 1.
5) If Xn ∈ ME , Xn = Xn, Xn+1 ⊂ Xn for n = 1, 2, 3, ... and
lim
n→∞
µ(Xn) = 0 then ∩∞n=1Xn 6= φ.
The family kerµ described above is called the kernel of the measure of
noncompactness µ. Let us observe that the intersection set X∞ from 5)
belongs to kerµ. In fact, since µ(X∞) ≤ µ(Xn) for every n then we have
that µ(X∞) = 0.
In what follows we will work in the Banach space BC(R+) consisting
of all real functions defined, bounded and continuous on R+. This space
is equipped with the standard norm
‖ x ‖ = sup{|x(t)| : t ≥ 0}.
Now, we recollect the construction of the measure of noncompactness
in BC(R+) which will be used in the next section (see [5, 7]).
Let us fix a nonempty and bounded subset X of BC(R+) and numbers
ε > 0 and T > 0. For arbitrary function x ∈ X let us denoted by ωT (x, ε)
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the modulus of continuity of the function x on the interval [0, T ], i.e.
ωT (x, ε) = sup{|x(t)− x(s)| : t, s ∈ [0, T ], |t− s| ≤ ε}
Further, let us put
ωT (X, ε) = sup{ωT (x, ε) : x ∈ X},
ωT0 (X) = lim
ε→0
ωT (X, ε)
and
ω∞0 (X) = lim
T→∞
ωT0 (X, ε).
Moreover, for a fixed number t ∈ R+ let us defined
X(t) = {x(t) : x ∈ X}
and
diamX(t) = sup{|x(t)− y(t)| : x, y ∈ X}.
Finally, let us define the function µ on the family MBC(R+) by
(2.1) µ(X) = ω∞0 (X) + c(X),
where c(X) = lim sup
t→∞
diamX(t). The function µ is a measure of non-
compactness in the space BC(R+), see [5, 11]. Let us mention that the
kernel kerµ of the measure µ consists of all sets X ∈MBC(R+) such that
functions from X are locally equicontinuous on R+ and vanish uniformly
at infinity, i.e. for any ε > 0 there exists T > 0 such that |x(t)| ≤ ε for
all x ∈ X and for any t ≥ T . This property will permit us to characterize
solutions of Eq.(1.1).
3. Existence Theorem
In this section we will study Eq.(1.1) assuming that the following hy-
potheses are satisfied:
(h1) a : R+ → R is a continuous and bounded function on R+.
(h2) f : R+ × R → R is continuous and there exists a continuous
function m(t) = m : R+ → R+ such that
|f(t, x)− f(t, y)| ≤ m(t)|x− y|
for all x, y ∈ R and for any t ∈ R+.
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(h3) u : R+ × R+ × R × R → R is a continuous function. Moreover,
there exist a function n(t) = n : R+ → R+ being continuous on
R+ and a function Φ : R+ × R+ → R+ being continuous and
nondecreasing on R+ with Φ(0, 0) = 0 and such that
|u(t, s, x2, y2)− u(t, s, x1, y1)| ≤ n(t)Φ(|x2 − x1|, |y2 − y1|)
for all t, s ∈ R+ such that t ≥ s and for all xi, yi ∈ R (i = 1, 2).
For further purpose let us define the function u∗ : R+ → R+
by u∗(t) = max{|u(t, s, 0, 0)| : 0 ≤ s ≤ t}.
(h4) The functions φ, ψ, ξ, η : R+ → R+ defined by φ(t) = m(t) n(t) tα,
ψ(t) = m(t) u∗(t) tα, ξ = n(t)|f(t, 0)|tα and η(t) = u∗(t)|f(t, 0)|tα
are bounded on R+ and the functions φ and ξ vanish at infinity,
i.e. lim
t→∞
φ(t) = lim
t→∞
ξ(t) = 0.
(h5) There exists a positive solution r0 of the inequality
(3.1) ‖a‖Γ(α + 1) + [φ∗rΦ(r, r) + ψ∗r + ξ∗Φ(r, r) + η∗] ≤ r Γ(α + 1)
and φ∗Φ(r0, r0) + ψ
∗ < Γ(α + 1), where φ∗ = sup{φ(t) : t ∈ R+},
ψ∗ = sup{ψ(t) : t ∈ R+}, ξ∗ = sup{ξ(t) : t ∈ R+} and η∗ =
sup{η(t) : t ∈ R+}.
Now, we are in a position to state and prove our main result.
Theorem 1. Let the hypotheses (h1)− (h5) be satisfied. Then Eq.(1.1)
has at least one solution x ∈ BC(R+) such that x(t)→ 0 as t→∞.
Proof: Denote by F the operator associated with the right-hand side
of equation (1.1), i.e., equation (1.1) takes the form
x = Fx,
where
(3.2) (F x)(t) = a(t) + (Fx)(t) · (U x)(t),
and
(3.3) (U x)(t) = 1
Γ(α)
∫ t
0
u(t, s, x(s), x(λs))
(t− s)1−α ds.
Solving Eq.(1.1) is equivalent to finding a fixed point of the operator F
defined on the space BC(R+).
We claim that for any function x ∈ BC(R+) the operator F is continu-
ous on R+. To establish this claim it suffices to show that if x ∈ BC(R+)
then Ux is continuous function on R+, thanks (h1) and (h2). For, take
an arbitrary X ∈ BC(R+) and fix ε > 0 and T > 0. Assume that
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t1, t2 ∈ R+ are such that |t2− t1| ≤ ε. Without loss of generality we can
assume that t2 > t1. Then we get
|(Ux)(t2)− (Ux)(t1)| =
∣∣∣∣ 1Γ(α)
∫ t2
0
u(t2, s, x(s), x(λs))
(t2 − s)1−α ds
− 1
Γ(α)
∫ t1
0
u(t1, s, x(s), x(λs))
(t1 − s)1−α ds
∣∣∣∣
≤
∣∣∣∣ 1Γ(α)
∫ t2
0
u(t2, s, x(s), x(λs))
(t2 − s)1−α ds
− 1
Γ(α)
∫ t1
0
u(t2, s, x(s), x(λs))
(t2 − s)1−α ds
∣∣∣∣
+
∣∣∣∣ 1Γ(α)
∫ t1
0
u(t2, s, x(s), x(λs))
(t2 − s)1−α ds
− 1
Γ(α)
∫ t1
0
u(t1, s, x(s), x(λs))
(t2 − s)1−α ds
∣∣∣∣
+
∣∣∣∣ 1Γ(α)
∫ t1
0
u(t1, s, x(s), x(λs))
(t2 − s)1−α ds
− 1
Γ(α)
∫ t1
0
u(t1, s, x(s), x(λs))
(t1 − s)1−α ds
∣∣∣∣
≤ 1
Γ(α)
∫ t2
t1
|u(t2, s, x(s), x(λs))|
(t2 − s)1−α ds
+
1
Γ(α)
∫ t1
0
|u(t2, s, x(s), x(λs)) − u(t1, s, x(s), x(λs))|
(t2 − s)1−α ds
+
1
Γ(α)
∫ t1
0
|u(t1, s, x(s), x(λ(s)))|[(t1 − s)α−1 − (t2 − s)α−1]ds.
Therefore, if
ωTd (u, ε) = sup{|u(t2, s, y1, y2)− u(t1, s, y1, y2)| : s, t1, t2 ∈ [0, T ],
t1 ≥ s, t2 ≥ s, |t2 − t1| ≤ ε, and y1, y2 ∈ [−d, d]}
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then we obtain
|(Ux)(t2)− (Ux)(t1)| ≤ 1
Γ(α)
∫ t2
t1
|u(t2, s, x(s), x(λs)) − u(t2, s, 0, 0)| + |u(t2, s, 0, 0)|
(t2 − s)1−α ds
+
1
Γ(α)
∫ t1
0
ωT‖x‖(u, ε)
(t2 − s)1−α ds
+
1
Γ(α)
∫ t1
0
[|u(t1, s, x(s), x(λs)) − u(t1, s, 0, 0)| + |u(t1, s, 0, 0)|]
×[(t1 − s)α−1 − (t2 − s)α−1]ds
≤ 1
Γ(α)
∫ t2
t1
n(t2)Φ(|x(s)|, |x(λs)|) + u∗(t2)
(t2 − s)1−α ds
+
ωT‖x‖(u, ε)
Γ(α+ 1)
[tα2 − (t2 − t1)α]
+
1
Γ(α)
∫ t1
0
[n(t1)Φ(|x(s)|, |x(λs)|) + u∗(t1)]
×[(t1 − s)α−1 − (t2 − s)α−1]ds
≤ n(t2)Φ(‖x‖, ‖x‖) + u
∗(t2)
Γ(α+ 1)
(t2 − t1)α +
ωT‖x‖(u, ε)
Γ(α+ 1)
tα1
+
n(t1)Φ(‖x‖, ‖x‖) + u∗(t1)
Γ(α+ 1)
[tα1 − tα2 + (t2 − t1)α].
Thus
(3.4)
ωT (Ux, ε) ≤ 1
Γ(α + 1)
{
2εα[nˆ(T )Φ(‖x‖, ‖x‖) + uˆ(T )] + T αωT‖x‖(u, ε)
}
,
where we denoted
nˆ(T ) = max{n(t) : t ∈ [0, T ]}
and
uˆ(T ) = max{u∗(t) : t ∈ [0, T ]}.
In view of the uniform continuity of the function u on [0, T ]× [0, T ]×
[−‖x‖, ‖x‖] × [−‖x‖, ‖x‖] we have that ωT‖x‖(u, ε) → 0 as ε → 0. From
the above inequality we infer that the function Ux is continuous on the
interval [0, T ] for any T > 0. This yields the continuality of Ux on R+,
and consequently, the function Fx is continuous on R+.
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Now, we show that Fx is bounded on R+. Indeed, in view of our
hypotheses for arbitrary x ∈ BC(R+) and for a fixed t ∈ R+ we have
|(Fx)(t)| ≤
∣∣∣∣a(t) + f(t, x(t))Γ(α)
∫ t
0
u(t, s, x(s), x(λs))
(t− s)1−α ds
∣∣∣∣
≤ ‖a‖ + 1
Γ(α)
[|f(t, x(t)) − f(t, 0)|+ |f(t, 0)|]
×
∫ t
0
|u(t, s, x(s), x(λs)) − u(t, s, 0, 0)| + |u(t, s, 0, 0)|
(t− s)1−α ds
≤ ‖a‖ + m(t)‖x‖ + |f(t, 0)|
Γ(α)
∫ t
0
n(t)Φ(|x(s)|, |x(λs)|) + u∗(t)
(t− s)1−α ds
≤ ‖a‖ + m(t)‖x‖ + |f(t, 0)|
Γ(α+ 1)
[n(t) Φ(‖x‖, ‖x‖) + u∗(t)] tα
= ‖a‖ + 1
Γ(α+ 1)
[φ(t)‖x‖Φ(‖x‖, ‖x‖) + ψ(t)‖x‖ + ξ(t)Φ(‖x‖, ‖x‖) + η(t)].
Hence, Fx is bounded on R+, thanks hypothesis (h4). This assertion
in conjunction with the continuity of Fx on R+ allows us to conclude
that the operator F maps BC(R+) into itself. Moreover, from the last
estimate we have
‖Fx‖ ≤ ‖f‖+ 1
Γ(α+ 1)
[φ∗‖x‖Φ(‖x‖, ‖x‖)+ψ∗‖x‖+ξ∗Φ(‖x‖, ‖x‖)+η∗].
Linking this estimate with hypothesis (h5) we deduce that there exists
r0 > 0 such that the operator F transforms the ball Br0 into itself.
Now, we prove that the operator F is continuous on the ball Br0. To
do this, let us fix ε > 0 and take x, y ∈ Br0 such that ‖x−y‖ ≤ ǫ. Then,
On asymptotic behaviour of solutions of a fractional integral equation 9
for t ∈ R+ we get
|(Fx)(t) − (Fy)(t)| ≤
∣∣∣∣f(t, x(t))Γ(α)
∫ t
0
u(t, s, x(s), x(λs))
(t− s)1−α ds
− f(t, y(t))
Γ(α)
∫ t
0
u(t, s, y(s), y(λs))
(t− s)1−α ds
∣∣∣∣
≤ |f(t, x(t))− f(t, y(t))|
Γ(α)
∫ t
0
|u(t, s, x(s), x(λs))|
(t− s)1−α ds
+
|f(t, y(t))|
Γ(α)
∫ t
0
|u(t, s, x(s), x(λs)) − u(t, s, y(s), y(λs))|
(t− s)1−α ds
≤ m(t)|x(t)− y(t)|
Γ(α)
∫ t
0
|u(t, s, x(s), x(λs)) − u(t, s, 0, 0)| + |u(t, s, 0, 0)|
(t− s)1−α ds
+
m(t)|y(t)|+ |f(t, 0)|
Γ(α)
∫ t
0
n(t) Φ(|x(s)− y(s)|, |x(λs) − y(λs)|)
(t− s)1−α ds
≤ m(t)|x(t)− y(t)|
Γ(α)
∫ t
0
n(t) Φ(|x(s)|, |x(λs)|) + u∗(t)
(t− s)1−α ds
+
m(t)|y(t)|+ |f(t, 0)|
Γ(α)
∫ t
0
n(t) Φ(|x(s)|+ |y(s)|, |x(λs)| + |y(λx)|)
(t− s)1−α ds
≤ |x(t)− y(t)|
Γ(α+ 1)
[φ(t)Φ(‖x‖, ‖x‖) + ψ(t)]
+
φ(t)|y(t)|Φ(‖x‖ + ‖y‖, ‖x‖ + ‖y‖)
Γ(α+ 1)
+
ξ(t)Φ(‖x‖ + ‖y‖, ‖x‖ + ‖y‖)
Γ(α+ 1)
≤ 1
Γ(α+ 1)
[εφ(t)Φ(r0, r0) + εψ(t)
+φ(t)r0Φ(2r0, 2r0) + ξ(t)Φ(2r0, 2r0)].(3.5)
Thus F is continuous on Br0 , thanks hypothesis (h4).
In what follows let us take a nonempty set X ⊂ Br0 . Then, for arbi-
trary x, y ∈ X and for a fixed t ∈ R+, calculating in the same way as in
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estimate (3.5), we obtain
|(Fx)(t) − (Fy)(t)| ≤ |x(t)− y(t)|
Γ(α+ 1)
[φ(t)Φ(‖x‖, ‖x‖) + ψ(t)]
+
Φ(‖x‖+ ‖y‖, ‖x‖ + ‖y‖)
Γ(α+ 1)
[φ(t)‖y‖ + ξ(t)]
≤ φ(t)Φ(r0, r0) + ψ(t)
Γ(α+ 1)
|x(t)− y(t)|
+
Φ(2r0, 2r0)
Γ(α+ 1)
[φ(t)r0 + ξ(t)].
Hence, we can easily deduce the following inequality
diam(FX)(t) ≤ φ(t)Φ(r0, r0) + ψ(t)
Γ(α+ 1)
diamX(t)+
Φ(2r0, 2r0)
Γ(α + 1)
[φ(t)r0+ξ(t)].
Now, taking into account hypothesis (h4) we obtain
(3.6) c(FX) ≤ k c(X),
where we denoted k = φ
∗Φ(r0,r0)+ψ∗
Γ(α+1)
. Obviously, in view of hypothesis (h5)
we have that k < 1.
In what follows, let us take arbitrary numbers ε > 0 and T > 0.
Choose a function x ∈ X and take t1, t2 ∈ [0, T ] such that |t2 − t1| ≤ ε.
Without loss of generality we can assume that t2 > t1. Then, taking into
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account our hypotheses and (3.4), we have
|(Fx)(t2)− (Fx)(t1)| ≤ |a(t2)− a(t1)|+ |(Fx)(t2)(Ux)(t2)− (Fx)(t1)(Ux)(t2)|
+ |(Fx)(t1)(Ux)(t2)− (Fx)(t1)(Ux)(t1)|
≤ ωT (a, ε) + |f(t2, x(t2))− f(t1, x(t1))|
Γ(α)
×
∫ t2
0
|u(t2, s, x(s), x(λs)) − u(t2, s, 0, 0)| + |u(t2, s, 0, 0)|
(t2 − s)1−α ds
+
|f(t1, x(t1))− f(t1, 0)| + |f(t1, 0)|
Γ(α+ 1)
{
2εα[nˆ(T )Φ(‖x‖, ‖x‖) + uˆ(T )] + TαωT‖x‖(u, ε)
}
≤ ωT (a, ε) + m(t2)|x(t2)− x(t1)|+ ω
T
f (ε)
Γ(α)
∫ t2
0
n(t2)Φ(|x(s)|, |x(λs)|) + u∗(t2)
(t2 − s)1−α ds
+
m(t1)|x(t1)|+ |f(t1, 0)|
Γ(α+ 1)
{
2εα[nˆ(T )Φ(‖x‖, ‖x‖) + uˆ(T )] + TαωT‖x‖(u, ε)
}
≤ ωT (a, ε) + t
α
2
Γ(α+ 1)
[m(t2)ω
T (x, ε) + ωTf (ε)][n(t2)Φ(r0, r0) + u
∗(t2)]
+
mˆ(T )r0 + fˆ(T )
Γ(α+ 1)
{
2εα[nˆ(T )Φ(‖x‖, ‖x‖) + uˆ(T )] + TαωT‖x‖(u, ε)
}
≤ ωT (a, ε) + [φ(t2)Φ(r0, r0) + ψ(t2)]
Γ(α+ 1)
ωT (x, ε) +
Tα ωTf (ε)
Γ(α+ 1)
[nˆ(T )Φ(r0, r0) + uˆ(T )]
+
mˆ(T )r0 + fˆ(T )
Γ(α+ 1)
{
2εα[nˆ(T )Φ(‖x‖, ‖x‖) + uˆ(T )] + TαωT‖x‖(u, ε)
}
≤ ωT (a, ε) + [φ
∗Φ(r0, r0) + ψ
∗]
Γ(α+ 1)
ωT (x, ε) +
Tα ωTf (ε)
Γ(α+ 1)
[nˆ(T )Φ(r0, r0) + uˆ(T )]
+
mˆ(T )r0 + fˆ(T )
Γ(α+ 1)
{
2εα[nˆ(T )Φ(‖x‖, ‖x‖) + uˆ(T )] + TαωT‖x‖(u, ε)
}
,(3.7)
where we denoted
ωTf (ε) = sup{|f(t2, x(t2))−f(t1, x(t1))| : t1, t2 ∈ [0, T ], |t2−t1| ≤ ε, x ∈ [−r0, r0]},
mˆ(T ) = max{m(t) : t ∈ [0, T ]}
and
fˆ(T ) = max{|f(t, 0)| : t ∈ [0, T ]}.
Now, keeping in mind the uniform continuity of the function f =
f(t, x) on the set [0, T ]×[r0, r0] and the uniform continuity of the function
u = u(t, s, x, y) on the set [0, T ]× [0, T ]× [r0, r0]× [r0, r0], from estimate
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(3.7) we derive the following one
ωT0 (FX) ≤ k ωT0 (X).
Hence we have
(3.8) ω∞0 (FX) ≤ k ω∞0 (X).
From (3.6) and (3.8) and the definition of the measure of noncompactness
µ given by formula (2.1), we obtain
(3.9) µ(FX) ≤ k µ(X).
In the sequel let us put B1r0 = ConvF(Br0), B2r0 = ConvF(B1r0) and so
on. In this way we have constructed a decreasing sequence of nonempty,
bounded, closed and convex subsets (Bnr0) of Br0 such that F(Bnr0) ⊂ Bnr0
for n = 1, 2, . . .. Since the above reasons leading to (3.9) holds for any
subset X of Br0 we have
µ(Bnr0) ≤ knµ(Br0), for any n = 1, 2, 3, . . . .
This implies that lim
n→∞
µ(Bnr0) = 0. Hence, taking into account Definition2
we infer that the set Y =
∞⋂
n=1
Bnr0 is nonempty, bounded, closed and
convex subset of Br0. Moreover, Y ∈ kerµ. Also, the operator F maps
Y into itself.
We will prove that the operator F is continuous on the set Y . In order
to do this let us fix a number ε > 0 and take arbitrary functions x, y ∈ Y
such that ‖x− y‖ ≤ ε. Keeping in mind the facts that Y ∈ kerµ and the
structure of sets belong to kerµ we can find a number T > 0 such that
for each z ∈ Y and t ≥ T we have that |z(t)| ≤ ε. Since F maps Y into
itself we have that Fx, Fy ∈ Y . Thus, for t ≥ T we get
(3.10) |(Fx)(t)− (Fy)(t)| ≤ |(Fx)(t)|+ |(Fy)(t)| ≤ 2ε.
On the other hand, let us assume t ∈ [0, T ]. Then we obtain
On asymptotic behaviour of solutions of a fractional integral equation 13
|(Fx)(t) − (Fy)(t)| ≤ m(t)|x(t) − y(t)|
Γ(α)
∫ t
0
n(t) Φ(|x(s)|, |x(λs)|) + u∗(t)
(t− s)1−α ds
+
m(t)|y(t)|+ |f(t, 0)|
Γ(α)
∫ t
0
n(t) Φ(|x(s)− y(s)|, |x(λs)− y(λs)|)
(t− s)1−α ds
≤ [m(t)n(t)Φ(r0, r0) +m(t)u
∗(t)]ε
Γ(α)
∫ t
0
ds
(t− s)1−α
+
[m(t)n(t)r0 + n(t)|f(t, 0)]Φ(ε, ε)
Γ(α)
∫ t
0
ds
(t− s)1−α
≤ φ(t)Φ(r0, r0) + ψ(t)
Γ(α+ 1)
ε+
φ(t)r0 + ξ(t)
Γ(α+ 1)
Φ(ε, ε)
≤ φ
∗Φ(r0, r0) + ψ
∗
Γ(α+ 1)
ε+
φ∗r0 + ξ
∗
Γ(α+ 1)
Φ(ε, ε).(3.11)
Now, taking into account (3.10), (3.11) and hypothesis (h4) we conclude
that the operator F is continuous on the set Y .
Finally, linking all above obtained facts about the set Y and the op-
erator F : Y → Y and using the classical Schauder fixed point principal
we deduce that the operator F has at least one fixed point x in the set
Y . Obviously the function x = x(t) is a solution of the quadratic inte-
gral equation (1.1). Moreover, since Y ∈ kerµ we have that x(t) → 0 as
t→∞. This completes the proof.
4. EXAMPLE
Consider the following quadratic integral equation of fractional order
with linear modification of the argument, α = 1
2
,
(4.12)
x(t) = te−t +
t+ t2x(t)
2Γ(1
2
)
∫ t
0
(|x(s)|+ |x(λs)|)e−2t−s + 1/(1 + 5t5/2)√
t− s ds.
In this example, we have that a(t) = te−t and this function satisfies
hypothesis (h1) and ‖a‖ = a(1) = 1/e. Moreover, f(t, x(t)) = (t +
t2x(t))/2 and satisfies hypothesis (h2) with m(t) = t
2/2, and |f(t, 0)| =
f(t, 0) = t/2. Also, u(t, s, x, y) = (x + y)e−2t−s + 1/(1 + 5t5/2) verifies
hypothesis (h3) with n(t) = e
−2t, φ(x, y) = x + y and u(t, s, 0, 0) = 1/
(1 + 5t5/2). Now, we have
φ(t) =
1
2
t5/2e−2t,
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ψ(t) =
t5/2
2(1 + 5t5/2)
,
ξ(t) =
1
2
t3/2e−2t
and
η(t) =
t3/2
2(1 + 5t5/2)
.
It is easy to see that the functions φ, ψ, ξ and η are bounded on R+
and also lim
t→∞
φ(t) = lim
t→∞
ξ(t) = 0. Hence, hypothesis (h4) is satisfied.
Moreover, we have
φ∗ = φ(5/4) =
1
2
(5/4)5/2e−5/2 = 0.0716982...,
ψ∗ = 0.1,
ξ∗ = φ(3/4) =
1
2
(3/4)5/2e−3/2 = 0.0543477...
and
η∗ = η((0.2)2/5) = 0.0410503... .
In this case the inequality (3.1) has the form
(4.13) Γ(
3
2
)e−1 + 2r2φ∗ + rψ∗ + 2rξ∗ + η∗ ≤ rΓ(3
2
).
Let us denote by H(r) the left hand side of the last inequality, i.e.
H(r) = Γ(
3
2
)e−1 + 2r2φ∗ + rψ∗ + 2rξ∗ + η∗.
For r = 1 we obtain
H(1) = Γ(
3
2
)e−1 + 2φ∗ + ψ∗ + 2ξ∗ + η∗
= Γ(
3
2
) 0.3678794...+ 0.3931423... .
Hence, inequality (4.13) admits r0 = 1 as a positive solution since Γ(
3
2
) ≃
0.886227. Moreover,
φ∗φ(r0, r0) + ψ
∗ ≃ 0.2433966 < Γ(3
2
).
Therefore, Theorem 1 guarantees that equation (4.12) has a solution
x = x(t) in the space R+ belonging to the ball B1 such that x(t)→ 0 as
t→∞.
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