We consider first order stochastic optimization where the oracle must quantize each subgradient estimate to r bits. We treat two oracle models: the first where the Euclidean norm of the oracle output is almost surely bounded and the second where it is mean square bounded. Prior work in this setting assumes the availability of unbiased quantizers. While this assumption is valid in the case of almost surely bounded oracles, it does not hold true for the standard setting of mean square bounded oracles, and the bias can dramatically affect the convergence rate. We analyze the performance of standard quantizers from prior work in combination with projected stochastic gradient descent for both these oracle models and present two new adaptive quantizers that outperform the existing ones.
Introduction
Stochastic gradient descent (SGD) and its variants are popular optimization methods for machine learning. In its basic form, SGD performs iterations
whereĝ(x) is a noisy estimate of the subgradient of the function being optimized at x. Our focus in this work is on a distributed implementation of this algorithm where the first order oracle is remotely located and can only send a limited number of bits to the server in response to each query. In particular, we require that the oracle must quantize each subgradient response to a precision of r bits, namely it can only describeĝ(x) using r bits.
This abstraction models important scenarios ranging from distributed optimization to learning from distributed data, and is of independent theoretical interest. In practice, randomness is introduced into gradient estimates for various reasons such as distributed implementation using SVRG (cf. [11, Chapter 6] ) or for preserving privacy (cf. [6] ). All such applications fall within the scope of our general formulation, and the quantities we proposed can be used at all these places.
We undertake a systematic study of the tradeoff between the convergence rate of first order optimization algorithms and the precision r available per subgradient update, for two types of oracle models: first, with the subgradient estimate's Euclidean norm almost surely bounded and second, with the subgradient estimate's Euclidean norm mean square bounded. In doing so, we fill a technical gap in recent work in this setting, and, additionally, present two new quantizers (one for each oracle model) that satisfy appealing performance guarantees for both the settings. Recall that without any limitation on the precision of the first order oracle, for convex functions, SGD approximates the minimum value to an accuracy of 1/ √ T after T iterations. We consider two regimes: the communication-rich regime, where we seek to attain this 1/ √ T using as small a precision r as possible; and the communication-starved regime, where r is fixed to a constant (independent of T ) and we seek to converge to the optimal value as fast as possible.
Before we describe our results, we describe the setup formally.
Setup
In our formulation we fix the number of iterations T of the optimization algorithm (the number of times the first order oracle is accessed) and the precision r allowed to describe each subgradient. Our fundamental metric of performance is the minimum error (as a function of T and r) with which such an algorithm can find the optimum value. The aforementioned classic benchmark of 1/ √ T is for the case r = ∞.
We want to find the minimum value of an unknown convex function f : X → R using oracle access 1 to noisy subgradients of the function. This is the classic abstraction used in first-order stochastic optimization (cf. [24] ) where the optimization algorithm is separated from the functionality providing information about the function. The algorithmic complexity of this oracle functionality is ignored: the algorithm can raise queries to this functionality in form of points in the domain, and the oracle responds with noisy values of the subgradient of the function at the queried point. In our setting, we assume that the oracle is located remotely, and we seek to design a quantizer that will quantize oracle output to finitely many bits (which we term the precision of the oracle).
This restriction models the practical setting where the oracle is implemented using observed data samples that are available to a remote server or user.
Formally, we assume that the function f is convex and the domain X ⊂ R 
Let the set of all convex compact sets with a diameter D be denoted by X, X := {X ⊂ R d | X is closed and convex, x − y 2 ≤ D ∀x, y ∈ X }.
For a query point x ∈ X , the oracle outputs noisy estimates of the subgradientĝ(x), which is a random variable satisfying the following standard conditions:
where ∂f (x) denotes the set of subgradients of f at x (see [11] for a definition of subgradients).
Definition 1.1 (Mean square bounded oracle). A first order oracle which upon a query x outputs only the subgradient estimateĝ(x) satisfying the assumptions (2) and (3) is termed a mean square bounded oracle.
We assume that each oracle access yields independent output. Note that the subgradient oracle depends on both the function and the noise distribution. However, we do not indicate all these dependencies in our notation, and simply denote the class of convex functions and oracles satisfying (1), (2) , and (3) by O. Also, the parameters B, D, and d will remain fixed throughout our analysis and will be omitted from the notation.
The outputs of the oracle are passed through an r-bit quantizer Q. Specifically, an r-bit quantizer consists of randomized mappings (Q e , Q d ) where the encoder mapping Q e : R d → {0, 1} r converts the input into an r-bit representation, and the decoder mapping Q d : {0, 1} r → R d converts the representation to an estimate. The encoder mapping and decoder mapping are randomized using the same randomness that is shared between the encoder and the decoder. The overall quantizer is given by the composition mapping
Denote by Q r the set of all such r-bit quantizers. Unlike the oracle O, which is given to us as a blackbox, we are allowed to design the quantization mapping Q. In this work, we restrict the quantizer to remain the same throughout for each oracle access. In particular, for randomized quantizers Q, which can be implemented using shared randomness between the oracle and the optimization algorithm, we assume that each instance of Q is invoked using independent shared randomness. This is a standard assumption made in "oracle access" framework. Also, it fits well our targeted use-case where the data is distributed across many users, and we seek to apply the same quantizer to get subgradient updates from each of them.
We now describe the notion of an optimization algorithm with access to quantized oracle entries. For an oracle (f, O) ∈ O and an r-bit quantizer Q as above, let QO = Q • O denote the composition oracle that outputs an r-bit representation of Q(ĝ(x)) for each query x. Let π be an algorithm with at most T iterations with oracle access to QO, namely the algorithm is allowed to access the oracle QO in each iteration. We assume that the domain X and the parameters B, D, d, T , and r are provided as the input to the algorithm, and the output of the algorithm is a vector x * ∈ X . We will call such an algorithm an optimization protocol. Denote by Π T the set of all such optimization protocol with T iterations. Note that once Q is fixed, π only interacts with the oracle QO through a blackbox, inputoutput operation. We denote the combined optimization protocol with its oracle QO by π QO and the associated output as x * (π QO ). We measure the performance of such an optimization protocol for a given (f, O) using the metric E(f, π QO ) defined as
The fundamental quantity of interest in this work is minmax error ǫ * (T, r), evaluated for the worstcase over X, defined as follows:
We remark that the formulation above allows the optimization protocol to use outputs from the oracle anyway it deems appropriate. Our information theoretic lower bounds in this paper will hold in this generality (although most of them are for a limited class of quantizers) and will establish the shortcoming of quantizers from prior work. On the other hand, we strive to achieve these lower bounds using popular Stochastic Gradient Descent (SGD) update rules. For concreteness, we review the standard SGD algorithm as an example; we use a slight variant of this protocol known as Projected Stochastic Gradient Descent (PSGD) to obtain our results. In quantized SGD, in iterate t, the algorithm updates its running estimate x t−1 for x * as
where η > 0 is a fixed constant called the learning rate, which may depend on all the parameters used as input for π, and Q(ĝ(x t−1 )) denotes the random output of the oracle QO when queried with input x t−1 . The final output of the algorithm can be taken to be, for instance, x * (π QO ) = X T . We note that while the mean square bounded oracle assumption in (3) is standard for stochastic first-order optimization, the following variant with almost surely bounded oracle has also been considered (cf. [4, 24] ), where we assume
Definition 1.2 (Almost surely bounded oracle). A first order oracle which upon a query x outputs only the subgradient estimateĝ(x) satisfying the assumptions (2) and (5) is termed an almost surely bounded oracle.
We denote the class of convex functions and oracle's satisfying assumptions (1), (2) , and (5) by O 0 . We define the counterpart of E * (T, r) in this case by
By the definitions of the two minmax errors, we have
An important observation in this work is that while universal unbiased quantizers used in much of the recent literature (such as [7, 29] ) are available for outputs of oracles in O 0 , they are not available for outputs of oracles in O. Thus, in the latter setting, one must account for the bias due to quantization. Indeed, the improved quantizers we report in this work are obtained by carefully analyzing and mitigating this bias. We consider both settings in this work and point-out some important differences in the limitation of stochastic optimization using quantized subgradients in the two settings.
A benchmark from prior results
We recall results for the case r = ∞, namely the classic case when no restriction of quantization is imposed. In this standard setup for first-order convex optimization, prior work gives a complete characterization of the minmax error ε * (T, ∞); see, for instance, [5, 23, 24] . In fact, a complete characterization of ε * 0 (T, ∞), and its relationship with ε * (T, ∞), is available in the literature. We summarize these well-known results below (cf. [24] , [4, Theorem 1a with p = 2]):
For an absolute constant c 0 , we have
Thus, the 1/ √ T convergence rate that SGD provides over a set of convex functions is optimal up to constant factors. This convergence rate will serve as a basic benchmark for us. Furthermore, using Theorem 1.3, we can conclude that in the case of infinite precision the optimization accuracy remains the same for both almost surely bounded oracles and mean square bounded oracles.
Main results

A precision dependent lower bound.
We give a precision dependent refinement of lower bound in Theorem 1.3. This refined lower bound for finite precision scales the lower bound for optimization error E * (T, ∞) by a scaling factor of d/min{d, r}. Specifically, we establish in Theorem 3.1 that
This lower bound also implies that a minimum precision of d is necessary to make the error as low as that in the case of infinite precision. We will show that the existing quantizers are strictly farther from this lower bound in comparison to our proposed ones.
Almost surely bounded oracles
Our main results for the two types of oracles will be organized along two regimes: First, the communication-rich regime, and second, the communication-starved regime. For the communicationrich regime, we seek to examine the minimum precision r that will allow us to attain this optimal convergence rate of 1/ √ T (with no dependence on d ). For the communication-starved regime, we seek to study how convergence rate decreases for a given, fixed r.
For the case of almost surely bounded oracles, we analyze the performance of PSGD along with natural quantizers which have been looked at in prior works such as Coordinate-wise Uniform Quantizer (CUQ), Rotated Uniform Quantizer (RUQ) (cf. [29] , [7] ). CUQ quantizes each coordinate uniformly when it lies within a given dynamic-range [−M, M ] and transmits an overflow symbol ∅ when a coordinate is outside the dynamic-range. RUQ is an extension of CUQ which preprocesses the input vector using a random matrix rotation, with the matrix 2 sampled from shared randomness, and then applies CUQ to the rotated vector. While RUQ improves upon the performance of CUQ, it is still off from the precision dependent lower bound in (7) .
We improve upon the performance of these schemes by using PSGD with a new, adaptive quantizer termed the Rotated Adaptive Tetra-iterated Quantizer (RATQ). RATQ uses an adaptively chosen dynamic-range for each coordinate, after preprocessing the data using random rotation. Within this selected dynamic-range, the coordinate is quantized uniformly.
With all these improvements we establish in Corollary 2.7 that RATQ achieves the optimal convergence rate of 1/ √ T with a precision of
where ln * (x) denotes the the number of natural logarithms that must be applied on x to make the result less than 1 (see (10) ). This establishes the order-wise optimality of RAT Q in the communication-rich regime, ignoring the very mild d dependent factor log log ln * d. For a precision of r less than d, we use a Random Coordinate Sampler RCS, which uniformly samples a fraction of µ coordinates and communicates only those coordinates. This can be used with any of our schemes and reduces the total communication of that scheme by a factor of µ. In the communication-starved regime, we establish in Corollary 2.17 that a composition of RCS along with RATQ as the quantizer and PSGD as the optimization procedure leads to the following error performance for a fixed precision r:
Once again, this matches the precision dependent lower bound upto a factor of log ln * d, and is very close to the optimal.
Mean square bounded oracles
We start with the analysis of PSGD along with quantizers CUQ and RUQ. In this case as well, RUQ outperforms CUQ. In fact, RUQ is very similar to the state-of-the-art quantization scheme from [29] , and it is natural to examine its optimality. For this purpose, we establish a quantizer dependent lower bound on the performance of RUQ for mean square bounded oracles, which holds for any first order optimization algorithm. In the communication-rich regime, we establish in Theorem 3.3 that any optimization algorithm along with RUQ requires a minimum precision of Ω (d log(T /d)) to achieve the optimal 1/ √ T convergence rate. Moreover, in the communication-starved regime, we establish in Theorem 3.4 that for any fixed precision r (independent of T ) any optimization algorithm along with the composition of RCS and RUQ would eventually converge at the rate of c r,d DB/T
1/4
, where c r,d depends on r, d. 2 We use the randomized Hadamard transform (cf. [29] ) which constitutes a unitary transform. 3 Throughout the paper, log and ln denote the logarithm to the base 2 and e, respectively.
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- Figure 1 : Summary of performance of our quantizers.
As in the case of almost surely bounded oracles, we improve upon the performances of these schemes by using PSGD with an adaptive quantizer termed the Rotated Adaptive Quantizer (RAQ). RAQ is very similar to RATQ, but it chooses the dynamic-range [−M i , M i ] using a different set of M i s from RATQ.
In the communication-rich regime, we establish in Corollary 2.15 that RAQ along with PSGD achieves the optimal convergence of 1/ √ T using a precision of d log log T . Note that this is orderwise lower than the lower bound of d log T established for RUQ.
In the communication-starved regime, for a fixed precision r, we establish in Corollary 2.19 that the quantizer which is a composition of RCS and RAQ, with PSGD as the optimization procedure achieves the convergence rate of c d DBT for the composition of RCS and RUQ. Also, this performance guarantee states that even for a small precision r this scheme will achieve a performance error which is quite close to DB/ √ T , albeit with an additional scaling of c d that depends on d. Table 1 summarizes the performance of our quantizers. 4 
Prior work
SGD was proposed in the classic work [26] , with the oracle abstraction considered here appearing much later in the seminal paper [24] . We refer the reader to textbooks and monographs [11, 23, 25] for a review of the basic setup. Recently, variants of this problem with quantization or communication constraints on oracle output have received a lot of attention [3, [6] [7] [8] 12, 16, 20, [28] [29] [30] [31] . Our work is motivated by results in [7, 29] , and we elaborate on the connection.
Specifically, [7] considers a problem very similar to ours, but assumes that the subgradient norm can be expressed exactly using a fixed (32-bit) precision. In a slightly different direction, motivated by applications in federated learning (cf. [21] ), [29] considers the distributed sample mean estimation problem. Similar to our setting, the authors do not make any assumption of expressing the norm using a fixed precision and account for the error in expressing the norm of vectors. In particular, for the error accumulated in expressing the norm of the vectors to be negligible, the precision to which these norms must be communicated depends on problem-parameters such as the dimension of the vectors and the number of vectors. However, analysis in [29] uses critically the fact that the vectors have Euclidean norm bounded. Also, in our setting even a small error in the quantizer can add up over multiple iterations, which distinguishes our setup from the 'single-shot' problem in [29] . Interestingly, one of the quantizers developed in this paper, RATQ, significantly improves upon the performance of Stochastic Rotated Quantization proposed in [29] , for distributed mean estimation using fixed-length quantizers; see Section 4 for details.
We note that for mean square bounded oracles, no deterministic bound on the Euclidean norm of subgradient estimates is present, namely the assumption in [29] does not hold, and the assumption of [7] that this norm can be expressed in finite precision is also invalid. In fact, one of our lower bound proof provides a construction of an oracle for which this assumption is invalid. In the absence of this assumption, the results in these works do not apply to our setting of mean square bounded oracles. Moreover, the unbiasedness of quantizers, which is used crucially in most of the prior work, does not hold in the absence of the assumptions mentioned above. One of our contributions in this work is to carefully choose the dynamic-range [−M, M ] and design a new adaptive quantizer to compensate for the bias.
Our results differ from those of [7] even quantitatively, since we show that at least log T bits per dimension are needed to attain a convergence rate of 1/ √ T using CUQ and RUQ in the setting of mean squared bounded oracles. This is in contrast to the result in [7] where this convergence rate can be attained using number of bits per dimension that does not grow with T . We remark that the quantizer used in [7] is a variant of CUQ, but it supplements it with a an extra layer of variable length entropic compression.
Also, it is interesting to compare our qualitative results with those in [3] . The focus of [3] was to design algorithms that attain the optimal convergence rate using communication that is sublinear in d. As our lower bounds show, this is impossible in our setting. Rather, we provide a new scheme to reduce the dependence of the number of bits per dimension on T .
At a high-level, the problem considered here is related to that of statistical learning and estimation when each sample must be quantized to a few bits (cf. [2, 15, 17, 27, 35] ). Our lower bounds draw from an oracle complexity lower bound derived in [5] and use a strong data processing inequality from [14] . Similar ideas have appeared in lower bounds for communication constrained statistics; see, for instance, [1, 10, 34, 35] . However, the "heavy-tail" construction we use is new.
The idea of quantizing real vectors using coverings of the unit sphere is classical in information theory (cf. [22, 33] ), and the specific form here with randomized Hadamard transform is from [29] .
Finally, the related problem of memory constrained optimization was stated as an open problem in [32] . In this setting, we are only allowed to use a 2 M state machine to implement the optimization algorithm. While there is a high level connection between this problem and our problem, the memory constrained setting is more restrictive since the state of the algorithm must be restricted to M bits at every instance, as opposed to our setting where only the oracle output is restricted to a finite precision of r bits.
Organization
The next section contains the description of our quantizers and the analysis of their performance for both almost surely bounded oracles and mean square bounded oracles. We will present our information theoretic lower bounds on optimization accuracy in Section 3. Section 4 contains an application of one of our quantizers, RATQ, to the problem of distributed mean estimation with limited communication considered in [29] . Many of our technical results are established in the Appendix.
Our quantizers and their performance
Our main results will be organized along two regime's: First, the communication-rich regime and second, the communication-starved regime. Recall that for the communication-rich regime, we seek to examine the minimum precision r that will allow us to attain the optimal convergence rate of 1/ √ T . For the communication-starved regime, we seek to study how the convergence rate decreases for a given, fixed precision r.
For both these directions, our overall optimization protocol is the same: PSGD (see [11] ). This choice of PSGD is not arbitrary. It will be clear in the subsequent sections that PSGD, along with appropriate quantizers, gives almost optimal results for both the regimes for both type of oracle models.
The updates in this PSGD procedure are very similar to the quantized SGD updates in (1.1), except that the updates value x t is projected to the domain using the projection map Γ X given by
The only difference of our quantized PSGD with the standard PSGD is that we replace the subgradients with their quantized values. For completeness, we provide a description in Algorithm 1.
Algorithm 1 PSGD with quantizer Q
Require: x 0 ∈ X , η ∈ R + , T and access to composed oracle QO for t = 0 to T − 1 do
Of course, the real question to address is the choice of Q. In fact, the quantized output Q(ĝ(x t )), too, constitutes a noisy oracle. But it deviates from standard assumptions on noisy oracle in one interesting way -it can be biased. Though biased first-order oracles were considered in [19] , the effect of quantizer-bias has not been studied in the past. We begin by identifying the key performance parameters for a quantizer Q that will govern its performance in Algorithm 1.
Specifically, the two parameters of performance for a quantizer Q that emerge in our analysis for mean square bounded oracles are the worst-case L 2 norm α(Q) of its output and the worst-case bias β(Q) defined as
The corresponding quantities for almost surely bounded oracles are
Clearly, all these quantities depend on B. But we omit the dependence from our notation for brevity. Using a slight modification of the standard proof of convergence for PSGD, we get the following result.
Theorem 2.1. For any quantizer Q, the output x T of optimization protocol π given in Algorithm 1 satisfies
when parameter η is set to η = D/(α(Q) √ T ), and
See Appendix A.1 for the proof. Thus, we can characterize the convergence rate of PSGD using Q for almost surely bounded and mean square oracles, respectively, just by characterizing {α(Q), β(Q)} and {α 0 (Q), β 0 (Q)}. In the remainder of this section, we will propose various quantizers and quantify their performance using Theorem 2.1. We start by considering the communication-rich regime for the case of almost surely bounded oracles. Our goal is to retain the standard convergence rate of 1/ √ T even with quantized subgradients. We will build-up our presentation in steps, starting with a natural coordinate-wise quantizer CUQ and evaluating its performance for almost surely bounded oracles. We shall see that the number of bits per dimension r/d required by CUQ does not grow with T -or, equivalently, the desired accuracy -but can be large when dimension d is large. We then consider RUQ, quantizer similar to that used in [29] , and show that for this quantizer the required r/d can either have no dependence on d with an additional (mild) dependence on T ; or can have the same dependence as CUQ. Interestingly, the dependence on d can be made extremely mild (log log ln * (d)) -along with no dependence on T -using a new quantizer we call RATQ, which adaptively chooses the dynamic-range of the quantizer.
Next, we consider the case of mean square bounded oracles and note that CUQ achieves the 1/ √ T rate of convergence here with r/d depending on d and T . But for RUQ the required r/d does not even depend on d. The analogue of RATQ in this setting is yet another new adaptive quantizer we call RAQ, which, like RATQ, adaptively chooses the dynamic-range of the quantizer. RAQ significantly reduces the dependence on T . In general, we analyze the performance of our estimators for arbitrary r, d, and T . This setting includes the communication-starved regime where less than d bits are allowed per subgradient update. The advantage of RAQ is much more pronounced in this setting -it achieves better convergence rate than both CUQ and RUQ, even when the latter are allowed to use higher number of bits. For instance, RUQ attains convergence rate of roughly 1/T
1/4
for any r fixed independently of T . In a striking contrast, RAQ can achieve a convergence rate arbitrarily close to 1/ √ T for a constant r fixed independently of T . For instance, just r = 3 yields convergence rate of 1/T
3/10
, which is already better than 1/T 1/4 .
Almost surely bounded oracles
We now consider the performance of optimization protocol in Algorithm 1 for almost surely bounded oracles O 0 .
Coordinate-wise Uniform Quantizer The first quantizer we consider is CUQ which simply quantizes each component of a vector in R If it finds any component that exceeds the dynamic-range, it outputs the symbol ∅ for that component, which will be interpreted as zero when evaluating the quantized value. Specifically, this quantizer partitions the interval [−M, M ] into parts
In addition, we define
For each coordinate Y (i), we first identify the part I ℓ in which it falls and then map it randomly to the boundary points {B M,k (ℓ), B M,k (ℓ + 1)} to obtain an unbiased quantized value. Note that we only need to represent the level B M,k (ℓ) using ℓ since the values B M,k (ℓ) are already shared between the encoder and the decoder, this can be done using a fixed-length code of log(k + 1) 5 for each coordinate. Formally, we describe CUQ in Algorithm 2.
else 4:
Note that we need r = d log(k + 1) bits to describe Z. Also, we remark that the randomness used in Q e u is private randomness of the encoder and cannot be used at the decoder. The decoder associated with CUQ is given in Algorithm 3.
We now present bounds for α 0 and β 0 for CUQ, for an appropriate choice of M . 
See Appendix A.2 for proof.
As a corollary of Theorems 2.2 and 2.1, we obtain the following bound for convergence rate of PSGD using Q u for oracles satisfying the almost surely bounded assumption (5). 
It follows that for all r greater than d log(
Note that we need k = √ d + 1 symbols to represent the levels and one extra symbol to represent the extra overflow symbol ∅, which makes the overall resolution r equal to d log( √ d + 2) . We will see later (in Corollary 3.2) that the precision r must be greater than d to achieve this 1/ √ T convergence rate. This implies that the requirement for r is sub-optimal by a factor of roughly log d. There are two interesting aspects of the previous result: the fact that a simple uniform quantizer is optimal upto a factor of log d for almost surely bounded oracles, and, perhaps more interestingly, that the minimum precision ofÕ(d) does not depend on T (or equivalently, the desired approximation error in optimal value).
However, when d is very large, much larger than T , the log d bits required by CUQ may not be acceptable. Note that the convergence rate we seek, 1/ √ T , is independent of d, saying that we can attain very high accuracy in a fixed number of iterations even when d is large. In this case of large d, the next quantizer we present outshines CUQ.
Rotated Uniform Quantizer The quantizer RUQ simply adds a preprocessing layer before applying Q e u . This is along the lines of the classic transform-and-quantize strategy where before applying the uniform quantizer, we project the input to an appropriate basis. The specific transform we use is roughly a universal isometry: A random rotation. Specifically, 6 we sample a random [18] ), define
In Algorithm 4 we present our next quantizer (encoder) which simply multiplies the input vector with R and passes it to Q e u . 6 The specific construction here uses randomness efficiently. Other randomized construction (such as that in [22] ) can give the same theoretical guarantees, but the required randomness will be much larger. 7 We assume without loss of generality that d is a power of 2. We describe the decoder for RUQ in Algorithm 5. We assume that the random rotation R is sampled from shared randomness and is available to the decoder.
Our next result bounds α 0 and β 0 for RUQ. 
See Appendix A.3 for the proof. As a corollary of the previous result and Theorem 2.1, we obtain the following.
It follows that for all r greater than d log(2 + 2 √ ln T ) , we have
Once again, we use k = 2 √ ln T + 1 levels for the quantizer and one more for the extra overflow symbol ∅. 8 We have simply set log(k + 1) = log(2 +
) and set M such that e −dM 2 /4B 2 = 1/T . Remark 1. Our proof of previous result uses assumption (5) only to establish a subgaussian tailprobability bound for RY 2 , which can be shown even if (5) is replaced with a subgaussian tail assumption for Y . Thus, the previous result can be extended from almost surely bounded oracles to subgaussian oracles. Note that the outputs of oracles satisfying (3) need not be subgaussian. This is the key difference between the almost surely bounded and mean square bounded settings.
Remark 2. Setting the parameters as that in Corollary 2.3 for RUQ, we achieve the same performance as CUQ. Thus, the precision required by RUQ is O(d min{log log T, log d)}) to achieve the standard convergence rate of 1/ √ T .
Remark 3. The quantizer RUQ is similar to π srk proposed in [29] , except that the quantizer π srk doesn't work with a fixed dynamic range [−M, M ]. Instead, π srk transmits the estimatesm andM of the minimum and the maximum values, respectively, of the coordinates of Y . Each coordinates is quantized using the dynamic-range [m,M ]. When we analyze this scheme for our setup, we find that to have our desired convergence rate of 1/ √ T , the minimum and the maximum values must be expressed using O(log T ) bits, which is much larger than the O(log log T ) precision we attain using RUQ.
One may be tempted to think that the min{log log T, log d)} is the least number of bits of precision per dimension needed for attaining the convergence rate of 1/ √ T . However, an examination of our proof of Theorem 2.4 sheds light on a shortcoming of RUQ. Specifically, we note that limiting factor for performance of RUQ is the term M 2 /(k − 1) 2 which appears in the bound for α 0 (Q u,R ) 2 and corresponds to the coordinate-wise mean-square error of the quantizer when Y (i) remains less than M . Note that to achieve the standard convergence of 1/ √ T , we need to set M to be Ω(B 2 log T /d), meaning k must be approximately log T . If in some manner we would reduce the mean square error for the coordinate while keeping the same bias as RUQ, we could get better performance. One possible way of doing this is adaptively setting the dynamic-range for each coordinate and also communicating this dynamic-range. This idea forms the basis of our best quantizers in the almost sure bounded case as well as the mean square bounded case.
Rotated Adaptive Tetra-iterated Quantizer
The performance of RUQ can be improved significantly using a new adaptive quantizer termed the Rotated Adaptive Tetra-iterated Quantizer (RATQ). This quantizer would use an adaptive dynamic-range, which grows in a tetra-iterative manner (see (9) ) for each coordinate.
The preprocessing step in RATQ remains the same as that of RUQ: The input vector is rotated by a random matrix R. Then, the entire pre-processed vector of dimension d is partitioned into ⌈d/s⌉ smaller subvectors. The i The dynamic-range for each subvector is chosen as follows. We have h non-uniform levels:
To describe these non-uniform levels, we first define i th tetra-iteration for any nonnegative number a, denoted by i a, as follows: 
With this, the levels can be defined, in terms of the starting point m, as follows:
For every subvector we find the smallest level M i which bounds the infinity norm of the subvectors from above. Suppose that M i is such a level for a particular subvector, then the dynamic-range for all the coordinates of that subvector is set to [−M i , M i ]. This can be conveyed using a fixedlength code of log h bits. Each coordinate of this subvector is further quantized using CUQ 9 with k levels and this dynamic-range, which can be conveyed using a fixed-length code of s log(k + 1) bits. ATUQ encoder for each subvector of dimension at the most s is described in 7. Since, we have at the most ⌈d/s⌉ such fixed length codes to convey (one corresponding to each subvector), we can convey the entire vector in R d with a precision of less than ⌈d/s⌉ log(h) + d log(k + 1) bits. 
Furthermore, in addition if we set log h = ⌈log(1 + ln * (d/3))⌉, we have
See Appendix A.5 for the proof.
As a corollary of this result and Theorem 2.1, we obtain the following.
Corollary 2.7. For the quantizer Q = Q at,R with m = 3B 2 /d, a = e, s = log h = ⌈log(1 + ln * (d/3))⌉, and log k + 1 = log(2 + √ 3 + 6s) , consider the optimization protocol π given in algorithm 1 with
It follows that for all r greater than d+d log 2 + 3 + 6 ⌈log(1 + ln
we have
Note that we chose h sufficiently large so that M h−1 ≥ B to get an unbiased quantizer. Furthermore, the worst-case second moment α 0 for RATQ was increasing with s, which motivates choosing s as small as possible. However, the communication requirement is inversely proportional to s. The choices of parameters above are roughly the optimal values that minimize the communication requirement for a fixed error.
Comparison with Quantized Stochastic Gradient Descent (QSGD) [7] At this point, it will be instructive to compare our results with a state of the art scheme from the literature -Quantized Stochastic Gradient Descent(QSGD). We have the following result as a consequence of [7 2 /d, a = e, s = log 2 h = 3, and log k = 3, and optimization protocol
It follows that for all r greater than 4d, that
Thus, our proposed RATQ offers roughly the same compression as QSGD from [7] and, in addition, has the advantage of using only a fixed-length code, whereas QSGD uses a variable-length code whose worst-case length is significantly higher than the worst-case length of RATQ.
The choice of dynamic-ranges for our adaptive quantizers Before proceeding, we provide a justification for our particular choice of M j s for both RATQ and RAQ, the quantizers for almost surely bounded and mean square bounded oracles, respectively. For the rotated vector RY , denote by RY 1,s the first subvector given by
We define the worst-case tail probabilities for the infinity norm of this subvector in the almost sure setting and the mean square setting as follows:
In our analysis (see Sections A.4 and A.5 in the appendix), we note that for RATQ the parameter α 0 (Q at,R ) 2 is bounded above by
and for RAQ the parameter α(Q a,R ) 2 is bounded above by
These bounds have guided our choice of M j s. Specifically, we have selected the parameters M j s so that the terms p 0 (M j−1 ) · M 2 j and p(M j−1 ) · M 2 j can be bounded appropriately. In particular, when the tail-bounds involved in these terms are exponential, which is the case for almost surely bounded oracles, we choose M j s as in RATQ, and when they are just quadratically decaying, as is the case for mean square bounded oracles, we choose M j s as in RAQ. Indeed, the same bound can be used to handle other assumptions for the oracles as well.
Mean square bounded oracles
Moving to oracles satisfying the mean square bounded assumption (3), we begin with CUQ and obtain bounds for α and β for it. 
See Appendix A.2 for proof. As a corollary of this result and in Theorem 2.1, we obtain the following. 
Thus, CUQ uses a precision of r = O(d log dT ) to achieve the convergence rate of 1/ √ T for mean square bounded oracles.
As we shall see next, RUQ can achieve the convergence rate of 1/ √ T using r = O(d log T ). Indeed, the parameters α and β for RUQ can be bounded as follows. 
See Appendix A.3 for the proof. As a corollary of this result and Theorem 2.1, we obtain the following. 
One may wonder if the multiplicative log T factor can be reduced using optimization protocol other than PSGD. We shall see in the next section that this shortcoming is inherent to RUQ and cannot be overcome even by using any other optimization protocol. However, an examination of our proof of Theorem 2.12 sheds light on shortcoming of RUQ. Once again the limiting factor for the performance of RUQ is the term M 2 /(k − 1) 2 which corresponds to the coordinate-wise meansquared error of the quantizer when Y (i) remains less than M . As subgaussian tail bounds are not available for mean square bounded oracles, we need to set M to be Ω(B
2
√
T /d) to achieve the standard convergence of 1/ √ T . This implies k must be approximately √ T .
Rotated
Adaptive Quantizer Yet again, this difficulty can be overcome by using an adaptive quantizer, which assigns certain number of bits to describe dynamic-range appropriately. In particular, by describing the dynamic-range on a log-scale we can roughly emulate the behavior of a subgaussian bound merely by Chebyshev's inequality; the details can be ascertained from the detailed analysis in the proofs. With this change, the requirement of log T bits per dimension of RUQ can be reduced to log log T in our next quantizer, described below. The new quantizer, which we term the Rotated Adaptive Quantizer (RAQ), operates in the same manner as RATQ, except that it replaces AT U Q with AU Q. The quantizer AU Q to operates in a similar as AT U Q, except the non-uniform levels, M 0 , . . . , M h , are defined as follows:
The algorithmic description of this quantizer is given precisely by the algorithms (6)-(9) with M j s as defined above. 
See Appendix A.4 for the proof. As a corollary of this result and Theorem 2.1, we obtain the following. 
Communication-starved regime
Now, we consider the communication-starved regime where r is much smaller than d. In the next section, we shall establish a simple lower bound which will show that the convergence rate of 1/ √ T cannot be achieved by any quantizer or optimization algorithm in this regime. Nonetheless, for high dimensional problems, this regime is of practical interest, and we seek quantizers that attain fast convergence in this regime.
Random Coordinate Sampler
We present a general method for reducing precision to much below r. This scheme is applicable when the output of the quantizer's encoder is a d length vector, where each coordinate is a separate fixed-length code. We simply reduce the length of the output message vector from the quantizer's encoder by sub-sampling a subset of coordinates using shared randomness. The decoder obtains the values of these coordinates using the decoder for the original quantizer and sets the rest of the coordinate-values to zero. This subsampling layer, which we call the Random Coordinate Sampler (RCS), can be added to RUQ, RAQ, and RATQ after applying random rotation. In particular, for RU Q and RAT Q we need the parameter s of these quantizers to be set to 1. This requirement of setting s = 1 ensures that the subsampled coordinates of the rotated vector can be decoded separately. This is a randomized scheme and requires the encoder and the decoder to share a random set S ⊂ . Note that combining RCS with a parameter µ would simply reduce the precision of these scheme by a factor of µ. Our final result characterizes the parameters α and β for this composed quantizer. Theorem 2.16. Let Q be RUQ, RATQ, or RAQ andQ be the combination of RCS and Q as described above. Then,
See Appendix A.6 for the proof. Our final set of achievable results address the foregoing regime when we just have a fixed precision of r bits (fixed independently of all the parameters of the problem). As a corollary of Theorem 2.16, we obtain the following.
First, in the case of almost surely bounded oracles, we show that the composition of RCS and RATQ matches (almost) the lower bound in Theorem 3.1 for any precision r ≥ 3+⌈log 2 (1 + ln 
See Appendix A.6 for the proof. Note that this matches the lower bound in Theorem 3.1 upto a mild multiplicative factor of 3 + ⌈log(1 + ln * d/3)⌉ for any precision r. Moving to the case of mean square bounded oracles for a fixed precision r, we first note the performance of RUQ. 
, where c d,r is a constant that depends only on d and r.
See Appendix A.6 for the proof.
As we shall see in the next section, this convergence rate of 1/T
1/4
is the best RUQ can achieve using a fixed precision, even if it is combined with any other optimization algorithm other than PSGD. The next corollary shows that RAQ can outperform RUQ in this regime as well. 
, where c d is a constant that depends only on d.
See Appendix A.6 for the proof. The precision of the quantizer in the previous result is 1 + log h, and we can approach the rate 1/ √ T by choosing h to be sufficiently large. However, we have not tracked the dependence of convergence rate on d in this result. The general problem of characterizing optimal rate of convergence for finite precision quantizers remains open in the case of mean square bounded oracles. Nonetheless, the previous result provides a practically appealing guarantee for our proposed quantizer when d is not formidably large.
Information theoretic lower bounds
A precision-dependent lower bound
Our first lower bound is a simple refinement of the lower bound implied by Theorem 1.3 and says that there is no hope of getting the desired convergence rate of 1/ √ T by using a precision of less than d. The proof of this result is obtained by appropriately modifying the proof in [4] , along with the strong data processing inequality in [14] .
Theorem 3.1. There exists an absolute constant c, independent of d, T , and r such that
See Appendix B for the proof.
As a corollary, we obtain a lower bound for the minimum precision needed to attain a convergence rate of order 1/ √ T .
Corollary 3.2. For ε * (T, r) to be less than DB/ √ T , the precision r must be at least Ω(d).
Limitations of the Rotated Uniform Quantizer
In the previous section, we saw that RUQ attains the convergence rate of 1/ √ T using O(log log d + log log T ) bits per dimension for almost surely bounded oracles, but required O(log log d+log T ) bits per dimension for mean square bounded oracles. Both these bounds were attained by using RUQ with PSGD. We now show that this limitation is inherent for RUQ and cannot be circumvented by using any other optimization protocol.
Theorem 3.3. Denote by Q the quantizer RUQ. Suppose that for X = {x : x 2 ≤ D/2} we can find an optimization protocol π which, using at most T iterations, achieves
Then, the precision r of the RUQ, with any choice of M , must satisfy
The proof of this result exploits the admissibility of heavy-tail distributions for mean square bounded oracles. Our construction leading to this lower bound is new, and may be of independent interest. In fact, it can be exploited to derive lower bounds for a broader class of quantizers following the transform-and-uniformly quantize strategy.
In a different direction, we can also show that using RCS and RUQ with fixed r cannot attain convergence rates better than 1/T
1/4
. This lower bound, too, uses the same construction as the previous result. 
, where c µd,k is a constant depending only on µd and k.
Proof of Theorems 3.3 and 3. 4 We prove a general lower bound for RCS combined with RUQ; Theorem 3.3 and 3.4 are obtained as corollaries. 
.
Note that the functions f 1 and f −1 are convex and depend only on the first coordinate of x. Further, for x ∈ X , the gradient of f α is δαBe 1 , where e 1 is the vector (1, 0, 0, . . . , 0). We consider oracles O α , α ∈ {−1, 1}, produce noisy gradient updates with distribution
where 0 denotes the zero vector. It is easy to check that oracle outputs satisfy assumptions (2) and (3). We now take recourse to the standard reduction of optimization to hypothesis testing: To estimate the optimal value of f 1 and f −1 to an accuracy δ, the optimization protocol must determine if the oracle outputs are generated by P 1 or P −1 . Specifically, denoting by P α Q e the distribution of the output of the encoder of the quantizer Q when the input is generated from P α , we get (see, for instance, [13] )
where
denotes the chi-squared divergence between P and Q.
Note that for every realization of R, R0 = 0 and . It follows that for every δ < min{ B 2 /dM 2 , 1}, the left-side of the previous inequality exceeds (DB/2)δ; that is
Next, we consider the following modification of the previous construction in the case when B/ √ d < M/(µd(k − 1)):
for y ∈ [0, 1]. Once again, oracle outputs satisfy assumptions (2) and (3). In this case, the rotated vector (αB/δ y )Re 1 has entries with magnitude B/δ y √ d each. We set y such that this value is less than M/µd(k − 1) and − 1) ), the output of the encoder when the input is (αB/δ y )e 1 has each entry in [−M/(µd(k − 1)), M/(µd(k − 1))], whereby they output sequences in {k/2−1, k/2} µd with probabilities less than (1+1/µd) µd /2 µd . It follows that
, which satisfies δ < 1/2 for all T , we get
But we can only set δ to this value if
Thus, for each y such that (13) holds, we get (12) . Taking the supremum over all such y ∈ [0, 1], we get the tightest bound. Since 0 ≤ y ≤ 1, for y set to this supremum, the left-side of (13) equals min{
}, and we obtain
Combining this bound with (11), we obtain
√ eT 1/4 ≤ c < 1, and c < 1 2 √ eT 1/4 , and using max{a, b} ≥ √ ab in the second case, we get
which completes the proof.
Theorem 3.4 follows as an immediate corollary; Theorem 3.3, too, is obtained by noting that
The proof is complete since our setting in Theorem 3.3 is of µ = 1, whereby we need log(1 + √ T /d) bits per dimension.
Finite Precision Distributed Mean Estimation
The quantizer RUQ we consider in this paper is the same as the one proposed in [29] for distributed mean estimation with limited communication. In addition, [29] considered a variable-length entropic code over CUQ to obtain an optimal variable-length scheme. Specifically, the performance of RUQ was away from the optimal lower bound for variable-length codes by a factor of log log d, which [29] removed by augmenting CUQ with entropic compression. It was remarked in [29] that while RUQ performs suboptimally to the variable-length code, it is preferable to the variable-length scheme since it offers a fixed-length code which is better-suited for practical deployment. In this section, we show that our proposed RATQ, which is a fixed-length code, in fact outperforms RUQ and is only a minuscule factor of log log log * d away from the orderwise-optimal performance. To state our results formally, we describe the setting. Consider n vectors
and vector x i available to client i. Each client communicates to a fusion center using r bits to enable the center to compute the sample mean and each i ∈ [n], where |b| denotes the length of a binary vector b. A distributed mean estimation code π is specified by the encoder mappings e i and the decoder mapping d. We emphasize that the encoder mappings and the decoder mapping are allowed to be randomized using shared randomness; namely, we allow public-coin simultaneous message passing protocols. We denote the set of all fixed-length codes by Π(r) and the set of all variable-length codes by Π * (r).
We measure the performance of a code π by the mean square error (MSE) betweenx and x = d(e 1 (x 1 ), ..., e n (x n ))), for a fixed input vector x = (x 1 , ..., x n ), given by
We consider a minmax setting where we allow the input vectors x = (x 1 , ..., x n ) to be chosen arbitrarily from the unit Euclidean ball S given by
The minimum error attained by fixed-length codes is given by
and that by variable-length codes is given by
The following lower bound is from [29, Theorem 5] (where it was shown using a construction from [35] ).
Theorem 4.1 ( [29, 35] ). There exists a constant t such that for every r ≤ ndt/4 and n ≥ 4/t, we have
As a corollary, we have the following alternative form of the same lower bound.
we must have r to be Ω(nd).
The code π srk proposed in [29] -a quantizer similar to RUQ -achieves E(π srk , S d ) = O(1/n) with r ≥ c 0 nd log log(d), for some universal constant c 0 . On the other hand, a simple uniform quantizer -a quantizer similar to CUQ -along with a variable-length entropic compression code, denoted by π svk , achieves E(π svk , S d ) = O(1/n) with r ≥ c 1 nd, for some universal constant c 1 . This establishes the orderwise optimality of π svk in the setting of minimum r needed to achieve O(1/n) worst-case MSE. Thus, prior to our work, the best known fixed-length code for distributed mean estimation was π srk which was off from the optimal performance attained by a variable-length code by a factor of log log d.
We now consider performance of a scheme where RATQ is employed by all the clients. 
The proof of this result is similar to the analysis of RATQ done earlier and is available in Appendix C. Thus, we have shown that using RATQ we can make the error E(Π(r), S d ) for fixed-length codes to be O(1/n) using a precision r of roughly d log log log * d, which is very close to the expected length of the optimal variable-length code.
A Proof of Upper Bounds
A.1 Proof of Theorem 2.1
We proceed as in the standard proof of convergence (see, for instance, [11] ): Denoting by Γ X (x) the projection of x on the set X (in the Euclidean norm), the error at time t can be bounded as
where the first inequality is a well known property of the projection operator Γ (see, for instance, Lemma 3.1, [11] ). By rearranging the terms, we have
is a subgradient at x t−1 for the convex function f , upon taking expectation we get
which with the previous bound yields
Next, by the Cauchy-Schwarz inequality and the assumption in (1), the third term on the right-side above can be bounded further to obtain
Finally, we note that, by the definition of α and β, for L 2 -bounded oracles we have
Therefore, by summing from t = 2 to T + 1, dividing by T , and using assumption (1), we have
The first statement of Theorem 2.1 follows upon dividing by η and setting the value of η as in the statement. The second statement holds in a similar manner by replacing α and β with α 0 and β 0 , respectively.
A.2 Performance analysis of CUQ: Proof of Theorems 2.2 and 2.10
We first prove a result for CUQ which will bound the expected value of
namely the bias when there is no overflow. This will also be useful in subsequent proofs. The calculations here are similar to [29, Theorem 2] . 
Proof. Denoting by B j,ℓ the event
For the first-term in the summand on the right, we obtain
where the inequality uses the standard GM-AM inequality and the final identity is simply by the definition of B M,k (ℓ). Upon combining the bounds above, we obtain
½ {|Y (j)|≤M} .
We now proceed to handle the parameters of interest to us, namely {α 0 (Q), β 0 (Q)} and {α(Q), β(Q)}. Towards that, we compute first the mean of the quantized value produced by CUQ. We have,
It follows from the description of the quantizer that
and that
Therefore, by the law of iterated expectations and the observations above, we obtain
We are now in a position to obtain our desired bounds for the parameters of interest.
The worst-case second moment of CUQ: Towards evaluating α(Q u ) and α 0 (Q u ) for CUQ, we have
where the previous identity uses (14) . Proceeding further and using the bound in Lemma A.1, we get
Thus, we obtain
and further, by instantiating the previous bound with M = B, we obtain
The worst-case bias of CUQ: Using (15), we have
which along with the Cauchy-Schwarz inequality gives
Since ½ { Y ∞ >B} = 0 almost surely, for M = B we get
Next, to bound β(Q u ), we note that by Markov's inequality
, from which it follows that
A.3 Performance analysis of RUQ: Proof of Theorems 2.4 and 2.12
We start with a concentration bound for the coordinates of the rotated vector.
Proof. For the rotation matrix R = (1/ √ d)HD, each entry of RY (j) of the rotated matrix has the same distribution as
T has independent Rademacher entries. We will use this observation to bound the moment generating function of RY (i) conditioned on Y . Towards that end, we have
where the first identity follows from independence of V (i)s and the first inequality follows by the fact that (e x + e −x )/2 is less than e
, which in turn can seen from the Taylor series expansion of these terms. Thus, we have proved the following:
Note that Y 2 2 can be further bounded by B
2
, which along with 18 leads to
Using this inequality and the observation that E [RY (i)] = 0, we note that RY (i) is subgaussian with a parameter B 2 /d. Therefore, by using the standard subgaussian tail-bound (cf. [9] ) we have
Next, we consider the performance of RUQ for mean square bounded oracles. In fact, we prepare bounds needed later for RAQ and RATQ, where we divide the rotated vector RY into ⌈d/s⌉ subvectors of dimension s each. Denote by 11 RY i,s , 1 ≤ i ≤ ⌈d/s⌉, the ith subvector
Note that to analyze RAQ we will need to compute the concentration bound on the infinity norm of these subvectors. So, instead of directly proving concentration bounds on the coordinates of the rotated vector -which is all that is needed to analyze RUQ -we will prove concentration bounds on the infinity norm of subvectors of the rotated vector.
In particular, by setting s = 1 we get
Proof. We will bound E RY i,s 2 ∞ and use Markov's inequality on RY i,s 2 ∞ to complete the proof; the proof is similar to that of [29, Lemma 7] .
As noted in the proof of Lemma A.2, RY (j) changes by at most 2|Y (i)| √ d when only the ith diagonal entry of D is changed. Thus, even RY i,s ∞ changes by at most the same amount, whereby the Efron-Stein inequality ( cf. [9, Chapter 3]) gives
On the other hand, we can bound E [λ RY i,s ∞ | Y ] using the subgaussianity property given in (18) and the following standard steps: for any λ ≥ 0, we have
which with (18) yields
Therefore, upon combining the bound for V ar( RY i,s ∞ | Y ) and E RY i,s 2 ∞ |Y derived above, we get
which with condition (3) gives
The claimed bound follows by using Markov's inequality for RY i,s
The worst-case second moment of RUQ: We note that Q u,R (Y ) = R −1 Q u (RY ). To bound α(Q u,R (Y )) and α 0 (Q u,R (Y )), we will first bound the second moment of the output of RUQ:
where the second equality uses the fact that R is a unitary operation and preserves the Euclidean norm; the last inequality is by (16) . Instantiating this inequality for almost surely bounded oracles, we get
and, similarly, for L 2 bounded oracles as well we get
The worst-case bias of RUQ: We once again observe Q u,R (Y ) = R −1 Q u (RY ) and exploit the fact that R is a unitary transform to get
where the previous identity uses (17) . We now use Lemma A.2 to bound the terms P (|RY (j)| > M ). Specifically, when Y , we have
Therefore, the previous bound implies
We have established β 0 (Q u,R ) ≤ B 2e −dM 2 /2B 2 .
Similarly, by using the second bound in Lemma A.3 to bound P (|RY (j)| > M ) , we have
Remark 4. It is easy to compare the bounds for β 0 (Q u,R ) and β(Q u,R ) derived above by viewing them as a function of dM 2 /B
. It is easy to see that the former bound is at most 1/e times the latter bound. In fact, this constant factor gap only holds when dM 2 /B 2 equals 2 and the former can be much better when dM 2 /B 2 is small or large; namely, when M is chosen much smaller than B/ √ d or much larger than B/ √ d.
A.4 Performance analysis of RAQ: Proof of Theorem 2.14
The quantizers RAQ and RATQ use AUQ and ATUQ, respectively, after the rotation is applied. Thus, towards analyzing RAQ, we need to analyze AUQ first and obtain a counterpart of Lemma A.1 for AUQ. In fact, analysis of ATUQ needed for RATQ is similar as well, and we will cover some common tools in this section. The next result provides a bound which controls mean-squared error when overflow does not happen.
We now take recourse to Lemma A.3 to bound the terms P ( RY i,s ∞ > M j−1 ). Specifically, for Y such that E Y A.5 Performance analysis of RATQ: Proof of Theorem 2.6
The worst-case second moment of RATQ: We begin by noting that (20) holds for RATQ as well. Thus, for RATQ, when Y 2 is almost surely bounded by B, we get
Using Lemma A.2 and union bound, we obtain Setting m = 3B 2 /d and a = e, the summation on the right-side is bounded further as ≤ e −0.5 + e −0.5e + e −0.5e e + 1 e e e − 1 ≤ 1.
Therefore, we obtain E Q at,R (Y ) , where c 2 is a constant. Consider convex functions f α , α ∈ V, with domain X and satisfying assumptions (2) and (5) given below:
α(i)x(i).
Note that the gradient of f α (x) is given by Bα/ √ d for each x ∈ X . For each f α , consider the corresponding gradient oracles O α which outputs independent values for each coordinate, with the value of ith coordinate taking values B/ √ d and −B/ √ d with probabilities (1 + 2δα(i))/2 and (1 − 2δα(i))/2, respectively. We denote the distribution of output of oracle O α by P α .
Let V be distributed uniformly over V. Consider the multiple hypothesis testing problem of determining V by observing samples from Q e (Y ) with Y distributed as P V . Consider an optimization algorithm that outputs x T after T iterations. Then, we have
where the second identity holds since sign(α(i)) = sign(x T − x * ) and the final identity is obtained by noting that the optimal value x * for f α is −(D/2 √ d)α. Note that all α, α ′ ∈ V satisfy α−α ′ 1 ≥ d/2. Consider the following test for the aforementioned hypothesis testing problem. We execute the optimization protocol using oracle O V and declare the unique α ∈ V such that For a quantizer Q with precision r, using the strong data processing inequality bound from [14, Proposition 2], we have I(V ∧ Q(Y )) ≤ 360δ 2 min{r, d}. Therefore,
The proof is completed by maximizing the right-side over δ.
