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Abstract
We establish near-optimal mixed norm estimates for the X-ray transform restricted to polynomial curves
with a weight that is a power of the affine arclength. The bounds that we establish depend only on the spatial
dimension and the degree of the polynomial. Some of our results are new even in the well-curved case.
© 2012 Elsevier Inc. All rights reserved.
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1. Introduction
The X-ray transform, which we denote by Xfull, is a linear operator mapping functions on Rd
to functions on the set G of all lines in Rd via
Xfullf (l) =
∫
l
f,
where the integral is taken with respect to Lebesgue measure. As G is of dimension 2(d −1), this
operator is overdetermined whenever d  3; this motivates the consideration of the restriction of
Xfull to the set of lines whose directions are parametrized by a fixed curve γ : R → Rd−1. The
* Corresponding author.
E-mail addresses: spyridon.dendrinos@jyu.fi (S. Dendrinos), betsy@math.ucla.edu (B. Stovall).0022-1236/$ – see front matter © 2012 Elsevier Inc. All rights reserved.
http://dx.doi.org/10.1016/j.jfa.2012.03.020
S. Dendrinos, B. Stovall / Journal of Functional Analysis 262 (2012) 4986–5020 4987resulting restricted X-ray transform, after reparametrizing, maps functions on Rd to functions
on Rd via
Xγ f (t, y) =
∫
R
f
(
s, y + sγ (t))ds.
Because it is natural to bound Xfull in mixed norm spaces (indeed, the conjectured mixed norm
bounds for Xfull are known to imply the Kakeya conjecture – [30]), we seek mixed norm es-
timates for Xγ of the form ‖Xγ f ‖Lq(Lr )  ‖f ‖Lp , where Lq(Lr) is the space whose norm is
given by
‖g‖Lq(Lr ) =
( ∫
R
( ∫
Rd−1
∣∣g(t, y)∣∣r dy)
q
r
dt
) 1
r
.
It has been known for some time (see for instance [7,17]) that the mapping properties of Xγ
depend on the torsion
Lγ = det
(
γ ′, γ ′′, . . . , γ (d−1)
)
, (1.1)
the best estimates being possible in the well-curved case, where the torsion never vanishes. Mo-
tivated by recent work on convolution and Fourier restriction operators, we seek to counteract
potential degeneracies of curvature. We accomplish this in the case of polynomial curves by
multiplying Xγ by a weight that is a power of the affine arclength, and obtain bounds that de-
pend only on the dimension and the degree of the polynomial. Even for the localized operator,
this weight turns out to be optimal in a sense that will be made precise later.
2. Background and statement of results
For the purposes of this discussion, we denote by Xγloc the localized operator, given by
X
γ
locf (t, y) =
∫
R
f
(
s, y + sγ (t))a(s, t) ds,
for some compactly supported a. Because the torsion governs the mapping properties of Xγ
and Xγloc, a useful model is γ (t) = P0(t) = (t, t2, . . . , td−1), the so-called moment curve. It is
conjectured (necessity was proved by Erdog˘an in [15]) that the X-ray transform restricted to the
moment curve satisfies ∥∥XP0locf ∥∥Lq(Lr )  ‖f ‖Lp (2.1)
if and only if p, q , and r satisfy
dp−1  (d − 1)r−1 + 1, (2.2)
d(d − 1)p−1  2q−1 + d(d − 1)r−1, (2.3)
(d − 2)(d + 1)p−1  d(d − 1)r−1. (2.4)
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,Without the localization in place, scaling dictates that XP0 : Lp → Lq(Lr) if and only if (2.2)
and (2.3) hold with equality and XP0loc maps Lp into Lq(Lr).
For a general curve γ :R→Rd−1, the torsion (1.1) may vanish at some points, and a natural
question is whether it is possible to compensate for such degeneracies of curvature. This ques-
tion was first formulated in the context of the adjoint Fourier restriction operators by Drury and
Marshall, who in [13,14] asked whether the operators
Eγ f (x) =
∫
R
eix·γ (t)f (t)
∣∣Lγ (t)∣∣ 2d(d−1) dt, x ∈Rd−1, (2.5)
satisfy Lp(R) → Lq(Rd−1) bounds with p and q independent of the curve γ . This seems to be
the case, at least for sufficiently nice curves, as has been seen in [1–3,8,10,11] and other articles.
Later, Drury [12] asked the same question about the convolution operator
T γ f (x) =
∫
R
f
(
x − γ (t))∣∣Lγ (t)∣∣ 2d(d−1) dt, x ∈Rd−1; (2.6)
this was settled in the affirmative for polynomial curves in [9,24,27]. (Results on a different class
of curves may be found in [26].)
Thus in both the restriction and convolution cases, it has been seen that the natural choice
to compensate for degeneracies of curvature is the affine arclength measure λ, which in
parametrized form γ ∗λ is given by
dγ ∗λ(t) = ∣∣det(γ ′(t), . . . , γ (d−1)(t))∣∣ 2d(d−1) dt. (2.7)
Moreover, affine arclength is extremely well-behaved under affine transformations (cf. Lemma 3.2)
and so it is reasonable to expect uniform bounds over certain classes of curves, such as polyno-
mials of a fixed degree. In the case of restricted X-ray transforms, this suggests the following.
Conjecture 2.1. Let d  3 and let P : R → Rd−1 be a polynomial of degree N . Then for any
p,q, r satisfying (2.2) and (2.3), with equality in each, and (2.4), we have∥∥XPf ∥∥
Lq(Lr ;dγ ∗λ)  C‖f ‖Lp , (2.8)
for all f ∈ Lp . The constant C depends only on d , N , and θ . Furthermore, if P is a fixed
polynomial curve and LP is not identically zero, then these are the only exponents for which
(2.8) can hold.
Here λ is the measure in (2.7), and we use the notation
‖g‖Lq(Lr ;dγ ∗λ) =
( ∫
R
( ∫
Rd−1
∣∣g(t, y)∣∣r dy)
q
r ∣∣Lγ (t)∣∣ 2d(d−1) dt
) 1
q
.
The necessity portion of this conjecture may be proved by modifying the proof of necessity
given in [15] for the well-curved case.
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The points p,q, r under consideration are precisely those which may be written as
(
p−1θ , q
−1
θ , r
−1
θ
) = (1 − θ + θd
d + 2 ,
θd
d + 2 , 1 − θ +
θ(d2 − d − 2)
d2 + d − 2
)
, (2.9)
for some 0 θ  1. Thus (2.8) when (p, q, r) = (pθ , qθ , rθ ) is equivalent to the bound∥∥XPθ f ∥∥Lqθ (Lrθ )  C‖f ‖Lpθ , (2.10)
where
XPθ f (t, y) =
∫
R
f
(
s, y + sP (t))∣∣LP (t)∣∣ 2θ(d+2)(d−1) ds, (2.11)
and the conjecture is that (2.10) holds for all 0 θ  1. In this article, we prove the following.
Theorem 2.2. Let d  3 and let P :R→Rd−1 be a polynomial of degree N . Then for 0 θ < 1,
(2.10) holds for all f in Lpθ . At the endpoint θ = 1, we have the restricted weak-type bound
∣∣〈XP1 χE,χF 〉∣∣ C|E| 1p1 ‖χF ‖Lq′1 (Lr′1 ), (2.12)
for all measurable sets E,F ⊂ Rd . The constants C in (2.10) and (2.12) depend only on d , N ,
and θ .
Thus the conjecture holds except possibly at the endpoint (p1, q1, r1). Inequality (2.12) is a
restricted weak-type version of (2.10). The authors believe that their analysis could be modified
to obtain a restricted weak-type version of (2.8) at the endpoint, but (2.12) seems to have a
slightly simpler proof.
In addition to Theorem 2.2 being nearly optimal in terms of the exponents involved, we show
in Proposition 3.3 that λ is in some sense the largest measure for which even the restricted weak-
type estimates in Conjecture 2.1 can hold.
We will turn in a moment to a discussion of some prior work concerning the XP , but first,
a word on the (p, q, r) under consideration. Three values of θ carry particular significance in
our analysis, and we record the corresponding triples here. Naturally, two of these values are the
endpoints θ = 0,1. We have
(p0, q0, r0) = (1,∞,1), (p1, q1, r1) =
(
d + 2
d
,
d + 2
d
,
d2 + d − 2
d2 − d − 2
)
.
The third value, which we denote by θ0, is the unique parameter satisfying qθ0 = rθ0 , or equiva-
lently Lqθ0 (Lrθ0 ) = Lqθ0 . It is easy to check that θ0 = (d+2)(d−1)d2+d and
(pθ0, qθ0 , rθ0) =
(
d(d + 1)
2 ,
d + 1
,
d + 1)
.
d − d + 2 d − 1 d − 1
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These are due to Wolff in [30] when d = 3, to Erdog˘an in [15] when d = 4,5, and to Christ
and Erdog˘an in [6] when d  6. Earlier work concerning non-mixed estimates was carried out in
[17] and [23]. In [6,15,30], (2.1) was also proved for all p,q, r satisfying (2.2), (2.3), and (2.4)
with strict inequality in each. The strong type bound (again in the case of the moment curve)
was proved by Laghi when θ = θ0 for d  3. By interpolation with the trivial L1 → L∞(L1)
estimate, Conjecture 2.1 has thus been verified in the case of the moment curve when d  3 and
0 θ  θ0. Thus even in the well-curved case, some of our results are new.
For more general curves, the endpoint restricted weak-type (unweighted, hence depending
on P ), Lp,1 → Lq,∞ estimates for XPloc follow from the work of Gressman in [18]. It seems
likely that all of the (again unweighted) restricted weak-type Lp → Lq(Lr) estimates for XPloc
may be proved by combining the techniques in [18] with those in [6,7], but the authors have not
undertaken to verify this. For (p−1, q−1, r−1) lying in the interior of the conjectured region of
Lp → Lq(Lr) boundedness, the result was established in [7]. Our theorem differs from all of
these results in two significant ways. First, the results of [18] do not involve a weight, and so the
exponents involved and the bounds obtained depend on the particular curve under consideration.
Second, we establish strong type estimates in many cases where solely applying the results of
[6] and [18] would yield restricted weak-type bounds. We will say more about these issues in a
moment.
We remark that there is an equivalent point of view, namely the double-fibration formulation,
which originated in [16,19] and which was discussed at length in [28]. More specifically, by
duality, Theorem 2.2 implies that for any measurable set Ω ⊂Rd+1, we have∫
χΩ(s, t, x)
∣∣LP (t)∣∣ 2θ(d+2)(d−1) ds dt dx  ∣∣π1(Ω)∣∣ 1pθ ‖χπ2(Ω)‖Lq′θ (Lr′θ ), (2.13)
where the mappings π1, π2 :Rd+1 →Rd are defined by
π1(s, t, x) =
(
s, x + sP (t)), π2(s, t, x) = (t, x).
Inequality (2.13) can be regarded as an isoperimetric inequality for sets in Rd+1 and thus may be
of independent interest. We will, however, not elaborate further on this point of view.
Outline of proof. In Section 3, we set out some preliminaries and prove the invariance and
optimality assertions made in the remarks above. Our proof uses the method of refinements
(cf. [4]), and as such, we need lower bounds for the Jacobian determinants of certain maps that
arise when we iterate; these are obtained in Section 4. In Section 5, we prove the restricted weak-
type version of (2.10) for θ0  θ  1. To do this, we use the lower bounds from Section 4 as
well as ideas adapted from [6]. We note that the presence of the affine arclength term means that
even in the non-mixed case, these restricted weak-type estimates do not follow directly from the
results of [18], which is why we use more explicit computations.
It is not, to the authors’ knowledge, known whether there is an analogue of Marcinkiewicz
interpolation that could be used to prove the main theorem from this restricted weak-type result,
and so our work is not done. In Section 6, we prove a simple interpolation lemma, thereby
obtaining improved, but non-optimal, bounds in the range θ0 < θ < 1. We also give a partial
characterization of the quasi-extremizers for these bounds. Finally, in Section 7, we complete
the proof by adapting an argument of Christ in [5], which has previously only been used in the
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and seems to be the first time that such a result has been used in conjunction with the methods
of [5] to prove strong type bounds (even in the non-mixed case).
Notation. If A and B are two positive numbers, then we write A  B to mean that A  CB ,
where the constant C > 0 may change from line to line and depends only on d , θ , and the
degree N of P . By A ∼ B , we mean A  B and B  A. We will occasionally write ‘A 
 B’
as a hypothesis; this is just a short-hand for ‘A cB for some sufficiently small constant c > 0
depending only on d , N , and θ .’ Finally, we define Π :Rd →R to be the projection Π(t, y) := t .
3. Preliminary considerations
We begin by noting that when θ = 0, the strong-type bound in Theorem 2.2 is trivial by
Fubini’s theorem. We record this observation here.
Lemma 3.1. The operator XP is a bounded operator from L1 to L∞(L1) and satisfies the bound∥∥XPf ∥∥
L∞(L1)  ‖f ‖L1, f ∈ L1.
For θ > 0, we will not be able to compute the operator norm exactly, but as noted earlier, the
operator norms of the XPθ are invariant under affine transformations and reparametrizations of P .
More concretely, we have the following
Lemma 3.2. Let A : Rd−1 → Rd−1 be an invertible affine transformation, A = B + c with c ∈
R
d−1 and B ∈ GL(d − 1,R), and let φ :R→R be a diffeomorphism. Then, if P :R→Rd−1 is
a polynomial and f ∈ Lpθ is not identically zero, we have
‖XPθ f ‖Lqθ (Lrθ )
‖f ‖Lpθ =
‖XP˜θ f˜ ‖Lqθ (Lrθ )
‖f˜ ‖Lpθ
, (3.1)
where P˜ = AP ◦ φ and f˜ (s, x) = f (s,A−1y). In particular, XPθ is a bounded operator from
Lpθ to Lqθ (Lrθ ) if and only if XP˜θ is, and moreover, the two have the same operator norms.
The proof is a routine computation, which we leave to the reader.
We now turn to the main goal of this section, which is to show that the weight that we use is
optimal in the following sense.
Proposition 3.3. Let 0  θ  1. Assume that ρ is a positive Borel measure on R such that for
any Borel sets E, F in Rd , we have∫
Rd+1
XPχE(t, y)χF (t, y) dρ(t) dy  C|E|
1
pθ ‖χF ‖
L
q′
θ (L
r′
θ )
(3.2)
for some constant C. Then ρ is absolutely continuous with respect to Lebesgue measure and its
Radon–Nikodym derivative satisfies
dρ
dt
(t) CdC
∣∣LP (t)∣∣ 2θ(d+2)(d−1) ,
for some constant Cd depending only on d . Here the constant C is the same in both of the above
inequalities.
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the analogous results are due to Oberlin in [25].
We begin with the endpoint θ = 0.
Proof of Proposition 3.3 when θ = 0. Let t0 ∈R and let 0 < δ < 1. Define sets
F = {(t, y): |t − t0| δ, |y| 1}, E = {(s, y + sP (t)): |s| 1, |t − t0| δ, |y| 1}.
We then have that ‖χF ‖L1(L∞) = 2δ and for δ sufficiently small (depending on t0), |E|  Cd .
Furthermore, if (t, y) ∈ F , then it is obvious that XPχE(t, y) = 2. Therefore
ρ
([t0 − δ, t0 + δ]) Cd
∫
XPχE(t, y)χF (t, y) dρ(t) dy,
and so our assumption (3.2) implies that ρ([t0 − δ, t0 + δ])  CdCδ. This completes the
proof. 
We now turn to the case when θ > 0. It is in this case that curvature plays a role, as we see in
the following.
Lemma 3.4. Suppose that LP ≡ 0. Then the image of P lies in a hyperplane. Moreover, (3.2) is
only possible if ρ ≡ 0 or θ = 0.
The authors do not claim that this is a new result, but as we could not find a proof in the
literature, we decided to include its simple proof for the convenience of the reader.
Proof of Lemma 3.4. We begin by proving the first conclusion. For each j = 1, . . . , d − 1, let
Aj =
{
t ∈R: dim(span{P ′(t), . . . ,P (j)(t)}) = j}.
Then A1 ⊃ A2 ⊃ · · · ⊃ Ad−1, and our hypothesis is that Ad−1 = ∅. If A1 = ∅, then P ′(t) ≡ 0,
and the result is trivial. Otherwise, we may fix j (1 j  d − 2) to be the (unique) index such
that Aj = ∅ and Aj+1 = ∅. Since Aj is obviously open, it contains an open interval J .
On J , we have that
P ′(t)∧ · · · ∧ P (j)(t)∧ P (j+1)(t) ≡ 0.
Let us assume in addition that
P ′(t)∧ · · · ∧ P (j)(t)∧ P (k)(t) ≡ 0, (3.3)
for some k  j + 1. Differentiating (3.3), we see that
(
P ′(t)∧ · · · ∧ P (j+1)(t)∧ P (k)(t))+ (P ′(t)∧ · · · ∧ P (j)(t)∧ P (k+1)(t)) ≡ 0
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(which we have assumed are linearly independent) for every t ∈ J , so the first term in the above
sum is identically zero. This completes the inductive step, verifying that
P ′(t)∧ · · · ∧ P (j)(t)∧ P (k)(t) ≡ 0
on J (and hence on R) for each k ∈N.
Without loss of generality, 0 ∈ J and P(0) = 0. For any t ∈R, we have
P(t) =
N∑
n=1
tn
n!P
(n)(0),
and thus by the previous observation, P lies in the subspace spanned by P ′(0), . . . ,P (j)(0).
Recalling that j < d − 1, we have proved that the image of P lies in a hyperplane.
Applying a rotation if necessary, we may assume that P ⊂ Rd−2 × {0}. Given a bounded
interval I ⊂R and δ > 0, we define sets
F = {(t, y′, yd−1) ∈R×Rd−2 ×R: t ∈ I, ∣∣y′∣∣ 1, |yd−1| δ},
E =
{(
s, x′, xd−1
) ∈R×Rd−2 ×R: |s| 1, ∣∣x′∣∣ 1 + sup
I
∣∣P(t)∣∣, |xd−1| δ}.
We observe that |E| CI,P,dδ,
∫
F
dρ(t) dy ∼ ρ(I)δ, and ‖χF ‖Lq′ (Lr′ ) ∼ |I |
1
q′ δ
1
r′
. Additionally,
for (t, y) ∈ F , we have that XPχE(t, y) = 2, so
ρ(I)δ 
∫
I×Rd
XPχE(t, y)χF (t, y) dρ(t) dy  δ
1
p |I | 1q′ δ 1r′ ,
and if θ > 0 (so r ′ < p′ < ∞), we see that ρ(I) = 0 by letting δ ↘ 0. This completes the proof
of the lemma. 
We are finally ready to complete the proof of Proposition 3.3.
Proof of Proposition 3.3 when θ > 0. We begin by considering a point t0 where LP (t0) = 0.
Given δ > 0, we define sets E and F by
E :=
{(
s, x + sP (t0)
)
: |s| < 1, x =
d−1∑
j=1
vjP
(j)(t0), where |vj | < 2δj
}
,
F :=
{
(t, y): |t − t0| < δ, y =
d−1∑
j=1
vjP
(j)(t0), where |vj | < δj
}
.
It is easy to see that
|E| = 2dδ d(d−1)2 ∣∣LP (t0)∣∣,
∫
dρ(t) dy = ρ([t0 − δ, t0 + δ])δ d(d−1)2 ∣∣LP (t0)∣∣,
F
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(
δ
d(d−1)
2
∣∣LP (t0)∣∣) 1r′ δ 1q′ .
Since P is a polynomial of degree N , we have
P(t) = P(t0)+
N∑
j=1
(t − t0)j
j ! P
(j)(t0). (3.4)
By Cramer’s rule, we have for d  j N that
P (j)(t0) =
d−1∑
i=1
det(P ′, . . . ,P (i−1),P (j),P (i+1), . . . ,P (d−1))(t0)
det(P ′, . . . ,P (d−1))(t0)
P (i)(t0).
Hence by (3.4), if δ is sufficiently small and |t − t0| < δ, we have that
P(t) = P(t0)+
d∑
j=1
vjP
(j)(t0),
with |vj | < 2δj . Therefore
(t, y) ∈ F and |s| 1 ⇒ (s, y + sP (t)) ∈ E. (3.5)
This in turn implies that
ρ
([t0 − δ, t0 + δ])
∫
XPχE(t, y)χF (t, y) dρ(t) dy  CdC|E|
1
pθ ‖χF ‖
L
q′
θ (L
r′
θ )
.
After some algebra, we obtain
ρ
([t0 − δ, t0 + δ]) CdC∣∣LP (t0)∣∣ 1pθ − 1rθ δ d(d−1)2pθ − d(d−1)2rθ +1− 1qθ
= CdC
∣∣LP (t0)∣∣ 2θ(d+2)(d−1) δ.
The proposition then follows from the observation that for (3.2) to hold, ρ({t0}) = 0 for every
t0 ∈R (in particular for those points satisfying LP (t0) = 0). This may be proved similarly to the
proof of the proposition when θ = 0, and we leave the details to the reader. 
4. Jacobian estimates
One of the main steps in our proof of Theorem 2.2 will be to prove that the operators Xθ
satisfy the restricted weak-type bounds corresponding to (2.10). We will establish these bounds
by using Christ’s method of refinements (cf. [4,6,28]), which involves proving lower bounds for
the volumes of certain sets obtained by iterating. In order to do this, we will need to prove lower
bounds for the Jacobian determinants of the maps that arise when we iterate.
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X∗θ (s, x) =
∫
R
f
(
t, x − sP (t))∣∣LP (t)∣∣ 2θ(d+2)(d−1) dt.
Here we have omitted the superscript P from the operator, as we will continue to do for the
remainder of the article.
Given base points (s0, x0), (t0, y0) ∈ Rd , we define maps Φk(s0,x0),Ψ k(t0,y0) : Rk → Rd (k =
1,2, . . . , d) by
Φ2K(s0,x0)(t1, s1, . . . , tK, sK) =
(
sK, x0 −
K∑
j=1
(sj−1 − sj )P (tj )
)
, (4.1)
Φ2K+1(s0,x0)(t1, s1, . . . , tK+1) =
(
tK+1, x0 −
K∑
j=1
(sj−1 − sj )P (tj )− sKP (tK+1)
)
, (4.2)
Ψ 2K(t0,y0)(s1, t1, . . . , sK, tK) =
(
tK, y0 +
K∑
j=1
sj
(
P(tj−1)− P(tj )
))
, (4.3)
Ψ 2K+1(t0,y0) (s1, t1, . . . , sK+1) =
(
sK+1, y0 + s1P(t0)−
K∑
j=1
(sj − sj+1)P (tj )
)
. (4.4)
The main goal of this section will be to establish the following proposition, which relates the
Jacobian determinants of Φd
(s0,x0)
,Ψ d
(t0,y0)
to the torsion, LP = det(P ′, . . . ,P (d−1)).
Proposition 4.1. Let d = 2D be an even integer and P : R→ Rd−1 a polynomial of degree N .
Then there exists a decomposition R= ⋃CN,dj=1 Ij into disjoint intervals such that for each j , thefollowing hold:
(i) If (s0, s1, . . . , sD) ∈RD+1 and (t0, t1, . . . , tD) ∈ ID+1j , then
∣∣det(DΨ d(t0,y0)(s1, t1, . . . , sD, tD))∣∣

D−1∏
i=1
{
|si+1 − si |
∣∣LP (ti)∣∣ 2d ∏
0jD
j =i
|tj − ti |2
}∣∣LP (t0)∣∣ 1d ∣∣LP (tD)∣∣ 1d |tD − t0|, (4.5)
∣∣det(DΦd(s0,x0)(t1, s1, . . . , tD, sD))∣∣

D∏
i=1
{
|si − si−1|
∣∣LP (ti)∣∣ 2d ∏
1jD
j =i
|tj − ti |2
}
. (4.6)
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that ∣∣LP (t)∣∣ ∼ Aj |t − bj |Kj , for every t ∈ Ij . (4.7)
If d = 2D+1 is odd, then analogous statements hold, only we must modify the bounds in (4.5),
(4.6) to
∣∣det(DΨ d(t0,y0)(s1, t1, . . . , sD+1))∣∣

D∏
i=1
{
|si+1 − si |
∣∣LP (ti)∣∣ 2d ∏
0jD
j =i
|tj − ti |2
}∣∣LP (t0)∣∣ 1d (4.8)
∣∣det(DΦd(s0,x0)(t1, s1, . . . , tD+1))∣∣

D∏
i=1
{
|si − si−1|
∣∣LP (ti)∣∣ 2d ∏
1jD+1
j =i
|tj − ti |2
}∣∣LP (tD+1)∣∣ 1d . (4.9)
Here again, ti ∈ Ij , while si ∈R.
For the proof, we will find alternative expressions for the Jacobian determinants and then
apply the following theorem from [11].
Theorem 4.2. (See [11].) If Q :R→Rd is a polynomial of degree N , then there exists a decom-
position R= ⋃CN,dj=1 Ij into disjoint intervals such that for each j , the following hold:
(i) If (t1, . . . , td ) ∈ I dj , then
∣∣det(Q′(t1), . . . ,Q′(td))∣∣ d∏
j=1
∣∣LQ(tj )∣∣ 1d ∏
j<k
|tj − tk|.
(ii) There exist a constant Aj  0, an integer Kj ∈ [0,Cd,N ], and a real number bj /∈ int Ij such
that ∣∣LQ(t)∣∣ ∼ Aj |t − bj |Kj , for every t ∈ Ij .
We record some useful formulae here.
Lemma 4.3. Let Q(t) = (t, ∫ P(t) dt) be an antiderivative of (1,P ). If d = 2D is even, then
det
(
DΨ d(t0,y0)(t1, s1, . . . , tD, sD)
)
= ±
{
D−1∏
(si+1 − si)
}{ 2D−1∏
∂j |tj=tj−D
}
det
(
Q′(t0), . . . ,Q′(t2D−1)
) (4.10)
i=1 j=D+1
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(
DΦd(s0,x0)(t1, s1, . . . , tD, sD)
)
= ±
{
D∏
i=1
(si − si−1)
}{ 2D∏
j=D
∂j |tj=tj−D
}
det
(
Q′(t1), . . . ,Q′(t2D)
)
. (4.11)
If d = 2D + 1 is odd, then
det
(
DΨ d(t0,y0)(s1, t1, . . . , sD, tD, sD+1)
)
= ±
{
D∏
i=1
(si+1 − si)
}{ 2D∏
j=D+1
∂j |tj=tj−D
}
det
(
Q′(t0), . . . ,Q′(t2D)
)
, (4.12)
det
(
DΦd(s0,x0)(t1, s1, . . . , tD, sD, tD+1)
)
= ±
{
D∏
i=1
(si − si−1)
}{ 2D+1∏
j=D+2
∂j |tj=tj−D−1
}
det
(
Q′(t1), . . . ,Q′(t2D+1)
)
. (4.13)
Proof of Lemma 4.3. We will give the proof of (4.10) only, the remaining formulas having
similar derivations. We compute:
det
(
DΨ d(t0,y0)(t1, s1, . . . , tD, sD)
)
=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
0 (s1 − s2)P ′(t1)
...
...
0 (sD−1 − sD)P ′(tD−1)
1 sDP ′(tD)
0 P(t1)− P(t0)
...
...
0 P(tD)− P(tD−1)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= ±
{
D−1∏
i=1
(si+1 − si)
}
∣∣∣∣∣∣∣∣∣∣∣∣∣
P(t1)− P(t0)
...
P (tD)− P(tD−1)
P ′(t1)
...
P ′(tD−1)
∣∣∣∣∣∣∣∣∣∣∣∣∣
= ±
{
D−1∏
i=1
(si+1 − si)
}
∣∣∣∣∣∣∣∣∣∣∣∣∣
1 P(t0)
...
...
1 P(tD)
0 P ′(t1)
...
...
0 P ′(tD−1)
∣∣∣∣∣∣∣∣∣∣∣∣∣
= ±
{
D−1∏
i=1
(si+1 − si)
}{ 2D−1∏
j=D+1
∂j |tj=tj−D
}∣∣∣∣∣∣
1 P(t0)
...
...
1 P(t2D−1)
∣∣∣∣∣∣ . 
Now we are ready to begin the proof of Proposition 4.1.
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bound for { 2D−1∏
j=D+1
∂j |tj=tj−D
}
det
(
Q′(t0), . . . ,Q′(t2D−1)
)
. (4.14)
Since the determinant on the right of (4.14) is an anti-symmetric polynomial, it may be factorized
as
det
(
Q′(t0), . . . ,Q′(t2D−1)
) = { ∏
0i<j2D−1
(tj − ti )
}
J (t0, . . . , t2D−1), (4.15)
for some other polynomial J of 2D variables. Additionally, by Theorem 4.2 and the trivial iden-
tity LQ = LP , after decomposing R = ⋃CN,dj=1 Ij , for (t0, . . . , t2D−1) ∈ I dj , we have the lower
bound
∣∣det(Q′(t0), . . . ,Q′(t2D−1))∣∣ 2D−1∏
j=0
∣∣LP (tj )∣∣ 1d ∏
j<k
|tj − tk|.
Thus the polynomial J in (4.15) obeys
∣∣J (t0, . . . , t2D−1)∣∣ 2D−1∏
j=0
∣∣LP (tj )∣∣ 1d . (4.16)
Now we fix D + 1 j  2D − 1 and consider a single derivative from (4.14),
∂j |tj=tj−D det
(
Q′(t0), . . . ,Q′(t2D−1)
)
.
By (4.15) and the product rule, this is a sum of d(d−1)2 + 1 terms, one for each of the linear
factors in (4.15) and an additional one for J . But it is clear that the only one of these terms that
is nonzero is the one in which ∂j eliminates the (tj − tj−D) factor before the evaluation. Hence
the quantity in (4.14) is equal to
±
{
D−1∏
i=1
(tD − ti )2(ti − t0)2
D−1∏
j=i+1
(tj − ti )4
}
(tD − t0)J (t0, . . . , tD, t1, . . . , tD−1).
Using this together with (4.16) and (4.10), the proof of Proposition 4.1 is complete. 
The lower bounds in Proposition 4.1 together with the invariances in Lemma 3.2 allow us to
make some reductions before we attempt to prove Theorem 2.2.
Lemma 4.4. In proving Theorem 2.2, it suffices to consider the truncated operator X˜θ given by
X˜θf (t, y) =
∫
f
(
s, y + sP (t))|t | 2Kθ(d+2)(d−1) χI (t) ds, I ⊂ [0,1], (4.17)R
S. Dendrinos, B. Stovall / Journal of Functional Analysis 262 (2012) 4986–5020 4999where P is a polynomial of degree N such that for t ∈ I we have∣∣LP (t)∣∣ ∼ |t |K,
with K ∈ [0,Cd,N ] an integer. We may further assume that on R× I ×R× · · · , either (4.5) or
(4.8) holds, and that on I ×R× I × · · · , either (4.6) or (4.9) holds, depending on whether d is
even or odd.
Proof. Obviously, in proving (2.10), we may assume that f  0. By the triangle inequality, it
suffices to bound each of the operators X(j)θ given by
X
(j)
θ f (t, y) =
∫
R
f
(
s, y + sP (t))∣∣LP (t)∣∣ 2θ(d+2)(d−1) χIj (t) ds,
with Ij one of the intervals in the decomposition in Proposition 4.1. By the monotone conver-
gence theorem (since f  0), in bounding X(j)θ , we may assume that Ij is a bounded interval.
Next, by reparametrizing (linearly) in t and applying Lemma 3.2, we may assume that Ij ⊂ [0,1]
and that bj = 0. Multiplying P by a constant and using Lemma 3.2 again, we may assume that
Aj = 1. Finally, since f  0 and |LP (t)| ∼ |t |K (after all of our reductions), we may replace the
weight |LP (t)|
2θ
(d+2)(d−1) with |t | 2Kθ(d+2)(d−1) . This completes the proof. 
As it suffices to establish bounds for X˜θ , we will work with these operators from here forward
and drop the ˜’s from our notation. We note that under this reduction, the adjoint of Xθ is given
by
X∗θ g(s, x) =
∫
I
g
(
t, x − sP (t))|t | 2Kθ(d+2)(d−1) dt. (4.18)
5. The restricted weak-type bounds
The main goal of this section is to prove a restricted weak-type version of Theorem 2.2. Our
proof is similar to the proof of the restricted weak-type bound at the endpoint θ = 1 given in [6],
but we must make some modifications to deal with the differences in the operators.
We recall the quantity
θ0 = (d+2)(d−1)d(d+1) ,
which is the unique value of θ such that qθ = rθ .
Proposition 5.1. Let d  3 and let P : R→ Rd−1 be a polynomial of degree N . Then for θ0 
θ  1, Xθ satisfies the restricted weak-type bound
〈XθχE,χF 〉 |E|
1
pθ ‖χF ‖
L
q′
θ (L
r′
θ )
(5.1)
for all measurable E,F ⊂Rd .
Before beginning the proof of Proposition 5.1, we make a minor reduction.
5000 S. Dendrinos, B. Stovall / Journal of Functional Analysis 262 (2012) 4986–5020Lemma 5.2. It suffices to prove Proposition 5.1 under the additional hypothesis that there exists
a constant β such that β X∗θ χF (s, x) 2β for each (s, x) ∈ E.
Proof of Lemma 5.2. Assume that the proposition has been proven under the additional hypoth-
esis given in the lemma and let E,F ⊂ Rd be measurable sets. By the monotone convergence
theorem, we may assume that E,F are bounded sets, and we may of course assume that E,F
have positive measures.
Let β = 〈XθχE,χF 〉|E| . For n ∈ Z, let
En = {(s, x) ∈ E: 2n−1β <X∗θ χF (s, x) 2nβ}.
Then standard arguments show that
〈Xθχ⋃−1
n=−∞ En
,χF 〉 12 〈XθχE,χF 〉,
which implies that
1
2
〈XθχE,χF 〉
∞∑
n=0
〈XθχEn,χF 〉.
Furthermore,
β|E| = 〈XθχE,χF 〉 〈XθχEn,χF 〉 2n−1β
∣∣En∣∣,
so |En| 2−n|E|. Thus by our assumption, we have
〈XθχE,χF 〉
∞∑
n=0
〈XθχEn,χF 〉
∞∑
n=0
2−
n
pθ |E| 1pθ ‖χF ‖
L
q′
θ (L
r′
θ )
 |E| 1pθ ‖χF ‖
L
q′
θ (L
r′
θ )
,
i.e. (5.1) holds. This completes the proof of the lemma. 
We record two more lemmas before proceeding to the main part of the proof of Proposi-
tion 5.1.
Lemma 5.3. (See [6].) Let F ⊂Rd . Then
‖χF ‖
L
q′
θ (L
r′
θ )
 |F |
1
r′
θ
∣∣Π(F)∣∣ 1q′θ − 1r′θ , θ0  θ  1,
where Π :Rd →R denotes the projection Π(t, y) = t .
Proof. For θ in the specified range, we have rθ  qθ , so r ′θ  q ′θ . Thus by Hölder’s inequality,
we have
|F | =
∫ ∫
d−1
χF (t, y) dy dt 
∣∣Π(F)∣∣1− r
′
θ
q′
θ
( ∫ ( ∫
d−1
χF (t, y) dy
) q′θ
r′
θ
dt
) r′θ
q′
θ
. Π(F)R R R
S. Dendrinos, B. Stovall / Journal of Functional Analysis 262 (2012) 4986–5020 5001Next is a variant of a lemma from [6]. For 0 θ  1, we let μθ denote the measure satisfying∫
R
f (t) dμθ (t) =
∫
I
f (t)|t | 2Kθ(d+2)(d−1) dt. (5.2)
Lemma 5.4. Let ε > 0. Then there exists a constant cε > 0 such that for every interval I0 ⊂ [0,1]
and every Lebesgue measurable S ⊂ I0, there exists an interval J ⊂ I0 such that μθ(J ∩ S) 
1
2μθ(S) and such that for every interval I ′ ⊂ J with μθ(I ′) = 12μθ(J ), we have that
μθ
(
S ∩ (J \ I ′)) cε
(
μθ(S)
μθ (J )
)ε
μθ (S).
Proof. We will use a stopping time argument to find an interval J having measure μθ(J ) =
2mμθ(S) such that μθ(J ∩ S)  12μθ(S) and such that for any interval I ′ ⊂ J with μθ(I ′) =
1
2μθ(J ),
μθ
(
S ∩ I ′)< (1 − cε2−mε)μθ(S ∩ J ).
With I0 as in the statement of the lemma, define m0  0 so that μθ(I0) = 2m0μθ(S). Let c > 0
be a fixed constant whose value will be determined in a moment. We argue inductively. Given Ij ,
if there exists an interval I ′ ⊂ Ij with μθ(I ′) = 12μθ(Ij ) and
μθ
(
S ∩ I ′) (1 − c2ε(j−m0))μθ(S ∩ Ij ),
then we let Ij+1 = I ′ (for one such interval I ′) and continue. Otherwise we stop.
We observe that at the j -th stage,
μθ(S ∩ Ij )
(
1 − c2ε(j−1−m0)) · · · (1 − c2−εm0)μθ(S).
In particular, if c = cε is taken sufficiently small, then
μθ(S ∩ Ij ) 12μθ(S), for all j m0 + 2.
But since j > m0 + 1 implies that μθ(Ij ) < 12μθ(S), the procedure must stop while j m0 + 1.
The proof is thus complete. 
We are now ready to prove Proposition 5.1.
Proof of Proposition 5.1. By Lemma 4.4, our goal is to establish the restricted weak-type es-
timate (5.1) for Xθ = X˜θ in the reduced form (4.17). Let E,F ⊂ Rd be measurable sets having
finite, positive measures. By Lemma 5.2, we may assume that
0 < β X∗θ χF (s, x) 2β < ∞
for each (s, x) ∈ E.
5002 S. Dendrinos, B. Stovall / Journal of Functional Analysis 262 (2012) 4986–5020We define
Iβ =
[
cβδKθ ,1
]
, δKθ =
(
1 + 2Kθ
(d + 2)(d − 1)
)−1
(5.3)
and observe that for c sufficiently small, we have μθ(I \ Iβ) 
 β . (Recall that I ⊆ [0,1] and μθ
is given by (5.2).)
Let (s, x) ∈ E and observe that
X∗θ χF (s, x) = μθ
({
t ∈ I : (t, x − sP (t)) ∈ F}).
Thus if we define
S(s,x) =
{
t ∈ Iβ :
(
t, x − sP (t)) ∈ F},
we have μθ(S(s,x)) ∼ β .
Let ε > 0 be a small quantity to be determined in a moment. By Lemma 5.4, there exists an
interval I(s,x) ⊂ Iβ such that
μθ(I(s,x)) = 2m(s,x)β, with m(s,x) −C for some integer constant C,
μθ(I(s,x) ∩ S(s,x)) ∼ β,
and for any interval I ′ ⊂ I(s,x) with μθ(I ′) = 12μθ(I(s,x)) we have
μθ
(
S(s,x) ∩
(
I(s,x) \ I ′
))
 cε2−εm(s,x)β.
We partition E as E = ⋃∞m=−C Em, where
Em = {(s, x): m− 1 <m(s,x) m}.
With m fixed, we choose points Tj , 0 j M , satisfying
inf(I ∩ Iβ) = T0 < T1 < · · · < TM = 1,
2m−1β  μθ
([Tj−1, Tj ]) 2mβ, j = 1, . . . ,M.
Let Jmj = [Tj−1, Tj ], for 1 j M and Jm0 = ∅. It is easy to see that
∣∣Jmj ∣∣ ∼ 2mβT − 2Kθ(d+2)(d−1)j , 1 j M. (5.4)
For j = 1, . . . ,M , we define
Emj =
{
(s, x) ∈ Em: I(s,x) ⊂ Jmj−1 ∪ Jmj ∪ Jmj+1
}
and observe that if (s, x) ∈ Emj , then
β ∼ X∗χF (s, x) ∼ μθ(S(s,x)) ∼ X∗χFm(s, x), (5.5)θ θ j
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αmj =
〈XθχEmj ,χFmj 〉
|Fmj |
.
We will soon prove the following.
Lemma 5.5. Provided θ0  θ  1 and ε is sufficiently small, depending on N and d , there exists
ρ > 0 such that
∣∣Fmj ∣∣ 1r′θ − 1p′θ  2mρ(αmj ) 1p′θ β 1pθ ∣∣Jmj ∣∣ 1r′θ − 1q′θ . (5.6)
The implicit constant and ρ are both independent of θ .
Assuming the lemma for now, we complete the proof of Proposition 5.1.
Using the definition of αmj and the fact that
〈XθχEm
j
,χFm
j
〉
|Emj | ∼ β (which follows from (5.5)), we
see after a little algebra that, provided ε is sufficiently small, we have
〈XθχEmj ,χFmj 〉 2−ρm
|Emj |
1
pθ |Fmj |
1
r′
θ
|Jmj |
1
r′
θ
− 1
q′
θ
 2−ρm
∣∣Emj ∣∣ 1pθ ‖χFmj ‖Lq′θ (Lr′θ ). (5.7)
Using the fact that Em = ⋃j Emj , the relation (5.5), the bound (5.7), and Hölder’s inequality
(recall that pθ  qθ for θ  d2+d−2d2+d ), we obtain
〈XθχEm,χF 〉
∑
j
〈XθχEmj ,χF 〉 ∼
∑
j
〈XθχEmj ,χFmj 〉
 2−ρm
∑
j
∣∣Emj ∣∣ 1pθ ‖χFmj ‖Lq′θ (Lr′θ )
 2−ρm
(∑
j
∣∣Emj ∣∣
) 1
pθ
sup
j
‖χFmj ‖
1− q
′
θ
p′
θ
L
q′
θ (L
r′
θ )
(∑
j
‖χFmj ‖
q ′θ
L
q′
θ (L
r′
θ )
) 1
p′
θ
.
To bound this last term, we observe that a point t ∈ I can lie in Π(Fmj ) for at most three values
of j , and similarly, a point (s, x) ∈ Em can lie in Emj for at most three values of j . Thus∑
j
∣∣Emj ∣∣ |E| ∑
j
‖χFmj ‖
q ′θ
L
q′
θ (L
r′
θ )
 ‖χF ‖q
′
θ
L
q′
θ (L
r′
θ )
, (5.8)
which by the computation above implies that
〈XθχEm,χF 〉 2−ρm
∣∣Em∣∣ 1pθ ‖χF ‖
L
q′
θ (L
r′
θ )
.
Summing on m, we obtain (5.1), and the proposition is proved. 
5004 S. Dendrinos, B. Stovall / Journal of Functional Analysis 262 (2012) 4986–5020The proof of the key estimate in Lemma 5.5 will be by the method of refinements. Similar
arguments have already appeared in print, but there are some differences that arise here, and so
we give a complete proof.
We begin by recalling the iterated mappings Φk(s0,x0),Ψ
k
(t0,y0)
:Rk →Rd given in (4.1)–(4.4).
The following lemmas will reduce the proof of Lemma 5.5 to a computation.
Lemma 5.6. If d = 2D  4 is even, then there exist a point (t0, y0) ∈ Fmj and a set Ωd ⊂ Rd
with Ψ d(t0,y0)(Ωd) ⊂ Fmj and
∫
Ωd
|t0tD|
2Kθ
(d+2)(d−1)
(
D−1∏
k=1
|tk|
4Kθ
(d+2)(d−1)
)
dtD · · ·ds1  2−εm
(
αmj
)D
βD. (5.9)
Furthermore, (s1, t1, . . . , sD, tD) ∈ Ωd implies that ti ∈ Jmj−1 ∪ Jmj ∪ Jmj+1 for 0 i D and
|si − si−1|
αmj
|ti−1|
2Kθ
(d+2)(d−1)
, 2 i D, (5.10)
|tl − ti | β|ti tl |−
Kθ
(d+2)(d−1) , 0 i < l D − 1, (5.11)
|tD − t1| 2 12 (1+δKθ )mβ|tDt1|−
Kθ
(d+2)(d−1) , (5.12)
|tD − ti | 2−εmβ|tDti |−
Kθ
(d+2)(d−1) , i = 0,2, . . . ,D − 1, (5.13)
where δKθ is as in (5.3).
Lemma 5.7. If d = 2D + 1 3 is odd, then there exist a point (s0, x0) ∈ Emj and a set Ωd ⊂Rd
with Φd(s0,x0)(Ωd) ⊂ Fmj and
∫
Ωd
(
D∏
k=1
|tk|
4Kθ
(d+2)(d−1)
)
|tD+1|
2Kθ
(d+2)(d−1) dtD+1 dsD · · ·dt1  2−εm
(
αmj
)D
βD+1. (5.14)
Furthermore, (t1, s1, . . . , tD+1) ∈ Ωd implies that ti ∈ Jmj−1 ∪ Jmj ∪ Jmj+1, for 1 i D + 1 and
|si − si−1|
αmj
|ti |
2Kθ
(d+2)(d−1)
, 1 i D, (5.15)
|tl − ti | β|ti tl |−
Kθ
(d+2)(d−1) , 0 i < l D, (5.16)
|tD+1 − t1| 2 12 (1+δKθ )mβ|tD+1t1|−
Kθ
(d+2)(d−1) , (5.17)
|tD+1 − ti | 2−εmβ|tD+1ti |−
Kθ
(d+2)(d−1) , 2 i D − 1, (5.18)
where δKθ is as in (5.3).
We only give a proof in the even dimensional case, the odd dimensional case being similar.
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m
j . By arguments which by now have appeared
many times in the literature (cf. [4]), there exist sets
∅ = Fmj,D ⊆ Fmj,D−1 ⊆ · · · ⊆ Fmj,0 = Fmj ,
∅ = Emj,D ⊆ Emj,D−1 ⊆ · · · ⊆ Emj,0 = Emj
so (t, y) ∈ Fmj,k implies that XθχEmj,k−1(t, y) αmj and (s, x) ∈ Emj,k implies that X∗θ χFmj,k (s, x)
X (Emj ,Fmj )
|Emj | =: β
j
m ∼ β . In other words
(t, y) ∈ Fmj,k ⇒
∣∣{s ∈R: (s, y + sP (t)) ∈ Emj,k−1}∣∣ α
m
j
t
2Kθ
(d+2)(d−1)
, (5.19)
(s, x) ∈ Emj,k ⇒ μθ
({
t ∈ I : (t, x − sP (t)) ∈ Fmj,k}) βmj . (5.20)
Furthermore, if (t, x − sP (t)) ∈ Fmj,k , then we in fact have
t ∈ Π(Fmj,k) ⊆ Π(Fmj ) ⊆ Jmj−1 ∪ Jmj ∪ Jmj+1.
Let s ∈R and t ∈ Iβ . Then it is obvious that
∣∣∣∣
{
s′ ∈R: ∣∣s′ − s∣∣ 
 αmj
t
2Kθ
(d+2)(d−1)
}∣∣∣∣ 
 α
m
j
t
2Kθ
(d+2)(d−1)
.
Next we consider the interval
Jt =
[
t − c β
t
2Kθ
(d+2)(d−1)
, t + c β
t
2Kθ
(d+2)(d−1)
]
,
where c is a small constant satisfying the following. First, since t  βδK by (5.3), we may choose
c sufficiently small that t ∈ Iβ and t ′ ∈ Jt implies t ∼ t ′. Second, μθ(Jt ) ∼ (supJt )
2Kθ
(d+2)(d−1) |Jt |,
and since supJt ∈ Iβ , making c smaller if necessary, μθ(Jt ) 
 β . With c fixed, t ′ /∈ Jt implies
that
∣∣t ′ − t∣∣ β(
t t ′
) 2Kθ
(d+2)(d−1)
.
Now let (t0, y0) ∈ Fmj,D . We define
Ω1 =
{
s1 ∈R: Ψ 1(t0,y0)(s1) ∈ Emj,D−1
}
and then recursively define
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{
(s1, t1, . . . , sk, tk) ∈ Ω2k−1 ×R: Ψ 2k(t0,y0)(s1, t1, . . . , tk) ∈ Fmj,D−k,
tk /∈ Jti , 0 i  k − 1
}
,
Ω2k+1 =
{
(s1, t1, . . . , tk, sk+1) ∈ Ω2k ×R: Ψ 2k+1(t0,y0)(s1, t1, . . . , sk+1) ∈ Emj,D−k,
|sk+1 − sk|
αmj
t
2Kθ
(d+2)(d−1)
k
}
,
for 1 k D − 1.
To define Ωd , we must argue a little differently. Let (s1, t1, . . . , sD) ∈ Ωd−1 and define xD so
that (sD, xD) = Ψ d−1(t0,y0)(s1, t1, . . . , sD). We observe that
μθ
({
t ∈ S(sD,xD): |t − t1| 
 |I(sD,xD)|
}) 
 μθ(I(sD,xD)),
so by the way the intervals I(s,x) were defined (cf. Lemma 5.4), we have
μθ
({
t ∈ S(sD,xD): |t − t1| |I(sD,xD)|
})
 2−εmβ.
Furthermore,
μθ
(
D−1⋃
i=2
[
ti − c 2
−εmβ
t
2Kθ
(d+2)(d−1)
i
, ti + c 2
−εmβ
t
2Kθ
(d+2)(d−1)
i
])

 2−εmβ.
Therefore if we define
Ωd =
{
(s1, t1, . . . , sD, tD) ∈ Ωd−1 ×R: tD ∈ S(sD,xD), |tD − t1| |I(sD,xD)|, and
|tD − ti | 2
−εmβ
t
2Kθ
(d+2)(d−1)
i
, i = 0,2, . . . ,D − 1
}
,
then Ωd satisfies the volume lower bound (5.9). We have already shown that (5.10) and (5.11)
hold on Ωd , and (5.13) is proved in the same way as (5.11).
We finally turn to (5.12). Let (s1, t1, . . . , tD) ∈ Ωd , and define xD as above. For each 1 j 
M , the requirements μθ(Jmj ) ∼ 2mβ and Jmj ⊂ Iβ imply that
inf
(
Jmj
)
 2−mδKθ sup
(
Jmj
)
. (5.21)
Indeed, if sup(Jmj ) 2 inf(Jmj ), then
sup
(
Jmj
) 2Kθ
(d+2)(d−1)+1 ∼ sup(Jmj ) 2Kθ(d+2)(d−1) ∣∣Jmj ∣∣ ∼ μθ (Jmj ) ∼ 2mβ,
from which we deduce that
sup
(
Jm
)

(
2mβ
)δKθ  2mδKθ inf(Jm),j j
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inf
(
Jmj
) ∼ sup(Jmj ), j  2, (5.22)
because in this case,
inf
(
Jmj
)
 sup
(
Jm1
)

(
2mβ
)δKθ .
By (5.21), since t1, tD ∈ Jmj−1 ∪ Jmj ∪ Jmj+1 and I(sD,xD) ⊂ Jmj−1 ∪ Jmj ∪ Jmj+1, we have
min{t1, tD} 2−mδkθ sup
(
Jmj−1 ∪ Jmj ∪ Jmj+1
)
 2−mδkθ sup I(sD,xD).
Additionally, since |t1 − tD| |I(sD,xD)| and t1, tD > 0, we have
max{t1, tD} sup I(sD,xD).
We may therefore conclude that
|t1 − tD|(t1tD)
Kθ
(d+2)(d−1)  |I(sD,xD)|2−mδKθ
Kθ
(d+2)(d−1) (sup I(sD,xD))
2Kθ
(d+2)(d−1)
∼ 2−mδKθ Kθ(d+2)(d−1) μθ (I(sD,xD)) ∼ 2m(1−δKθ
Kθ
(d+2)(d−1) )β = 2 12 (1+δKθ )mβ.
This completes the proof of (5.12) and thus of the lemma. 
Now we are ready to prove Lemma 5.5.
Proof of Lemma 5.5. We give the details of the necessary computation when d = 2D. Since
Ψ d(t0,y0)
is a polynomial, a standard application of Bezout’s theorem gives
∣∣Fmj ∣∣ ∣∣Ψ d(t0,y0)(Ωd)∣∣
∫
Ωd
∣∣detDΨ d(t0,y0)(s1, t1, . . . , sD, tD)∣∣dtD · · ·ds1.
Thus by Proposition 4.1, the lower bounds (5.10)–(5.13), and a bit of arithmetic,
∣∣Fmj ∣∣
∫
Ωd
D−1∏
i=1
{
|si+1 − si ||ti |KD
∏
0jD
j =i
|tj − ti |2
}
|t0tD| K2D |tD − t0|dtD · · ·ds1

∫
Ωd
(
αmj
)D−1
β2D(D−1)+12m(1+δKθ−ε(d−2))|t0tD|Kd − Kθd+2
D−1∏
i=1
|ti | 2Kd − 2Kθd+2 .
To take advantage of (5.9), we use the fact that ti  T mj (by (5.22), since ti ∈ Jmj−1 ∪ Jmj ∪ Jmj+1),
and obtain
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×
∫
Ωd
|t0tD|
2Kθ
(d+2)(d−1)
D−1∏
i=1
|ti |
4Kθ
(d+2)(d−1) dtD · · ·ds1

(
αmj
)d−1
β
d2−d+2
2 2m(1+δKθ−ε(d−3))
(
T mj
)−K( d(d+1)θ
(d+2)(d−1)−1).
Now we use the fact that |Jmj |(T mj )
2Kθ
(d+2)(d−1) ∼ 2mβ and a bit of arithmetic to see that if ε is
sufficiently small, then
∣∣Fmj ∣∣ (αmj )d−1β (d+2)(d−1)2θ −(d−1)2m(δKθ+ (d+2)(d−1)2 ( 1θ −1)−ε(d−2))∣∣Jmj ∣∣ d(d+1)2 − (d+2)(d−1)2θ
= 2mρα
1
p′
θ
( 1
r′
θ
− 1
p′
θ
)−1
β
1
pθ
( 1
r′
θ
− 1
p′
θ
)−1 ∣∣Jmj ∣∣( 1r′θ − 1q′θ )( 1r′θ − 1p′θ )−1 .
This completes the proof. 
6. Interpolation
If we were working with unweighted, non-mixed Lp → Lq bounds with (p−1, q−1) lying on a
line segment, then strong-type bounds away from the endpoints would follow from the restricted
weak-type bounds at the endpoints via Marcinkiewicz interpolation. The mixed norms seem to
present particular difficulties. Although there are cases (such as in [22]) where interpolation of
multiple inequalities has been used to deduce strong type mixed norm estimates from restricted
weak type bounds, the authors are unaware of an analogue of Marcinkiewicz interpolation that
applies in the current situation, where the triples (p−1, q−1, r−1) under consideration all lie on a
single line segment. (A closely related issue is discussed in [20, Sections 4 and 5].)
Despite these difficulties, in this section we will use interpolation to obtain an improvement,
albeit a non-optimal one, for non-endpoint values of θ . We will use this interpolation step later
on in the proof of Theorem 2.2.
We continue with the simplifications in Lemma 4.4 in place. Let k  0, and define an operator
X−kθ by
X−kθ f (t, y) = Xθf (t, y)χ(2−k−1,2−k](t)
=
∫
R
f
(
s, y + sP (t))|t | 2Kθ(d+2)(d−1) χI∩(2−k−1,2−k](t) ds. (6.1)
Proposition 6.1. For θ0 < θ < 1 and k  0, the operator X−kθ defined by (6.1) is a bounded
operator from Lpθ ,1 to Lqθ ,∞(Lrθ ).
This proposition follows from Proposition 5.1 and by applying the following lemma to X−k0
with
(s0, u0, v0) = (pθ0 , qθ0, rθ0), (s1, u1, v1) = (p1, q1, r1)
and M0 = 2
k(2Kθ0)
(d+2)(d−1) , M1 = 2
k(2K)
(d+2)(d−1)
.
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〈T χE,χF 〉Mj |E|
1
sj ‖χF ‖
L
u′
j (L
v′
j )
, j = 0,1,
for all measurable sets E,F ⊂ Rd , where 1 < sj ,uj , vj < ∞, j = 0,1 and v0 < v1. Then T
satisfies the mixed Lorentz space bound
∣∣〈Tf,g〉∣∣M1−θ0 Mθ1 ‖f ‖Ls,1‖g‖Lu′,1(Lv′ ), (6.2)
for any measurable functions f,g and any triple (s, u, v) satisfying
(
s−1, u−1, v−1
) = (1 − θ)(s−10 , u−10 , v−10 )+ θ(s−11 , u−11 , v−11 ), 0 < θ < 1. (6.3)
The proof this lemma is along standard lines, but we give the details to facilitate our under-
standing of the quasi-extremizers for (6.2).
Proof. Before beginning, we recall that if f is a measurable function with |f | ∼ ∑j 2jχEj ,
where the Ej are pairwise disjoint measurable sets, then
‖f ‖Ls,1 ∼
∑
j
2j |Ej | 1s .
Thus by linearity and positivity of T , it suffices to prove the bound (6.2) when f = χE for some
measurable set E and g = ∑j 2jχFj for pairwise disjoint measurable sets Fj satisfying∥∥∥∥∑
j
2jχFj (t, ·)
∥∥∥∥
Lv
′
∼ A, for all t ∈ F := Π
(⋃
j
Fj
)
, (6.4)
for some A> 0. We note that our assumption implies that
‖g‖
Lu
′,1(Lv′ ) ∼ ‖g‖Lu′ (Lv′ ) ∼ A|F|
1
u′ .
To prove (6.2) with f and g as above, we let n be an integer (whose value will be determined
in a moment) and decompose
〈
T χE,
∑
j
2jχFj
〉
=
〈
T χE,
n∑
j=−∞
2jFj
〉
+
〈
T χE,
∞∑
j=n+1
2jχFj
〉
= Σ0 +Σ1.
First we bound Σ0. By assumption, we have
Σ0 M0|E|
1
s0
n∑
j=−∞
2j‖χFj ‖Lu′0 (Lv′0 ).
With −∞ < j  n fixed, we have by (6.4) that
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( ∫
2
ju′0(1− v
′
v′0
)(
2jv
′ ∣∣Π−1(t)∩ Fj ∣∣)
u′0
v′0 dt
) 1
u′0
 2
j (1− v′
v′0
)
A
v′
v′0
∣∣F∣∣ 1u′0 ∼ 2j (1− v′v′0 )A v′v′0 − u′u′0 ‖g‖ u
′
u′0
Lu
′
(Lv
′
)
. (6.5)
Since v0 < v1, we have v′ < v′0, and we may conclude that
Σ0 M02
n(1− v′
v′0
)
A
v′
v′0
− u′
u′0 |E| 1s0 ‖g‖
u′
u′0
Lu
′
(Lv
′
)
. (6.6)
Arguing similarly, using the fact that v′1 < v′, we have
Σ1 M1|E|
1
s1
∞∑
j=n+1
2j‖χFj ‖Lu′1 (Lv′1 )
M12
n(1− v′
v′1
)
A
v′
v′1
− u′
u′1 |E| 1s1 ‖g‖
u′
u′1
Lu
′
(Lv
′
)
. (6.7)
The final step is to find n satisfying
M1−θ0 M
θ
1 |E|
1
s ‖g‖
Lu
′
(Lv
′
)
∼ M02
n(1− v′
v′0
)
A
v′
v′0
− u′
u′0 |E| 1s0 ‖g‖
u′
u′0
Lu
′
(Lv
′
)
∼ M12
n(1− v′
v′1
)
A
v′
v′1
− u′
u′1 |E| 1s1 ‖g‖
u′
u′1
Lu
′
(Lv
′
)
. (6.8)
This is possible because of the identity
((
M1
M0
)θ
A
u′
u′0
− v′
v′0 |E| 1s − 1s0 ‖g‖
1− u′
u′0
Lu
′
(Lv
′
)
) 1
1− v′
v′0
=
((
M0
M1
)1−θ
A
u′
u′1
− v′
v′1 |E| 1s − 1s1 ‖g‖
1− u′
u′1
Lu
′
(Lv
′
)
) 1
1− v′
v′1 .
We leave the computations to the reader. 
Now by paying more careful attention to the losses in the above lemma, we can partially
characterize the quasi-extremizers of (6.2).
Lemma 6.3. Let T be an operator satisfying the hypotheses of Lemma 6.2 and let (s, u, v) be as
in (6.3). Let E be a measurable set, g = ∑j 2jχFj with the Fj pairwise disjoint sets satisfying
(6.4), and assume that 〈T χE,g〉 εM1−θMθ |E| 1s ‖g‖ u′ v′ for some 0 < ε  1 .0 1 L (L ) 2
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〈
T χE,
∑
j∈J
2jχFj
〉
 〈T χE,g〉,
and such that j ∈ J and i ∈ {0,1} imply that
〈T χE,χFj 〉 εCMi |E|
1
si ‖χFj ‖Lu′i (Lv′i ) (6.9)
and
εC
(
M1
M0
)ai
Ab|E|ci‖g‖u′di
Lu
′
(Lv
′
)
 ‖χFj ‖Lu′i (Lv′i )  ε
−C
(
M1
M0
)ai
Ab|E|ci‖g‖u′di
Lu
′
(Lv
′
)
, (6.10)
where
ai = 1
v′i
(
1
v′0
− 1
v′1
) , b = u′(
1
v′0u′1
− 1
u′0v′1
)
1
v′1
− 1
v′0
,
ci = −
1
s1
− 1
s0
v′i (
1
v′1
− 1
v′0
)
, di = 1
u′i
−
1
u′1
− 1
u′0
v′i (
1
v′1
− 1
v′0
)
. (6.11)
The exponent C and the implicit constants are allowed to depend on θ and the exponents
s0, s1, u0, u1, v0, v1.
Proof. Let n be as in (6.8). Then arguing as in (6.5), (6.6), and (6.7), we have
∑
|j−n|>C log(1+ε−1)
〈
T χE,2jχFj
〉 
 εM1−θ0 Mθ1 |E| 1s ‖g‖Lu′ (Lv′ )  〈T χE,g〉. (6.12)
Thus if we let
J = {j ∈ Z: |j − n| C log(1 + ε−1) and 〈T χE,2jχFj 〉 cε〈T χE,g〉},
we have 〈
T χE,
∑
j∈J
2jχFj
〉
 〈T χE,g〉.
We claim that J has all of the properties stated in the conclusion of the lemma. The cardinality
bound is obvious. For (6.9) with i = 0, we use the definition of n and use (6.8) and then (6.5) to
see that if j ∈ J ,
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1
s ‖g‖
Lu
′
(Lv
′
)
 εC2
−j v′
v′0 2
−n(1− v′
v′0
)
M1−θ0 M
θ
1 |E|
1
s ‖g‖
Lu
′
(Lv
′
)
∼ εC2−j
v′
v′0 M0A
v′
v′0
− u′
u′0 |E| 1s0 ‖g‖
u′
u′0
Lu
′
(Lv
′
)
 εCM0|E|
1
s0 ‖χFj ‖Lu′0 (Lv′0 ).
This establishes (6.9) when i = 0, and the case i = 1 may be verified using similar arguments.
We use (6.9) to prove (6.10). We note that j ∈ J implies
εM1−θ0 M
θ
1 |E|
1
s ‖g‖
Lu
′
(Lv
′
)
 〈T χE,g〉 2j ε−1〈T χE,χFj 〉 2j ε−1Mi |E|
1
si ‖χFj ‖Lu′i (Lv′i )
εCMi |E|
1
si ‖χFj ‖Lu′i (Lv′i )  〈T χE,χFj 〉 2
−j 〈T χE,g〉 2−jM1−θ0 Mθ1 |E|
1
s ‖g‖
Lu
′
(Lv
′
)
.
Taking i = 0 and rearranging, we have for j ∈ J that
εC2−n
(
M1
M0
)θ
|E| 1s − 1s0 ‖g‖
Lu
′
(Lv
′
)
 ‖χFj ‖Lu′0 (Lv′0 )  ε
−C2−n
(
M1
M0
)θ
|E| 1s − 1s0 ‖g‖
Lu
′
(Lv
′
)
.
By (6.8),
2−n
(
M1
M0
)θ
|E| 1s − 1s0 ‖g‖
Lu
′
(Lv
′
)
∼
(
M1
M0
)a0
Ab|E|c0‖g‖u′d0
Lu
′
(Lv
′
)
,
so (6.10) holds when i = 0. We leave the case i = 1 to the reader. 
7. The strong type bounds
Our main task in this section will be to prove the following, which will complete the proof of
Theorem 2.2.
Proposition 7.1. Let θ0 < θ < 1. Then Xθ is a bounded operator from Lpθ ,1 to Lqθ (Lrθ ).
With Xθ as in (4.17), we recall from the introduction that this is equivalent to the statement
that X0 is a bounded operator from Lpθ ,1 to Lqθ (Lrθ ;dγ ∗λ). We can thus use real interpolation
(cf. [29, 1.18.4–6]) and the trivial L1 → L∞(L1) bound (Lemma 3.1) to obtain the main theorem.
Proof of Proposition 7.1. It suffices to prove that 〈XθχE,g〉  |E|
1
pθ whenever E ⊂ Rd has
finite, positive measure and g = ∑j 2jχFj with the Fj pairwise disjoint sets and ‖g‖Lq′θ (Lr′θ ) ∼ 1.
We start by decomposing g. For (k, l) ∈ Z2, we define
Akl :=
{
t ∈R: 2l−1 < t  2l , and 2k−1 < ∥∥g(t, ·)∥∥
L
r′
θ
 2k
}
,
gkl := (χA ◦Π)g, Fjkl := Π−1(Akl)∩ Fj , j ∈ Z.kl
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articles (cf. [9,21,27]) to prove strong-type bounds for various generalized Radon transforms.
Roughly, we will prove that the gkl interact with almost disjoint pieces of E.
Our next step is to decompose the right-hand side of the identity
〈XθχE,g〉 =
∑
k,l
〈XθχE,gkl〉 =
∑
k,l
〈
XlθχE,gkl
〉
,
where we have used the notation in (6.1). For ε > 0, we say that (k, l) ∈Kε if
ε
2
|E| 1pθ ‖gkl‖
L
q′
θ (L
r′
θ )
< 〈XθχE,gkl〉 ε|E|
1
pθ ‖gkl‖
L
q′
θ (L
r′
θ )
.
We observe that for each k, l, ‖gkl‖
L
q′
θ
,1
(L
r′
θ )
∼ ‖gkl‖
L
q′
θ (L
r′
θ )
, so by Proposition 6.1, we have that
〈XθχE,g〉 =
∑
ε1
∑
(k,l)∈Kε
〈XθχE,gkl〉,
where the outer sum is taken only over integer powers of 2. We decompose further. For η > 0,
we say that (k, l) ∈Kεη if
η
2
< ‖gkl‖
L
q′
θ (L
r′
θ )
 η.
We now record a trivial bound. Since the Akl are pairwise disjoint, we have
#Kεη ∼ η−q ′θ
∑
(k,l)∈Kεη
‖gkl‖q
′
θ
L
q′
θ (L
r′
θ )
 η−q ′θ ‖g‖q ′θ
L
q′
θ (L
r′
θ )
∼ η−q ′θ .
Therefore
∑
(k,l)∈Kεη
〈XθχE,gkl〉 ∼
∑
(k,l)∈Kεη
ε|E| 1pθ η εη1−q ′θ |E| 1pθ . (7.1)
Because of the negative power of η, we need a second bound in addition to (7.1).
We apply Lemma 6.3 to 〈X0χE,gkl〉 with A = 2k ,
(s0, u0, v0) = (pθ0 , qθ0, rθ0), (s1, u1, v1) = (p1, q1, r1),
and M0 = 2−
2Kθ0 l
(d+2)(d−1) , M1 = 2−
2Kl
(d+2)(d−1)
. Noting that the quantities in (6.11) are
a0 = − (d + 2)(d − 1)2 , b = −q
′
θ , c0 =
2(d − 1)
d(d + 1) , d0 = 1,
there exists a set Jkl ⊂ Z, #Jkl  log(1 + ε−1), such that for j ∈ Jkl , we have (recalling that
qθ = rθ )0 0
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1
pθ0 |Fjkl |
1
q′
θ0 , (7.2)
εC2l
2K
d(d+1)
(
2−k‖gkl‖
L
q′
θ (L
r′
θ )
)q ′θ |E| 2(d−1)d(d+1)  |Fjkl | 1q′θ0
 ε−C2l
2K
d(d+1)
(
2−k‖gkl‖
L
q′
θ (L
r′
θ )
)q ′θ |E| 2(d−1)d(d+1) . (7.3)
Given (k, l) ∈Kεη, we define
Ejkl :=
{
(s, x) ∈ E: X∗θ χFjkl (s, x)
〈XθχE,χFjkl 〉
2|E|
}
, j ∈ Jkl,
Ekl :=
⋃
j∈Jkl
Ejkl .
As usual, we have
〈XθχE,χFjkl 〉 ∼ 〈XθχEjkl , χFjkl 〉. (7.4)
In a moment we will prove the following.
Lemma 7.2. We have for each η, ε that
∑
(k,l)∈Kεη
|Ekl |
(
log
(
1 + ε−1))3|E|.
Assuming the lemma for now and using Lemma 6.2, we compute
∑
(k,l)∈Kεη
〈XθχE,gkl〉 ∼
∑
(k,l)∈Kεη
∑
j∈Jkl
〈
XθχEjkl ,2
jχFjkl
〉

∑
(k,l)∈Kεη
〈XθχEkl , gkl〉
∑
(k,l)∈Kεη
|Ekl |
1
pθ ‖gkl‖
L
q′
θ (L
r′
θ )

( ∑
(k,l)∈Kεη
|Ekl |
) 1
pθ
( ∑
(k,l)∈Kεη
‖gkl‖q
′
θ
L
q′
θ (L
r′
θ )
) 1
p′
θ sup
(k,l)∈Kεη
‖gkl‖
1− q
′
θ
p′
θ
L
q′
θ (L
r′
θ )
 log
(
1 + ε−1) 3pθ |E| 1qθ ‖g‖
q′
θ
p′
θ
L
q′
θ (L
r′
θ )
η
1− q
′
θ
p′
θ (7.5)
where for the second-to-last inequality, we have used Hölder’s inequality and the fact that
q ′θ < p′θ .
We recall that ‖g‖
L
q′
θ (L
r′
θ )
∼ 1, so interpolating between (7.1) and (7.5), we obtain
∑
(k,l)∈K
〈XθχE,gkl〉 εcηd |E|
1
pθεη
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pletes the proof. 
Before we begin the proof of Lemma 7.2, we record a useful lower bound.
Lemma 7.3. Let F,F ′,H ⊂ Rd have finite, positive measures. Assume that Π(F) ⊂ (2l−1,2l],
Π(F ′) ⊂ (2l′−1,2l′ ],
X∗θ0χF (s, x) β, and X
∗
θ0χF
′(s, x) β ′, for (s, x) ∈ H. (7.6)
Define
α = 〈Xθ0χH ,χF 〉|F | .
If |l − l′| > 1, then we have
∣∣F ′∣∣ 2a|l−l′|αd−1(β ′) d+12 +λβ d2−2d+12 −λ,
where a = d−14 and λ = d−14(1+2K/d(d+1)) . If |l − l′| 1, then we have
∣∣F ′∣∣ αd−1(β ′)dβ d2−d+22 −d .
Proof of Lemma 7.3. We give the details when d = 2D + 1, the case when d = 2D being
similar. (The reader may find the proof of Lemma 5.5 helpful in making these modifications.)
The proof is based on the method of refinements. We begin by observing that there exists a
point (s0, x0) ∈ E and a set Ωd ⊂Rd such that Φd(s0,x0)(Ωd) ⊂ F ′ and∫
Ωd
(
2l
) 2K(d−1)
d(d+1) (2l′) 2Kd(d+1) dtD+1 dsD dtD · · ·ds1 dt1  αDβDβ ′. (7.7)
Furthermore, if (t1, s1, . . . , tD, sD, tD+1) ∈ Ωd , then t1, . . . , tD ∈ (2l−1,2l], tD+1 ∈ (2l′−1,2l′ ],
and
|si − si−1|
(
2−l
) 2K
d(d+1) α, 1 i D, (7.8)
|ti − tj |
(
2−l
) 2K
d(d+1) β, 1 i < j D, (7.9)
|tD+1 − ti |
(
2−l′
) 2K
d(d+1) β ′, 1 i D. (7.10)
The proof of this observation is similar to that of Lemma 5.7 and also to one step in the proof of
Lemma 2 in [21], so we omit the details.
We consider first the case then |l − l′| > 1. In this case we have in addition the lower bound
|tD+1 − t1| 2max{l,l′}, (7.11)
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∣∣F ′∣∣ ∣∣Φd(s0,x0)(Ωd)∣∣
∫
Ωd
∣∣detDΦd(s0,x0)(Ωd)∣∣dtD+1 dsD · · ·ds1 dt1

∫
Ωd
D∏
i=1
{
|si − si−1||ti | 2Kd
∏
1jD+1
j =i
|tj − ti |2
}
|tD+1|Kd dtD+1 dsD · · ·ds1 dt1.
Next, using the lower bounds (7.8), (7.9), and (7.11), followed by (7.7), we have
∣∣F ′∣∣ ∫
Ωd
(
2l
)− 2KD
d(d+1)− 4KD(D−1)d(d+1) + 2KDd (2l′)Kd 22D max{l,l′}αDβ2D(D−1) dtD+1 · · ·dt1

(
2l
)− 2KD
d(d+1)+ 2KDd − 4KD(D−1)d(d+1) − 2K(d−1)d(d+1) (2l′)Kd − 2Kd(d+1) 22D max{l,l′}α2Dβ2D(D−1)+Dβ ′.
Thus, after some arithmetic, we see that
∣∣F ′∣∣ (2l)K(d−1)d(d+1) (2l′)K(d−1)d(d+1) 2(d−1)max{l,l′}αd−1β (d−1)(d−2)2 β ′. (7.12)
Since μθ0((2k−1,2k]) ∼ 2k(1+
2K
d(d+1) ) for k ∈ Z, we have by (7.6) that
β  2l(1+
2K
d(d+1) ) β ′  2l
′(1+ 2K
d(d+1) ).
Thus
2max{l,l′}  2 12 |l−l′|
(√
ββ ′
) 1
1+2K/d(d+1) ,
as can be seen by (for instance) treating the cases l′ > l and l > l′ separately. Plugging these two
pieces of information into (7.12), we obtain
∣∣F ′∣∣ β K(d−1)d(d+1) · 11+2K/d(d+1)+ (d−1)(d−2)2 (β ′)( K(d−1)d(d+1) + d−12 )( 11+2K/d(d+1) )+12 d−12 max{l,l′}αd−1
 2 d−14 |l−l′|β
(d−1)2
2 −λ(β ′) d+12 +λαd−1,
which is what we were trying to prove.
Now we turn to the case when |l − l′| 1, which is a bit simpler since 2l ∼ 2l′ . In this case,
we use (7.8)–(7.10), then (7.7), and some algebra (the 2l factors all cancel out) to obtain
∣∣F ′∣∣ ∫
Ωd
(
2l
)− 2KD
d(d+1)− 4KD
2
d(d+1)+KαDβ2D(D−1)
(
β ′
)D
dtD+1 · · ·ds1 dt1
 αd−1
(
β ′
)d
β
d2−d+2
2 −d ,
completing the proof of the lemma. 
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rem 2.2.
Proof of Lemma 7.2. It suffices to prove that
∑
(k,l)∈Kεη
∑
j∈Jkl
|Ejkl |
(
log
(
1 + ε−1))3|E|.
Furthermore, since #Jkl  log(1 + ε−1) for each (k, l) ∈Kεη, it suffices to prove that
∑
(k,l)∈Kεη
∑
j∈Jkl
|Ejkl | |E| (7.13)
under the additional hypotheses that
Kεη is C′ log
(
1 + ε−1)-separated and #Jkl = 1 for all (k, l) ∈Kεη, (7.14)
where C′ is some large constant to be determined later on.
The argument we use originated in [5] and was used in [21] in a related context.
We begin by noting that by Cauchy–Schwartz and some elementary manipulations, we have
( ∑
(k,l)
|Ejkl |
)2
=
( ∫
E
∑
(k,l)
χEjkl
)2
 |E|
∫
E
∑
(k,l),(k′,l′)
χEjkl χEj ′k′ l′
= |E|
( ∑
(k,l)
|Ejkl | +
∑
(k′,l′)=(k,l)
|Ejkl ∩Ej ′k′l′ |
)
,
where (k, l) ∈Kεη and {j} = Jkl is understood whenever the subscript jkl appears (likewise for
(j ′, k′, l′)). Thus failure of (7.13) implies that
( ∑
(k,l)
|Ejkl |
)2
 |E|
∑
(k,l)=(k′,l′)
|Ejkl ∩Ej ′k′l′ | |E|(#Kεη)2 sup
(k,l)=(k′,l′)
|Ejkl ∩Ej ′k′l′ |. (7.15)
Now let (k, l) ∈Kεη. Since Π(Fjkl) ⊂ (2l−1,2l], the weight t
2Kθ
(d+2)(d−1) is essentially constant,
so (7.4) is equivalent to
〈Xθ0χE,χFjkl 〉 ∼ 〈Xθ0χEjkl ,Fjkl〉. (7.16)
So by (7.2), (7.16), and Proposition 5.1, we have
εC |E|
1
pθ0 ‖χFjkl‖
L
q′
θ0 (L
r′
θ0 )
 〈Xθ0χE,χFjkl 〉 ∼ 〈Xθ0χEjkl , χFjkl 〉
 |Ejkl |
1
pθ0 ‖χFjkl‖ q′θ r′θ ,L 0 (L 0 )
5018 S. Dendrinos, B. Stovall / Journal of Functional Analysis 262 (2012) 4986–5020and so εpθ0C#Kεη|E|∑k |Ejkl |. Plugging this into (7.15), we see that if (7.13) fails, then there
exist distinct ordered pairs (k, l), (k′, l′) ∈Kεη such that
ε2pθ0C |E| |Ejkl ∩Ej ′k′l′ |. (7.17)
We assume (7.17) and will derive a contradiction by applying Lemma 7.3 with H =
Ejkl ∩Ej ′k′l′ , F = Fjkl , F ′ = Fj ′k′l′ . By (7.2), the definition of Ejkl , and the fact that Π(Fjkl) ⊂
(2l−1,2l], we have for (s, x) ∈ H that
X∗θ0χF (s, x)
〈Xθ0χE,χFjkl 〉
|E|  ε
C |E|
− 1
p′
θ0 |Fjkl |
1
q′
θ0 =: β
and similarly that
X∗θ0χF ′(s, x) ε
C |E|
− 1
p′
θ0 |Fj ′k′l′ |
1
q′
θ0 =: β ′.
Using these bounds and (7.17), we have
α := 〈Xθ0χH ,χF 〉|F | 
β|H |
|F |  ε
C(1+pθ0 )|E|
1
pθ0 |Fjkl |−
1
qθ0 ,
α′ := 〈Xθ0χH ,χF ′ 〉|F ′|  ε
C(1+pθ0 )|E|
1
pθ0 |Fj ′k′l′ |−
1
qθ0 .
By Lemma 7.3 and a bit of algebra, we have (regardless of the separation between l and l′)
|Fjkl | εAC2a|l−l′||Fj ′k′l′ |, (7.18)
for some constants A,a > 0. By symmetry, we have in addition that
|Fj ′k′l′ | εAC2a|l−l′||Fjkl |. (7.19)
Obviously, this implies that |l− l′| C log(1+ ε−1). Thus if C′ is sufficiently large, our hypoth-
esis (7.14) implies that |k − k′| > C′2 log(1 + ε−1). But by (7.3), we have
εC2l
2K
d(d+1)
(
2−kη
)q ′θ |E| 2(d−1)d(d+1)  |Fjkl | 1q′θ0  ε−C2l 2Kd(d+1) (2−kη)q ′θ |E| 2(d−1)d(d+1) ,
εC2l
2K
d(d+1)
(
2−k′η
)q ′θ |E| 2(d−1)d(d+1)  |Fj ′k′l′ | 1q′θ0  ε−C2l 2Kd(d+1) (2−k′η)q ′θ |E| 2(d−1)d(d+1) ,
where we have used the bound |l − l′| log(1 + ε−1) to eliminate l′. These bounds are incom-
patible with (7.18), (7.19) and the fact that |k − k′| > C′2 log(1 + ε−1) (for C′ sufficiently large).
This completes the proof of the lemma. 
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