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Abstract
Molecular descriptors play a decisive role for evaluating large virtual libraries and to predict biological or physicochemical
properties of compounds. Topological indices are an important class of molecular descriptors, based on the graph of a molecule.
A major problem is that many topological indices are considerably correlated, impeding data analysis and interpretation. Also, a
size-dependent variance of topological indices adversely affects data processing by neural nets. Using random graphs as a model for
molecules, we examine correlations and variance of an abstract topological index with independent vertex properties. We consider a
random graph model making no assumptions on the distribution of graphs and a model on a ﬁxed number of vertices in which edges
are selected independently. We show that topological indices may be strongly correlated even for independent vertex properties.
On the other hand, uncorrelated topological indices and indices with constant or (1) variance can easily be obtained within the
respective random graph models.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
Chemoinformatics is a discipline that emerged in the past 15 years to cope with rapidly rising costs for the de-
velopment of pharmaceuticals and to provide methods to analyze large chemical data sets [20]. Computer-generated
chemical libraries may easily contain over 108 compounds, about 10100 possible molecules are assumed to exist [28].
These amounts are far too large to be processed by even the most advanced laboratory methods such as high throughput
screening, leaving the need for even faster methods. Virtual screening is a method to automatically evaluate huge
libraries of compounds. Virtual screening is most effectively used to narrow down the choice of potentially interesting
compounds among a set of structures. Virtual screening helps chemists to decide what libraries and compounds to
synthesize, which structures to further examine, but also to analyze libraries of existing compounds. For the design of
chemical plants, the reliable prediction of physicochemical properties saves the need for costly experiments.
All of these methods rely on a useful encoding of the information contained in a representation of a molecule. Of
the large number of existing molecular descriptors [25,16], topological indices are among those having received most
attention by mathematicians. Topological indices are graph invariants applied to the graph of a molecule [7,26,4]. Note
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Fig. 1. Structure and graph of acetyl salicylic acid.
that a molecular graph may be labeled in an arbitrary way. Atoms, excluding hydrogen atoms, constitute the vertices
of the molecular graph, covalent bonds between them form the edges (H-depleted molecular graph). Double or triple
bonds are usually not taken into account, but may be allowed for by multiple edges. Fig. 1 shows the molecular structure
of acetyl salicylic acid (Aspirin) and its H-depleted graph.
Due to their minimal computational requirements, topological indices are well suited for the aforementioned virtual
screening. On the other hand, we cannot expect them to be characteristic for a graph or molecule. It is believed that
for any set of simple topological indices there may exist structures that will have identical values [24]. In practice, this
is no big issue since chemist are more interested in relationships to molecular properties than in a high discrimination
power of a topological index.
Many topological indices have the form∑
u,v
xuxv , (1)
where u, v are adjacent vertices or vertices at a distance d1 and xu is some property of vertex u [25]. For example,
the autocorrelation index is deﬁned as
Ad =
∑
{{u,v}|d(u,v)=d}
xuxv, d0, (2)
where xv is a physicochemical property of atom (vertex) v [22]. If xu is replaced by deg(u) in (2) the Zagreb indices
are obtained [11,10].
Modiﬁcations of the autocorrelation indices to allow for the 3D structure of the molecule have been proposed [9].
As with all 3D descriptors, a limitation of 3D autocorrelation is that the ﬁnal conformation of the molecule is often not
known in advance.
Many topological indices exhibit considerable mutual correlation [19,27,2,3]. This is a major problem when per-
forming structure-activity studies (SAR [5,15]) as the employed statistical methods may fail or give little mean-
ingful results on sets of correlated data. In addition, strong correlations among a set of topological indices raise
doubt whether these indices describe different and meaningful biological, chemical or physical properties of
molecules [23].
Chemical similarity may be distorted and exaggerated if correlated descriptors are used in a similarity
analysis.
If decision trees [6] are used in a SAR study, the trees are unstable, that is, completely different trees may be
generated for similar data sets, making model interpretation difﬁcult. If multivariate linear regression is used to derive
a structure-activity relationship, the following may happen if descriptors are correlated too much:
• The regression is unstable and the p-values for the regression parameters i to be estimated not signiﬁcant.
• The columns of the design matrix are linearly dependent, thus the least-squares estimator for  cannot be determined.
• Even worse, spurious estimates for the parameters i are produced due to the rounding error generated by the
computer program used in “successfully inverting” the non-invertible design matrix [21].
Principal component analysis [1] can be applied to solve these problems, which, however, comes at the cost of model
interpretability. In this case, principal components are linear combinations of all descriptors, which renders interpretation
of the model, an important goal in SAR studies, impossible.
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Another issue that has not yet found attention is non-uniform variance of descriptors throughout a data set. As we
will see in Section 5, the variance of the topological indices considered increases in the number of atoms. If this
data is clustered using self-organizing maps or learning vector quantization [18,8,17], large molecules have a higher
impact on the formation of the weight vectors during training. More control on the clustering can be exercised if the
variance of the indices remains constant or in (1) and if the number of atoms is encoded as a separate molecular
descriptor.
To examine correlations and variance, we use random graphs as a model for molecules and as a means to deﬁne
topological indices on it. As a much simpliﬁed model to encompass these indices, we consider vertex properties that are
independent and independent of the molecular structure. Clearly, this is an extensive abstraction from computational
chemistry since atom properties are more or less dependent and may even be a function of the graph. On the other hand,
it will not be feasible to derive useful results for vertex properties that are dependent in an arbitrary way. Independent
random variables are therefore used in different settings. The special case that xu is a function of the degree of the
vertex was considered in [14].
First, we examine correlations for the general, distribution-free random graph model. In Section 4 we consider the
case d = 1 for random graph model Gn,pn , which allows to derive sharper results. We set pn = 2/(n − 1) so that the
expected number of edges E|E| equals the number of vertices n. In Section 5 we consider the behavior of the variance
for a varying number of vertices. Our results are conﬁrmed by a computer experiment with chemical structures in
Section 6.
We use the notation O(f ) to denote the set {g|g(n)cf (n) for some c > 0 and all sufﬁciently large n} or an element
of this set. Similarly, (f ) denotes the set {g|g(n)cf (n) for some c > 0 and all sufﬁciently large n} or an element
of this set.(f ) denotes the set O(f )∩(f ) or an element of this set, respectively. These signs are known as Landau
symbols.
i.i.d. is an abbreviation for independent and identically distributed.
2. Random graph model
In the most general case, a space of random graphs is a set of graphs together with a probability distribution deﬁned
on it, hence, a probability space of graphs (Fig. 2). The elements of this probability space are random graphs.
Clearly, this model does not impose any restrictions on the random graphs. Any ﬁnite or inﬁnite set of graphs
together with an arbitrary distribution deﬁnes a random graph space (or random graph model). Thus, results for this
distribution-free model are valid for any random graph model. In particular, they are valid for a space of random
molecular graphs, which could be regarded as a set of structures from a chemical database together with their relative
frequencies.
We use this general random graph model in Section 3. Due to its universality this model is of limited use how-
ever. Another important model is space Gn,p, which consists of graphs G = (V ,E) on a ﬁxed set of n vertices
V = {1, . . . , n}. Edges are selected independently with probability p. Thus, if G is a graph on n vertices with m
edges,
P(G) = pm(1 − p)( n2 )−m
in Gn,p. We use this model in Section 4.
Fig. 2. A space of random graphs.
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InGn,p,E|E|=(n2). However, the graph of a hydrogen-depleted molecular graph does not contain isolated vertices
(with the exception of a few small molecules, for example, CH4) and the maximum degree is bounded. Hence, for a
molecular graph G we have (G),(G) = (1). Thus, |E| = 12
∑
v deg(v) = (|V |). We set p = 2/(n − 1) so that
E|E| = n in Section 4.
Let Dd = {{u, v}|d(u, v) = d} be the set of unordered pairs of vertices in a ﬁnite graph having distance d > 0
and let
1(d)uv = 1{{u,v}∈Dd } =
{1 if d(u, v) = d,
0 else
be the indicator function for {u, v} having distance d. In the general model, the indicators 1(1)uv are arbitrarily distributed,
in model Gn,pn they are i.i.d. random variables. We consider topological indices of the form
I
(d)
X =
∑
u<v
XuXv1(d)uv
and modiﬁcations hereof. Here, X = (X1, X2, . . .) is a sequence of i.i.d. random variables Xv that are independent of
(1(1)uv )u,v . This implies that X1, X2, . . . are independent of (1
(d)
uv )u,v for all d > 0. We denote the common expectation
of X1, X2, . . . by E(X).
3. Correlations for the general model
For an arbitrary constant cX, let
Iˆ
(d)
X =
∑
u<v
(XuXv + cX)1(d)uv =I(d)X + cXI(d)1 .
The reason why this constant cX is introduced will become clear later.
To compute Cov(Iˆ(d1)X , Iˆ
(d2)
Y ), we need E(Iˆ
(d)
X ) and E(Iˆ
(d1)
X Iˆ
(d2)
Y ). The former is readily obtained:
Lemma 1. E(Iˆ(d)X ) = (E(X)2 + cX)E(I(d)1 )
Proof. By independence, we have
E(Iˆ(d)X ) = (E(X)2 + cX)E
(∑
u<v
1(d)uv
)
= (E(X)2 + cX)E(I(d)1 ). 
Let Y be a sequence of i.i.d. random variables Yv that are independent of (1(1)uv )u,v and let Xu be independent of Yv .
This includes the cases X = Y and X,Y independent. To dissect the sum
E(Iˆ(d1)X Iˆ
(d2)
Y ) = E
(∑
u<v
∑
u′<v′
(XuXv + cX)(Yu′Yv′ + cY )1(d1)uv 1(d2)u′v′
)
according to |{u, v} ∩ {u′, v′}|, consider
Sk = {(u, v, u′, v′)|u<v ∧ u′ <v′ ∧ |{u, v} ∩ {u′, v′}| = k}, 0k2. (3)
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Then, the sets S0, S1, S2 are a partition of the set of indices {(u, v)|u<v}×{(u′, v′)|u′ <v′}. For symmetry reasons,
E((XuXv + cX)(Yu′Yv′ + cY )) = E((XuXv + cX)(YuYv′ + cY )) for (u, v, u′, v′) ∈ S1. By independence, we have
E(Iˆ(d1)X Iˆ
(d2)
Y ) = (E(X)2 + cX)(E(Y )2 + cY )E
⎛
⎝ ∑
(u,v,u′,v′)∈S0
1(d1)uv 1
(d2)
u′v′
⎞
⎠
+ (E(XY)E(X)E(Y ) + cXE(Y )2 + cYE(X)2 + cXcY )
× E
⎛
⎝ ∑
(u,v,u′,v′)∈S1
1(d1)uv 1
(d2)
u′v′
⎞
⎠+ (E(XY)2 + cXE(Y )2 + cYE(X)2 + cXcY )
× E
⎛
⎝ ∑
(u,v,u′,v′)∈S2
1(d1)uv 1
(d2)
u′v′
⎞
⎠
. (4)
If X,Y are independent this simpliﬁes to
E(Iˆ(d1)X Iˆ
(d2)
Y ) = (E(X)2 + cX)(E(Y )2 + cY )E(I(d1)1 I(d2)1 ). (5)
The following theorem shows thatI(d)X ,I
(d)
Y ,I
(d)
1 are strongly correlated for large values ofE(X),E(Y ). Remember
that a correlation of 1 means that two random variables are linearly dependent.
Theorem 2. Let Var(X) ∈ O(E(X)) and Var(Y ) ∈ O(E(Y )) for 0< 2. If X,Y are independent then
1. Corr
(
I
(d)
X ,I
(d)
Y
)
→ 1 for |E(X)|, |E(Y )| → ∞,
2. Corr
(
I
(d)
X ,I
(d)
1
)
→ 1 for |E(X)| → ∞.
Proof. By (5),
E(I(d)X I
(d)
Y ) = E(X)2E(Y )2E((I(d)1 )2)
which is also true for Y ≡ 1. Hence, by Lemma 1,
Cov(I(d)X ,I
(d)
Y ) = E(X)2E(Y )2 Var(I(d)1 ). (6)
By (4),
E((I(d)X )
2)
E(X)4
= E
⎛
⎝ ∑
(u,v,u′,v′)∈S0
1(d)uv 1
(d)
u′v′
⎞
⎠+ E(X2)
E(X)2
E
⎛
⎝ ∑
(u,v,u′,v′)∈S1
1(d)uv 1
(d)
u′v′
⎞
⎠
+
(
E(X2)
E(X)2
)2
E
⎛
⎝ ∑
(u,v,u′,v′)∈S2
1(d)uv 1
(d)
u′v′
⎞
⎠→ E(I(d)1 )
for |E(X)| → ∞ since
E(X2)
E(X)2
= Var(X) + E(X)
2
E(X)2
→ 1
and Var(X) ∈ O(E(X)) for 0< 2. Hence, by Lemma 1 again,
Var(I(d)X )
E(X)4
→ Var(I(d)1 ).
By (6) follows Corr
(
I
(d)
X ,I
(d)
Y
)
, Corr
(
I
(d)
X ,I
(d)
1
)
→ Var(I(d)1 )/Var(I(d)1 ) = 1. 
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Fig. 3. A non-linear dependence.
On the other hand, Lemma 1 and (5) show that Iˆ(d1)X , Iˆ(d2)Y are uncorrelated if cX = −E(X)2 or cY = −E(Y )2. Let
I˜
(d)
X =
∑
u<v
(XuXv − E(X)2)1(d)uv =I(d)X − E(X)2I(d)1 . (7)
Then we have
Theorem 3. If X,Y are independent then Corr
(
I˜
(d1)
X , I˜
(d2)
Y
)
= 0 and Corr
(
I˜
(d1)
X ,I
(d2)
Y
)
= 0 for all d1, d2 > 0.
Similarly, it can be shown that Theorems 2 and 3 hold for d = 0 [13,12]. The zero-order index I(0)X is deﬁned as
I
(0)
X =
N∑
v=1
X2v ,
where N is the number of vertices in the random graph. Thus, N is an arbitrary random variable in the general model.
For the transformed index I˜(0)X we get
I˜
(0)
X =
N∑
v=0
(X2v − E(X2)).
Moreover, we can rule out a non-linear dependence between I˜X, I˜Y as illustrated in Fig. 3: in this case, I˜X, I˜Y
are correlated in a interval a < I˜X <b. However, in a similar manner as in Lemma 1 and (5) follows Cov(I˜X, I˜Y|a <
I˜X <b) = 0.
4. Correlations for model Gn,pn
In this section, we treat the edge indicators 1(1)uv as i.i.d. random variables with P(1(1)uv = 1)=pn = 2/(n− 1) so that
E|E| = n.
First, we have to count the sets Sk already deﬁned in (3).
Lemma 4. For 0k2, let
Sk = {(u, v, u′, v′)|1u<vn ∧ 1u′ <v′n ∧ |{u, v} ∩ {u′, v′}| = k}.
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Fig. 4. Possibilities for (u, v, u′, v′) ∈ S1.
Then
|S0| =
(
n
2
)(
n − 2
2
)
, (8)
|S1| = 6
(
n
3
)
, (9)
|S2| =
(
n
2
)
. (10)
Proof. Eqs. (8) and (10) are obvious. To verify (9) let (u, v, u′, v′) ∈ S1. Exactly two numbers are equal as indicated
in Fig. 4. Cases (a), (b) allow just one way to distribute three distinct numbers on u, v, u′, v′ while there are two ways
for cases (c), (d).
Now, we are able to give an explicit formula for Var(I(1)X ). By (4)
E((I(1)X )
2) = E(X)4|S0|p2n + E(X)2E(X2)|S1|p2n + E(X2)2|S2|pn.
By Lemma 1,
E(I(1)X ) = E(X)2
(
n
2
)
pn.
With pn = 2/(n − 1), E(X2) = Var(X) + E(X)2, Lemma 4 and the help of Mathematica it follows for n4
Var(I(1)X ) =
n
n − 1 [E(X)
4(n − 3) + 2E(X)2 Var(X)(3n − 5) + Var(X)2(n − 1)]. (11)
In particular,
Var(I(1)1 ) =
n
n − 1 (n − 3). (12)
With (11) and (6), (12), we have an explicit formula for
Corr
(
I
(1)
X ,I
(1)
Y
)
= Cov(I
(1)
X ,I
(1)
Y )√
Var(I(1)X )Var(I
(1)
Y )
.
To show the rate of growth, we have plotted Corr
(
I
(1)
X ,I
(1)
Y
)
as a function of E(X),E(Y ) with Var(X)=Var(Y )= 1
and n = 20 (Fig. 5).
Fig. 6 shows Corr
(
I
(1)
X ,I
(1)
Y
)
as a function of E(X) for E(Y )=E(X) and n= 10 (low line), n= 20 (middle line),
and n → ∞ (upper line). Again, Var(X) = Var(Y ) = 1.
From the charts, we see that for all reasonable molecular sizes I(1)X and I
(1)
Y are considerably correlated if
E(X),E(Y )> 3. 
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5. The variance
By (11), the variance of I˜(1)X increases as n increases. In contrast, the variance of (1/
√
n)I˜
(1)
X is almost constant
in Gn,pn .
Theorem 5. In random graph space Gn,pn holds
Var
(
1√
n
I˜
(1)
X
)
= dX + O(1/n),
where dX is a constant that depends on X only.
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Proof. By (4) and (7),
E
((
1√
n
I˜
(1)
X
)2)
= (E(X)2E(X2) − E(X)4) |S1|p
2
n
n
+ (E(X2)2 − E(X)4) |S2|pn
n
= Var
(
1√
n
I˜
(1)
X
)
since E(I˜(1)X ) = 0. A power series expansion for
|S1|p2n
n
= (8/n) − 4
(1/n) − 1
in x = 1/n yields
|S1|p2n
n
= 4 + O(1/n).
With
|S2|pn
n
= 1
the claim follows. 
Remark. Theorem 3 is still valid for (1/
√
n)I˜
(1)
X in Gn,pn since 1/
√
n is a constant.
The general case is more interesting of course. However, the results we will prove do not hold for arbitrary random
graphs. We need that the maximum degree of a vertex is bounded, which is the case for all molecular graphs. We show
the result for trees only as we use that paths are unique.
Lemma 6. LetT be a set of Trees. If (T ) =(1) for all T = (V ,E) ∈T, then |Dd | =(|V |) for all d > 0.
Proof. Recall that for trees we have Dd = {{u, v}|u, v are connected by a path of length d}.
Let d > 0 and let |V | be inﬁnite, since nothing is to prove if |V | is ﬁnite. Let
= max
T ∈T
(T )
and consider a tree T = (V ,E) with |V |>d−1. Then every v ∈ V is contained in a path of length d: for, if there was
a v ∈ V not contained in a path of length d, all paths starting (or ending) at v would have a length at most d − 1, thus
|V | would be at most d−1.
Next, consider the relation: path p of length d contains vertex v.
Since every v ∈ V is contained in a path of length d, we have (d + 1)|Dd | |V |, thus |Dd | = (|V |). On the other
hand, a vertex v ∈ V is contained in at most∑
d1+d2=d
d1,d20
d1d2 = (d + 1)d
paths of length d. Hence, we have (d + 1)|Dd |(d + 1)d |V | and |Dd | ∈ O(|V |). 
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Theorem 7. Let T be a set of trees with (T ) = (1) for all T ∈ T and let T = {(T, P )|P is a probability
measure on T} be a set of random spaces of trees. Then
Var
(
1√
N
I˜
(d)
X
)
=(1)
for all (T, P ) ∈T where N is the number of vertices of a tree inT.
Proof. Let (T, P ) ∈T be a ﬁxed random space of trees. By Lemma 1 and (7),
E
(
1√
N
I˜
(d)
X |N = n
)
= 0
for all n. Hence,
E
(
1√
N
I˜
(d)
X
)
= E
(
E
(
1√
N
I˜
(d)
X |N = n
))
= 0. (13)
Thus, by (4) follows
Var
(
1√
N
I˜
(d)
X
)
= E
((
1√
N
I˜
(d)
X
)2)
= (E(X)2E(X2) − E(X)4)E
⎛
⎝ 1
N
∑
(u,v,u′,v′)∈S1
1(d)uv 1
(d)
u′v′
⎞
⎠
+ (E(X2)2 − E(X)4)E
(
1
N
∑
u<v
1(d)uv
)
. (14)
For all graphs holds∑
u<v
1(d)uv = |Dd |.
Let
S˜1 = {(u, v, u′, v′) ∈ S1|d(u, v) = d(u′, v′) = d}.
As in the proof of Lemma 6, we can deﬁne a relation: path p of length d is contained in a tuple (u, v, u′, v′) ∈ S˜1
(i.e., u − v or u′ − v′). It follows:
1. Since each (u, v, u′, v′) ∈ S˜1 contains two paths of length d, we have 2|S˜1| |Dd | and |S˜1| ∈ (|Dd |).
2. Every path of length d is contained in at most dd tuples (u, v, u′, v′) ∈ S˜1, thus dd |Dd |2|S˜1| and |S˜1| ∈
O(|Dd |).
By Lemma 6,
|Dd |
N
=(1).
Here, the constants hidden in (1) depend onT only. The claim follows by (14). 
Note that the constants hidden in (1) are global for all random spaces (T, P ) ∈ T. Thus, Var((1/√N)I˜(d)X )
remains in the same range for random spaces of small trees as for spaces of large trees. In particular, Theorem 7 is valid
for random spaces of trees on a ﬁxed number n of vertices:
Corollary 8. Let (T, P ) be a random space of trees with (T ) =(1) for all T ∈T. Then for all n
Var
(
1√
N
I˜
(d)
X |N = n
)
=(1),
where N is the number of vertices of a tree inT.
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Proof. Use Theorem 7 for {(T, P (·|N = n))|n ∈ N}. 
Again, Theorem 3 is valid for (1/
√
N)I˜
(d)
X in the general model:
Theorem 9. If X,Y are independent then
Corr
(
1√
N
I˜
(d1)
X ,
1√
N
I˜
(d2)
Y
)
= 0
for all d1, d2 > 0 and for arbitrary random graph spaces.
Proof. Since (13) holds for arbitrary random graph spaces, we get
E
(
1√
N
I˜
(d)
X
)
= 0.
Similarly, by (5) follows that
E
(
1√
N
I˜
(d1)
X
1√
N
I˜
(d2)
Y
)
= 0. 
For d = 0, it is easy to see that Theorems 7 and 9 also hold for
1√
N
I˜
(0)
X =
1√
N
N∑
v=0
(X2v − E(X2)). (15)
6. Experiment with chemical structures
To validate our results, we carried out a computer experiment with the NCI 127k database from the National Cancer
Institute that contains connection tables for about 127,000 structures. Some of these were not connected and therefore
discarded, leaving 126,674 structures for the experiment. We examine correlations and variances.
6.1. Correlations
For independent vertex properties X,Y with X, Y D=N(1, 1) and d1, d2 = 0, . . . , 5, we calculated the correlation
matrices(
Corr
(
I
(d1)
X ,I
(d2)
X
))
d1,d2
(Fig. 7) and(
Corr
(
I
(d1)
X ,I
(d2)
Y
))
d1,d2
(Fig. 8). Shades represent absolute values of the entries, ranging from 0.0 (white) to 1.0 (black). Matrix entry (0, 0) is
the lower left corner.
We see that there are strong correlations amongI(d1)X ,I
(d2)
X and less strong, but still considerable correlations among
I
(d1)
X ,I
(d2)
Y . The former are much reduced for indices (1/
√
N)I˜
(d1)
X , (1/
√
N)I˜
(d2)
X (Fig. 9), the latter are eliminated
for indices (1/
√
N)I˜
(d1)
X , (1/
√
N)I˜
(d2)
Y (Fig. 10), in agreement with Theorem 9. For d = 0 Eq. (15) was used.
The results for indices I˜(d1)X , I˜
(d2)
Y are very similar and are not shown.
6.2. Variance
For all structures with a ﬁxed number n of atoms the variance of I(d)X and of (1/
√
N)I˜
(d)
X were computed. To do
so, four independent samples with vertex properties X D=N(1, 1) were computed for each structure. Figs. 11–14 show
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Fig. 7. Correlations ofI(d1)X , I
(d2)
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Fig. 8. Correlations ofI(d1)X , I
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Fig. 9. Correlations of (1/
√
N)I˜
(d1)
X , (1/
√
N)I˜
(d2)
X .
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Fig. 10. Correlations of (1/
√
N)I˜
(d1)
X , (1/
√
N)I˜
(d2)
Y .
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Fig. 11. Variance ofI(1)X .
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Fig. 12. Variance of (1/
√
N)I˜
(1)
X .
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Fig. 13. Variance ofI(2)X .
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Fig. 14. Variance of (1/
√
N)I˜
(2)
X .
Var(I(d)X ) and Var((1/
√
N)I˜
(d)
X ) for d = 1, 2 and n = 10, . . . , 40 atoms. There are larger structures in the NCI 127k
database, but the restriction to structures with less than 40 atoms ensures that there are enough samples for each n.
As we can see, the variance of (1/
√
N)I˜
(d)
X is not constant, but it does not show a linear increase in the number of
atoms as the variance of I(d)X does. This conﬁrms Theorem 7.
7. Summary
Theorem 2 shows that indicesIX,IY,I1 are strongly correlated ifXu, Yv have large expectations even if completely
different properties X,Y are encoded. All information but the number of bonds is lost in IX,IY. This result is valid
for arbitrarily distributed random graphs, including a random graph space of chemical structures. Numerical results
are obtained from random graph model Gn,pn in Section 4. Fig. 6 shows that Corr (IX,IY) rapidly increases for
increasing expectationsE(X),E(Y ), exceeding a strong correlation of 0.7 forE(X),E(Y )> 4 and Var(X),Var(Y )=1.
All correlations vanish if indicesIX,IY are transformed toIX, I˜Y. In addition, a non-linear dependence as illustrated
in Fig. 3 can be excluded.
Eq. (11) shows that the variance of I˜(1)X increases approximately linearly in n. Thus, molecules with a large number
of atoms n have more inﬂuence on the weight vectors of a SOM or LVQ net that smaller compounds. Theorems 5 and
7 show that a uniform variance can be achieved in the respective random graph models, resulting in a better separation
of size-dependent and size-independent properties.
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The theoretical results are supported by the experimental results in Section 6.
However, there are many topological indices not of the form (1), leaving much room for future research.
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