has to cope with a huge variability in the loudness of sounds; the dynamic range of natural acoustic input spans at least five orders of magnitude. Psychophysically, it has been shown that sound localization is stable across a wide range of stimulus levels (Blauert 1997) . The neural processing underlying this level-invariant encoding of temporal stimulus properties is still poorly understood, in particular since even phase locking, as a basic measure of precise temporal coding, is sensitive to changes in overall sound level in the auditory nerve (Joris et al. 2004) . Such level dependence is also seen in the temporal encoding of the envelopes of high-frequency complex tones (Dreyer and Delgutte 2006) .
Recent studies on temporal integration of transient sounds have revealed that integration of the stimulus pressure envelope, rather than its intensity can explain both perceptual temporal integration and neural first-spike latency in the auditory nerve at threshold intensity (Heil and Neubauer 2003) . It is unclear, however, whether this pressure-envelope integration is sufficient to explain neural integration and how the binaural system uses the temporal response characteristics to form a spatial percept.
In this study, we recruit the binaural system's exquisite temporal sensitivity to quantify temporal integration preceding binaural analysis. We exploit recent findings that interaural time differences (ITDs) of envelopes of high-frequency carriers, "transposed tones," are binaurally analyzed with a precision similar to that of low-frequency tones (Bernstein and Trahiotis 2002 . At high carrier frequencies, transient stimuli can be constructed which carry different binaural temporal properties although they occupy the same frequency region in the two ears.
If the envelopes of these stimuli are binaurally incongruent, the pressure waves cannot be physically matched by simple interaural time shifts. Nevertheless, the binaural system can produce a reliable perceptual match that in turn reflects the way the stimulus envelopes are processed preceding binaural analysis.
Methods

Psychophysics
Stimuli
The current experiments recruit temporally asymmetric pips as illustrated in Fig. 31 .1. These pips consist of a high-frequency, pure-tone carrier modulated with a temporally asymmetric envelope. If such a pip is presented binaurally but temporally reversed in one ear, (Fig. 31.1 ), the pips cannot be physically matched by an ITD. If the sound level is low (Fig. 31.1a) , only the tips of the stimulus envelope exceed threshold and consequently, one would expect that the stimulus in the ear with the steeper rise time has to be delayed by an interaural onset difference (IOD) to compensate for the rise-time difference between the ears. If the sound level is high (Fig. 31.1b) , the envelope exceeds threshold very quickly and thus, a much smaller IOD would be needed to compensate for the rise-time difference. The used stimuli were trains of such pips with a carrier frequency of 5 kHz. The interval between the pips was fixed at 10 ms. For the left-ear stimuli, the rise time was 1, 2, 4, or 8 ms, and the decay time was always double the rise time, resulting in tone pips with a duration of 3, 6, 12. or 24 ms. The pip trains in the right ear were either identical to the left-ear trains, or they were temporally reversed. Experiments were run with a continuous background noise (8 dB SPL/Hz) low-pass filtered at 1,500 Hz to preclude the binaural analysis of low-frequency aural distortion products.
Procedure
In a two-alternative, forced-choice paradigm without feedback, listeners were asked to judge the lateralization of a test stimulus when compared with a reference stimulus. The reference stimulus was always presented first. It consisted of a diotic pip train with identical rise and decay times in both ears and no IOD. In the standard condition, the test stimulus consisted also of a pip train with identical rise and decay times in the two ears but with an initially randomized IOD between +500 ^is. In the test condition, the pip train in the right ear was temporally reversed when compared to the left ear. As in the standard condition, listeners were asked to adjust the IOD of these pip trains, which cannot be physically matched to the perceived position of the diotic reference stimulus. In each trial, listeners judged whether the test stimulus was lateralized left or right to the reference stimulus.
In an adaptive procedure, the IOD of the test stimulus was changed to compensate for the lateralization of the test stimulus. For the first and second reversal (a change in lateralization direction), IOD was changed in steps of 160μ8, after the second reversal, the step size was reduced to 80us, and after the fifth reversal, it was reduced to 40 ^is. The adjusted IOD in a given experimental run is given as the mean IOD across reversals six to eleven. Individual data are based on at least six runs per experimental condition. An experimental session consisted of six runs in randomized order, three with temporally reversed test stimuli in the right ear, the other three without reversion. Lateralization was measured as a function of the individually measured pip-train sensation level.
Listeners
At least four normal hearing listeners, aged between 21 and 35 of both genders took part in each experiment. Listeners for a pip duration of 6 ms were different from those that acquired all the other data.
Electrophysiology
Animals
Recordings were obtained from 18 adult Mongolian gerbils (Meriones unguiculatus).
Single cells were recorded in two different brainstem nuclei, the LSO (/i = 32) and the DNLL (/z = 66). All experiments were approved according to the German Tierschutzgesetz (AZ 55.2-1-54-2531-57-05). The detailed methods in terms of surgical preparation, acoustic stimulus delivery, stimulus calibration, and recording techniques have been described previously (Siveke et al. 2006 ).
Recording Procedure and General Neural Characterization
Extracellular single-cell responses were recorded as described earlier (Siveke et al. 2006 ). The recording sites of 24 of the 32 LSO neurons that we analyzed were histologically verified. Stimuli were generated at 48 kHz sampling rale in Matlab and delivered to the ear-phones (Sony MDR-EX70 LP). Using pure tones, we first determined audio-visually the neuron's characteristic frequency (CF) as that frequency which elicited a response at the lowest intensity, neuronal threshold (thr).
For the pip-train experiments, it was first ensured that LSO neurons were IID sensitive, that DNLL neurons were ITD sensitive and that neither phase locked to CF tones.
Pip-Train Stimulation
The pips consisted of the same envelopes as in the psychophysical experiments. The carrier frequency was set to the cell's CF. The pips were presented in a 4-s train at a repetition rate of 40 Hz. For the LSO, five repetitions of the pip trains and temporally reversed pip trains were presented monaurally on the ipsilateral ear in a randomized sequence. Pip trains were presented with different pip durations (3, 6, 12, and 24 ms) and different sound levels (18-50 dB above threshold in 8 dB steps).
For the DNLL, the pip trains were presented binaurally: In the contralateral ear the temporal structure of the envelope was constant; in the ipsilateral ear, the stimulation was identical to the LSO monaural stimulation, i.e., the temporal envelope of the pip train was equal to the contralateral side or temporally reversed. Furthermore in the ipsilateral ear, the inter-pip interval was manipulated to generate time-variant envelope ITDs: Within 1 s of pip-train stimulation, the onset of the ipsilateral pip was varied across a range spanning ± one quarter of the pip duration. This onset range was centered on the best ITD of the neuron. For a 40 Hz pip rate, the ITD range thus consisted of 40 different ITDs. As for the LSO stimulation, pip trains were presented at different pip durations and different sound levels above threshold.
Analysis
To calculate the time shift in the period histograms recorded with the standard and time-reversed pips in the LSO, we performed a cross-correlation between the two histograms. A Gaussian was fitted to the cross-correlation function, and the delay at the maximum of the fit was taken as the time shift. For the binaural DNLL responses, the response rates of the neurons as a function of the IOD were fitted by Gaussians for both standard and ipsilaterally reversed pip trains. The differences between the IODs at which the two Gaussians had their maxima were taken as the IOD change. From the population of recorded neurons (N=50), only the neuronal data with a correlation coefficient >0.7 between the data and the Gaussian fits were used for further analysis (7V=30).
Results
The IODs adjusted by the listeners to centralize the asymmetric pip trains for the 6-ms pip duration (2 ms rise and 4 ms decay time, or vice versa) are shown with solid lines in Fig. 31 .1c. At a sensation level of 20 dB and a pip duration of 24 ms, the listeners adjusted the temporally reversed 24-ms pip train in the right ear (with a 16 ms rise and 8 ms decay time) to start about 2,400 μ5 earlier than the pip train in the left ear (with a 8 ms rise and 16 ms decay time). With increasing sensation level, the adjusted IOD decreased monotonically but, even at a high sensation level of 60 dB, the listeners still required an IOD of about 800 μ8 to compensate for the temporal reversion and the resulting different rise times in the two ears. Not surprisingly, the adjusted IOD systematically depended on the overall pip duration. The adjusted IOD decreases with decreasing pip duration for all sensation levels. In all conditions even at the highest tested sensation levels, the adjusted IOD remained above 500 μ$.
To study, whether the IOD shifts can be explained by the latency difference L-L r , between the left and right-ear evoked neuronal activity, we employed two model variants of the pressure-integration model (Heil and Neubauer 2003) . In contrast to the original model, in which latencies are predicted based on the sound pressure wave, we assume integration of the envelope e(t) of the sound pressure wave. Then, the binaural latencies L t and L r of action potentials are assumed to be determined by the threshold crossings of the respective integrated envelopes S. Mathematically, this maps to the implicit equation
in which we allowed an additional exponent k as a fit parameter. In the left model variant (left), the threshold Θ is a constant and independent of sound level. This model thus has two fit parameters, k and Θ. In the second model variant (right), the threshold is a function of the signal level. Specifically, we modeled the thresh old as
where a denotes the amplitude of the envelope e{t) in units of Pascal. The second model thus has three fit parameters, k, 0 () and Θ,.
The model variant with a level independent threshold cannot reproduce the large perceived IODs at high sound levels, although the model qualitatively fits the result in that longer pips produce larger IODs (dashed lines in Fig. 31.1c) . In contrast, the model variant that includes a level-dependent threshold can account for the saturation of perceived IODs at high sound levels (dashed lines in Fig. 31 .Id).
Neural responses to ipsilateral monaural pip trains from 32 cells with CFs above 2 kHz were obtained from the gerbil LSO. The raster plot (Fig. 31.2b) shows the accurate locking of the cell to the 6 ms pip envelope. The period histograms (2C)
show that the spike timing depends on the direction of the asymmetric envelope in that the cell fires earlier when the pip has a 2-ms rise and a 4-ms decay (black).
With increasing stimulation level, the response rate increases, but the phase difference between the period histograms of the two envelope conditions decreases. This is quantified in the cross-correlograms of the period histograms in Fig. 31 . As in all other experiments, we recorded responses both with standard pips in both ears and with ipsilaterally reversed pips ( Fig. 31.3a ). This stimulation paradigm allows for the evaluation of both phase locking io the pip envelope period (25 ms) and of the binaural locking to the envelope beat period (1,000 ms). As in the LSO, also the DNLL cells locked reliably to the 25 ms period of the pip trains ( Fig. 31.3b) .
Again, the response rates increase with increasing sound level, but this increase was more pronounced for the time-reversed pips (grey), which produced particularly weak responses at low levels. The binaural envelope beat was constructed to cover a range of ± one quarter of the pip duration within 1 s. Period histograms con structed with the envelope beat period of 1 s are shown in Fig. 31 .3c. As within each 1 s period, the envelope IOD changes linearly, the abscissa can be relabeled as an IOD axis. A quantitative analysis of the IOD changes introduced by time reversion of the ipsilateral pips is obtained by fitting a Gaussian to the period his tograms in the two conditions and extracting the difference between the fit maxima.
The extracted time shifts decrease with increasing sound level (Fig. 31.3d ). DNLL population data of the neurally extracted time shifts are shown in Fig. 31 .3e. While the DNLL data show qualitatively the same trends as the psychophysical and LSO data, time shifts are significantly smaller than estimated both psychophysical^ and from the LSO data. (Siveke et al. 2008 ). Third, we only inverted the ipsilateral tone pips, but we did not invert the contralateral pips and leave the ipsilateral pips unchanged.
These two paradigms would yield the same results if the ipsi-and contralateral inputs converging at the binaural processing stage are identical. If, however, ipsi-and contralateral inputs are not identical (Brand et al. 2002) , it is possible that the binaurally observed time shifts depended on whether the ipsi-or contralateral rise time was shallower. This hypothesis remains to be tested.
To check whether the observed IODs can be explained by binaural latency differences, we employed two variants of a temporal integration model by Heil and Neubauer (Heil and Neubauer, 2003; Heil et al. 2007 ) that was originally proposed to explain the level dependence of the first spike latencies in the auditory nerve. Our experimental data are inconsistent with a simple temporal integration model (Heil and Neubauer 2003 ). However, including a level dependent threshold into such a model gives a reasonable match between data and model predictions. Heil and Neubauer proposed a neural correlate of their pressure-envelope integration to occur at the inner-hair cell, auditory-nerve synapse. Recent work has addressed the physiological basis of the pressure-envelope integration in the Heil model. In a constructive discourse, it was shown that the interplay between the stochasticity of synaptic events and a short time constant of synaptic transmission can explain the apparently long time constant of temporal integration at threshold (Meddis 2006a, b; Krishna 2006 ).
The physiological basis for the proposed level-dependent threshold cannot be assessed in the framework of the present study. Our data reveal that this level of adjustment must already be present in the input to the SOC. Dreyer and Delgutte (2006) showed that at the level of the cat auditory nerve, the temporal representation of transposed tones, with an envelope modulation comparable to the current pip trains, deteriorates with increasing sound level. In contrast, the current data show that at the level of the gerbil LSO, the temporal representation of the pip-train envelopes do not deteriorate with increasing sound level. The current data are thus also in agreement with the psychophysical data showing that sensitivity to envelope ITDs elicited by transposed tones is stable over a wide range of sound levels (Dreyer and Oxenham 2008) . These findings argue for a refinement of temporal envelope encoding at the level of the cochlear nucleus, similar to the refinement of phase locking to pure tones (Joris et al. 2004 ).
Any ITD of the envelope of a high-frequency sound is accompanied by a short-term IID. While it has been shown that IID sensitivity improves with increasing duration (Blauert 1997) , the time constant of perceptual IID analysis, i.e., its temporal resolution is entirely unclear. If we assume a long time constant of IID extraction (>20 ms), the IIDs generated by the current stimulation would be negligible. If however, the IID time constant is short, time variant IIDs are generated by the current stimuli. This would be the case for all stimuli with an ITD. To address the question of the time scale of IID processing, it is conceivable to replicate the current psychophysical experiment asking listeners not to compensate the rise-time differences with an ITD but with an IID.
Thus, the potential interaction of the current paradigm with IID extraction opens new opportunities to study the dynamics of binaural processing.
Taken together, our experimental paradigm provides insights into the level dependence of binaural processing. Both the perceptual and electrophysiological data can be explained in an existing temporal-integration model extended with a level dependent threshold criterion. These data provide a very sensitive quantification of how the peripheral temporal code is conditioned for binaural analysis.
