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Let P, = iP, + (1 -A) P, be the convex combination of two constrictive Markov 
operators. If P, is constrictive, then the spectral representation of P1 is related to 
the spectral representations of P, and P,. d 1988 Academic Press, Inc. 
1. INTRODUCTION 
In the study of the limiting behavior of random maps [l], operators on 
L, of the form 
i= I 
where Ai > 0, x7= i li = 1, and P,, is the Frobenius-Perron operator [2] of 
the map zi. Under certain conditions on rir it is shown in [l] that P 
admits a fixed point, i.e., the random map tends to an absolutely con- 
tinuous invariant measure. In [S, 91 Markov operators that are uniformly 
mean stable are studied, and it is shown under the restrictive condition of 
commuting operators that the convex combination is also uniformly stable. 
For Frobenius-Perron operators, the condition of commutivity implies 
that the underlying maps 7i themselves must commute, which is in general 
prohibitively restrictive. 
In this paper we study convex combinations of Markov operators 
without assuming commutivity. We shall use the property of constric- 
tiveness which is satisfied by many Markov operators. In Section 2 we 
review the main properties of constrictive Markov operators. Section 3 
presents two examples of convex combinations of Markov operators that 
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251 
0022-247X/88 $3.00 
Copyright 0 1988 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
252 BOYARSKI AND LEVESQUE 
are constrictive themselves. Under the assumption of constrictiveness, a
spectral representation of the convex combination of constrictive Markov 
operators is presented in Section 4 and is related to the spectral represen- 
tation of the individual Markov operators. In Section 5, the ergodic decom- 
position for a convex combination of Frobenius-Perron is related to its 
spectral decomposition. 
2. CONSTRICTIVE MARKOV OPERATORS 
Let (X, A, ,D) be a measure space. Any linear operator P: L, -+ L, , where 
L , E L, (X, A, p), which satisfies 
(a) Pf 20 forf>O,fELi; 
(b) llpfll = Ilfll, forf2 0, fE L, 
is called a Markov operator, where /I II is the L, norm. An important exam- 
ple of a Markov operator is the Frobenius-Perron operator 12, 31 induced 
by a nonsingular map of an interval I into itself. Many other examples can 
be found in [2]. 
Let F be a nonempty set in L, and g E L1. Then the distance between g 
and F is defined by 
d(g, F) =)$ IV- gll E 
A sequence of functions {fn}, f, E L, converges to a set Fc L, if 
lim d(f,, F) = 0. 
n--rm 
DEFINITION. A Markov operator P is called strongly (weakly) constric- 
tive if there exists a strongly (weakly) precompact set F such that 
lim, + 3c d(P”f, F)=O for all f~D={f~L~:f>o, llfll=l} the set of 
probability density functions. 
An important property of Markov operators is stated in the following 
theorem: 
THEOREM 1 [ 51. Let P: L, -+ L, be a Markov operator. If P is weakly 
constrictive, then it is strongly constrictive. 
In view of this result, we can delete the adjectives weak and strong. The 
following spectral decomposition theorem plays a central role in this paper. 
THEOREM 2 [2, 61. Let P be a constrictive Markov operator. Then there 
exists an integer I, two sequences of nonnegative functions giE D and 
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kiE L,,(X, A, p), i= 1, . . . . 1, and an operator Q: L1 -+ L, such that for all 
f E L,, Pf may be written in the form 
where 
pf(x) = i ai gitx) + QfCxL 
,=l 
(1) 
The functions gi and operator Q have the following properties: 
(1) g,(x) gj(x) = 0 for all i # j, i.e., the density functions g, have 
disjoint supports; 
(2) for each integer i there exists a unique integer a(i) such that 
Pgi = gaCj). Furthermore, a(i) # a(j) f or i # j. Thus, P just permutes the 
functions gi; 
(3) IIP”Qfll -rO as n -+ co for every f E L,. 
From the representation (1) for Pf, it follows that 
P”f (x) = i ai g,(i)(x) + Q,f (x)2 
i= 1 
(2) 
where Q,=P”+‘Q, a”(i)=a(a”~‘(i))..., and \lQ,fll +O as n+co. 
COROLLARY [2]. Let P: L, -+ L, be a constrictive Markov operator. 
Then P has a stationary density. 
Proof: Take f(x) = (l/l) Ci=, g,(x). 
3. EXAMPLES OF A CONVEX COMBINATION 
OF MARKOV OPERATION WHICH ARE CONSTRICTIVE 
(1) Let Z= [0, l] and let L1 E L,([O, 11, m) be the space of Lebesgue 
integrable functions where m is Lebesgue measure on I: Let C denote the 
set of non-singular, piecewise C* maps on I. Let z E C. The 
Frobenius-Perron operator P, : L 1 + L, associated with z is defined by 
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Let {r,};=, c C and let O< ,I&;< 1 be the probability that map 7, is applied 
at any given iteration, where C:= r 2, = 1. This gives rise to a random map 
T= {ti, %,};= , A measure ,n is called T-invariant if 
P(A)= i b47,-lA) 
;- * 
for each measurable A. Let us define P,: L, -+ L, 
Clearly P, is a Markov operator. 
The main theorem of [l] gives a sufficient condition for P, to admit a 
fixed point. 
THEOREM 2. Let T be a random map. If, for all x E I, 
then for allf ELI, 
(1) lim,,, (l/N) c,NzPO’ P:f = f * exists in L, , 
(2) PTf*=.f*, 
(3) Vhf * d Bllfll 1 for some constant B> 0 which is independent off, 
where VA f denotes the variation off over [0, 11. 
Proof: The key to this proof is the inequality [6]: 
for some 0 < GI < 1 and K> 0 independent of J: By using an induction 
argument with (1 ), we obtain 
0 0 J=o 
Thus, since a < 1, 
b’rfdrr’$f+- 
Kllf II, 
0 0 1-a 
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Therefore, for every f~ D of bounded variation, 
lim sup \I/ P$f d K,, 
i+m o (2) 
where K, = K/( 1 - R). 
Now let the set F be defined by 
F= 
From (2) it follows that PTf converges to the weakly precompact set F. 
Hence P, is constrictive. 
(2) Let K: Xx A’-+ R be a measurable function that satisfies 
W, Y) 2 0 
K(x, y) is called a stochastic 
P,:L,+L, by 
and s K(x, y) dx= 1. x 
kernel. Let us define the integral operator 
P,f(x)= J K(x, y)f(y)dy 
X 
for f~ L,. Clearly, P, is a Markov operator. In fact it is constrictive [2, 
p. 1071. 
THEOREM 3. Let P, be an integral operator whose stochastic kernel K 
satisfies K(x, y) d g(x), gE L,. Let P2 be any Markov operator. Then 
P, = AP, + (1 - 2) P,, 0 < A < 1, is constrictive. 
Proof Since K(x, y) d g(x), 
where f E D. Therefore, 
P,f(x) G k(x) + (1 -A) P,f. (3) 
We shall prove by induction that 
n--l 
Kf(x)Gl c (l-n)‘P’,g+(l-A)“P;f: 
i=O 
(4) 
409’13?1-17 
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By (3) it is true for n = 1. Assume (4) is true for n = k. Then 
P):+tf’(x)= P;.(Py)=AP,(P;f‘)+ (1-I”) PJP$f) 
c 
k I 
<Ag(x)+(l-i)P, 1, 1 (l-J.)‘P;g(x)+(l-#Pl;f(x) 
i=O i 
k I 
=Ig(x)+E, 1 (1-/I)i+‘P;+‘g(x)+(l -n)k+‘P;+‘f(x) 
Since P2 is a Markov operator, 11 Pi gll < II gll for all i. Hence, for all n, 
II 
N-l ,I - 1 
A 1 (1-A)‘Pbg GA c (l-~)il/~ll 
i=O i=O 
d Ilgll (1 -(I -nm< Ilgll. 
Thus, 
p;f(x) 6 k?(x) + (1 - ny PGf(x), 
where g(x) = ,I CEO (i- A)j Pi, g(x), and lim supn+ m P;f(x) 6 g(x). Since 
go L,, Pifconverges to the weakly precompact set {f~Lt:f(x) < g(x)). 
Hence, PA is constrictive. Q.E.D. 
4. SPECTRAL REPRESENTATION OF COMBINATION 
OF CONSTRICTIVE MARKOV OPERATORS 
Let P, and P, be constrictive Markov operators on L,(X, m). Then for 
any f E L, , P; f and Pz f admit the following representations: 
P’ff = 2 ai qcc”(i) + An(f) 
i= 1 
pZf = f hi(f) ‘p(i) + B,(f )7 
i=l 
where CI and /I? are permutations of the integers { 1, . . . . l,} and { 1, . . . . 12}, 
respectively. Let r < 1, ! denote the period of Cfl= I ai qan(i) [2, p. SS]. 
Let 
P,=IP,+(l-I)P,, 0<1<1, 
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be constrictive. Then 
‘if= i ci(f) syn(i) + cn(f)~ 
i=l 
where y is a permutation of { 1, 2, . . . . I>. In this section we shall prove that 
Id min(l, , I,). 
Let suppf denote the support off, i.e., the set of points {x: f(x) >O}. 
Let 
*= 0 +uPP 411 and cP* = fi {supp r;}. 
i=l i= I 
LEMMA 1. Assume PI is constrictive. Then the support of every density si 
must intersect both 4 and .c$ on a set of positive Lebesgue measure, i.e., 
m(suppsin$Z$)#O, i= 1, . . . . I, j= 1,2. 
Proof. We need only prove this for j = 1 and for any si, say sl. Since P, 
is constrictive, there exists an integer t such that P:‘s, = s1 for k = 1,2, . . . . 
From the expansion 
P~f=~“P;f+~“-‘(1-~)[P;-‘P,+P;-2P,.P1+ ... +PzP;-‘]f 
+E*“-*(l-A)[P’1-*P;+ ..a +Pp-*If+ ... +(l-I)“P$f (5) 
we have, 
Hence 
s1 = Ak’ [ i ai qaqi) + Qkt(sl)] 
i=l 
+ [terms involving P, and P,] 
II 
SI - lk’ i ai qzklci) 
i=l II 
< Ak’ II&(si)ll + (Iterms involving P, and Pzll. (6) 
From (5), we can show that the second term in (6) is bounded by 1 - Ik’. 
Let us now choose k = k, sufficiently large and finite, such that 
Ike’ IIQko,(sl)ll + Ilterms involving P, and P,II < 1. (7) 
It therefore follows from (6) that for some qj, 
m(supp S1 n SUPP qj) # 0. Q.E.D. 
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From Lemma 1, we know that the support of any s, must intersect the 
support of some qi on a set of positive Lebesgue measure. If I > I,, then at 
least two s,‘s, s, and s2 say, must intersect he support of a common q,, say 
q,, on a set of positive Lebesgue measure. Let 
D,=suppq,nsupps, 
D, = supp q1 n supp s2. 
Then m(Dl) >O and m(D,)>O. Let s; =s, 1 D,. Then 
suPP s; c suPP 41’ 
From [6, Lemma 4.53, it follows that for all n, 
supp p;s; c supp p;q, . 
The same argument applies to s; = s2 ( Dz. Since supp s, and supp s2 are 
disjoint, supp s; and supp s; are disjoint. Therefore, 
II4 -&II = WII + Ilm 
Since s; and s; are equal to 0 on the support of qj, j # 1, and the period of 
the finite sequence cfl=, a;(f) qrmc,) is t, we have 
p3; =~l(s;)ql +~,,cJ;) 
and 
P’l’s; = a,&) q, + A/&). 
Let us assume that Ils;II 2 Ils;II. Then let us choose k large enough so that 
maxi II&(.M~ II&(s;)ll> <t Ils;ll~ i=l,2 
Therefore, 
IIJW -4111 G lal(4--a,(4)l 114111 + II~k,(d)ll + II~k,(4)ll 
< blwl) - %(4)l + Il4II. 
But the right-hand side will be less than IaI( + Il.s;ll or IaI( + Ils;II, 
since Ia, < lla,ll Ils;lI and lla,ll < 1. We get 
la,cG)l + II&II G IId II + IIQI 
or 
la1(4)l + Il4ll G Il4ll + II411 G Il4II + Il4ll. 
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In either case, 
IIfwl - 4)ll G II4 II + IM = lb; - 411. 
We can now prove 
(8) 
THEOREM 5. Let P, and P, be constrictive Markov operators such that 
P,, P, have I,, 1, densities in their spectral representations, respectively. 
Then, if 
P,=AP,+(l-I)P, 
is constrictive, its spectral representation has I densities, where 
l< min(l,, 1,). 
Proof. We shall prove that for l> II we get a contradiction. If l> I,, 
there exist ql, s,, and s2, as above, such that 
~(Su~ps~nSuppq,)>O, i= 1, 2. 
Write 
sl=(s1-.s;)+s; 
s2 = (s2 -s;) + s;, 
where s; and s; are defined above. Since PA is constrictive, 
supp s, n supp s2 = 0. Therefore lls, -sill = 2. Let t’ be the period of the 
finite sequence in the representation of P).. Since si and s2 are fixed under 
pk’r’ 
A 9 
IIPX~, - sdll = 2, k’ = 1, 2, . . . . 
But now, 
P);“‘(s, - s2) = Ak’r’Pf’t’(sl - s2) + [terms involving P, and PI]. 
It can be shown that 
11 terms involving P, and P,Il < 2( 1 - A“‘l’). 
NOW choose k’ SO that k’t’ > k, t, where k, satisfies (7). Then, 
2 = IIPf;“‘(S, - sz)ll 
< Ak’t’ 11 Pf”‘(S, - sz)jl + 2( 1 - Ak”‘) 
= lk”’ 11~;“’ - ktplfr [(s,-s;)+s;-(s*-s;)-ss;]II +2(1-Iy’ 
~~k”‘w:‘ch -s;)lll + l1p:‘(~1-~;)ll 
+ )I P:‘($ - &)I[ } + 2( 1 - IZ)k”‘. 
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From (8) we have that IIP:‘(s’, -s;)ll < 11s; -siii. Therefore, 
2 < Ak”‘[ (Is, -s; I/ + ll.Q -sill + 11s; - s;ll] + 2( 1 - ik”‘) 
= Ak’l’ lls, - s21/ + 2( 1 - Ak”‘) = 2, 
since s, and s2 have disjoint support and s; = s, I A, and si = s2 / A, have 
disjoint support. Thus we have a contradiction. Repeating the entire 
argument with P, and P, interchanged yields the desired result. Q.E.D. 
COROLLARY 2. If either P, or P, is exact, then Pj. is exact. 
Proof: min(l,, 1,) = 1. 
EXAMPLE 1. If P, and P, are Frobenius-Perron operators associated 
with maps ri , r2 of the interval [0, 11, and if either r, or r2 is exact, then 
the random map (zi, z2, 1, 1 - A), whose Markov operator is 
is exact if it admits a fixed point, therefore the random map has a unique 
absolutely continuous invariant measure. This generalizes the examples on 
p. 821 of [l]. 
COROLLARY 3. If P, is an integral operator with kernel K(x, y) < g(x), 
where gEL, and P, is a general Markov operator. Then 
P, = AP, + (1 - A.) P,, 0 < 1 -C 1, is a constrictive operator and the number of 
densities in its spectral representation is bounded by the number of densities 
in the spectral representation of P, . 
ProoJ By example (1) in Section (3), P, is constrictive. The result 
follows from the proof of Theorem 5. 
5. SPECTRAL REPRESENTATION AND ERGODIC DECOMPOSITION 
Let P be any constrictive Markov operator. Then 
Pf = f: ai(f)gi+Q(fl 
i= I 
Let f * ED be a fixed point of P, and let b be the priod of xi= i ai g,. 
Then f* = Pkbf * implies that 
f*= f: ai(f*)gi+Qkb(f*) 
i= 1 
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for all k. But IlQ,Jf)ll --, 0 as k + co. Sincef* and x.f= i ai gi are fixed 
functions independent of k, Q,Jf*) = 0. Thus 
f* = i ai gi. 
i=l 
From this it follows that suppf* c Uf = , supp gi for every f * E D. Hence 
the maximum number of independent density functions must be less 
than or equal to 1. That is, the number of ergodic components, n, of P is 
bounded by the number of densities in the spectral representation, i.e., 
n < 1. 
Now, if PA, P,, P2 are constrictive where 
P,=AP,+(l-3L)P*, 
it follows from Theorem 5 that I< min(f,, 12), where E is the number of 
densities in the spectral representation of P,. 
In [4], it is shown that if z: [0, l] -+ [0, l] is piecewise continuous, 
piecewise C’ with finitely many discontinuities n, then T has at most n 
absolutely continuous inveriant measures whose densities fi, . . . . f, 
are disjoint. Let P, be the Frobenius-Perron operator of t. Then 
Prf,==fi, i= 1, . . . . n. Under the assumptions that jr’(x)1 > fl> 1 and 
Iz”(x)l/l~‘(x)l~ < c < co, it can be shown that P, is constrictive [2, p. 1321. 
Hence by the spectral representation theorem, there exist I densities 
{g,, . . . . gl> such that P, gi= g,(+ where a: { 1, . . . . I} ---f { 1, . . . . I} is a 
permutation 
THEOREM 6. Let zl, z2 be maps as in the foregoing paragraph and let P, , 
P, be their Frobenius-Perron operators. Then 
is constrictive. If the permutations in the spectral representations of P, and 
P2 are cyclical, we have n < 1~ min(l,, 1,) = min(n,, n,), where ni is the 
number of independent invariant densities in the ergodic decomposition of TV, 
i= 1, 2. 
Proof. Consider r i and let P, = P,, . Let a I : { 1, . . . . I, } -+ { 1, . . . . I, } by a 
cyclical permutation. (This is equivalent to P being ergodic [Z, 
Theorem 5.5.11.) Then P$g,= gi, where {g,, . . . . gl,} are the densities in the 
spectral representation of P, . But by the ergodic decomposition 
theorem [4], there can be at most n, such densities. Hence 1, d n,. But 
n, > 1,. Thus n, = I,, and similarity n2 = 1,. It therefore follows that 
n < I < min(l,, Z2) = min(n, , nz) Q.E.D. 
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We shall now consider special maps r, and T? where we shall not require 
irreducibility of the permutations in the respective spectral representations 
of P, and Pz. 
Let rl, r2 be piecewise linear maps from [0, I] + [0, l] having a com- 
mon Markov partition (i.e., z, takes partition points into partition points.) 
The Frobenius-Perron operator P, z P,,, i = 1, 2, induced by r,, is a matrix 
when restricted to piecewise constant functions on the Markov partition 
[ll]. Let A and B denote these matrices. In [ 121 it is shown that A(B) is -- 
similar to the stochastic matrix A(B). Hence, both A and B have 1 as an 
eigenvalue. Let a(s) denote the eigenspaces of A(B) associated with the 
eigenvalue 1. The following result is proved in [13]. 
LEMMA 2. Let 51 and t2 be piecewise linear maps on a common Markov 
partition with the property that 
inf ]z~(x)l > 1, i= 1,2. 
r 
Then the matrix Pj.=~P,,+(l-~)P,,=~A+(l-~)B~C~ has 1 as an 
eigenvalue and every fixed point of P, is a step function on the common 
Markov partition. 
Let w be the dimension of the eigenspace of Pi, associated with the 
eigenvalue 1. Then, we have 
THEOREM 6. .dim %7 < min(dim a, dim 98). 
Proof: Let E be the invertible matrix such that A = E-‘AE. Then 
T-‘C,E=IA+(14)E-‘BE. 
Since A is stochastic it can be put into the Perron-Frobenius normal form 
[ 10, Chap. XIII, Theorem lo]: 
A, 0 .., . . . . . . 0 0 0‘ 
0 A, 
. . 00 b 
0 A* 
A g+l,I ... A g+ 1.g A g+l 0 0 0 
. . . A,, . . . A,,, ... ... .. A,- : 
A= 
where A,, A,, . . . A, are irreducible stochastic matrices. Thus, for each Ai, 
i= 1, . . . . g, 1 is an eigenvalue of geometric and algebraic multiplicity 1. The 
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remaining matrices A, + r, . . . . A, on the diagonal have maximal eigenvalues 
which are less than 1. Hence the dimension of the eigenspace associated 
with the eigenvalue 1 for A is g. Now AA + (1 - A) E-‘BE has g or fewer 
blocks along the diagonal. Hence dim CA < g = dim A. Reserving the roles 
of A and B, we obtain dim CA < dim B. Therefore, for any 0 < A < 1, 
dim(C,) < min(dim A, dim A). Q.E.D. 
We can rewrite this result in operator notation. 
THEOREM 7. Let zI, 7z be two expanding piecewise linear maps on a 
common Markov partition. Let P,, P, be the associated Frobenius-Perron 
operators. Then the number of independent invariant densities, n, in the 
ergodic decomposition of PI satisfies the inequality n 6 min(n, , n,), where ni 
is the number of independent invariant densities in the ergodic decomposities 
OfTi. 
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