The primary goal of this study is to investigate the classification capability of several artificial intelligence techniques, including the decision tree (DT), multilayer perceptron (MLP) network, Naïve Bayes, radial basis function (RBF) network, and support vector machine (SVM) for evaluating spatial and temporal variations in water quality. The application case is the Song Quao-Ca Giang (SQ-CG) water system, a main domestic water supply source of the city of Phan Thiet in Binh Thuan province, Vietnam. To evaluate the water quality condition of the source, the government agency has initiated an extensive sampling project, collecting samples from 43 locations covering the SQ reservoir, the main canals, and the surrounding areas during 2015-2016. Different classifying models based on artificial intelligence techniques were developed to analyze the sampling data after the performances of the models were evaluated and compared using the confusion matrix, accuracy rate, and several error indexes. The results show that machine-learning techniques can be used to explicitly evaluate spatial and temporal variations in water quality.
Introduction
As one of the most important elements responsible for life, water quality status has a large impact on human life and public health. It is necessary to identify whether the quality of water sources is suitable for a certain purpose, meeting the requirements of people [1] .
Water quality data are very important for assessing the health of the environment of water bodies, i.e., water pollution [2] . However, their measurements are usually unavailable or limited due to the lack of monitoring systems, especially in developing countries [2, 3] . Additionally, water quality
Methods
In this study, five of the most commonly used AI techniques were applied, each of which is introduced in the following sections. The aim of this section is to give some first-hand-knowledge of AI techniques in exploring the structure of datasets and how they can be applied in water quality studies. In essence, this study expands on previous findings in these respects, e.g., [16] [17] [18] [19] . 
AI Techniques

Multilayer Perceptron (MLP) Network
Artificial neural network (ANNs) are a form of artificial intelligence based on the function of the human brain and nervous system. An artificial neural network has two types of basic components, including a neuron and link. A neuron is a processing element and a link is used to connect one neuron with another. Each link has its own weight. Each neuron receives stimulation from other neurons, processes the information, and produces an output. Neurons are organized into a sequence of layers. The first and last layers are called input and output layers, respectively, and the middle layers are called hidden layers. The input layer is a buffer that presents data to the network. It is not a neural computing layer because it has no input weights and no activation functions. The hidden layer has no connections to the outside world. The output layer presents the output response to a given input. The activation coming into a neuron from other neurons is multiplied by the weights on the links over which it spreads and is then added together with other incoming activations.
A neural network in which activations only spread in a forward direction from the input layer through one or more hidden layers to the output layer is known as a multilayer feed-forward network. For a given set of data, a multilayer feed-forward network can give a good non-linear relationship. Studies have shown that a feed-forward network, even with only one hidden layer, can approximate any continuous function [20, 21] . Therefore, a feed-forward network is an attractive approach [22] . Figure 1 shows an example of a feed-forward network with three layers. In Figure 1 , R, N, and S are the number of inputs, hidden neurons, and outputs, respectively; iw and hw are the input and hidden weights matrices, respectively; hb and ob are the bias vectors of the hidden and output layers, respectively; x is the input vector of the network; ho is the output vector of the hidden layer; and y is the output vector of the network. The neural network in Figure 1 can be expressed through the following equations:
where f is an activation function. When implementing a neural network, it is necessary to determine the structure in terms of the number of layers and the number of neurons in the layers. The larger the number of hidden layers and nodes, the more complex the network will be. A network with a structure that is more complicated than necessary overfits the training data [21] . This means that it performs well on data included in the training set, but it may perform poorly on that in a testing set. Artificial neural network (ANNs) are a form of artificial intelligence based on the function of the human brain and nervous system. An artificial neural network has two types of basic components, including a neuron and link. A neuron is a processing element and a link is used to connect one neuron with another. Each link has its own weight. Each neuron receives stimulation from other neurons, processes the information, and produces an output. Neurons are organized into a sequence of layers. The first and last layers are called input and output layers, respectively, and the middle layers are called hidden layers. The input layer is a buffer that presents data to the network. It is not a neural computing layer because it has no input weights and no activation functions. The hidden layer has no connections to the outside world. The output layer presents the output response to a given input. The activation coming into a neuron from other neurons is multiplied by the weights on the links over which it spreads and is then added together with other incoming activations.
where f is an activation function. When implementing a neural network, it is necessary to determine the structure in terms of the number of layers and the number of neurons in the layers. The larger the number of hidden layers and nodes, the more complex the network will be. A network with a structure that is more complicated than necessary overfits the training data [21] . This means that it performs well on data included in the training set, but it may perform poorly on that in a testing set.
. Figure 1 . A feed-forward network with three layers.
Input layer
Hidden layer Output layer Once a network has been structured for a particular application, it is ready for training. Training a network means finding a set of weights and biases that will give desired values at the network's output when presented with different patterns at its input. When network training is initiated, the iterative process of presenting the training data set to the network's input continues until a given termination condition is satisfied. This usually happens based on a criterion indicating that the current achieved solution is good enough to stop training. Some of the common termination criteria are the sum of squared error (SSE) and mean squared error (MSE). Through continuous iterations, the optimal or near-optimal solution is finally achieved, which is regarded as the weights and biases of a neural network. Suppose that there are m input-target sets, x k −t k for k = 1, 2, . . . , m for neural network training. Thus, network variables arranged as iw, hw, hb, and ob are to be changed to minimize a cost function. E, such as the MSE between network outputs, y k , and desired targets, t k , is as follows:
Radial Basis Function (RBF) Network
The RBF network is a kind of kernel function network that uses kernel functions, located in different neighborhoods of the input space. The architecture of the RBF network includes three layers: the input layer, the hidden layer, and the output layer, as shown in Figure 2 . Although the structure of the Radial Basis Function (RBF) neural network is rather simple, the network has a strong generalization ability [23, 24] . The RBF neural network has shown a good classification and approximation performance in various applications [25, 26] . Once a network has been structured for a particular application, it is ready for training. Training a network means finding a set of weights and biases that will give desired values at the network's output when presented with different patterns at its input. When network training is initiated, the iterative process of presenting the training data set to the network's input continues until a given termination condition is satisfied. This usually happens based on a criterion indicating that the current achieved solution is good enough to stop training. Some of the common termination criteria are the sum of squared error (SSE) and mean squared error (MSE). Through continuous iterations, the optimal or near-optimal solution is finally achieved, which is regarded as the weights and biases of a neural network. Suppose that there are m input-target sets, xk−tk for k = 1, 2,…, m for neural network training. Thus, network variables arranged as iw, hw, hb, and ob are to be changed to minimize a cost function. E, such as the MSE between network outputs, yk, and desired targets, tk, is as follows:
The RBF network is a kind of kernel function network that uses kernel functions, located in different neighborhoods of the input space. The architecture of the RBF network includes three layers: the input layer, the hidden layer, and the output layer, as shown in Figure 2 . Although the structure of the Radial Basis Function (RBF) neural network is rather simple, the network has a strong generalization ability [23, 24] . The RBF neural network has shown a good classification and approximation performance in various applications [25, 26] . As shown in Figure 2 , the estimated output is a weighted summation utilizing the following equation:
where S denotes the number of outputs, J is the number of nodes in the hidden layer, and wjs is the connection weight between j-the node of the hidden layer and S-the node of the output layer. There are several radial basis functions; the most commonly used one is as follows:
Input layer
Hidden layer Output layer As shown in Figure 2 , the estimated output is a weighted summation utilizing the following equation:
where S denotes the number of outputs, J is the number of nodes in the hidden layer, and w js is the connection weight between j-the node of the hidden layer and S-the node of the output layer. There are several radial basis functions; the most commonly used one is as follows:
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where x is the input pattern vector, where each input is represented by the N -dimensional vector; c j and σ j are the center and width of RBF, respectively; and x − c j is the norm of the vectors x and c j , which can be considered as the distance between the vectors x and c j . Through the RBF network, the relationship between the input and output is established. The design and training of an RBF are conducted through the estimation of three kinds of parameters, including the center and width of radial basis functions and the connection weights.
Decision Tree (DT)
The decision tree is also one of the most used intelligence techniques because of its simplicity in understanding and interpreting the results. A DT classifies original input variables into subgroups that construct a tree with a root node, internal nodes, and leaf nodes. A decision tree (DT) can be considered as a hierarchical model composed of decision rules that recursively split independent inputs into homogenous sections [27] . The aim of constructing a DT is to explore the set of decision rules that can be used to predict outcomes from a set of input variables. Applying a DT on a dataset would predict the target variable of a new dataset record. A DT is also called a regression or classification tree if the target variables are continuous or discrete, respectively [28] . The DT can give an idea of the importance of an attribute in a dataset.
Support Vector Machine (SVM)
SVM is a supervised learning method influenced by advances in statistical learning theory [29] . SVM has been successfully applied to various applications in classification and recognition problems. Using training data, SVM maps the input space into a high dimensional feature space. In the feature space, the optimal hyperplane is identified by maximizing the margins or distances of class boundaries. The training points that are closest to the optimal hyper plane are called support vectors. When the decision surface is obtained, it can then be used for classifying new data.
Consider a training dataset of feature-label pairs (x i , y i ) with i= 1, . . . , n. The optimum separating hyperplane is represented as
where K(x i , x j ) is the kernel function, α i is a Lagrange multiplier, and b is the offset of the hyperplane from the origin. This is subject to constraints 0 ≤ α i ≤ C and α i y i = 0, where α i is a Lagrange multiplier for each training point and C is the penalty. Only those training points lying close to the support vectors have non-zero α i . However, in real-world problems, data are noisy and there will be no linear separation in the feature space. Hence, the optimum hyperplane can be identified as
where w is the weight vector that determines the orientation of the hyperplane in the feature space and ζ i is the i of the positive slack variable that measures the amount of violation from the constraints. E. Naive Bayes Classifier A Naive Bayes classifier is based on Bayes' theorem and the probability that a given data point belongs to a particular class [30] . Assume that we have m training samples x i , y j , where x = (x i1 , x i2 , . . . , x in ) is a n-dimensional vector and y i is the corresponding class. For a new sample x tst , we wish to predict its class y tst using Bayes' theorem:
However, the above equation requires an estimation of distribution P(x y), which is impossible in some cases. A Naive Bayes classifier makes a strong independence assumption on this probability distribution using the following equation:
This means that individual components of x are conditionally independent given its label y. The task of classification now proceeds by estimating n one-dimensional distributions P x j y . Table 1 summarizes some of the advantages and disadvantages of the AI techniques presented in this study. All models were coded in the Matlab 2015a environment. To avoid the over-fitting problem, 10-fold cross validation was utilized. For each technique, various sets of parameters were tried to obtain the best architecture of each classifying model. To evaluate the performance of the classifying model, several performance criteria were used. These criteria were applied to know how well the developed models worked. They are as follows: the percentage of accurate and inaccurate classification, mean absolute error (MAE), root mean squared error (RMSE), relative absolute error (RAE), root relative squared error (RRSE), and confusion matrix. Figure 3 shows the application framework of using the AI technique in the application case.
fold Figure 3 shows the application framework of using the AI technique in the application case. Figure 3 . The application framework of using the AI technique in classification. Figure 3 . The application framework of using the AI technique in classification.
Dataset
Data on water quality were collected at 43 locations, as depicted in The collected samples were analyzed at the Biochemical Laboratory of the Binh Thuan Centre of Standardization Metrology and Quality Control. We followed the international standard to collect, preserve, and analyze the samples, as regulated by [31] [32] [33] [34] . In this study, the analyzed parameters include pH, TSS (Total Suspended Solids), DO (Dissolved Oxygen), COD (Chemical Oxygen Demand), BOD5 (Biological Oxygen Demand), Ammonium (N-NH 4 + ), Nitrite (N-NO 2 − ), Nitrate (N-NO 3 − ),), Phosphate (P-PO 4 3− ), Total (total Nitrogen), TP (total phosphorous), and Coliform. We also thrived to detect important heavy metals, i.e., Zinc (Zn), Cadmium (Cd), Arsenic (As), Lead (Pb), Crom VI (Cr), Manganese (Mn), Total Iron (Tot. Fe), Nickel (Ni), and Mercury (Hg). These analyses were performed via 36 samples collected from six stations: C1, C11, and C14 (canals); R19 (reservoir); and SA1 and SA4 (surrounding areas), hence solely subjected to descriptive statistics. All of the collected records were subsequently compared with respective national standards regulated in the national standards, widely quoted as QCVN 08-MT: 2015/BTNMT [35] .
We performed a total of six field trips to collect the samples during the wet season of 2015 and dry season of 2016, as follows: The collected samples were analyzed at the Biochemical Laboratory of the Binh Thuan Centre of Standardization Metrology and Quality Control. We followed the international standard to collect, preserve, and analyze the samples, as regulated by [31] [32] [33] [34] . In this study, the analyzed parameters include pH, TSS (Total Suspended Solids), DO (Dissolved Oxygen), COD (Chemical Oxygen Demand), BOD5 (Biological Oxygen Demand), Ammonium (N-NH4 + ), Nitrite (N-NO2 − ), Nitrate (N-NO3 − ),), Phosphate (P-PO4 3− ), Total (total Nitrogen), TP (total phosphorous), and Coliform. We also thrived to detect important heavy metals, i.e., Zinc (Zn), Cadmium (Cd), Arsenic (As), Lead (Pb), Crom VI (Cr), Manganese (Mn), Total Iron (Tot. Fe), Nickel (Ni), and Mercury (Hg). These analyses were performed via 36 samples collected from six stations: C1, C11, and C14 (canals); R19 (reservoir); and SA1 and SA4 (surrounding areas), hence solely subjected to descriptive statistics. All of the collected records were subsequently compared with respective national standards regulated in the national standards, widely quoted as QCVN 08-MT: 2015/BTNMT [35] . 
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Preliminary Assessment of Water Quality
In general, the water quality of the SQ-CG system lies within the regulated criteria in terms of biochemical parameters, with the exceptions of BOD and COD; however, with marginal exceedance. More specifically, seven out of 43 sampling stations had mean BOD values exceeding the standard, all of which are located along the canals. Descriptive statistics, including the maximum, minimum, mean, and standard deviation of the samples, along with the regulated values of biochemical parameters, are summarized in Table 2 . With regard to heavy metals, Mercury, Cadmium, and Lead were not detected, while Zinc and Manganese records were within the allowable ranges. Arsenic, Chrome VI, and Iron, however, considerably exceeded the respective regulations. Table 3 summarizes the descriptive statistics of heavy metal concentrations at six sampling stations from 2015 to 2016. The results are more like exploratory evaluations so could not facilitate consolidated claims owing to the limited data available. Our findings nonetheless constitute warning notices regarding the potential contamination of water resources with hazardous heavy metals within the research area. 
Spatial Variation
Regarding the spatial variation, the performance statistics of different techniques are represented in Tables 4 and 5 . A model can be considered a good classifier when it achieves the smallest error values, including MAE, RMSE, RAE, and RRSE, as well as a bigger value of correctly classified samples. For calculating the correct classification rate, take DT (J48) as an example, where DT (J48) was able to accurately classify 137 out of 137 for the "reservoir", seven out of 20 for "surrounding areas," and 77 out of 101 for "canal." Therefore, the DT-based classifier provides an 85.66% accuracy. Figure 5 shows the decision tree for spatial variation derived from J48 method. According to Table 4 , RBF achieved the highest correct classification rate of 86.82%, followed by DT, MLP, Naïve Bayes, and SVM. Other than that, RBF obtained the highest performance according to two out of the total four evaluation criteria. Figure 6 represents the three-class confusion matrixes obtained from the different techniques. There are 258 samples in total, including 138 collected from the reservoir, 30 from surrounding areas, and 90 from canals. Among the investigated techniques, MLP gives quite good results: all the samples from the reservoir are correctly classified. However, observing all the confusion matrixes of the three original classes, the majority of the samples from surrounding areas are classified as reservoirs or canals. Figure 5 . Visualization of the decision tree for spatial variation. 
Temporal Variation
For temporal variation, Tables 6 and 7 show the performance statistics of different techniques. Figure 7 shows the decision tree for temporal variation obtained from J48 method. According to Table  6 , the DT, MLP, and Naïve Bayes together achieved the highest performance, followed by RBF and SVM. On the other hand, Table 7 reveals that MLP outperformed the other techniques, according to all four criteria. The two-class confusion matrixes in Figure 8 showed that except for SVM, the others obtained quite good results. 
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For temporal variation, Tables 6 and 7 show the performance statistics of different techniques. Figure 7 shows the decision tree for temporal variation obtained from J48 method. According to Table 6 , the DT, MLP, and Naïve Bayes together achieved the highest performance, followed by RBF and SVM. On the other hand, Table 7 reveals that MLP outperformed the other techniques, according to all four criteria. The two-class confusion matrixes in Figure 8 showed that except for SVM, the others obtained quite good results. Water 2019, 11, x FOR PEER REVIEW 13 of 17 Figure 7 . Visualization of the decision tree for temporal variation. 
Methodological Implications
The positive implications of AI techniques in environmental research are manifold and have been explored by scientists in various disciplines. Our work further expands relevant insights from this literature with the applicability of five of the most commonly used techniques for a relatively small data set.
More specifically, in comparison with the multiple years of automatic monitoring data from other studies, our data set is relatively limited. It is, however, a meaningful contribution to the empirical reference of the water quality of the Song Quao catchment, which is only measured four times annually. Against this limit, the presented methods nonetheless proved to be useful in revealing the structural bundles of not only the observed variables, but also the sampling locations. Our findings have also captured and visualized the seasonal variations of relevant water quality parameters.
Water Quality Management
Since the first Vietnamese environmental Law was released in 1993, an environmental monitoring network has been established over Vietnam at both national and local levels. However, the allocated budget for most of the monitoring program is still below demand [36] . The monitoring program is usually limited in locations, frequency, and parameters to be measured. The existing river monitoring program at Quao river only collects data four times per year at two locations, which is much less than the data obtained by this study. Results from this study provide a baseline of water quality status for the river basin. This study suggests that, in order to effectively manage water quality in the catchment for a safe domestic water supply, the province should consider three main solutions. First, adding at least one water quality monitoring station (monthly frequency) in the upper catchment of the Quao reservoir, especially during rainy the season, e.g., at SA1, is urgently needed. Second, controlling pollution sources in the downstream area of the Quao canal (near C14) is also of particular importance. Finally, an automatic water quality monitoring station should be installed near the intake of the domestic water supply system as part of developing a water safety warning system.
Conclusions
The protection of the Song Quao reservoir and channel water environment is challenging yet urgent, with a high multidisciplinary and interregional dimension. Therefore, the temporal and spatial analysis and assessments of water quality as shown in this paper essentially facilitate a clear view of the current state of water quality of the SQ-CG water supply system. More specifically, the water resource is likely prone to heavy metals related to pollution, especially Arsenic. Future intensive investigations are an important research need in terms of understanding the water quality status. These findings constitute important baseline knowledge to support the implementation of water management initiatives to protect the reservoir and channel water quality for domestic water supply.
As a methodological contribution, this paper has presented a practical AI-based workflow to explore the temporal and spatial variations of water quality. The incorporated AI techniques include the decision tree (DT), multilayer perceptron (MLP) network, Naïve Bayes, radial basis function (RBF) network, and support vector machine (SVM). With the relatively limited data set, these techniques have successfully uncovered and visualized the data structure and facilitated meaningful references on temporal and spatial variations of river water quality across the study area. This is of particular importance for future studies on river quality monitoring and assessment at sparsely-gauged catchments.
