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GALOIS MODULE STRUCTURE OF GALOIS
COHOMOLOGY FOR EMBEDDABLE CYCLIC
EXTENSIONS OF DEGREE pn
NICOLE LEMIRE, JA´N MINA´Cˇ, ANDREW SCHULTZ,
AND JOHN SWALLOW
Abstract. Let p > 2 be prime, and let n,m ∈ N be given. For
cyclic extensions E/F of degree pn that contain a primitive pth
root of unity, we show that the associated Fp[Gal(E/F )]-modules
Hm(GE , µp) have a sparse decomposition. When E/F is addition-
ally a subextension of a cyclic, degree pn+1 extension E′/F , we
give a more refined Fp[Gal(E/F )]-decomposition of H
m(GE , µp).
1. Introduction
Absolute Galois groups capture a great deal of the arithmetic and
algebraic properties of their underlying fields, though they are notori-
ously intractable to compute. For a given field E, one must often be
satisfied with studying invariants attached to the corresponding abso-
lute Galois group GE, and in this respect the Galois cohomology groups
H i(GE , A) for various GE-modules A are frequent subjects of investi-
gation. Of particular interest are the groups Hm(GE , µp) for a fixed
prime p, where µp represents the group of pth roots of unity in GE .
When E is itself a Galois extension of a field F , the action of
Gal(E/F ) on E× induces a natural action on Hm(GE, µp). Combined
with the Fp-action on these cohomology groups, this naturally leads one
to study these Galois cohomology groups as Fp[Gal(E/F )]-modules. In
particular, one expects that this Galois module structure will provide
insight into the corresponding absolute Galois group GE .
This program has been carried out in several cases where Gal(E/F ) ≃
Z/pnZ and E contains a primitive pth root of unity ξp. In particular,
the case n = m = 1 was resolved in [MS2], m = 1 and n ≥ 1 (without
the restriction ξp ∈ E) in [MSS1], and m ≥ 1 and n = 1 in [LMS2]. As
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desired, these computed module structures have already led to some
interesting results on the structure of absolute Galois groups: auto-
matic realization results in [MS3, MSS2], a generalization of Schreier’s
Theorem in [LLMS2], a connection with Demusˇkin groups in [LLMS1],
an interpretation of cohomological dimension in [LMS], and a charac-
terization of certain groups which cannot appear as absolute Galois
groups in [BLMS].
The goal of this paper is to begin the investigation of a unified un-
derstanding of the structures already computed by determining some
important results in the case m ≥ 1 and n ≥ 1. We shall focus on the
case p > 2 in this paper. In much the same way that this problem is
the unification of the problems considered in [LMS2] and [MSS1], so
too will the methodology in our solution be a combination of their in-
dividual strategies. Indeed, careful refinements of the arguments from
[LMS2], together with the appropriate module-theoretic results, will
already be enough to give us the following
Theorem 1.1. Let p > 2 be a given prime. If Gal(E/F ) ≃ Z/pnZ and
ξp ∈ E, then the Fp[Gal(E/F )]-module Hm(GE , µp) is a direct sum
of indecomposable summands which are either of dimension pn or of
dimension at most 2pn−1.
Since there are pn isomorphism classes of indecomposable Fp[G]-
modules — one for each cyclic submodule of Fp-dimension i, 1 ≤ i ≤ pn
— this result shows that the decomposition of Hm(GE , µp) is relatively
sparse.
A more refined decomposition is available, however, if we impose
an additional assumption on the extension E/F . When Gal(E/F ) ≃
Z/pnZ and ξp ∈ E, we say that E/F is an embeddable extension if E/F
is an intermediate extension in a larger Galois extension E ′/F so that
Gal(E ′/F ) //
≃

Gal(E/F )
≃

Z/pn+1Z // Z/pnZ,
where the horizontal arrows are the natural projections.
In the case of embeddable extensions, we can then use results from
[MSS1] — particularly the properties of so-called “exceptional” ele-
ments of E (see Proposition 2.10) — to give the following result. In
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the statement of the result, we use Ej to denote the intermediate field
of degree pj over F within the extension E/F .
Theorem 1.2. Let p > 2 be a given prime. If E/F is an embeddable
extension and an is an exceptional element, then as an Fp[Gal(E/F )]-
module we have
Hm(GE, µp) ≃ X0 ⊕X1 ⊕ · · · ⊕Xn−1 ⊕ Y0 ⊕ Y1 ⊕ · · · ⊕ ⊕Yn,
where
• for each 0 ≤ i ≤ n, both Yi and Xi are direct sums of indecom-
posable modules of dimension pi, with Yi ⊆ resE/Ei (Hm(GEi, µp))
and Xi ⊆ (an) ∪ resE/Ei (Hm−1(GEi, µp)); and
• for each i ≥ 0, resE/F
(
corEi/F (H
m(GEi, µp))
)
= (Yi ⊕ · · · ⊕
Yn)
G.
Though the strategies for embeddable extensions cannot be trans-
lated directly into a decomposition of the Galois module structure of
Hm(GE, µp) when E/F is not embeddable, this is nonetheless an im-
portant step towards resolving the more general case. As an indication
of this, we note that for a non-embeddable extension E/F , any proper
subextension is embeddable. For “bottom-up” inductive arguments
(i.e., those which rely on studying subextensions which share a com-
mon base field), then, the embeddable case is of critical importance.
These kinds of arguments were already used to great effect in resolving
the case m = 1, n > 1 in [MSS1], so it is likely that a resolution of the
general (non-embeddable) case for higher cohomology will also include
this strategy.
Section 2 outlines the basic ingredients necessary for the proofs of
the main theorems, recalling important facts about Galois cohomology,
module theory and field theory. Section 3 then gives a description
of a submodule Γ(m,n) ⊆ Hm−1(GEn−1 , µp) which is critical for our
inductive approach. Building on these results, Section 4 describes the
major technical results needed to provide a proof of Theorem 1.2 in
Section 5.
Remark 1.3. Though the proof of Theorem 1.2 relies on working in
an embeddable extension, the other machinery we develop holds for
extensions E/F with Gal(E/F ) ≃ Z/pnZ and ξp ∈ E (p > 2 a prime)
without insisting on embeddability.
The case p = 2 requires special treatment and is a work in progress.
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2. Preliminary Results
2.1. Reduced Milnor K-theory. Though we’ve phrased our results
in the language of Galois cohomology, the driving force in these proofs
is the connection between these cohomology groups and reduced Mil-
nor K-theory that was first described by the so-called Bloch-Kato
conjecture, the content of which is stated in the following (recently
proven) theorem. We shall denote by kmE the reduced Milnor K-
groups KmE/pKmE.
Theorem 2.1. For a field E containing a primitive pth root of unity
ξp, the natural map
kmE → Hm(GE , µp)
is an isomorphism. Moreover, if G = Gal(E/F ) for some subextension
F , then the isomorphism is G-equivariant on the two G-modules.
The process of proving the Bloch-Kato conjecture began with Merkur-
jev and Suslin [MS1], who verified the case m = 2 for all primes p.
The case where p = 2 and m is arbitrary was resolved by Voevod-
sky [V1]. Recently Rost and Voevodsky together with Weibel’s patch
proved the Bloch-Kato conjecture for all p and m. For details, see
[R1, R2, V2, HW, W1, W2, W3]. In what follows, we will employ The-
orem 2.1 without mention to identify Galois cohomology and reduced
Milnor K-theory.
The strategy we employ will require generalizations to k-theory of
some well-known results from field theory, namely Hilbert’s Theorem
90 and Kummer theory. In this new setting, both of these results deal
with extensions E/F that are degree p and Galois. In the results that
follow, NE/F denotes the map induced on K-theory by the field norm,
and ιE/F denotes the map induced on K-theory by inclusion.
The results below can be deduced from the papers cited above in
the proof of the Bloch-Kato conjecture, and they are in fact important
parts of the proof. An exposition of the precise results leading to these
Propositions is contained in Section 2 of [LMSS].
Proposition 2.2 (Hilbert 90 for K-theory). If Gal(E/F ) = 〈σ〉 ≃
Z/pZ, then the sequence
(2.3) KmE
σ−1−−−→ KmE
NE/F−−−→ KmF
is exact.
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Proposition 2.4 (Kummer Theory). Continuing with the assumptions
of Proposition 2.2, suppose that ξp ∈ E and that E = F ( p√a) for
a ∈ F×. Then the sequence
(2.5) km−1E
NE/F−−−→ km−1F {a}·−−−−→ kmF
ιE/F−−→ kmE
is exact.
Finally, we need a result which allows one to easily compute the
norm of a special class of symbols.
Proposition 2.6 (Projection Formula, [FV, Chap. 9, Thm. 3.8]). Let
E/F be a Galois extension of fields, and let e ∈ E× and γ ∈ Km−1F
be given. Then
(2.7) NE/F
({e} · ιE/F (γ)) = {NE/F (e)} · γ.
2.2. Field Results. Since our focus is on embeddable extensions, there
are several simple Galois-theoretic consequences which will be useful
to record.
Recall that we denote by Ei the intermediate field of degree p
i over
F within E/F . Hence we will interchangeably refer to E as En and
F as E0. We will write Gi for the quotient group Gal(Ei/F ) ≃ Z/piZ
and Hi for the subgroup Gal(E/Ei) ≃ Z/pn−iZ. For convenience, we
will carry this notation over to abbreviate relevant inclusion and norm
maps: ιij will denote ιEi/Ej and N
i
j will denote NEi/Ej , both for fields
and their K-theory.
Since we have assumed ξp ∈ E we must have ξp ∈ Ei for every 0 ≤
i ≤ n, and so it follows by Kummer Theory that for every 0 ≤ i ≤ n−1
we may find elements ai ∈ Ei so that Ei+1 = Ei( p√ai) . In fact, it was
shown in [MSS1, Prop. 1] that these ai can be selected to satisfy the
following norm compatibility criteria:
(2.8) N ijai = aj for any j ≤ i ≤ n− 1.
It is also shown that for 0 ≤ i ≤ n− 1, the pth power class of each of
these ai is fixed by its respective Galois group:
(2.9) τ(ai) ∈ aiE×pi for every τ ∈ Gi.
In [MSS1], exceptional elements for the extension E/F are defined
as a kind of “minimal” extension of the above equations to i = n. The
definition there is expressed in terms of classes of elements in E×/E×p;
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we now present an equivalent formulation for elements in E×. For
a general field E/F with Gal(E/F ) ≃ Z/pnZ and containing ξp, an
exceptional element an ∈ E× for the extension E/F is an element with
NE/F (an) ∈ E×p \ F×p, and such that aσ−1n ∈ E×i(E/F )E×p, where
i(E/F ) = min
NE/F (a)∈E×p\F×p
{
i : aσ−1 ∈ E×i E×p
}
.
(Here, E−∞ is taken to be {1}.) Hence the possible values for i(E/F )
are from the set {−∞, 0, 1, · · · , n}; in [MSS1, Theorem 3], we show
that in fact i(E/F ) ≤ n− 1.
One can show that exceptional elements exist under the hypothesis
p > 2 ([MSS1, Prop. 2]), and that the cyclic Fp[Gal(E/F )]-submodule
generated by an exceptional element has Fp-dimension p
i(E/F )+1 ([MSS1,
Prop. 7]). For an exceptional element an, this fact, together with the
condition NE/F (an) ∈ E×p \F×p, ensures that Nnj (atn) = ajepj for some
t ∈ Z\pZ and ej ∈ E×j ([MSS1, Lemma 8]). (One might naturally think
to select an so that N
n
j (an) = aj in analogy to (2.8), but our weaker
condition is chosen to account for the set {ai} being non-canonical.)
Our embeddability hypothesis is equivalent to the condition that
i(E/F ) = −∞, so that aσ−1n ∈ E×p in this case. This condition will
become important in the final stages of our proof of Theorem 1.2, but
isn’t necessary for other results we describe.
For our purposes, the relevant properties of exceptional elements are
outlined in the following
Proposition 2.10. For each 1 ≤ i < n, the element ai is exceptional
for the extension Ei/F . Any exceptional element an of an embeddable
extension E/F satisfies Nnn−1(an) = a
t
n−1e
p for some t ∈ Z \ pZ and
e ∈ E×n−1, and furthermore aσ−1n ∈ E×p.
Proof. The first statement follows directly from the definition of ex-
ceptionality and conditions (2.8) and (2.9). The final statement follows
from [MSS1, Thm. 3] together with the result of Albert [A] which shows
En/E0 is embeddable if and only if ξp ∈ Nn0 (E×n ). Finally, to show that
an exceptional element an of an embeddable extension E/F satisfies
Nnn−1(an) = a
t
n−1e
p as above, one applies [MSS1, Lemma 8]. 
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As a final remark, we point out that as operators on E×/E×p, we
have the identity
pn−1∑
i=0
σi ≡ (σ − 1)pn−1.
Hence we have that Nn0 (e) ≡ e(σ−1)p
n
−1
mod E×p. More generally,
we have that the norm operator N ij is given by the action of (σ
pj −
1)p
i−j−1 ≡ (σ − 1)pi−pj . For the Fp[Gi]-modules kmEi, we have the
related identity ιij ◦ N ij ≡ (σ − 1)pi−pj . We will make frequent use of
these identities throughout the remainder of the paper.
2.3. Module Theory. Finally, we remind the reader of the essential
facts about Fp[G]-modules; with the exception of E
×/E×p, we shall
write our Fp[G]-modules additively.
Much of the theory of Fp[G]-modules comes from the fact that Fp[G]
is a discrete valuation ring with maximal ideal generated by σ − 1,
where for the rest of the paper we use σ to denote a generator of G.
For instance, this tells us that the cyclic submodule generated by an
element w is isomorphic to the indecomposable Fp[G]-module
Aℓ(w) := Fp[G]/(σ − 1)ℓ(w),
where ℓ(w) — the so-called length of w — is defined as the minimum
value of ℓ so that (σ − 1)ℓw = 0. In turn this implies that the Fp-
dimension of the cyclic submodule generated by w is ℓ(w). From this
it is not difficult to see that ℓ(w+ v) ≤ max{ℓ(w), ℓ(v)}, with equality
whenever ℓ(w) 6= ℓ(v).
We can also prove the following
Lemma 2.11 (Exclusion Lemma). Suppose that {Uα}α∈A are Fp[G]-
submodules of a fixed Fp[G]-module W . Then the submodules {Uα} are
Fp[G]-independent if and only if the Fp-subspaces {UGα } are indepen-
dent. Equivalently,∑
α∈A
UGα =
⊕
α∈A
UGα ⇐⇒
∑
α∈A
Uα =
⊕
α∈A
Uα.
Proof. We prove the result by induction. Notice that it suffices to
prove the result for a finite collection of submodules, since a depen-
dence amongst an infinite collection of submodules is defined to be a
dependence amongst some finite subcollection.
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In the case of the two modules U and V , the Fp[G]-independence
of U and V implies the Fp-independence of U
G and V G. So suppose
that UG and V G are Fp-independent, and we show that U ∩ V = {0}.
Suppose that x ∈ U ∩ V , and note that (σ − 1)ℓ(x)−1x ∈ UG ∩ V G.
Since UG∩V G = {0} by assumption, we have (σ−1)ℓ(x)−1x = 0. Since
(σ − 1)ℓ(w)−1w 6= 0 whenever w 6= 0, we conclude that x = 0.
To prove the result for a collection of m submodules U1, · · · , Um,
notice that by induction the Fp-independence of {UGi }m−1i=1 implies V =∑
i<m Ui = ⊕i<mUi. From the paragraph above, the Fp-independence
of UGm and V
G = ⊕m−1i=1 UGi then gives V ∩ Um = {0}, so that∑
i≤m
Ui = V + Um = V ⊕ Um = (⊕i<mUi)⊕ Um =
⊕
i≤m
Ui.

Though seemingly humble, this theorem unlocks the structure of an
arbitrary Fp[G]-module W . Toward this end, for an Fp[G]-module W ,
we will write Vi for the submodule im((σ − 1)i−1) ∩WG. Notice that
each Vi is an Fp-space with trivial G-action, and that the Vi provide a
filtration of WG:
Vpn ⊆ Vpn−1 ⊆ · · · ⊆ V2 ⊆ V1 = WG.
Corollary 2.12. For an Fp[G]-submodule W , let Ipn be a basis for Vpn,
and for 1 ≤ k < pn let Ik be a basis for a complement of Vk+1 within
Vk. For each x ∈ Ik, let αx ∈ W satisfy (σ − 1)k−1αx = x. Then
W =
pn⊕
k=1
⊕
x∈Ik
〈αx〉Fp[G].
Proof. By construction, for each generator αx we have 〈αx〉G = 〈x〉.
Since ∪iIi consists of Fp-independent elements, the Exclusion Lemma
shows that
(2.13)
∑
k
∑
x∈Ik
〈αx〉Fp[G] =
⊕
k
⊕
x∈Ik
〈αx〉Fp[G].
To see that this sum is all of W , note first that by construction it
contains all elements in WG, and hence all elements of length 1.
Assume that the sum contains all elements of length ℓ. For a given
element γ with ℓ(γ) = ℓ + 1, we know that f = (σ − 1)ℓ(γ)−1γ ∈ Vℓ+1.
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Hence we may write
f =
∑
k≥ℓ+1
∑
x∈Ik
cxx.
Then we have
(σ − 1)ℓ
(
γ −
∑
k≥ℓ+1
∑
x∈Ik
cx(σ − 1)k−ℓ−1αx
)
= f −
∑
k≥ℓ+1
∑
x∈Ik
cxx = 0.
It follows that γ −∑k≥ℓ+1∑x∈Ik cx(σ − 1)k−ℓ−1αx has length at most
ℓ and is therefore in (2.13) by induction. Since it is obvious that the
term
∑
k≥ℓ+1
∑
x∈Ik
cx(σ − 1)k−ℓ−1αx is in (2.13), so too is γ. 
As a final note on module structures, we point out that the result
above can be used to show that all indecomposable Fp[G]-modules are
cyclic: non-cyclic modules W can be shown to satisfy dimFp W
G > 1,
and so the above recipe produces a nontrivial decomposition. This
fact can in turn be used to show that the decomposition of an Fp[G]-
module W is essentially unique, in the sense that it determines the
indecomposable types which appear in an Fp[G]-decomposition of W ,
together with their multiplicities. This is recorded in the following
Corollary 2.14. For an Fp[G]-module W , suppose W = ⊕α∈AWα
where eachWα is indecomposable. Then A is a disjoint union of subsets
A1,A2, · · · ,Apn where
• |Ai| is the codimension of Vi+1 within Vi, and
• for each α ∈ Ai there is an Fp[G]-isomorphism Wα ≃ Ai.
3. The Submodule Γ(m,n)
As Corollary 2.14 suggests, the driving force in determining a de-
composition of kmE involves understanding the submodule (kmEn)
G ⊆
kmEn, particularly the filtration
Vpn ⊆ Vpn−1 ⊆ · · · ⊆ V2 ⊆ V1 = kmEGn ,
where Vi := im((σ − 1)i−1) ∩ (kmEn)G. In the case that n = 1,
the authors of [LMS2] were able to control this filtration by carefully
studying the interplay between ker(ιE/F ) and im(NE/F ). In particular,
they showed that elements in ker(NE/F ) had particularly nice module-
theoretic properties, and that “most” other elements came from the
submodule ker(ιE/F ◦ NE/F ). The challenge was then to construct
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a submodule X ⊆ kmE that was sufficiently “small” and so that
NE/F (X) = ker(ιE/F ). This submodule X could then be used to con-
trol the module-theoretic properties of other elements in kmE, thus
forcing the resulting stratified decomposition.
Our approach will take this same basic strategy, though we will focus
much of our attention on the subextension En/En−1 and its associated
inclusion and norm maps. We will start by giving an in-depth study
of the module structure of ker(ιnn−1). We point out that the results of
this section do not use the embeddability of E/F ; instead, we only use
the fact that Gal(E/F ) ≃ Z/pnZ and that ξp ∈ E, where p > 2 is a
prime.
Exact Sequence (2.5) tells us that
ker(kmEn−1
ιnn−1−−−→ kmEn) = {an−1} · km−1En−1,
where an−1 has En−1( p
√
an−1) = En and satisfies conditions (2.8) and
(2.9). Furthermore, we know that
(3.1) ker(km−1En−1
{an−1}·−−−−−−→ kmEn−1) = Nnn−1(km−1En).
Hence to understand ker(ιnn−1), we must find a complement Γ(m,n) to
Nnn−1(km−1En) in km−1En−1. The main result of this section is finding
this complement, as recorded in the following
Proposition 3.2. There exists a submodule Γ(m,n) ⊆ km−1En−1 such
that
(1) Γ(m,n) = ⊕n−1i=0 Zi where each Zi ⊆ ιn−1i (km−1Ei) is a direct
sum of free Fp[Gi]-modules, and ZGn−1i ⊆ ιn−10 (N i0 (km−1Ei));
(2) Γ(m,n)⊕Nnn−1(km−1En) = km−1En−1;
(3) {an−1} · km−1En−1 = {an−1} · Γ(m,n); and
(4) as Fp[Gn−1]-modules, Γ(m,n) ≃ {an−1}·Γ(m,n) under the map
γ 7→ {an−1} · γ.
A few remarks are in order. First, the uniqueness of an Fp[Gn−1]-
decomposition of km−1En−1 implies that all complements toN
n
n−1(km−1E)
are isomorphic as Fp[Gn−1]-modules, provided that a complement to
Nnn−1(km−1En) exists. Furthermore, properties (3) and (4) follow di-
rectly from property (2): the former because of Equation (3.1), and the
latter because an−1 has trivial Gn−1-action (condition (2.9)). Hence the
content of this theorem is in showing that Nnn−1(km−1En) is a summand
of km−1En−1, and that this latter module is appropriately stratified.
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To prove this result, we shall use induction. For our base cases,
suppose that either n = 1 or m = 1. In either case Nnn−1(km−1En)
is a submodule of the trivial Fp[Gn−1]-module km−1En−1, and hence
has a complement which is also trivial as an Fp[Gn−1]-module. Such a
complement obviously satisfies condition 1.
Suppose then that m,n > 1, and assume by induction the existence
of a submodule Γ(m−1, n) ⊆ km−2En−1 which satisfies the conclusions
of Proposition 3.2.
Lemma 3.3. For γ ∈ ιn−10 (km−1E0) with ιnn−1(γ) = 0, there exists
α ∈ km−1En−1 so that ιn−10 (Nn−10 (α)) = γ and ιnn−1(α) = 0.
Proof. By Exact Sequence (2.5) we have γ = {an−1} · g for some g ∈
km−2En−1. Proposition 3.2 says that we may take
g ∈ Γ(m− 1, n)Gn−1 ⊆ ιn−10 (km−2E0) ⊆ ιn−1n−2(km−2En−2),
say g = ιn−1n−2(gˆ). We now compute N
n−1
n−2 (γ) in two ways. On the one
hand, since γ ∈ im(ιn−10 ) we have Nn−1n−2 (γ) = 0. On the other hand,
since γ = {an−1} · ιn−1n−2(gˆ), the Projection Formula (2.7) gives
0 = Nn−1n−2 (γ) = N
n−1
n−2 ({an−1} · g) = {an−2} · gˆ.
By Exact Sequence (2.5) we conclude that gˆ ∈ Nn−1n−2 (km−2En−1),
and therefore ιn−1n−2(gˆ) is in the image of (σ − 1)pn−1−pn−2. This shows
g lies in the fixed part of a submodule of km−2En−1 of length at least
pn−1− pn−2+1 > pn−2. Since by induction Γ(m− 1, n) is a direct sum
of free Fp[Gi]-submodules for 0 ≤ i ≤ n − 1, g = (σ − 1)pn−1−1(α′) for
some α′ ∈ km−2En−1. Letting α = {an−1} · α′ we have ιnn−1(α) = 0 and
ιn−10 (N
n−1
0 (α)) = (σ − 1)p
n−1−1(α) = (σ − 1)pn−1−1({an−1} · α′))
= {an−1} · (σ − 1)pn−1−1(α′) = {an−1} · g = γ,
as desired. 
Lemma 3.4. There exists a module decomposition
km−1En−1 = X0 ⊕ · · · ⊕ Xn−2 ⊕Y0 ⊕ · · · ⊕ Yn−1
satisfying the conditions of Theorem 1.2, and with the properties
• Xi ⊆ {an−1} · km−2En−1 for each i, and
• Yn−1 = K ⊕N ⊕ Yˆn−1, where each of these submodules is free
over Fp[Gn−1], and so that
(1) K ⊆ ker ιnn−1 and
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(2) N ⊆ Nnn−1(km−1En).
Proof. We shall let our decomposition come from an arbitrary decom-
position X0 ⊕ · · · ⊕ Xn−2 ⊕ Y0 ⊕ · · · ⊕ Yn−1 of km−1En−1 provided by
induction, subject to a few conditions on X and Y we are free to impose.
First, Proposition 2.10 gives that an−1 is an exceptional element for the
extension En−1/F , and so Theorem 1.2 tells us that the decomposition
can be chosen so that Xi ⊆ {an−1} · ιn−1i (km−2Ei) ⊆ {an−1} ·km−2En−1.
Second, Corollary 2.12 gives us a great deal of freedom in choosing
the submodule Yn−1. Specifically, since ιn−10 ◦Nn−10 is given by the ac-
tion of (σ−1)pn−1−1, we may choose any Fp-basis I of ιn−10 (Nn−10 (km−1En−1))
and— for every x ∈ I—an element αx ∈ km−1En−1 so that ιn−10 (Nn−10 (αx)) =
x. Then Corollary 2.12 says that Yn−1 can be taken to be⊕x∈I〈αx〉Fp[Gn−1].
We choose our basis I as the disjoint union of IK , IN and Iˆ, where
(1) IK is a basis for ker ιnn−1 ∩ ιn−10 (Nn−10 (km−1En−1));
(2) IN is a basis for a complement to
ker ιnn−1 ∩ ιn−10 (Nn0 (km−1En)) in ιn−10 (Nn0 (km−1En));
(3) and Iˆ is a basis for a complement to
〈IK , IN〉Fp in ιn−10 (Nn−10 (km−1En−1)).
By Lemma 3.3, for every x ∈ IK there exists αx so that ιn−10 (Nn−10 (αx)) =
x and αx ∈ ker ιnn−1. Hence we define
K := ⊕x∈IK 〈αx〉Fp[Gn−1] ⊆ ker ιnn−1.
For each x ∈ IN , there exists β ∈ km−1En so that ιn−10 (Nn0 (β)) = x,
and therefore ιn−10 (N
n−1
0 (N
n
n−1(β))) = x. Hence we define
N := ⊕x∈IN 〈Nnn−1(β)〉Fp[Gn−1] ⊆ Nnn−1(km−1En).
For each x ∈ Iˆ we choose arbitrary αx ∈ km−1En−1 to satisfy
ιn−10 (N
n−1
0 (αx)) = x, and we let
Yˆn−1 := ⊕x∈Iˆ〈αx〉Fp[Gn−1].

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We will show that the submodule Γ(m,n) of Proposition 3.2 is Y0⊕
· · · ⊕ Yn−2 ⊕ Yˆn−1. We proceed by determining a complement for
Nnn−1(km−1En) in km−1En−1, beginning with a calculation of ker(ι
n
n−1).
Lemma 3.5. Using the notation from Lemma 3.4,
ker
(
km−1En−1
ιnn−1
// km−1En
)
= X0 ⊕ · · · ⊕ Xn−2 ⊕K.
Proof. Since Xi ⊆ {an−1} · km−2En−1, Exact Sequence (2.5) gives Xi ⊆
ker ιnn−1. Lemma 3.4 also gives K ⊆ ker ιnn−1. We complete the proof
by showing that
ker(ιnn−1) ∩
(
Y0 ⊕ · · · ⊕ Yn−2 ⊕ Yˆn−1 ⊕N
)
= {0}.(3.6)
To do this we show that the fixed submodule of the direct sum above
has trivial intersection with ker ιnn−1 (after which we can appeal to the
Exclusion Lemma (2.11)).
Since N , Yˆn−1 ⊆ Yn−1, Theorem 1.2 gives
ker ιnn−1∩
(
Y0 ⊕ · · · ⊕ Yn−2 ⊕ Yˆn−1 ⊕N
)Gn−1 ⊆ ker ιnn−1∩ιn−10 (km−1E0).
Lemma 3.3, on the other hand, shows that
ker ιnn−1 ∩ im ιn−10 ⊆ ker ιnn−1 ∩ ιn−10 (Nn−10 (km−1En−1)) = 〈IK〉 = KGn−1 .
Since the fixed parts of each of the modules Yi (0 ≤ i ≤ n − 2), Yˆn−1
and N are Fp-independent from the fixed part of K, the Exclusion
Lemma (2.11) implies that Equation (3.6) is true. 
Lemma 3.7. Using the notation from Lemma 3.4,
im
(
km−1En
Nnn−1
// km−1En−1
)
= X0 ⊕ · · · ⊕ Xn−2 ⊕K ⊕N .
Proof. Let an be an exceptional element of E/F , and choose t so that
Nnn−1(a
t
n) ∈ an−1E×pn−1. An element γ ∈ ker ιnn−1 takes the form γ =
{an−1} · g by Exact Sequence (2.5), and so the Projection Formula
(2.7) gives Nnn−1({atn} · ιnn−1(g)) = {an−1} · g. Hence by Lemma 3.5,
ker ιnn−1 = X0 ⊕ · · · ⊕ Xn−2 ⊕K ⊆ Nnn−1(km−1En).
Of course N is constructed so that N ⊆ Nnn−1(km−1En), and so we
have
X0 ⊕ · · · ⊕ Xn−2 ⊕K ⊕N ⊆ Nnn−1(km−1En).
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For the opposite containment, it is enough to show
Nnn−1(km−1En) ∩
(
Y0 ⊕ · · · ⊕ Yn−2 ⊕ Yˆn−1
)
= {0}.
By the Exclusion Lemma (2.11), this is equivalent to showing the as-
sociated fixed submodules are Fp-independent. We will verify this by
showing
(Nnn−1(km−1En))
Gn−1 ⊆ X0 ⊕ · · · ⊕ Xn−2 ⊕K ⊕N .
Let γ be an element in (Nnn−1(km−1En))
Gn−1 , say γ = Nnn−1(α) for
some α ∈ km−1En. If ιnn−1(γ) = 0 then γ ∈ ker ιnn−1 = X0⊕· · ·⊕Xn−2⊕
K by Lemma 3.5, and we are done. Otherwise γ /∈ ker ιnn−1, and so
ιnn−1(γ) = ι
n
n−1(N
n
n−1(α)) 6= 0. Since ιnn−1 ◦ Nnn−1 is represented by the
polynomial
σp
n−1
+ · · ·+ σpn−1(p−1) ≡ (σ − 1)pn−pn−1,
this implies that ℓ(α) > pn − pn−1 ≥ 2pn−1. The decomposition of
km−1En provided by Theorem 1.1 implies ι
n
n−1(γ) is the fixed part of
a submodule of dimension pn; i.e., ιnn−1(γ) = ι
n
0 (N
n
0 (β)) for some β ∈
km−1En. If we let δ = ι
n−1
0 (N
n
0 (β)), then we have ι
n
n−1(γ − δ) = 0.
Hence we have γ − δ ∈ ker(ιnn−1), from which it follows that
γ ∈ ιn−10 (Nn0 (km−1En)) + ker ιnn−1.
Recall, however, that NGn−1 = 〈IN〉Fp was chosen as a complement
to ker ιnn−1 ∩ ιn−10 (Nn0 (km−1En)) ⊆ 〈IK〉Fp in ιn−10 (Nn0 (km−1En)). Hence
we have 〈IK , IN 〉Fp ⊇ ιn−10 (Nn0 (km−1En)), and so
γ ∈ 〈IK , IN〉Fp + ker ιnn−1 ⊆ X0 ⊕ · · · ⊕ Xn−2 ⊕K ⊕N .

Proof of Proposition 3.2. For each 0 ≤ i < n − 1 define Zi := Yi, and
define Zn−1 := Yˆn−1. We define Γ(m,n) := Z0 ⊕ · · · ⊕ Zn−1. The
previous lemmas show that Γ(m,n) satisfies (1) and (2), and we have
already verified that properties (3) and (4) follow from (2). 
We record the following corollary, since it will be useful later.
Corollary 3.8. If g ∈ Γ(m,n)Gn−1 and Nn−1n−2 ({an−1} · g) = 0, then for
some α ∈ Γ(m,n) we have g = ιn−10 (Nn−10 (α)).
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Proof. Since Γ(m,n)Gn−1 ⊆ ιn−10 (km−1E0), it follows that g = ιn−1n−2(gˆ)
for some gˆ ∈ km−1En−2. By the Projection Formula (2.7) we therefore
have
0 = Nn−1n−2 ({an−1} · g) = {an−2} · gˆ,
and so Exact Sequence (2.5) implies gˆ = Nn−1n−2 (α
′) for some α′ ∈
km−1En−1. Hence we have
g = ιn−1n−2(gˆ) = ι
n−1
n−2
(
Nn−1n−2 (α
′)
)
= (σ−1)pn−1−pn−2α′ ∈ im(σ−1)pn−1−pn−2 .
Since Γ(m,n) is a direct sum of cyclic submodules of dimensions pi for
0 ≤ i ≤ n−1, we must have g ∈ im(σ−1)pn−1−1. Hence g ∈ ZGn−1n−1 . 
4. Fixed Elements and Norms
The key result of this section is Proposition 4.4. This result uses
Hilbert 90-like results and facts about abstract Fp[G]-modules to prove
that elements in ker(Nnn−1) have “nice” module-theoretic properties.
Again, we will not assume in this section that the given extension E/F
is embeddable — we will just use the facts that Gal(E/F ) ≃ Z/pnZ,
that ξp ∈ E and that p > 2 is prime.
In our setting we need to be careful about the possible difference
in length between the Fp[Gi]-submodule generated by an element γ ∈
kmEi and the Fp[Gn]-submodule of kmEn generated by ι
n
i (γ). Towards
this end, we give results for determining when an element lies in the
submodule im(ιni ) and — when it does — for controlling the Fp[Gi]-
lengths of representatives from kmEi for this element.
We also establish notation to distinguish these potentially different
notions of length: for an element γ ∈ kmEi, we write ℓGi(γ) to denote
the length of the Fp[Gi]-submodule generated by γ. In the same way,
the Fp-dimension of the Fp[Hi]-submodule generated by γ ∈ kmEn is
denoted ℓHi(γ). Since Hi = 〈σpi〉, we note that
ℓHi(γ) = min{ℓ : (σp
i − 1)ℓγ = 0} = min{ℓ : (σ − 1)piℓγ = 0}.
Lemma 4.1. If Nnn−1(γ) = 0 and γ ∈ (kmEn)Hn−1, then there exists
γˆ ∈ kmEn−1 such that ιnn−1(γˆ) = γ and ℓGn−1(γˆ) = ℓG(γ). Additionally,
if ℓG(γ) ≤ pn−1 − pn−2 we may insist Nn−1n−2 (γˆ) = 0.
Proof. [LMS2, Lemma 3] shows that the sequence
kmEn−1
ιnn−1
// (kmEn)
Hn−1
Nnn−1
// {an−1} · km−1En−1
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is exact, so for Nnn−1(γ) = 0 we may conclude γ = ι
n
n−1(γˆ) for some
γˆ ∈ kmEn−1. Notice also that when n = 1 the length condition is
trivial, so we may assume that n ≥ 2.
We now argue that γˆ may be taken so that ℓGn−1(γˆ) = ℓG(γ). We
cannot have ℓGn−1(γˆ) < ℓG(γ), since if (σ − 1)xγˆ = 0 ∈ kmEn−1 then
(σ − 1)xγ = (σ − 1)xιnn−1(γˆ) = ιnn−1 ((σ − 1)xγˆ) = 0.
So suppose that ℓ := ℓGn−1(γˆ) > ℓG(γ). Our goal is to use Corollary
3.8 to adjust γˆ by an element {an−1} ·α ∈ kmEn−1 in order to produce
an element of smaller length whose image under inclusion is γ. For this
we study f := (σ − 1)ℓ−1γˆ.
First, by induction we know kmEn−1 = X0⊕ · · · ⊕Xn−2⊕Y0⊕ · · · ⊕
Yn−1, where by Theorem 1.2 we have Xi ⊆ {an−1} · ιn−1i (km−1Ei) ⊆
ker ιnn−1. Hence we may take γˆ ∈ Y0 ⊕ · · · ⊕ Yn−1. Since f := (σ −
1)ℓ−1γˆ ∈ (Y0 ⊕ · · · ⊕ Yn−1)Gn−1 we have f ∈ ιn−10 (kmE0). Since n ≥ 2,
we therefore conclude
(4.2) Nn−1n−2 (f) = 0.
On the other hand, since ℓ > ℓ(γ) we know f ∈ ker(ιnn−1). Exact
Sequence (2.5) and Proposition 3.2 then imply f ∈ {an−1}·Γ(n,m)Gn−1,
say f = {an−1} · ιn−10 (g). Recalling Equation (4.2), the Projection
Formula (2.7) gives
0 = Nn−1n−2 (f) = N
n−1
n−2
({an−1} · ιn−10 (g)) = {an−2} · ιn−20 (g).
This allows us to apply Corollary 3.8, and we conclude that ιn−10 (g) =
ιn−10 (N
n−1
0 (α)) for some α ∈ Γ(m,n). Since ℓGn−1({an−1} · α) = pn−1
by Proposition 3.2(4) and ιnn−1({an−1} · α) = 0, we see that
γˆ − (σ − 1)pn−1−ℓGn−1 (γˆ)({an−1} · α)
has Gn−1-length smaller than ℓGn−1(γˆ) and has image γ under ι
n
n−1.
We iterate this process until we have constructed an element γˆ so that
ιnn−1(γˆ) = γ and ℓGn−1(γˆ) = ℓG(γ).
All we have left is to show that if ℓG(γ) ≤ pn−1− pn−2, then we may
insist Nn−1n−2 (γˆ) = 0. For this, since ℓGn−1(γˆ) ≤ pn−1 − pn−2 we have
(σ − 1)pn−1−pn−2(γˆ) = ιn−1n−2(Nn−1n−2 (γˆ)) = 0,
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so Nn−1n−2 (γˆ) = {an−2} · g for some g ∈ Γ(m,n − 1) ⊆ km−1En−2 by
Proposition 3.2. We claim that
γˆ′ := γˆ − {an−1} · ιn−1n−2(g)
has the desired inclusion, norm and length properties.
To prove this claim, notice first that ιnn−1
({an−1} · ιn−1n−2(g)) = 0 by
Exact Sequence (2.5), and hence ιnn−1(γˆ
′) = γ. It is also obvious that
Nn−1n−2
({an−1} · ιn−1n−2(g)) = {an−2} · g by the Projection Formula (2.7),
and hence Nn−1n−2 (γˆ
′) = 0. For the length condition, notice first that
ℓGn−1({an−1} · ιn−1n−2(g)) = ℓGn−2(g) by Proposition 3.2(4) applied to
Γ(m,n − 1). In view of the properties of length, together with the
fact that a preimage of γ under ιnn−1 cannot have Gn−1-length less than
ℓ := ℓ(γ) = ℓGn−1(γˆ), it will be enough to prove that ℓ ≥ ℓGn−2(g). To
see that this is true, note that we have
0 = Nn−1n−2
(
(σ − 1)ℓγˆ) = (σ − 1)ℓ ({an−2} · g) = {an−2} · (σ − 1)ℓg.
Applying Proposition 3.2(4) again, we have the desired inequality. 
The previous result gives us the fixed submodule under one partic-
ular subgroup of G. To find the fixed submodule for the remaining
subgroups of G, we have the following
Lemma 4.3. If Nnn−1(γ) = 0 and γ ∈ (kmEn)Hi, then there exists
γˆ ∈ kmEi such that ιni (γˆ) = γ and ℓGi(γˆ) = ℓG(γ). Additionally, if
ℓG(γ) ≤ pi − pi−1 we may insist N ii−1(γˆ) = 0.
Proof. The base case of this result is the previous lemma.
For the inductive step, let γ ∈ (kmEn)Hi with Nnn−1(γ) = 0, and
suppose we have the result for i + 1. Since (kmEn)
Hi ⊆ (kmEn)Hi+1,
there exists γ˜ ∈ kmEi+1 such that ιni+1(γ˜) = γ and ℓGi+1(γ˜) = ℓG(γ).
Furthermore, since ℓG(γ) ≤ pi ≤ pi+1 − pi we may insist N i+1i (γ˜) = 0.
Applying the previous Lemma to the extension Ei+1/Ei, this implies
that there exists γˆ ∈ kmEi such that ℓGi(γˆ) = ℓGi+1(γ˜), ιi+1i (γˆ) = γ˜,
and so that if ℓGi(γˆ) ≤ pi−pi−1 then we may assume N ii−1(γˆ) = 0. But
then we also have ℓGi(γˆ) = ℓG(γ) and ι
n
i (γˆ) = γ as desired. 
We are now ready for the main result of the section. We shall state
it in some generality and then restrict ourselves to a special case in the
subsequent corollary.
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Proposition 4.4. For γ ∈ kmEn, if
• ℓHj (γ) > 2pn−j−1; or if
• En/Ej is embeddable and ℓHj(γ) > pn−j−1; or if
• Nnn−1(γ) = 0 and ℓHj (γ) > pn−j−1,
then (σp
j − 1)ℓHj (γ)−1γ ∈ ιnj (Nnj (kmEn)).
Proof. To prove the claim we proceed by induction on j. The base case
is j = n − 1. [LMS2, Lemma 2] verifies that ℓHn−1(γ) > 2 gives the
desired conclusion, and additionally shows that
im(σp
n−1−1)∩(kmEn)Hn−1 = ιnn−1 ({ξp} · km−1En−1)+ιnn−1(Nnn−1(kmEn)).
So suppose that ℓHn−1(γ) = 2. In the case that En/En−1 is embed-
dable, Albert’s Theorem [A] shows that ξp ∈ Nnn−1(E×n ). The Projec-
tion Formula (2.7) then gives
ιnn−1 ({ξp} · km−1En−1) ⊆ ιnn−1(Nnn−1(kmEn)).
Hence if En/En−1 is embeddable and ℓHn−1(γ) = 2, we are done.
We have left to consider the case where ℓHn−1(γ) = 2 and N
n
n−1(γ) =
0. Considering this equation in KmE, we have N
n
n−1(γ˜) = pf˜ for some
f˜ ∈ KmEn−1 and preimage γ˜ ∈ KmEn of γ ∈ kmEn. Hence we have
Nnn−1(γ˜−f˜ ) = 0 as elements ofKmEn−1, and so Hilbert 90 forK-theory
(2.2) implies that there exists α˜ ∈ KmEn with
(4.5) γ˜ − f˜ = (σpn−1 − 1)α˜.
Considering that ℓHn−1(γ) = 2, we can apply (σ
pn−1 − 1) to Equation
(4.5) to give
(σp
n−1 − 1)γ˜ = (σpn−1 − 1)
(
(σp
n−1 − 1)α˜ + f˜
)
= (σp
n−1 − 1)2α˜
The element α ∈ kmEn represented by α˜ therefore has ℓHn−1(α) = 3,
and so we appeal to the initial case to show
(σp
n−1 − 1)2α = (σpn−1 − 1)γ ∈ ιnn−1(Nnn−1(kmEn)),
as desired.
Having settled the base case, we have also completed the case n =
1. Now suppose that n ≥ 2 and the result holds for j + 1, and we
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show it also holds for j. For simplicity we let ε = 1 if either En/Ej
is embeddable or Nnn−1(γ) = 0, and let ε = 2 if both N
n
n−1(γ) 6= 0
and En/Ej is not embeddable. Let γ be an arbitrary element with
ℓHj(γ) > εp
n−j−1, and consider the element
δ := (σp
j − 1)ℓHj (γ)−εpn−j−1−1γ.
It is easy to see that ℓHj (δ) = εp
n−j−1 + 1 and that
(σp
j − 1)εpn−j−1δ = (σpj − 1)ℓHj (γ)−1γ.
Hence if we can show (σp
j − 1)εpn−j−1δ ∈ ιnj (Nnj (kmEn)), then we will
be done.
Since ℓHj (δ) = εp
n−j−1 + 1 we have
(σp
j+1 − 1)εpn−1−j−1+1δ = (σpj − 1)εpn−j−1+pδ = 0 and
(σp
j+1 − 1)εpn−1−j−1δ = (σpj − 1)εpn−j−1δ 6= 0.
Hence we have ℓHj+1(δ) = εp
n−1−j−1+1. Note that if Nnn−1(γ) = 0 then
Nnn−1(δ) = 0, and that if E/Ej is embeddable then so too is E/Ej+1.
Hence by induction it follows that
(σp
j+1 − 1)εpn−1−j−1δ = ιnj+1(Nnj+1(α))
for some α ∈ kmEn, or equivalently
(4.6) (σp
j − 1)εpn−1−jδ = (σpj − 1)pn−j−pα.
Unfortunately, α does not generate a submodule long enough to pro-
vide our desired equality. Instead of being length pn−j − 1 we have
ℓHj(α) = p
n−j − p+ 1:
(σp
j − 1)pn−j−pα = (σpj − 1)εpn−1−jδ 6= 0 and
(σp
j − 1)pn−j−p+1α = (σpj − 1)εpn−1−j+1δ = 0.
We use induction to show that the Hj+1-fixed part of the Fp[Hj+1]-
submodule 〈(σpj −1)α〉 is generated by some ιnj+1(Nnj+1(β)), which will
ultimately provide the desired result. With this goal in mind, we com-
pute ℓHj+1
(
(σp
j − 1)α
)
. First, we have
(σp
j+1 − 1)pn−j−1−2(σpj − 1)α = (σpj − 1)pn−j−2p+1α 6= 0,
where the inequality follows from the fact that ℓHj(α) = p
n−j−p+1 >
pn−j − 2p+ 1. We also have
(σp
j+1 − 1)pn−j−1−1(σpj − 1)α = (σpj − 1)pn−j−p+1α = 0,
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again using ℓHj(α) = p
n−j−p+1. Hence we have ℓHj+1
(
(σp
j − 1)α
)
=
pn−j−1 − 1.
Provided p 6= 3 or j 6= n− 2 we have pn−j−1 − 1 > 2pn−1−j−1, so by
induction we have
(σp
j+1 − 1)pn−j−1−2(σpj − 1)α = ιnj+1(Nnj+1(β)) = (σp
j+1 − 1)pn−j−1−1β
for some β ∈ kmEj+1. Equivalently, this means
(4.7) (σp
j − 1)pn−j−2p(σpj − 1)α = (σpj − 1)pn−j−pβ.
Hence, recalling Equation (4.6) for equality ⋆ below, we have the desired
result:
ιnj (N
n
j (β)) = (σ
pj − 1)pn−j−1β
= (σp
j − 1)p−1(σpj − 1)pn−j−pβ
= (σp
j − 1)p−1(σpj − 1)pn−j−2p(σpj − 1)α
= (σp
j − 1)pn−j−pα
⋆
= (σp
j − 1)εpn−1−jδ.
Finally, suppose that p = 3 and j = n−2. In this case ℓHn−2(α) = 7,
so that (σ3
n−2−1)6α ∈ (kmEn)Hn−2 . We also know that (σ3n−2−1)6α =
(σ3
n−1 − 1)2α = ιnn−1(Nnn−1(α)), so that (σ3n−2 − 1)6α ∈ ker(Nnn−1).
Hence Lemma 4.3 gives (σ3
n−2 − 1)6α = ιnn−1
(
Nnn−1 (α)
)
= ιnn−2(h) for
some h ∈ kmEn−2, and so there exists g ∈ Γ(m,n) so that
Nnn−1(α) = {an−1} · g + ιn−1n−2(h).
Now [MSS1, Prop. 7] provides an element χ ∈ k1En with ℓHn−1(χ) ≤ 2
and so that Nnn−1(χ) = an−1. Note that g ∈ km−1En−1 gives
(σ3
n−2 − 1)6 ({χ} · ιnn−1(g)) = (σ3n−1 − 1)2 ({χ} · ιnn−1(g))
=
(
(σ3
n−1 − 1)2{χ}
)
· ιnn−1(g) = 0.
Set α′ = (σ3
n−2 − 1) (α− {χ} · ιnn−1(g)). Since ℓHn−2(α) = 7 and
ℓHn−2({χ} · ιnn−1(g)) = 6, this leaves (σ3n−2 − 1)5α′ = (σ3n−2 − 1)6α;
from this it follows that ℓHn−1(α
′) = 2. We also have
Nnn−1 (α
′) = (σ3
n−2 − 1) ({an−1} · g + ιn−1n−2(h)− {an−1} · g) = 0.
Hence by induction there exists some element β with
(σ3
n−1 − 1)α′ = ιnn−1 ◦Nnn−1β = (σ3
n−1 − 1)2β = (σ3n−2 − 1)6β,
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which gives
ιnn−2(N
n
n−2(β)) = (σ
3n−2 − 1)8β
= (σ3
n−2 − 1)2(σ3n−2 − 1)6β
= (σ3
n−2 − 1)2(σ3n−1 − 1)α′
= (σ3
n−2 − 1)6α
= (σ3
n−2 − 1)3εδ.

Corollary 4.8. For γ ∈ kmEn, let i be minimal such that γ ∈ ιni (kmEi).
If Nnn−1(γ) = 0 and ℓG(γ) > p
i−1, then (σ−1)ℓG(γ)−1γ ∈ ιn0 (N i0(kmEi)).
Note: When i < n, the condition Nnn−1(γ) = 0 is trivial.
Proof. In the case i = n, the result follows by taking j = 0 in the
previous proposition. For i < n, choose γˆ ∈ kmEi with ιni (γˆ) = γ; by
Lemma 4.3 we can insist ℓGi(γˆ) = ℓG(γ). Then ℓGi(γˆ) > p
i−1, and since
Ei/E0 is embeddable the previous proposition applied to the extension
Ei/E0 gives
(σ − 1)ℓGi(γˆ)−1γˆ ∈ ιi0(N i0(kmEi)).
Therefore
(σ − 1)ℓG(γ)−1γ = ιni
(
(σ − 1)ℓGi (γˆ)−1γˆ) ⊆ ιni (ιi0 (N i0 (kmEi)))
= ιn0 (N
i
0(kmEi))
as desired. 
We are now ready to give the “sparse” Fp[G]-decomposition of kmEn
provided by Theorem 1.1.
Proof of Theorem 1.1. Using the notation and results from the proof
of Corollary 2.12, we only need to verify that Vi+1 = Vpn for every i
satisfying 2pn−1 +1 ≤ i ≤ pn − 1. This means that we must show that
for any x ∈ im(σ − 1)i−1 ∩ (kmEn)G, we also have x ∈ im(σ − 1)pn−1.
Choose an αx with (σ − 1)i−1αx = x. Then ℓG(αx) = i, and since
i > 2pn−1 we may apply Proposition 4.4 (with j = 0) to conclude that
x = (σ − 1)i−1αx = ιn0 (Nn0 (α)) = (σ − 1)p
n−1α
for some α ∈ kmE. Hence x ∈ Vpn as desired. 
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5. Proof of Theorem 1.2
We are now prepared to prove the main result of this paper. Though
the machinery developed thus far applies to all extensions E/F with
Gal(E/F ) ≃ Z/pnZ and ξp ∈ E — assuming that p > 2 is prime — the
main theorem relies critically on the existence of an exceptional element
an of E/F which satisfies a
σ−1
n ∈ E×p. More specifically, we use this
condition to construct modules Xi which appear in the theorem; this
is the only place where the embeddable condition is used.
Let an be an arbitrary exceptional element of E/F ; Proposition
2.10 gives a t so that Nnn−1(a
t
n) ∈ an−1E×pn−1. We define the mod-
ule X as {atn} · ιnn−1(Γ(m,n)), and claim that our embeddable con-
dition implies X ≃ Γ(m,n) as Fp[G]-modules (the Fp[G]-action on
Γ(m,n) is induced from its Fp[Gn−1]-action). Since Proposition 3.2
shows Γ(m,n) = ⊕n−1i=0 Zi, where Zi ⊆ ιni (kmEi) is a direct sum of cyclic
submodules of dimension pi, the Fp[G]-isomorphism X ≃ Γ(m,n) will
be enough to show that the Xi satisfy the necessary conditions.
To show X ≃ Γ(m,n), first notice that the Projection Formula (2.7)
shows that Nnn−1(X) = {an−1} · Γ(m,n). To see that ker(Nnn−1) ∩X =
{0}, notice that for nonzero g ∈ Γ(m,n) we haveNnn−1
({atn} · ιnn−1(g)) =
{an−1} ·g 6= 0 by Proposition 3.2(4). Finally, the action of σ commutes
with Nnn−1 and is trivial on an−1 (by (2.9)) as well as an (by our em-
beddability condition together with Proposition 2.10). Hence Nnn−1
gives an Fp[G]-isomorphism between X and {an−1} · Γ(m,n). Proposi-
tion 3.2(4) has already established that {an−1} · Γ(m,n) ≃ Γ(m,n) as
Fp[Gn−1]-modules, completing the proof of the claim.
Now let In be an Fp-basis for ιn0 (Nn0 (kmEn)), and for each 0 ≤ i < n
let Ii be an Fp-basis for a complement of ιn0 (N i+10 (kmEi+1)) within
ιn0 (N
i
0(kmEi)). For each x ∈ Ii, 1 ≤ i ≤ n, choose an element αx ∈
kmEi so that x = ι
n
0 (N
i
0(αx)), and define Yi =
∑
x∈Ii
〈αx〉.
As in the proof of Corollary 2.12, the generator αx corresponding to
x ∈ Ii has
〈αx〉G = 〈ιn0 (N i0(αx))〉 = 〈(σ − 1)p
i−1αx〉 = 〈x〉.
By construction, the elements of ∪iIi are Fp-independent, and so the
Exclusion Lemma (2.11) shows
n∑
i=0
∑
x∈Ii
〈αx〉 =
n⊕
i=0
⊕
x∈Ii
〈αx〉.
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Since ιn0 ◦N i0 has the same action on ιni (kmEi) as (σ−1)pi−1, the modules
Yi satisfy the appropriate conditions.
We have left to show that the Xi modules are independent from
the Yi modules. The Exclusion Lemma (2.11) says we can check in-
dependence by looking at the intersection of the corresponding fixed
modules. Recall, however, that XG ∩ ker(Nnn−1) = {0}, whereas Y Gi ⊆
ιn0 (N
i
0(kmEi)) ⊆ ker(Nnn−1). Hence we conclude that
J =
(
n−1⊕
i=0
Xi
)
+
(
n⊕
i=0
Yi
)
=
(
n−1⊕
i=0
Xi
)
⊕
(
n⊕
i=0
Yi
)
.
Our goal is to show that kmEn = J. To do this, recall the notation
Vℓ = im
(
(σ − 1)ℓ−1)∩(kmEn)G. We shall prove that for each 0 ≤ i ≤ n
and 1 ≤ j ≤ pi+1 − pi,
(5.1) Vpi+j ⊆ im
(
(σ − 1)pi+1−1
)
∩ JG.
Inasmuch as the right side of this expression is visibly in Vpi+1, and
since we have Vpi+1 ⊆ Vpi+j automatically, this condition will ensure
that Vpi+j = Vpi+1. According to Corollary 2.14, this implies that
the module structure of kmEn will contain only cyclic summands of
dimension pk, 0 ≤ k ≤ n. Condition (5.1) will also show that
Vpi = im
(
(σ − 1)pi−1
)
∩ JG =
⊕
k≥i
XGk ⊕
⊕
k≥i
Y Gk ,
from which our construction of the summands Xi and Yi, together with
Corollary 2.12, will show that kmEn ≃ J .
To verify this condition, suppose that f = (σ−1)pi+j−1γ ∈ (kmEn)G.
Now if pi+j > pn−pn−1, then this implies ℓG(γ) > 2pn−1. Hence taking
j = 0 in Proposition 4.4 shows that
f ∈ ιn0 (Nn0 (kmEn)) = im
(
(σ − 1)pn−1) ∩ (kmEn)G.
In this case recall that Y Gn = 〈In〉 = ιn0 (Nn0 (kmEn)) by construction,
and so f ∈ Y Gn ⊆ im
(
(σ − 1)pn−1)∩ JG as desired. Otherwise we have
pi + j ≤ pn − pn−1, meaning that (σ − 1)pn−pn−1γ = ιnn−1(Nnn−1(γ)) =
0. Hence from Exact Sequence (2.5) we must be in the case that
Nnn−1(γ) = {an−1} · ιnn−1(g), where g ∈ Γ(m,n).
By construction of the module X , there exists a unique x ∈ X —
possibly zero — so that Nnn−1(x) = N
n
n−1(γ). Moreover, since X ≃
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Γ(m,n) we must have ℓG(x) = ℓGn−1(g). Notice that since
0 = Nnn−1
(
(σ − 1)ℓ(γ)γ) = (σ − 1)ℓ(γ) ({an−1} · ιnn−1(g))
and {an−1} · Γ(m,n) ≃ Γ(m,n) by Proposition 3.2, we must then have
ℓG(x) = ℓGn−1(g) ≤ ℓG(γ). Hence the element γ − x has trivial image
under the map Nnn−1, and moreover ℓG(γ − x) ≤ max{ℓG(γ), ℓG(x)} =
ℓG(γ).
Suppose first that ℓG(γ − x) < ℓG(γ). In this case it follows that
ℓG(x) = ℓG(γ), and indeed that f = (σ − 1)pi+j−1x. Hence we have
f ∈ im
(
(σ − 1)pi+j−1
)
∩XG. But notice that since X is a direct sum
of cyclic submodules of dimension pk, where 0 ≤ k ≤ n−1, this in turn
implies that
f ∈ im
(
(σ − 1)pi+1−1
)
∩XG ⊆ im
(
(σ − 1)pi+1−1
)
∩ JG.
Finally, we are left with the case that ℓG(γ − x) = ℓG(γ). In this
case we have γ − x ∈ ker(Nnn−1) ∩
(
(kmEn)
Hi+1 \ (kmEn)Hi
)
. Hence
Lemma 4.3 and the fact that ιni (kmEi) ⊆ (kmEn)Hi implies that γ−x ∈
im(ιni+1) \ im(ιni ), and Corollary 4.8 shows that (σ − 1)pi+j−1(γ − x) =
ιn0 (N
i+1
0 (α)) for some α ∈ kmEi+1, so that
f = (σ − 1)pi+j−1(x+ (γ − x)) = (σ − 1)pi+j−1x+ ιn0 (N i+10 (α)).
Considering that ιn0◦N i+10 is represented by (σ−1)pi+1−1 on ιni+1(kmEi+1),
it is easy to see that
ιn0 (N
i+1
0 (α)) ∈ im
(
(σ − 1)pi+1−1
)
∩ JG.
On the other hand, since ℓG(x) ≤ ℓG(γ) we see that (σ − 1)pi+j−1x ∈
im
(
(σ − 1)pi+j−1
)
∩XG; sinceX is composed of cyclic indecomposables
of prime-power dimension, it therefore follows that
(σ − 1)pi+j−1x ∈ im
(
(σ − 1)pi+1−1
)
JG.
Combining these two observations, we have f ∈ im
(
(σ − 1)pi+1−1
)
∩JG
as desired.
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