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ABSTRACT 
As demand for healthcare increases, hospital managers are faced with the prevalent 
challenge associated with patient flow and capacity management. Patient flow is the 
movement of patients through a healthcare facility (Hall 2013). The aim of 
this dissertation is to investigate how the behavior and decisions of workers and hospital 
managers improve these issues. Specifically, I am interested in understanding 1) hospitals' 
response to boarding crises, and 2) organizational approaches to improve patient flow. 
In Chapter 1, we examine the impact of two responses, urgent response [code yellow 
(CY)]: a Massachusetts mandated policy to reduce boarding crises whenever patients in 
the ED experience long wait times, and prevention response [pre-discharge orders (PDO)]: 
a health IT coordination tool to facilitate patient discharge, on patient length of stay. Using 
three years of inpatient level data, we find that patients with a PDO have a shorter length 
of stay (LOS) compared to patients without a PDO after accounting for endogeneity using 
an instrumental variable (IV). Conversely, using a survival analysis approach, we find there 
is no significant impact on LOS for patients who experience a CY during their hospital stay 
versus patients who do not. We also find the urgent response crowds out the prevention 
response. The likelihood of physicians using PDOs decreases when hospital managers call 
a CY. Furthermore, we find that PDO results in more discharges in a day compared to CY 
 
 viii 
and that the use of PDOs often reduces the need to trigger a CY. Thus, we find that the 
state-mandated urgent response creates a state of chaos that deters physicians from 
investing in actions that could prevent future boarding crises. The study provides empirical 
evidence that demonstrates pressure to produce results today impedes workers’ efforts to 
improve future performance. 
In Chapter 2, we investigate the impact of external collaborative coordination in 
improving the efficiency of a dedicated observation unit (DOU). The DOU is a unit in the 
hospital designed to treat observation patients. In July 2018, the unit expanded to treat 
patients with higher medical complexity which increased the demand and variability in the 
unit. Using difference-in-difference with inverse probability weights and instrumental 
variables (IV) approach we examine the operational cost and the efficiency gain 
respectively, of this expansion. We find that the observation LOS increases in the unit after 
the unit expanded. However, using an IV approach, the DOU gains efficiency that results 
in a reduction in LOS for the observation patients cared for in the unit compared to 
observation patients cared for off-service in the inpatient unit. We find that our results are 
driven by external collaborative coordination, which enables coordination amongst the 
cross-functional team as well as external collaborators. 
In Chapter 3, we study the impact of dedicated capacity on overall hospital 
performance. In this essay, we study the potential benefit of pulling short-stay patients out 
of the inpatient unit to be cared for in the DOU thus freeing up beds for vulnerable patients. 
Using a difference-in-difference approach with propensity score matching, we find that 
boarding time decreases for vulnerable patients as a result of bed availability in the 
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inpatient unit. However, LOS in the inpatient unit increases. Furthermore, we find no 
impact on 30-day readmission. We attribute the increase in LOS to the higher volume of 
vulnerable patients who are now able to receive care in the inpatient unit. 
Together, these studies extend current knowledge and provide new insights to current 
studies addressing the movement of patients through a healthcare facility particularly when 
there is supply and demand mismatch. Through this dissertation, contribution is made to 
literature on patient flow, capacity management and coordination.  Furthermore, it offers 
practical implications for hospital managers by demonstrating that complex operational 
problems can be minimized by reducing information gap through coordination.  
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Every individual at some point in their lives has had an encounter with the healthcare 
industry. In the United States of America, about 87.6% of the population had access to 
healthcare in 2018 (Centers for Diseases Control and Prevention (CDC 2021)). As an 
industry, it employs 1.04 million primary care and specialist physicians; and 246,858 nurse 
practitioners  (Kaiser Family Foundation (KFF 2021a, 2021b)). Generating $31 billion in 
revenues in 2019, the industry is one of the largest in the US (KFF 2021c). Yet, it’s total 
expenditure was $3.8 trillion in 2019 and expected to reach 6.19 trillion in 2028, accounting 
for 19.7% of the country’s GDP (CMS 2020). 
According to Dieleman et al. (2017), a growing population and medical-service 
utilization are some of the factors that contribute to the increase in healthcare cost. As 
demand for healthcare service increases, hospitals may be unable to meet the increase in 
demand, given there are 2.4 beds per 1000 population (KFF 2021d). The mismatch in 
supply and demand will lead to numerous inefficiencies. One such inefficiencies exist in 
patient flow. Inefficient patient flow means patients experience significant queueing delays 
as they move through different levels of care (Hall 2013). For example, patients board in 
the Emergency department (ED) while waiting for a bed on the inpatient floor, hence the 
much discussed term “patient boarding”. In some other cases, patients are placed off-
service in a different unit due to unavailable beds in the unit appropriate for their condition. 
Furthermore, these challenges have the potential to erode care quality. 
Inefficient patient flow is a prevalent problem that has elicited calls for hospitals to 




Organizations set a standard that requires hospitals to develop and implement plans to help 
identify and mitigate problems surrounding patient flow (JCAHO 2004). In this 
dissertation, I identify two known problems associated with inefficient patient flow and 
capacity issues: boarding crises and off-service placement. Next, I investigate a potential 
managerial strategy — Coordination — to mitigate these problems. By doing this, I seek 
to understand how (i) hospitals respond to boarding crises, and (ii) organizational 
approaches improve patient flow and performance, such that workers perform efficiently 
without sacrificing quality. This dissertation makes theoretical contributions to the growing 
body of work on patient flow, capacity management, quality of care and coordination. 
Furthermore, this work is relevant for managers in practice. Given the increasing cost of 
healthcare, this dissertation offers implementable solutions for hospital managers to 
improve patient flow, mitigate capacity issues and improve quality of care. 
This dissertation comprises three chapters. In Chapter 1 — coauthored with Anita 
L. Tucker, Helen Jin (MD) and Chris Manasseh (MD) — we examine two types of 
responses to boarding crises. In 2002, Massachusetts mandated that hospital managers 
develop processes for an urgent response to boarding crises, which occur when emergency 
department (ED) patients experience long waits for inpatient beds. On the other hand, 
performance improvement theory suggests that patients would be better served with a 
prevention approach to crises rather than responding urgently after they occur. To 
empirically test whether urgent or prevention responses work best at relieving hospital 
occupancy pressure, we use data from a safety-net academic hospital in Massachusetts, 




relieving occupancy pressure. First, to comply with the state mandate for an urgent 
response to boarding, the hospital developed processes to identify when the hospital is in a 
boarding crisis. This is termed a code yellow (CY) and during it hospital leaders request 
that physicians prioritize patient discharge. This is an urgent response. Second, physicians 
can use pre-discharge orders (PDO), optional written communication about discharge 
barriers, to avoid discharge delays for patients approaching discharge. This is a prevention 
response. In other words, CY is a reactive strategy while PDO is a proactive strategy. We 
find that the state-mandated urgent response does not significantly impact LOS. We also 
find that a CY has no impact on ED hourly occupancy, and that it marginally decreases ED 
wait times. However, we find it increases ED boarding time. The prevention response is 
associated with a 26% reduction in LOS. We attribute its effectiveness to the timely 
information exchange between team members. Furthermore, we find that physicians are 
less likely to use the PDO when the hospital is in a CY. In addition, we show that PDO 
leads to more discharges compared to CY and that using PDOs more often reduces the need 
for a CY. We conclude that the state policy has unintended negative consequences that 
stymie hospital efforts to create longer-term improvement.  
In Chapter 2 — coauthored with Anita L. Tucker, Chris Manasseh and Cherisse 
Carlo — we investigate the impact of external collaborative coordination in improving the 
efficiency of a dedicated observation unit (DOU). Observation units play an important role 
in hospital capacity and cost management because they treat Emergency Department 
patients who are too sick to be discharged home, but not sick enough for their care to be 




bed capacity and reduce costs, the DOU at our study hospital modified its processes so that 
it could efficiently treat a wider variety of patients, and with higher medical complexity 
than it had previously. To achieve this, the DOU created structures to enable it effectively 
coordinate amongst the cross-functional group of healthcare professionals that care for 
observation patients; as well as with external collaborators who provide support to the 
DOU. Using data from Omega Hospital, we test two hypotheses about the impact of the 
changes in the DOU. First, controlling for patient severity and using difference-in-
difference with inverse probability weights approach, we find that that the average LOS of 
patients in the DOU increased by 21% after the unit expanded, supporting our hypothesis 
that the increased variability and complexity of patients raised operational costs for the 
unit. Second, focusing only on the period after expansion, we use an instrumental variables 
approach to find that LOS was reduced by 30% for observation patients cared for in the 
unit compared to the same type of observation patients cared for off-service in the inpatient 
units. Further analyses demonstrate the decreased LOS does not impact quality of care. 
Thus, we conclude that there is an operational cost associated with expanding the DOU, 
however, the efficiency gain in the long term far outweighs the cost. 
In Chapter 3 — coauthored with Justin Ren and Erol Peköz — we study the impact 
of dedicated capacity on overall hospital performance. Specifically, we examine a 
managerial strategy for improving hospital flow for vulnerable patients (i.e., those who 
typically stay >48 hours) by pulling short-stay patients (i.e., those who typically stay <48 
hours) out of the inpatient unit to be cared for in a DOU expanded using the exclusion 




home but not sick enough for an inpatient admission. This strategy has the potential to free 
up beds in the inpatient unit and improve ED to inpatient flow for vulnerable patients;  
however, it is not clear how effective this strategy is in practice. To empirically test the 
impact of this strategy, we use data from Omega Hospital, that recently expanded its DOU 
and implemented the above strategy. Using a difference-in-difference approach with 
propensity score matching, we find that ED boarding time decreases by 18.4% for 
vulnerable patients as a result of better bed availability in the inpatient unit. However, their 
inpatient LOS increases by 24.7% mainly due to the fact that the inpatient unit now has 
more vulnerable patients who have higher severity overall. Furthermore, we find no impact 
on 30-day readmission. We conclude that the DOU exclusion can serve as a valid and 





Chapter 1  
Hospital Boarding Crises: The Impact of Urgent versus Prevention Responses on 
Length of Stay 
 
1.1 Introduction 
Hospitals frequently experience boarding crises during which demand for inpatient hospital 
beds exceed supply. During a boarding crisis, multiple admitted emergency department 
(ED) patients remain in the ED for long periods of time due to a lack of available inpatient 
beds (Dai and Shi 2018). In 2002, pervasive ED boarding caused Massachusetts policy 
makers to mandate hospitals develop a process for dealing with such situations (Burke et 
al. 2013, Michael et al. 2018). The goal of the state mandate is that hospital staff place 
boarding patients in inpatient beds within 30 minutes. We call this an “urgent” response 
because it deals with the immediate situation, but does not attempt to prevent future 
occurrences (Repenning and Sterman 2001).  
Performance improvement theory suggests that managers should instead invest in 
preventing boarding crises (prevention response). Theory suggests that prevention 
responses improve performance in the long term but are challenging to implement because 
they take employees’ time away from current production and therefore exacerbate the crisis 
in the short term. Furthermore, the benefits emerge after a time delay (Bohn 2000, 
Repenning and Sterman 2001). These aspects create a “worse-before-better” dynamic that 
makes it unlikely that managers will invest in prevention responses (Repenning and 




To empirically test the effectiveness of these two types of responses to boarding crises, 
we collaborate with a Massachusetts academic medical center that we refer to by the 
pseudonym Omega Hospital. Omega has procedures for both urgent and prevention 
responses. Omega refers to their response to the state-mandate urgent response as a “Code 
Yellow” (CY). When a CY is activated, physicians receive a text message that alerts them 
of the large number of patients boarding in the ED and encourages them to work on 
discharging inpatients. The prevention response is physicians’ use of pre-discharge orders 
(PDOs) for patients within two days of being discharged. The PDO is embedded in the 
electronic health record (EHR) and is used at the discretion of physicians in addition to 
discharge orders. We provide further details on these two responses in section 1.3.1. 
After accounting for endogeneity using an instrumental variables (IV) approach for 
PDO, we find that patients with a PDO have a 26% shorter length of stay (LOS) than 
patients without a PDO. Conversely, using a survival analysis approach, we find that LOS 
is not impacted for patients who experience a CY during their hospital stay versus patients 
who do not. Also, we demonstrate that CY has no impact on ED hourly occupancy, 
marginally decreases ED wait time but increases ED boarding time.  Furthermore, the urgent 
response crowds out the prevention response. The likelihood that physicians use PDOs 
decreases by 27.3% when hospital managers call a CY. Finally, we demonstrate that PDO 
leads to more discharges compared to CY and that using PDOs more often reduces the need 
for a CY. Our study provides empirical evidence of Repenning and Sterman’s (2001) 
capability trap and Bohn’s (2000) firefighting, where pressure to produce results today 




mandated urgent response creates a state of chaos that weakens short-term performance and 
deters physicians from investing in actions that could prevent future boarding crises. 
1.2 Literature Review and Hypotheses Development 
Hospitals frequently have periods of time when few inpatient beds are available (Dai and 
Shi 2018). Medical and healthcare operations management literature explore the impact of 
boarding crises. For example, high inpatient bed occupancy can cause admitted ED patients 
to remain in the ED for hours (Armony et al. 2015) and can result in patients being treated 
in wards that are not the most appropriate for their acuity level (Kc and Terwiesch 2012, 
Kim et al. 2015) or medical condition (Price et al. 2011, Song et al. 2020). High occupancy 
is also associated with poor quality of care, including premature discharge (Anderson et al. 
2011, Berry Jaeker and Tucker 2016) and higher risk of inpatient mortality (Kc and 
Terwiesch 2009, Kuntz et al. 2014) and readmission (Anderson et al. 2012, Kc and 
Terwiesch 2012).  
Healthcare scholars call for research on managers’ responses to boarding crises 
(Fieldston et al. 2010). This stream of research is important because prevention responses 
could help reduce the frequency and negative impact of boarding crises. However, 
persistent use of a prevention response will likely require evidence that the benefits of 
investing in improving future performance outweigh the costs. Our research aims to fill 
this gap. 
1.2.1 The Discharge Process 
Physician-driven patient discharge is an essential component of both urgent and prevention 




physician writing a discharge order stating that the patient is medically ready to be 
discharged. The physician has discretion over the timing of this decision (Abramson 1981). 
The discharge order is written after the physician completes a summary of the patient’s 
visit, which includes information such as a summary of the care provided during 
hospitalization, instructions for post-discharge care, follow up appointments, tests with 
pending results, outstanding issues, patient education information, and a list of 
medications. Discharge requires coordinated effort from many different disciplines. A 
pharmacist may be needed to reconcile the patient’s (outgoing) medications with his 
(incoming) medications; a physical therapist may be needed to assess the patient’s ability 
to walk or swallow; and a case manager ensures that the patient has a bed in the next facility 
on his medical journey, such as a skilled nursing facility or rehabilitation hospital 
(McDermott and Venditti 2015). Advance notification from the physician that the patient 
will be discharged within a few days may reduce discharge delays because it can mitigate 
the long lead times to secure services, such as a bed in a skilled nursing facility (McDermott 
and Venditti 2015).  
1.2.2  Prior Research on Improving the Discharge Process in Hospitals 
An inefficient discharge process is one driver of hospital congestion. Consequently, 
hospitals have strategies for improving the discharge process. Board rounds are one such 
technique. They are short meetings held daily on inpatient wards where nurses, physicians, 
and case managers discuss which patients are ready—or will be ready the next day—for 
discharge, as well as any barriers to discharge (Perlmutter et al. 1998, Dutton et al. 2003, 




be physically present (Song et al. 2020) and by the verbal format, which makes the 
discussed information unavailable to non-participating members of the care team, such as 
pharmacists.  
Another strategy for improving discharge is streamlining and standardizing the process 
(McDermott and Venditti 2015). For example, Beck et al. (2016) finds that ED patients are 
discharged one hour earlier when there is a hard copy of a discharge checklist at the 
patient’s bedside that enables the care team to see what has been done and what remains to 
be completed for discharge. Prior research also focuses on systematically reducing barriers 
to discharge. Durvasula et al. (2015) find that performing the medication reconciliation the 
night before the patient is expected to be discharged reduces delays.  
To our knowledge, these studies have not considered the impact of using an EHR-driven 
discharge-planning tool—such as the PDOs that we study—or the effectiveness of 
discharge strategies during boarding crises. Omega uses EPIC, one of the most common 
EHR systems in hospitals, and the PDO is a standard feature in EPIC, which makes our 
study relevant for many hospitals.  
1.2.3 The Urgent Response to Boarding Crises: Code Yellow 
We first hypothesize that patients who experience a CY will have a shorter LOS than 
patients who do not. The relationship between patient LOS and CY can be explained by 
physician behavioral response to high occupancy. We justify our reasoning with practice 
and theory. In practice, a CY should relieve occupancy pressure for two reasons. First, 
physicians have discretion to decide when a patient is medically cleared for discharge 




are able to alter the tasks they perform as workload increases (Oliva and Sterman 2001, 
Hopp et al. 2007). If physicians know from a CY that patients are boarding in the ED, they 
may select a shorter LOS for inpatients who are approaching discharge. Research supports 
this supposition. Patients, on average, have a shorter LOS as occupancy increases. This 
may be from physicians discharging patients earlier than they otherwise would have 
(Anderson et al. 2012, Berry Jaeker and Tucker 2016).  
Second, physicians must spend a substantial amount of time writing discharge orders 
and speaking with patients. Consequently, physicians often prioritize work for newly 
admitted patients—who arguably are sicker and therefore should be treated first—over 
healthier patients approaching the end of their hospital stay. When there is a CY, 
management communicates to physicians that they should prioritize discharging inpatients 
nearing the end of their stay.  
Finally, theory suggests that as workload increases, managers pressure staffs to work 
harder by increasing throughput, in order to immediately reduce workload and improve 
performance in the short term (Repenning and Sterman 2001). Urgent responses, such as a 
CY, are used because they seem effective in the short term, even though they do not help 
longer-term performance (Repenning and Sterman 2001, Tucker and Edmondson 2003, 
Morrison 2015). Thus, we hypothesize the following: 
Hypothesis 1 (H1): Patients who experience a CY during their hospital stay will have 




1.2.4 The Prevention Response: Pre-discharge Orders 
We next hypothesize that a prevention response will be associated with shorter LOS. We 
study the specific coordination mechanism of a PDO, a computerized tool that enables 
physicians to communicate asynchronously to the care team that a patient is approaching 
discharge. Managers in a variety of settings such as research and development (Keller 
1994), software teams (Faraj and Sproull 2000, Banker et al. 2006, Bardhan et al. 2013), 
and audit teams (Gupta et al. 1994) use coordination to manage interdependencies and 
increase efficiency. Most closely related to our study, Gittell et al. (2000b) examine how 
relational coordination in surgical units reduces LOS and improves quality of care. Faraj 
and Xiao (2006) study trauma centers to understand how physicians coordinate in a fast-
paced environment. These studies find that coordination mechanisms that foster 
communication across the care team result in better outcomes. 
Scholars have also examined information technology (IT)-enabled coordination. In the 
software industry, Banker et al. (2006) find that the use of software as a coordination tool 
for collaboration among project team members reduces cycle time. They attribute its 
effectiveness to the timely information exchange between team members. Bardhan et al. 
(2013) finds that when IT enables communication, it bridges information gaps between 
dispersed team members, especially for projects with a high level of information intensity. 
Similar benefits may accrue to healthcare teams who use IT to coordinate discharge, such 
as the PDOs in our study. 
In a healthcare setting, different disciplines within the hospital can coordinate patient 




EHRs increase coordination across providers, which in turn improves patient satisfaction 
with provider-patient communication. We predict that PDOs can improve coordination 
between physicians and other clinicians, and consequently reduce LOS because PDOs were 
designed to coordinate patient discharge. We therefore hypothesize the following: 
Hypothesis 2 (H2): Inpatient LOS will be shorter for patients who have a PDO than for 
patients who do not. 
1.2.5 Potential “crowding out” Effect of the Urgent Response on the Prevention 
Response 
Our third hypothesis is that the urgent response of CY may crowd out physicians’ ability 
to use PDOs (Repenning and Sterman 2001). Prior studies find that urgent work reduces 
completion of important tasks that are beneficial in the longer term. At extremely high 
workloads, workers become overwhelmed and non-essential tasks are sacrificed. Powell et 
al. (2012) demonstrate that when physicians have a high workload they fail to thoroughly 
document the care they provide to patients, resulting in lower reimbursements from 
insurers. Similarly, Tan and Netessine (2014) show that as the number of customers 
increase, wait staff reduce sales effort on profitable but optional food items. Based on these 
studies, we hypothesize that physicians are less likely to fill out PDOs, which are 
completed two days before patient discharge on average, during a CY because the urgency 
of discharging patients today will crowd out the work of filling out PDOs to ease discharges 




Hypothesis 3 (H3): Patients who experience a CY two days before their discharge will 
be less likely to have a PDO than patients who do not have a CY two days before their 
discharge.  
1.2.6 The Urgent Response on ED Outcomes 
In this section, we investigate the impact of CY on ED outcomes, specifically ED wait 
time, ED hourly occupancy, and ED boarding time. Based on the policy mandated by the 
Department of Public Health, CY should reduce ED crowding and therefore improve ED 
outcomes. Hence, we hypothesize that CY will reduce ED wait time, ED hourly occupancy 
and ED boarding time. ED crowding is typically due to an increase in patients boarding in 
the ED (USGAO 2003).  Boarding signals that there are unavailable beds in the inpatient 
unit. Shi et al. (2016) show that early discharge policies can help improve flow for boarding 
patients from the ED to the inpatient unit. Specifically, they find that early discharge has 
the potential of freeing beds in the inpatient unit and reducing boarding time. 
At Omega hospital, when CY is triggered, physicians are deployed to discharge patients 
from the inpatient unit to free beds so that boarding patients can be transferred to occupy 
the free beds.  As the number of patients boarding reduces, ED crowding also reduces. In 
other words, occupancy in the ED decreases especially within the hour CY is triggered 
because physicians speed up to reduce workload. By speeding up, they end up reducing 
service time. We therefore hypothesize the following: 
Hypothesis 4a (H4a): Patients who experience a CY during their ED visit will have 





Hypothesis 4b (H4b): Patients who experience a CY during their ED visit will 
experience a lower ED hourly occupancy than patients who do not experience a CY during 
their ED visit. 
Hypothesis 4c (H4c): Patients who experience a CY during their ED visit will have 
shorter ED wait time on average than patients who do not experience a CY during their 
ED visit. 
1.2.7 Comparing CY and PDO on Discharges 
Next, to support our first and second hypothesis, we predict that CY and PDO will result 
in an increase in the number of discharges from the hospital. Here, we hypothesize that as 
the number of PDOs completed in a day increases, more patients will be discharged from 
the hospital. Banker et al. (2006) demonstrate that IT tools for coordination decreases cycle 
time. Gittell et al. (2000b) finds that coordination reduces LOS. In our study, we find that 
PDO reduces LOS through coordination of the discharge process. Discharge-related 
information is conveyed on time, thus, allowing teams to prioritize the PDO patients. When 
LOS shortens, more patients are discharged from the hospital thus freeing inpatient beds.  
Next, we hypothesize that CY will result in an increase in discharges per day. This is 
because when CY is triggered, physicians need to discharge patients in the inpatient unit 
to make beds available for boarding patients. In addition, CY is triggered when there are 
many patients boarding in the ED. Therefore, to relief the ED and reduce crowding, many 
patients have to be discharged from the inpatient unit. Thus we hypothesize: 
Hypothesis 5a (H5a): As the numbers of PDOs completed for patients per day 




Hypothesis 5b (H5b): When CY is activated in a day, the number of discharges will 
increase. 
Finally, we anticipate that the number of PDOs completed will decrease on average 
when CY is activated. This is because as workload increases, workers reduce their effort 
on secondary tasks (Powell et al. 2012, Tan and Netessine 2014). Thus, we hypothesize: 
Hypothesis 5c (H5c): When CY is activated in a day, fewer PDOs are completed on 
average. 
1.3 Empirical Setting and Data 
1.3.1 Prevention and Urgent Responses at our Research Site 
We gathered data from Omega on the use of prevention and urgent responses to boarding 
crises. For the prevention response, Omega’s physicians use the EHR to write PDOs for 
their patients. The PDO form has three checkboxes for potential barriers to discharge: 
pending labs, physical therapy clearance, and other (Figure 1.1). If other is selected, the 
physician can enter free text to describe the barrier. The physicians on our research team 
coded the free text into types of barriers, including placement in another facility. The EHR 
also has a screen that enables caregivers to see a list of their assigned patients. In the list 
view, patients with PDOs have a green circle next to their name (Figure 1.2), and in the 
patient’s record, there is a headline banner stating that the patient is nearing discharge and 




Figure 1.1 Screenshot of Pre-Discharge Order 
 
Figure 1.2 Screenshot of List of Patients (PDO Patients have Green Dot) 
 





When ED boarding increases, Omega Hospital managers enter information related to 
demand and supply of inpatient medical and surgical beds into a spreadsheet that 
determines whether there is a supply and demand mismatch. Demand includes ED waiting 
room census, number of admitted ED patients needing a medical and surgical inpatient 
bed, anticipated ED arrivals, as well as anticipated demand for medical and surgical beds 
from surgery, transfers, direct admits, and other procedures. Supply includes the number 
of available medical and/or surgical inpatient beds and pending discharges. The urgent 
response, CY, is triggered by an algorithm that uses this supply and demand information 
to determine if the hospital is in a boarding crisis when the demand for inpatient medical 
and surgical beds is greater than the supply. When this occurs, the hospital manager in 
charge of patient flow sends an email to alert physician leaders and nursing unit managers 
that the ED is in a state of CY and that they should have their staff work on discharging 
patients. If the critical crowding level escalates, a follow up message is sent that states that 
the ED remains at critical crowding levels despite previous actions, and that all employees 
and physicians must remain on duty unless released by their immediate supervisor.  
1.3.2 Data 
We use data from the hospital’s EHR from June 2014 through November 2017. Omega 
Hospital initiated the PDO in March 2015 across all departments. We focus our analyses 
on patients from medical and surgical inpatient units and have data on 15,423 patient visits 
across 9,917 unique patients. To calculate our outcome variables, LOS, we enforce some 
restrictions. First, we exclude 3,688 patient visits for which patients were admitted as 




but are placed in an inpatient unit due to lack of available beds in the observation unit.  
Next, we exclude 5 patient visits with negative LOS. We retain patients who were admitted 
as inpatient-status but who stay 24 hours or less in the inpatient unit and contribute to the 
occupancy challenges. These types of admissions are referred to as avoidable 
hospitalizations (Freeman et al. 2017).  We exclude 23 patient visits with extremely high 
LOS, defined at the 99th percentile or higher, to remove non-representative outliers. We 
eliminate 117 patient visits in which the patient died during hospitalization. We further 
eliminate 84 patient visits that do not have attending physicians. Finally, we exclude 3 
patient visits with no discharge date and 949 patient visits with missing acuity level. These 
exclusions leave us with a final sample of 10,554 patient-visits across 7,280 unique patients 
treated by 184 attending physicians. From our final sample, we have 3,652 patient visits 
(34.60%) with a PDO and 6,902 (65.40%) without a PDO. In addition, 4,290 of the patient 
visits (40.65%) experienced a CY and 6,264 (59.35%) did not. 
The dataset includes patient-visit level information: the attending physician responsible 
for each patient, patient demographics (age, gender) and admission and discharge 
information [date/time, LOS, department (e.g. surgical, medical), discharge disposition 
(e.g. to home, to skilled nursing facility, etc.), insurance type, hospital-assigned acuity level 
(in order of increasing acuity: non-urgent, less urgent, urgent, emergent, immediate), and 
admission/primary/secondary diagnosis]. Note that for the hospital-assigned acuity level, 
the non-urgent and less-urgent categories are not included in our analyses because these 
categories are typically used for observation-status patients. Patient severity is measured 




each of 30 different categories of comorbidity diagnoses a weight ranging from -7 (lowest) 
to 12 (highest). Each patient’s Elixhauser score is calculated as the sum of the weights of 
his diagnoses. For example, a patient diagnosed with liver disease and blood loss anemia 
would have weights of 11 and -2 respectively, which result in an Elixhauser severity score 
of 9. 
To measure the prevention response, we collect PDO information (order time and 
responses to the questions in the form including barriers to discharge). To measure the 
urgent response, we collect hospital-level information: hospital occupancy (number of 
inpatients per day) and the occurrence of each CY at Omega Hospital. We have the start 
and stop dates and times for each CY. In total, there are 216 CY days out of 1,214 days in 
our data set. The median duration of a CY is 23.83 hours.  
We also calculate hospital occupancy on each patient’s days of admission and discharge. 
All patients are included in our calculation of occupancy, including those that were 
excluded in our data restriction. We follow prior research and treat weekday admissions 
(discharges) separately from weekend admissions (discharges) to account for staffing 
differences during the week versus weekends (Kuntz et al. 2014, Berry Jaeker and Tucker 
2016). If a patient is admitted (discharged) on a weekday, we divide the number of 
occupied beds on the patient’s admission (discharge) day by the maximum number of 
occupied beds during that quarter excluding weekend days (Kuntz et al. 2014, Berry Jaeker 
and Tucker 2016). Using the maximum number of occupied beds (also known as staffed 
and used beds) rather than the number of licensed beds (the number of beds a hospital holds 




of licensed beds. This method also ensures that occupancy falls between 0% and 100%. 
We obtain occupancy levels that are normally distributed with a minimum of 73.61% and 
a maximum of 100% (Figure 1.4).  
Figure 1.4 Histogram of Occupancy Level 
 
To explore the relationship between CY and ED outcomes, we obtain ED level data 
from Omega’s EHR from June 2014 through November 2017. We have data on 452,595 
patient ED visits across 178,485 unique patients. To calculate our outcome variables—ED 
boarding time, ED hourly occupancy and ED wait-time, we enforce some restrictions by 
following (Song et al. 2015). We exclude the following observations: missing acuity level, 
acuity level categorized as immediate, ED disposition missing or categorized as “eloped,” 




with missing physician assigned time and missing bed request time (for patients who need 
admission to the inpatient unit). After constructing our variables, we drop observations 
with negative ED wait time and ED boarding times. We trim the ED boarding time by 
dropping observations with boarding time greater than 48 hours. Next, we trim ED wait 
time at the 95th percentile. These exclusions leave us with a final sample of 354,722 patient-
visits across 150,297 unique patients treated by 755 physicians. From our final sample, 
297,489 did not experience a CY (85.87%) and 57,233 experienced a CY (16.13%). Our 
ED data set includes ED occupancy (admission and discharge), patient demographic (age, 
insurance and gender), acuity level (emergent, urgent, less urgent and non-urgent), severity 
score, ED disposition (inpatient admission, observation unit admission, discharge from ED, 
transfer to another healthcare facility and transfer to same day procedure). Unlike the 
inpatient level data, the ED level data does not include department of care. This is because 
patients are assigned to the respective department only after admission into inpatient unit. 
We also do not have the attending physician workload as we do in the inpatient level data. 
This is because attending physicians are not the only ones responsible for patient care in 
the ED but also nurses and residents. However, in the inpatient unit, patients are assigned 
to a team headed by an attending physician. 
To perform our analyses, we merge patient-visit level and hospital-level data into a 
single dataset with patient-visit as the level of analysis. For our ED analyses, we merge the 





1.3.3 Summary Statistics of Patient and Operational Characteristics 
Table 1.1 presents the summary statistics of the variables in our models. Our key outcome 
variable of interest is inpatient LOS: the duration of time a patient stays in the hospital 
from the time of admission into an inpatient unit until the time of discharge (Oh et al. 2017). 
It does not include the time spent in the ED. Inpatient LOS is measured in fractions of days 
and is a continuous outcome measure with a right-skewed distribution. Therefore, to 
achieve a normal distribution, we log-transform LOS. Table 1.1 also breaks down the 
summary statistics by patients who receive a PDO versus those who do not, as well as 
patients who experience a CY during their stay versus those who do not. We test the 
differences between those populations using t-tests.  
In Table 1.2, we present the summary statics of our ED variables of interest. We define 
our outcome variables as follows: ED boarding time is the difference in time between when 
an inpatient bed is requested by an ED physicians and when the patient departs the ED. 
Note that not all patients need to be admitted, thus we calculate boarding time by focusing 
on only those patients who need to be admitted to the inpatient unit. ED hourly occupancy 
is measured by calculating the number of patients in the ED by the hour, accounting for 
both arrivals and departures within the hour. ED wait time is the difference between the 
time a patient arrived to the ED and the time a patient is assigned a physician. ED boarding 
time and ED wait-time variables are right-skewed. Therefore, to achieve a normal 
distribution, we log-transform these variables. To understand whether CY improves ED 
outcomes, we investigate the impact on ED outcomes after a CY is called. We define our 




0 otherwise. In other words, if CY occurs on 13 June 2014 at 3:00 PM, CY After, variable 
























Discharge Occupancy % 88.64 73.61 100 5.19 88.71 88.59 0.12 90.32 87.48 2.83*** 
Admission Occupancy % 88.21 72.56 100 5.15 87.81 88.41 -0.60*** 89.20 87.52 1.68*** 
Age (years) 55.19 9 116 16.52 56.20 54.65 1.55*** 55.84 54.74 1.10*** 
Insurance %           
Medicaid  44.69 0 100 49.72 44.91 44.58 0.33 44.55 44.80 -0.25 
Medicare  36.45 0 100 48.13 37.68 35.80 1.88+ 37.13 35.98 1.15 
Private  14.42 0 100 35.13 13.14 15.10 -1.96** 13.64 14.96 -1.32+ 
Uninsured  0.76 0 100 8.67 0.77 0.75 0.02 0.75 0.77 -0.02 
Others  3.68 0 100 18.82 3.50 3.78 -0.28 3.94 3.50 0.44 
Severity Score 7.42 -14 52 9.39 8.05 7.08 0.97*** 8.43 6.72 1.71*** 
Female % 41.98 0 100 49.36 42.22 41.86 0.36 42.73 41.48 1.25 
Acuity Level %           
Immediate 2.66 0 100 16.1 2.35 2.83 -0.48 3.52 2.08 1.44*** 
Emergent 45.94 0 100 49.84 49.21 44.20 5.01*** 45.17 46.46 -1.29 
Urgent 51.40 0 100 49.98 48.44 52.97 -4.53*** 51.31 51.47 -0.16 
Post Acute Care 41.77 0 100 49.32 42.03 41.63 0.4 47.02 38.17 8.85*** 
Attending Physician 
Workload (no. of patients) 
7.48 0 24 3.68 7.66 7.38 0.28*** 7.73 7.30 0.42*** 
Surgical % 11.50 0 100 31.91 11.31 11.61 -0.3 12.77 10.63 2.14*** 
CY % 40.65 0 100 49.12 37.24 42.45 -5.21*** 40.65 59.35 - 
PDO % 34.60 0 100 47.57 34.60 65.40 - 31.70 36.59 -4.89*** 
LOS (days) 5.21 0.005 79.07 5.93 6.15 4.71 1.44*** 6.99 3.98 3.01*** 
Observations      10,554 3,652 6,902  4,290  6,264  
N=10,554. Notes. +p < 0.10; ∗p < 0.05; ∗∗p < 0.01; ∗∗∗p < 0.001.  Diff. is the difference between both means. Std. Dev is the standard 




 Table 1.2 Summary Statistics of ED Variables of interest 
N=354,722. Notes. +p < 0.10, ∗p < 0.05; ∗∗p < 0.01; ∗∗∗p <0.001. Diff is the difference between both 
mean. Table includes variables used in the main analyses. 














ED Discharge Occupancy % 63.65 0 100 14.80 68.43 62.73 5.70*** 
ED Admission Occupancy % 63.30 0 100 14.81 68.30 62.34 6.00*** 
Age (years) 42.78 9 117 18.48 43.02 42.74 0.28*** 
Insurance %        
Medicaid  52.44 0 100 49.94 52.21 52.49 -0.28 
Medicare 16.29 0 100 36.93 16.71 16.21 0.50** 
Private 17.06 0 100 37.61 16.63 17.14 -0.50** 
Uninsured 3.50 0 100 18.38 3.80 3.44 0.35*** 
Others 10.70 0 100 30.92 10.65 10.72 -0.07 
Female % 50.00 0 100 50.00 50.24 49.96 0.28 
Severity score 1.13 -16 56 4.69 1.18 1.12 0.06** 
Acuity level %        
Emergent 16.53 0 100 37.15 17.00 16.44 0.56** 
Urgent 50.06 0 100 50.00 49.73 50.12 -0.39+ 
Less urgent 29.14 0 100 45.44 29.09 29.15 -0.06 
Non urgent 4.27 0 100 20.22 4.18 4.29 -0.11 
ED disposition:        
Inpatient Admission 10.27 0 100 30.36 10.21 10.28 -0.07 
Discharged home 81.65 0 100 38.71 81.15 81.74 -0.59*** 
Observation Admission 6.40 0 100 24.48 6.78 6.33 0.45*** 
Transfer to Another 
facility  
1.66 0 100 12.76 1.81 1.62 0.19** 
Transfer Same-Day 
Procedure  
0.01 0 100 1.06 0.01 0.02 -0.01 
ED wait time (hours) 1.83 0.01 12.11 1.89 2.09 1.78 0.30*** 
ED boarding time (hours) 3.43 0.001 46.19 2.28 4.36 3.25 1.10*** 
ED hourly occupancy 148.16 7 289 45.19 160.15 145.85 14.30*** 
CY After % 19.85 0 100 39.30 14.74 85.26  





1.4.1 Survival Analysis: CY 
To understand the impact of CY on LOS, it is important to understand how patients 
experience CY. For example, in experiments, treatments are administered once and the 
effect of this treatment on some outcome is studied. However, this is not the case with CY. 
Patients experience CY multiple times during their stay. Figure 1.5 depicts CY experience 
for three different patients in our data. For example, patient 9550 did not experience CY 
until day 5 while patient 1783 experienced CY on admission day. It is evident that there is 
a time gap between admission day and the first time a patient experiences CY for different 
patients. It is also evident that patients experience CY on different days during their 
hospitalization rather than at a fixed time. Ignoring these can result in two types of biases— 
length bias and time-dependent bias, respectively. Wolkewitz et al. (2012) defines length 
bias as ignoring the time gap between time zero— when the patient is admitted— and when 
the patient receives treatment; and time-dependent bias as ignoring that a time-dependent 
treatment does not happen at a fixed time i.e., it varies. In our study, this will lead us to 
underestimate the effect of CY because LOS will appear longer for patients who stay longer 
and experience a CY later during their stay. Indeed, Table 1.1 shows that patients who 







Figure 1.5 Example of Patient CY Experience 
 
To address both length and time-dependent bias, we rely on survival analysis. Survival 
analysis enables us to determine the time to failure. In our study, time to failure is akin to 
time to inpatient discharge. The benefit of using survival analysis is that it takes into 
account the variation in time until the occurrence of the failure for each observation 
(Jenkins 2004). This means the likelihood of discharge will be different for each day. For 
instance, patient 1783 may have a different likelihood of discharge on day two as a result 










Table 1.3 Day one to Day six of Patient Stay 
d 
(1) 
# of patients 
with LOS at 





on day d 
(3) 
# of patients 
with CY on 




# of patients 
without CY 
on day d and 
discharged 




LOS >= d and 







LOS >= d and 
no CY on day 













1 10,554 1,871 20 142 0.01 0.02 -0.01+ 5.47 5.15 0.32* 
2 10,392 1,931 209 1,021 0.11 0.12 -0.01 5.59 5.21 0.38* 
3 9,163 1,735 340 1,501 0.20 0.20 0 6.06 5.81 0.25 
4 7,322 1,357 339 1,401 0.25 0.23 0.02 6.71 6.91 -0.20 
5 5,582 1,034 247 1,021 0.24 0.22 0.02 7.70 8.25 -0.55* 
6 4,314 845 189 713 0.22 0.21 0.01 9.52 9.13 0.39 
Notes. +p < 0.10, ∗p < 0.05; ∗∗p < 0.01; ∗∗∗p <0.001. Diff is the difference between both mean. Columns 7 is the diff between columns 5 and 6. 





To illustrate the variation in each day, we run a t-test in Table 1.3 of patients who stay 
at least d days. We compare the percentage of patients who were discharged and 
experienced CY versus no CY. We also compare the LOS of these patients who stay at 
least d days. We focus on day one to six because our average LOS is 5.2 days. As column 
5 and 6 in Table 1.3 shows, there is a lower percentage of patients that are discharged on 
their first (p-value<0.10) and second day if they experience CY (p-value>0.10).  However, 
past their third day, the percentage increases (p-value>0.10). Furthermore, in column 8 and 
9, patients who stay at least a day or two and experience CY on those days have a higher 
LOS compared to those who do not experience CY (p-value<0.05). It is important to note 
that the difference in average LOS between CY and no CY is small when comparing 
patients who stay at least d days in Table 1.3 as opposed to comparing average LOS 
between CY and no CY for all days hospitalized in Table 1.1. Therefore, survival analysis 
is an appropriate approach to minimize the length and time-dependent bias by recognizing 
the risk of discharge will vary for each day d of a patient’s hospitalization because of the 
different days CY is experienced. 
  Previous studies have used survival analysis to model time to discharge (Barnett et al. 
2010, De Angelis et al. 2011, Rosenthal et al. 2011, Berry Jaeker and Tucker 2016). A 
popular model for survival analysis is the Cox proportional hazard model which measures 
the hazard rate i.e. the risk or probability of an event given a patient has survived up to a 
specific time. In a survival model, the hazard, ℎ(𝑑), is the risk of discharge during the 
interval [𝑑, 𝑑 + ∆], conditional on it not occurring before day d. The hazard function, ℎ(𝑑), 
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where D is time of discharge. The Cox proportional hazard model allows the inclusion of 
time-dependent covariates (Therneau et al. 2013), and decomposes the hazard risk into two 
forms— a baseline risk, 𝛼(𝑑), which is shared across all patients; and a relative risk, which 
varies for each patient based on the individual effect of each covariate, exp {𝛽 𝑥 + ⋯ +
𝛽 𝑥  } (Cox 1992). 
ℎ (𝑑) = 𝛼(𝑑) ∗ exp {𝛽 𝑥 + ⋯ + 𝛽 𝑥  } 
 We, therefore, estimate the following model: 
𝐿𝑜𝑔 ℎ (𝑑) =  𝛼(𝑑) + 𝛽 𝐶𝑌 + 𝛽𝑋 + 𝛽𝜗 + 𝛽𝜃  + 𝜇                     (1.2)      
 
where  ℎ (𝑑) is the time until the occurrence of an event i.e. the time between admission, 
0 and discharge, 1.  𝐶𝑌  =1 if exposure to CY on a given day during patient i’s 
hospitalization. 𝑋  is a vector of patient-level and hospital-level control variables. At the 
patient-level, we control for patient i’s demographic variables: gender (female = 1, male = 
0), age, and a set of dummy variables for the patient’s insurance type (Medicare, Medicaid, 
private, uninsured and others). We also control for the patient’s Elixhauser severity score, 
whether the patient received care in a surgical (= 1) or non-surgical unit (= 0), and for 
acuity level (urgent, emergent, immediate). We control for whether the patient is 
discharged to a post-acute care facility (= 1) or not (= 0). We account for the workload of 
the attending-physician by using the total number of patients under the attending 
physician’s care during a patient’s visit. At the hospital level, we control for occupancy in 
the hospital on each day of admission. The key rule for using covariates in a survival 




interpolation of variables such as age squared and occupancy squared are not included. 
This is because future peeking variables can alter and bias the risk of failure (Therneau et 
al. 2013). We follow prior studies (Berry Jaeker and Tucker 2016, Freeman et al. 2017) 
that examine inpatient LOS and control for time trends and seasonality using day of the 
week, quarter and year (FE) represented by 𝜗 . We perform a robustness check using 
month-year fixed effect following the works of (Powell et al. 2012, Kim et al. 2015, Song 
et al. 2018). We include physician FE represented by 𝜃 . Physician FE accounts for 
unobserved time-invariant heterogeneity between physicians. We clustered our robust 
standard error term, 𝜇 , by the attending physician responsible for treating the patient. 
Clustering by attending physician accounts for within cluster correlation in the error term 
for patients treated by the same attending physician since observations within each group 
are not independent and identically distributed (i.i.d.) (Angrist and Pischke 2008). 
 Because CY varies on different days during a patient’s hospitalization, our data is 
set up such that each row represents each individual day d of a patient’s hospitalization for 
each visit. 
1.4.2 Instrumental Variable (IV) Approach: PDO 
A naïve approach to test Hypothesis 2 would be to use ordinary least squares (OLS) to 
estimate PDO. However, we do not follow this approach because it ignores physicians’ 
decisions to use PDOs for some patients and not others. The PDO selection process creates 
an endogeneity concern due to the possibility of an unobserved variable that influences 
their decision to complete the PDO for some patients. For example, if a physician 




physician may use a PDO, but the complex medical condition may drive a longer LOS. 
This will bias our results toward finding that patients who receive a PDO have longer LOS. 
Failing to account for this selection bias will result in an inconsistent estimate (Wooldridge 
2010, Ho et al. 2017), leading to an underestimation of the actual effect of PDOs.  
To address the endogeneity, we use an instrumental variable (IV) approach using a 2SLS 
model. To construct our IV, we draw on Bavafa and colleagues’ study (2018), which uses 
physician intensity of electronic visit usage as an instrument for a patient adopting  
electronic visit. They argue that if a physician has a high use of electronic visits overall, it 
may influence a patient’s decision to use the technology to communicate with the 
physician. For our study, we similarly use the attending physician’s number of PDOs 
written in a given quarter-year (ignoring the focal patient) as an instrument for whether that 
patient will receive a PDO. This instrument relies on variation among the physician’s other 
patients in a given quarter-year—in essence it “leaves out” the focal patient (Bavafa et al. 
2018). We perform additional robustness by aggregating at the month-level and find our 
results are robust. Specifically, we estimate the first stage of the 2SLS using the following 
model: 
𝑃𝐷𝑂 = 𝛼 + 𝛼 𝐴𝑡𝑡𝑒𝑛𝑑𝑖𝑛𝑔 𝑝ℎ𝑦𝑠𝑖𝑐𝑖𝑎𝑛 𝑠 # 𝑜𝑓 𝑃𝐷𝑂 𝑢𝑠𝑒 𝑓𝑜𝑟 𝑜𝑡ℎ𝑒𝑟 𝑝𝑎𝑡𝑖𝑒𝑛𝑡′𝑠 +
𝛿𝑋 + 𝜗 + 𝜃 +  𝑒       (1.3) 
Next, we estimate the coefficient of H2 in equation 1.4 using the predicted values of 
𝑃𝐷𝑂  from equation 1.3 to correct for the selection bias. This enables us to obtain an 
unbiased and efficient estimate of the impact of PDO use on LOS.  




where 𝑃𝐷𝑂  is a binary variable that is 1 when patient i has a PDO during visit t and is 0 
otherwise.  We include all the same controls, 𝑋 , in equation 1.2 as well as both a linear 
and squared term for age and occupancy on discharge day to account for the inverted U-
shaped relationship between occupancy level and LOS (Berry Jaeker and Tucker 2016). 
𝜗  and 𝜃  remain the same as in equation 1.2. We also cluster our robust standard errors, 
 𝜀 , at the attending-physician level. 
Despite our binary endogenous variable, we choose to estimate the first stage of the 
2SLS using a linear probability model rather than a non-linear model for two reasons. First, 
we run the risk of specification error if we run the first stage using a non-linear model and 
plug the predicted values obtained from the first stage into the linear model of the second 
stage (Angrist and Krueger 2001, Wooldridge 2010). Second, a linear model 
accommodates the fixed effect in our model, which is typically difficult in non-linear 
models (Greene 2004).  
Our IV meets the two conditions, relevance and exclusion restriction, required of an IV 
(Wooldridge 2010). To test the relevance condition, we rely on the result from our first 
stage in equation 1.3. Our IV positively correlates with our endogenous variable (𝛼 =
0.011, p-value < 0.001) (Table 1.5). Next, we test the weakness of the IV using the 
Kleibergen-Paap Wald rk F test. We find that the IV is not weak (F = 250.273). All of these 
analyses demonstrate that our IV meets the relevance criteria (Wooldridge 2010). For the 
exogeneity condition, we rely on explanation to rule out any violations. One way attending 
physician PDO use can be associated directly with a patient’s LOS is that it can be impacted 




physician workload in our model. Furthermore, we check the correlation between our IV 
and attending physician busyness and find that the value is low at 0.15. 
Furthermore, we perform a regression of the IV on ln(𝐼𝑁𝑃𝐴𝑇𝐼𝐸𝑁𝑇 _𝐿𝑂𝑆 ) and find no 
association between the IV and LOS (p-value > 0.9). Given these results, we conclude that 
our IV meets the exclusion criteria condition. 
1.4.3 Instrumental Variable (IV) Approach: CY on Likelihood of PDO Completion 
Finally, we test H3 also using an IV approach. This is because physicians may decide which 
patients to complete a PDO for when there is a CY. Since we are not interested in the 
survival time, we do not use survival analysis for CY as we performed in section 1.4.1. To 
identify potential instruments, we begin by considering covariates that may trigger the 
likelihood of CY activation. To the best of our knowledge, there is no prior work that 
examines CY policy in hospitals. Consequently, we do not have any precedents for 
potential IVs, and must instead rely on our knowledge of healthcare delivery at Omega 
Hospital and discussion with our partner physicians and bed controller to construct our IVs.  
We use weather1 and rely on the average minimum and maximum temperature during a 
patient’s hospitalization as our IV. The intuition behind using these IVs is that warm days 
increases the number of trauma cases in the ED (Ou et al. 2005, Wilson et al. 2018). On 
warm days, more people are outside partaking in leisure activities increasing the likelihood 
of accidents (Ou et al. 2005, Pape-Köhler et al. 2014, Wilson et al. 2018). As trauma cases 
increases, ED becomes crowded thus increasing the likelihood of CY activation. For 
                                                        




example, Wilson et al. (2018) find that average daily temperature significantly increases 
volume of trauma cases in the ED.  
Omega hospital is located in South Boston; thus our weather data is limited to only that 
region from June 2014 to November 2017. Our weather data includes the minimum and 
maximum temperature for each hour which we average to obtain the minimum and 
maximum temperature in a day. We use only the minimum and maximum temperature two 
days before the patient is discharged. We use both minimum and maximum temperature to 
allow us account for the variation in weather change throughout the day regardless of the 
season (winter/spring/summer/winter). We anticipate that during minimum temperature, 
the likelihood of CY activation will be low while maximum temperature will result in a 
higher likelihood of CY. 
To use an IV approach, our IVs must meet two conditions: relevance and exclusion 
restriction (Wooldridge 2010). The relevance condition assumes that the IVs are correlated 
with CY. We find that average minimum temperature during a patient’s hospitalization 
decreases the likelihood that a patient will experience CY by 1.06% (p-value<0.000) and 
maximum temperature increases the likelihood that a patient will experience CY by 0.91% 
(p-value<0.001) (Table 1.4). Next, for the exclusion restriction, we assume that the IVs 
are uncorrelated with the error term. In other words, our IVs can only be correlated with 
the outcome variable through relationship with CY. While this condition cannot be tested, 
we can perform analysis to rule out any violation of the condition. One potential 
explanation that can violate the exclusion restriction is that weather increases the number 
of inpatient admissions (E.Y. Chan et al. 2013). As inpatient admission increases, 
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occupancy level also increases. Previous research finds that high occupancy levels reduces 
workers ability to complete secondary tasks (Powell et al. 2012, Tan and Netessine 2014). 
Thus, we control for occupancy level in our model. Furthermore, we check the correlation 
between our IVs, minimum and maximum temperature, and occupancy levels and find that 
the values are low with the minimum being 0.12. 
For this model, we are interested in understanding the effect of a CY crowding out the 
likelihood of physicians using a PDO. Here, our dependent variable is 𝑃𝐷𝑂 . Recall that 
the PDO is completed on average two days before a patient is discharged, therefore we are 
interested in a CY on the day the PDO is supposed to be completed. We follow the work 
of Song et al. (2020) to test the impact of a binary endogenous variable on a binary outcome 
variable by using a control function approach of the two stage residual inclusion (2SRI) 
model2 (Terza et al. 2008, Wooldridge 2014). The 2SRI model slightly deviates from the 
same approach as the 2SLS in the first stage. Rather than replace the second stage with the 
predicted values obtained from the first stage, it adds the first stage residuals as an 
additional variable in the second stage (Terza et al. 2008). Thus we estimate the following 
model: 
𝑃𝑟𝑜𝑏(𝐶𝑌_𝑡𝑤𝑜_𝑑𝑎𝑦𝑠 = 1|𝑋 ) = 𝛷(𝛽 + 𝛽 𝑍 + 𝛿𝑋 + 𝜗 + 𝜃 )  (1.5) 
𝑃𝑟𝑜𝑏(𝑃𝐷𝑂 = 1|𝑋 ) =  𝛷(𝛽 + 𝛽 𝐶𝑌_𝑡𝑤𝑜_𝑑𝑎𝑦𝑠 + 𝛿𝑋  + 𝜗 + 𝜃 +  𝜐 ) 
(1.6) 
2  The 2SRI approach allows a nonlinear regression model in the two stages (e.g. probit) and 
provides valid coefficients with minimal bias (Terza et al. 2008). 
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where 𝐶𝑌_𝑡𝑤𝑜_𝑑𝑎𝑦𝑠 =1 if a patient experiences CY two days before discharge and 0 
otherwise. In equation 1.6,  υ  is defined as  υ = PDO −  Prob(PDO = 1|𝑋 ) . 
Here, β  captures the unbiased 2SRI estimator of the impact of CY two days before 
discharge on the likelihood of completing a PDO. 
1.4.4 Instrumental Variable (IV) Approach: CY on ED Outcomes 
We use an instrumental variable approach to test the impact of CY on ED outcomes— ED 
wait time, ED boarding time and ED hourly occupancy. Unlike in section 1.4.1 where the 
LOS of CY patients was significantly larger, here the difference in ED wait time and ED 
boarding time for CY After versus No CY After patients is small, hence we do not 
anticipate length bias and therefore do not use a survival analysis. In the same vein as in 
section 1.4.3, we apply an instrumental variable approach using the minimum and 
maximum temperature on the day of a patient’s ED visit. Specifically, we estimate: 
𝐶𝑌_𝐴𝑓𝑡𝑒𝑟 =  𝛼 + 𝛼 𝑍 + 𝛿𝑊  + 𝜗 + 𝜃 +  𝑒   (1.7) 
𝑌 =  𝛼 + 𝛼 𝐶𝑌_𝐴𝑓𝑡𝑒𝑟 + 𝛿𝑊  + 𝜗 + 𝜃 +  𝜀   (1.8) 
where 𝐶𝑌_𝐴𝑓𝑡𝑒𝑟 =1 if a patient experienced CY when they arrived in the ED and 0 
otherwise. 𝑊  is a vector of patient-level and ED level control variables. Y  represents our 
outcome variables that includes ED wait time, ED boarding time and ED hourly occupancy. 
1.4.5 Instrumental Variable (IV) Approach: CY and PDO on Discharges 
In H5a and H5b, we compare whether calling a CY or increasing the number of PDOs 
results in a larger number of additional discharges in a given day beyond what is expected 




impact of a patient receiving a PDO on LOS, we do not treat it as an endogenous variable. 
We however continue to treat CY as an endogenous variable since the likelihood of CY 
depends on the weather as described in section in 1.4.3. Using weather as an instrument, 
we estimate CY on additional discharges using the following model: 
𝐶𝑌 =  𝛼 + 𝛼 𝑍 + 𝑌  + 𝜗 +  𝑒                                            (1.10) 
𝐴𝑑𝑑𝑖𝑡𝑖𝑜𝑛𝑎𝑙_𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒𝑠 = 𝛼  +  𝛼 𝐶𝑌 + 𝑌 + 𝜗 + 𝜀       (1.11) 
where 𝑍  is our IV and 𝐶𝑌  is a binary variable that returns 1 if CY occurred on day d. We 
use only the average minimum temperature per day in our first stage and do not include 
average maximum temperature because it did not meet the relevance condition. 
𝐴𝑑𝑑𝑖𝑡𝑖𝑜𝑛𝑎𝑙_𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒𝑠  is the total number of discharges in a day, t, minus the average 
number of discharges on a non-CY day. In other words, the variable represents the number 
of additional patients discharged as a result of CY, bearing in mind that CY days have a 
higher occupancy and will lead to more patient discharge than normal. If the total number 
of discharges is less than the average number of discharges on a non-CY day, we assume 
there were no additional patients discharged due to CY and assign zero as the value.3 𝑌  is 
a vector of hospital-level-control variables for day d that includes 
𝑂𝑐𝑐𝑢𝑝𝑎𝑛𝑐𝑦_𝑙𝑒𝑣𝑒𝑙 ,  𝑂𝑐𝑐𝑢𝑝𝑎𝑛𝑐𝑦_𝑙𝑒𝑣𝑒𝑙 ,  and 𝑎𝑣𝑒𝑟𝑎𝑔𝑒_𝑠𝑒𝑣𝑒𝑟𝑖𝑡𝑦_𝑠𝑐𝑜𝑟𝑒 . 
We calculate  𝑎𝑣𝑒𝑟𝑎𝑔𝑒_𝑠𝑒𝑣𝑒𝑟𝑖𝑡𝑦_𝑠𝑐𝑜𝑟𝑒  by taking the average severity score of all 
patients on day d. 𝜗  is the month and year fixed effect, and 𝜀  is the robust standard error. 
We employ a control function approach of the two stage residual inclusion (2SRI) model 
                                                        




(Terza et al. 2008, Wooldridge 2014). We estimate the first stage in equation 1.10 using a 
probit model and the second stage in equation 1.11 using a negative binomial regression 
model. This is because 𝐴𝑑𝑑𝑖𝑡𝑖𝑜𝑛𝑎𝑙_𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒𝑠  is count data and is over-dispersed 
relative to Poisson (Cameron and Trivedi 1998). The likelihood-ratio test, 𝑋 = 824.21, 
is not equal to 0, which confirms that the distribution is not Poisson and that negative 
binomial is an appropriate distribution (Gutierrez et al. 2001).  
Using a negative binomial model, we estimate the number of PDOs per day on additional 
discharges using the following model: 
𝐴𝑑𝑑𝑖𝑡𝑖𝑜𝑛𝑎𝑙_𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒𝑠 = 𝛼  + 𝛼 𝑃𝐷𝑂_𝑐𝑜𝑢𝑛𝑡 + 𝑌 + 𝜗 + 𝜀       (1.12) 
where 𝑃𝐷𝑂_𝑐𝑜𝑢𝑛𝑡  is the total number of patients who received a PDO on day t. 
For H5c, similar to section 1.4.3, we rely on an IV approach and employ a control function 
using a 2SRI model with the first stage estimated using probit model and the second stage 
using a negative binomial model because the 𝑃𝐷𝑂_𝑐𝑜𝑢𝑛𝑡  is an over-dispersed count data. 
The likelihood-ratio test, 𝑋 = 1970.35, is not equal to 0 which confirms a negative 
binomial distribution is appropriate. Specifically, we estimate the following model: 
      𝐶𝑌 =  𝛼 + 𝛼 𝑍 + 𝑌  + 𝜗 +  𝑒                                    (1.13) 
𝑃𝐷𝑂_𝑐𝑜𝑢𝑛𝑡 = 𝛼  +  𝛼 𝐶𝑌 + 𝑌 + 𝜗 + 𝜀                (1.14) 
The descriptions of the remaining variables are the same as equation 1.10 and 1.11. 
1.5 Results  
Table 1.4 shows the results for H1 and reports the impact of a CY on LOS. Without 
accounting for the bias, we find that the CY increases LOS in model 1. After accounting 




on LOS i.e., it has no impact on the risk of discharge for patients (p-value > 0.05) in model 
2. Thus, H1 is not supported. Furthermore, we find no significant impact on LOS i.e., no 
significant risk of discharge, when we compare patients on each day of their 
hospitalization. We report the hazard coefficient and not the hazard rate in our table for 
easy interpretability. A potential explanation is that if a patient experiences CY in their first 
couple of days, they may be less likely to be discharged because they are newly admitted 
patients. However, as they remain hospitalized and start to feel better, they are more likely 
to be discharged. Based on conversations with our partner physicians, this is typically the 
norm in patient care, whether there is a CY or not. This explanation is supported in Table 
1.3 with fewer patients discharged when there is a CY compared to when there is no CY 
in column 3 and 4. The fraction of discharge on CY day is smaller and only marginally 
significant on the first day. We also find that there is no difference in the fraction of CY 
versus no CY patients discharged the longer a patient stays in the hospital. 
Table 1.5 reports the result from testing H2. Model 1 shows the OLS estimation of the 
impact of PDO on LOS. As expected, without accounting for endogeneity, we find that the 
use of a PDO is associated with an increase in inpatient LOS (p-value < 0.001). In Model 
3, we show the correction of the bias with our IV. We find that a PDO is associated with a 
26% decrease in inpatient LOS (p-value < 0.05), supporting H2. Given the same average 
inpatient LOS as above, the use of the prevention response is associated with 
approximately 1.4 days shorter inpatient LOS. Our finding provides evidence that the PDO 
is successful at conveying discharge-related information, which enables cross-disciplinary 




In Table 1.6, we report the results for H3, which is that a CY will interfere with a 
physician’s ability to complete a PDO. In Model 2, after accounting for endogeneity, we 
find that the average treatment effect of a CY decreases the likelihood of getting a PDO by 
27.3% (p-value < 0.01). In other words, when there is a CY, physicians are less likely to 
complete the PDO for patients despite its ability to facilitate discharge and reduce LOS. 
Our findings support previous literature.  As workload increases, managers respond with 
increased work pressure on workers. These workers become saturated with work and 
overwhelmed from work pressure that they reduce any secondary tasks that may yield 
system improvements in the long run. Instead, they strive to reduce workload in the short 
term by focusing on today’s tasks that are perceived to yield immediate gains. 
We report the results of the impact of CY on ED outcomes in Table 1.7-Table 1.9. 
When we do not account for endogeneity, we find that CY does not improve the ED 
outcomes. After accounting for endogeneity using instrumental variables, CY no longer 
impacts ED hourly occupancy, marginally decreases ED wait time by 23.9% and 
significantly increases boarding time by 89.2%. This is not surprising given that inpatient 
LOS is not impacted when CY is activated. This means that there are unavailable beds as 
a result of patients not getting discharged in the inpatient unit thus leading to an increase 
in boarding time in the ED. 
Finally, we report our results for H5a and H5b in Table 1.10. We use incidence-rate 
ratios (IRR) to interpret the coefficients and find that when the hospital calls a CY, it will 
lead to 0.66 times less additional discharges. On the other hand, a unit increase in PDOs 




are completed at the patient level, the effect of PDOs can be scaled up because the number 
of PDOs can be increased at the day-level. In other words, the more hospital physicians 
use PDOs, the more patients get discharged. Thus, these results show that the prevention 
response of PDOs has greater potential to increase discharges—and thus free beds—
compared to the urgent response of a CY. We run a Wald tests to compare the coefficients 
from both regression and find that we can reject the equality hypothesis (p-value<0.05). 
Table 1.11 reports the results for H5c. when the hospital calls a CY, the rate of the number 
of PDO completion will decrease by a factor of 0.36. In other words, for every 10 PDOs 
completed per day, when a CY is activated, the number of PDOs written reduces by 





Table 1.4 Impact of Urgent Response on LOS 















































Controls Yes Yes Yes Yes Yes Yes Yes Yes 
Day of Week FE Yes Yes Yes Yes Yes Yes Yes Yes 
Quarter FE Yes Yes Yes Yes Yes Yes Yes Yes 
Year FE Yes Yes Yes Yes Yes Yes Yes Yes 
Log Pseudo-
likelihood 
- -87336.19 -1365.64 -11108.36 -16485.71 -15230.24 -10779.23 -7393.61 
R-squared 0.1728 - - - - - - - 
Observation 10,554 68,894 10,548 10,386 9,157 7,316 5,578 4,310 
Notes. ∗p < 0.05; ∗∗p < 0.01; ∗∗∗p < 0.001. Standard errors are clustered by attending-physician. Standard errors in parenthesis. Controls include 
occupancy admission occupancy, age linear, insurance (Medicaid, Medicare, private, uninsured, others), severity score, female, acuity level 











2SLS (1st Stage) 
PDO 
Model 3 








Attending Physician’s Number 




Controls Yes Yes Yes 
Day of week FE Yes Yes Yes 
Quarter FE Yes Yes Yes 
Year FE Yes Yes Yes 
Attending Physician FE Yes Yes Yes 
R-squared 0.1415 0.2496 0.0912 
Observation 10,554 10,554 10,554 
Notes. ∗p < 0.05; ∗∗p < 0.01; ∗∗∗p < 0.001. Standard errors are clustered by attending-physician. Standard 
errors in parenthesis. Controls include discharge occupancy (linear and squared), admission occupancy, age 
(linear and squared), insurance (Medicaid, Medicare, private, uninsured, others), severity score, female, 
acuity level (immediate, emergent, urgent), post-acute care, surgical, attending-physician workload. 
 
 






2SRI (1st Stage) 
CY Two Days 
Model 3 
2SRI (2nd Stage) 
PDO 






Minimum temperature  -0.011*** 
(0.003) 
 




Controls Yes Yes Yes 
Day of week FE Yes Yes Yes 
Quarter FE Yes Yes Yes 
Year FE Yes Yes Yes 
Attending Physician FE Yes Yes Yes 
Log pseudo likelihood -5268.46 -3999.82 -5268.56 
Observation 10,554 9,915 8,666 
Notes. +p<0.10; ∗p < 0.05; ∗∗p < 0.01; ∗∗∗p < 0.001. Standard errors are clustered by attending-physician. 
Standard errors in parenthesis. We report the average marginal effect for all models. The reduced sample in 
the nonlinear model is due to the fact that there are no changes in the outcome variable (PDO) for some 
attending physicians (i.e., the outcome may be all 0’s or all 1’s for these attending physicians). 
Controls include discharge occupancy (linear and squared), admission occupancy, age (linear and squared), 
insurance (Medicaid, Medicare, private, uninsured, others), severity score, female, acuity level (immediate, 








Log ED wait time 
Model 2 
2SLS (1st Stage) 
CY After 
Model 3 
2SLS (2nd Stage) 















Controls Yes Yes Yes 
Day of week FE Yes Yes Yes 
Quarter FE Yes Yes Yes 
Year FE Yes Yes Yes 
Physician FE Yes Yes Yes 
R-squared 0.0546 0.1127 0.0808 
Observation 354,722 354,722 354,722 
Notes. +p<0.10; ∗p < 0.05; ∗∗p < 0.01; ∗∗∗p < 0.001. Standard errors are clustered by physician. Standard 
errors in parentheses. Controls include ED discharge & arrival occupancy, age, female, severity score, 
insurance (Medicaid, Medicare, private, uninsured, others), acuity level (emergent, urgent, less-urgent, non-
urgent), ED disposition (inpatient admission, observation admission, discharge home, transfer to another 
facility, transfer same day procedure) 
 




Log ED boarding 
time 
Model 2 
2SLS (1st Stage) 
CY After 
Model 3 
2SLS (2nd Stage) 
















Controls Yes Yes Yes 
Day of week FE Yes Yes Yes 
Quarter FE Yes Yes Yes 
Year FE Yes Yes Yes 
Physician FE Yes Yes Yes 
R-squared 0.1685 0.1361 0.0272 
Observation 36,365 36,365 36,365 
Notes. +p<0.10; ∗p < 0.05; ∗∗p < 0.01; ∗∗∗p < 0.001. Standard errors are clustered by physician. Standard 
errors in parentheses. Controls include ED discharge & arrival occupancy, age, female, severity score, 
insurance (Medicaid, Medicare, private, uninsured, others), acuity level (emergent, urgent, less-urgent, non-
urgent) 
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2SLS (1st Stage) 
CY After 
Model 3 














Controls Yes Yes Yes 
Day of week FE Yes Yes Yes 
Quarter Yes Yes Yes 
Year FE Yes Yes Yes 
Physician FE Yes Yes Yes 
R-squared 0.7545 0.1007 0.7410 
Observation 354,722 354,722 354,722 
Notes. +p<0.10; ∗p < 0.05; ∗∗p < 0.01; ∗∗∗p < 0.001. Standard errors are clustered by physician. Standard 
errors in parentheses. Controls includes age, female, severity score, insurance (Medicaid, Medicare, private, 
uninsured, others), acuity level (emergent, urgent, less-urgent, non-urgent), ED disposition (inpatient 
admission, observation admission, discharge home, transfer to another facility, transfer same day procedure). 
Table 1.10 Impact of CY and PDO count on Additional Discharges 
Variables 
Model 1 
2SRI (1st stage) 
CY 
Model 2 


















Controls Yes Yes Yes 
Month FE Yes Yes Yes 
Year FE Yes Yes Yes 
Log likelihood -448.36 -2343.19 -2134.44
Observations 1,214 1,214 1,214
Notes: +p < 0.10 ∗p < 0.05; ∗∗p < 0.01; ∗∗∗p < 0.001. Bootstrap standard errors in parenthesis replicated 50 
times. Incidence-rate ratios (IRR) in brackets. Controls include occupancy (linear and squared) and average 
severity score. 
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Table 1.11 Impact of CY on PDO count 
Variables 
Model 1 
2SRI (1st stage) 
CY 
Model 2 









Control Yes Yes 
Month FE Yes Yes 
Year FE Yes Yes 
Log likelihood -448.36 -2709.96
Observations 1,214 1,214
Notes: +p < 0.10, ∗p < 0.05; ∗∗p < 0.01; ∗∗∗p < 0.001. Bootstrap standard errors in parenthesis replicated 50 
times. Incidence-rate ratios (IRR) in brackets. Controls include occupancy (linear and squared) and average 
severity score. 
1.5.1 Counterfactual Analysis: Comparing the Impact of CY versus PDO 
To quantify whether the use of PDOs could reduce the need to call CYs, we conduct a 
counterfactual analysis by calculating how many CY events could have been avoided if all 
patients received a PDO two days before their expected discharge. In this analysis, we 
focus on a day-level, rather than a patient-level, analysis. We use all patients in our dataset 
to determine the total number of patients discharged from the hospital per day, the total 
number of patients per day who receive a PDO, and the total number per day who do not 
receive a PDO. Recall from our result in (Table 1.4) that patients who receive PDO are 
discharged approximately 1.4 days earlier. We perform our analysis using a counterfactual 
discharge date two days earlier than when the patient was actually discharged. We use two 
days because 1.4 days is the minimum LOS decrease from using PDO based on our main 




We assume that if non-PDO patients had received a PDO, their discharge day would be 
2 days earlier. Thus, the new total number of patients discharged on a particular day 
becomes the sum of PDO patients discharged on that day, plus the non-PDO patients 
discharged two days later because we assume – had they had a PDO – they would have 
been discharged on that day. For example, on February 18, 2015, there were 13 patients 
discharged in total—7 PDO and 6 non-PDO patients—and on February 20, 2015, 4 PDO 
and 7 non-PDO were discharged. Using the approach described above, the counterfactual 
total number of patients discharged on February 18, 2015 will be 14 patients (7 PDO 
patients from February 18 plus 7 non-PDO patients from February 20). The 6 non-PDO 
patients from February 18 will be added to the discharge count for February 16 in addition 
to the PDO patients on that day. Taken together, the new total number of patients 
discharged captures the expected number if all patients had received a PDO, 
𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑_𝐷𝑥_𝐶𝑜𝑢𝑛𝑡𝐴 .  
𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑_𝐷𝑥_𝐶𝑜𝑢𝑛𝑡𝐴  is a proxy for the total number of beds freed in the hospital. 
Due to the high priority given to surgical patients, we subtract from the number of open 
beds the number of patients admitted from surgery and other procedures. Please note that 
Omega’s CY algorithm also subtracts the total number of those patients from the number 
of open beds. The remaining beds can be occupied by the patients waiting in the ED, 
𝐹𝑟𝑒𝑒_𝑏𝑒𝑑𝑠 . 
To determine the number of patients boarding in the ED, 𝐸𝐷_𝐴𝑑𝑚𝑖𝑡𝑠 , we sum up 
patients per day with ED LOS greater than 0 and who were transferred to an inpatient bed 




not get transferred to an inpatient bed. We subtract 𝐸𝐷_𝐴𝑑𝑚𝑖𝑡𝑠  from 𝐹𝑟𝑒𝑒_𝑏𝑒𝑑𝑠  to 
calculate the number of patients waiting in the ED after all free beds are occupied. A 
positive value indicates the hospital still has free beds after all of the ED admit patients 
occupy the available beds. A negative value means patients are still waiting in the ED after 
all free beds are occupied. Following the CY algorithm, we focus only on the scenario in 
which patients are still in the ED when there are no inpatient beds unavailable which is 
indicative of ED congestion. We refer to these patients as 𝑅𝑒𝑚𝑎𝑖𝑛𝑖𝑛𝑔_𝑃𝑎𝑡𝑖𝑒𝑛𝑡𝑠_𝐸𝐷 . 
Next, we check whether 𝑅𝑒𝑚𝑎𝑖𝑛𝑖𝑛𝑔_𝑃𝑎𝑡𝑖𝑒𝑛𝑡𝑠_𝐸𝐷  is greater than or equal to the average 
number of remaining patients who wait in the ED for an inpatient bed on a CY day, which 
we find to be approximately 4. In other words, when the hospital has 4 or more patients 
waiting in the ED after all beds are occupied, the hospital typically calls a CY. Finally, we 
determine whether 𝑅𝑒𝑚𝑎𝑖𝑛𝑖𝑛𝑔_𝑃𝑎𝑡𝑖𝑒𝑛𝑡𝑠_𝐸𝐷  is greater than or equal to 4. If yes, then 
our counterfactual analysis assumes that the hospital will call a CY. If less than 4, then 
there will be no CY. We find that CY days in our time frame reduce by 44.9% ((216-
119)/216), from 216 days to 119 days, thus reducing the number of boarding crises. 
1.6 Robustness Checks 
In this section, we check to ensure that our results are not driven by our empirical 
specification, or how we defined our variables. The results are presented in the appendix.  
We conduct several tests of the robustness of a CY’s impact. First, we use an IV 
approach to test for any potential endogeneity with regards to CY on LOS. This is because 
physicians may decide which patients should be discharged and which patients should 




temperature as our IV and find that CY continues to increase LOS (= 0.359, p-value < 
0.05) (Table 4.1). Furthermore, we test the robustness of our results from survival analysis 
using an alternative logistic regression model. We examine the impact of experiencing CY 
on day d on probability of discharge on day d, a binary variable that returns 1 if patient is 
discharged and 0 otherwise. Using the same controls that we use in our survival analysis 
for consistency, we find that CY has no impact on the likelihood of discharge on any day 
d (Table 4.2) supporting our main result.  
Second, we repeat the analysis for H1 using only data before March 2015 to examine 
whether a CY has an effect on LOS in the absence of PDO implementation (Table 4.3). 
CY continues to have no impact on LOS. Next, we investigate whether CY has an adverse 
effect on 30-day readmission (Model 2 of Table 4.4). We find no effect on readmission.  
We also conduct a set of robustness checks related to PDOs. Table 4.5 shows the results 
from repeating our analysis using only the period after PDO implementation. The results 
remain the same for H2 (= -0.450, p-value < 0.01). Model 2 shows the results for H3. 
Although the coefficient for the urgent response two days before discharge is now positive, 
it is not significant. Thus, H3 is no longer supported. For completeness, we test whether 
getting a PDO (the prevention response) increases patients’ likelihood of 30-day 
readmission (Model 1 of Table 4.4). Our results show that the prevention response is not 
associated with 30-day readmission.  
Next, we investigate if PDOs are more effective with certain types of patients. Table 
4.6 reports the heterogeneous effects of PDO where we focus on four different patient 




care facility (Model 2), severely sick patients (Model 3), and medical patients (Model 4). 
We define severely sick patients by assigning 1 to patients with severity score greater than 
the median as severely sick and 0 otherwise. We define medical patients as non-surgical 
patients. We perform our analysis by running a separate regression for each patient group. 
We obtain estimates for the impact of PDO on each patient group. 
As Model 1 shows, the impact of PDO on LOS for surgical patients is not significant, 
suggesting that PDOs are not effective for surgical patients. PDOs are also not effective 
for patients discharged to post-acute care facilities (Model 2). We do, however, find that 
PDOs reduce LOS for severely sick patients (= -0.297, p-value < 0.05) (Model 3) and 
medical patients (= -0269, p-value < 0.05) (Model 4). We find these results interesting 
for the following reasons. First, PDO does not appear to have any impact on the LOS of 
surgical patients. This may be because surgical care tends to be more standardized, with 
predictable LOS. In comparison, we find PDO reduces the LOS for medical patients, 
perhaps due to the greater uncertainty surrounding their care and expected date of 
discharge. Coordination by the physician regarding anticipated discharge date can provide 
useful prioritization information to members of the care team. 
 As a further robustness analysis, we repeat our regressions of the impact of CY and 
PDO using only significant control variables for surgical and post-acute care patients. We 
find the results for surgical patients remain the same. However, PDO is shown to reduce 
LOS for patients discharged to a post-acute care facility (= -0.411, p-value<0.05). In 
contrast, CY has no impact on LOS for severely sick, medical, surgical and post-acute care 




We also examine the impact of both urgent and prevention responses on the time of day 
that patients are discharged (Table 4.8). Because patients are typically discharged between 
9:00AM and 9:00PM, we limit our analysis to patients discharged during these hours. We 
find PDO (prevention response) moves the time of discharge earlier in the day (= -0.571, 
p-value < 0.05) while CY has no impact on the discharge time. In addition, we examine 
the impact on binary variable, “discharge before noon”, which is 1 if a patient is discharged 
between 9:00AM-12:00PM; 0 otherwise. We examine this variable because the hospital 
strives to increase the number of patients discharged before noon. Furthermore, previous 
studies show that discharge before noon is a measure of efficiency in hospitals and has 
been shown to reduce LOS (Wertheimer et al. 2014). We find that PDO increases the 
likelihood of discharge before noon (= 0.057, p-value < 0.05). We find no impact of CY 
on discharge before noon. 
We perform a set of robustness checks related to ED outcomes. We report results in 
Table 4.9. Specifically, we examine the impact of CY on 72-hour revisits. We use 72 hours 
because it is the standard quality metric for ED settings (Song et al. 2015). We find that 
CY has no impact on the likelihood of 72-hour revisits to the ED (β= 0.012, p value>0.10). 
We repeat our analysis to revisits within 48 hours and 24 hours and we continue to find no 
impact.  
Next, we investigate the spillover effect of CY outside the ED. Since our main analysis 
focuses on the medical/surgical unit, we focus this analysis on spillover effect in the ICU. 
Specifically, we examine the spillover effect of CY in the ICU. Our choice for ICU is 




et al. 2016). ICUs are expensive and typically operate at or near full capacity. As a result, 
beds need to be rationed so that patient allocation is effective. We find no impact on the 
LOS of ICU patients who experience CY during their stay (β= -0.300, p value>0.10). To 
conclude, we also test the impact on inpatient LOS of patients moved quickly out of the 
ED as a result of CY. We focus on patients who board in the ED waiting for an inpatient 
bed. If CY was triggered during their ED departure hour, we code these patients as 1 and 
0 otherwise. We find that there is no impact on their inpatient LOS as a result of their quick 
departure from the ED due to CY (β= 0.248, p-value>0.10). 
1.7 Discussions and Conclusions 
Using data from a large academic hospital, we investigate the impact on inpatient LOS 
of two managerial responses to boarding crises. We find no impact on LOS, from the 
government-mandated, urgent response of calling a CY to prompt physicians to discharge 
patients. Our result suggests physicians may not behave as expected with respect to 
discharges when a CY is triggered. Furthermore, physicians are less likely to use PDOs to 
coordinate patient discharge when a CY is called. Our study also shows that CY has no 
impact on ED hourly occupancy and marginally decreases ED wait times. However, it 
increases ED boarding time. 
On the other hand, the prevention response of physicians writing PDOs for their 
patients is associated with a LOS that is 1.4 days shorter, on average, with greater benefits 
for medical patients, severely sick patients, and patients discharged to post-acute care 
facilities only when significant control variables are used. PDOs also reduce the time of 




providing more incentive for their use. Finally, the frequent use of PDO has the potential 
to reduce the CY triggers in the hospital. 
1.7.1 Implications for Theory 
Our study has implications for healthcare operations management theory. First, we 
contribute to the body of research that uncovers specific avenues through which IT 
improves hospital performance. Dobrzykowski and Tarafdar (2015) show that IT can 
facilitate physician-to-physician coordination. We extend their findings by demonstrating 
that IT also successfully conveys discharge-related information, which enables cross-
disciplinary coordination that shortens LOS.  
Second, Song et al. (2020) find that discharge coordination processes that rely on 
synchronous information transfer—such as multi-disciplinary, in-person discussions about 
discharge—are less effective for off-service patients. They speculate that IT-enabled 
solutions might help with planning the discharge of off-service patients. Our study points 
to PDOs as a potential solution because they enable physicians to communicate discharge 
plans about off-service patients asynchronously.  
Third, prior research investigates the impact of high hospital occupancy on inpatient 
LOS, but does not have detailed information about what physicians do differently during 
high occupancy that affects LOS (Kc and Terwiesch 2012, Kuntz et al. 2014, Berry Jaeker 
and Tucker 2016). To the best of our knowledge, no study has data on both boarding crises 
behavior (e.g. Code Yellow) and hospital occupancy. Our study finds that when the 
hospital goes into a state of urgent alert, physicians are less likely to engage in discharge-




driving out effective coordination behaviors echo Repenning and Sterman’s theory of 
capability traps (Repenning and Sterman 2001) and might partially explain findings that 
LOS increases when hospital occupancy is extremely high (Kc and Terwiesch 2009, Berry 
Jaeker and Tucker 2016). 
Finally, we contribute to studies that investigate treatments that vary in time, ultimately 
resulting in a significant gap in outcomes such as CY. Our use of survival analysis 
addresses both length and time-dependent bias for outcomes such as LOS. Failing to 
account for such biases will result in an underestimation of the treatment effect (Wolkewitz 
et al. 2012).    
1.7.2 Implications for Policy and Practice 
Our research also has several implications for policy and practice. In 2002, the 
Massachusetts Department of Public Health required hospitals to develop processes to 
deploy hospital staff with the goal of moving all admitted patients out of the ED within 30 
minutes. The process must be activated when the ED is unable to accept new patients and 
there are admitted patients waiting in the ED for an inpatient bed (DPH 2002, 2015, 
Michael et al. 2018). However, we do not find positive results from this policy as enacted 
by Omega Hospital. Our study suggests that the urgent response, triggered by this policy 
has no impact on LOS on average. However, Shi and colleagues’ (2021) research to 
identify how many and which specific patients should be discharged during a boarding 
crisis may be a more productive approach than Omega’s general call for any physician to 
discharge any patient whom they believe is ready for discharge. Policy-makers should be 






Our study has several limitations that should be kept in mind. First, we use survival analysis 
and IV to correct for bias of which patients receive a PDO and CY. Given our promising 
results, future research might be able to convince a hospital to conduct a field experiment 
to randomly select which patients receive a PDO and which patients experience a CY. Such 
a study would provide stronger causal evidence of the beneficial impact of PDOs and CY 
on LOS than our study does. A second limitation is that we study only one hospital, which 
limits the generalizability of our findings. It also makes our sample size smaller than studies 
of multiple hospitals. However, discharge delays occur in most hospitals, and most 
hospitals have implemented an IT system similar to the one that we studied. Therefore, the 
issue is relevant to many hospitals. Additionally, using a single hospital can lead to rich 
insights because the data is typically more detailed (Best et al. 2015, Bavafa et al. 2018, 
Song et al. 2020). Nonetheless, future research could examine the questions across a 
broader set of hospitals. A third limitation is that because we study a single hospital, it is 
difficult to disentangle whether CY failed to have a positive impact due to it being a flawed 
policy, or due to a flawed implementation. Future studies may be able to investigate how 
implementation of the policy differs across multiple Massachusetts hospitals, and which 
implementations are most successful. Finally, our data does not reveal the exact time when 
physicians decide that a patient is medically ready to be discharged. This limits our ability 
to measure a more precise outcome variable that calculates the time of a physician’s 




data can investigate the effectiveness of PDO in reducing this wasted time. 
1.7.4 Conclusions 
Hospitals frequently face boarding crises when admitted ED patients have long waits for 
inpatient beds. In an effort to reduce waiting time, Massachusetts imposed a policy in 2002 
that required hospital managers to use an urgent response. Our findings suggest that this 
policy has no impact at shortening average LOS and also results in crowding out the 
effective preventive response of using IT to coordinate patient discharge. Our study 
underscores the importance of developing policies that instead encourage managers to 
persevere through the “worse-before-better” dynamic that occurs when improving 




Chapter 2  
External Collaborative Coordination: Improving Efficiency in a Dedicated 
Observation Unit 
2.1 Introduction 
Allocating hospital bed capacity across the different types and severity levels of patients is 
an important responsibility of hospital management (Green 2004, Best et al. 2015, Kim et 
al. 2015, C.W. Chan et al. 2019, Song et al. 2020). In this chapter, we examine the problem 
of designing flexible, yet efficient capacity for three different severity levels of hospital 
patients admitted from the Emergency Department (ED). We consider non-intensive care 
unit patients with anticipated lengths of stay (LOS) of: (1) <23-hours (“observation” status 
patients), (2) <48-hours (“short-stay” patients), and (3) >2-midnights (“vulnerable”, also 
known as inpatient-status patients). Managing capacity for these three different levels of 
patient is an important problem for hospital managers. In 2015, the Centers for Medicare 
and Medicaid Services (CMS) clarified that it pays a lower rate for patients who need to 
be observed for less than 23 hours, and it pays a higher rate only for patients medically 
required to stay at least two nights (Baugh et al. 2012, Ross et al. 2013, Southerland et al. 
2019). 
Many hospitals have observation units run by ED staff that care for the <23-hour 
observation patients, but these units typically lack the capability to care for the more 
complex short-stay patients, who are not anticipated to stay more than two-nights but stay 
more than 23 hours (Baugh et al. 2012, Ross et al. 2013, Southerland et al. 2019). The 




designing capacity to care for the short-stay patients who fall between the cracks of ED-
run observation units and inpatient wards. If they are treated on inpatient wards, they 
occupy beds that otherwise might be used by more vulnerable and higher reimbursement 
vulnerable inpatients. Hospitals can achieve a potential annual savings of up to $8.5 billion 
if 11.7% if short-stay patients receive care in an observation unit rather than the inpatient 
unit (Ross et al. 2013). Yet, most observation units are ill-equipped to care for the more 
complex short-stay patients. 
To address this challenge, our study hospital dramatically increased the capacity and 
capability of its observation unit, creating a Dedicated Observation Unit (DOU) run by 
hospitalists and family medicine to treat both observation and short-stay patients. 
Previously, the observation unit treated only observation patients, and short-stay patients 
were typically cared for on inpatient units. The DOU faces a number of challenges from 
the addition of short-stay patients to its patient mix. First, patient variability in the DOU 
increases. This is because short-stay patients introduce a higher level of complexity and 
add new diagnoses to the DOU. Second, the unit experiences a significant increase in 
demand. Because the DOU typically cares for observation patients, the addition of short-
stay patients will increase the number of patients eligible to be treated in the unit. The 
inpatient unit benefits due to the freeing up of beds for vulnerable patients, the operational 
cost of this is borne by the DOU. As demand increases for DOU beds, occupancy levels 
increase, decreasing bed availability in the DOU. Thus, DOU-eligible patients may need 
to be placed off-service in a random unit on the hospital floor (Shmueli et al. 2003, 





To respond to these challenges, the DOU relies on external collaborative coordination 
as a means to achieve efficiency. External collaborative coordination captures the process 
of “coordinating” amongst cross-functional teams and external collaborators. Cross-
functional team in the DOU consists of physicians, nurses and case-managers while 
external collaborator can be any group that is not part of the cross-functional team but 
provides an essential service in the patient care process. For example, cardiology group 
which provides stress test for chest pain observation patients or volunteer group that helps 
with discharge follow up.  
External collaborative coordination is a systemic method of coordinating that begins 
with clear defined goals — high throughput and efficient LOS in the DOU. These goals 
are defined at the hospital level and executed in the DOU. Next, process modification is 
required to meet the defined goals by creating structures that enhance coordination. These 
include modification of standardized care processes to include external collaborators, 
clustering of patients in the same geographic location, and co-location of cross-functional 
team. These structures in turn “attracts” external collaborators to partner with the DOU 
because the modified processes create a pathway for coordination between both groups and 
has the potential to improve their own productivity.  
Previous works on coordination focuses on the interaction between cross-functional 
teams (Van de Ven et al. 1976, Argote 1982) and the relationship amongst them (Gittell 
2000a, Gittell et al. 2000b). However, it has often overlooked the roles of external 




need to improve performance and it remains unclear how external collaborative 
coordination can be used to manage patient variability and high occupancy in the DOU.  
To perform our investigation, we collaborate with a Massachusetts academic medical 
center that we refer to by the pseudonym of Omega Hospital. Omega hospital has a 28-bed 
DOU that switched from operating using inclusion criteria to exclusion criteria from July 
2018. Exclusion criteria allow it to admit a larger pool of patients (i.e., short-stay patients) 
with more variability in their diagnoses related group (DRG). In the past, these patients 
would have received care in the inpatient unit but are now cared for in the DOU. It should 
be noted that both observation patients and short-stay patients will receive care as 
“observation status” patients in terms of CMS reimbursement in the DOU. However, what 
is different is where short-stay patients can receive care pre- and post-intervention. Prior 
to the change to exclusion criteria, short-stay patients had to be cared for in inpatient units, 
whereas post transition to exclusion criteria, short-stay patients can be cared for in the 
observation unit. Furthermore, the short-stay patients can be clustered in one geographic 
location in the hospital — the DOU — enabling the cross-functional team caring for 
observation-status patient to also co-locate in the DOU. The external collaborators, such as 
cardiology can come directly to the DOU rather than having to travel to see observation 
patients placed randomly throughout the hospital. The former enables the cross-functional 
team and external collaborators to synchronously coordinate patient care, communicate 
and exchange clinical and discharge related information in order to discharge patients in a 
timely manner. Song and colleagues (2020), recognize the physical distance physicians 




effect of off-service placement on patient outcome. Their work shows that off-service 
placement on multiple units throughout the hospital prohibits synchronous coordination 
and delays patient discharge. 
Using a difference-in-difference approach with inverse probability weights to account 
for selection bias, we find that there is a significant operational cost to the DOU with length 
of stay (LOS) increasing by almost 21% because of the increase in patient variability and 
demand. Further analysis using instrumental variables (IV) approach, demonstrates that 
through external collaborative coordination, observation patients cared for in the DOU 
have a 30% shorter LOS compared to if they are cared for off-service in the inpatient unit. 
2.2 Literature Review and Hypotheses Development 
2.2.1 Capacity Management Strategies in Hospitals 
The mismatch of supply and demand in hospitals and the high cost of increasing capacity 
has forced many hospitals to make do with existing bed capacity. This process is complex 
given the heterogeneity of patients and variability in patient demand (Green 2012). Most 
relevant to our work are prior studies that examine capacity management to improve patient 
flow in hospital units. In investigating capacity constraints in a hospital setting, Ayvaz and 
Huh (2010) study the use of a fixed capacity for different types of patients: urgent and non-
urgent. In their study, they model urgent patients as patients who cannot wait and will leave 
the hospital, resulting in loss of revenue while urgent patients are patients who require 
immediate care upon their arrival. Using a dynamic programming model, they find that 
hospitals can determine the capacity to reserve for urgent patients based on the fraction of 




unit can create more flexible bed capacity by forming wings based on compatible care 
types. Unlike Ayvaz and Huh (2010) where capacity reserved for urgent patients changes 
at each point, Best and colleagues focus on a permanent strategy of protecting beds for 
vulnerable patients. Using an optimization model and data from a teaching hospital, they 
find that hospitals can form more wings as demand increases in the hospital to take 
advantage of the benefits of focused care. They find that LOS decreases as a result of focus. 
These papers use analytical models and focus on capacity strategies from the perspective 
of vulnerable patients. Empirical papers have investigated the benefit to vulnerable patients 
as a result of reserving capacity for them. In an ICU setting, these papers find that transfer 
to higher levels of care reduces LOS, readmission (Kim et al. 2015) and the likelihood of 
mortality (Shmueli et al. 2003). Bertsimas et al. (2020) use a machine learning model to 
predict inpatient flow (expected discharges, anticipated LOS, discharge destination and 
ICU need) and show that clinician access to the predicted information reduces off-service 
placement. More importantly, Bertsimas and colleagues (2020) build their model without 
including observation patients thereby demonstrating that flow for vulnerable patients to 
the inpatient unit can be improved if observation patients do not occupy beds in the 
inpatient unit.  
Fewer studies in healthcare OM have attempted to study strategies that involve capacity 
for observation patients. Closest to this stream of research is a study by Freeman and 
colleagues (2021a). While their paper does not directly focus on capacity management, 
they demonstrate the benefit for a hospital operating a clinical decision unit (CDU) for 




about whether to admit them to an inpatient unit. The paper finds that the CDU has a 
potential to reduce wrongful discharges from the ED and unnecessary hospitalizations to 
an inpatient unit. Their paper, however, does not examine the efficiency of the CDU. Our 
study seeks to fill the gaps in these papers by investigating capacity management strategy 
that involves observation patients and the efficiency of the unit where they receive care. 
2.2.2  DOU 
Observation units provide additional care outside the scope of an ED visit. Their main 
mission is to discharge patients within 24 hours, maintain a high occupancy level and 
increase the discharge to home rate (Baugh et al. 2011). Created out of the need to rule out 
heart-attack in low-risk patients with chest pain (Graff et al. 1995, Baugh et al. 2011), the 
role of observation units has expanded to treat a broader range of illnesses than just 
potential heart attacks. Observation units can either be operated as an ED observation unit 
or as a dedicated unit (DOU) with the admission criteria as protocol-driven or 
discretionary-based (Jagminas and Partridge 2005, Baugh et al. 2011, Ross and Granovsky 
2017). If observation units do not exist in a given hospital, or if they are at full capacity, 
observation patients receive care on any floor in the inpatient unit as “observation status” 
patients (Jagminas and Partridge 2005). Baugh et al. (2011) identify three measures of a 
successful observation unit: high occupancy rate, LOS less than 24 hours and a high 
discharge to home rate.  
Prior research in the medical literature has primarily focused on the benefit of the unit 
on observation  patients’ LOS (Baugh et al. 2011, Baugh et al. 2012, Ross et al. 2013), ED 




overwhelmingly showing improvement in outcomes. 
Related to our research are studies that push for hospital managers to use the DOU rather 
than the inpatient unit to care for short-stay patients (Baugh et al. 2012, Ross et al. 2013). 
These studies were motivated after CMS in 2006 initiated an audit across hospitals in the 
US and recovered over $900 million in Medicare overpayments with a large percentage of 
overpayments coming from hospitals classifying short-stay patients as inpatients (Ross et 
al. 2013, Ross and Granovsky 2017). Expanding the DOU to care for short-stay patients 
seems appealing because of the potential benefit — filling the inpatient unit with sicker 
patients and reducing audit penalties (Baugh et al. 2011). Furthermore, Freeman et al. 
(2021b) find that caring for short-stay patients in a different treatment center that suits their 
medical need rather than the acute hospital has the potential to improve productivity in the 
inpatient unit. Their work shows that high volume of short-stay patients together with 
vulnerable patients in the inpatient unit increases cost of care for the vulnerable patients. 
Despite these potential benefits, it is unclear a priori how the DOU will perform as a result 
of the increased demand from the addition of short-stay patients and the increased 
variability in patient conditions. In addition, to the best of our knowledge, very few papers 
in healthcare operations management literature have explored observation patients and the 
role of the DOU in providing care to them. This is an important omission because the 
presence of observation-status patients and their impact on patient flow is an important 
issue that hospitals must account for when allocating capacity across different patient types.  




2.2.3 Negative Impact of Variability Due to Customer Heterogeneity 
In this section, we build on prior research that examines the impact of variability on 
performance to hypothesize the impact of adding short-stay patients to the observation unit. 
We refer to this as the operational cost to the unit of increased variability in patient 
diagnoses. We anticipate that the addition of these patients will increase the LOS in the 
DOU compared to when the DOU treated only observation patients and therefore had a 
more homogenous set of patient diagnoses. The intuition behind our hypothesis is simple. 
Physicians in the DOU when it operated with the inclusion criteria treated only one type of 
patient—observation-status patients.  The needs of those patients were less complex and 
LOS was expected to be below 24 hours. On the other hand, short-stay patients have more 
clinical requirements as a result of higher medical complexities which will impact the 
average processing time in the unit. The degree of medical complexity adds a level of 
uncertainty to the care process.  
Furthermore, previous studies find that various levels of complexity in customer needs 
adds variability to the system which can negatively impact productivity (Frei et al. 1999, 
Gurvich et al. 2008, Clark 2012, Ma and Demeulemeester 2013). We thus hypothesize the 
following: 
Hypothesis 1 (aka operational cost): Observation patients treated in the DOU with 
exclusion criteria will have a longer LOS on average compared to observation patients 





Several approaches have been proposed as a means to manage variability in hospital 
settings. One of such approaches is the use of coordination. Defined as “the management 
of interdependencies among resources and activities”(Malone and K. 1994), coordination 
seeks to improve communication and collaboration amongst cross-functional teams. 
Previous studies explore the various types of coordination mechanisms such as 
programmed versus non-programmed (Argote 1982), personal versus impersonal (Van de 
Ven et al. 1976) , dialogic and expertise coordination (Faraj and Xiao 2006) and formal 
versus informal (Kraut and Streeter 1995). Studies on coordination occur in various settings 
such as research and development (Keller 1994), software teams (Faraj and Sproull 2000, 
Banker et al. 2006, Bardhan et al. 2013), audit teams (Gupta et al. 1994), airline flight 
groups (Gittell 2000a) and healthcare teams (Argote 1982, Gittell et al. 2000b, Faraj and 
Xiao 2006, Dobrzykowski and Tarafdar 2015, Kuntz et al. 2019). The results from prior 
research overwhelmingly demonstrate the benefits of coordination and its potential to 
manage variability in organizations.  
In a hospital setting, specifically an emergency department, Argote (1982) shows that 
the type of coordination mechanism to use is driven by the level of uncertainty in the 
organization. In her work, she defined uncertainty as the composition of different types of 
patients and their degree of medical complexity. Using variation in patient primary 
diagnoses as a measure of uncertainty, her work argues that care process for patients with 
higher medical complexity are challenging to specify in advance and thus require a level 




Gittell et al. (2000b) extends the concept of coordination and coined the term relational 
coordination, a term that goes beyond team communication to include the team 
relationship. In her framework, coordination mechanisms such as routines, meetings, etc., 
serve as structures to strengthen relational coordination. Relational coordination is 
grounded in seven key elements— “shared goals, shared knowledge and mutual respect” 
[relationship elements], which promotes “frequent, timely, accurate and problem-solving 
communication” [communication elements] thus resulting in improved outcomes.  
Gittell and her colleagues (2000b) examine the impact of relational coordination on LOS 
and quality of care for post-operative surgical patients. Their research measures uncertainty 
as the variability in patient secondary diagnoses. The paper examines how cross-functional 
teams’ level of relational coordination impact quality and efficiency outcomes. Using a 
relational coordination survey that measures each of the seven elements, with questions 
such as “How often do you communicate with people in these groups?” to measure 
frequency of communication to “Do the people in these groups have the same work goals 
as you?” to measure shared goals, they find that relational coordination increases quality 
of care and decreases LOS. What remains unclear from these studies is a systematic 
approach to implementing coordination. 
In addition, the current coordination framework does not include coordination with 
external collaborators and instead focuses mainly on coordination between the cross-
functional team. External collaborators are groups who are not part of the cross-functional 
team, but are needed to help the cross-functional team meet their goals. For example, 




besides the cross-functional team made up of physicians, nurses, case managers, social 
workers and physical therapists, there are other important groups that collaborate with the 
cross-functional team for the patient’s care. Therefore, interdependence of task transcends 
the cross-functional team and includes external groups that are essential to the success of 
the cross-functional team and thus the patient’s outcome. 
Our work introduces a different type of coordination that captures how core cross-
functional teams coordinate internally and their coordination with external collaborators. 
We refer to this coordination as External collaborative coordination which is defined as a 
systematic approach of coordinating amongst cross-functional team and external 
collaborators. It starts with defining clear goals by the cross-functional team, modifying 
processes by creating structures to help enhance coordination; and finally, through the 
modified processes attract external collaborators. External collaborators have the potential 
to improve their own productivity because the modified processes developed by the cross-
functional team creates a pathway for coordination between both groups. 
With the exclusion criteria, the goal of the DOU is to maintain high throughput and 
efficient LOS. In order to achieve the goal, the DOU modified its processes by setting up 
structures. First, the DOU co-located its cross-functional team—made up of physicians, 
nurses, and case managers. Next, the DOU clustered its observation patients in the same 
geographic location. By clustering observation patients, the unit is able to identify the 
DRGs with the most patients, which happens to be chest pain, stroke and cellulitis. After 
identifying the DRGs with the most patients, standardized processes are created and 




The goal of the DOU propels the cross-functional team to broaden its operational scope 
in such a way that will not only enable coordination amongst the cross-functional team but 
also among external collaborators. For example, the high volume of chest pain patients 
means the DOU needs the services of the cardiology group to perform chest pain evaluation 
and expedited stress tests. Because of the structures created to support the mission, the 
cardiology group will modify its processes and prioritize the observation patients in the 
DOU compared to the inpatient unit. First, clustering of the patients means the cardiology 
fellow can easily access patients in the same geographic location compared to the 
observation patients assigned randomly to different units on the inpatient floor. Second, 
team co-location in the DOU also makes communication easy between the cardiology 
fellow and the core cross-functional team. In the inpatient unit, the cardiology fellow will 
not only have to walk to different units to provide consult for the observation patients but 
will also have to interact with different teams in each unit and often only one functional 
team at a time. Song and colleagues (2020) investigates the adverse impact on patient 
placed off-service. Their work argues that coordination is difficult to achieve in the absence 
of co-location. They find that the distance physicians have to travel from their home service 
to the off-service to care for the patients leads to worse patient outcomes. Team co-location 
enables workers with the same goal to work in close proximity with each other. Because 
physical distance creates a barrier to communication, organizations that enable teams to 
work within the same space reduce the physical distance barrier, making workers more 
efficient and promoting coordination (Mazumdar 1995). Co-location has also been shown 




related and clinical issues in real-time (Bonk et al. 2020). 
 In addition to the cardiology group, neurology group also provide early evaluation to 
stroke observation patients. After patients are discharged, there are external collaborators 
that provide transitional care such as volunteer group for discharge follow-up, cellulitis 
clinic for infectious diseases follow-up and project trust for substance abuse outreach. The 
external collaborators benefit from the structures set up by the cross-functional teams. For 
instance, the cardiology group is able to operate efficiently and process its workload faster 
because of the patient clustering, team co-location and standardized processes in the DOU 
compared to the inpatient unit. Thus, we hypothesize that: 
Hypothesis 2 (aka efficiency gain): Observation-status patients treated in the DOU 
(home-service) with external collaborative coordination will have a shorter LOS on 
average compared to observation-status patients treated in the inpatient unit (off-service) 
without external collaborative coordination. 
2.3 Setting and Data 
2.3.1 Research Setting 
We rely on data from Omega hospital, an academic safety-net hospital, which has an 
emergency department (ED), DOU and an inpatient unit. Our decision to study Omega’s 
DOU arose because in July 2018, the DOU experienced an intervention initiated in 
response to volume and capacity constraints in Omega’s inpatient units. Prior to July 2018, 
the DOU operated using inclusion criteria. Inclusion criteria are a set of criteria that if a 
patient meet, classifies them as observation patients and allows them to be treated in the 




to the inpatient unit (left side of Figure 2.1). The inclusion-criteria operated DOU was a 
12-bed unit run by ED physicians from January 2013 to December 2016 and internal 
medicine physicians from January 2017 to June 2018. 
From July 2018, the DOU switched to using exclusion criteria for patient selection. 
Exclusion criteria are a set of criteria that if a patient meet, excludes them from receiving 
care in the observation unit. These patients are routed to the inpatient unit where they 
receive care (black box in Figure 2.1). Through the exclusion criteria, the DOU is able to 
absorb the short-stay patients, thus increasing volume and variability in the DOU (right 
side of Figure 2.1).  The exclusion criteria-operated DOU is a 28-bed unit run by both the 
internal and family medicine group. The additional 16 beds were reallocated from the 
medical-surgical units so that the DOU could meet the anticipated increase in demand 
under exclusion criteria. Consequently, the unit is tasked with operating at a high 
occupancy and throughput to utilize the bed allocation transferred from the medical-
surgical units.  
In terms of staffing, the day shift runs from 7:00AM to 7:00PM and is staffed by two 
physicians—one from the internal medicine team and one from family medicine team. The 
night shift runs from 7:00PM to 7:00AM and is staffed by only one physician, who can be 
from either group. In addition, the team also includes nurses— one nurse practitioner and 
one admitter during both the day and night shift; and a case-manager. 
When a patient visits the ED and is determined by the ED physician to meet observation 
status, the patient is routed to the observation unit where care is received until the patient 




is not appropriate for the observation unit, the patient is denied admission into the 
observation unit and routed to the inpatient unit as inpatient status. When there are 
unavailable beds in the DOU, observation patients are admitted into an inpatient unit under 
observation status. When there are unavailable beds in both the DOU and inpatient unit, to 
prevent delay in their care, observation-status patients are cared for in the ED. Recall that 
the DOU used to be operated by ED physicians. Therefore, the ED physicians are capable 
of caring for observation-status patients. 
Figure 2.1 Decision Tree for Admission Routing Decision 
 
2.3.2 Data 
We use data from the hospital’s electronic health record system from July 2013 to 
September 2019. We focus our analysis only on observation patients and have data on 
61,565 patient visits across 38,095 unique patients. To perform our analyses, we enforce 
some restrictions. We exclude all ED and inpatient visits. These are patients who either 




from the ED with inpatient status. We exclude patients-visits that have missing visit id, 
diagnoses related groups (DRG) and acuity levels (Emergency Severity Index [ESI]). We 
also exclude patients who died during their hospitalization and patients whose treatment 
location is missing. Treatment location is important to help us determine whether the 
observation-status patient received care in the DOU, the inpatient unit or the ED. Finally, 
we exclude patient visits with a LOS less than 1 hour and trim at the 95th percentile to 
remove unnecessary outliers.  
To test our first hypothesis, we rely on data from July 2013 until September 2019 to 
allow us capture trends between the period before and after the intervention (i.e., switch to 
exclusion criteria). We use data from July 2018 to September 2019 to test our second 
hypothesis because short-stay patients were only treated in the inpatient unit as inpatient- 
status pre-July 2018. For our final sample size of observation-status patients in ED and the 
DOU to test H1, we have 13,645 patient-visits. 9.93% received care in the ED and 90.07% 
received care in the DOU. For our final sample to test H2, we have 10,868 patient-visits. 
41.51% received care in the DOU and 58.49% received care in the inpatient unit.  
In our analysis for H2, we focus on one patient diagnoses which enables us to reduce 
noise from DRG variability. We focus our analysis on chest pain patients—observation 
and short-stay. We choose chest pain because of the high volume of patients with this 
particular diagnoses. Our data shows that chest pain is the highest percent of all primary 
diagnosis related group (17%). Observation care typically provides additional tests and 
consultations to rule out heart attack for chest pain patients and is one of the most common 




observation care covered by Medicare (Baugh et al. 2011). Due to the importance of this 
diagnosis, we examine the benefit of receiving care in the DOU compared to the inpatient 
unit for chest pain patients. 
2.3.3 Variable Description and Summary Statistics 
2.3.3.1 Dependent Variable 
Our key outcome variable is observation LOS and is measured in hours. It is measured as 
the difference in time from observation care admission to observation care discharge. 
Observation LOS is a continuous variable with a right skewed distribution. To achieve 
normality, we log transform it. 
2.3.3.2 Independent Variables 
Intervention & patient assignment: The switch from the inclusion to the exclusion 
criteria represents the implementation of the intervention in the DOU. Thus, we use a 
binary interaction term, DOU × Post, which is equal to 1 if observation patient receives 
care in the DOU post the intervention period and 0 otherwise (i.e., if a patient receives care 
in the DOU in the pre intervention period, or the ED). Table 2.1 breaks down the summary 
statistics by patient assignment (DOU or ED). 
Next, we use our data to illustrate the impact of the switch to the exclusion criteria in 
the DOU. Figure 2.2 shows the LOS trend, which is unadjusted for time and physician 
effects, or for any control variable. Our data is collapsed at the month-year level with the 




To test H2, we focus our analysis on only the post-intervention period. Our main 
independent variable, DOU Exclusion, is 1 if patient receives care in the exclusion criteria 
DOU and 0 if patient receives care off-service in the inpatient unit. Table 2.2 breaks down 
the summary statistics by patient assignment (DOU or inpatient).  
Figure 2.2 Effect of Exclusion Criteria on DOU 
 
The dashed red line represents the mean LOS in hours for each month in the pre- and post-period of the 
intervention and the black solid line represent the mean LOS in hours for each in the pre- and post-period. 
 
2.3.3.3 Control Variables 
Our dataset includes patient-level and hospital-level information which serve as control 
variables. The patient-level includes patient demographic (age, gender), insurance, 
admission and discharge date and time, discharge disposition (e.g., to home or post-acute 
care facility), assigned physician during patient visit, acuity levels (immediate, emergent, 




DRGs to construct severity scores for patients using the Exhauster weighted comorbidity 
score (Elixhauser et al. 1998). To calculate the severity score, we follow the Elixhauser 
method. The Elixhauser method assigns a weight ranging from -7 (lowest) to 12 (highest) 
to 30 different categories of comorbidity diagnoses. The severity score is calculated by 
summing the assigned weight for the comorbidity associated with the patient’s DRG. At 
the hospital-level, we have the occupancy in the ED, DOU and inpatient unit. The 
occupancy includes the patient-visits excluded in the restrictions above. To measure 
occupancy, we divide the number of occupied beds by the maximum number of beds in a 
quarter-year (staffed beds) rather than licensed beds (beds hospital holds license to operate) 
(Berry Jaeker and Tucker 2016). Relying on this approach recognizes that the number of 




















Admission Occupancy (DOU) % 68.78 14.22 69.49 68.70 0.06 
Admission Occupancy (ED) % 62.46 15.78 63.01 62.40 0.04 
Age 54.39 16.22 48.65 55.02 0.39 
Female % 53.41 49.89 44.06 54.44 0.21 
Insurance %      
Medicaid 47.12 49.92 52.62 46.51 0.12 
Medicare 25.70 43.70 24.13 25.87 0.04 
Uninsured 5.63 23.05 9.23 5.23 0.17 
Private 8.76 28.27 3.62 9.32 0.20 
Others 12.80 33.40 10.41 13.06 0.08 
Acuity level %      
Immediate 0.24 4.91 0.44 0.22 0.05 
Emergent 51.88 49.97 34.46 53.80 0.39 
Urgent 44.87 49.74 51.44 44.15 0.15 
Less urgent 2.87 16.70 12.92 1.77 0.67 
Non urgent 0.13 3.6 0.74 0.07 0.19 
Severity score 2.04 6.21 1.76 2.07 0.05 
Post Acute Care % 10.17 30.23 25.46 8.49 1.67 
Post % 51.00 49.99 49.35 65.98 0.33 
Observation LOS 27.31 16.68 20.86 28.02 0.43 
Observations 13,645  1,355 12,290  
Standardized mean difference greater than 0.10 is evidence of significant difference between control and 
treated group (Zhang et al. 2019) 
 
 
2.4 Empirical Approach 
2.4.1 Difference-in-Differences 
To test H1, we rely on a difference-in-differences (DiD) approach using the following 
specification: 
                                                        
4  Standardized means difference is the difference in mean between the treatment and control 
variable divided by the pooled standard deviation. SMD is a method to measure covariate balance 




ln(𝑂𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛 𝐿𝑂𝑆) = 𝛽 + 𝛽 𝐷𝑂𝑈 + 𝛽 𝑃𝑜𝑠𝑡 + 𝜷𝟑𝐷𝑂𝑈 × 𝑃𝑜𝑠𝑡 + 𝛿𝑋 + 𝜃 +
𝛼 +𝜀        (2.1) 
where ln(𝑂𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛 𝐿𝑂𝑆)  is the logged observation LOS in hours in which patient i 
received care from physician j in quarter-year t. DiD allows us to capture factors that trend 
between both time periods (pre and post) that may account for the change in LOS that may 
not be caused by the intervention. 𝛽  accounts for the inherent differences between the 
treatment (DOU) and control group (ED) while  𝛽  takes care of the time trends. 𝜷𝟑 is the 
coefficient of interest that captures the relative change in LOS for patients cared for in the 
DOU and the ED pre-post the intervention. 𝑋  is our vector of control variables that 
includes patient and hospital level factors. We use a mixed effect model that includes time 
fixed effect at the month-year level as well as day of the week, 𝜃 , and physician random 
effects, 𝛼 . Our choice to use a random effect rather than fixed effect at the physician level 
is because the number of observations in each physician cluster varies from 1 to 662 with 
a total of 478 physicians (Borenstein et al. 2011). The distribution (Figure 2.3) reveals 
very long tails and indicates that the size in each cluster varies from one physician to the 
next. Thus, we assume that the physician effects in our analysis are drawn at random from 
a larger population (Wooldridge 2010). Unlike the fixed effect model that assumes effect 
size to be identical, relying on physician clusters with large number of observations while 
disregarding the clusters with smaller number of observations; the random effect model 
allows us to take advantage of the information from all clusters including the ones with 
small observations and allows both between and within variation in the error term 




Figure 2.3 Physician Cluster Distribution 
 
To treat physician effect as a random variable, we make the following assumptions: 1) 
zero correlation between the random variable and our explanatory variables and 2) strict 
exogeneity, which implies that the error term of an observation is uncorrelated with the 
explanatory variables of the observation in each time period (Wooldridge 2010). To 
address the first assumption, we have not included any physician level factors as part of 
our explanatory variables that may result in a correlation between physician effect and the 
explanatory variables. Also, there is a low probability that physician effect will correlate 
with our main independent variable or any of the control variables such as patient 
demographic (e.g., age, gender, insurance etc.). For the second assumption, we do not 
believe that physicians are assigned the same patients for patients who have multiple visits. 
This is because patient assignment to physicians is driven by the physician patient load at 
that point in time.  Hence, a patient who visits the hospital multiple times will be less likely 




were treated by the same physician twice during their visits. 
Since we find that there is a significant difference between patients cared for in the ED 
and DOU, a straightforward DiD approach will ignore the non-randomness of the location 
of care and result in a biased estimate. For example, Table 2.1, shows that observation 
patients cared for in the DOU are older on average with a higher severity score. To account 
for the potential selection bias, we therefore rely on inverse probability weights (IPW) 
procedure, a propensity score strategy, to improve the comparisons of observations in both 
groups.  
2.4.1.1 Inverse Probability Weights (IPW) 
IPW relies on the assumption that the assignment to the treatment group (i.e., patients cared 
for DOU) is based on selection on observables (Hirano et al. 2003). We follow previous 
works of Bell et al. (2018) and Delana et al. (2019) who use the same technique to address 
the selection bias in a multichannel retail and healthcare settings respectively. There are 
two steps to follow when using IPW.  In the first step, we estimate the predicted probability 
(i.e., propensity score) that patient i receives care in the DOU using a set of observable 
covariates as predictors. We use the logistic regression model in equation 2.2 to achieve 




=  𝛽 +  𝛽 𝑥 + 𝜀                                             (2.2) 
where 𝑥  is a vector of our control variables. We choose to use all our control variables 
as predictors to ensure patients cared for in both the ED and DOU are similar on all the set 




which means observations in both groups (ED and DOU) have propensity scores that 
overlap with one another (Hirano and Imbens 2001). This ensures that some observations 
in the DOU have a positive probability of being cared for in the ED and vice versa. Figure 
2.4 shows the distribution of the propensity scores. The dark shaded area indicates that our 
propensity scores meet the overlap assumption. To ensure we do not include propensity 
scores that do not overlap, we set the common support region at the 5th and 95th percentile 
of the propensity score. 
Figure 2.4 Propensity Score Distribution (ED vs. DOU) 
 
Next, the second step involves constructing the inverse probability weights using the 
propensity scores obtained in equation 2.2. We estimate the weights using the following 
equation: 








where W equals 1 for if a patient is cared for in the DOU and 0 otherwise. ?̂?(𝑥) is the 
estimate of the propensity score and 𝑥  is a composite of our covariates. The intuition 
behind using IPW is to create a pseudo-population whereby observations cared for in the 
ED (DOU) with high (low) propensity scores are weighted higher. Next, we check whether 
the weights have successfully removed the significant differences between both groups 
based on our covariates. 
Table 2.2 Weighted Summary Statistics of Variables of Interest (ED vs. DOU) 







Admission Occupancy (DOU)% 69.38 68.78 0.04 
Admission Occupancy (ED)% 61.67 62.45 0.05 
Age 55.32 54.37 0.06 
Female % 44.78 54.10 0.10 
Insurance %    
Medicaid 47.33 47.21 0.00 
Medicare 25.96 25.72 0.01 
Uninsured 6.20 5.64 0.02 
Private 6.01 8.69 0.10 
Others 14.49 12.73 0.05 
Acuity level %    
Immediate 0.25 0.24 0.00 
Emergent 51.56 51.56 0.00 
Urgent 44.56 44.66 0.00 
Less urgent 3.46 3.37 0.01 
Non urgent 0.17 0.17 0.00 
Severity score 2.07 2.02 0.01 
Post-Acute Care % 10.81 10.39 0.01 
Post % 53.83 51.36 0.05 
Observations 1,355 12,290  
Standardized mean difference less than or equal to 0.10 is evidence of covariate balance (Zhang et l. 2019). 
We only focus on the covariates used in obtaining the propensity score 
 
Table 2.2 shows the difference in weighted means of our covariates for both the DOU and 




exist. The standardized mean difference (SMD) all have values less than or equal to 0.10 
which indicates the differences are negligible and our covariates are balanced (Zhang et al. 
2019). 
Finally, we estimate equation 2.1 using the inverse probability weights and restrict our 
analysis on the common support. 
2.4.2 Instrumental Variables (IV) Approach 
To test H2, we rely on the instrumental variables approach. Table 2.3 shows a 
significant difference between observation patients treated in the DOU and in the inpatient 
unit from July 2018. The difference is driven by the selection of patients by the physicians 
into the DOU. In Table 2.3, we see that patients are more likely to be admitted into the 
DOU when the DOU occupancy is lower compared to off-service in the inpatient unit. 
Indeed, selection into the DOU introduces an endogeneity concern driven by unobserved 
variables that influence the physician’s decision to admit patients into the unit. Failing to 
account for this selection bias will result in an inconsistent estimate (Wooldridge 2010, Ho 
















Admission Occupancy (DOU)% 70.93 13.48 71.26 70.45 0.81** 
Admission Occupancy (Inpatient)% 90.51 4.21 90.53 90.49 0.04 
Age 48.09 21.26 44.18 53.60 -9.42*** 
Female 51.94 49.98 51.49 52.58 -1.10 
Insurance      
Medicaid 52.19 49.95 54.29 49.24 5.05*** 
Medicare 19.07 39.29 17.22 21.68 -4.46*** 
Uninsured 10.36 30.48 9.85 11.08 -1.24* 
Others 19.07 39.28 19.82 18.00 1.82** 
Acuity level      
Immediate 0.60 7.71 0.96 0.09 0.87*** 
Emergent 58.72 49.24 53.04 66.73 -13.68*** 
Urgent 29.00 45.38 27.30 31.39 -4.08*** 
Less urgent 1.19 10.83 1.15 1.24 -0.09 
Non urgent 0.45 6.70 0.72 0.07 0.66*** 
Severity score 2.19 6.35 2.93 1.14 1.79*** 
Post-Acute Care 82.86 37.69 77.51 90.40 -12.90*** 
Observation LOS 29.53 17.21 29.65 29.36 0.29 
Observations 10,868  6,357 4,511  




To account for endogeneity of care in the DOU, we rely on three instrumental variables: 
the DOU twelve midnight occupancy, DOU total number of admissions 1 hour before 
observation patient is admitted and DOU-to-inpatient unit busyness ratio. Our choice of IV 
relies on prior literature that focus on endogeneity challenges associated with physician 
admission decisions (Kim et al. 2015, Song et al. 2020). DOU twelve midnight occupancy 
is a continuous variable measured as the occupancy level in the DOU at midnight. The 
DOU physician starting the morning shift of the next day at 7:00am can use this 
information to determine admission decisions into the DOU for that day. Our second IV, 
DOU total number of admissions 1 hour, is a count variable that allows us to account for 
the factor that influences the ED physician when deciding whether the observation patient 
should be routed to the DOU. Because the ED physician may not have full information 
about the utilization level of the DOU, she may rely on the total number of DOU 
admissions made 1 hour prior to the next patient admission decision. Our IV follows a 
similar approach taken by Kim and colleagues (2015). DOU Total number of admissions 
1 hour is constructed by summing the total number of admissions to the DOU 1 hour prior 
to a patient’s admission time. Finally, our third IV follows a similar approach used by Song 
et al. (2020). The DOU-to-inpatient unit busyness is a continuous variable that captures 
occupancy in the DOU relative to the inpatient unit. We report the summary statistics of 
our IVs in Table 2.4. 
Next, we determine whether our IVs meets the relevance condition i.e., whether our IVs 
correlate with the endogenous variable, 𝐷𝑂𝑈 𝐸𝑥𝑐𝑙𝑢𝑠𝑖𝑜𝑛.  Results from our regression 




relationship between our endogenous variable and the three IVs. However, the direction of 
the coefficients of two of our IVs is not consistent with our expectation. We find that the 
likelihood of patients placed in the DOU increases as the unit becomes busy. We also find 
that as the total number of admissions in the unit increases as more patients are admitted 
into the DOU. One possible explanation is the high occupancy goal of observation units. 
The DOU needs to maintain high occupancy at all times and thus may seek to pull in more 
patients or request more patients into the unit to achieve this goal. Our result is also 
different from Song et al. (2020) and Kim et al. (2015) who use similar IVs in their studies. 
They find that busyness typically leads to a lower probability of admission into the focal 
unit. Their studies however focus on ICU and medical/surgical admissions respectively in 
the inpatient unit where beds are typically protected for sicker patients and blocked to less-
sick patients. The DOU on the other hand has more incentive to pull in more patients so 
that the inpatient unit beds are protected for vulnerable patients. On the other hand, we find 
that as the DOU-to-inpatient occupancy ratio increases, patients are less likely to be 
admitted into the DOU. The result here demonstrates that decision to admit observation 
patients into the DOU is not taken in isolation. The DOU is the first location of placement 
for observation patients and they will only be routed to the inpatient unit if the DOU is 
busy compared to the inpatient unit. To test the weakness of our IV, we estimate the 
Kleibergen-Paap rk Wald test to obtain the F-statistic (F=34.271). IVs are considered weak 
if the F-statistic is less than 10 (Kleibergen and Paap 2006).  
We also determine whether our IVs meet the exogeneity condition which states that the 




LOS. In other words, the IVs can only impact LOS through their effect on the endogenous 
variable. The exogeneity condition cannot be tested however we take some approaches to 
meet this condition. Again, we follow Song et al. (2020) and Kim et al. (2015). They 
account for the congestion in each unit a patient stayed prior to admission to the focal unit 
in their studies. Because our patient only receives care in the ED prior to placement in 
either DOU or inpatient unit, we control for ED occupancy level (linear and squared term). 
This enables us to separate the effect of ED occupancy on observation LOS. This is 
important given that previous literature shows adverse outcomes for patients who 
experience congestion in the ED before their hospital admission (Chalfin et al. 2007). We 
checked the correlation between our IVs, DOU twelve midnight occupancy, DOU total 
number of admissions 1 hour and DOU-to-inpatient unit busyness ratio, and the ED 
occupancy and find that the values are low (0.25, -0.02, 0.21). In addition, we checked the 
correlation between each of the IVs and all observable covariates and find the highest 
correlation is 0.0747. Given this, we assume that our IVs meet the exogeneity condition. 
Table 2.4 Summary Statistics of Instrumental Variables 
IV Mean Std. Dev Min p25 p50 p75 Max 
Midnight occupancy in DOU 70.93 13.48 36.07 61.67 71.43 80.88 100 
Observation to inpatient 
busyness ratio 
0.79 0.16 0.40 0.67 0.79 0.89 1.16 
Number of admissions in DOU 1.14 1.08 0 0 1 2 6 
Note: Std.Dev=Standard Deviation 
Next, we estimate our analysis using a two stage least square model (2SLS) with a 





𝐷𝑂𝑈_𝐸𝑥𝑐𝑙𝑢𝑠𝑖𝑜𝑛 = 𝛼 + 𝛼 𝑍 + 𝛿𝑋 + 𝜃 + 𝛼 +  𝑒                            (2.4)                                            
ln 𝑂𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛 𝐿𝑂𝑆 = 𝛼 + 𝛼 𝐷𝑂𝑈_𝐸𝑥𝑐𝑙𝑢𝑠𝚤𝑜𝑛 + 𝛿𝑋 + 𝜃 + 𝛼 +  𝜀        
(2.5)   
                  
where 𝐷𝑂𝑈_𝐸𝑥𝑐𝑙𝑢𝑠𝑖𝑜𝑛  is a binary variable that returns 1 if a patient i is cared for in the 
DOU Exclusion and 0 if the patient is cared for in the inpatient unit at patient-visit t. Z is a 
vector of our instrumental variables. Equation 2.4 produces the predicted probability of 
receiving care in the DOU Exclusion.  Equation 2.5 uses the predicted values from equation 
2.4 to correct for the selection bias. The description of the remaining variables remains the 
same as in equation 2.3. To avoid the risk of specification error in the first stage, we use a 
linear probability model rather than a non-linear model even though our endogenous 
variable is binary (Angrist and Krueger 2001, Wooldridge 2010). 
2.5 Results 
Table 2.5 reports the result for H1 which measures the operational cost to the DOU by 
switching to the exclusion criteria. Our result shows that the operational cost to the DOU 
is an increase in observation LOS by almost 21% (Table 2.5, column 1). Given that the 
average LOS is 27 hours, we find that switching to the exclusion criteria increases LOS by 
5.7 hours. Thus, we find support for our hypothesis. Our finding provides evidence that 
moving short-stay patients into the DOU increases variability in the unit. This is because 
short-stay patients who may have been low risk in the inpatient unit have a higher medical 
complexity in the DOU relative to the typical observation patient. In column 2, we run the 
same analysis but use physician fixed effect model rather than the random effect model we 
report in column 2. We see that the standard errors are much larger providing justification 




model will typically report higher standard errors given that the error components report 
both the idiosyncratic errors as well as the individual errors (Borenstein et al. 2011). 
However, we observe this is not the case in our result. 
Table 2.5 Effects of the Intervention on LOS (Operational Cost) 


















Controls Yes Yes 
Day of week FE Yes Yes 
Month FE Yes Yes 
Year FE Yes Yes 
Physician RE Yes No 
R-squared 0.1009 0.4140 
Observation 13,396 13,396 
+p<0.10, ∗p < 0.05; ∗∗p < 0.01; ∗∗∗p < 0.001. Standard errors are clustered by physician. Standard 
errors in parenthesis. Controls include ED and DOU occupancy, age (linear and squared), insurance 
(Medicaid, Medicare, private, uninsured, others), severity score, female, acuity level (immediate, 
emergent, urgent), post-acute care. Regression is IPTW weighted on sample within common support.   
 
 
Next, we report our result for H2 which quantifies the efficiency gain through external 
collaborative coordination in the DOU. Here, we compare whether chest-pain observation 
patients cared for in the DOU have a shorter LOS compared to chest-pain observation 
patients cared for in the inpatient unit. Without accounting for endogeneity, we find that 
there is no significant impact on LOS for observation patients cared for in the DOU using 
ordinary least squares (OLS) (Table 2.6, column 1). However, after accounting for the 




(Table 2.6, column 3). Given that the average LOS is 30 days, we see a decrease of 9 
hours. Our results provide evidence that external collaborative coordination in the DOU 
has the potential to improve performance. We believe the underlying mechanism is driven 
by the coordination of the cross-functional team and between the cross-functional team and 
the external collaborators.  
Table 2.6 Effects of DOU Co-location on LOS (Efficiency gain) 


































Controls Yes Yes Yes 
Day of week FE Yes Yes Yes 
Month FE Yes Yes Yes 
Year FE Yes Yes Yes 
Physician RE Yes Yes Yes 
R-squared 0.0256 0.0108 0.0108 
Observation 5,618 5,618 5,618 
Notes. ∗p < 0.05; ∗∗p < 0.01; ∗∗∗p < 0.001. Standard errors are clustered by physician. Standard errors in 
parenthesis. Controls include ED, inpatient and DOU occupancy, age (linear and squared), insurance 
(Medicaid, Medicare, private, uninsured, others), severity score, female, acuity level (immediate, emergent, 
urgent), post-acute care. 
 
 
2.5.1 Quality of Care 
In this section, we perform additional analysis to follow up on our results in H2. Because 
we find that the DOU decreases observation LOS, a natural question that follows is to 




by early discharges which often results in readmission to the hospital (Kc and Terwiesch 
2009). In this section, we investigate the impact of the DOU on two key quality of care 
outcomes. First, we investigate whether the DOU reduces the likelihood of three-days (72- 
hours) revisits (Song et al. 2015). We use three-day revisits because it is a standard metric 
used to measure quality in the ED and observation unit. Second, we investigate whether 
DOU decreases the likelihood an observation status patient flips to an inpatient status 
patient. Our second quality measure is important because one of the main objectives of 
observation units is to increase discharge-to-home rate (Baugh et al. 2011). In other words, 
the unit needs to provide quality care such that patients do not need to transition to inpatient 
status and are instead discharged home from the DOU.  
We repeat our analysis using the IV approach. Because our outcome measures are 
binary, we rely on a two stage residual inclusion model (Terza et al. 2008, Wooldridge 
2014). Table 2.7 reports our results. We do not find any significant difference in 72-hour 
revisits for patients cared in the DOU versus the patients who receive care off-service in 
the inpatient unit. On the other hand, we find that the likelihood of patients to flip from an 
observation status to an inpatient status if they receive care in the DOU decreases by 23.9% 




































Controls Yes Yes Yes Yes 
Day of week FE Yes Yes Yes Yes 
Month FE Yes Yes Yes Yes 
Year FE Yes Yes Yes Yes 
Physician RE Yes Yes Yes Yes 
Log Pseudo-likelihood -323.123 -634.560 -2200.532 -4442.749 
Observation 5,618 10,849 5,618 10,849 
Notes. ∗p < 0.05; ∗∗p < 0.01; ∗∗∗p < 0.001. Standard errors are clustered by physician. Standard errors in 
parenthesis. Controls include ED, inpatient and DOU occupancy, age (linear and squared), insurance 
(Medicaid, Medicare, private, uninsured, others), severity score, female, acuity level (immediate, emergent, 
urgent), post-acute care. 
 
2.6 Robustness Check 
In this section, we perform the following analyses to ensure robustness of our empirical 
strategy. First, we perform analysis to test whether there is any parallel trend between the 
treated and the control group in the pre-intervention period (Abadie 2005). Although, we 
perform our main DiD analysis with IPW which takes care of the parallel trend (Ryan et 
al. 2019), we still check for the robustness of our results. Following Gallino et al. (2017), 
we use the following model to test for possible violation of the parallel trend assumption: 
ln (𝑂𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛 𝐿𝑂𝑆) = 𝛾 + 𝛾 𝐷𝑂𝑈 + 𝛾 𝑡𝑖𝑚𝑒 + 𝜸𝟑𝐷𝑂𝑈 × 𝑡𝑖𝑚𝑒 +
𝛿𝑋 + 𝜃 + 𝜇 +𝜀            (2.6) 
where 𝑡𝑖𝑚𝑒  is the order of the specific month-year in the pre-intervention period. The 




received care in ED or DOU. We find that 𝜸𝟑  is not statistically significant ( 𝛾 =
0.005, 𝑝 > 0.10). 
Next, we perform falsification test to determine the validity of our DiD approach. 
Following the approach employed by Staats et al. (2017) and Song et al. (2018), we 
randomly assign 100 different intervention dates other than July 2018 to determine whether 
our findings are indeed reflective of the intervention. We perform our analysis using 
equation 2.1. We find that all our coefficients from the 100 regressions are not statistically 
significant (p>0.05) (Figure 2.5).  
Figure 2.5 Placebo Tests of the Effects of the Intervention on Observation LOS 
(Operational Cost) 
 
Note: We used 100 randomly assigned dates and repeated equation 1. Each dot and line represents the 
coefficient and confidence interval respectively. On the far left (red) at placebo date 0 is the coefficient 





Finally, recall the switch from the inclusion to the exclusion criteria also happened at 
the same time the DOU beds increased from 12 to 28. Even though we have controlled for 
occupancy in our main model, we perform additional analysis to demonstrate that the 
increase in beds in addition to the switch from inclusion to exclusion criteria is not what is 
driving the effect we see in H1. We repeat our main model in equation 1 using the linear 
and squared term of occupancy as our predictors of interest and run two separate 
regressions for the pre period and post period. We find that occupancy in both periods have 
no significant impact on observation LOS (p-values > 0.10). We repeat our analysis using 
our control variables and find our results are the same. Our results demonstrate that we are 
adequately able to isolate the individual effect of the exclusion criteria. Furthermore, the 
insignificant impact of occupancy on observation LOS is not surprising given that the DOU 
has incentive to pull in more patients into the unit and maintain high throughput. 
2.7 Discussion and Conclusion 
Using data from Omega, a large academic safety-net hospital. We investigate the 
operational cost and the efficiency gain of expanding the DOU by switching to the 
exclusion criteria. We find that switching to the exclusion criteria leads to an increase in 
LOS of 5.7 hours which provides evidence that the exclusion criteria introduce variability 
to the DOU. We refer to this as the operational cost. Next, we find that through external 
collaborative coordination, the DOU gains efficiency which enables it to have a shorter 





2.7.1 Implications for Theory 
Our study has implications for healthcare operations management theory. First, our work 
contributes to the stream of research on capacity management strategies in hospitals. Best 
et al. (2015) show the benefit of forming wings in the inpatient unit to protect beds for 
vulnerable patients and improve patient flow. Freeman et al. (2021a) show that using a 
clinical decision unit located in the ED for observation patients can reduce routing errors 
of these patients to the inpatient unit. Our work extends both papers by demonstrating 
another option of protecting beds for vulnerable patients is through the DOU and further 
showing that these patients benefit from receiving care in the DOU. Second, we contribute 
to literature on coordination. Gittell (2002) examines the benefit of relational coordination 
and its impact on organizational performance. And while it is clear that relational 
coordination is indeed effective, the natural question that should follow is how to achieve 
and create a systematic approach to achieving coordination in organizations; and how to 
coordinate with external collaborators. Our research shows that creating structures — 
Cross-functional team co-location, geographic clustering of patients and patient-care 
standardized processes — that enhance coordination and in turn attract external 
collaborators may be the crucial factor that can help achieve this. We extend the study on 
off-service placement by Song et al. (2020). Their work argues that the lack of coordination 
results in worse outcomes for off-service patients. We extend this work by studying the 
effect of external collaborative coordination in the DOU compared to off-service inpatient 
unit for observation patients and show that indeed external collaborative coordination 




2.7.2 Implications for Practice 
Our research also has implications for practice. The capacity management strategy applied 
in Omega hospital can be used by many hospitals in the U.S. About 1/3 of hospitals have 
dedicated observation units (Niska et al. 2010). These hospitals can opt to pull specific 
patients from the inpatient unit to receive care in the DOU. Our findings demonstrate that 
there is an operational cost associated with this strategy. Hence hospital managers should 
be aware of this cost. We also find that the DOU has the potential to gain efficiency and 
off-set the operational cost through external collaborative coordination.  Hospital managers 
can therefore rely on this approach as a way to deal with capacity issues. 
2.7.3 Limitation 
Our work has several limitations that should be noted. First, we study only one hospital 
which limits our sample size and generalizability. However, many hospitals that experience 
capacity issues and inefficient patient flow and have DOUs can follow the same strategy 
as Omega hospital. Therefore, we argue the issue is relevant to many hospitals. Second, 
also related to our use of a single hospital, the effect size from our results should be 
interpreted carefully given that the effect will vary from one hospital to another. Third, also 
related to our second point, we study one team co-locating in the DOU. A larger DOU may 
have many locations where each cross-functional team can co-locate. Future research can 
investigate this phenomenon in a different context where the DOU is larger. Next, our study 
relies on both DiD and the IV approach to address the endogeneity issue from selection 
bias. While we perform the necessary steps to ensure we meet the conditions and 




where observation patients are randomly assigned to the ED to test the first hypothesis and 
to the inpatient unit to test the second hypothesis. Next, we began our study by describing 
the benefit of the DOU to the hospital as a whole. By absorbing the variability from the 
inpatient unit, more vulnerable patients can be placed in the inpatient unit. Our study 
focuses on the performance of the DOU. Future research can examine the benefit of the 
DOU to the hospital overall to determine whether it achieves its intended purpose. Finally, 
our understanding of external collaborative coordination is a posteriori knowledge that 
requires further analysis. Discussions with our partner physicians and the cross-functional 
team in the DOU demonstrated a systematic approach to address the high volume and 
variability; as well as meet the main goal in the DOU. The systematic approach described 
in this chapter initiated our development of the external collaborative coordination 
framework. Future research needs to explore this framework in-depth. 
2.7.4 Conclusion 
Hospital managers regularly face capacity pressure that are exacerbated as patient demand 
exceeds bed supply. In response to the capacity issue and a desire to improve patient flow, 
hospital managers can assign short-stay patients to dedicated observation units (DOU). The 
addition of the short-stay patients increases the volume and complexity of the patients in 
the DOU. This contributes to variability and demand increase. Our findings demonstrate 
that this is associated with an operational cost to the unit. We however show that hospital 
managers should not be deterred by such operational costs. Instead, they should rely on 
managerial approaches such as team co-location, that enhances coordination and therefore 




Chapter 3  
 
Impact of Dedicated Capacity on Overall Hospital Patient Flow:  
An Empirical Study 
 
3.1 Introduction 
Hospital patient flow is the ability of patients to move through the health care system (Hall 
2013). An inefficient flow is a major source of waits and delays which impact hospital 
efficiency and performance (Haraden and Resar 2004, Devaraj et al. 2013, Hall 2013, 
Osadchiy and Kc 2017). For example, transfer of patients from the emergency department 
(ED) to the inpatient unit is often challenging due the lack of sufficient beds in the inpatient 
unit (Green 2004, Chalfin et al. 2007, Shi et al. 2016, Song et al. 2020). Patients spend time 
boarding in the ED which leads to crowding (USGAO 2003, Shi et al. 2016) and ambulance 
diversion (Litvak et al. 2001, AHRQ 2018). Delay in access to inpatient-level care may 
exacerbate patients’ health conditions (Chalfin et al. 2007). In other cases, patients may 
opt to leave the healthcare system all together which results in financial loss for the hospital 
(Pines et al. 2011).  
Patients who need inpatient level care (i.e., patients with severe health conditions) suffer 
the most. These are vulnerable patients who stay 48 hours or more in an inpatient unit. A 
major source of unavailable beds for those high-risk patients in an inpatient unit is 
unnecessary hospitalization of short-stay patients (Freeman et al. 2021a). Short-stay 




patients typically have a length of stay (LOS) between 23-48 hours and who can be treated 
in a dedicated observation unit (DOU) rather than in an inpatient unit (Baugh et al. 2012, 
Ross et al. 2013). The DOU is a unit for treating observation-status patients. These are 
patients who are too sick to be discharged home, but who are not sick enough for inpatient 
admission and typically stay for 23 hours or less. When short-stay patients occupy inpatient 
beds, vulnerable patients can be blocked from admission to an inpatient bed, which 
contributes to ED boarding and inefficient flow in the hospital. In addition, the mix of 
short-stay and vulnerable patients can lead to serious inefficiencies and degrade 
performance in the inpatient unit (Whitt 1999). 
While several papers have examined different approaches to improve patient flow 
(Whitt 1999, Chalfin et al. 2007, Devaraj et al. 2013, Best et al. 2015, Shi et al. 2016, 
Osadchiy and Kc 2017, Song et al. 2020), very few have studied the DOU as a potential 
solution. In this chapter, we investigate the impact of a DOU to improve patient flow in the 
hospital—from the ED to the inpatient unit. Prior studies have advocated for short-stay 
patients to be treated in the DOU. Adepoju et al. (2021) find that short-stay patients 
experience shorter LOS and better quality of care when treated in the DOU. However, it is 
unclear whether the DOU actually improves ED to inpatient flow. Thus, our research 
question seeks to quantify the impact of the DOU on hospital operations.  To that end, we 
use three metrics: ED boarding time, inpatient LOS and 30-day readmission. 
We partner with a Massachusetts academic medical center that we refer to by the 
pseudonym of Omega Hospital. In July 2018, Omega hospital’s DOU switched operation 




using inclusion criteria which enabled it to admit observation patients. After the switch, 
the DOU treats observation plus short-stay patients. We refer to this intervention as the 
DOU exclusion. In other words, any patient that does not meet the exclusion criteria is 
admitted into the DOU. To illustrate (see Figure 3.1), the DOU was only able to admit 
chest pain patients who had the conditions in box A, while patients outside the conditions 
in box A were admitted into an inpatient unit. When the switch to the exclusion criteria 
occurred, the conditions in box B were used to determine who should not be admitted into 
the DOU. By doing this, the DOU is able to treat patients (i.e., short-stay patients) who do 
not meet the exclusion criteria.  
The majority of the short-stay patients otherwise would have been treated in an inpatient 
unit of the medical department. Other departments such as the surgical department, do not 
directly benefit from the presence of the DOU in the hospital. By absorbing the variability 
from the inpatient units, the hospital flow overall should improve especially for patients 
seeking care in the medical department. Using a difference-in difference (DiD) approach 
with propensity score matching strategy to account for time trend and systematic 
differences, we find that emergency department (ED) boarding time decreases by 18.4% 
for vulnerable patients after implementation of the DOU exclusion criteria. However, the 
average inpatient LOS for vulnerable patients increases by 24.7%. We attribute the increase 
in LOS to the fact that the inpatient unit has more free beds to accommodate vulnerable 
patients who have a higher severity on average. However, we find no impact on 30-day 
readmission. Thus, for this quality metric, we do not find an impact of the DOU with 




suggests that the DOU exclusion can serve as an effective managerial strategy to manage 
capacity issues, improve patient flow and provide quick access to care for vulnerable 
patients in hospitals. 
Figure 3.1 Chest Pain Inclusion and Exclusion Criteria 
 
3.2 Literature Review and Hypotheses Development 
3.2.1 Prior Studies on Flow Improvement in Hospitals 
Several studies in healthcare operations management study patient flow in hospitals. A 
major source of inefficient flow are delays in patients moving from one unit to the next. 
This is typically driven by high utilization in the next unit (de Bruin et al. 2007, Griffin et 
al. 2011). Calls for improving patient flow (see JCAHO (2004)) are essential and should 




use analytical models to investigate ways in which patient flow can be improved. de Bruin 
et al. (2007) study patient flow of cardiac patients. They show that as a result of high 
utilization in the coronary care unit, emergency cardiac patients are refused admission. 
Using a structural queueing model, they show that increasing capacity downstream has the 
potential of increasing admission upstream. They caution against the cost of adding beds 
to increase capacity since they may be used inefficiently and instead advocate for hospital 
units to merge beds to be used for several different types of patients. Griffin et al. (2011) 
study flow of patients in the obstetric unit. Using a simulation model, they demonstrate that 
wait time for the unit with the highest demand can be reduced if “swing rooms” are utilized. 
Mandelbaum et al. (2012) investigate patient flow from the ED to the inpatient ward. Their 
work focuses on bed allocation in the inpatient ward from the ED based on a fairness 
constraint specifically for vulnerable patients. Shi and colleagues (2016) also study ED-to-
inpatient flow improvement in a Singaporean hospital. Using a stochastic network model, 
they demonstrate that implementing early discharge policies in the inpatient unit has the 
potential of reducing wait times for beds in the morning. Dai and Shi (2017) investigate 
the trade-off of different policies — increasing capacity versus discharge policies in the 
inpatient unit — on improving patient flow. All together, these papers focus on reducing 
wait time for beds in the next unit. Our work is closely related to literature that improves 
ED-to-inpatient flow. While these papers have mostly focused on policies to improve flow, 
our paper explores a source of inefficient flow due to having both vulnerable and short-
stay patients in the inpatient unit thereby delaying access to inpatient beds for admitted ED 




from the ED to the inpatient unit.  
3.2.2. Dedicated Capacity 
Several studies in healthcare operations management examine the use of dedicated capacity 
to reduce delays and improve the flow of high risk patients. Because delayed access to bed 
results in adverse outcomes (Kim et al. 2015, C.W. Chan et al. 2016), hospital managers 
rely on strategies to ensure these patients have immediate access to beds. For example, 
Best et al. (2015) study specialized wing formation in the inpatient unit for high risk 
patients using existing bed capacity. These specialized wings are created with the intention 
to protect beds for high risk patients, optimize the existing bed capacity and increase utility 
for the hospital. They find that LOS decreases after specialized wings were formed in the 
hospital. They attribute the reduction in LOS to the unit being able to standardize care and 
take advantage of focus as a result of the high volume of patients in the specialized wings. 
Furthermore, they demonstrate that as demand increases in the hospital, it is beneficial to 
restrict beds to patients with low risk while reserving beds for high risk patients. From a 
high level perspective, Kuntz et al. (2019) advocate for hospital reorganization whereby 
patients with non-complex conditions are cared for in different units compared to patients 
who have more complex conditions. Their work finds that the separation reduces the 
likelihood of mortality for the patients with complex conditions. High risk patients tend to 
require longer service times compared to low-risk patients. Service organizations can suffer 
from poor performance by combining both types of patients in the same unit. For example, 
Whitt (1999) using a queueing model finds that separating customers with long service 




investigate reserving capacity for high-risk, lucrative patients, such as elective surgical 
patients, versus for patients needing non-critical procedures (Chapman and Carmel 1992) 
and reserving operating rooms for high-utility patients versus low-utility patients (Stanciu 
et al. 2010). 
Unlike Best et al. (2015), Freeman et al. (2021a) demonstrate that an indirect approach 
to protecting beds for vulnerable patients in the inpatient unit is to use a dedicated capacity 
for less vulnerable patients. ED physicians may erroneously route less vulnerable patients 
to the inpatient floor thus blocking beds for vulnerable patients. They refer to the admission 
of less vulnerable patients in the inpatient unit as unnecessary hospitalizations and argue 
that these patients can benefit from care in the clinical decision unit (CDU), which is an 
alternative name for a DOU. In their work, they find that the CDU reduces routing errors 
by reducing unnecessary hospitalization. 
These papers study approaches for improving flow for vulnerable patients using two 
distinct types of dedicated capacity-dedicated capacity in the inpatient unit (Best et al. 
2015) and dedicated capacity outside the inpatient unit (Freeman et al. 2021a). While our 
work is more similar to Freeman et al. (2021a), their study does not explore the overall 
impact the dedicated capacity has on the hospital overall. Our work seeks to close this gap 
by quantifying the impact the dedicated capacity has on flow of patients from the ED to 
the inpatient unit as well as the performance in the inpatient unit, and our conclusions on 




3.2.3 Potential Benefit of Improving Flow from ED to Inpatient Unit using Dedicated 
Capacity 
In this section, we develop three hypotheses regarding the impact of the dedicated 
capacity on overall hospital flow. We focus specifically on patients cared for in the medical 
and surgical unit. Generally, not all patients can receive care in the DOU e.g., surgical 
patients. These groups of patients have conditions that are outside the scope of an 
observation care. This is because the DOU is not equipped to perform surgery. Thus, 
surgical patients are routed to the inpatient unit upon their arrival to ED.  The majority of 
patients who visit the DOU have medical conditions or diagnoses. This group of patients 
will more likely be affected by the presence of the DOU exclusion since their short-stay 
patients can be pulled out which provides access for their vulnerable patients. By absorbing 
the variability from the inpatient units, the hospital flow overall should improve especially 
for patients seeking care in the medical department. 
First, we hypothesize that the DOU exclusion will reduce the boarding time of medical 
patients based on improving efficiency in the high utilization unit, the medical unit 
compared to the surgical unit. Boarding time is the time spent by patients waiting in the 
ED for a bed in the inpatient unit. The premise of the DOU process change is to remove 
short-stay patients that occupy beds in the inpatient unit which will free beds for vulnerable 
patients. Kelen et al. (2001) show that DOU can reduce ED crowding while Ross et al. 
(2013), find that DOUs can free beds in the inpatient unit by decreasing avoidable 
hospitalizations. In the same vein, Freeman et al. (2021a) find that clinical decision units 




discharging patients between 8-9AM can free beds in the inpatient unit and reduce boarding 
time. Thus, we anticipate that the potential of the DOU exclusion to free beds will result in 
a decrease in boarding time for medical patients compared to the surgical patients. We 
therefore hypothesize the following: 
Hypothesis 1 (H1):  ED boarding time will decrease for medical patients compared to 
surgical patients as a result of the implementation of the DOU exclusion. 
Next, we further consider the impact of the DOU exclusion on inpatient LOS. We expect 
LOS to increase for medical patients compared to surgical patients for the following reason: 
The DOU exclusion frees medical unit beds thus increasing access for vulnerable patients. 
The access will increase the volume of vulnerable patients in the medical unit. Vulnerable 
patients typically have a higher severity. Patients with higher severity generally are 
hospitalized for a long time. The high volume of vulnerable patients coupled with the 
severity of patients’ condition will ultimately result in an increase in the average LOS. 
Whereas, the surgical unit that is not affected by the presence of the DOU exclusion will 
not be impacted. Thus, we predict the following:  
     Hypothesis 2 (H2): Inpatient LOS will increase on average for medical patients 
compared to surgical patients as a result of the implementation of the DOU exclusion. 
Finally, we consider the impact on quality by investigating 30-day readmission. As a 
quality measure, we hypothesize that the likelihood of 30-day readmission in the medical 
unit compared to the surgical unit will decrease as a result of the DOU exclusion. Again, 
because of the free beds and ease of access for vulnerable patients in the medical unit, there 




medical unit can rely on standardized care processes. Senot et al. (2016) find that adhering 
to standardized care process of specific conditions as the potential to reduce readmission 
rates. We therefore hypothesize the following: 
Hypothesis 3 (H3): The likelihood of 30-day readmission will decrease in the medical 
unit compared to the surgical unit as a result of the implementation of the DOU. 
3.3 Settings and Data 
3.3.1 Research Setting 
We test our hypothesis in Omega Hospital, a safety-net academic hospital in 
Massachusetts. Prior to July 2018, Omega hospital operated its DOU using inclusion 
criteria admitting only patients who stay 23 hours or less. The unit was staffed by ED 
physicians and hospitalists. In July 2018, Omega Hospital DOU’s switched operations 
from inclusion to exclusion criteria. The unit is staffed by both hospitalists and family 
medicine physicians. Through the exclusion criteria, the DOU is able to absorb the short-
stay patients from the inpatient unit thus freeing beds in the inpatient unit for vulnerable 
patients (See Figure 3.2). 
The main goal of the DOU is to provide additional tests and consultations for patients 
before admission decisions to the hospital are made. Because medical patients compared 
to surgical patients are more impacted by the DOU exclusion, we use the surgical 
department and the medical department in the inpatient unit at Omega hospital as our 
control and treatment group, respectively. 
The standard flow of patients through the ED follows as thus: when a patient arrives in 




complete, the patient is called to the ED room to be seen by the ED physician. Tests are 
ordered and performed to help the ED physician decide whether to route the patient home, 
to the inpatient unit or to the observation unit. Once it is determined the patient will be 
admitted, the ED physician requests for a bed in the inpatient unit while the patient boards 
in the ED, waiting for an available bed. Once a bed has been assigned in the inpatient unit, 
the patient is transferred to the inpatient unit where care is provided until the patient is 
discharged. 






3.3.2.1 Variable Description and Summary Statistics 
We obtain ED and inpatient level data from the EPIC system of Omega hospital. Because 
we are only interested in understanding how patients flow from the ED to the inpatient unit, 
we do not include any observation patients in our analysis. Specifically, we focus our 
analysis only on patients who arrive in the ED and are admitted into the inpatient unit. We 
rely on data from May 2014 to September 2019. We have data on 716,636 number of 
patient-visits across 259,506 unique patients. We perform some restrictions on our data to 
perform our analysis. First, we exclude patients who arrive in the ED and are not admitted 
into the inpatient unit. We perform this exclusion so that we can perform analysis only on 
those who board. Next, we exclude patients who have missing acuity level (Emergency 
Severity Index [ESI]). ESI is a score that goes from 1 to 5 with 1 indicating the patient 
requires immediate care and 5 indicating the patient is non-urgent. We also exclude patients 
who have missing inpatient bed request time. Without the bed request time, it is challenging 
to construct how long the patient spends waiting for a bed, which is the boarding time. We 
further exclude from our data patients who died, left without being seen, or left against 
medical advice. We trim our boarding time and inpatient LOS at the 99th percentile to 
remove unnecessary outliers. Finally, we restrict our analysis to only patients from the 
medical and surgical units and who stay for 48 hours or more. For our final sample size, 
we have 10,126 patient-visit observations with 30.27% from the surgical department and 




3.3.2.2 Dependent Variables 
We have three outcome variables: ED boarding time, inpatient LOS and 30-day 
readmission. We define boarding time, measured in hours, as the difference in time from 
when an ED physician requests for a bed in the inpatient unit and when the patient departs 
the ED. Inpatient LOS, measured in days, is the difference in time from when a patient is 
admitted into the inpatient unit and the time the patient is discharged. Both ED boarding 
time and inpatient LOS are continuous variables that have right skewed distributions, hence 
we log transform to achieve a normal distribution. Finally, 30-day readmission is defined 
as a binary variable that returns 1 if a patient was readmitted to the hospital within 30 days 
of previous discharge and 0 otherwise. 
3.3.2.3 Independent Variables 
Intervention & patient assignment: Omega hospital’s DOU switched to the exclusion 
criteria in July 2018 which represents our intervention implementation date. Thus, we use 
a binary interaction term, Treat × Post, which is equal to 1 if a patient receives care in the 
medical department post the intervention period and 0 otherwise (i.e., if a patient receives 
care in the medical department in the pre intervention period, or the surgical department. 
Figure 3.3 breaks down the summary statistics by patient department (medical or surgical). 
Next, we use our data to illustrate the impact of DOU exclusion on the hospital overall. 
Figure 3.3, Figure 3.4 and Figure 3.5 illustrate the unadjusted ED boarding time, LOS and 
percentage of 30-day readmission trend. Our data is collapsed at the month-year level with 




Figure 3.3 Effect of DOU Exclusion on Boarding Time 
 
 





Figure 3.5 Effects of DOU Exclusion on 30-day Readmission5 
 
The solid red line represents the mean outcome in the medical department (treat) for each month in the pre 
and post period of the intervention and the dashed solid line represents the mean outcome in the surgical 
department in the pre and post period.  
 
3.3.2.4 Controls Variables 
Our dataset includes patient-level and hospital-level information which serve as control 
variables. The patient-visit level variables include patient demographic (age, and gender), 
insurance, admission and discharge date and time, discharge disposition (e.g. to home or 
post-acute care facility), assigned physician during patient visit, acuity levels (ESI: 
immediate, emergent, urgent, less-urgent and non-urgent) and 
primary/admission/secondary DRGs. We use the DRGs to construct severity scores for the 
patients using the Elixhauser weighted comorbidity score (Elixhauser et al. 1998). To 
                                                        
5 In Figure 3.5, because 30-day readmission is a binary variable we choose to show the graphical 
parallel trend using the percent of 30-day readmission. We calculate the % of readmission as the 
total number of patients who were readmitted within 30 days divided by the volume of patients-




calculate the severity score, we follow the Elixhauser method. The Elixhauser method 
assigns a weight ranging from -7 (lowest) to 12 (highest) for 30 different categories of 
comorbidity diagnoses. The severity score is calculated by summing the assigned weight 
for the comorbidity associated with the patient’s DRG. At the hospital-level, we have the 
occupancy in the inpatient unit. The occupancy includes the patient-visits excluded in the 
restrictions above. To measure occupancy, we divide the number of occupied beds by the 
maximum number of beds in a quarter-year (staffed beds) rather than licensed beds (beds 
hospital holds license to operate). Relying on this approach recognizes that the number of 
occupied beds may be fewer than the number of licensed beds. Finally, to account for time 










Main dependent variables 
Inpatient LOS 
Number of days between patient i’s admission and 




Indicator for whether patient i was readmitted to the 




The difference between when patient i’s bed (inpatient or 
observation) is requested and when the patient departs the 
ED 
Patient 
Independent & control variables 
Treat 
Indicator for whether a patient was cared for in the medical 




Indicator for whether DOU exclusion was implemented (=1 











The percentage of beds occupied on the day of patient i’s 
admission 
Patient 
Age Patient age in years during hospitalization Patient 
Insurance 
Four indicators for patient i’s insurance (Medicare, 
Medicaid, private, uninsured, others) 
Patient 
Severity score Sum of Elixhauser severity score based on patient DRG Patient 
Female 




Three indicators for patient’s acuity level (from highest to 




Indicator for whether patient was discharged home or post-
acute-care facility (1= for post-acute-care, =0 for home) 
Patient 
Day of week Seven indicators for day of the week Patient 
Months Twelve indicators for the months in a year Patient 
Year Sex indicators for the years in our data set Patient 

















Discharge Occupancy (Inpatient)% 90.14 4.71 90.02 90.19 0.04 
Admission Occupancy (Inpatient)% 89.75 4.85 89.45 89.89 0.09 
Age 57.54 17.92 53.64 59.25 0.31 
Female % 44.09 49.65 44.80 43.79 0.02 
Insurance %      
Medicaid 41.07 49.20 42.74 40.35 0.05 
Medicare 34.05 47.39 27.90 36.72 0.19 
Private 3.20 17.60 5.74 2.10 0.21 
Uninsured 7.28 25.98 8.16 6.90 0.05 
Others 14.40 35.11 15.46 13.94 0.04 
Acuity level %      
Immediate 4.74 21.25 4.63 4.79 0.01 
Emergent 64.56 47.84 57.52 67.61 0.21 
Urgent 29.82 45.75 36.28 27.02 0.20 
Less urgent 0.79 8.85 1.44 0.51 0.10 
Non urgent 0.09 2.98 0.13 0.007 0.02 
Severity score 9.25 9.76 6.34 10.52 0.43 
Post Acute Care % 51.41 49.98 49.43 52.27 0.06 
ED Boarding time (hours) 5.27 5.16 4.54 5.58 0.20 
Inpatient LOS (days) 6.96 5.51 6.90 6.99 0.02 
30-day readmission % 19.41 39.55 16.02 20.88 0.12 
Observations 10,126  3,065 7,061  
N=10,126. +p < 0.10; ∗p < 0.05; ∗∗p < 0.01; ∗∗∗p < 0.001. Standardized mean difference greater than 
0.10 is evidence of significant difference between control and treated group (Zhang et al. 2019) 
 
 
3.4 Empirical Approach 
3.4.1 Difference-in-difference 
To test our hypotheses, we rely on a difference-in-differences (DiD) approach using the 
following specification: 
𝑌 = 𝛽 + 𝛽 𝑇𝑟𝑒𝑎𝑡 + 𝛽 𝑃𝑜𝑠𝑡 + 𝛽 𝑇𝑟𝑒𝑎𝑡 × 𝑃𝑜𝑠𝑡 + 𝜃 + 𝑋 + 𝜇 + 𝜀        (3.1)  




readmission. DiD allows us to capture factors that trend between both time periods (pre 
and post) that may account for the change in our outcomes that may not be caused by the 
intervention. 𝛽  accounts for the inherent differences between the treatment (medical) and 
control group (surgical) while  𝛽  takes care of the time trends. 𝛽  is the coefficient of 
interest that captures the relative change in our outcome for patients cared for in the medical 
and surgical department pre-post the intervention. 𝑋 is our vector of control variables that 
include patient and hospital level factors. We use a mixed effect model that includes time 
fixed effect at the month-year level as well as day of the week, 𝜃 , and physician random 
effects, 𝜇 . We choose to use a random effect rather than fixed effect at the physician level 
because of the variation in the number of observations per physician cluster. There are a 
total of 589 physicians whose numbers of observations vary between 1 to 311. Figure 3.6 
shows the distribution of the physician cluster and reveals each cluster varies from one 
physician to the next. We therefore assume that the physician effect in our analysis are 
drawn at random from a larger population (Wooldridge 2010). Unlike the fixed effect 
model that assumes effect size to be identical, relying on physician clusters with large 
number of observations while disregarding the clusters with smaller number of 
observations; the random effect model allows us to take advantage of the information from 
all clusters including the ones with small observations and allows both between and within 




Figure 3.6 Physician Cluster Distribution 
 
Each red dot represents the number of observations per physician. The x-axis represents the physician 
ID and y-axis is the number if observations. 
 
To treat physician effect as a random variable, we make the following assumptions: 1) 
zero correlation between the random variable and our explanatory variables and 2) strict 
exogeneity, which implies that the error term of an observation is uncorrelated with the 
explanatory variables of the observation in each time period (Wooldridge 2010). To 
address the first assumption, we have not included any physician level factors as part of 
our explanatory variables that may result in a correlation between physician effect and the 
explanatory variables. Also, there is a low probability that physician effect will correlate 
with our main independent or any of the control variables such as patient demographic (e.g. 
age, gender, insurance etc.). For the second assumption, we do not believe that physicians 
are assigned the same patients for patients who have multiple visits thus we do not 
anticipate any correlation between our explanatory variables and our error term in each 


































































patient load at that point in time.  Hence, a patient who visits the hospital multiple times 
will be less likely to be assigned the same physician. In our data, we find that less than one 
percent of patients was treated by the same physician twice during their visits. 
Since we find that there is a significant difference between patients cared for in the 
medical and surgical unit, a straightforward DiD approach will ignore the non-randomness 
of the location of care and result in a biased estimate. For example, Figure 3.7 shows that 
patients cared for in the medical department are older on average with a higher severity 
score. To account for the potential selection bias, we therefore rely on propensity score 
matching to improve the comparisons of observations in both groups.  
3.4.2 Propensity Score Matching 
Propensity score matching relies on the assumption that the assignment to the treatment 
group (i.e., patients cared for in the medical department) is based on selection on 
observables (Hirano et al. 2003). We follow previous works of Bavafa et al. (2018) who 
use the same technique to address the selection bias using a DiD approach in a healthcare 
setting. In our analysis, we match observations in the control and treatment group on a set 
of covariates. We choose to use all our control variables as predictors to ensure patients 
cared for in both the medical and surgical departments are similar on all the set of 
covariates. We estimate the predicted probability (i.e., propensity score) that patient i 
receives care in the medical department (treatment) using our covariates as predictors. We 








where 𝑥  is a vector of our control variables. Next, we perform a 2-nearest neighbor 
match to identify observations that are similar in propensity score. We ensure that there is 
an overlap in the propensity score distribution (Figure 3.7). The area of overlap is the 
common support region which tells us tells us that observations in both groups have a 
positive probability of receiving either treatment.  
Figure 3.7 Propensity Score Distribution (Medical vs. Surgical) 
 
We perform our matching with replacement because it enables us to match each 
observation in the treatment group to as many observations in the control group thus 
reducing bias (Rosenbaum and Rubin 1983a). In addition, we set the caliper, which is the 
maximum tolerance level for the distance between propensity scores of the treatment and 
control group, at 0.1. We calculate this value by multiplying the standard value of 0.2 by 
the pooled standard deviation of the logit of the propensity score (Rosenbaum and Rubin 




department and 1,037 observations from the medical department. We report the summary 
statistics of the covariates we matched on in Table 3.3 After matching, we find there are 
no statistically significant differences between the groups. We then estimate equation 3.1 
using the matched observations.  








Discharge Occupancy (Inpatient)% 89.98 90.10 0.03 
Admission Occupancy (Inpatient)% 89.40 89.58 0.03 
Age 51.13 51.46 0.02 
Female 45.47 45.61 0.00 
Insurance    
Medicaid 43.14 47.44 0.09 
Medicare 24.22 24.78 0.01 
Private 6.90 5.11 0.07 
Uninsured 8.74 8.97 0.01 
Others 17.00 13.69 0.09 
Acuity level    
Immediate 4.41 5.11 0.03 
Emergent 53.25 52.07 0.02 
Urgent 40.90 41.08 0.00 
Less urgent 1.20 1.64 0.04 
Non urgent 0.24 0.10 0.03 
Severity score 4.81 5.17 0.04 
Post Acute Care 47.47 50.14 0.05 
Observations 1,247 1,307  
N=2,554. +p < 0.10; ∗p < 0.05; ∗∗p < 0.01; ∗∗∗p < 0.001. Standardized mean difference less than or 
equal to 0.10 is evidence of covariate balance (Zhang et al. 2019) 
 
3.5 Results 
We report our results in Table 3.4. In model 1, we find that the DOU exclusion leads to a 
decrease of 18.4% in boarding time. Our average ED boarding time is 5.27 hours which 




improves patient flow from the ED to the inpatient unit particularly for medical patients. 
Thus, we find support for H1. In model 2, we also find support for H2. Our result shows 
that LOS increases as expected by 24.7%. Given the average LOS is 6.96 days, we find 
this to approximately increase LOS by 1.7 days. We attribute the increase to the fact that 
the medical unit has more free beds to accommodate vulnerable patients who have a higher 
severity on average. Finally, model 3 reports the result for H3. We find that the DOU 
exclusion has no impact on 30-day readmission. Thus, we do not find support for our 
hypothesis.  

































Control Yes Yes Yes 
Day of week FE Yes Yes Yes 
Month FE Yes Yes Yes 
Year FE Yes Yes Yes 
Physician RE Yes Yes Yes 
Observations 1,827 1,827 1,827 
Notes. ∗p < 0.05; ∗∗p < 0.01; ∗∗∗p < 0.001. Standard errors are clustered by physician. Standard errors 
in parenthesis. Controls include ED and inpatient occupancy (linear and squared), age (linear and 
squared), insurance (Medicaid, Medicare, private, uninsured, others), severity score, female, acuity level 
(immediate, emergent, urgent), post-acute care, Regression uses matched samples of two nearest 






3.6 Robustness Checks 
In this section, we perform the following analysis to ensure robustness of our empirical 
strategy. First, we perform tests on the parallel trend assumption, a condition that must be 
met when using a DiD approach. Parallel trend tests whether there is any trend between the 
treated and the control group in the pre-intervention period (Abadie 2005). Although we 
perform our main DiD analysis with propensity score matching which generally takes care 
of the parallel trend (Ryan et al. 2019), we still perform statistical analysis to show we meet 
the parallel trend assumption. Following Gallino et al. (2017), we use the following model 
to test for possible violation of the parallel trend assumption: 
𝑌 = 𝛾 + 𝛾 𝑇𝑟𝑒𝑎𝑡 + 𝛾 𝑡𝑖𝑚𝑒 + 𝛾 𝑇𝑟𝑒𝑎𝑡 × 𝑡𝑖𝑚𝑒 + 𝑋𝜃 + 𝑋 + 𝜇 + 𝜀             
(3.3) 
where 𝑡𝑖𝑚𝑒  is the order of the specific month-year in the pre-intervention period and 
𝑌  represents our three main outcome variables. The coefficient  𝛾  picks up any trend in 
the differences in the outcomes of patients who received care in the medical and surgical 
department. We find that 𝛾  is not statistically significant for ED boarding time (𝛾 =
−0.002, 𝑝 > 0.05) and 30-day readmission (𝛾 = −0.019, 𝑝 > 0.05). However, we find 
that the parallel trend assumption does not hold for inpatient LOS. To address this, we 
follow Delana et al. (2019) and use an alternate model specification by including two 
additional variables— squared term for age ( 𝑎𝑔𝑒 ) and each category of patient 
disposition6— to account for the parallel trend. We find that the parallel trend is satisfied 
                                                        
6  We include each category for discharge disposition-home [home], skilled nursing facility, 
hospice, rehab facility, psychiatric hospital, long term care, intermediate facility, other institution, 




for inpatient LOS (𝛾 = 0.005, 𝑝 > 0.05). We also find that the parallel trend assumption 
continues to hold for ED boarding time and 30-day readmission with the alternate model 
specification. 
Next, we perform a falsification test to determine the validity of our DiD approach. 
Following the approach employed by Staats et al. (2017) and Song et al. (2018), we 
randomly assign 100 different intervention dates other than July 2018 to determine whether 
our findings are indeed reflective of the intervention. We perform our analysis using 
equation 3.1. We find that all our coefficients from the 100 regressions for all three 
outcomes variables are not statistically significant (p>0.05) (Figure 3.8, Error! Reference 
source not found. and Figure 3.10).  
Figure 3.8 Placebo Tests for ED Boarding Time 
 
Note: We used 100 randomly assigned dates and repeated equation 1. Each dot and line represents the 
coefficient and confidence interval respectively. On the far left (red) at placebo date 0 is the coefficient 































Note: We used 100 randomly assigned dates and repeated equation 1. Each dot and line represents the 
coefficient and confidence interval respectively. On the far left (red) at placebo date 0 is the coefficient 
and confidence interval of our main result. 
 
Figure 3.10 Placebo Test for 30-day Readmission 
 
Note: We used 100 randomly assigned dates and repeated equation 1. Each dot and line represents the 
coefficient and confidence interval respectively. On the far left (red) at placebo date 0 is the coefficient 































































Finally, we re-run our analysis using a fixed effect model. Table 3.5 reports our results. 
Even though we find our results are not significant, we see that the standard errors are much 
larger providing justification for our choice to use the random effect model. It is important 
to note that the random effect model will typically report higher standard errors given that 
the error components report both the idiosyncratic errors as well as the individual errors 
(Borenstein et al. 2011). However, we observe this is not the case in our result. 
































Control Yes Yes Yes 
Day of week FE Yes Yes Yes 
Month-Year FE Yes Yes Yes 
Physician FE Yes Yes Yes 
Observations 1,827 1,827 1,827 
Notes. ∗p < 0.05; ∗∗p < 0.01; ∗∗∗p < 0.001. Standard errors are clustered by physician. Standard errors 
in parenthesis. Controls include ED and inpatient occupancy (linear and squared), age (linear and 
squared), insurance (Medicaid, Medicare, private, uninsured, others), severity score, female, acuity level 
(immediate, emergent, urgent), post-acute care. Regression uses matched samples of two nearest 
neighbors with replacement on common support. AME is the average marginal effect. 
 
3.7 Discussion and Conclusion 
Using data from Omega hospital, a large academic safety-net hospital in Massachusetts, 
we investigate a strategy to improve overall hospital patient flow from the ED to the 




operations from inclusion to exclusion criteria enabling the DOU to absorb short-stay 
patients that are considered unnecessary hospitalizations in the inpatient unit. Thus, the 
inpatient unit has more available beds to treat vulnerable patients who are relatively sicker. 
Using a DiD approach on a matched sample, we find that waiting time for a bed in the 
inpatient unit from the ED decreases by 1 hour. However, we find that when these patients 
are hospitalized in the inpatient unit, their LOS increases by 1.7 days. Furthermore, we find 
no impact on 30-day readmission. Thus, we demonstrate that the DOU exclusion can serve 
as a potential managerial strategy to improve flow in the hospital. Furthermore, the DOU 
exclusion has the potential to help hospitals admit the appropriate patients (i.e., vulnerable 
patient) into the inpatient unit. And while LOS may increase as a result of the higher 
volume of sicker patients, we also show that it does not affect their quality of care. 
3.7.1 Implications for Theory 
Our papers contribute to both healthcare operations management theory and medical 
literature. First we extend the literature on hospital patient flow from the ED to the inpatient 
unit. Previous literature focuses on strategies that hospital managers can implement in the 
inpatient unit to reduce waiting time for inpatient beds. For instance, Shi and colleagues 
(2016) show that discharging patients early in the inpatient unit can reduce ED boarding 
time for morning bed requests. They suggest that this discharge policy is better than 
increasing beds or reducing LOS of patients in the inpatient unit. Our work contributes to 
this stream of literature by investigating another approach in which ED-Inpatient flow can 
be improved using the DOU. While their work focuses on freeing beds through early 




hospitalizations. In addition, our work examines not only the flow from the ED-to-inpatient 
unit but the outcome of the patient once they are hospitalized in the inpatient unit. This part 
of our research is important given the goal of the DOU exclusion in absorbing short-stay 
patients so that sicker patients can occupy the inpatient unit. 
Next, we contribute to the stream of literature on dedicated capacity for observation 
patients. Closest to our work is Freeman et al. (2021a). They investigate a clinical decision 
unit (CDU), akin to the DOU, in reducing routing errors in the inpatient unit. Their research 
finds that the presence of the CDU reduces unnecessary hospitalizations thus freeing beds 
in the inpatient unit for vulnerable patients. Our work extends their paper by demonstrating 
that indeed, with a DOU, a higher volume of vulnerable patients can have access to the 
inpatient unit with a reduction in wait time to access to inpatient units. 
Finally, our work contributes to the stream of medical literature that studies the benefit 
of the DOU. Several papers, such as Ross et al. (2013) and Kelen et al. (2001), show that 
DOUs have the potential to reduce avoidable hospitalizations and ED crowding. However, 
the analysis used in these papers do not rely on rigorous empirical methods as we have 
implemented in our chapter. By accounting for selection bias and controlling for 
confounding factors, we are able to quantify the benefit of the DOU in improving flow. 
3.7.2 Implications for Practice 
Our research also has implications for practice. The patient flow strategy applied in Omega 
hospital can be used by many hospitals in the U.S where about one-third have DOUs (Niska 
et al. 2010). These hospitals can opt to use the strategy implemented by Omega Hospital. 




to free beds in the inpatient, allowing more high-risk patients into the inpatient units with 
shorter boarding time. Although the goal of the DOU is to provide observation care for 
patients who are not well enough to be discharged but who are also not sick enough to be 
hospitalized, hospital managers view the DOU unit as a potential solution to reduce 
capacity issues and improve overall hospital patient flow. 
3.7.3 Limitations 
Our work has several limitations that should be noted. First, we study only one hospital 
which limits our sample size and generalizability. However, many hospitals that have 
DOUs and aim to improve patient flow can follow the same strategy implemented by 
Omega hospital. Therefore, we argue the issue is relevant to many hospitals. Second, 
because the DOU exclusion is implemented in Omega hospital, our reliance on both the 
surgical and medical unit within the hospital may be problematic. Based on conversation 
with our partner physicians, patients from the surgical department do not receive 
observational care in the DOU exclusion. This is due to the structural limitation of 
observation units which are typically designed for additional care outside the scope of an 
ED visit. Thus, the surgical unit is an appropriate control group. Future research, however, 
can investigate hospital flow by comparing two similar hospitals with one that has a DOU 
exclusion and one without a DOU exclusion. Finally, our study finds that average inpatient 
LOS increases as a result of the DOU exclusion because more vulnerable patients can 
access inpatient beds. While this may not appear efficient because hospitals strive to 
decrease LOS without affecting quality of care, it can be a cost-effective strategy despite 




compared to observation care. Therefore, when short-stay patients occupy beds in the 
inpatient unit that can otherwise be used by vulnerable patients, the hospital loses out on 
the higher reimbursement. Future research, using cost data from EPIC, can investigate the 
financial implications of DOU exclusion i.e. whether the increase in LOS translates to a 
cost-effective strategy for the hospital. 
3.7.4 Conclusion 
Inefficient patient flow is a widespread issue faced by many hospitals. The joint 
Commission in 2004 made calls for hospitals and scholars to develop implementable 
solutions to improve overall patient flow in hospitals (JCAHO 2004). Our research answers 
this call by quantifying the impact of a DOU on improving overall hospital flow. We find 
that the operation of the DOU exclusion has the potential to reduce ED boarding time. We 
attribute this to the ability of the DOU to free beds in the inpatient unit thus reducing the 
time of transferring patients between the ED and inpatient unit.  However, we find that 
LOS increases which we attribute to the higher volume of sicker patients who are now able 
to receive care in the inpatient unit. However, the increase in LOS does not impact the 













2SLS (1st Stage) 
CY 
Model 3 








Average Minimum temperature  -0.035*** 
(0.006) 
 




Controls Yes Yes Yes 
Day of week FE Yes Yes Yes 
Quarter FE Yes Yes Yes 
Year FE Yes Yes Yes 
Attending Physician FE Yes Yes Yes 
R-squared 0.1728 0.3007 0.1878 
Observation 10,554 10,554 10,554 
Notes. ∗p < 0.05; ∗∗p < 0.01; ∗∗∗p < 0.001. Standard errors are clustered by attending-physician. Standard 
errors in parenthesis. Controls include discharge occupancy (linear and squared), admission occupancy, age 
(linear and squared), insurance (Medicaid, Medicare, private, uninsured, others), severity score, female, 
acuity level (immediate, emergent, urgent), post-acute care, surgical, attending-physician workload. 
 







































Controls Yes Yes Yes Yes Yes Yes 
Day of week FE Yes Yes Yes Yes Yes Yes 
Quarter FE Yes Yes Yes Yes Yes Yes 
Year FE Yes Yes Yes Yes Yes Yes 
Attending Physician 
FE 
Yes Yes Yes Yes Yes Yes 
Log Likelihood  -609.62 3269.35 -3981.87 -3485.12 2565.14 1855.03 
Observation 10,554 10,392 9,163 7,322 5,582 4,314 
Notes. +p<0.10, ∗p < 0.05; ∗∗p < 0.01; ∗∗∗p < 0.001. Robust standard errors in round brackets. Controls 
include occupancy levels, acuity levels (immediate, emergent, urgent), insurance (Medicaid, Medicare, 















Day of week FE Yes 
Quarter FE Yes 
Year FE Yes 
Attending Physician FE Yes 
Log Pseudo-likelihood -13235.71 
Observations 12,183 
Notes. +p<0.10, ∗p < 0.05; ∗∗p < 0.01; ∗∗∗p < 0.001. Hazard coefficient reported. Robust standard errors in 
round brackets. Controls include occupancy levels, acuity levels (immediate, emergent, urgent), insurance 
(Medicaid, Medicare, private, uninsured, others), severity score, age, gender, attending-physician workload, 
post-acute-care and surgical. 
 
 




2SRI (2nd stage) 
30-day Readmission 
Model 2 






PDO [AME]  
0.046 
(0.033) 
Controls Yes Yes 
Day of week FE Yes Yes 
Quarter FE Yes Yes 
Year FE Yes Yes 
Attending Physician FE Yes Yes 
Log pseudo-likelihood -3112.71 -3111.86 
Observations 10,311 10,311 
Notes: ∗p < 0.05; ∗∗p < 0.01; ∗∗∗p < 0.001. Standard errors are clustered by attending-physician. Standard 
errors in parenthesis. Controls include patient age (linear and squared term), gender, insurance, severity score, 
post-acute-care, acuity level, discharge day occupancy level (linear and squared term), admission day 





Table 4.5 Appendix: Impact of Prevention Response on LOS and Urgent Response 
on PDO Post PDO 
Variables 
Model 1 
2SLS (2nd stage) 
Log LOS 
Model 2 






CY Two Days   
0.181 
(0.130) 
Controls Yes Yes 
Day of week FE Yes Yes 
Quarter FE Yes Yes 
Year FE Yes Yes 
Attending Physician FE Yes Yes 
R-Squared 0.0220 - 
Log pseudo-likelihood - -5156.02 
Observations 8,340 8,340 
Notes: ∗p < 0.05; ∗∗p < 0.01; ∗∗∗p < 0.001. Standard errors are clustered by attending-physician. Standard 
errors in parenthesis. Controls include patient age (linear and squared term), gender, insurance, severity score, 
post-acute-care, acuity level, discharge day occupancy level (linear and squared term), admission day 
occupancy, attending physician workload, surgical. 
 
Table 4.6 Appendix: Heterogeneous Effects of Prevention Response on LOS 
Variables Model 1 Model 2 Model 3 Model 4 





















      0.033 
     (0.046) 
   -0.016 
   (0.039) 
 
Post Acute Care 
0.392*** 
   (0.062) 
 
0.436*** 
   (0.026) 
0.341*** 
   (0.022) 
Control Yes Yes Yes Yes 
Day of week FE Yes Yes Yes Yes 
Quarter FE Yes Yes Yes Yes 
Year FE Yes Yes Yes Yes 
Attending Physician FE Yes Yes Yes Yes 
R-Squared 0.2649 0.0897 0.0527 0.0901 
Observations 1,214 4,408 5,106 9,340 
Notes: ∗p < 0.05; ∗∗p < 0.01; ∗∗∗p < 0.001. Standard errors are clustered by attending-physician. Standard 
errors in parenthesis. Model 1: Patient age (linear and squared term), gender, insurance, severity score, post-
acute-care, acuity level, discharge day occupancy level (linear and squared term), admission day occupancy, 




Model 2: Patient age (linear and squared term), gender, insurance, severity score, acuity level, discharge 
day occupancy level (linear and squared term), admission day occupancy, attending physician workload, 
surgical. Estimated on post-acute-care sub-population 
Model 3: Patient age (linear and squared term), gender, insurance, post-acute-care, acuity level, 
discharge day occupancy level (linear and squared term), admission day occupancy, attending physician 
workload, surgical. Estimated on severely sick sub-population. 
Model 4:  Patient age (linear and squared term), gender, insurance, severity score, post-acute-care, acuity 
level, discharge day occupancy level (linear and squared term), admission day occupancy, attending 




Table 4.7 Appendix: Heterogeneous Effects of Urgent Response on LOS 
Variables Model 1 Model 2 Model 3 Model 4 


































Control Yes Yes Yes Yes 
Day of week FE Yes Yes Yes Yes 
Quarter FE Yes Yes Yes Yes 
Year FE Yes Yes Yes Yes 
Attending Physician FE Yes Yes Yes Yes 
Log Pseudo-likelihood -7354.38 -32643.71 -38383.52 -76150.63 
Observations 7,917 36,239 39,469 60,977 
Notes: ∗p < 0.05; ∗∗p < 0.01; ∗∗∗p < 0.001. Standard errors are clustered by attending-physician. 
Standard errors in parenthesis. Model 1: Patient age, gender, insurance, severity score, post-acute-care, 
acuity level, occupancy level attending physician workload. Estimated on surgical sub-population 
Model 2: Patient age, gender, insurance, severity score, acuity level, occupancy level, attending 
physician workload, surgical. Estimated on post-acute-care sub-population 
Model 3: Patient age, gender, insurance, post-acute-care, acuity level, occupancy level, attending 
physician workload, surgical. Estimated on severely sick sub-population. 
Model 4:  Patient age, gender, insurance, severity score, post-acute-care, acuity level, occupancy, 






Table 4.8 Appendix: Impact of Urgent and Prevention Response on Time of Discharge 
Variables Model 1 Model 2 Model 3 Model 4 























Controls Yes Yes Yes  
Day of week FE Yes Yes Yes Yes 
Quarter FE Yes Yes Yes Yes 
Year FE Yes Yes Yes Yes 
Attending 
Physician FE 
Yes Yes Yes Yes 
R-Squared 0.0273 0.0454 - - 
Observations 10,283 10,283 -3626.76 -3565.69 
Notes. ∗p < 0.05; ∗∗p < 0.01; ∗∗∗p < 0.001. Standard errors are clustered by attending-physician. 
Standard errors in parenthesis. Controls include patient age (linear and squared term), gender, insurance, 
severity score, post-acute-care, acuity level, discharge day occupancy level (linear and squared term), 
admission day occupancy, attending physician workload, surgical.  
***** The reduced sample in the nonlinear model is due to the fact that there are no changes in the 
outcome variable (discharge before noon) for some attending-physicians (i.e., the outcome may be all 






Table 4.9 Appendix: Impact of Urgent Response on ED Revisits, Spillover effect & 
Patients moved out of ED 
Variables 
Model 1 
2SRI (2nd stage) 
ED 72-hours revisits 
Model 2 
2SLS (2nd stage) 
Log LOS^ 
Model 3 
2SLS (2nd stage) 
Log LOS^^ 







Controls Yes Yes Yes 
Day of week FE Yes Yes Yes 
Quarter FE Yes Yes Yes 
Year FE Yes Yes Yes 
Attending Physician FE Yes Yes Yes 
R-squared - 0.0560 0.1673 
Pseudo likelihood -77274.80 - - 
Observations 352,846 3,141 4,323 
Notes: ∗p < 0.05; ∗∗p < 0.01; ∗∗∗p < 0.001. Standard errors are clustered by physician. Standard errors 
in parenthesis. Controls include patient age (linear and squared term), gender, insurance, severity score, 
post-acute-care, acuity level, ED discharge day occupancy level (linear and squared term), ED 
admission day occupancy. 
^Model 2: Reports the results of the spillover effect of CY on LOS in ICU department. Controls include 
patient age (linear and squared term), gender, insurance, severity score, post-acute-care, acuity level, 
inpatient discharge day occupancy level (linear and squared term), inpatient admission day occupancy. 
^^Model 3: Reports the results of the impact of CY on inpatient LOS of patients moved out of the ED 
quickly as a result of CY. Controls include patient age (linear and squared term), gender, insurance, 
severity score, post-acute-care, acuity level, inpatient discharge day occupancy level (linear and squared 
term), inpatient admission day occupancy. 
***** The reduced sample in the nonlinear model is due to the fact that there are no changes in the 








Table 4.10 Appendix: Correlation table of Main Variables of interest 
Variables 1 2 3 4 5 6 7 8 9 10 11 12 13 
1. Discharge Occupancy 1             
2. Admission Occupancy 0.271 1            
3. Age 0.031 0.017 1           
4. Insurance 0.011 0.020 0.177 1          
5. Severity score 0.039 0.008 0.377 0.075 1         
6. Female 0.007 -0.006 0.056 0.017 -0.044 1        
7. Acuity level 0.002 0.009 -0.084 -0.023 -0.124 0.014 1       
8. Post Acute Care 0.037 0.000 0.255 0.010 0.209 0.031 -0.044 1      
9. Attending Physician 
Workload 
0.040 0.033 -0.020 -0.025 -0.021 -0.031 -0.023 -0.043 1     
10. Surgical 0.013 0.004 0.043 0.004 -0.005 0.007 0.038 0.046 -0.091 1    
11.  CY 0.268 0.160 0.033 0.001 0.090 0.013 0.002 0.088 0.056 0.033 1   
12. PDO 0.011 -0.056 0.045 -0.015 0.049 0.004 -0.045 0.004 0.036 -0.004 -0.051 1  
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