Abstract. The set multicovering or set k-covering problem is an extension of the classical set covering problem, in which each object is required to be covered at least k times. The problem finds applications in the design of communication networks and in computational biology. We describe a GRASP with pathrelinking heuristic for the set k-covering problem, as well as the template of a family of Lagrangean heuristics. The hybrid GRASP Lagrangean heuristic employs the GRASP with path-relinking heuristic using modified costs to obtain approximate solutions for the original problem. Computational experiments carried out on 135 test instances show experimentally that the Lagrangean heuristics performed consistently better than GRASP. By properly tuning the parameters of the GRASP Lagrangean heuristic, it is possible to obtain a good trade-off between solution quality and running times. Furthermore, the GRASP Lagrangean heuristic makes better use of the dual information provided by subgradient optimization and is able to discover better solutions and to escape from locally optimal solutions even after the stabilization of the lower bounds, when other strategies fail to find new improving solutions.
Introduction
Given a set I = {1, . . . , m} of objects, let {P 1 , . . . , P n } be a collection of subsets of I, with a non-negative cost c j associated with each subset P j , for j = 1, . . . , n. A subsetĴ ⊆ J = {1, . . . , n} is a cover of I if ∪ j∈Ĵ P j = I. The cost of a coverĴ is j∈Ĵ c j . The set covering problem consists of finding a minimum cost cover J * . The set multi-covering problem is a generalization of the set covering problem, in which each object i ∈ I must be covered by at least ℓ i ∈ Z + elements of {P 1 , . . . , P n }. A special case of the set multi-covering problem arises when ℓ i = k, for all i ∈ I. Following Vazirani (2004) , we refer to this problem as the set kcovering problem (SC k P).
Let the m × n binary matrix A = [a ij ] be such that for all i ∈ I and j ∈ J, a ij = 1 if and only if i ∈ P j ; a ij = 0, otherwise. Let a solutionĴ of SC k P be represented by a binary n-vector x, where x j = 1 if and only if j ∈Ĵ . An integer programming formulation for the set k-covering problem is z(x) = min 
x j ∈ {0, 1}, j = 1, . . . , n.
Lucena (2009) noticed that few branch-and-cut algorithms exist for set covering problems and its variants, because the separation problem associated with some families of strong inequalities (Avella et al. (2009) ; Balas and Ng (1989a; b) ) are very hard to be solved even for heuristics. Therefore, the use of heuristics for large problems with large duality gaps is a need.
In this paper, we propose a template of Lagrangean heuristics for the set kcovering problem, based on the hybridization of subgradient algorithms to solve its Lagrangean relaxation with greedy and GRASP heuristics. Applications of the set k-covering problem and related work are reviewed in the next section. A GRASP with path-relinking heuristic for the set k-covering problem is customized in Section 3. A template for Lagrangean heuristics for SC k P based on basic constructive heuristics and subgradient optimization is proposed in Section 4. Different implementation strategies for the basic constructive heuristics and a hybridization of GRASP with a Lagrangean heuristic are discussed in Section 5. Computational results are reported in Section 6. Concluding remarks are made in Section 7.
Applications and related work
Applications of the set multicovering problem arise in a variety of fields, such as marketing, logistics, security, telecommunications, and computational biology. Though some of these applications can be modeled as set covering problems, for reliability purposes they are treated as multicovering problems. Some applications are described in Hall and Hochbaum (1992) . We describe here two applications that served as motivations for this paper.
In the context of computational biology, k-covers have an important application in the minimum robust tagging SNP problem (Bafna et al., 2003) . Single nucleotide polymorphisms (SNPs) are the most abundant form of genetic variation in the human genome. According to Brookes (1999) , SNPs are single base pair positions in DNA at which different sequence alternatives (alleles) exist in the individuals of a population. SNPs can be bi-, tri-, or tetra-allelic, assuming one of two, three, or four variants among {A,C,T,G}. Tri-allelic and tetra-allelic SNPs are very rare in humans. Figure 1 (a) shows five SNP sites in four chromosomes. The first SNP takes the allele C for chromosomes 1, 2, and 4, and the allele A for chromosome 3.
The specific set of alleles at nearby SNPs on a single chromosome is called a haplotype (Brown, 2002; The International HapMap Consortium, 2003) . Figure 1 (b) shows the haplotypes relative to the chromosomes in Figure 1 (a). Due to the proximity of the SNPs in a haplotype, they are inherited together through the generations and this causes a strong association among them. In this way, a small subset of these SNPs, called tag SNPs, can provide sufficient information about the remaining SNPs (The International HapMap Consortium, 2003) . Given a group of p haplotypes with n SNPs each, the minimum tagging SNP problem (MTS) consists in finding the smallest subset of SNPs capable of distinguishing each haplotype from the others. However, it may be the case that some tag SNPs are missing in one or more haplotypes. In this situation, there exists a subgroup of SNPs, called robust tag SNPs, which is able to distinguish each pair of haplotypes unambiguously when at most a given number of SNPs is missing. This problem was formulated by Huang et al. (2005) as a set k-covering problem and was shown to be NP-hard. To find robust tag SNPs, they proposed two greedy algorithms, an exhaustive enumeration algorithm, and a linear programming relaxation. Later, Chang et al. (2006) developed a hybrid method that combines the ideas of a branch-and-bound method and one of the greedy algorithms of Huang et al. (2005) . Pessoa and Ribeiro (2007) proposed a GRASP heuristic and reported results on simulated and biological datasets.
Another application of the set multicovering problem arises in telecommunications (Resende, 2007) . Suppose customers are serviced by equipment placed in points-of-presence (PoPs). For example, a PoP could host a modem pool to which a customer dials up for Internet access, or it could host an antenna which connects the customer to the network. In the PoP placement problem, we are given a set of customers, a set of potential PoP locations, and the set of PoPs that can provide service to each customer. We wish to determine in which PoPs to place the equipment such that each customer can be serviced by at least one PoP. Since PoPs may have different costs associated with them, we wish to select the least-cost set of PoPs. Clearly, if a customer is covered by exactly one PoP and that PoP fails, the customer will lose service. To improve the reliability of the service, we may want to require that each customer be covered by at least k PoPs. This problem is also known as the redundant PoP placement problem. Hall and Hochbaum (1983; 1992) developed and tested ten primal heuristics for the set multicovering problem. They used these heuristics as well as Lagrangean relaxation in a branch-and-bound algorithm. Computational experiments on instances with up to 200 variables show that solutions within 0.5% of the optimal value were found. Gonsalvez et al. (1987) examined these and other primal heuristics to construct confidence intervals for the unknown optimal values.
3. GRASP with path-relinking GRASP is short for greedy randomized adaptive search procedures. It was introduced by Feo and Resende (1989) for solving a set covering problem with unit costs. GRASP is a multi-start metaheuristic which consists of applying local search to feasible starting solutions generated with a greedy randomized construction heuristic. Tutorials on GRASP can be found, for example, in Feo and Resende (1995) , Resende and Ribeiro (2003) , Resende (2008) , and Resende and Ribeiro (2010) . Annotated bibliographies of GRASP are presented by Festa and Resende (2002; 2009a; b) .
Path-relinking (Glover, 1996) is an intensification scheme that explores paths in the solution space connecting good-quality solutions. Memory structures may be introduced in GRASP through its hybridization with path-relinking (Laguna and Martí, 1999; Resende and Ribeiro, 2005; 2010; Resende et al., 2010) .
In this section, we specialize GRASP and path-relinking into a heuristic for the set k-covering problem.
3.1. Construction phase. A greedy algorithm for set k-covering builds a solution from scratch, adding one of the sets P 1 , . . . , P n at a time to a partial solution, until all objects are k-covered, i.e. each object is covered by at least k sets. Given a partial solution, at each step of the construction, let the covering cardinality τ j be the number of objects not yet k-covered by the partial solution that become covered if P j is introduced in partial solution. A candidate list L is formed by the indices of all sets P j not in the partial solution for which τ j > 0. Each set P j , with j ∈ L, is evaluated according to a greedy function defined as the ratio ρ j = c j /τ j between its cost and its covering cardinality. The greedy algorithm adds to the partial solution a minimum ratio candidate set.
Algorithm 1 shows the pseudo-code of the randomized variant of the above greedy algorithm, which is used to construct the initial solutions for the GRASP heuristic. The solution x and the candidate list L are initialized in lines 2 and 3, respectively. The covering cardinality and the greedy function value are computed in line 4 for all candidate elements. The loop in lines 5 to 14 adds one set at a time to the cover, until all objects are k-covered. The minimum (ρ − ) and maximum (ρ + ) greedy function values of the candidate elements are computed in lines 6 and 7, respectively. The restricted candidate list (RCL), formed by all candidate elements whose greedy function value is less than or equal to ρ − + α(ρ + − ρ − ), is built in line 8, where α is a real-valued parameter in the interval [0, 1] . An element e is chosen at random from the RCL in line 9 and the set P e is added to the solution in line 10. The covering cardinalities are recomputed in line 11 to account for the inclusion of set e in the solution. The candidate list is updated in line 12 by removing set P e and all those sets having null covering cardinalities. Finally, in line 13, the greedy function value is updated for all candidate sets.
Compute τ j and ρ j , for j = 1, . . . , n; 4 while there exists some object that is not k-covered do
Select, at random, an element e from the RCL; 9 x e ← 1;
Algorithm 1: Greedy randomized construction procedure.
3.2. Local search. Solutions built with the randomized greedy algorithm are not guaranteed to be locally optimal, even with respect to simple neighborhood structures. Therefore, the application of local search to such a solution usually results in an improved locally optimal solution. We next describe a local search procedure for the set k-covering problem.
Starting from an initial solution, local search explores its neighborhood for a costimproving solution. If none is found, then the search returns the initial solution as a local minimum. Otherwise, if an improving solution is found, it is made the new initial solution, and the procedure repeats itself.
The local search proposed in this paper makes use of two simple neighborhoods. The first neighborhood is a (1, 0)-exchange in which we attempt to remove superfluous sets from the multicover. The second neighborhood is a (1, 1)-exchange in which we attempt to replace a more expensive set in the multicover by a less expensive unused one.
The local search procedure is illustrated by the pseudo-code in Algorithm 2. In the following we refer to sets in the multicover by their indices in the original set J. The loop in lines 2 to 23 is repeated while a locally optimal solution is not found. In line 3, all sets in the multicover are made candidates to leave the solution and their indices are placed in S. The loop in lines 4 to 22 attempts to remove each set in S, examining them in decreasing order of their costs. The next candidate j + for removal is determined in line 5 and the corresponding variable x j + is tentatively set to 0 in line 6. If the new solution obtained is feasible, then j + is removed from S in line 21 and a new set will be tested for removal from the cover. Otherwise, if the test in line 7 determines that the new solution is infeasible, then we build in line 8 a setS of candidates to replace j + in the cover. In line 9, we select the least-cost candidate j − fromS. The loop in lines 10 to 17 examines all profitable elements inS in an attempt to make a feasible cost-improving exchange. Initialize the solution index set:
9 whileS = ∅ and x is not feasible and c j − < c j + do
Algorithm 2: Local search procedure.
3.3. Path-relinking. The basic implementation of GRASP is memoryless, since computations in a GRASP iteration do not make use of information collected in previous iterations. Path-relinking is an intensification strategy that can be applied to introduce memory structures in GRASP (Resende and Ribeiro, 2005; 2010) . Pathrelinking explores paths in the solution space connecting good-quality solutions. The procedure maintains a pool P formed by a limited number of elite solutions (i.e., a diverse set of good-quality solutions found during the search). Path-relinking is carried out between each solution x obtained by local search and a local minimum x p , randomly selected from the pool. Depending on the strategy that will be used by the path-relinking procedure, one of x or x p will be considered as the initial solution x s and the other will be the target solution x t .
Algorithm 3 describes the path-relinking procedure for the set k-covering problem, where x s is the binary vector representing an initial solution obtained after the
Algorithm 3: Path-relinking procedure.
Initialize best solution value z * ← ∞;
Choose, at random, a pool solution x p ∈ P ;
9
Determine which solution (between x and x p ) is the 10 initial solution x s and the target solution
Update the elite set P with x;
Algorithm 4: GRASP with path-relinking procedure.
local search phase and x t is the binary vector representing a target solution. The set ∆ = {j = 1, . . . , n : x s j = x t j } of positions in which x s and x t differ is computed in line 2. The best solution x * among x t and x s and its cost z(x * ) are determined in lines 3 and 4, respectively. The current path-relinking solution y is initialized to x s is line 5. The loop in lines 6 to 14 progressively determines the next solution in the path connecting x s and x t until the entire path is traversed. For every position ℓ ∈ ∆, we define y ⊕ ℓ to be the solution obtained from y by complementing the current value of y ℓ . Line 7 determines the component ℓ * of ∆ for which y ⊕ ℓ results in the least-cost feasible solution. This component is removed from ∆ in line 8 and the current solution is updated in line 9 by complementing the value of its ℓ * -th position. If the test in line 10 detects that the new current solution y improves the best solution x * in the path, then the latter and its cost are updated in lines 11 and 12, respectively.
To see that there always exists a path connecting x s and x t , observe that by first setting to 1 all components of x s that are equal to 0 in x s and to 1 in x t will result in a series of feasible multicovers leading from x s to some feasible solution y. Next, by removing each of the superfluous components of y (i.e. setting to 0 the components equal to 1 in y and to 0 in x t ) will result again in a series of feasible multicovers leading from y to x t . Algorithm 4 shows the pseudo-code for the complete GRASP with path-relinking procedure. Lines 2 and 3 initialize the elite set P and the value z * of the best known solution. The loop from line 4 to 19 corresponds to the GRASP with path-relinking iterations. At each iteration, an initial solution is built by the greedy randomized procedure in line 5. A locally optimal solution x with respect to (1,0)-and (1,1)-exchanges is computed by local search in line 6. The elite set P is initialized in line 7 with the local optimum x obtained in the first iteration. For all other iterations, lines 8 to 14 perform the application of path-relinking and the elite set management.
A pool solution x p is chosen, at random, from the elite set in line 9. To favor longer paths, x p is chosen with probability proportional to its Hamming distance to the current solution x, i.e. |{j = 1, . . . , n : x p j = x j }|. We do not consider a pool solution if its Hamming distance with respect to x is less than four, since any path between them cannot contain solutions simultaneously better than both of them. Line 10 determines whether x or x p is the starting solution x s . The other one is defined as the target solution, x t . Path-relinking is applied to the pair x s and x t of solutions in line 11 resulting in a solution x, which is reoptimized by local search in line 12. The elite set P is update in line 13. If the pool is not full and the new solution is different from all others in the pool, then it is automatically inserted in the elite set. Otherwise, if the new solution x is better than the worst solution in the elite set, it replaces the highest cost solution in the pool. If x does not improve upon the worst solution in the elite set, then it is discarded. The best solution x * and its cost z * are updated in lines 15 to 18. The attribution of x and x p to the initial solution x s or to the target solution x t depends on the path-relinking strategy. Different approaches have been considered in the implementation of this procedure (Resende and Ribeiro, 2005; 2010; Resende et al., 2010) . In this paper we considered three strategies:
• Forward: when the initial solution is the highest cost solution between x s and x t .
• Backward: when the initial solution is the lowest cost solution between x s and x t .
• Mixed: when two paths are simultaneously explored by interchanging the roles of initial and target solution after each move. In this case, the attribution of either x or x p to x s or to x t is indifferent.
A template for Lagrangean heuristics
Lagrangean relaxation (Beasley, 1993; Fisher, 2004 ) is a mathematical programming technique that can be used to provide lower bounds for combinatorial optimization problems. However, the primal solutions produced by the algorithms used to solve the Lagrangean dual problem are not necessarily feasible. Held and Karp (1970; 1971) were among the first to explore the use of the dual multipliers produced by Lagrangean relaxation to derive lower bounds, applying this idea in the context of the traveling salesman problem.
Lagrangean heuristics exploit the dual multipliers to generate primal feasible solutions. Beasley (1987; 1990b) described a Lagrangean heuristic for set covering which can be extended to the set k-covering problem.
A Lagrangean relaxation of the set k-covering problem can be defined by associating dual multipliers λ i ∈ R + , for i = 1, . . . , m, to each inequality (2). This results in the following Lagrangean relaxation problem LRP(λ):
By letting c
x j ∈ {0, 1} , j = 1, . . . , n, whose optimal solution x ′ (λ) is given by
for j = 1, . . . , n, where the objective function value given by
is a lower bound to the optimal value of the original problem (1)-(3). The best lower bound z ′ (λ * ) is the solution of the Lagrangean dual problem LDP:
Subgradient optimization may be used to solve (5). Subgradient algorithms may start from any feasible set of dual multipliers, such as λ i = 0, for i = 1, . . . , m, and iteratively generate further multipliers. We use the same strategy described in Held et al. (1974) for updating the dual multipliers from one iteration to the next. At any iteration q, let λ q be the current vector of multipliers and let x ′ (λ q ) be an optimal solution to problem LRP(λ q ), whose optimal value is z ′ (λ q ). Furthermore, letz be a known upper bound to the optimal value of problem (1)-(3). Additionally, let g q ∈ R m be a subgradient of z ′ (λ) for λ = λ q , with
To update the Lagrangean multipliers, the algorithm makes use of a step size
2 , where η ∈ (0, 2]. Multipliers are then updated according to
. . , m, and the subgradient algorithm proceeds to iteration q + 1. Beasley (1990b) reports as computationally useful to adjust the components of the subgradients to zero whenever they do not effectively contribute to the update of the multipliers, i.e. arbitrarily set g The Lagrangean heuristic proposed in this section makes use of the dual multipliers λ q and of the optimal solution x ′ (λ q ) to each problem LRP (λ q ) to build feasible solutions to the original problem (1)-(3). To do this, let H be a heuristic that builds a feasible solution x from an initial solution x 0 . Two approaches are considered to define x 0 : Beasley (1990b) sets x 0 = x(λ q ), while Caprara et al. (1999) simply initialize x 0 j = 0, for j = 1, . . . , n. In other words, the first approach repairs the initial solution x ′ (λ q ) to make it feasible, while the second builds a feasible solution from scratch.
Heuristic H is initially applied from scratch using the original cost vector c. In any subsequent iteration q of the subgradient algorithm, H either uses Lagrangean reduced costs c
H,γ be the solution obtained by H, using a generic cost vector γ corresponding to either one of the above modified cost schemes or to the original cost vector. Its cost is given by n j=1 c j x H,γ j and may be used to update the upper boundz to the optimal value of the original problem (1)-(3). This upper bound may be further improved by local search and is used to adjust the step size in (7).
Algorithm 5 describes the pseudo-code of the Lagrangean heuristic. Lines 2 to 4 initialize the upper and lower bounds, the iteration counter, and the dual multipliers. The iterations of the subgradient algorithm are performed along the loop in lines 5 to 22. The reduced costs are computed in line 6 and the Lagrangean relaxation problem is solved by inspection in line 7. In the first iteration of the Lagrangean heuristic, the original cost vector is assigned to γ in line 8, while in subsequent iterations a modified cost vector is assigned in line 9. Lines 10 to 16 determine that a basic heuristic is used to produce a primal feasible solution to problem (1)-(3) whenever the iteration counter q is a multiple of an input parameter H. A heuristic H is applied in line 11 to produce the feasible solution x H,γ . If the cost of this solution is lower than the current upper bound, the best solution so far and its cost are updated in lines 13 and 14, respectively. If the lower bound z ′ (λ q ) computed in iteration q is greater than the best lower bound z D , then in line 17 the lower bound z D is updated. Line 18 computes the subgradient and line 19 computes Apply a basic heuristic H with cost vector γ to obtain x H,γ ;
Compute subgradient:
Compute step size:
Update dual multipliers: λ 
Basic heuristics and Lagrangean GRASP
Different implementation strategies of the heuristic H in the template of Algorithm 5 lead to distinct Lagrangean heuristics. We considered two variants: the first makes use of a greedy algorithm (as presented in Section 3.1) with local search (as presented in Section 3.2), while the second is a GRASP with path-relinking (as presented in Section 3.3).
5.1. Greedy heuristic. This heuristic either builds a feasible solution x from scratch, or repairs the solution x ′ (λ q ) produced in line 7 of the Lagrangean heuristic described in Algorithm 5 to make it feasible for problem (1)-(3). It corresponds to the greedy randomized construction described in Algorithm 1 using parameter α = 0 and modified costs (c ′ orc). The local search described in Algorithm 2 is applied to the resulting solution, using the original cost vector c. We shall refer to the Lagrangean heuristic that uses the greedy heuristic as the greedy Lagrangean heuristic or simply GLH.
GRASP heuristic.
Instead of simply performing one construction step followed by local search as in the greedy heuristic, this variant applies the GRASP with path-relinking heuristic of Algorithm 4 either to build a feasible solution x from scratch, or to repair the solution x ′ (λ q ) produced in line 7 of the Lagrangean heuristic described in Algorithm 5 to make it feasible for problem (1)-(3). We shall refer to the Lagrangean heuristic that uses the GRASP heuristic as the GRASP Lagrangean heuristic or simply LAGRASP.
Although the GRASP heuristic produces better solutions than the greedy heuristic, the latter is much faster. To appropriately address this trade-off, we choose in line 11 of Algorithm 5 to use the GRASP heuristic with probability β and the greedy heuristic with probability 1 − β, where β is a parameter of the algorithm.
We note that this strategy involves three main parameters: the number H of iterations after which the basic heuristic is always applied, the number Q of iterations performed by the GRASP with path-relinking heuristic when it is chosen as the basic heuristic, and the probability β of choosing the GRASP heuristic as H. We shall refer to the Lagrangean heuristic that uses this hybrid strategy as LAGRASP(β, H, Q).
To implement path-relinking in the GRASP basic heuristic, LAGRASP maintains a global pool P which is empty at the start of the subgradient method. Each solution obtained in the GRASP local search phase is a candidate to be inserted in the elite set, following the pool management policy presented in Section 3.3.
Computational experiments
The computational experiments were performed on a 2.33 GHz Intel Xeon E5410 Quadcore computer running Linux Ubuntu 8.04. Each run was limited to a single processor. All codes were implemented in C and compiled with gcc 4.1.2. We generated 135 test instances for the set k-covering problem from 45 set covering instances of the OR-Library (Beasley, 1990a) . For each original instance, three different coverage factors k are considered:
• k min : k = 2;
The characteristics of the seven classes of test problems are shown in Table 1. 6.1. Comparative metrics. We used the following metrics to compare the heuristics:
• BestValue: for each instance, BestValue is the best solution value obtained over all executions of the methods considered.
• Dev : for each run of a method, Dev is the relative deviation in percentage between BestValue and the solution value obtained in that run.
• AvgDev : average value of Dev over all instances and runs of a method in a particular experiment.
• #Best : for each method, this metric gives the number of runs whose solution value matched BestValue.
• NScore: for each method and instance, this metric gives the number of methods that found better solutions than this specific method for this instance. In case of ties, all methods receive the same score, equal to the number of methods strictly better than all of them.
• Score: for each method, this metric gives the sum of the NScore values over all instances in the experiment. Thus, lower values of Score correspond to better methods.
• TTime: for each method, this metric gives the sum over all instances of the average time taken by this method over all runs of the same instance.
6.2. GRASP with path-relinking. The experiments reported in this section aim to evaluate the quality of the solutions returned by different variants of the GRASP with path-relinking heuristic GRASP+PR. The RCL parameter α in the construction phase is automatically adjusted according to the Reactive GRASP strategy, as suggested by Prais and Ribeiro (2000) . For each value of α in a set of discrete values {α 1 , α 2 , . . . , α r }, we associate probabilities p i , i = 1, . . . , r. Before starting the GRASP+PR iterations, we set p i = 1/r, for i = 1, . . . , r. These probabilities are periodically updated according to
where f * is the value of the best solution found among all previous GRASP+PR iterations and M i is the average value of the solutions found using the RCL parameter α set to α i . In doing so, values of α leading to better results will have a higher probability of being selected. The factor δ = 100 is used to attenuate low value probabilities and to intensify high value probabilities. In this experiment, r is fixed to 20 and α i = i/20, for i = 1, . . . , r. The probabilities p i are updated every 100 iterations.
Path-relinking was implemented according to the forward, backward, and mixed strategies. The pool of elite solutions was set to have at most 100 elements.
To evaluate each variant of GRASP+PR, eight runs were carried out for each instance, varying the initial seed given to the random number generator. The algorithm stops whenever a maximum time limit is reached. The time limit given to the instances in each class is approximately that needed by a pure, memoryless GRASP variant to perform 1000 iterations on the first instance of the class. Table Table 2 . Time limits (in seconds) given to the instances in each class and for each coverage factor in the experiments with GRASP with path-relinking. 2 shows, for each coverage factor, the time limits (in seconds) given to the instances in each class of test problems. Table 3 shows comparisons over all 135 test instances for a pure GRASP heuristic (Gpure) and three variants of GRASP with path-relinking: backward (GPRb), forward (GPRf), and mixed (GPRm). The table shows that all variants with pathrelinking performed similarly and were better than the pure GRASP, since their average percentage deviations from the best value ranged from 0.87% to 0.94%, while for pure GRASP this value amounted to 2.52%. Although the pure GRASP obtained the worst average percentage deviation, it found the best solutions in a greater number of runs than the variants using path-relinking. Furthermore, we observed that Gpure obtained the best solutions for 52 instances, while GPRb, GPRf, and GPRm found the best solutions for 38, 30, and 37 instances, respectively. These results of Gpure, however, did not lead to the best AvgDev metric value since, for the most of the instances, the relative deviation from the best value is greater than those obtained by the other variants of GRASP. Among the variants using path-relinking, the best results were obtained by the backward strategy, which presented the best results for the three metrics reported in the table. 6.3. Greedy Lagrangean heuristic. This section reports on the computational experiments performed to evaluate the efficiency of different variants of the greedy Lagrangean heuristic. By combining the two different approaches to build the initial solution x 0 and the two modified cost schemes used in the heuristic H, four different variants of greedy Lagrangean heuristics were devised:
• GLH1 LL: Lagrangean modified costs are used to build a feasible solution from the one provided by the Lagrangean relaxation.
• GLH2 CL: complementary modified costs are used to build a feasible solution from the one provided by the Lagrangean relaxation.
• GLH3 LS: Lagrangean modified costs are used to build a feasible solution from scratch. • GLH4 CS: complementary modified costs are used to build a feasible solution from scratch. For all variants, the step size parameter η is initially set to 2 and halved after every 50 consecutive iterations of the subgradient algorithm without improvement in the best lower bound. The greedy heuristic is run at every subgradient iteration. Following Beasley (1990b) , the greedy Lagrangean heuristic stops whenever the lower bound z D matches the upper boundz or the step size parameter η becomes too small (η ≤ 10 −4 in our implementation). Table 4 displays a summary of the results obtained over all 135 test instances with the four variants of the greedy Lagrangean heuristic. The four heuristics were able to find good solutions of similar quality, as demonstrated by their average deviations from the best value, which ranged from 0.09 to 0.15%. However, the two variants based on building feasible solutions from scratch consumed much more running time (about twice the times observed for the other variants). With respect to the variants that start from the solutions provided by the Lagrangean relaxation, the one using Lagrangean modified costs (GLH1 LL) obtained best results for the three quality metrics, finding 384 best solutions over the eight executions for each of the 135 instances at the cost of a small additional running time. 6.4. GRASP Lagrangean heuristic. In this section, we report the computational experiments involving the LAGRASP hybridization of the best variant of GRASP with path-relinking (as presented in Section 6.2) with the best variant of the greedy Lagrangean heuristic (as presented in Section 6.3). Instead of building an initial solution from scratch, the GRASP construction phase receives the solution x 0 provided by the Lagrangean relaxation. Furthermore, instead of the original costs, Lagrangean reduced costs are used to evaluate the candidate elements. The RCL parameter α used in the GRASP construction phase was set to 0.3 to reduce the computational burden with respect to the reactive variant used in the GRASP implementations.
The aim of the first experiment with the GRASP Lagrangean heuristic is to evaluate the relationship between running times and solution quality for different parameter settings. Parameter H, the number of iterations between successive calls to the heuristic H, was set to 1, 5, 10, and 50. Parameter β, the probability of GRASP being applied as the heuristic H, was set to 0, 0.25, 0.50, 0.75, and 1. Parameter Q, the number of iterations carried out by the GRASP heuristic was set to 1, 5, 10, and 50. By combining these parameter values, 68 variants of the hybrid LAGRASP heuristic were created. Each variant was applied eight times to each instance, with different initial seeds given to the random number generator. The set of 21 instances considered in this experiment was formed by the first instance of each class described in Table 1 .
The plot in Figure 2 summarizes the results for all evaluated variants, displaying points whose coordinates are the values of the AvgDev and TTime metrics for each combination of parameter values. Eight variants of special interest are identified and labeled with the corresponding parameters β, H, and Q, in this order. These variants correspond to some selected Pareto points in the plot in Figure 2 , i.e, for a given AvgDev value there is no other variant which reaches the same value in less CPU time. Additionally, for a given CPU time, there is no other variant which shows a better result for the AvgDev metric in at most this CPU time. Setting β = 0 and H = 1 corresponds to the greedy Lagrangean heuristic (GLH) or, equivalently, to LAGRASP(0,1,-), whose average deviation from the best value amounted to 0.12% in 4,859.16 seconds of total running time. Table 5 shows the values of AvgDev and TTime for each variant.
In the following experiment, all 135 test instances were considered in the comparison of the eight variants of LAGRASP selected above. Table 6 summarizes the results obtained by the eight variants. It shows that LAGRASP(1,1,50) found the best solutions, with their average deviation from the best values being as small as 0.079%. It also found the best known solutions in 365 executions, again with the best performance when the eight variants are evaluated side by side, although at the cost of the longest running times. On the other hand, the smallest running times were observed for LAGRASP(0,50,-), which was over 3000 times faster than LAGRASP(1,1,50) but found the worst-quality solutions. Figures 3 and 4 illustrate the merit of the proposed approach for instances scp43-k max and scpd3-k min . We first observe that all variants reach the same lower bounds, which is expected since they depend exclusively on the common subgradient algorithm. However, as the dual information (i.e., the lower bound) seems to stabilize, the upper bound obtained by LAGRASP(0,1,-) (or GLH) also seems to freeze. On the other hand, the Lagrangean heuristics based on GRASP continue to make improvements in discovering better upper bounds, since the randomized GRASP construction makes it possible to escape from locally optimal solutions and to find new, improved upper bounds. 6.5. Comparative results between LAGRASP and GRASP. Finally, we compare in this section the performances of GRASP and LAGRASP when the same time limits are used as the stopping criterion for both heuristics. We consider the best variant of GRASP presented in Section 6.2, in which GRASP is combined with backward path-relinking (GPRb). GPRb is compared with the eight variants of the Lagrangean heuristics selected in Section 6.4. Results of GPRb and LAGRASP heuristics are also compared with the best solutions found by the commercial integer programming solver CPLEX 11. The stopping criterion for CPLEX was either the convergence of lower and upper bounds (proved optimality) or a maximum time limit set at 86,400 seconds (24 hours). Tables 7-9 report, for each group of instances, the best solution values obtained. These solutions may be useful for future benchmarking studies. For each instance, the tables list the value of the best solution found by CPLEX 11 in at most 24 hours of CPU time, the number of branch and bound nodes explored by CPLEX, and the value of the best solution found by LAGRASP. Each LAGRASP solution corresponds to the best solution found by the eight LAGRASP Pareto configurations shown in the plot in Figure 2 and in Table 5 . CPLEX solution values displayed in boldface correspond to those for which CPLEX was able to prove optimality.
The Lagrangean heuristics and GPRb were run on the 135 test instances with the time limits defined in Table 2 . Eight runs were performed for each heuristic and each instance, using different initial seeds input to the random number generator. The results in Table 10 show that all variants of LAGRASP outperformed GPRb and were able to find solutions whose costs are very close to or as good as those obtained by CPLEX, while GPRb found solutions whose costs are on average 4.05% larger than the best values obtained by the commercial solver.
Figures 5 and 6 display the typical behavior of the two methods compared in this section for instances scp43-k max and scpd3-k min , respectively. As opposed to the GRASP with path-relinking heuristic, the Lagrangean heuristics are able to escape from local optima and keep improving the solutions to obtain the best results. 6.6. Numerical results for the original set covering instances. In this section, the GRASP Lagrangean heuristic is applied to the 45 original instances of the set covering problem described in Table 1 , which correspond to set k-covering instances with k = 1. Table 11 reports the results obtained by the eight selected variants of LAGRASP, comparing the best solutions found over eight runs for each instance with the optimal values presented in Caprara et al. (1999) . This table shows that variant LAGRASP(1,1,50) obtained the best results over the eight variants, at the cost of longer running times. The average deviation from the optimal value was only 0.11% and this heuristic found the optimal solutions for the largest number of runs (305 out of 360 runs). For each algorithm, we compute the number of instances for which at least one run of the eight attempts found the optimal solution. These values are shown in the fourth column of Table 11 . These results are promising given that they were obtained without any special tuning of the parameters for this particular case of k = 1.
Concluding remarks
The main goal of this paper was to advance the current state-of-the-art of hybrid heuristics combining metaheuristics with Lagrangean relaxations. To the best of our knowledge, the paper reports on the first proposal of hybridization between GRASP and Lagrangean heuristics based on subgradient optimization. The set k-covering problem was used as the test bed for the algorithmic developments and computational experiments. Few heuristics are available in the literature for this problem. The need for good approximate algorithms for this problem is well established, due to the hardness of solving the separation problem associated with branch-and-cut algorithms for its exact solution. Two applications of the set k-covering problem were described and 135 test instances were derived from set covering instances in the OR-Library. We first described a GRASP with path-relinking heuristic for the set k-covering problem, followed by the template of a family of Lagrangean heuristics. The greedy Lagrangean heuristic makes use of a greedy algorithm to obtain solutions for the Lagrangean relaxation, while the hybrid GRASP Lagrangean heuristic LAGRASP employs the best variant of GRASP with path-relinking for this purpose.
Extensive computational experiments were carried out on 135 test instances, comparing running times and different metrics of solution quality for pure GRASP, GRASP with path-relinking, greedy Lagrangean, and GRASP Lagrangean heuristics. The numerical results show that, for the set k-covering problem, the Lagrangean heuristics performed consistently better than GRASP. The comparison of different variants of LAGRASP showed that, by properly tuning its parameters, it is possible to obtain a good trade-off between solution quality and running time. Despite consuming longer running times, LAGRASP was able to find better solutions than the greedy Lagrangean heuristics for a larger number of instances.
Furthermore, it is important to observe that LAGRASP makes better use of dual information provided by subgradient optimization and is able to discover better solutions and to escape from locally optimal solutions after the stabilization of the lower bounds, when the greedy Lagrangean heuristic fails to find new improving solutions.
