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ENHANCED SPECIALIZATION AND
MICROLOCALIZATION
ANDREA D’AGNOLO AND MASAKI KASHIWARA
Abstract. Enhanced ind-sheaves provide a suitable framework for
the irregular Riemann-Hilbert correspondence. In this paper, we
show how Sato’s specialization and microlocalization functors have a
natural enhancement, and discuss some of their properties.
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1. Introduction
1.1. Let M be a real analytic manifold, and N ⊂ M a closed sub-
manifold. The normal deformation (or deformation to the normal cone)
of M along N is a real analytic manifold MndN endowed with a map
(p, s) : MndN −→ M × R, such that s
−1(R 6=0) ∼−→ M × R 6=0 and s
−1(0) is
identified with the normal bundle TNM .
Sato’s specialization functor νN , defined through p : M
nd
N −→ M , as-
sociates to a sheaf1 F ∈ Db(kM ) a conic sheaf on TNM , describing the
asymptotic behaviour of F along N . Let
•
TNM be the complement of the
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1We abusively call sheaf an object of the bounded derived category Db(kM ) of
sheaves of k-vector spaces on M , for a fixed base field k.
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zero section, identified with N . One has νN(F )|N ≃ F |N , and νN (F )| •TNM
only depends on F |M\N .
Sato’s microlocalization functor µN is obtained from νN by Fourier-
Sato transform, and provides a tool for the microlocal analysis of F on
the conormal bundle T ∗NM .
1.2. In this paper, we will define the enhanced version of the special-
ization and microlocalization functors. With notations as in §1.1, this
proceeds as follows.
We start by showing that there exists a (unique) real analytic bordered
space (MndN )∞ such that the map p : (M
nd
N )∞ −→ M is semiproper. (We
call this a bordered compactification of p.)
Mimicking the classical construction, with MndN replaced by (M
nd
N )∞,
we get an enhancement of Sato’s specialization. This associates to an
enhanced ind-sheaf K ∈ Eb(IkM ) a conic enhanced ind-sheaf EνN (K)
on the bordered compactification (TNM)∞ of TNM −→ N . Consider the
bordered space (M \N)∞ := (M \ N,M). One has EνN (K)|N ≃ K|N ,
and EνN(K)|(
•
TNM)∞
depends on K|(M\N)∞ , not only on K|M\N .
Then, using the enhanced Fourier-Sato transform L(·), we get the en-
hanced microlocalization functor EµN :=
LEνN , with values in conic en-
hanced ind-sheaves on (T ∗NM)∞.
We establish some functorial properties of the functors EνN and EµN .
These are for the most part analogous to properties of the classical func-
tors νN and µN , but often require more geometrical proofs.
1.3. In view of future applications to the Fourier-Laplace transform of
holonomic D-modules, we also discuss the following situation.
Let τ : V −→ N be a vector bundle, and V∞ its bordered compact-
ification. In this setting, we consider the natural enhancement of the
smash functor from [2, §6.1], described as follows. Let SV :=
Ä
(R× V ) \
({0}×N)
ä
/R×>0 be the fiberwise sphere compactification of τ , and iden-
tify V with the hemisphere (R>0 × V )/R
×
>0. Consider the hypersurface
H := ∂V ⊂ SV , and identify
•
V := V \N with the half of TH(SV ) point-
ing to V . Then, the restriction of EνH to (
•
V )∞ can be thought of as a
“specialization at infinity” on V . The enhanced smash functor EσV (see
§6.1) provides an extension of EνH from (
•
V )∞ to V∞.
If K is an enhanced ind-sheaf on V∞, with the natural identification
V ∗∞ ≃ (T
∗
NV )∞ one has (see Proposition 6.6)
EσV ∗(
LK) ≃ EµN(K).
1.4. The contents of this paper are as follows.
We introduce in Section 2 the notion of bordered compactification.
This is a relative analogue of the classical one-point compactification.
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Then, we show that the normal deformation p : MndN −→M has a bordered
compactification (MndN )∞ in the category of subanalytic bordered spaces.
Using the bordered normal deformation, and after recalling some nota-
tions in Section 3, the enhanced specialization is introduced and studied
in Section 4. We also consider an analogous construction, attached to
the real oriented blow-up of M with center N . Moreover, we discuss the
notion of conic enhanced ind-sheaf.
Section 5 establishes some complementary results on the enhanced
Fourier-Sato transform, and uses it to enhance the microlocalization func-
tor. Finally, in Section 6, we link the microlocalization along the zero
section of a vector bundle with the so-called smash functor.
2. Bordered normal deformation
Here, after recalling the notion of bordered space from [3, §3], we
introduce the notion of bordered compactification. We then show that
the deformation to the normal cone, for which we refer to [7, §4.1], admits
a canonical bordered compactification.
In this paper, a good space is a topological space which is Hausdorff,
locally compact, countable at infinity, and with finite soft dimension.
2.1. Bordered spaces. Denote by Top the category of good spaces and
continuous maps.
Denote by b-Top the category of bordered spaces, whose objects are
pairs M = (M,C) with M an open subset of a good space C. Set
◦
M :=M
and
∨
M := C. A morphism f : M −→ N in b-Top is a morphism
◦
f :
◦
M −→
◦
N
in Top such that the projection Γ ◦
f
−→
∨
M is proper. Here, Γ ◦
f
denotes the
closure in
∨
M×
∨
N of the graph Γ ◦
f
of
◦
f .
The functor M 7→
◦
M is right adjoint to the embedding Top −→ b-Top,
M 7→ (M,M). We will write for short M = (M,M). Note that M 7→
∨
M
is not a functor.
We say that f : M −→ N is semiproper if Γ ◦
f
−→
∨
N is proper. We say
that M is semiproper if so is the natural morphism M −→ {pt}. We say
that f : M −→ N is proper if it is semiproper and
◦
f :
◦
M −→
◦
N is proper.
For any bordered space M there are canonical morphisms
◦
M
iM // M
jM //
∨
M.
Note that jM is semiproper.
By definition, a subset Z of M is a subset of
◦
M. We say that Z is open
(resp. locally closed) if it is so in
◦
M. For a locally closed subset Z of M,
we set Z∞ = (Z,Z) where Z is the closure of Z in
∨
M. Note that, for an
open subset U ⊂ M, we have U∞ ≃ (U,
∨
M).
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We say that Z is relatively compact in M if it is contained in a compact
subset of
∨
M. Then, for a morphism of bordered spaces f : M −→ N, the
image
◦
f(Z) is relatively compact in N. In particular, the condition of Z
being relatively compact in M does not depend on the choice of
∨
M.
2.2. Bordered compactification. Let S be a bordered space. Denote
by b-Top S the category of bordered spaces over S, and by Top ◦
S
the cat-
egory of good spaces over
◦
S.
Lemma 2.1. Let M and N be bordered spaces over S. If N is semiproper
over S, then the natural morphism
Hom b-Top S(M,N) −→ HomTop◦
S
(
◦
M,
◦
N)
is an isomorphism.
Proof. Denote by p : M −→ S and q : N −→ S the given morphisms. In
order to prove the statement, it is enough to show that any continuous
map
◦
f :
◦
M −→
◦
N which enters the commutative diagram
◦
M
◦
f //
◦
p %%
❑❑
❑❑
❑❑
◦
N
◦
qyyt
tt
tt
t
◦
S
induces a morphism f : M −→ N. That is, we have to prove that the map
Γ ◦
f
−→
∨
M is proper.
It is not restrictive to assume that
◦
p extends to a map
∨
M −→
∨
S. Since
Γ ◦
f
⊂
◦
M×
◦
N is included in
◦
M×◦
S
◦
N, its closure Γ ◦
f
in
∨
M×
∨
N is included in
∨
M×∨
S
Γ◦q. Since q is semiproper, the map Γ◦q −→
∨
S is proper. Hence so is
the map Γ ◦
f
−→
∨
M. 
Proposition 2.2. Let M be a good space, and p : M −→ S a morphism of
bordered spaces. Then there exists a bordered space M∞, with (M∞)
◦ =
M , such that
◦
p induces a semiproper morphism p∞ : M∞ −→ S. Such an
M∞ is unique up to a unique isomorphism.
Definition 2.3. With notations as above, M∞ is called the bordered
compactification of M over S.
Proof of Proposition 2.2. Set
∨
M :=M⊔
∨
S, and endow it with the following
topology. Let i :
∨
S →֒
∨
M and j : M →֒
∨
M be the inclusions. Consider
the map
◦
p : M −→
◦
S. For s ∈
∨
S, a neighborhood of i(s) is a subset of
∨
M
containing i(V ) ∪ j
Ä
◦
p−1(V ∩
◦
S) \K
ä
, where V ⊂
∨
S is a neighborhood of
s, and K ⊂ M is a compact subset. For x ∈ M , a neighborhood of j(x)
is a subset of
∨
M containing j(U), where U ⊂M is a neighborhood of x.
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It is easy to check that
∨
M is a good topological space containing M as
an open subset.
Define
∨
p :
∨
M −→
∨
S by
∨
p(j(x)) =
◦
p(x) for x ∈M , and
∨
p(i(s)) = s for s ∈
∨
S. Then,
∨
p is proper. It follows that, settingM∞:=(M,
∨
M), the morphism
p extends to a semiproper morphism M∞ −→
∨
S. Such a morphism factors
as M∞
p∞
−−−→ S
jS−−→
∨
S, and hence also p∞ is semiproper.
This proves the existence. Uniqueness follows from Lemma 2.1, by
considering the commutative diagram
M
iM //
p ''❖❖
❖❖
❖❖
M∞
p∞vv♥♥♥
♥♥♥
S.

2.3. Blow-ups and normal deformation. Let M be a real analytic
manifold and N ⊂ M a closed submanifold. Denote by τ : TNM −→ N
the normal bundle, and by
•
TNM ⊂ TNM the complement of the zero-
section. Recall that the multiplicative groups R× :=R 6=0 and R
×
>0 :=R>0
act freely on
•
TNM . Denote by SNM :=
•
TNM/R
×
>0 the sphere normal
bundle, and by PNM :=
•
TNM/R
× the projective normal bundle.
Notation 2.4. (i) Denote by prb : M
rb
N −→M the real oriented blow-
up of M with center N . Recall that M rbN is a subanalytic space,
that prb induces an isomorphism p
−1
rb (M \N)
∼−→M \N , and that
p−1rb (N) = SNM . In fact, M
rb
N is a real analytic manifold with
boundary SNM . This is pictured in the commutative diagram
(2.1) SNM
  //

M rbN
prb

M \N? _oo
K k
xxqqq
qq
qq
N 
 //

M .
(ii) Denote by ppb : M
pb
N −→ M the real projective blow-up of M with
center N . Recall that MpbN is a real analytic manifold, that
ppb induces an isomorphism p
−1
pb (M \ N)
∼−→ M \ N , and that
p−1pb (N) = PNM . This is pictured in the commutative diagram
(2.2) PNM
  //

MpbN
ppb

M \N? _oo
K k
xxqqq
qq
qq
N 
 //

M .
We have a natural commutative diagram
MpbN
ppb ##
●●
●●
M rbN
prb{{①①
①①
oo
M.
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(iii) Denote by (pnd, snd) : M
nd
N −→ M × R the normal deformation (or
deformation to the normal cone) of M along N (see [7, §4.1]).
Recall that MndN is a real analytic manifold, and that (pnd, snd) in-
duces isomorphisms p−1nd (M\N)
∼−→ (M\N)×R 6=0 and s
−1
nd (R 6=0)
∼−→
M ×R 6=0. One also has s
−1
nd ({0}) = TNM . This is pictured in the
commutative diagram
(2.3) TNM
  ind //

MndN
(pnd,snd)

M × R 6=0?
_oo
I i
vv♠♠♠
♠♠
♠♠
♠♠
♠♠
M × {0} 
 //

M × R .
There is a natural action of R× on MndN , extending that on TNM .
The map snd : M
nd
N −→ R is smooth and equivariant with respect to
the action of R× on R given by c ·s = c−1s. For Ω:=s−1nd (R>0)
∼−→
M × R>0, consider the commutative diagram
(2.4) TNM
  ind //
τ

MndN
pnd

Ω? _
jndoo
pΩxx♣♣♣
♣♣
♣♣
♣♣
♣
N 

iN
//

M ,
where we set pΩ := pnd|Ω. Note that Ω = s
−1
nd (R>0) = Ω ⊔ TNM .
For S ⊂M , the normal cone to S along N is defined by
(2.5) CN(S) := TNM ∩ p
−1
Ω (S).
(iv) Denote by ‹Ω the complement of p−1nd (N) \
•
TNM in Ω, i.e. ‹Ω =Ä
(M \N)×R>0
ä
⊔
•
TNM . Thus, ‹Ω is an open subset of Ω which
is invariant by the action of R×>0, and enters the commutative
diagram
(2.6) TNM
  // Ω
pnd|Ω
$$■
■■
■■
■■
■
•
TNM
  //

?
OO

‹Ω
?
OO
γ

M .
SNM
  //

M rbN
prb
::✈✈✈✈✈✈✈
Note that γ : ‹Ω −→M rbN is a principal R×>0-bundle.
Remark 2.5. Let us illustrate the above constructions in local coor-
dinates. Consider a chart M ⊃ U
ϕ
−→ Rmx × R
n
y such that N ∩ U =
ϕ−1({x = 0}).
(i) Let R×>0 act on R
m
v × R
n
y × Rs by c · (v, y, s) = (cv, y, c
−1s). Then
p−1rb (U) ⊂ M
rb
N has R
×
>0-homogeneous coordinates [v, y, s] with v 6= 0,
s > 0, and (sv, y) ∈ ϕ(U). One has prb([v, y, s]) = (sv, y).
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(ii) Similarly, replacing the action of R×>0 by that of R
×, the open subset
p−1pb (U) ⊂ M
pb
N has R
×-homogeneous coordinates [v, y, s] with v 6= 0 and
(sv, y) ∈ ϕ(U). One has ppb([v, y, s]) = (sv, y).
(iii) The open subset p−1nd (U) ⊂ M
nd
N has coordinates (v, y, s) ∈ R
m+n+1,
with (sv, y) ∈ ϕ(U). One has pnd(v, y, s) = (sv, y) and snd(v, y, s) = s.
The action of R× on MndN is given by c · (v, y, s) = (cv, y, c
−1s). One has
Ω ∩ p−1nd (U) = {s > 0} and Ω ∩ p
−1
nd (U) = {s > 0}.
(iv) One has ‹Ω ∩ p−1nd (U) = {(v, y, s) ; s > 0, v 6= 0} and γ(v, y, s) =
[v, y, s] ∈M rbN .
2.4. Bordered normal deformation. Let M be a real analytic man-
ifold and N ⊂ M a closed submanifold. Set X = M × P and Y =
N × {0} ⊂ X, where P :=R∪ {∞} is the real projective line. There is a
natural commutative diagram
(2.7) MndN
  //
(pnd,snd) 
XpbY
ppb

M × R 
 //

M × P = X,
where the bottom arrow is induced by the inclusion of the affine chart R ⊂
P, and the top arrow is the embedding described as follows. Recall that
MndN = s
−1
nd (R 6=0) ⊔ TNM . The natural identifications snd : s
−1
nd (R 6=0)
∼−→
M ×R 6=0 and ppb : p
−1
pb (X \Y )
∼−→ (M ×P) \ (N ×{0}), provide an open
embedding s−1nd (R 6=0) ⊂ X
pb
Y . This extends to M
nd
N by sending v ∈ TNM
to [v, 1] ∈ PYX = p
−1
pb (Y ). Note that one has
XpbY \M
nd
N = p
−1
pb
Ä
M × {∞}
ä
⊔ p−1pb
Ä
(M \N)× {0}
ä
= p−1pb
Ä
M × {∞}
ä
⊔ p−1pb
Ä
(M \N)× {0}
ä
⊔ PN×{0}(M × {0}).
Remark 2.6. Let us describe the above constructions in the situation
of Remark 2.5. Consider the action of R× on Rmv × R
n
y × Rr × Rs given
by c · (v, y, r, s) = (cv, y, cr, c−1s). Let R = P \ {∞} be the affine chart.
Then p−1pb (U×R) ⊂ X
pb
Y has R
×-homogeneous coordinates [v, y, r, s] with
(v, s) 6= (0, 0) and (sv, y) ∈ ϕ(U). One has ppb([v, y, r, s]) = (sv, y, sr).
The embedding MndN →֒ X
pb
Y is given by (v, y, s) 7→ [v, y, 1, s].
Recall from [3, §5.4] that a real analytic bordered space is a bordered
space M such that
∨
M is a real analytic manifold, and
◦
M ⊂
∨
M is a sub-
analytic open subset. A morphism f : M −→ N of real analytic bordered
spaces is a morphism of bordered spaces such that
◦
f is a real analytic
map, and Γ ◦
f
is a subanalytic subset of
∨
M×
∨
N.
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Lemma-Definition 2.7. The bordered compactification of MndN over
M has a realization in the category of real analytic bordered spaces by
(MndN )∞ := (M
nd
N , X
pb
Y ), using the open embedding (2.7). Note that the
projection XpbY −→M is proper.
Note that the closure TNM of TNM in PYX is the projective com-
pactification of TNM along the fibers of τ : TNM −→ N . Considering
the bordered spaces (TNM)∞ := (TNM,TNM) and Ω∞ := (Ω, X
pb
Y ), one
has the commutative diagram with Cartesian squares of bordered spaces
semiproper over M
(2.8) (TNM)∞
  //

(MndN )∞
(pnd,snd)

Ω∞?
_oo
≀

N × {0} 
 //

M × R∞

M × (R>0)∞ .?
_oo
Note that the morphisms in the top row are (R×>0)∞-equivariant. Here,
(R×>0)∞ := (R>0,R) is a group object in b-Top.
3. Review on enhanced ind-sheaves
We recall here some notions and results, mainly to fix notations, refer-
ring to the literature for details. In particular, we refer to [7] for sheaves,
to [12] (see also [5, 4]) for enhanced sheaves, to [8] for ind-sheaves, and to
[3] (see also [9, 10, 6, 4]) for bordered spaces and enhanced ind-sheaves.
In this paper, k denotes a base field.
3.1. Sheaves. Let M be a good space.
Denote by Db(kM) the bounded derived category of sheaves of k-vector
spaces onM , and by ⊗, f−1, Rf! and RHom , Rf∗, f
! the six operations.
Here f : M −→ N is a morphism of good spaces.
For S ⊂ M locally closed, we denote by kS the extension by zero to
M of the constant sheaf on S with stalk k.
3.2. Ind-sheaves. Let M be a bordered space.
We denote by Db(IkM) the bounded derived category of ind-sheaves of
k-vector spaces on M, and by ⊗, f−1, Rf!! and RIhom , Rf∗, f
! the six
operations. Here f : M −→ N is a morphism of bordered spaces.
We denote by ιM : D
b(k ◦
M
) −→ Db(IkM) the natural embedding, by αM
the left adjoint of ιM. One sets RHom := αMRIhom .
For F ∈ Db(k ◦
M
), we often write simply F instead of ιMF in order to
make notations less heavy.
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3.3. Enhanced ind-sheaves. Denote by t ∈ R the coordinate on the
affine line, consider the two-point compactification R :=R∪{−∞,+∞},
and set R∞ := (R,R). For M a bordered space, consider the projection
πM : M× R∞ −→ M.
Denote by Eb(IkM) := D
b(IkM×R∞)/π
−1
M D
b(IkM) the bounded derived
category of enhanced ind-sheaves of k-vector spaces on M. Denote by
QM : D
b(IkM×R∞) −→ E
b(IkM) the quotient functor.
For f : M −→ N a morphism of bordered spaces, set
fR := f × idR∞ : M× R∞ −→ N× R∞.
Denote by
+
⊗, Ef−1, Ef!! and RIhom
+, Ef∗, Ef
! the six operations for
enhanced ind-sheaves. Recall that
+
⊗ is the additive convolution in the
t variable, and that the external operations are induced via Q by the
corresponding operations for ind-sheaves, with respect to the morphism
fR. Denote by D
E
M the Verdier dual.
There is a natural decomposition Eb(IkM) ≃ E
b
+(IkM) ⊕ E
b
−(IkM),
there are embeddings
ǫ±M : D
b(IkM)֌ E
b
±(IkM), F 7→ QM
Ä
k{±t>0} ⊗ π
−1
M F
ä
,
and one sets ǫM(F ) := ǫ
+
M(F ) ⊕ ǫ
−
M(F ) ∈ E
b(IkM). Note that ǫM(F ) ≃
QM
Ä
k{t=0} ⊗ π
−1
M F
ä
.
3.4. Stable objects. Let M be a bordered space. Set
k{t≫0} := “ lim−→
”
a→+∞
k{t>a} ∈ D
b(IkM×R∞),
k
E
M := QMk{t≫0} ∈ E
b
+(IkM).
An object K ∈ Eb(IkM) is called stable if K ∼−→ k
E
M
+
⊗K.
There is an embedding
eM : D
b(IkM)֌ E
b
+(IkM), F 7→ k
E
M
+
⊗ ǫM(F ),
with values in stable objects.
4. Specialization
We discuss here the natural enhancement of the notions of conic object
and Sato’s specialization. For the corresponding classical notions we refer
to [7, §3.7] and [7, §4.2], respectively. We also link the specialization
functor with the real oriented blow-up.
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4.1. Conic objects. Recall that the bordered space (R×>0)∞ := (R>0,R)
is semiproper and has a structure of bordered group (i.e., is a group
object in the category of bordered spaces). Let M be a bordered space
endowed with an action of (R×>0)∞, and consider the maps
p, µ : M× (R×>0)∞ −→ M,
where p is the projection and µ is the action. Similarly to [7], one says
that an object K ∈ Eb(IkM) is (R
×
>0)∞-conic if there is an isomorphism
Ep−1K ≃ Eµ−1K.
(Recall that if Ep−1K and Eµ−1K are isomorphic, then there exists a
unique isomorphism which restricts to the identity on M×{1}.) Denote
by Eb
(R×
>0
)∞
(IkM) the full triangulated subcategory of conic objects.
We say that a morphism γ : M −→ S is a principal (R×>0)∞-bundle if it
is semiproper and if M is endowed with an action of (R×>0)∞ such that
the underlying map
◦
γ :
◦
M −→ S is a principal R×>0-bundle.
Lemma 4.1. Let γ : M −→ S be a principal (R×>0)∞-bundle. Then, for
K ∈ Eb
(R×>0)∞
(IkM)
(i) one has
K ≃ Eγ−1Eγ∗K ≃ Eγ
!Eγ!!K.
In particular, K ≃ Eγ−1H for some H ∈ Eb(IkS).
(ii) One has Eγ!!K ≃ Eγ∗K[−1].
Proof. (i) Since the proofs are similar, let us only discuss the first iso-
morphism. Consider the cartesian diagram
M× (R×>0)∞
p //
µ

M
γ

M γ
//

S.
Recalling that K is (R×>0)∞-conic, one has
Eγ−1Eγ∗K ≃ Eγ
!Eγ∗K[−1] ≃ Ep∗Eµ
!K[−1] ≃ Ep∗Ep
!K[−1].
Then, Sublemma 4.2 implies
Eγ−1Eγ∗K ≃ RIhom
+
Ä
ǫM(Rp!k ◦
M×R
), K
ä
[−1]
≃ RIhom+
Ä
ǫM(kM[−1]), K
ä
[−1] ≃ K.
(ii) One has
Eγ!!K ≃ Eγ!!Eγ
−1Eγ∗K ≃ Eγ∗K
+
⊗ ǫS
Ä
Rγ!k ◦
M
ä
≃ Eγ∗K[−1],
where the first isomorphism follows from (i), and the second isomorphism
follows from Sublemma 4.2. 
ENHANCED SPECIALIZATION AND MICROLOCALIZATION 11
Sublemma 4.2. Let f : M −→ N be a semiproper morphism of bordered
spaces. Then, for any K ∈ Eb(IkM) one has
Ef!!Ef
−1K ≃ K
+
⊗ ǫN(Rf!k ◦
M
),
Ef∗Ef
!K ≃ RIhom+
Ä
ǫN(Rf!k ◦
M
), K
ä
.
Proof. The first isomorphism follows from
Ef!!Ef
−1K ≃ Ef!!
Ä
Ef−1K
+
⊗ ǫM(k ◦
M
)
ä
≃ K
+
⊗ Ef!!
Ä
ǫM(k ◦
M
)
ä
≃ K
+
⊗ ǫN(Rf!k ◦
M
),
where the last isomorphism is due to the fact that f is semiproper.
Similarly, the second isomorphism follows from
Ef∗Ef
!K ≃ Ef∗RIhom
+
Ä
ǫM(k ◦
M
),Ef !K
ä
≃ RIhom+
Ä
Ef!!
Ä
ǫM(k ◦
M
)
ä
, K
ä
≃ RIhom+
Ä
ǫN(Rf!k ◦
M
), K
ä
.

4.2. Conic objects on vector bundles. Let τ : V −→ N be a real vector
bundle over a good space N , and let
•
V = V \ N be the complement of
the zero-section. Let SNV −→ N be the associated sphere bundle defined
by SNV :=
•
V /R×>0. Consider the vector bundle W := R × V −→ N , and
let
•
W := W \ ({0} × N) be the complement of the zero section. The
fiberwise sphere compactification SV −→ N of V −→ N is the quotient
SV :=
•
W/R×>0, where the action is given by c · (u, x) = (cu, cx). The
bordered compactification of V −→ N is given by V∞ = (V, SV ). It is
endowed with a natural (R×>0)∞-action. Consider the morphisms
N
  o // V∞
τ
oo
•
V ∞
γ //? _joo
•
τ
hh SNV,
where o is the embedding of the zero section, j is the open embedding,
and γ the quotient by the action of R×>0.
Notation 4.3. For K ∈ Eb
(R×>0)∞
(IkV∞), set
Ksph := Eγ∗Ej
−1K ∈ Eb(IkSNV ).
Lemma 4.4. For K ∈ Eb
(R×
>0
)∞
(IkV∞), one has the isomorphisms
(i) Ej−1K ≃ Eγ−1Ksph,
(ii) Eτ∗K ≃ Eo
−1K,
(iii) Eτ!!K ≃ Eo
!K,
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and a distinguished triangle
(iv) E
•
τ !!Eγ
−1Ksph −→ Eo !K −→ Eo−1K
+1
−→.
Proof. (i) follows from Lemma 4.1.
(ii) We will adapt some arguments in the proof of [11, Lemma 2.1.12].
One has
Eτ∗Eo∗Eo
−1K ≃ Eo−1K,
Eτ∗Ej!!Ej
−1K ≃ Eτ∗Ej!!Eγ
−1Eγ∗Ej
−1K,
where the last isomorphism follows from Lemma 4.1. Applying Eτ∗ to
the distinguished triangle
Ej!!Ej
−1K −→ K −→ Eo∗Eo
−1K
+1
−→,
we are thus left to prove
(4.1) Eτ∗Ej!!Eγ
−1H ≃ 0,
for H = Eγ∗Ej
−1K. Let us prove it for an arbitrary H ∈ Eb(IkSNV ).
Denoting by (V rbN )∞ :=
Ä
V rbN , SV
rb
N
ä
the bordered compactification of the
real oriented blow-up prb : V
rb
N −→ V∞, consider the commutative diagram
•
V ∞
γ
++
 u
j ((PP
PP
PP
PP
PP
PP
 
˜
// (V rbN )∞ γ˜
//
prb

SNV
q

V∞
τ // N .
Note that γ˜ : V rbN −→ SNV , [x, r] −→ [x], is an R>0-fiber bundle. Hence one
has (where we neglect for short the indices on ǫ and ι)
Eγ˜ !H ≃ ǫ(γ˜ !kSNV )
+
⊗ Eγ˜−1H(4.2)
≃ ǫ(k
˜(
•
V )
)
+
⊗ Eγ˜−1H [1],
Rγ˜!kV rb
N
≃ 0.(4.3)
Back to (4.1), one has
Eτ∗Ej!!Eγ
−1H ≃ Eτ∗Eprb!!E˜!!Eγ
−1H
≃
(1)
Eτ∗Eprb∗E˜!!Eγ
−1H
≃ Eq∗Eγ˜∗E˜!!E˜
−1Eγ˜−1H
≃ Eq∗Eγ˜∗
Ä
ǫ(k
˜(
•
V )
)
+
⊗ Eγ˜−1H
ä
≃
(2)
Eq∗Eγ˜∗Eγ˜
!H [−1]
≃
(3)
Eq∗RIhom
+(ǫ(Rγ˜!kV rb
N
), H)[−1] ≃
(4)
0,
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where (1) is due to the fact that prb is proper, (2) follows from (4.2), (3)
follows from Sublemma 4.2 since γ˜ is semiproper, and (4) follows from
(4.3).
(iii) has a proof similar to (ii).
(iv) Let us show that the distinguished triangle
Eτ!!Ej!!Ej
−1K −→ Eτ!!K −→ Eτ!!Eo!!Eo
−1K
+1
−→
is isomorphic to the distinguished triangle in the statement.
(iv-a) One has Eτ!!Ej!!Ej
−1K ≃ E
•
τ !!Ej
−1K ≃ E
•
τ !!Eγ
−1Ksph, where the
last isomorphism follows from (i).
(iv-b) By (iii), one has Eτ!!K ≃ Eo
!K.
(iv-c) One has Eτ!!Eo!!Eo
−1K ≃ Eo−1K, since τ ◦ o ≃ idN . 
Lemma 4.5. For K ∈ Eb
(R×
>0
)∞
(IkV∞), one has
DE(Ksph) ≃
Ä
DEK
äsph
[−1].
Proof. One has
DE(Eγ∗Ej
−1K) ≃
(∗)
DE(Eγ!!Ej
−1K[1])
≃ Eγ∗Ej
!DE(K)[−1]
≃ Eγ∗Ej
−1DE(K)[−1],
where (∗) follows from Lemma 4.1 (ii). 
4.3. Enhanced specialization. LetM be a real analytic manifold, and
N ⊂M a closed submanifold. We will introduce here an enhancement of
Sato’s specialization functor. We refer to [7, Chapter 4] for the classical
construction.
Note that the action of R×>0 on (2.3) naturally extends to an action of
(R×>0)∞ on its bordered compactification. Consider the morphisms
(TNM)∞
  ind // (MndN )∞ Ω∞
? _
jndoo
pnd|Ω // M ,
In the following, when there is no risk of confusion, we will write for short
i = ind, j = jnd and pΩ = pnd|Ω.
Definition 4.6. For K ∈ Eb(IkM), we set
EνN (K) := Ei
−1Ej∗Ep
−1
Ω K ∈ E
b
(R×
>0
)∞
(Ik(TNM)∞),
EνsphN (K) :=
Ä
EνN (K)
äsph
∈ Eb(IkSNM).
The functor EνN is called enhanced specialization along N .
With a proof similar to that of Lemma 4.12 (or of [7, Lemma 4.2.1]),
one has
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Lemma 4.7. For K ∈ Eb(IkM ), one has
EνN(K) ≃ Ei
!Ej!!Ep
!
ΩK.
Note that there is an isomorphism
(4.4) e ◦ νN ≃ EνN ◦ e,
and similarly for e replaced by ǫ, ǫ+ or ǫ−.
Consider the morphisms
M N? _
iNoo 
 o // (TNM)∞
τ
oo (
•
TNM)∞?
_uoo
•
τ
ii
γ // SNM,
where o is the zero-section.
Lemma 4.8. For K ∈ Eb(IkM ), one has the isomorphisms
(i) Eτ∗EνN(K) ≃ Eo
−1EνN (K) ≃ Ei
−1
N K,
(ii) Eτ!!EνN (K) ≃ Eo
!EνN(K) ≃ Ei
!
NK,
and distinguished triangles
(iii) E
•
τ !!Eu
−1EνNK −→ Ei
!
NK −→ Ei
−1
N K
+1
−→,
(iv) Eu!!Eγ
−1EνsphN K −→ EνNK −→ Eo∗Ei
−1
N K
+1
−→,
(v) Eo∗Ei
!
NK −→ EνNK −→ Eu∗Eγ
!EνsphN K
+1
−→.
Proof. (i-a) The isomorphism Eτ∗EνN (K) ≃ Eo
−1EνN (K) follows from
Lemma 4.4 (ii).
(i-b) Let us show that the composition
(4.5) Eτ∗EνN(K) −→ Eτ∗EνN(EiN ∗Ei
−1
N K)
∼−→ Ei−1N K
is an isomorphism. Since the problem is local on N , we may work in
coordinates as in Remark 2.5 (iii).
Recall that Ω = s−1nd (R>0) = Ω ⊔ TNM is the closure of Ω in M
nd
N , and
consider the map r : Ω −→ M × R given by r(v, y, s) = (sv, y, s − |v|).
Then r is a proper map since, in the commutative diagram
Ω
r //
f
M × R
g
N × R>0 × R
h // N × R>0 × R,
f and h are proper. Here, f(v, y, s) = (y, |v|, s), g(x, y, s) = (y, |x|, s),
and h(y, u, s) = (y, su, s− u).
Setting Z = N ×R60 ⊂M ×R and U = (M ×R) \Z, the continuous
map r induces a homeomorphism Ω ∼−→ U . Consider the commutative
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diagram of bordered spaces semiproper over M , whose two top squares
are cartesian,
Ω∞
  j //
rj≀

Ω∞
p{{
r

(TNM)∞?
_ioo
ri

τ

U∞
qU
''❖❖
❖❖
❖❖
❖❖
❖❖
❖❖

  ˜ // M × R∞

q

Z∞?
_ı˜oo
qZ

M N.? _
iN
oo
Here, q, qU and qZ denote the first projections, and p = pnd|Ω. One has
Eτ∗EνN (K) ≃ Eτ∗Ei
−1Ej∗Ej
−1Ep−1K
≃ EqZ∗Eri∗Ei
−1Ej∗Ej
−1Er−1Eq−1K
≃ EqZ∗Eri∗Ei
−1Ej∗Er
−1
j E˜
−1Eq−1K
≃
(∗)
EqZ∗Eı˜
−1Er∗Ej∗Er
−1
j E˜
−1Eq−1K
≃ EqZ∗Eı˜
−1E˜∗Erj∗Er
−1
j E˜
−1Eq−1K
≃ EqZ∗Eı˜
−1E˜∗E˜
−1Eq−1K,
where (∗) follows from the properness of r. Consider the commutative
diagram
U∞
qU 
  ˜ // M × R∞
qww♦♦♦
♦♦
♦♦
♦♦
Z∞?
_ı˜oo qZ // N
M M

 ?
ı˜0
OO
N? _
iN
oo
 ?
o˜
OO ✈✈✈✈✈✈✈
✈✈
✈
✈
where o˜(y) = (0, y, 0) and ı˜0(x, y) = (x, y, 0). Note that (R
×
>0)∞ acts on
the second component of M × R∞, and hence also on Z∞. Then
Eτ∗EνN (K) ≃
(∗)
Eo˜−1Eı˜−1E˜∗E˜
−1Eq−1K
≃ Ei−1N Eı˜
−1
0 E˜∗E˜
−1Eq−1K
≃
(∗∗)
Ei−1N Eq∗E˜∗E˜
−1Eq−1K
≃ Ei−1N EqU ∗Eq
−1
U K,
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where (∗) holds since Eı˜−1E˜∗E˜
−1Eq−1K is (R×>0)∞-conic, and (∗∗) holds
since E˜∗E˜
−1Eq−1K is (R×>0)∞-conic. Then, one has
Eτ∗EνN (K) ≃ Ei
−1
N EqU ∗RIhom
+(ǫ(kU),E(qU)
!K[−1])
≃ Ei−1N RIhom
+(EqU !!ǫ(kU ), K[−1])
≃
(∗)
Ei−1N RIhom
+(ǫ(RqU !kU), K[−1])
≃
(∗∗)
Ei−1N RIhom
+(ǫ(kM [−1]), K[−1])
≃ Ei−1N K,
where (∗) holds since qU is semiproper, and (∗∗) is due to the fact that
the fibers of qU are homeomorphic to R. This gives (4.5).
(ii) has a similar proof to (i).
(iii) follows from (i) and (ii), using Lemma 4.4 (iv).
(iv) Consider the distinguished triangle
Eu!!Eu
−1EνN (K) −→ EνN (K) −→ Eo!!Eo
−1EνN (K)
+1
−→ .
Then the statement follows from (i) and Lemma 4.4 (i).
(v) has a proof similar to that of (iv), using the distinguished triangle
Eo∗Eo
!EνN (K) −→ EνN (K) −→ Eu∗Eu
!EνN (K)
+1
−→ .

Recall the definition of the normal cone in (2.5). Here is an analogue
of [7, Exercise IV.2]
Lemma 4.9. Let S ⊂M be a closed subset. Then EνN induces a functor
EνN |M\S (see (4.6) below) entering the quasi-commutative diagram
Eb(IkM)

EνN //
Ej−1
S

Eb(Ik(TNM)∞)
Ej−1
C

Eb(Ik(M\S)∞)
EνN|M\S // Eb(Ik(TNM\CNS)∞),
where jS : (M \ S)∞ −→ M and jC : (TNM \ CNS)∞ −→ (TNM)∞ are the
open embeddings.
Proof. Consider the commutative diagram with cartesian squares
M Ω∞
pΩoo i // (MndN )∞ (TNM)∞
joo
(M \ S)∞
?
jS
OO

(Ω \ p−1Ω S)∞
p′
Ωoo i
′
//
?
j1
OO

(MndN \ p
−1
Ω S)∞
?
j2
OO

(TNM \ CNS)∞,
j′oo
?
OO
?
jC
OO
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where all the vertical arrows are open embeddings. Then
Ej−1C EνN (K) = Ej
−1
C Ej∗Ei∗Ep
−1
Ω K
≃ Ej′∗Ei
′
∗Ep
′−1
Ω Ej
−1
S K.
For K ′ ∈ Eb(Ik(M\S)∞), set
(4.6) EνN |M\S(K
′) := Ej′∗Ei
′
∗Ep
′−1
Ω K
′.
Then the statement is clear. 
Here is an analogue of [7, Exercise IV.5]
Lemma 4.10. Let τ : V −→ N be a vector bundle, and denote by o : N −→
V the embedding of the zero-section. For K ∈ Eb
(R×>0)∞
(IkV∞), one has
EνN (K) ≃ K,
where we use the identifications N ≃ o(N) ⊂ V and TNV ≃ V .
Proof. One has (V ndN )∞ ≃ V ×R∞, with snd(x, s) = s and pnd(x, s) = sx.
Hence Ω∞ ≃ V × (R
×
>0)∞, and pΩ = µ, where µ is the (R
×
>0)∞-action.
Then,
Ep−1Ω K = Eµ
−1K ≃ K
+
⊠ eR∞(kR>0),
where the last isomorphism is due to the fact that K is (R×>0)∞-conic.
Recalling Definition 4.6, the statement easily follows. 
Let f : M1 −→ M2 be a morphism of real analytic manifolds, letNi ⊂Mi
(i = 1, 2) be closed submanifolds, and assume f(N1) ⊂ N2. Consider the
associated morphism, given by the composition
TN1f : (TN1M1)∞
f ′
−→ N1 ×N2 (TN2M2)∞ −→ (TN2M2)∞.
The enhanced specialization functor satisfies the analogous functorial
properties as those in Propositions 4.2.4, 4.2.5 and 4.2.6 of [7]. The
proofs in loc. cit. immediately extend to the enhanced framework.
For example, if f and f |N1 : N1 −→ N2 are smooth, one has
(4.7) E(TN1f)
−1 ◦ EνN2 ≃ EνN1 ◦ Ef
−1.
4.4. Blow-up transform. Let M be a real analytic manifold, and N ⊂
M a closed submanifold. With notations as in (2.1), consider the real
oriented blowup M rbN and the commutative diagram of bordered spaces
(4.8) SNM
  irb //
σ

M rbN
prb

(M \N)∞
J j
jNww♦♦
♦♦
♦♦
♦♦
? _
jrboo
N 
 iN //

M .
Note that (M \N)∞ ≃ (M
rb
N \ SNM)∞. In the following, when there is
no risk of confusion, we will write for short i = irb, j = jrb and p = prb.
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Definition 4.11. For K ∈ Eb(IkM), consider the object
EνrbN (K) := Ei
−1Ej∗Ej
−1
N K ∈ E
b(IkSNM).
We denote by
νrbN : D
b(kM) −→ D
b(kSNM)
the analogous functor for sheaves.
Note that, by definition, EνrbN factors through a functor, that we denote
by the same name,
EνrbN : E
b(Ik(M\N)∞) −→ E
b(IkSNM).
Note also that one has
(4.9) e ◦ νrbN ≃ Eν
rb
N ◦ e,
and similarly for e replaced by e ◦ ι, ǫ, ǫ+ or ǫ−.
Lemma 4.12. For K ∈ Eb(IkM ), one has
EνrbN (K) ≃ Ei
!Ej!!Ej
!
NK[1].
Proof. For L ∈ Eb(IkM rb
N
), there is a distinguished triangle
Ei∗Ei
!L −→ L −→ Ej∗Ej
!L
+1
−→ .
When L = Ej!!Ej
−1
N K, the above distinguished triangle reads
Ei∗Ei
!Ej!!Ej
!
NK −→ Ej!!Ej
−1
N K −→ Ej∗Ej
−1
N K
+1
−→ .
The statement follows by applying Ei−1, and noticing that Ei−1Ej!! ≃
0. 
Lemma 4.13. For K ∈ Eb(IkM ), one has
EνsphN (K) ≃ Eν
rb
N (K).
Proof. Considering the morphisms
(TNM)∞ (
•
TNM)∞?
_uoo γ // SNM,
it is equivalent to prove
Eu−1EνN (K) ≃ Eγ
−1EνrbN (K).
Consider the commutative diagram, extending (2.6), whose squares are
Cartesian with smooth vertical arrows
(MndN )∞
(TNM)∞
( 
ind 66❧❧❧❧❧❧❧
  // Ω∞
?
OO
Ω∞
6 V
jndii❘❘❘❘❘❘❘❘❘
? _oo
pΩ
''PP
PP
PP
PP
PP
(
•
TNM)∞

  //
?
u
OO
γ

‹Ω∞
?
OO

(‹Ω ∩ Ω)∞? _oo
?
OO

M .
SNM

  irb // M rbN

(M \N)∞?
_jrboo
jN
77♥♥♥♥♥♥♥♥
ENHANCED SPECIALIZATION AND MICROLOCALIZATION 19
We have to prove
(4.10) Eu−1Ei−1nd Ejnd∗Ep
−1
Ω K ≃ Eγ
−1Ei−1rb Ejrb∗Ej
−1
N K.
This is obtained by chasing the above diagram. 
5. Fourier-Sato transform and microlocalization
We recall here the natural enhancement of the Fourier-Sato transform
from [12, §3] (see also [1] and [9]), referring to [7, §3.7] for the classical
case. We then define the natural enhancement of Sato’s microlocaliza-
tion, for which we refer to [7, §4.3].
5.1. Kernels. Let X and Y be bordered spaces. A kernel from X to Y is
a triple (p, q, C), where p and q are morphisms of bordered spaces
Sp
xxqqq
qq
q q
&&◆◆
◆◆
◆◆
X Y,
and C ∈ Eb(IkS). To such a kernel one associates the functors
Φ(p,q,C),Ψ(p,q,C) : E
b(IkX) −→ E
b(IkY),
defined by
Φ(p,q,C)(K) := Eq!!(C
+
⊗ Ep−1K),
Ψ(p,q,C)(K) := Eq∗RIhom
+(C,Ep !K).
Given a commutative diagram
S
p
  ✁✁
✁✁
✁✁
✁✁
✁✁
✁✁
q
❃
❃❃
❃❃
❃❃
❃❃
❃❃
r

S′
p′vv♠♠
♠♠♠
♠♠♠
q′ ((❘
❘❘❘
❘❘❘
❘
X Y,
one has
(5.1) Φ(p,q,C) ≃ Φ(p′,q′,Rr!!C), Ψ(p,q,C) ≃ Ψ(p′,q′,Rr!!C).
If there is no fear of confusion, we will write for short
C = (p, q, C), Cprod = (q1, q2,R(p, q)!C), C
r = (q, p, C),
where q1 and q2 are the projections from X × Y to X and Y, respec-
tively,and (p, q) : S −→ X× Y is the morphism induced by p and q. Then,
(5.1) implies
ΦC ≃ ΦCprod , ΨC ≃ ΨCprod,
and the kernel Cr from Y to X gives functors
ΦCr ,ΨCr : E
b(IkY) −→ E
b(IkX).
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Note that ΦC is left adjoint to ΨCr (and ΨC is right adjoint to ΦCr).
Note also that for K ∈ Eb(IkX) one has
(5.2) DEYΦC(K) ≃ ΨC(D
E
XK).
Note that, if C ∈ Eb±(IkS), then ΦC and ΨC take value in E
b
±(IkY). In
this case, we set
Φ±C := ΦC |Eb±(IkX), Ψ
±
C := ΨC |Eb±(IkX),
so that we have functors
Φ±C ,Ψ
±
C : E
b
±(IkY) −→ E
b
±(IkX).
For ∗ ∈ {∅,+,−}, consider the kernel 1∗X := (q1, q2, ǫ
∗(k∆X )), where
X =
◦
X and ∆X ⊂ X × X is the diagonal. Note that one has 1
∗
X ≃
(idX, idX, ǫ
∗(kX))
prod, so that in particular
Ψ∗
1∗
X
≃ idEb∗(IkX) ≃ Φ
∗
1∗
X
.
Given another bordered space Z, and a kernel D = (T
r
−→ Y,T
s
−→ Z, D)
from Y to Z, consider the diagram with cartesian square
S×Y Tr′
tt❥❥❥❥
❥❥❥
❥ q
′
**❚❚❚
❚❚❚
❚❚
Sp
vv❧❧❧
❧❧❧
❧❧ q
**❯❯❯
❯❯❯
❯❯❯
❯❯  Tr
tt✐✐✐✐
✐✐✐
✐✐✐
✐ s
))❘❘
❘❘❘
❘❘❘
X Y Z.
Setting
C
+
◦ D := Er′−1C
+
⊗ Eq′−1D ∈ Eb(IkS×YT),
one gets a kernel C
+
◦D = (p ◦ r′, s ◦ q′, C
+
◦ D) from X to Z such that
ΦD ◦ ΦC ≃ Φ
C
+
◦D
, ΨD ◦ΨC ≃ Ψ
C
+
◦D
.
Let ∗ ∈ {∅,+,−}, C ∈ Eb∗(IkS) and D ∈ E
b
∗(IkT). Assume that
Z = X and that
(C
+
◦D)prod ≃ 1∗X, (D
+
◦ C)prod ≃ 1∗Y.
Then, the functors Φ∗C and Φ
∗
D (resp. Ψ
∗
C and Ψ
∗
D) are equivalences of
categories quasi-inverse to each other. Moreover, by uniqueness of the
adjoint, one has
(5.3) Φ∗C ≃ Ψ
∗
Dr , Ψ
∗
C ≃ Φ
∗
Dr .
Lemma 5.1. Consider a commutative diagram of bordered spaces with
cartesian squares
X′
f 
S′
h 
p′oo q
′
// Y′
g

X

Sp
oo
q
//

Y.
ENHANCED SPECIALIZATION AND MICROLOCALIZATION 21
Let C ∈ Eb(IkS), and set
C ′ := Eh−1C ∈ Eb(IkS′).
Consider C = (p, q, C) and C ′ = (p′, q′, C ′) as kernels. Then, one has
ΦC ◦ Ef!! ≃ Eg!! ◦ ΦC′ , ΨC ◦ Ef∗ ≃ Eg∗ ◦ΨC′ ,
ΦC′ ◦ Ef
−1 ≃ Eg−1 ◦ ΦC , ΨC′ ◦ Ef
! ≃ Eg ! ◦ΨC .
5.2. Enhanced Fourier-Sato transform. Let M be a bordered space,
and U ⊂ M an open subset. For ϕ : U −→ R a continuous function,
consider the object of Eb+(IkM)
E
ϕ
U := QMk{t+ϕ(x)>0},
where we write for short
{t + ϕ(x) > 0} = {(x, t) ∈ U × R ; t+ ϕ(x) > 0}.
Let τ : V −→ N be a real vector bundle and ̟ : V ∗ −→ N its dual
bundle. Denote by V∞ and V
∗
∞ their bordered compactifications, consider
the projections
V∞ V∞ ×N V
∗
∞
poo q // V ∗∞,
and let 〈·, ·〉 : V ×N V
∗ −→ R denote the pairing.
Notation 5.2. Let K ∈ Eb+(IkV∞).
(i) The Fourier-Sato transforms (see [7, §3.7] for the case of sheaves)
are defined by
K∧ := Φ+F (K), K
∨ := Φ+F(K),
for F, F∈ Eb+(IkV∞×NV ∗∞) given by
F := ǫ+
Ä
k{〈x,y〉60}
ä
, F:= ǫ+
Ä
k{〈x,y〉>0} ⊗ p
−1ωV/N
ä
.
Note that the kernels F and Fare (R×>0)∞-bi-conic for the actions
c · (x, y) = (cx, y) and d · (x, y) = (x, dy). Hence, the Fourier-Sato
transforms take values in Eb
(R×>0)∞
(IkV ∗∞) ∩ E
b
+(IkV ∗∞).
(ii) The enhanced Fourier-Sato transforms (see [12, §3.1.3] for the
case of enhanced sheaves) are defined by
LK := Φ+L (K),
LK := Φ+L(K),
for L, L∈ Eb+(IkV∞×NV ∗∞) given by
L := E
−〈x,y〉
V×NV ∗
, L:= E
〈x,y〉
V×NV ∗
⊗ π−1p−1ωV/N .
Note that the kernels L and Lare (R×>0)∞-conic for the action
c·(x, y) = (cx, c−1y). Hence the enhanced Fourier-Sato transforms
sends Eb
(R×
>0
)∞
(IkV∞) to E
b
(R×
>0
)∞
(IkV ∗∞) ∩ E
b
+(IkV ∗∞).
22 A. D’AGNOLO AND M. KASHIWARA
It is shown in [12] (see also [9]) that one has
(5.4)
Ä
L
+
◦ Lr
äprod
≃ 1+V∞ ,
Ä
L
r +◦ L
äprod
≃ 1+V ∗∞ .
It follows that L(·) and L
r
(·) are quasi-inverse to each other and that, by
(5.3),
(5.5) LK ≃ Ψ+L(K),
LK ≃ Ψ+L (K).
Note that one has
e
Ä
K∧
ä
≃
Ä
e(K)
ä∧
, e
Ä
K∨
ä
≃
Ä
e(K)
ä∨
,(5.6)
and the same for e replaced by ǫ+.
The following result was obtained in [1, 9] for conic sheaves, and we
generalize it to enhanced ind-sheaves.
Proposition 5.3. For K ∈ Eb
(R×
>0
)∞
(IkV∞) ∩ E
b
+(IkV∞), one has
LK ≃ K∧, LK ≃ K∨.
Proof. We will adapt the proof of [9, Theorem 5.7]. Since the arguments
are similar, we will only treat the first isomorphism.
One has
L = Qk{t−〈x,y〉>0}, F = Qk{t>0>〈x,y〉}.
The inclusion {t− 〈x, y〉 > 0} ⊃ {t > 0 > 〈x, y〉} induces a distinguished
triangle
Qk{t>〈x,y〉>0} ⊕ Qk{0>t>〈x,y〉} −→ Qk{t−〈x,y〉>0} −→ Qk{t>0>〈x,y〉}
+1
−−−→ .
We are thus left to prove
ΦQk{t>〈x,y〉>0}(K) ≃ 0 ≃ ΦQk{0>t>〈x,y〉}(K).
Since the arguments are similar, we will only treat the first isomorphism.
Consider the morphisms
V∞ V∞ × V
∗
∞
poo
q

h // V ∗∞ × R∞
r
vv♠♠♠
♠♠♠
♠♠
♠♠
V ∗∞ × (R>0)∞?
_joo
s
rr❢❢❢❢❢❢
❢❢❢❢
❢❢❢❢
❢❢❢❢
❢❢❢❢
❢❢
V ∗∞,
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where h(x, y) = (y, 〈x, y〉), j is the embedding, and p, q, r, s are the
projections. Then, denoting by λ the coordinate of R∞,
ΦQk{t>〈x,y〉>0}(K) = Eq!!
Ä
Qk{t>〈x,y〉>0}
+
⊗ Ep−1K
ä
≃ Er!!Eh!!
Ä
Eh−1Qk{t>λ>0}
+
⊗ Ep−1K
ä
≃ Er!!
Ä
Qk{t>λ>0}
+
⊗ Eh!!Ep
−1K
ä
≃ Er!!
Ä
ǫ(k{λ>0})
+
⊗Qk{t>λ}
+
⊗ Eh!!Ep
−1K
≃ Er!!Ej!!Ej
−1(Qk{t>λ}
+
⊗ Eh!!Ep
−1K)
≃ Es!!
Ä
Qk{t>λ}
+
⊗ Ej−1Eh!!Ep
−1K
ä
.
Since Ej−1Eh!!Ep
−1K is (R×>0)∞-conic for the action c · (y, λ) = (y, cλ),
we have Ej−1Eh!!Ep
−1K ≃ Es−1H for some H ∈ Eb(IkV ∗∞). Hence
ΦQk{t>〈x,y〉>0}(K) ≃ Es!!
Ä
Qk{t>λ}
+
⊗ Es−1H
ä
≃ Es!!
Ä
Qk{t>λ}
ä +
⊗H
≃
(∗)
Q
Ä
RsR !k{t>λ}
ä +
⊗H ≃ 0,
where (∗) follows since s is semiproper. (Recall that sR = s× idR.) 
By Lemma 5.1, we obtain the following analogue of [7, Proposition
3.7.13].
Lemma 5.4. Let V −→ N be a vector bundle and let f : N ′ −→ N be a
morphism. Set V ′ = V ×N N
′ and V ′ ∗ = V ∗ ×N N
′, and let g : V ′ −→ V
and h : V ′ ∗ −→ V ∗ be the induced morphism. Then
(i) For any K ∈ Eb+(IkV∞), we have
Eh−1(LK) ≃ L
Ä
Eg−1K
ä
and Eh !(LK) ≃ L
Ä
Eg !K
ä
.
(ii) For any K ′ ∈ Eb+(Ik(V ′)∞), we have
Eh∗(
LK ′) ≃ L
Ä
Eg∗K
′
ä
and Eh!!(
LK ′) ≃ L
Ä
Eg!!K
′
ä
.
The enhanced Fourier functor satisfies also other functorial properties,
as those in Propositions 3.7.14 and 3.7.15 of [7]. The first one was already
pointed out in [9, §5.2], and the second one easily follows from
E
−〈x1,y1〉
V1×NV
∗
1
+
⊠
N
E
−〈x2,y2〉
V2×NV
∗
2
≃ E
−〈(x1,x2),(y1,y2)〉
(V1×NV2)×N (V1×NV2)∗
.
5.3. Enhanced microlocalization. As in § 4.3, letM be a real analytic
manifold, and N ⊂ M a closed submanifold.
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Definition 5.5. For K ∈ Eb+(IkM), we set
EµN(K) :=
L
Ä
EνN (K)
ä
≃
Ä
EνN (K)
ä∧
∈ Eb
(R×
>0
)∞
(Ik(T ∗
N
M)∞) ∩ E
b
+(Ik(T ∗NM)∞),
EµsphN (K) :=
Ä
EµN (K)
äsph
∈ Eb+(IkS∗NM),
where the isomorphism follows from Proposition 5.3, since EνN (K) is
(R×>0)∞-conic. The functor EµN is called enhanced microlocalization
along N .
Note that one has
(5.7) e ◦ µN ≃ EµN ◦ e,
and similarly for e replaced by ǫ+.
The enhanced microlocalization functor satisfies the analogous functo-
rial properties as those in Propositions 4.3.4, 4.3.5 and 4.3.6 of [7]. The
proofs in loc. cit. immediately extend to the enhanced framework.
6. Specialization at ∞ on vector bundles
On a vector bundle τ : V −→ N , we construct an enhancement of the
so-called smash functor from [2, §6.1], which is related to “specialization
at ∞”, and we compute its enhanced Fourier-Sato transform.
6.1. Smash functor. Let τ : V −→ N be a vector bundle, and consider
the morphisms of bordered vector bundles over N
V∞ V∞ × (R>0)∞
psmoo   jsm // V∞ × R∞ V∞,?
_ismoo
where psm(x, s) = s
−1x, ism(x) = (x, 0), and jsm is the open embedding.
In the rest of this section we will write for short p, i and j instead of psm,
ism and jsm, respectively, if there is no fear of confusion.
Note that p, i, j are (R×>0)∞-equivariant with respect to the ordinary
actions of (R×>0)∞ on V∞ and R∞, except the trivial action on the leftmost
V∞.
Definition 6.1. For K ∈ Eb(IkV∞), set
EσV (K) := Ei
−1Ej∗Ep
−1K ∈ Eb(R×
>0
)∞
(IkV∞).
This is called the enhanced smash functor.
With a proof similar to that of Lemma 4.12, one has
Lemma 6.2. With the above notations, one has
EσV (K) ≃ Ei
!Ej!!Ep
!K.
Lemma 6.3. Let o : N −→ V be the zero section. Then forK ∈ Eb(IkV∞),
one has
Eo−1EσV (K) ≃ Eτ∗K.
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Proof. Let τ˜ : V∞ × R∞ −→ N be the projection, and o˜ : N −→ V∞ × R∞
the zero section. one has
Eo−1EσV (K) ≃ Eo
−1Ei−1Ej∗Ep
−1K
≃ Eo˜−1Ej∗Ep
−1K
≃
(∗)
Eτ˜∗Ej∗Ep
−1K
≃ Eτ∗Ep∗Ep
−1K
≃ Eτ∗K.
Here (∗) follows from Ej∗Ep
−1K ∈ Eb
(R×>0)∞
(IkV∞×R∞). 
Consider the vector bundleW :=R×V −→ N , and let
•
W :=W \({0}×N)
be the complement of the zero section. Recall from §4.2 that the fiberwise
sphere compactification2 of τ is SV :=
•
W/R×>0, We denote by q :
•
W −→ SV
the quotient map, and set [u, x] := q(u, x).
There is a natural decomposition
(6.1) SV = V + ⊔H ⊔ V −,
corresponding to u > 0, u = 0 and u < 0, respectively. Note that the
fibers of H −→ N are great spheres of codimension one in the fibers of
SV −→ N . Note also that there are natural identifications ι± : V ∼−→ V ±,
x 7→ [±1, x]. Set N± = ι±(N) ⊂ V ±, and N±0 = N
± × {0} ⊂ SV × R.
In order to compute the functor EνH , let us describe the normal defor-
mation SV ndH , and the bordered compactification (SV
nd
H )∞ of pnd : SV
nd
H −→
SV .
Lemma 6.4. With notations as above,
(i) one has SV ndH ≃ (SV ×R)\(N
+
0 ∪N
−
0 ), with pnd([u˜, x˜], s) = [su˜, x˜]
and snd([u˜, x˜], s) = s (see Figure 6.1). The R
×-action on SV ndH is
given by c · ([u˜, x˜], s) = (([cu˜, x˜]), c−1s).
(ii) One has (SV ndH )∞ ≃
Ä
(SV × R) \ (N+0 ∪N
−
0 ), SV × R
ä
.
Proof. (i) Set Z = (u = 0) ⊂ W . Then W ndZ = W ×R = R× V ×R with
pWnd(u˜, x˜, s) = (su˜, x˜) and s
W
nd(u˜, x˜, s) = s. The R
×-action on W ndZ is given
by c · (u˜, x˜, s) = (cu˜, x˜, c−1s).
One has
•
W nd•
Z
= (pWnd)
−1(
•
W ) = W ndZ \
Ä
(R × N × {0}) ∪ ({0} × N ×
R)
ä
. Consider the R×>0-action on
•
W nd•
Z
induced by the R×>0-action on
•
W , which is given by c · (u˜, x˜, s) = (cu˜, cx˜, s). Its quotient is the map
q :
•
W nd•
Z
−→ (SV ×R)\ (N+0 ∪N
−
0 ), given by q(u˜, x˜, s) = ([u˜, x˜], s). Setting
2Here we choose a different compactification from the one in [2, §B.2].
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s
0
1
R
SV
SV ndH
pnd
snd
b1N+1
N+0
T+HSVT
+
HSV
bV + = V
V −
N+
N−
HH u
x
Figure 1. The maps R
snd←− SV ndH
pnd−→ SV pictured in the
case dimV = 1 and N = {0}. In this case, H = {[0, 1]} ⊔
{[0,−1]}. The thick lines in SV ndH represent p
−1
nd (H). The
red lines represent the fibers p−1nd (N
+) and p−1nd (b), for b ∈
V \N . In the figure, we write c1 = c× {1} for c ∈ SV .
p˜([u˜, x˜], s) = [su˜, x˜] and s˜([u˜, x˜], s) = s, there is a commutative diagram
with cartesian square
•
W nd•
Z q
//
pW
nd
sW
nd
**(SV × R) \ (N+0 ∪N
−
0 )
p˜

s˜
// R
•
W
q //

SV.
Since the quotient maps q are principal R×>0-bundles, it follows that
SV ndH = (SV × R) \ (N
+
0 ∪N
−
0 ), pnd = p˜ and snd = s˜.
(ii) follows by uniqueness of bordered compactifications. 
Denote by T+HSV ⊂
•
THSV the normal vectors pointing to V
+. Since
THSV = s
−1
nd (0) =
Ä •
V + ⊔H ⊔
•
V −
ä
× {0},
this gives a natural identification T+HSV =
•
V +. We will also use the
identification V = V + given by ι+. Note that the R×>0-action on
•
V + ⊂
THSV induced by the one on THSV is given by c · ι
+(x) = ι+(c−1x).
By Lemma 4.9, with the above identifications, EνH induces a functor
Eν
H|
•
V
: Eb(Ik •
V∞
) −→ Eb(Ik •
V∞
).
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Similarly, EσV induces a functor (see (6.2) below)
Eσ
V |
•
V
: Eb(Ik •
V∞
) −→ Eb(Ik •
V∞
).
Lemma 6.5. With the above notations, one has
Eν
H|
•
V
≃ Eσ
V |
•
V
.
Proof. Consider the diagram with cartesian squares
SV Ω∞
pndoo jnd // (SV ndH )∞ (THSV )∞
indoo
•
V ∞
?
jSV
OO
_
jV


•
V ∞ × (R>0)∞
p′sm
oo
p′
ndoo j //
?
OO
_


•
V ∞ × R∞
?
OO
_


•
V ∞ = (T
+
HSV )∞
ioo
?
OO
_

?
j′
S
V
OO
_
j′
V 
V∞
O/
j
>>

V∞ × (R>0)∞
psmoo jsm //

V∞ × R∞

V∞.
ismoo
Here, p′sm and p
′
nd are induced by psm and pnd, respectively.
Since
jSV (p
′
nd(x, s)) = pnd([1, x], s) = [s, x] = [1, s
−1x],
j(jV (p
′
sm(x, s))) = j(psm(x, s)) = j(s
−1x) = [1, s−1x],
one has in fact p′nd = p
′
sm.
By (4.6), one has
Eν
H|
•
V
≃ Ei−1 ◦ Ej∗ ◦ E(p
′
nd)
−1.
Similar arguments give
(6.2) Eσ
V |
•
V
≃ Ei−1 ◦ Ej∗ ◦ E(p
′
sm)
−1.

6.2. Smash functor and microlocalization. As in the previous sec-
tion, let τ : V −→ N be a vector bundle. Denote by o : N −→ V the
embedding of the zero section. Consider the natural identifications
N = o(N) ⊂ V, T ∗NV = V
∗.
There is the following relation between the smash functor and the Fourier-
Sato transform
Proposition 6.6. ForK ∈ Eb+(IkV∞) there is an isomorphism in E
b
+(IkV ∗∞)
EµN(K) ≃ EσV ∗(
LK).
In other words, one has L(·) ◦ EνN ≃ EσV ∗ ◦
L(·).
28 A. D’AGNOLO AND M. KASHIWARA
Proof. Consider the following diagram with cartesian squares.
V∞ V∞ ×N V
∗
∞p
oo
q
// V ∗∞
V∞ × (R>0)∞
pnd
OO
_
jV


(V∞ ×N V
∗
∞)× (R>0)∞p
oo
q
//
pnd×psm
OO
_
j


V ∗∞ × (R>0)∞
psm
OO
_
jV ∗

V∞ × R∞

(V∞ ×N V
∗
∞)× R∞p
oo
q
//

V ∗∞ × R∞
V∞
?
iV
OO

V∞ ×N V
∗
∞p
oo
q
//
?
k
OO

V ∗∞ .
?
iV ∗
OO
We have to prove
(6.3) L
Ä
Ei−1V EjV ∗Ep
−1
nd K
ä
≃ Ei−1V ∗EjV ∗∗Ep
−1
sm
Ä
LK
ä
.
Consider the left and right columns as morphisms of vector bundles
over N , N × R>0, N × R and N , respectively. Then the left column
is the dual of the right column, and the middle column is the vector
bundle product of the left and the right columns. Moreover, since (prb×
psm)(x, y, s) = (sx, s
−1y) and 〈sx, s−1y〉 = 〈x, y〉, the maps from the
second row to the top row is compatible with the coupling of the left
columns and the right columns.
Therefore (6.3) follows from Lemma 5.4. 
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