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Bayesian Cross Hedging: An Example From the Soybean Market

I. Introduction
The use of futures and other derivative products to manage risk is one of the most important and practical innovations in market economies. At the same time, a deeper understanding of the pricing and estimation concerns of hedgers and speculators has been one of the more significant achievements of modern finance research. Building on this, and using recently developed numerical methods and computing advances, we consider what is perhaps the most critical problem in risk management, computing a hedge ratio. By hedge ratio we mean the proportional relation between changes in the spot price of a commodity and the changes in the price of an associated derivative product. Our specific application is to compute the hedge ratio for soybean futures. The most important ingredient in this involves predicting spot and futures prices of soybeans over the life of the futures contract. The techniques that we develop are very general and can be used for other commodities (other grains, livestock, metals, energy, bonds, and indices), as well as other derivative products (the delta of a call or put option).
Our decision problem centers on someone who is long soybeans and wishes to sell them on the Iowa spot market in January 1993. The hedger bears the risk of not knowing the selling price of beans in January. The hedging strategy that we consider involves shorting the soybean futures contract at the Chicago Board of Trade (CBOT) to "lock-in" the current spot prices of beans, suitably adjusted for the cost of carry. The question becomes how many futures contracts should the hedger sell? We restrict our attention to a static strategy where the hedger makes one futures trade and holds the position to the January date. We chose this simple setup because this is a common strategy for hedgers and is often the example used to motivate hedging in derivatives texts (see Duffie (1989 ) chapter 7, Hull (1995 , chapter 1, or Stoll and Whaley (1993) , chapter 4). Our example is complicated because the hedger ultimately sells the soybeans in the Iowa spot market, but hedges through the use of a futures contract tied to the Chicago spot price. Because the commodity (Iowa beans) does not exactly match the delivery requirements of the futures contract, this is a cross-hedge. As one might suspect, cross-hedges are used for risk management in a wide array of commodities.
For this simple example the hedger selects a futures position to minimize the variance of cash flows. To do so, the hedger computes possible gains (losses) from changes in the underlying spot prices and attempts to offset these with equivalent losses (gains) in the futures market. A commonly used approach to this problem assumes normally distributed innovations for the spot and futures price changes, and constructs the hedge from the least squares regression of spot changes on futures changes.
This approach has intuitive appeal and is easy to implement. But there are a number of drawbacks to it: the assumption of strong variance aversion is not realistic; it does not explicitly incorporate the sampling variability of the hedge ratio estimate; and it assumes normality in the spot and futures price innovations. Even more unsettling, simple strategies such as this ignore any relation between choices in (or availability of) the hedging strategy and real resource allocations by the hedger. However, the example serves as a useful benchmark for highlighting the use of hedging techniques that take account of uncertainty about the evolution of prices.
There have been a number of innovations in hedging strategies beyond the simple depiction given above. Anderson and Danthine (1981) consider generalizations of the optimal hedge ratio. They relate the hedging strategy to an explicit consideration of price expectations, production possibilities, and the number of available futures markets. Through an explicit consideration of preferences they are able to develop a richer understanding of the trade-offs in implementing a hedging strategy. and Lence (1995) address the minimum-variance hedging problem and consider explicitly the importance of estimation risk in setting a hedge strategy. Estimation risk arises when one does not know the population moments of the joint probability density function used in a decision problem. Because the hedger does not know the population parameters of the densities for the spot and futures prices, it is necessary to use noisy sample estimates in forming a hedging strategy. The conventional approach is to use the sample estimates as if they were population parameters. However, one can think of occasions where the sample estimates are very imprecise. Consider a hedger who has a very noisy estimate of a hedge ratio that suggests aggressive shorting of the related futures contract.
Should this strategy be pursued? Are such hedgers exchanging commodity price risk for estimation uncertainty? Bayesian approaches provide explicit methods for managing the overall risk to the hedger that includes price and estimation exposures. find that incorporating estimation risk leads to significant changes in the minimum-variance hedge. They highlight the importance of using Bayesian techniques to incorporate properly sample and prior information in reducing risk to the hedger.
Although and Lence (1995) pointed to the use of numerical Bayesian procedures for calculating optimal hedges, they instead specified some aspects of the problem a priori in order to concentrate on issues surrounding how prior information might impinge on hedging. With a slightly different version of the variance minimization problem, we provide a technique for estimating the hedge ratio that more fully considers estimation risk. With this approach we illustrate how one can handle a variety of specifications for the time-series model relating spot and futures prices. We consider systems with and without a trend; with and without seasonal factors; in logs and levels; using information from the adjacent futures contract; using information from another spot market, enabling priors on the spot market and basis; and a consideration of the correlation between the spot and basis innovation correlation. The ability of the estimation procedure to allow flexible consideration of estimation risk makes it of significant potential value to practitioners. Of course, all of the usual criticisms of the minimum-variance hedging strategy apply. However, with this basic hedging paradigm we are able to highlight the advantages of our econometric approach.
Estimation risk has been previously discussed in finance research. Most of the past research has focused on how estimation risk may effect the design of portfolios. Clarkson and Thompson (1990) provide some evidence that the estimation risk encountered in assessing a firm's beta may not be diversifiable and that firms for which there is little information about their cash flows may be more risky. Chen and Brown (1983) show that estimation risk in selecting portfolios can be a significant factor with a single index model. Alexander and Resnick (1985) expand on the work of Chen and Brown (1983) and show how the estimation risk in portfolio construction may not be as critical as was previously thought and can be ignored in many situations. While these papers suggest that estimation risk may be managed through diversification, an Iowa farmer up to her eyeballs in beans may not find this a useful argument. We proceed to describe the data at her disposal.
II. Data
For our example we use spot and future soybean data over the life of the January 1993 soybean futures contract. In addition to data on the January 1993 contract we have futures and Chicago data back though 1971. The spot market data becomes more reliably available by the January 1976 contract. These data can be used in developing prior beliefs for the January 1993 contract. Figure I provides an overview of the first four moments of the weekly Chicago spot price change and the basis (futures less spot) for the January contract from 1976 through 1993. The panels of Figure I review the sample size. mean, standard deviation, skewness, and kurtosis for these two data series. As one can see there is significant variability in the average basis over the life of the contract from year to year. Also, both the basis and weekly price change are quite volatile.
In Figure II we show the time-series plot of the January 1993 futures and cash data. We consider both the north central Iowa spot price series and the Chicago spot price series. From this we see that the basis evolution in Chicago is similar to, but not identical to that in Iowa; the difference will drive the effectiveness of using a Chicago-based cross-hedge for Iowa beans. While the Chicago Board of Trade provides explicit adjustments to Chicago cash prices to set delivery terms for Iowa beans, we will consider an explicit cross-hedge where the hedger uses the Chicago futures market and the Iowa cash markets for trades.
III. Hedging Under Uncertainty
In this section of the paper we outline the hedger's problem. In doing so we derive the cash flows to the hedger and show how uncertainty about futures and spot price dynamics can be modeled.
Particular attention is paid to the information sets of the hedger and how the hedger most efficiently uses information about the uncertainty of future price changes.
Consider the problem of an individual at time T who will have Q units of a commodity to sell at time T+h. The spot price at T+h is S T+h , the futures price at T+h is f T+h , and the currently prevailing futures price is f T . The individual may choose to sell F units at T at the futures price f T . When time T+h arrives, the futures position is reversed at price f T+h , and Q units sold on the spot market. The individual's profit is
We shall assume that the individual's objective is the minimization of the variance of Π T+h given an information set available at time T. That information set comprises knowledge of historical data on spot and futures prices, possibly data on other contracts, a parametric model for the evolution of the data, and prior views about both the parameters of the model and the behavior of spot and futures prices.
Thus the individual seeks to choose the hedge F to minimize the predictive variance of profit:
where the operator "var T " denotes predictive variance as of time T. In this case, the individual's "utility function" is (minus) the predictive variance of profit. Given F and everything the individual knows, there is a distribution of possible profit values in time T+h; the decision problem is to choose F to make the variance of that distribution as small as possible.
The calculation of the conditional variance usually proceeds somewhat differently by postulating a probability density function for the future spot and futures prices as a function of a set of known parameters θ. That is, the conditional variance calculation is of the form: When the parameters θ are not known, the individual faces estimation risk (Bawa, Brown, and Klein, 1979) . The decision problem becomes one of maximizing expected utility, where the expectation is taken with respect to the unknowns --in this case, θ (DeGroot, 1970; Berger, 1985) . How is uncertainty about the parameters characterized? By the individual's posterior probability density over θ --the product of the likelihood and the individual's subjective prior probability density over θ. Letting p(θ|I T ) denote this posterior density, the problem becomes one of choosing F to minimize 
1 assume that the conditional expectation "E T " conditions not just on historical data but also a particular parameterization of the model to be used in predicting time T+h profit. For this reason, they are not able to integrate with respect toθ first. Thus their expression for the hedge ratio involves integrating the θ-conditional variance and covariance with respect to the distribution of θ. This will in general lead to different hedge ratios than the ones reported here. The reason is that for any random variables θ and x t , var(
. Our objective involves the first element in the string of equalities; the Lence-Hayes setup involves the last. In the Lence-Hayes formulation, the utility function is dependent upon the "state" θ because of the way the conditional expectation is written; Lence and Hayes note that this a special feature of their structure.
the decision problem can be written as
Since the expectation in the integrand is also taken with respect to the predictive, this is just the second central moment of time T+h profit from the time T predictive distribution. Thus, using the "P" subscript to emphasize that the distribution with respect to which the expectation is taken is the predictive, the objective is to:
The first order necessary condition for a minimum is:
which implies that the optimal hedge ratio, F/Q, is given by
That is, the optimal hedge ratio is given by the ratio of the predictive covariance of the spot and futures price to the variance of the futures. Put another way, the optimal hedge ratio is the population regression of the spot price on the futures price from the predictive distribution. Thus provided it is straightforward to sample from the predictive distribution for spot and futures prices, an attractive way to calculate the optimal hedge is to collect a suitably-sized sample from the predictive, and run the artificial-sample regression of the spot on the futures price. This is in fact the procedure we use; the next section addresses how.
IV. Likelihood and Predictive
As noted by , spot and futures prices for soybeans are extremely persistent--enough to fail standard classical unit root tests. (10) with e t = (e 1t , e 2t )' iid Normal with mean zero and covariance matrix Σ . This formulation implies that the log futures price is a (drifting) random walk, and that the spot adjusts to the spot-futures gap.
This model can be thought of as a special case of a linear vector autoregression (VAR) with a cointegration restriction. Thus rather than impose the strong a priori restrictions regarding structure utilized by Lence and Hayes, we employ a less-restricted VAR. Further, since one of the issues we wish to illustrate involves the ease with which estimation risk can be addressed numerically using alternative model specifications, we initially assume that the VAR involves the levels of the variables rather than the logarithms. A log specification is one of the many alternatives we consider.
The variables we include in our vector autoregression are the change in the spot price, S t+1 -S t , the basis f t -S t , and an (n-2)×1 vector x t comprising other variables that may be thought to help predict either the spot changes or the basis. Collecting these together in an n×1 vector
the VAR can be written
where C 
Let Y denote the T×n matrix with t-th row given by y t ', and let X denote the T×(2+nλ) matrix with t-th row given by (1,t,y t-1 ').
Using the independence of the v t 's and noting that the Jacobian of the transformation from v to y is unity, the sampling density of Y conditional on λ initial values, is
That is, the VAR can be seen to be a version of the standard multivariate regression model:
where the (2+nλ)×n matrix B contains the VAR coefficients, and the rows of V are iid N(0,Σ).
Initially, we will adopt an "uninformative" prior. Although there are many interpretations that can be given to "uninformative", we use the standard "flat" prior:
(see Zellner, 1971) . The posterior distribution of the parameters is the product of the likelihood and the prior, or
A little rewriting using the least squares estimate of B, $ B, and the sum of squares matrix
A little more rearrangement reveals that
P(B,Σ|Y,X) ∝ P(B|Σ,Y,X)P(Σ|Y,X) (20)
where
is the normal distribution, (k = 2+nλ) and
Sampling from the posterior distribution and the predictive are straightforward because sampling from the inverse-Wishart distribution is straightforward. In particular, to sample from the posterior Then starting from the last λ sample data points, perform a dynamic simulation of the VAR using the previously drawn B and the newly drawn shocks. The next section describes a variety of priors and specifications of the VAR for spot changes and the basis to which we have applied this procedure.
V. Specifications
In this section we list a number of possible specifications for the hedging problem we have outlined above. The purpose of this list is to demonstrate the applicability and ease of implementation of the numerical Bayes procedures. We give ten different specifications. The early specifications are relatively simple. Later specifications are more complex and rely on prior, non-sample information. As the model specification becomes more complex, we expect that estimation risk will be come a larger concern in implementing a hedging strategy. By covering a large number of model specifications the reader will be better able to gauge the importance of estimation risk in this setting.
Of course, this list of specifications is not exhaustive, and there may be other specifications that are more applicable. However, in reviewing the set here the reader should be able to learn about the trade-offs in implementing their own model for price innovation.
1 Baseline Specification. Our initial specification was a simple 4-lag, 2-variable VAR in the spot change and the basis. The motivation for including the linear trend is that the basis used is not standardized to the weekly frequency. That is, the difference between the basis at t and the basis at T represents the cost-of-carry between t and T. This should be declining as t approaches T.
2 Trendless Specification. Some regard trends in VAR's as superfluous. The reason is that if there is any trending in the system, this can be captured by unit roots in the VAR. Such unit roots cause no difficulties for inference from the Bayesian approach. Thus we consider a system which is the same in other respects to the first one, but drops the linear trend from each equation.
3 Logarithmic Specification. argue that the lognormal specification may be more natural. In our implementation of this idea, we took logarithms of the spot and futures price before differencing or computing the "basis." Thus we used ln(S t+1 /S t ) and ln(f t /S t ) in the VAR. However, note that the predictive variance and covariance we need involve not the logarithms, but the levels of spot and futures prices.
Fortunately, this is easy to accommodate: during the simulations necessary to calculate the predictive drawing for the log specification, we accumulate the (log) spot changes and calculate ln(S T+h ); this is used to calculate ln(f T+h ), and the two are exponentiated to obtain a drawing from the joint predictive of S T+h and f T+h . That is, the optimal cross hedge may make use of information relevant for the direct hedge.
After all, the deliverable against the Chicago futures is soybeans in Chicago, not soybeans in North Central Iowa. In practice, the fourth variable we added to the VAR was the difference between the Chicago and Iowa spot prices. The next three specifications all make use of this 4-variable VAR, adding various additional types of prior information.
7
Prior on Spot Prices at Removal Specification. The difference between the spot prices in Iowa and Chicago presumably represent the cost of transporting the soybeans from Iowa to Chicago-the "gold"-or in this case-"soybean" points. Transportation costs in January are subject to some variability due to weather conditions and alternative demands on transportation equipment and personnel, but in general are not too difficult to predict. Thus to embody the prior information that the spot difference was small, we employed a χ 2 prior. In particular, we assumed that the absolute spot difference between
Iowa and Chicago at removal was distributed as χ 2 (20), so that the mean absolute price difference is 20 cents per bushel. Thus the prior is an informative prior on the parameters of the VAR which is defined implicitly by the effect on the predictive. To implement the prior, we generate drawings from the predictive as before, but now add an additional step: each drawing is accepted with a probability given by the χ 2 (20) prior. 5 Resulting drawings have as their density the product of the original predictive and the prior.
8
Prior on Basis at Removal Specification. Spot and futures prices are moving together as expiration of the futures contract looms. Since the hedges we consider are relatively short (up to six weeks) and near the expiration of the contract, it seems natural to employ the readily available prior information that the basis be small when the hedge is removed. In this specification, we again employed a χ 2 prior--we assumed that the absolute basis at the end of the hedge is χ 2 (15).
9
Negative Correlation in Spot Change --Basis Innovations Specification. negative correlation between the innovations in the spot change and basis equations. This negative correlation corresponds to a strong positive correlation between t he spot and futures prices. Implementing the prior simply requires using only those predictive drawings with negative values for the (1,2) element of the drawing of Σ.
10
Prior on Seasonal Pattern Specification. Although as noted above there is substantial variation in the monthly basis, it tends to be the case with the January contract that the basis is large in the first quarter of the year prior to expiration. Further, it tends to be true that there is a month during the summer during which the basis i s small or negative.
(During 1996, for example, corn stocks became tighter than normal earlier than normal, and the basis on April 9, 1996 for December corn was -92 cents per bushel: cash price $4.315, futures $3.395). We implement this prior by using the model with seasonal dummies, and conditioning on parameter drawings for which the February, March, April, and May dummies are positive, and the July dummy negative.
VI. Results
For each of the specifications listed above we compute hedge ratios for a number of horizons and for a number of expiration dates (date at which the cash position is sold and the hedge is lifted). We provide six different expiration dates and consider hedging horizons that range from one to six weeks.
A complete set of hedge ratios is reported in Table I . The calculations in the Table are marked "expire" indicates when the hedge was removed. Each specification listed above comprises the remaining columns. In each row, all feasible data were used in the calculations: thus a 6-week hedge expiring December 10 only used sample data through a period ending 6 weeks earlier. The entire set of calculations was computed easily on a personal computer employing RATS 4.1 (1995) software.
In addition to the Bayesian hedge ratios, there are two other types of hedge ratios included for comparison. The first is a "Naive" hedge ratio that is simply the sample regression of the spot price on the futures price. This corresponds to a "certainty equivalent" one-period hedge ratio under the assumption that there is no useable temporal structure in spot and futures prices. The second is labeled "CE" for "certainty equivalent hedge ratio". These ratios are calculated using ordinary least squares parameter estimates together with the VAR structure. Details are provided in the appendix. Hedge ratios calculated in this way are optimal under the condition that the unknown parameters equal the least squares estimates with probability one. Note that for the logarithmic case, the certainty equivalent hedge ratio is analytically intractable for dynamic specifications. For this reason we do not report a "CE" value in the "Logs" column.
A quick review of Table I suggests that there are few differences between the Naïve and Bayesian approaches for simple specifications of the model. For more complex specifications we see that the Bayesian approach results in more aggressive hedging (the ratios typically increase). Finally, note that the CE ratio often exceeds the Bayesian ratio for each specification. This can be attributed to a consideration of estimation risk resulting in a lower, less aggressive hedging policy.
Teasing out the general lessons from Table I is facilitated by examining linear response surfaces.
Estimates of these response surfaces are presented in Table II. To construct this Table we simply regress the hedge ratios on dummy variables for specifications (relative to the baseline case) and use simple trends to include horizon and expiration variables. The general lessons from Table I and Table   II are:
1. Bayesian hedge ratios tend to decline as the horizon increases. This reflects the increased uncertainty regarding spot and futures prices the longer the horizon of the hedge. It turns out that the CE hedge ratios share this property.
2. Bayesian hedge ratios tend to increase with the expiration date. This reflects the additional data available at the time the hedge is placed. The CE hedge ratios share this property.
3. The CE hedge ratios are generally larger than the Bayesian hedge ratios. Across all specifications considered, the CE ratios averaged 0.99; the Bayesian ratios averaged 0.89.
4. Prior information tends to increase the Bayesian hedge ratio. In particular, the Bayesian hedge ratios are generally larger for the specifications involving prior information on the January basis, the innovation correlation, and the seasonals.
5. The log and levels specifications deliver nearly identical hedge ratios.
6. The seasonal specification produced the highest hedge ratios. This suggests that the seasonal patterns are quite important in determining the optimal hedge.
7. There was little gain to using information from the adjacent future and the Chicago spot market without further prior information. This suggests that the extra predictive content of these series was offset by additional sampling error.
8. The system without the linear trend delivered the lowest Bayesian hedge ratios, but the CE hedge ratios were relatively large.
These results are all qualitative; how well do the Bayesian hedges perform? In Table III we list the volatility (standard deviation) to the farmer for each of the various hedging strategies (results are in cents per bushel). As before we consider six different expiration dates for the hedge, as well as six different hedging horizons.
For each expiration date, horizon, and specification we use the predictive density (for that specification) to compute the standard deviation to the farmer from an unhedged, naïve hedged, CE hedged and Bayesian hedged position. This allows us to see the performance of the hedging policies using the most informative density for each specification.
A quick review of Table III shows that while the Bayesian hedge is the optimal hedge for each specification, the Naïve hedge often provides very similar performance. This is especially true for the simpler model specifications. For example, using the Baseline specification, a one-week hedge expiring on 12/31/92 has the same volatility for the Naïve and Bayesian hedge, 2.91 cents per bushel.
For more complex specifications we do find considerable differences between the various approaches to implementing the hedge. To illustrate the results, consider a 6-week hedge expiring These results suggest that a Bayesian-based hedging program can be more valuable than a naive procedure. This is in contrast to the findings in Lence (1995) , who found little additional value. What accounts for the difference is that Lence (1995) concentrated on a particularly simple situation in order to obtain analytical results--the only uncertainty was about the correlation between spot and futures prices at expiration. There were no dynamics, no additional information in the form of additional predictor variables or outside information, etc. Our calculations indicate that the additional complexity added by these considerations makes Bayesian hedging procedures attractive. In particular, more elaborate time series specifications of the spot and futures markets can be helpful in the Bayesian context. However, this does not extend to the certainty-equivalent approaches, where naïve models may outperform more complicated ones due to the effect of estimation risk. The numerical Bayesian techniques permit use of more complex and realistic representations of the data while taking into account the estimation risk that they entail.
VII. Conclusion
This paper serves as an introduction to Bayesian approaches to hedging problems. The methods employed are quite general, and extensions of them to other contexts are very natural. For example, the numerical approach used here may be used to study more realistic representations of preferences in which the hedger is not simply risk intolerant. Previous studies of such cases (Anderson and Danthine, 1981; ) have adopted simple specifications of uncertainty in order to make analytical progress possible. By instead pursuing numerical solutions, our procedures can accommodate substantial additional complexity. We could consider explicitly transportation costs; price limits in either the future or cash markets (or both); more detailed models of the basis and spot price changes for soybeans; dynamic futures strategies--including those that evolve in response to the evolution in the numerical densities for the spot price change and the basis; as well as alternative distributions for our prior specification. The analysis above simply illustrates the flexibility afforded by Bayesian techniques in incorporating such diverse considerations into hedging programs. Hedge ratios computed for a number of specifications and settings. Expiration date is the date at which the hedge is lifted. Horizon gives the length of the hedge in weeks. Naïve denotes a simple OLS implementation of the hedge. CE denotes the certainty equivalent hedge ratio and Bayes gives the numerical Bayes hedge ratio. Details of each specification can be found in Section V. OLS regressions of hedge ratios on dummy variables for specifications (relative to the baseline case). Simple trends are used to include horizon and expiration variables in the regression analysis. Tstatistics are in parentheses. 
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Thus the crucial ingredients in the hedge ratio calculation are the covariance between the spot and the basis, the variance of the spot, and the variance of the basis. These magnitudes all depend on the parameters of the VAR, so calculation of the hedge ratio must take into account these aspects of the dynamic relationship between the spot and futures prices. For example, to calculate the variance of the spot as a function of the parameters of the VAR (which involves the change in the spot) note 
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To obtain the variance of the basis, note that Equations (A6)-(A8) can be used to calculate the hedge ratio in terms of the VAR parameters in the A(L) polynomial and the variance matrix Σ.
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