The van der Waals -London's law of decay of the van der Waals force for a collection of neutral atoms at large separation was proven by I.M. Sigal and the author in [AS]. Following closely the strategy of [AS] and reworking the approach appropriately, we prove estimates on the remainder of the interaction energy. Furthermore, using an appropriate test function, we prove an upper bound for the interaction energy, which is sharp in the leading order. For the upper bound, our remainder estimates are stronger, our assumptions weaker and the proof simpler. Here we consider only spinless Fermions.
Introduction
The van der Waals forces are forces between atoms or molecules. They are much weaker than ionic or covalent bonds. They play a fundamental role in quantum chemistry, physics and material sciences. For instance, due to the van der Waals forces water condenses from vapor. They force gigantic molecules like enzymes, proteins, and DNA into the shapes required for biological activity. They explain why diamond consisting of carbon atoms connected with covalent bonds only, is a much harder material than graphite, which consists of layers of carbon atoms that attract each other through van der Waals forces.
A microscopic explanation of the forces was given by F. London soon after the discovery of quantum mechanics (see [Lo] ). This heuristic explanation showed that this force has a universal behavior at large distances -it decays as the inverse sixth power of the distance between atoms.
We begin with a mathematical formulation of the problem. We consider a system of M interacting atoms with nuclei fixed at y 1 , ..., y M ∈ R 3 , respectively, and described by the Hamiltonian
Here N is the total number of electrons, x i , y i ∈ R 3 denote the coordinates of the electrons and the nuclei, respectively, y = (y 1 , ..., y M ), −e, m are the electron charge and mass, respectively, and Z j is the atomic number of the j-th nucleus. The notation 1,N i<j means that i, j are summed from 1 to N for all values i < j. We consider a system of neutral atoms so we must have M j=1 Z j = N . The Hamiltonian H N (y), arises from the standard full Hamiltonian of the system by fixing the positions of the nuclei and neglecting their kinetic energies. This is an approximation called the BornOppenheimer approximation, and H N (y) is called Born-Oppenheimer Hamiltonian. The BornOppenheimer approximation relies on the fact that the nuclei are much heavier than the electrons. We refer to [AS] and references therein for a discussion of the Born-Oppenheimer approximation and the Born-Oppenheimer Hamiltonian (1.1). We neglect the spin of the electrons and hence we will consider the Hamiltonian H N (y) acting on the space ∧ N 1 L 2 (R 3 ) of antisymmetric functions with respect to permutations of electron coordinates.
For the atom centered at y i we denote by E i,n i the ground state energy (infimum of the spectrum) of the Hamiltonian of the corresponding ion with Z i − n i electrons, where n i could be positive or negative, so that n i e is the charge of the ion. The Hamiltonian is always considered on the space of antisymmetric functions. Before stating the van der Waals law rigorously, we formulate and discuss a property of many body systems playing an important role below.
(E) We consider any two nuclei i and j, i = j, in our system. If m, n ∈ N ∪ {0} and l ∈ N so that m + l ≤ Z j , then we have that E i,m + E j,−n < E i,m+l + E j,−n−l .
The constraint m + l ≤ Z j is necessary due to the fact that an ion has charge less or equal than its nuclear charge. The meaning of Property (E) is that ionization energies of atoms are larger than the electron affinities, where, in a standard terminology, the n-th ionization energy (n ≥ 1) of an atom is the energy required to remove an electron from its n − 1-ion and the n-th electron affinity is the energy required, if any, to remove an electron from its −n ion. So far every experimental measurement verifies Property (E). See [AS] for a more detailed discussion. However, theoretically, Property (E) is an open problem except for the case of hydrogen atoms (see Proposition 1.3 below).
A simple induction argument on the number of atoms shows that Property (E) implies
which states that the sum of the ground state energies of the atoms is less than the sum of the ground state energies of corresponding ions with total charge zero. It was proven in [AS] that Property (E') is a necessary Condition for the van der Waals law to hold. The proof of the necessity is based on the fact that ions interact with each other through Coulomb interaction, which is inconsistent with the inverse sixth power van der Waals law. For simplicity, we will assume Property (E) and hence (E') in the discussion below. Let E m = E m,0 be the ground state energy of the atom centered at y m . Let also E(y) be the ground state energy of H N (y) acting on the space ∧ N 1 L 2 (R 3 ) of antisymmetric functions. The interaction energy W (y) of the system is defined as
where
3)
The quantity E(∞) can be roughly understood as the energy of the system when the atoms are infinitely far from each other. Without Property (E') the definition of W (y) is different, we refer to [AS] for a related discussion.
It was expected, after van der Waals, that W (y) is a sum of pair interactions, W ij , which are attractive and decay at infinity as −|y i − y j | −6 . More precisely, one expects that W (y) = − provided that R := min{|y i − y j | : 1 ≤ i < j ≤ M } is large enough. Here σ ij are positive constants depending on the atomic numbers Z i , Z j , and O is a priori understood up to a constant independent of y. An upper bound of the form W (y) ≤ − 1,M i<j e 4 C ij |y i − y j | 6 , was proven by Lieb and Thirring [LT] in 1986, using an intricate test function. A first rigorous proof of (1.4) was given by [AS] assuming Condition (D) below and Property (E'). There, a related result was proven for the case of Fermions with spin as well. In [AS] there was no information on how large R should be, so that the result is valid and the remainder is small relative to the leading term. It was claimed, however, that following the strategy that was used there, one can obtain remainder estimates and this is the goal of this work. We estimate, up to constants depending only on max Z j , j = 1, ..., M the remainder, and how big R should be for the result to be valid. Our point is that these constants depend only on the kinds of atoms involved in the system and not on how many they are. To achieve this, we replace the assumption of Property (E') with the stronger assumption of Property (E). We further provide an upper bound with a stronger remainder estimate under weaker assumptions, using an appropriate test function. The upper bound is sharp in the leading order.
Before we state our main theorems we state another condition which we will need. To this end, we define the Hamiltonian of the atom centered at y m
has a ground state (see Theorem 2.2 below). We are going further to assume
is non-degenerate.
We our now ready to state our main results. As before, M is the number of atoms and N the number of electrons.
Theorem 1.1. Assume Condition (D) and Property (E). Then, there exist positive constants C 1 , C 2 , C 3 , depending only on max Z j , j = 1, ..., M , so that if R ≥ C 1 N 4 3 then (1.4) holds in the sense that there exist positive constants σ ij , which are defined below in (3.44), such that
where σ ij > 0 are the same constants as in Theorem 1.1.
Remark 1. Similar theorems hold in the case that we do not take the Fermionic statistics into account. In this case, Condition (D) follows from the positivity improving property of e −βH 0 , β > 0, where H 0 is the Hamiltonian of any atom, and from Perron-Frobenious theory (see for example [RSIV] ). Therefore, in this case, the assumption of Condition (D) can be omitted. In particular, the upper bound holds, in this case, with no assumptions.
Remark 2. By the previous remark Condition (D) holds for hydrogen atoms independently of statistics, since the hydrogen atom has only one electron. As we will discuss below, Property (E) holds too and therefore, the conclusions of Theorems 1.1 and 1.2 hold for a system of hydrogen atoms with no assumptions.
Remark 3. It is important that the constants C 1 , C 2 , C 3 in the theorems above do not depend on the number of atoms M but only on max Z j , j = 1, ..., M , or in simple words only on the kinds of atoms involved in the system and not on how many they are. Note, however, that we have been unable to determine how the constants depend on max Z j , j = 1, ..., M . The remainder in Theorem 1.2 is relatively small provided that R ≥ cM 2 3 where c again depends on max Z j . In Theorem 1.1 the assumption R ≥ CN 4 3 ensures that the remainder is relatively small. Of course, for a large number of atoms, the assumptions on R are too strong. Theorems 1.1 and 1.2 describe the van der Waals force at a pairwise large separation between the atoms. Note that for small distances, the van der Waals forces are repulsive (the interaction energy is positive) as follows from the rough estimate
for some constant C independent of y, implied by the bound e 2 Zm |xn−ym| ≤ −α∆ xn + β, valid for any α > 0 and a corresponding β > 0. Often the interaction energy for two atoms (M = 2) is modeled by the Lennard-Jones potential W LJ (y) = a |y 1 −y 2 | 12 − b |y 1 −y 2 | 6 , where the constants a, b > 0 are determined experimentally.
We now prove Property (E) for hydrogen atoms. The Property (E') for hydrogen atoms has already been proven in [AS] . Proposition 1.3. For hydrogen atoms Property (E) holds.
Proof. Let E (0) denote the ground state energy of the hydrogen atom and let E (m) be the ground state energy of the hydrogen ion with charge −me (where m ≥ 1), i.e. the lowest point of the spectrum of the Hamiltonian 9) where
|x j | is the Hamiltonian for the hydrogen atom in the j-th coordinate. Property (E) for hydrogen atoms is reduced to the property that for any m ≥ 1, E (m) satisfies
Hence, it suffices to prove (1.10). Indeed, assume that (1.10) fails. Since E (0) < 0 we obtain that E (m) < E (m−1) . By the HVZ theorem (see e.g. [HS, CFKS] ), it follows that H (m) has a ground state Ψ. Since
, giving a contradiction.
Our approach for the proof of Theorem 1.1 is based on perturbation theory in the parameter 1 R , for which the Feshbach-Schur map is used. Stability estimates for the Hamiltonian H N (y) and for boosted Hamiltonians are established and are useful. We follow [AS] closely. Essentially, our new elements for the proof of Theorem 1.1 are in the proofs of Propositions 3.6 and 5.1. The main ideas of these proofs are still similar to ideas introduced in [AS] , but we substantially rework the techniques that were introduced there, in order to obtain stronger estimates of error terms. Parts that are similar to [AS] will be repeated here, so that the present work is self-contained. We shall now sketch the proof of Theorem 1.1 and afterwards the proof of Theorem 1.2. Brief sketch of the proof of Theorem 1.1. The main ingredient of the proof is the Feshbach map and the Feshbach-Schur method (see [BFS] ). For purposes of simplicity we will state everything in the special form we need. We write H = H N (y), where H acts on L 2 (R 3N ), and H σ = HQ, where Q is the orthogonal projection onto the antisymmetric functions with respect to permutations of electron coordinates. Let Π = |Ψ Ψ| be the orthogonal projection onto an antisymmetric normalized function Ψ, and Π ⊥ = 1 − Π. Let also E be the ground state energy of H σ . We introduce the notation H σ,⊥ = Π ⊥ H σ Π ⊥ . The Feshbach-Schur method states that if
then the Feshbach-Schur map
is well defined for λ = E and E = F Π (E).
(1.13)
Note that since F Π (λ) is a multiple of the identity, and of rank 1 (it acts on a one dimensional space), we have identified it with the multiplying coefficient. This reduces the problem of determining the ground state energy of H σ to a scalar nonlinear fixed point problem, because Π is a rank one projector. Besides the equation (1.13), we have that the ground state of H σ is the normalization of the function
(1.14)
Now we outline how we use the Feshbach map in order to prove the van der Waals law. For purposes of simplicity of the outline, some things are stated below imprecisely but this is remedied in the actual proof. We denote by φ j the ground state energy of the atom centered at y j . We
to be the normalized antisymmetrized tensor product of the functions φ j . The wave function Ψ is an approximation of the ground state of the system, the error arising from the fact that there are interaction terms between atoms. The error depends on 1 R and becomes small when R is large. We define Π = P Ψ . Since Ψ is an approximate ground state of the system, one intuitively expects that when R is large, then 15) or in other words that when we project out Ψ, the resulting operator H σ,⊥ has a gap from the ground state energy E of H σ . We prove such an estimate in Section 5 using the Property (E) and the IMS localization formula. The partition of unity for the IMS localization formula consists of functions supported either on a set where each of the electrons is close to some nucleus, or on a set where at least one electron is far from all nuclei. If at least one electron is far from all nuclei then the gap for (1.15) is obtained by the HVZ theorem. If all electrons are close to some nucleus, then this corresponds to a decomposition of the system to ions/atoms with total charge 0. In the case that the decomposition has only neutral atoms, the gap for (1.15) originates from the fact that Π ⊥ projects out their ground states. Property (E') gives a gap for (1.15), if in the decomposition there are ions with nonzero charge. The assumption of the stronger Property (E) will help us estimate the error terms and this is exactly where we need it. From (1.15) it follows that the Feshbach-Schur method is applicable and therefore, (1.13) holds. In view of (1.13) we need to estimate ΠH σ Π and V (E). Due to the interaction between the atoms, the equality ΠH σ Π = E(∞)Π, where recall that E(∞) is the sum of the ground state energies of the atoms, fails. However, due to Condition (D), saying that the ground state energy of each atom is non-degenarate, it turns out that the ground state of each atom has a spherically symmetric one-electron density (see Proposition 2.3). Therefore, we can apply Newton's theorem to show that the error arising from the interaction terms is exponentially decaying in R, because the ground states of the atoms are exponentially decaying. In other words we obtain that 16) where the approximate equality is understood up to an error, which is exponentially decaying in R. From the last equation, (1.11) and (1.13) it follows that 17) so that estimating the interaction energy reduces to estimating V (E). From (1.15) it follows that V (E) > 0, when R is large. From the last observation and (1.17) it follows that the interaction energy is negative. We now sketch how we estimate V (E). If Ψ was the exact ground state energy of H σ then Π would commute with H σ and therefore we would have ΠH σ Π ⊥ = 0 and thus V (E) = 0. In this sense, V (E) originates from the error of our choice of Ψ as an approximate ground state of the system. Since the error in our choice of Ψ, originates from the fact that we have neglected the interaction between the atoms, it turns out that ΠH σ Π ⊥ is proportional to the interaction. If we take Taylor expansion of the Coulomb interaction terms between the atoms, it turns out that there is cancelation in the first two orders, and thus the total interaction is in leading order proportional to R −3 . Therefore, ΠH σ Π ⊥ ∼ R −3 + O(R −4 ), where ∼ has the unprecise meaning of proportional, which together with (1.12) and (1.15) implies that
The last equation together with (1.17) implies the desired result
Brief sketch of the proof of Theorem 1.2. We shall sketch the proof of the theorem for the case that we have two atoms only, and without taking into account the Fermionic statistics, as this is much simpler than the general case. For purposes of simplicity, the sketch will not be precise. We decompose the full Hamiltonian of the system as H = H 12 + I 12 where H 12 is the sum of the Hamiltonians of the two atoms and I 12 has the interaction terms of the atoms. We denote by ψ the ground state of H 12 , so that H 12 ψ = E(∞)ψ. Let also P ⊥ ψ = 1 − P ψ with P ψ the orthogonal projection onto ψ. The test function we consider is the normalization of the functionψ = ψ − R ⊥ 12 I 12 ψ, where R ⊥ 12 = (H 12 P ⊥ ψ − E(∞)) −1 . This test function can be understood as an approximation of the ground state of H as given by the Feshbach map. Indeed, up to antisymmetrization, which in this sketch we ignore, the test functionψ originates from the function given in (1.14) after modifying the resolvent by omitting the interaction between the atoms.
Since the interaction energy W (y) is the ground state energy of H − E(∞), we have that
Expanding the inner product on the right hand side of the last equation and using the equality (H − E(∞))ψ = I 12 ψ, we obtain that 18) where the last two terms originated from the decomposition (H − E(∞)) = (H 12 − E(∞)) + I 12 . From Newton's theorem it follows that ψ, I 12 ψ ≈ 0, as we explained in the sketch of the proof of Theorem 1.1, where ≈ means that the error decays exponentially in |y 1 − y 2 |, where y 1 , y 2 are the positions of the nuclei of the atoms. Therefore, we also have that P ⊥ ψ I 12 ψ ≈ I 12 ψ, so that in the second line of equation (1.18) we have the simplification (H 12 − E(∞))R ⊥ 12 I 12 ψ ≈ I 12 ψ. As a consequence, the term on the second line of (1.18) is, up to an exponentially decaying in |y 1 − y 2 | error, equal to I 12 ψ, R ⊥ 12 I 12 ψ . With these observations we arrive at ψ , (H − E(∞))ψ ≈ − I 12 ψ, R As we explained in the sketch of proof of Theorem 1.1, if we take Taylor expansion of the interaction terms I 12 between the atoms, it turns out that I 12 is in leading term of the order |y 1 − y 2 | −3 . If we drop the higher order terms of I 12 , the term − I 12 ψ, R ⊥ 12 I 12 ψ gives exactly the van der Waals interaction term − σ 12 |y 1 −y 2 | 6 . The remainder of this term can be easily proven to be of the order |y 1 − y 2 | −7 . Due to the fact that I 12 appears three times in the last term of (1.19), it turns out that this term is at most of the order |y 1 − y 2 | −9 . Making the last statement precise is harder, because one of the three I 12 terms is not multiplied with the exponentially decaying function ψ. For this reason, we will push exponential weights through the resolvent R ⊥ 12 using boosted Hamiltonians. Finally, observing that ψ ≤ 1 + O(|y 1 − y 2 | −3 ), the theorem follows.
The paper is organized as follows. In Section 2 we discuss preliminaries of quantum many body systems. In Section 3 we prove Theorem 1.1 assuming the stability bound (3.7), which is a variant of (1.15). In Section 4 we prove Theorem 1.2. In Section 5 we prove that Property (E) implies (3.7) for R ≥ CN Notation. We collect here general notation used in this paper. In what follows,
• M is always the number of the atoms, N is always the number of the electrons and R is the one defined in equation (1.6).
• For any Banach space X, we denote B(X) := {f : X → X : f linear and bounded}. For an operator A, the symbols σ(A) and σ ess (A) stand for the spectrum and the essential spectrum, correspondingly.
• C and c will denote positive constants that depend only on max Z j , j = 1, ..., M or in simple words only on the kinds of atoms that the system consists of. They are independent from R and the number of atoms M , but they might change from one equation to the other. Such constants will be used very often and it is important to always remember this notation.
• denotes an inequality that is true up to a constant C. O(δ) will stand for functions and operators satisfying O(δ) δ.
• · will denote either the L 2 − norm of a function or the B(L 2 )− norm of an operator, depending on the context, and the symbols O(δ) are understood in this norm, or in the absolute value in the case of complex numbers.
• We will write A . = B and A .
with ∆ x j , ∇ x j the Laplacian and gradient acting on the coordinate x j ∈ R 3 , respectively.
• For a normalized function φ we define P φ := |φ φ| the orthogonal projection onto φ and
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2 Preliminaries about many body systems
Decompositions
Recall that M and N are the numbers of the nuclei and electrons, respectively. Let a = {A 1 , ..., A M } be a partition of {1, 2, ..., N } into disjoint subsets some of which might be empty. With the set A j we associate the j-th nucleus of atomic number Z j by assigning the electrons of coordinates in A j to be in the same atom/ion as the j-th nucleus. This gives a decomposition of the system. We denote the collection of all such decompositions by A and we will call A 1 , ..., A M clusters of the decomposition a. The set of all a ∈ A with |A j | = Z j for all j = 1, ..., M will be denoted by A at . Its elements correspond to decompositions of our system to neutral atoms.
If a = {A 1 , ..., A M } and b = {B 1 , ..., B M } are elements of A at , then there exists a permutation π ∈ S N /S(a) (here / denotes the set theoretic difference), where S(a) is the subgroup of S N consisting of the permutations that keep the clusters A 1 , ..., A M of a invariant, such that
In this case we write b = πa. Various b ∈ A at are related by permutations of the electrons and could be labeled as b = πa, π ∈ S N /S(a) with some redundancy. For each decomposition a = {A 1 , ..., A M } ∈ A we define the Hamiltonian
so that H Am is the Hamiltonian of the m-th atom or ion and H a is the sum of the Hamiltonians of the atoms or ions of the decomposition a, and the inter-cluster interaction I a := H N (y) − H a . In other words I a consists of all terms of interaction between the different atoms/ions in the decomposition a. We have that
For a ∈ A at let Φ a be the ground state of H σ a . Here, H σ a = H a Q a where Q a = Q A 1 ...Q A M and Q A j is the orthogonal projection onto the functions that are antisymmetric with respect to the coordinates in A j . Then H a Φ a = E(∞)Φ a . We have that
where φ Am is the ground state of H Am Q Am and
with φ m the ground state of the m-th atom with the nucleus fixed at the origin and
Throughout the text we will always assume that φ m = 1 for all m = 1, ..., M .
Some important properties of H N (y) and H A j
In this paragraph, the operators H N (y), H A j are understood as restricted to the antisymmetric functions. In the rest of the proof, this will not be the case, unless we mention it explicitly, because it is more convenient to consider them acting on the entire L 2 spaces and multiply them with the appropriate anti-symmetrizing projectors. The general information on the essential spectrum of the Hamiltonian (1.1) is given in the following theorem which is a special case of the HVZ Theorem (see e.g. [HS, CFKS] ). This theorem says that the essential (continuous) spectrum of H N (y) originates from the molecule shedding of an electron which moves freely at infinity and therefore whose energy spectrum changes continuously. The next result shows that the Hamiltonians of the atoms H A j , as well as the Hamiltonians H N (y) and H N −1 (y) have a well-localized ground state (see e.g. [HS, CFKS] 
Theorem 2.2. The operator H A j has a ground state φ A j , with eigenvalue E j , below the bottom of the essential spectrum Σ j = inf(σ ess (H A j )). Moreover, we have that
for any θ < Σ j − E j , where α is a multiindex with each index corresponding to differentiation in some electron coordinate. A similar result holds for H N (y), H N −1 (y).
The first part of the theorem is known as the Zhislin theorem and the second part, as the Combes -Thomas bound. The first part of the theorem shows that atoms are stable in the sense that they have a bound state.
The following Proposition, (see for example [AS] ) is going to be very useful.
Proposition 2.3. If Ψ is an eigenfunction of a Hamiltonian H A j (of the form (2.3)), corresponding to a non degenerate eigenvalue, then the one-electron density
Proof. For any rotation U in R 3 we consider the transformation T U defined by
Since the Coulomb potentials are spherically symmetric, we have that H A commutes with T U , i.e.
Since Ψ is an eigenfunction of H A , the last equality gives that T U Ψ is also an eigenfunction of H A corresponding to the same eigenvalue. Since the eigenvalue is non degenerate we obtain that T U Ψ = c(U )Ψ, where c(U ) is a complex valued function. Since T U is unitary we have that |c(U )| = 1 for any rotation U and therefore,
for any U . Using this and the definition of the electron density, we conclude that the latter is spherically symmetric, because the change of variables arising from a rotation has Jacobian 1.
3 Proof of Theorem 1.1 assuming the stability bound (3.7)
Our goal is to prove Theorem 1.1, under the stability bound (3.7) below. The stability bound is then proven in Section 5 under Property (E) for R ≥ CN In what follows we omit the argument y and write E and H for E(y) and H N (y), respectively.
Orthogonal projection Π
We will now define the projection Π, to be used in the Feshbach-Schur method described in the introduction. As we mentioned, it will be a projection on an antisymmetric tensor product of ground states of atoms. It turns out, however, that it is useful to cut the ground states off appropriately, so that different terms of the antisymmetrization have disjoint support. First we introduce the cut-off. Let χ 1 : R 3 → R be a spherically symmetric smooth function supported in the ball B(0, Recall that φ j denotes the ground state of the j-th atom centered at the origin. We introduce the cut-off ground states (see Φ a defined in (2.5)) as
where, as in (2.6),
Let T π be the unitary operators given by 5) be the orthogonal projection onto the antisymmetric functions. We define
where it is easy to check that the right hand side does not depend on the decomposition a.
To show that the Feshbach map exists, we note that Ψ ∈ Dom(H σ ) since Ψ ∈ H 2 (R 3N ). Hence, the condition (a) for the existence of the Feshbach map holds. We will prove in Section 5 that, under Property (E), there is a γ ≥ c, such that for R ≥ CN 4 3 , the stability bound
where recall that E is the ground state energy of H σ , holds. We assume this for now. Using (3.7) we obtain that H σ,⊥ − λ is invertible for all λ ≤ E + γ. Thus, the condition (b) is also satisfied and, for all λ ≤ E + γ, the Feshbach Schur map F Π (λ) is well defined. From (2.5), (2.6), (2.7),
where recall that E j is the ground state energy of the atom j and E(∞) = M j=1 E j was defined in (1.3), and from the construction of ψ j and Ψ a we obtain that
The equations above will be useful throughout the proof. The equation (3.13) was the main reason for introducing the cut off of the ground states, and it will be very helpful in the proof. Our next task is to estimate ΠH σ Π and V (E), which we do in the next few sections.
Estimate of ΠH
Indeed, using (3.6), (3.13), and that H is a local operator, we obtain that
because all the cross terms originating from the antisymmetrization vanish. Therefore, using (3.11) and H = H a + I a , we obtain that
Lemma 3.2. For all a ∈ A at , we have
We have that
We pass to the variables 19) and write z Ar = (z lr : l ∈ A r ) and dz Ar = l∈Ar dz lr . Using (3.2) and (3.3), we obtain that
with y ij = y i − y j . We will show that
where χ 2R was defined in (3.1) and χ
acts on the variables z A j . Since by Proposition 2.3 the one-electron density of the function ψ i is spherically symmetric, we have by Newton's Theorem (see for example [LL] ) and the support properties of ψ i due to the cut off (see (3.3)) that
In the same way we obtain that
The equations (3.21), (3.23) and (3.24) imply equation (3.22). The equations (3.20) and (3.22) imply that Ψ a , I lm ij Ψ a = 0, for all i, j ∈ {1, ..., M } with i = j and l ∈ A i , m ∈ A j , which together with (3.17) implies (3.16).
From (3.15) and (3.16) we obtain (3.14).
Remark 4. Using (3.22), going back to the variables x j and using (3.17) we can easily obtain that
where χ 26) and χ R was defined in (3.1). This will be useful later in the proof. The physical meaning of (3.25) is that the potential created by a spherically symmetric charge distribution with total charge zero, is zero out of its support.
Rough bounds on E
Before we estimate V (E) we first prove some rough bounds for E which are going to be useful. Our goal is to prove Proposition 3.3. Assume (3.7). The ground state energy E of H σ satisfies the following inequalities:
Remark 5. The left hand side gives a bound from below of the van der Waals interaction energy which is sharp in the powers of M and R.
Proof. The inequality on right hand side of (3.27) follows since 28) where in the first step we just used the definition of ground state energy (ΠH σ Π| Ran Π is a multiple of the identity and of rank one so we identify it with its multiplicative coefficient), and in the second step we used (3.14). By (3.7), the Feshbach map is well defined on E and E = F Π (E) (see (1.13)). By the last equality, (1.11) and (3.14) we have that
Now we estimate V (E). By (3.7), the definition of V (E) in (1.12), and
where we could replace H σ with H because Π is a projection onto an antisymmetric function. To estimate Π ⊥ HΠ we use that the equation (3.14) implies that
From the last equation and (3.6) it follows that
Using that Q commutes with H, that H is a local operator, and (3.13), one can check that
The last equation together with (3.31) and (3.11) give that
where, due to symmetry, the right hand side is a independent. The last equation together with (3.30) gives that (3.32) To complete the proof we use Lemma 3.4 below which together with (3.32) and (3.29) gives the left inequality in (3.27). This concludes the proof of (3.27).
Lemma 3.4.
(3.33)
Proof. By (3.17) we have that
It follows then from (3.2) and from (3.25) that the cross terms of the double sum vanish, and therefore we obtain
Making the change of variables (3.19) and using (3.3) we can obtain that andĨ lm ij were defined in (3.21). The tensor product of the functions ψ i , ψ j has been omitted. We will prove now that for all l ∈ A i , m ∈ A j we havẽ
38)
|y ij | and z li , z mj where defined in (3.19). The equation (3.37) is a little stronger than what we need now, but it is going to be useful later. We will Taylor expand all the terms on the right hand side of (3.21) around y ij . Using that
provided that |z| ≤ |y| 3 , we see that the contributions on the right hand side of (3.21) cancel in the first and second order and we computẽ
and in particular the last estimate holds on supp ψ i ψ j . The change of variables (3.19), and (3.12) imply that e c z A j ∂ α ψ j 1, ∀α with 0 ≤ |α| ≤ 2, ∀j = 1, ..., M.
(3.40)
Therefore, if we multiply both sides of (3.39) by ψ i ψ j , we can control the term |z li | 3 + |z mj | 3 in the remainder uniformly in |y ij | due to (3.40). As a consequence, we arrive at (3.37). The equations (3.36) and (3.37) give thatĨ
Therefore, we arrive at (3.43) where the inequality f ij ψ i ψ j 1 follows from (3.40). The equations (3.34), (3.35) and (3.43) imply equation (3.33).
Estimate of V (E)
Before we state the main result of this section we define the quantity σ ij appearing in Theorems 1.1 and 1.2. We fix a decomposition a.
|z mk −z nk | , is the Hamiltonian of the atom k acting on the variables z mk defined in (3.19). LetH σ ij = Q i Q jHij , where Q k denotes the projection onto the functions that are antisymmetric with respect to permutations of the coordinates z mk , m ∈ A k . LetH
. The function φ m is the ground state of H m . We define 44) where recall that f ij was defined in (3.42) and E m is the ground state energy of H m Q m . Our goal is to prove Proposition 3.5. The quantity σ ij depends only on the atomic numbers Z i , Z j and σ ij > 0 for all i, j ∈ {1, ..., M } with i = j. Moreover, if (3.7) holds, then
Proof. For this proof it is more convenient to write Π as a product of two projections. To this end we choose P to be the orthogonal projection on span{Ψ a : a ∈ A at }. Using (3.13) it follows that
It is straightforward to see that P is symmetric with respect to the electron coordinates in the sense that it commutes with the permutations 47) where T π was defined in (3.4). Using (3.47) and (3.5) it follows that (3.48) and that QP = P Q is also an orthogonal projector. It is, moreover, easy to check that
Therefore, by (1.12) we obtain that
We will use (3.50) to estimate V (E). Before doing so, we will introduce some useful notation. For a decomposition b we recall that H Bm denotes the Hamiltonian of the m-th atom acting on the electron coordinates in B m . We define
where recall that Q Bm is the orthogonal projection onto the antisymmetric functions with respect to the coordinates in B m . We define further 52) where recall that ψ B k is cut-off of the ground state of H B k Q B k . We begin with Proposition 3.6. If (3.7) holds, then we have that
Proof. In view of (3.50), we will first estimate P ⊥ HP . We have that
where φ a := P ⊥ HΨ a . From (3.11), (3.13) and (3.46) we obtain that P ⊥ H a Ψ a . = M 0, which together with the definition of φ a and H = H a + I a , imply
By (3.13), (3.46) and (3.16) we have
The last equation together with (3.55) gives that
Now we use the following inequality: If (φ n ) m n=1 are pairwise orthogonal, and (ψ n ) m n=1 are also pairwise orthogonal, then m n=1 |φ n ψ n | = max n∈{1,...,m} |φ n ψ n | .
(3.58)
The inequality (3.58) follows by B = sup φ , ψ =1 φ, Bψ , with B = m n=1 |φ n ψ n |, and from the Cauchy-Schwarz and Parseval's inequalities.
Using (3.54), (3.57) and the fact that φ a − I a Ψ a , a ∈ A at have disjoint supports, (following from (3.13) and the fact that suppφ a ⊂ suppΨ a ), we can apply (3.58), to obtain that
The last equation together with (3.7) and (3.50) give that
Using (3.13), (3.33) and (3.58) we obtain that
In addition, (3.7) and (3.27) imply
for R ≥ CM 1 3 . Using (3.7), (3.27), (3.62), (3.60), (3.61), and the second resolvent formula we can easily obtain that
In the rest of the proof we will estimate V (E(∞)). Using (3.60) and (3.17) we obtain that
We will prove that 66) where note that the first term on the right hand side does not depend on the decomposition a.
From the second resolvent formula we obtain that
and
with
We will now estimate V kl,1 and afterwords V kl,2 .
Estimate of V kl,1 We will prove that
In the proof k, l are fixed. Since R σ,⊥ B k B l I B k B l acts only on the variables in B k ∪ B l , due to the cut off of that has been applied to the ground states, the summands in (3.68) vanish, unless A j = B j , for all j = k, l. Hence, it is convenient to define in A at the equivalence relation a ∼ b ⇐⇒ A j = B j , ∀j = k, l. We denote the set of equivalence classes by X. Since, as was pointed above, the summands where a, b are not in the same equivalence class vanish, we obtain that
If in (3.73) we insert the decomposition I a = i<j I A i A j , and use that a ∼ b, it follows from (3.2) and (3.25) that all the terms I A i A j have zero contribution in (3.73) unless {i, j} = {k, l}, or in other words that U kl,1 = D∈X a,b∈D
Splitting into the terms a = b and a = b we obtain that
We observe now that the inner products on in the first term on the right hand side of equation (3.75) are independent of b. This, together with (3.2) and (3.46) implies that
We will now prove that
To this end it is convenient to introduce the following projections. For D ∈ X, where recall X is the set of equivalence classes, we define P D = b∈D |Ψ b Ψ b |. Using (3.76) and that P D Ψ b = Ψ b for b ∈ D, we arrive at
If A D is a family of bounded operators, then
The inequality follows from B = sup φ , ψ =1 φ, Bψ , the Cauchy-Schwarz inequality and by the fact that P D are orthogonal projections with
Since in (3.79) the sum over a, b consists of terms with a ∼ b, the equations (3.80) and (3.2) give
Our goal is now to show that for a = b R kl,ab . = 0. (3.83)
The functions I B k B l ψ B k ψ B l and I A k A l ψ A k ψ A l have disjoint supports. However, the operator R σ,⊥ B k B l which separates them is non-local. As a result the function R σ,⊥ B k B l I B k B l P ψ B k ψ B l has generically infinite support. We show, however, that its overlap with I A k A l ψ A k ψ A l is exponentially small. To prove this, we quantify the decay of the functions by introducing the exponential weights e δϕ kl below, and push the weights through R σ,⊥ B k B l by using boosted Hamiltonians. We now proceed with details. Recall that for a decomposition b, x B i is the collection of the electron coordinates in B i . Let ϕ i (x B i ) ≡ ϕ R ( x B i ) be a C 2 monotonically increasing function of x B i , where, recall,
, with |ϕ ′ R | ≤ 1 and with uniformly (in both x B i , R) bounded second derivative and satisfying,
Note that by construction of ϕ i we have that
, where recall y i is the position of the i-th nucleus, and let
was defined in (3.51). We show in Section 3.5 that, for δ small enough, E k + E l is in the resolvent set of H ⊥ B k B l ,δ and
We now estimate R kl,ab . The equality
where δ > 0, implies that
Similarly to (3.43) one can prove, due to (3.12), that when δ is small enough, we have
(3.91)
In addition, by the construction of ϕ kl we have that ϕ kl = R on the support of ψ A k ψ A l , because a = b, and therefore
Using (3.88), (3.90), (3.91) and (3.92) we arrive at (3.83). Observe now that the cardinality of each equivalence class D is
, and in particular it depends only on the atomic numbers, Z i , Z j . Therefore, the equations (3.81) and (3.83) imply (3.78). The equation (3.78) together with (3.77), (3.72) and (3.49) implies (3.71).
Estimate of V kl,2 We will now prove that (3.93) Observe that, since the projections P ⊥ , Q commute with (H σ,⊥ − E), by (3.56) V kl,2 remains the same if we replace P ⊥ H σ P ⊥ appearing in the definition of D kl with HP ⊥ . Similarly, we can replace (3.94) where (3.95) and
Therefore, using (3.61) and (3.62), we obtain that
To estimate U kl,3 we use that P ⊥ (3.99) and χ B j R was defined in (3.26), to obtain that
I B k B l acts only on the coordinates in B k ∪ B l , if we decompose H b to the sum of the Hamiltonias of the atoms M j=1 H B j , all H B j , j = k, l act directly to their cut off ground states. Therefore, we obtain that
Next we use (3.98), (3.100) and (3.101) to arrive at (3.102) where
We begin with estimatting U kl,4 . Using P = P P and HP M , we obtain that
acts on the variables in B k ∪ B l only, we have that
where D is the equivalence class of b, and we have also used that P D Ψ b = Ψ b to insert P D on the right. If on the right hand side of (3.107) we write b∈A at = D∈X b∈D , where recall that X is the set of equivalence classes, and use (3.108) and (3.80) we obtain that
Similarly to (3.56) we can show that
It is easy to show that [P ⊥
The last equation together with (3.109) implies that
Therefore, using that (P D − P Ψ b )e −δφ kl . = 0, proceeding as in the proof of (3.83), and using that the cardinality of D depends only on Z k and Z l we obtain that
We next estimate U kl,5 . Using (3.58), which can be applied because χ b χ a = 0 when a = b, and because (3.13) holds, we arrive at
(3.113)
Therefore, proceeding as in the proof of (3.90), we obtain that
Using the last inequality for δ small enough, together with (3.91), (3.88) and the inequality e −δϕ kl I b j =k,l ψ B j M R 3 , which can be proven similarly to (3.33), we obtain that
We now estimate U kl,6 . We have (3.116) where the last step follows from the fact that we have O(N !) summands, and that, by arguing similarly to the proof of (3.83), each of the summands is O(e −cR ). The square root comes from the fact that the functions Ψ b are pairwise orthogonal and the Cauchy-Schwarz inequality. This is the weakest estimate of the section. Now we estimate U kl,7 . We observe that each of the summands in (3.106) remains invariant if multiplied with P Ψ b on the left, because R
which together with (3.58) implies that
, we obtain, by (3.110) that
which together with (3.10) gives that U kl,7 . = 0. (3.118) By (3.102), (3.112), (3.115), (3.116) and (3.118) we obtain that
The last equation together with (3.97) and (3.94) gives (3.93). Equations (3.67), (3.71) and (3.93) imply (3.66). Equations (3.63), (3.64) and (3.66) imply equation (3.53) and this concludes the proof of the lemma.
Lemma 3.7. The quantities σ kl defined in (3.44) are all positive and independent of y. Moreover, for all k < l
(3.120)
Proof. By the change of variables (3.19) and the equations (3.41) and (3.52), it follows that
differs from the Hamiltonian in the definition of σ kl in (3.44), only because it projects out the cut off ground states, instead of the exact ones. Using (3.8) we can remove the cut off of the ground states at an exponentially small in R cost
The equations (3.4) and (3.122) imply (3.120).
We will now show that σ kl are positive and independent of y. First we note that the only dependence of σ kl on y kl := y k −y l |y k −y l | appears on f kl so we will write f y kl kl and σ y kl kl . For any rotation U in R 3 we define, similarly to the proof of Proposition 2.3, a transformation T U acting on the space L 2 (R 3(|A k |+|A l |) ) (recall that |A m | is the number of electrons of the m-th atom) by
Similarly as in the proof of Proposition 2.3, we can show that (3.124) where the tensor product of the functions has been omitted. On the other hand using (3.42), (3.38) and the fact that the rotation U is unitary we obtain that
Using (3.124), (3.125) and the fact that T U commutes with the Hamiltonians H k , H l we can obtain that σ
implying the independence of σ kl from y. Thus, it remains to prove that σ kl > 0. By (3.44) and the fact that (H σ,⊥ kl − E k − E l ) −1 is a positive operator, we obtain that σ kl ≥ 0. Assume now that σ kl = 0. Then, f kl φ k φ l is a minimizer of the quadratic form Φ, (H σ,⊥ kl − E k − E l ) −1 Φ and therefore the Gateaux derivative vanishes at f kl φ k φ l or in other words (H
kl − E k − E l ) on both sides of the last equation we obtain that f kl φ k φ l = 0, which contradicts the fact that f kl φ k φ l = 0.
The equation (3.53) and the Lemma 3.7 complete the proof of Proposition 3.5 assuming (3.88), which is proven below.
Proof of (3.88)
For any δ > 0 and any operator K acting on the coordinates in B i ∪ B j , we let
If the operator has indices e.g. K lm we define K lm,δ := (K lm ) δ . We also define
and similarly ∇ B i B j to be the gradient in R 3(|B i |+|B j |) . We begin with two auxiliary lemmas.
Lemma 3.8. We have that
(3.127)
Proof. Note that to prove (3.127) we can disregard σ in the Hamiltonian because the antisymmetrizing projectors Q B i , Q B j commute with the Laplacians. It is therefore enough to prove that
Observe that
Furthermore, an elementary computation gives that
The last equation together with (3.85) yields the desired result.
Lemma 3.9. We define P ij := P ψ B i ψ B j . The following inequalities hold for small δ:
Proof. Let g(δ) := P ij,δ − P ij . Using the dominated convergence theorem, one can show that g(δ) is differentiable for δ small enough, with derivative
Due to the exponential decay of ψ B i , ψ B j it follows that g ′ (δ) is uniformly bounded for small δ and, since g(0) = 0, by applying the fundamental theorem of calculus, we obtain that
This implies the first inequality in (3.130). We now prove the second inequality in (3.130). We write E ij := E i + E j . Applying the Leibnitz rule and using (3.10) we obtain that
Therefore, using (3.12) and the first inequality in (3.130) we arrive at the second inequality in (3.130). The last inequality follows from the second and the H B i B j boundedness of H B i B j ,δ , which in turn follows from Lemma 3.8.
We will now prove (3.88). We use the decomposition H σ,⊥
We show that if δ is small enough, then I + K is invertible and estimate its inverse. First, since H
1, and (3.12) we can obtain that
Since, moreover, on the right hand side of (3.5) the first and third terms are estimated by the third and second inequality in (3.130), respectively, we obtain, using (3.135), (3.5) and (3.137), that
We use the last estimate and take δ small enough to obtain that K ≤ 1 2 . This shows that I + K is invertible and its inverse is bounded by 2. This together with (3.134) gives, for δ small enough, the estimate (3.88).
Conclusion of the argument
From (3.29) and (3.45) we have that
From (3.139), the assumption R ≥ CN and the definition W (y) = E − E(∞), we arrive at (1.7). This completes the proof of Theorem 3.1.
Proof of Theorem 1.2
A reasonable generalization of the test function as described in the sketch of the proof for two atoms in the introduction, is the normalized antisymmetrization of the functioñ
where b ∈ A at and recall that R σ,⊥ B k B l was defined in (3.52). Here, the cut off functions
, with χ Bm 2R defined in (3.26), together with the cut off introduced to construct the functions Ψ b (see (3.2) and (3.3)) ensure thatΨ
The dilation 2R of the characteristic function was chosen to ensure that
Since the interaction energy of the system is the ground state energy of Q(H − E(∞))Q, where Q is, as before, the projection onto the antisymmetric functions, we have that
By (4.2) we can drop the anti-symmetrization projection Q to obtain that
By (3.11) and (4.3) we obtain that
for all k < l and therefore, using (4.1) and (3.16) we obtain that
The decomposition D 1 + D 2 is based simply on the decomposition H − E(∞) = (H b − E(∞)) + I b . Now we will estimate the different terms on the right hand side of (4.5).
For the first term we write I b = i<j I B i B j and use (3.25), which implies that the contribution of I B i B j in the first term is zero unless {i, j} = {k, l}. In other words, we obtain that
where we have also used (3.2) and that R σ,⊥ B k B l I B k B l acts only on the coordinates in B k ∪ B l . We now estimate D 1 . Proceeding as in the proof of (3.83) we can obtain that
so that the characteristic functions can be dropped from the definition of D 1 at an exponentially small in R cost, or in other words (4.9) where the factor M 4 in the exponentially small error arises due to the double sum over the pairs of the atoms. Therefore, using (3.101) and that ( (4.10) where in the last step we used that i<j I B i B j = I b and (4.8). To estimate D 2 we write I b = m<n I BmBn . Then, due to (3.25), the contribution of the term I BmBn in D 2 is zero unless m, n ∈ C i,j,k,l := {i, j} ∪ {k, l}. Therefore,
(4.11) From (3.35) and (3.43) it follows that
Proceeding as in estimating the right hand side of (3.113) we obtain that
. Inserting these estimates to (4.11) we obtain that
where we have also used that m,n∈C i,j,k,l consists at most of six terms for all i, j, k, l. From (4.5), (4.8), (4) and (4.12) it follows that
In addition, from (4.3) and the equality
, which can be proven similarly to (3.56), it follows that Ψ b is orthogonal toΨ b − Ψ b , so that by (4.1) 14) where for the last rough estimate, we have once again used the inequality
. From (4.4), (4.13), (3.120) and (4.14), we obtain Theorem 1.2. Note that we could drop the higher order terms due to the assumption R ≥ CM 
5
Proof of the stability bound (3.7) assuming Property (E)
Our goal is to prove Proposition 5.1. Property (E) implies that there exists C so that for R ≥ CN 4 3 we have
In particular, (3.7) holds.
Proof. Recall that A is the set of all decompositions into M clusters. We will cover, for R ≥ 1, the configuration space R 3N by the domains, where, recall, S(a) is the subgroup of permutations S N that keeps the clusters of a invariant. We denote the characteristic function of a set K by χ K . We consider the functions F a = g * χ 
All the stated properties of the family Jĉ follow easily by construction. We will now show that in addition we have that 8) where by C n with n ∈ N, we mean a positive constant which depends only on max Z j but, unlike c, C, does not change from one equation to the other. Indeed, a direct calculation gives, using the
Moreover, we have by construction of Fĉ that there exists C 1 such that arises from the rescaling of the function g R involved in the construction.
Here C 1 = 2 ∇g 1 L 1 . Furthermore, observe that F a 1 F a 2 = 0, ∀a 1 , a 2 ∈ A with a 1 = a 2 . As a consequence, the sum ĉ∈Â |∇Fĉ| 2 consists locally of at most N + 1 terms, becauseÂ has N more elements than A. The last observation together with (5.9) and (5.10) gives (5.8).
Now we use the IMS localization formula (see for example [CFKS] )
From (5.11) and (5.8) it follows that
Therefore, using that QP ⊥ ≤ 1 and the equality H σ,⊥ = QP ⊥ HP ⊥ Q we obtain that
(5.12)
We will now estimate the different terms QP ⊥ JbHJbP ⊥ Q. To this end we need some notation and some definitions.
Recall that the system we consider consists of M atoms with atomic numbers Z 1 , ..., Z M . In addition, E m denotes the ground state energy of the atom with atomic number Z m and let E ′ m denote its first excited state energy. Recall that E is the ground state energy of H σ . We define
where it is obvious that C 2 depends only on max Z j , and
(5.14)
Here H {j} = H − I {j} , where
|x i −x j | is the interaction between the j−th electron and the rest of the system, and Q {j} is the projection onto the functions that are antisymmetric with respect to all electron coordinates except the j-th. Hence, H {j} is the Hamiltonian of the system with the j-th electron decoupled from the rest of the system. From the standard Theorems 2.1 and 2.2 it follows that γ > 0. Due to symmetry, γ does not depend on j. Note that, since the ground state energy of H {j} Q {j} is negative, it follows, from the definition of
2R defined in (3.26), so that χ b is a smooth characteristic function of a set where the electrons in B j are near to the nucleus y j . The dilation 2R ensures that χ b | supp Ψ b = 1. Recall also that by C n , n ∈ N we denote positive constants, which depend on max Z j only and do not change from one equation to the other. To simplify the exposition in the rest of the proof, we set the elementary charge e to be 1. Our next goal is to prove Lemma 5.2. With the notation defined above, we have that 16) and, with C 2 defined in (5.13), there exists C 3 such that
Moreover, Property (E) implies that there exists C 4 , such that for R ≥
we have that
Proof. Proof of (5.16): We decompose the left hand side into two terms using that H = H {j} +I {j} . From (5.14) it follows that Q {j} H {j} ≥ E + γ. Moreover, since by (5.4) the j-th electron coordinate is at least
12 far from all nuclei on supp J {j} , we obtain that
, on supp J {j} . The last two estimates together with the fact that Q {j} Q = Q and that Q {j} commutes with Q, P ⊥ , J {j} , imply (5.16). Proof of (5.17): We decompose the left hand side into two terms using that H = H a + I a . We will first estimate the term QP ⊥ J a H a J a P ⊥ Q. By (5.2), (5.4) and the support properties of Ψ a (see equations (3.2), (3.3)) we obtain that
Due to (3.46) and (5.19) we have
We recall that H σ a = H a Q a , where Q a = Q A 1 ...Q A M , with Q A j the orthogonal projection onto the functions that are antisymmetric with respect to coordinates in A j . Since Q a commutes with J a , H a , P Ψa , (with J a because of (5.7)), the equation (5.20) implies that
Using the decomposition 1 = P Φa + P ⊥ Φa , where recall that Φ a is the (exact) ground state of H σ a , we can obtain, using (5.13), that H σ a ≥ (E(∞) + C 2 ) − C 2 P Φa . Note that we have dropped the operator Q a on the right hand side of the last inequality using that E(∞) + C 2 < 0 and that Q a ≤ 1. The last inequality gives
To estimate the second term on the right hand side of (5.22), we use that The last estimate together with the fact that P ⊥ Ψa P Φa . = M 0, which follows from (3.9), gives Using the last equation and the fact that both sides of (5.22) are invariant when we multiply on the left and right by χ a we obtain that
The last equation together with (3.46) and (5.19) implies that
We will now estimate the term QP ⊥ J a I a J a P ⊥ Q. Recall thatĨ kl ij is obtained by I kl ij by the change of variables (3.19) (see equations (3.18), (3.21)). We defineJ a in a similar way. If a ∈ A at , then using (3.39), which holds on the support ofJ a , and that the electrons are at most R 3 4 far away from the corresponding nuclei, or in other words |z ik | ≤ R 3 4 on the support ofJ a , we obtain that there exists C 3 such that
Using (3.17) we obtain that I a = 1<M i<j k∈A i ,l∈A j I kl ij , which together with (5.27) implies that Moreover, we have that
Proof. Property (E) implies (5.29) for some positive constant, which a priori could depend on m. We show that the constant C 4 indeed depends only on max Z j , j = 1, ..., M . Indeed, by [Sig] , (see also [Lieb] , [Phan] ) we know that the sequence E j,n , n ∈ Z, n ≤ Z j is constant when n ≤ −n j where n j is a positive integer depending on Z j . Therefore, the set B Z j := {E j,n |n ∈ Z, n ≤ Z j } consists of at most n j + Z j elements. Moreover, all the gaps in Property (E) are determined by differences of elements in the sets B Z j . Since these sets are at most max Z j many, we can define 2C 4 to be the minimum of these gaps, and it depends only on max Z j . To prove (5.30) we observe that the inter-cluster interactions I c m+1 , I cm differ by the interaction terms of one electron only. Let x k be the coordinate of this electron. Because of the last observation, it is convenient to denote by I c l ,k , where l = m, m + 1, the part of I c l which has only the intercluster interaction terms of the electron with coordinate x k . Since by construction of J a we have supp J a = supp F a , ∀a ∈ A and F a is a product function, it turns out that the supports of J cm and J c m+1 are product sets differing only on the k-th element of the product, which corresponds to the coordinate x k . Therefore, the difference of the two infimums in (5.30) depends only on the interaction terms I c l ,k , l = m, m + 1. Since on the support of J c m+1 the x k is at least R 2 far from the nuclei of the other clusters, and the total charge of these nuclei is less than N , we have that I c m+1 ,k ≥ − 2N R , on supp J c m+1 . Similarly, since on the support of J cm the electon x k is at least R 2 far from the electrons in the other clusters, we obtain that I cm,k ≤ 2N R , on supp J cm . Therefore, (5.30) follows.
We now continue with the proof of (5.18). Let a, b be as in Lemma 5.3. Then, from (5.29) and (5.30) it follows that inf σ(H Using the last estimate together with the inequalities inf σ(H σ a ) ≥ E(∞) and (5.28), we obtain that . This concludes the proof of Lemma 5.2.
Recall that by the right inequality of (3.27) (for the proof of which we did not need (3.7)) we have that E(∞) ≥ E − CM e −cR . The last inequality, and the estimates (5.16), (5.17), (5.18) and (5.6) imply that for R ≥ Proof. We define Σ m = inf σ(H m (y)Q m ). Here H m (y) is created from H = H N (y) by removing all the operators acting on the electron coordinates x m+1 , ..., x N , and Q m is the projection onto the functions that are antisymmetric with respect permutations of the coordinates x 1 , ..., x m . Note that Q m differs from Q {m} that was introduced in the definition of γ. Using the definition of γ it is easy to check that γ = Σ N −1 − E, where E is the ground state energy of the system. Thus, showing the lemma reduces to showing, that Σ N −1 ≥ E + C.
(5.34)
We will estimate H N −k (y), where k ∈ {1, ..., N − 1}. To do so, we construct, similarly as before, a partition J a ′ , a ′ ∈Â ′ whereÂ ′ = A ′ ∪ {{1}, ..., {N − k}}, and A ′ is the set of decompositions of {1, ..., N − k} into M clusters. The parameters for the construction of J a ′ are the same (except for N of course). Using the IMS localization formula, we can prove, similarly to (5.12) (omitting P ⊥ ), that
If a ′ ∈ A ′ (decomposition to clusters), then writing H N −k (y) = H a ′ + I a ′ we can show similarly to (5.21) that , l ≤ k corresponding to positive ions of total charge at least k. Therefore, a ′ comes from an a ∈ A (decomposition of {1, ..., N }), after removing k electrons from nonnegative ions of a. More precisely, there exists an a ∈ A with A ′ im A im and |A im | < Z im m = 1, ..., l, and with A n = A ′ n for all n = i 1 , ..., i l . It is known that each nonnegative ion has a gap from its essential spectrum. Therefore, an ion corresponding to the set B, with A ′ im ⊂ B ⊂ A im , m = 1, ..., l has a gap from its essential spectrum, which of course depends only on Z im . Therefore, applying Theorem 2.1 k times (it is known that it is applicable for positive ions as well), we obtain that inf σ(H Recall that E(∞) ≥ E − CM e −cR . Using this estimate together with (5.36), (5.37), (5.38) and (5.39) we arrive at Since Σ 0 ≥ 0 and there exists C 6 so that E ≤ −N C 6 (because E(∞) is proportional to the number of atoms and E ≤ E(∞) + O(M e −cR )), we obtain that Σ 0 ≥ E + N C 6 . Therefore, using (5.42) for k = N − m, m = 1, ..., N − 1, and taking R large enough so that 
