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Abstract
This paper presents a path planning technique for
ground vehicles that accounts for the dynamics of
the vehicle, the topography of the terrain and the
wheel/ground interaction properties such as fric-
tion. The first two properties can be estimated using
well known sensors and techniques, but the third is
not often estimated even though it has a significant
effect on the motion of a high-speed vehicle. We
introduce a technique which allows the estimation
of wheel slip from which frictional parameters can
be inferred. We present simulation results which
show the importance of modelling topography and
ground properties and experimental results which
show how ground properties can be estimated along
a 350m outdoor traverse.
1 Introduction
Many approaches to robot path planning have been devel-
oped and have been used in real-world robot systems such
as the DARPA Urban Challenge [13, 18]. However these
well known approaches only solve the problem of generat-
ing a path that avoids obstacles or minimizes some objective
function related to the cost of traversing particular regions
of terrain. Planning dynamically feasible paths increases the
dimensionality of the search space, requires modelling the
vehicle dynamics rather than just the kinematics, and also
presupposes knowledge of the vehicle’s inertial and mass pa-
rameters, the suspension model, motor speed-torque curve,
ground topography, and the frictional and dissipative phe-
nomena where the tyre meets the ground (ground properties).
This complexity means that the system dynamics is typically
ignored, or grossly simplified, in the planning phase and ac-
counted for by an online path-following controller at run time.
However to achieve maximum performance it is important to
model these dynamics, identify the parameters and account
for them at planning time.
The contributions of this paper are computing dynami-
cally feasible paths which the robot has the capability to fol-
low. Firstly we investigate the significance of topography and
Figure 1: QUT rOscar: the high-speed ground robot platform
used in this work (length ≈ 50cm).
ground properties for a simple simulation example where we
use a Pseudospectral Optimal Control Solver for planning.
Secondly we demonstrate the feasibility of online estimation
of ground properties using the small-scale robot, shown in
figure 1, for a 350m traverse we estimated the traction avail-
able.
1.1 Prior Work
A simple approach is to avoid regions which are difficult to
traverse and a traversability metric can be defined to describe
how difficult it is to traverse a region, and can be computed
from properties such as slope, surface roughness, surface de-
formation, vehicle vibration, vehicle stability, friction, en-
ergy, completion time, colour or texture [2,8,9,16,17]. Some
of these properties can be estimated in advance of arrival us-
ing, for example, laser scanner point clouds or camera im-
agery. Traversability metrics are useful as they provide a sim-
ple measure which can be used to optimise a global or local
plan. Their disadvantage is that the properties are inferred
rather than experienced.
Rather than avoid potentially difficult terrain the vehicle
can make the best effort at run time to meet the plan. The
simplest and most common approach to handling ground and
vehicle properties is to replan often. This is usually achieved
using a two tier planner: global and local planning. A global
planner searches the space to find a kinematically feasible
path to the goal, perhaps taking some traversability data into
account. Then a local planner accounts for vehicle dynam-
ics, unknown obstacles and unmodelled properties and gen-
erates vehicle control inputs over a short look-ahead window.
The local planner is run at a high rate to correct for discrep-
ancies between the vehicle/terrain model and the real world.
Such a structure is employed on the Willow Garage PR2 using
the navigation software included in ROS middleware environ-
ment [12], and for outdoor robots such as [6], [7] and [14].
Rapid update of the local plan is essential to limit the di-
vergence from the planned path, and this may limit the look
ahead window of the planner and the complexity of the mod-
elled vehicle dynamics. A consequence of limited look ahead
is reduced ability to plan around large obstacles, while a sim-
plistic vehicle model can produce infeasible or poor local
paths.
The task of following a global or local path is a control
problem known as path following which seeks to minimise
the deviation of the vehicle from a given path. Typical state-
of-the-art path following controllers use a dynamic vehicle
model to predict the vehicles response and compute control
inputs to minimise path deviation. This model is iteratively
refined using the error in predicted trajectory, typically calcu-
lated from RTK GPS to compute unknown parameters, usu-
ally slip rates or cornering stiffness. Recent path followers
have been shown to improve the vehicle’s ability to accurately
follow paths at high speeds of up to 8m/s. [10, 11]
The key assumption made by such approaches is that the
terrain will be consistent, and recent developments have fo-
cussed on improving the rapid convergence at terrain tran-
sitions. [10] Another disadvantage of these algorithms is that
parameters are not generalised for variations in vehicle speed,
path radius of curvature or vehicle. This makes the use of
such parameters in path planning difficult. Some initial inves-
tigations into generalisation of slip rates has been conducted
by Marcovitz [15] however this has only been demonstrated
on a limited data set and is unused in path planning.
2 Terrain Modelling
The effect of terrain is often ignored in path planning but
accounting for surface topography and ground properties is
important to optimise performance. Ground properties in-
clude characteristics such as friction, deformation and surface
shear strength. We assume that properties are consistent for a
known terrain type.
To investigate the advantages of accounting for terrain we
constructed a simple optimisation-based path planner. We
modelled the vehicle as a unicycle since it simplified the mod-
elling of friction and is a commonly used approximation to a
four wheel vehicle. We also assume that the ground proper-
ties are dominated by friction allowing dissipative phenom-
ena, such as ground deformation, to be ignored.
A five-dimensional state space model is used to describe
the unicycle.
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The inputs are the fraction of motor torque ζ and the turn
rate θ˙ with limits
0 < ζ < 1 (3)
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rad/s (4)
Figure 2 shows the forces on the unicycle. FW is the force
due to torque on the wheel, FT is the force due to lateral fric-
tion and S is the force due to slope.
The desired torque is,
T = TMax
(
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VVX
VMax
)
ζ (5)
where torque decreases linearly up to maximum velocity,
VMax. The longitudinal force on the wheel
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is zero if the vehicle velocity exceeds VMax and is limited by
either motor torque or available friction, where friction is
Fr = µN (7)
and N is the normal force.
The lateral force
FT =−sgn
(VVY )H (∣∣VVY ∣∣)Fr (8)
always opposes the direction of motion and applies a maxi-
mum retarding force.
The acceleration of the vehicle in the world frame is
ax =
FW cosθ +FT sinθ +SX
m
(9)
ay =
FW sinθ +FT cosθ +SY
m
(10)
Figure 2: Forces on unicylce model. S is force in X−Y plane
due to slope and Fw & Ft are longitudinal and lateral wheel
forces.
and the Heaviside, sign and absolute functions are imple-
mented as smooth functions where b = 0.01.
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b
)
2
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2.1 Path Planning
Finding a path through terrain was posed as an optimisation
problem. We solved for minimum traversal time over a to-
pography modelled by a mixture of Gaussians
Z =
n
∑
i=1
hie
− (X−xi)
2+(Y−yi)2
2σ2 (14)
where n = 4 and the height of the peaks is given by h =
[2,1,1,4] centered at [(−5,5),(−5,−5),(5,5),(1,−3)] and
σ = 2.
For varying types of driving surface friction, µ , can range
from µ ≈ 0.10 on ice up to µ ≈ 0.85 for dry asphalt [5]. To
investigate the effect of wheel friction on a robot’s ability to
traverse the environment µ was modelled by
µ = 0.8 · |Y |+0.2 (15)
The maximum velocity of the vehicle was VMax = 5m/s
with a maximum applied torque TMax = 3N.m. The mass of
the vehicle m = 3kg and the wheel radius wr = 0.1m. The
vehicle was commanded to drive from a position of (-10,0)
to (10,0) and with varying levels of model fidelity. If no to-
pography or friction was given, the optimisation assumed a
constant height of Z = 0m and a constant friction of µ = 0.4.
The Pseudospectral Optimal Control Solver, PSOPT, [1]
was used and was able to compute a single path taking
≈ 5 seconds, in 15-30 seconds on a HP Compaq 8000 Elite
with Core2Duo E8600 processor and 4Gb of RAM. Figure 3
Figure 3: Paths A (red), B (blue), C (green) and D (light blue)
are shown as as defined in table 1. The contours represent
height of the terrain and surface shaded by friction.
shows the optimised paths and table 1 shows the model fi-
delity and the planned time for execution, Tp.
Path D is a straight line from starting point to the goal, or
shortest distance path, as there is no additional criteria to be
optimised. Path C is biased in the Y-direction towards higher
friction but as the optimisation has no knowledge of the to-
pography the path fails to avoid the large peak centered at
(1,-3).
Path B is optimised based on topography and the optimised
trajectory for this path appears counter intuitive. The solution
is optimal as the torque which can be applied by the motor is
limited by vehicle velocity and there is no loss of energy over
time. The vehicle accelerates up the edge of the peak then
uses the gained potential energy to accelerate to a velocity
greater than VMax. Resulting in a trade off between motor
torque, friction, time taken to climb the hill and the increased
speed after the descent.
Path A accounts for both friction and topography and plans
a route which avoids peaks and is biased towards higher
wheel friction. The planned execution time is higher than
paths B and D but the actual time to follow path A is expected
to be lower due to the over estimation of friction in B and D.
Path A also utilises the same stored energy effect resulting in
a lower Tp than path C.
2.2 Simulation
A vehicle using a pure pursuit controller [3] was simulated
to investigate the performance of a vehicle following these
paths in environment with full fidelity. The controller outputs
θ˙ ∗ based on the robot’s pose and a look ahead distance of
1.0m. To perform the traversal in minimum time the simu-
lated vehicle always accelerates at a maximum rate or ζ ∗=1.
Figure 4: Paths A (red), B (blue), C (green) and D (light
blue) show the planned (solid) and followed (dashed) path
from simulation.
Terrain Model Tp Tf Avg ∆ Max ∆
Friction Topog. (s) (s) (m) (m)
A X X 4.58 4.20 0.22 0.73
B x X 4.31 4.46 0.34 1.18
C X x 5.14 4.49 0.71 2.45
D x x 4.35 4.39 0.52 1.91
Table 1: Comparison of planned, Tp, simulated, Tf , execution
time and path deviation for planning with varying fidelity.
The look ahead distance was manually tuned and the perfor-
mance of the simulated vehicle following each path is shown
in figure 4 and table 1.
The simulation following path A reached the goal in the
fastest time, Tf and also had the smallest average and max-
imum deviation from the path. As expected all other paths
with lower model fidelity had longer completion times and
larger deviations. Path C which accounted only for friction
led to a worse result than path D which had no knowledge
of the terrain. This is a special case but supports the need
for accurate terrain information in order to optimise vehicle
performance.
As expected Path A with the most complete model fidelity
had the best performance indicating that friction and slope
have a significant impact on vehicle dynamics. Arguably the
performance of the simulated vehicle may be improved by
a more sophisticated path following controller but improve-
ments are expected for any controller in challenging terrain.
3 Mapping Ground Properties
Based on these results it is important to be able to deter-
mine the characteristics of the ground within an environment
however, measuring these properties directly is difficult [4].
Traversability metrics have been used to infer these values us-
ing other measurable properties but these may not reflect the
true ground properties. We have used an alternative approach
of characterising terrain based on a vehicles response. This
section details the development of a metric describing trac-
tion from sensor data using a small-scale mobile platform.
3.1 Vehicle
The vehicle used for the mapping is the QUT rOscar, shown
in figure 1. It is based on a Traxxas Slash 1/8th scale RC car
model, it is rear wheel drive and has an estimated top speed
of 10m/s (36km/hr).
The car is equipped with a UTM-30LX Hokoyu laser scan-
ner with a range of 30m at 40Hz, Xsens MTI-g AHRS system,
Microstrain 3DM-GX2 and rear-wheel motor encoder. These
sensors are connected via USB interface to a Gumstix Fire
embedded linux system. The Gumstix is running Ubuntu 9.10
with ROS C Turtle middleware. All sensors are interfaced to
ROS and the distributed functionality used to remotely log
data from the vehicle.
3.2 Experiments
The vehicle’s response to a step input was examined. It was
accelerated from rest by a constant motor controller com-
mand. The vehicle then decelerated to a stop and the trial
was repeated. The response to a step input was used as it was
expected the excitation would produce a more deterministic
signal than steady state operation. This was also influenced
by the absence of accurate position information, such as RTK
GPS.
The vehicles response to a step input was examined on
three known ground types. The response of the vehicle on dif-
ferent ground types is clearly distinguishable for grass, gravel
and tiled surfaces as shown by typical response curves in fig-
ure 5.
The acceleration is measured by the Microstrain 3DM-
GX2, for each trial the gravity vector is calculated while at
rest and the vehicles orientation is assumed to be constant for
the trial duration. The net acceleration of the vehicle frame
is calculated for each trial. The Microstrain 3DM-GX2 was
used over the Xsens MTI-g as it was located at the vehicle
centre of gravity. The MTI-g AHRS was primarily used to re-
solve measurement location from using GPS. This data, and
all the data used for all further calculations has been filtered
using a zero-order phase delay filter based on a third order
Butterworth filter with a cut off frequency of 2.5Hz.
The calculation of ground properties, such as friction and
shear strength, from acceleration is difficult due to the com-
plexity of the tyre/ground interaction. Instead the term trac-
tion is used to refer to the net effect of these properties on
vehicle motion.
The tiled surface is a high traction area indicated by a large
acceleration peak and a slow rise in wheel velocity. The
gravel is a low traction area and this can be seen in the low ac-
celeration with a sharp initial rise in wheel velocity. The grass
Figure 5: Typical wheel velocity and longitudinal accelera-
tion responses of vehicle on grass, gravel and tiled surface.
is an intermediate surface showing characteristics of both sur-
faces. Figure 6, shows the acceleration of the vehicle for re-
peated trials on each surface. There is significant variation
which is expected as no attempt was made to ensure identical
paths were followed for repeated trials.
Figure 6: Filtered acceleration response for repeated trials on
each surface.
Figure 7: Filtered slip ratio for repeated trials on each surface.
3.3 Metric
A typical measure used to characterise the ground properties
in path following algorithms is the longitudinal slip ratio. The
slip ratio is calculated as shown,
slip ratio =
ωr−VVX
VVX
(16)
where ω is measured by the motor encoder and the longitu-
dinal vehicle velocity, VVX is obtained from integrated IMU
acceleration. The definition of the slip ratio results in infinite
slip when VVX =0.
As the vehicle is accelerating from rest this is problematic
and makes the result highly susceptible to noise and drift from
integrated acceleration, as can be seen in figure 7. Instead an
alternate traction metric is proposed
TR =
∫ t
0
VVX dt∫ t
0 ωr dt
(17)
Figure 8: Traction metric as measured for multiple trials on
known surfaces.
based on the ratio of longitudinal velocity to wheel velocity
each integrated over window of t=0.6s for the rOscar vehicle.
An index of 1 indicates high traction and an index of 0, low
traction.
4 Results
The traversability metric was applied to the previous data and
figure 8 shows the result for each trial classified by ground
type. The metric shows a clear difference in traction.
Using the defined metric the rOscar platform was used to
map the traction properties over an outdoor route. The vehi-
cle was run in a 350m loop containing, concrete, grass, gravel
and dirt surfaces. The vehicle used the same setup as the pre-
vious experiments with GPS used to localise each measure-
ment.
The concrete area shown in figure 9 is clearly identified as
the region with most available traction but no clear distinction
can be made between the gravel/dirt and grass regions. This
could be attributed to the slope of the terrain which is not
accounted for in the metric, terrain variability or the vehicle
reaching its limit of performance.
The off-road terrain which was traversed could be classi-
fied as very rough for a vehicle of this scale. This is shown by
the blue samples in the gravel and dirt region, where TR ≈ 0
and the vehicle had to be assisted after becoming beached.
We expect the difficulty of all off-road regions contributed to
the variation of traction on the grass and gravel/dirt surfaces
masking any distinction between the surfaces.
5 Conclusions
We have shown that surface shape and ground properties are
important when planning high-speed paths and that ignoring
these properties leads to sub-optimal plans which are diffi-
cult to follow at run time. We used a Pseudospectral Opti-
mal Control Solver for planning based on a simplified, but
dynamic, vehicle model, and the topography of the terrain
and the wheel/ground interaction properties such as friction.
Figure 9: Traction plotted over test area, red indicates high
traction and blue low traction regions. Samples take in gravel
& dirt and concrete regions is shown, all other samples are
assumed to be gathered on grass
Well known techniques can be applied to estimating the vehi-
cle model parameters and well known sensors and techniques
can be applied to topography estimation. We introduce a tech-
nique which allows the estimation of wheel slip from wheel
speed and inertial sensing, and from which traction can be in-
ferred. We presented experimental results for calculating the
traction metric from a 350m outdoor traverse and were able
to identify high traction areas.
We have a large program of ongoing work. The optimisa-
tion and simulation will be extended to include a tyre friction
model to improve accuracy and the results of simulation and
planning will be compared to real world experiments. Our ex-
perimental traverse included a significant slope which we did
not explicitly account for in the ground property estimation.
We will conduct a more comprehensive mapping of the oper-
ational area to provide the topography data required for op-
timised paths planned through the environment, and the im-
provement will be compared to other naive planning methods.
The metric we introduced captures only a very general
measure of the ground properties. The interaction of the vehi-
cle with the terrain is very complex and we will characterise
a more complete description of the properties. The current
metric focuses primarily on traction however other proper-
ties such as ground deformation and roughness will also have
a significant impact on vehicle performance. We also need
to explicitly account for uncertainty in the topography and
ground property estimates and how this affects planning and
run-time control, and how to infer ground properties from
laser or camera imagery.
We also plan to use visual odometry to determine the actual
motion of the vehicle rather than rely on inertial/GPS estima-
tion.
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