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Abstract—In this paper, we derive a closed-form algorithm of
the computationally efficient Symbol-Level Precoding (SLP) for
power efficient communications when using M -QAM modulated
waveforms. The channel state information (CSI) based and data-
aided SLP technique optimizes power efficiency by solving a
non-negative convex quadratic optimization problem per time
frame of transmitted symbols. The optimization combines con-
structive inter-user interference to minimize the sum power of
precoded symbols at the transmitter side under constraints for
minimum SNR at the receiver side. The SLP implementation
incurs extra computational complexity of the transmitter. We
propose a convex quadratic optimization problem for M -QAM
constellations and derive a closed-form algorithm with a fixed
number of iterations to solve the problem.
Index Terms—MU-MISO, Interference Mitigation, Precoding,
Beamforming, Power Minimization, Convex Optimization, NNLS,
CVX, Computational Complexity.
I. INTRODUCTION
The upcoming fifth generation of cellular networks (5G)
offers higher data rates and low latency communications [1],
[2]. At the same time, building networks that support this
growth of services have resulted in a corresponding rise in
energy consumption. The new challenge will be to maintain
the network’s total energy consumption while introducing
new features like increased data bandwidth and low latency
[3]. Ericsson foresees that novel software features that can
bring significant energy savings such as ultra-lean design and
Massive Multiple-Input-Multiple-Output (MIMO) [4].
There are developed several precoding techniques to effec-
tively manage and exploit MIMO wireless channels in the
literature [5]. The most advanced techniques like symbol-
level precoding (SLP) offer a variety of ways to improve
MIMO communications [6]. In [7] we developed and demon-
strated a novel SLP technique for sum power minimization
at the transmitter side. The technique optimally preserves
constructive interference, which leads to power minimization
of the transmitted signal. Although, the technique supports
optimization only of M -PSK and M -APSK symbols in the
fixed-phase region.
Constructive interference (CI) vector perturbation (VP)
based precoding [8] share the same approach as the technique
developed in [7] to offer a reduction in algorithm complexity
[9]. Other closed-form solutions were developed in [10]–
[12] to further facilitate practical implementations of SLP
techniques. Nevertheless, the main contribution of these works
was in algorithmic complexity of SLP and CI-VP techniques,
the practical implementation stayed out of their scope. In [13],
[14] we demonstrated the feasibility to deliver low computa-
tionally complexity of SLP technique [7] and implement it on
actual hardware processing the baseband in a real-time basis
for a downlink transmission.
In this paper, we focus on terrestrial communication through
a MU-MISO channel. We derive an energy and computa-
tionally efficient symbol-level precoding to minimize sum
power of the transmitted signal while maintaining the minimal
required SNR threshold at the receiver terminals. The SLP
technique is based on a non-negative convex quadratic opti-
mization problem. We improve the technique to support the
optimization of M -th order QAM constellations in the relaxed-
phase region. In Section II we discuss the system model, define
the optimization problem and propose a closed-form solution
to solve it. In Section III we benchmark the performance of the
SLP technique against Zero-Forcing precoding and compare
the closed-form solution to CVX solver [15], [16]. Finally,
we drew conclusions in Section IV.
Notation: Upper-case and lower-case bold-faced letters are
used to denote matrices and column vectors. The superscripts
(·)H , (·)† and (·)−1 represents Hermitian matrix, matrix trans-
pose and inverse operations. ‖·‖2 is the Euclidean norm, | · |
is an absolute magnitude of a complex value. The real and
imaginary parts of a complex value are defined as Re(·) and
Im(·). The imaginary unit is denoted as ι2 = −1. Square
diagonal matrices are denoted as diag[·] with the elements
defined on their main diagonal.
II. SYMBOL-LEVEL PRECODING DESIGN
A. System Model
We consider a system model with the forward link of
a multi-user multi-antenna terrestrial communication system.
We assume the system to use the full frequency reuse scenario,
in which all the antennas transmit in the same frequency and
time. The multi-user interference is managed using precoding.
We define the number of transmitting antenna as Nt and the
total number of receiver terminals as Nu in the coverage area.
In the specified MU-MISO channel model, the received signal
at the i-th terminal is given by yi = h
†
ix + ni, where h
†
i is
a 1×Nt vector representing the complex channel coefficients
between the i-th terminal and the Nt antennas of the transmit-
ter, x is defined as the Nt×1 vector of the transmitted symbols
at a certain symbol period and ni is the independent complex
circular symmetric (c.c.s.) independent identically distributed
(i.i.d) zero mean Additive White Gaussian Noise (AWGN)
measured at the i-th terminal’s receive antenna.
Looking at the concatenated formulation of the received
signal, which includes the whole set of receiver terminals, the
linear signal model is
y = Hx + n = HWs + n, (1)
where y = [y1, y2, . . . , yi] ∈ CNu×1, n = [n1, n2, . . . , ni] ∈
CNu×1, x ∈ CNt×1, and s ∈ CNu×1 and H =
[h†i ,h
†
i , . . . ,h
†
i ] ∈ CNu×Nt . In this scenario, we define a
precoding matrix W ∈ CNt×Nu which maps the information
symbols s into precoded symbols x. We consider the data
symbols s to be unit variance complex vectors |si| = 1 for
every i = 1, 2, . . . , Nu.
B. Symbol-Level Precoding Design
In this section, we define an optimization problem of
the computationally efficient SLP technique, which aims to
minimize the sum power of the precoded symbols at the
gateway side. The technique is applicable on the M -th order
quadrature amplitude modulation (M -QAM). It reduces the
sum power of the precoded symbols by optimally increasing
the amplitudes of the initial data symbols to exploit the
constructive interference at the receiver side. The method
optimally preserves constructive interference components to
decrease the total transmitted power at the transmitter side.
To achieve this, the SLP technique needs to recalculate a
perturbation vector u = [u1, u2, . . . , ui] ∈ CNu×1 for a set
of symbols s in every transmission time frame to construct
the optimized precoded signal given by
x = WΓ(s + u), (2)
where Γ is per terminal minimal SNR requirements defined
as
Γ = diag
[
Γ1, Γ2, . . . , Γi
]
. (3)
In the following formulation, we split the problem of con-
structing optimal beamforming vectors into two independent
tasks: channel orthogonalization and optimal symbol mapping
for energy efficiency. In this case, we define the precoding
matrix (W) as the Zero-Forcing linear precoder:
WZF = Hˆ
H(HˆHˆH)−1, (4)
where Hˆ is the channel matrix estimated from the channel
state information (CSI). We choose ZF for its properties to
orthogonalize the channel so that in the case of Hˆ = H the
SNRs of the received symbols are linearly related to the Γ
applied on the transmitted symbols, the perturbation vector
(u) and the Gaussian noise (n):
y = HWZFΓ(s + u) + n = Γs + Γu + n. (5)
Thought, ZF is not an optimal precoder in a sense of energy
efficiency and there are more efficient techniques in the
literature [17], which provide better performance on a frame
TABLE I
PROPERTIES OF PERTURBATION VECTOR BASED ON SYMBOL POSITION
Position Re(s˜i) Im(s˜i) Re(ui) Im(ui)
p1 ≥ 1 ≥ 1 ≥ 0 ≥ 0
p2 ≥ 1 < 1 ≥ 0 = 0
p3 < 1 ≥ 1 = 0 ≥ 0
p4 < 1 < 1 = 0 = 0
basis. The proposed SLP approach will build upon the ZF
precoder and will improve the energy efficiency by optimizing
every transmitted set of symbols. The optimal symbol mapping
we derive in the following paragraphs.
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Fig. 1. 16-QAM constellation optimization with the proposed SLP technique
In Fig. 1 we demonstrate an impact of the perturbation
ui on a complex data symbol si depending on its location
in the M -QAM constellation. The perturbation vector has to
increase the absolute magnitude of the symbol and preserve
detection regions. We consider that all the symbols are mapped
in the first quadrature of the complex plane by transforming
the actual complex data symbols with the equivalent symbols
s˜ ∈ CNu×1, where s˜i = bisi, Re(s˜i) ≥ 0 and Im(s˜i) ≥ 0 for
every i = 1, 2, . . . , Nu. The variable bi represents the rotation
of the symbol vectors into the first quadrature of the complex
plane and is defined as
bi =

1 if Re(si) > 0 and Im(si) > 0
ι1 if Re(si) < 0 and Im(si) > 0
−ι1 if Re(si) > 0 and Im(si) < 0
−1 if Re(si) < 0 and Im(si) < 0
, (6)
for i = 1, 2, . . . , Nu. The following equality is therefore
respected
s = Bs˜, (7)
where B is a diagonal matrix, where the rotation vectors bi
are its diagonal elements such as:
B = diag
[
b1, b2, b3, . . . , bi
]
. (8)
We identify 4 possible positions of a symbol on the complex
plain regardless of the modulation order M considered and
summarize the constraints on the perturbation vector based on
the position of a symbol in Table I. We replace the perturbation
vector u with a new vector u˜ = [u˜1, u˜2, . . . , u˜i] ∈ CNu×1,
where Re(u˜i) ≥ 0 and Im(u˜i) ≥ 0 for every i = 1, 2, . . . , Nu.
Finally, we rewrite the equation (2) as
x = WZFΓB(s˜ + u˜). (9)
We define the optimization problem to minimize the sum
power of the precoded symbols vector x for any M -QAM
constellation as
min
u˜
‖x‖2
s. t. C1 :
{
Re(u˜i) ≥ 0
Im(u˜i) ≥ 0
, s˜i ∈ p1.
C2 :
{
Re(u˜i) ≥ 0
Im(u˜i) = 0
, s˜i ∈ p2.
C3 :
{
Re(u˜i) = 0
Im(u˜i) ≥ 0
, s˜i ∈ p3.
C4 :
{
Re(u˜i) = 0
Im(u˜i) = 0
, s˜i ∈ p4,
(10)
for all i = 1, 2, . . . , Nu.
By substituting (9) in (10) and by applying an equality
between the Euclidean norm of a complex vector z˜ =
[z˜1, z˜2, . . . , z˜i] and a real vector z = [z1, z2, . . . , zi], where
z˜i = ai + ιbi and zi = [ai, bi], we get
min
uˆ
‖Âuˆ− dˆ‖2
s. t. C1 :
{
uˆi ≥ 0
uˆi+Nu ≥ 0
, s˜i ∈ p1.
C2 :
{
uˆi ≥ 0
uˆi+Nu = 0
, s˜i ∈ p2.
C3 :
{
uˆi = 0
uˆi+Nu ≥ 0
, s˜i ∈ p3.
C4 :
{
uˆi = 0
uˆi+Nu = 0
, s˜i ∈ p4,
(11)
where Â = [Re(A),−Im(A); Im(A),Re(A)] ∈ R2Nt×2Nu ,
dˆ = [Re(d†), Im(d†)]† ∈ R2Nt×1, uˆ = [Re(u˜†), Im(u˜†)]† ∈
R2Nu×1, A = WZFΓB, and d = −WZFBs˜. In general, the
optimization problem (11) can be solved using CVX tools for
MATLAB [15], [16]. In the next section, we propose a closed-
form algorithm to solve the problem with a fixed number of
iterations.
C. Closed-form Algorithm
To derive the closed-form algorithm to solve the optimiza-
tion problem (11), we firstly address only the constraint C1
of the problem and then expand the approach to deal with
the constraints C1, C2, C3 and C4 jointly. The optimization
problem (11) with the constraint C1 has a form of a non-
negative least squares (NNLS) problem. It can be solved using
iterative Fast NNLS algorithm [18], [19].
The conventional Fast NNLS algorithm finds the optimal
regression coefficients through a number of iteration. In ev-
ery iteration, it dynamically chooses and solves a subset of
quadratic equations from a complete set defined as
uˆ = (Â†Â)−1Â†dˆ. (12)
For Fast NNLS algorithm to converge the number of iteration
is not fixed and can reach up to Nu. In every iteration, the
equation (12) is solved by using the QR decomposition, which
asymptotic complexity alone is of O(Nt ×N2u).
We propose to substantially relax the complexity of the
optimization problem by the assumption that the regression
coefficients are mutually uncorrelated. In this case, the off-
diagonal elements of the matrix product (Â†Â) are equal to
zero as
Â†Â ≈

∑2Nt
j=1 Â
2
j,1 . . . 0
...
. . .
...
0 . . .
∑2Nt
j=1 Â
2
j,2Nu
 . (13)
By inserting (13) into (12) we derive an approximate closed-
form solution to calculate the perturbation vector for the
optimization problem (11) as
uˆk =
1∑2Nt
j=1 Â
2
j,k
2Nt∑
j=1
Âj,kdˆj ≥ 0, (14)
for each k = 1, . . . , 2Nu of the vector uˆ. The solution of the
equation (14) must be equal or greater than zero and cannot
take negative values.
We extend the solution derived for the constraint C1 to
also meet the requirements of C2, C3, C4. We can deduct a
new rule from Figure 1 and Table I saying that if a real or
imaginary part of a symbol is mapped on the top level of the
constellation (Re(s˜i) ≥ 1 or Im(s˜i) ≥ 1) this part can be
increased accordingly to the optimal solution. In other cases,
the symbol should remain in its original position. We rewrite
the rule in an equation form as follows:
uˆk =
{
1∑2Nt
j=1 Â
2
j,k
∑2Nt
j=1 Âj,kdˆj ≥ 0 , if sˆi ≥ 1
0 , if sˆi < 1
(15)
where sˆ = [Re(s˜†), Im(s˜†)]† ∈ R2Nu×1.
We can rewrite equation (15) in an algorithmic form to
provide some insights on its computational complexity. We
can see that Algorithm 1 has a fixed number of iterations
and that asymptotic complexity of the complete closed-form
solution is of O(Nt ×Nu).
III. NUMERICAL RESULTS
To generate numerical results, we consider a MU-MISO
system, which has an equal number of the transmit and receive
antennas Nt = Nu = N . We accordingly generate a full rank
N ×N MU-MISO channel matrix with i.i.d. complex values
with a 2-norm matrix condition number defined as
κ2(H) = ||H||2 · ||H−1||2. (16)
Algorithm 1 Closed-Form Solution
1: Input: Â ∈ R2Nt×2Nu , dˆ ∈ R2Nt×1, sˆ ∈ R2Nu×1
2: Output: uˆ ∈ R2Nu×1
3: for k = 1, 2, . . . , 2Nu do
4: a← 0
5: b← 0
6: for j = 1, 2, . . . , 2Nt do
7: a← a+ dˆjÂj,k
8: b← b+ Â2j,k
9: end for
10: uˆk ← a/b
11: if (uˆk < 0) OR (sˆk < 1) then
12: uˆk ← 0
13: end if
14: end for
The matrix condition number corresponds to the ratio of
the largest singular value of that matrix to the smallest
singular value. In the case of the MU-MISO system, the
matrix condition number describes the power imbalance in
the channel. To generate a channel matrix with random i.i.d.
values and a desired condition number we calculate singular-
value decomposition (SVD) [20] of the generated matrix (H)
as H = UΣV†. U is an Nu×Nu complex unitary matrix, Σ
is an Nu ×Nt rectangular diagonal matrix with non-negative
real numbers on the diagonal, and V is an Nt × Nt real or
complex unitary matrix. We reconstruct Σ for its diagonal
elements to monotonically increase from 1 to κ2 as
Σκ2 = diag
[
1, . . . , κ2
]
. (17)
The resulting channel matrix is then computed and its power
is normalized as
H =
UΣκ2V
†√∑Nu
n=1
∑Nt
m=1 hn,mh
H
n,m
. (18)
We average the results over 100 channel matrix iterations
with defined condition number (κ2). We benchmark the pro-
posed approximate closed-form algorithm and CVX optimiza-
tion algorithms and measure the total average power of the
precoded symbols generated by the techniques in selected
channel scenarios. We set the minimal SNR requirement to
12 dB (Γi = 1012/10) for every i = 1, 2, . . . , Nu. We chose
the modulation order M = 16 to conduct all the benchmarks.
A. Transmitted Signal Power
In Fig. 2 we see the total average power of the approximate
closed-form and CVX optimization algorithms. The power of
the precoded symbols generated by ZF precoder is present
as a baseline for the benchmarks. This way we can directly
compare the increase in the performance of the techniques
under the same conditions. The condition number of the
channel matrices used in the benchmarks is set as a function
of 3N . For example, for 10 antennas at the transmitter, the
condition number of all the 10 × 10 channel matrices is 30,
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Fig. 2. Total power of the transmitted precoded symbols calculated by ZF,
the proposed close-form and CVX algorithms.
for 20 antennas the condition is 60, and for 40 antennas the
condition number is 120. The impact of the condition number
on the solution of the proposed closed-form algorithm was
demonstrated in [7]. In this benchmark, we choose these values
to demonstrate the representative behavior of the algorithm.
The approximate closed-form algorithm (CF SLP) performs
very closely to the CVX (CVX SLP) approach up to certain
dimensions of the channel matrices. We can see that after
the certain size N of the MU-MISO system the CVX sub-
stantially outperforms the proposed closed-form algorithm in
these cases. Moreover, the proposed closed-form algorithm is
performing at higher power than the baseline ZF technique for
N > 20 region. It is evident, that the proposed closed-form
algorithm, which is based on certain assumptions discussed in
Section II-C, performs with lower power consumption than ZF
for small scale MU-MISO systems N ≤ 20. The performance
is also fairly close to the performance of CVX algorithm for
systems with N < 10. For larger systems with N > 20, the
power consumption of the closed-form algorithm appears to
be higher than both ZF and CVX approaches.
B. Received Signal SNR
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Fig. 3. Average SNR per UT of the received precoded symbols calculated
by ZF, the proposed close-form and CVX algorithms.
In Fig. 3 we observe the averaged SNR values at the receive
terminals, those correspond to the consumed power at the
transmitter side shown in Fig. 2. The SNR at the i-th terminal
is calculated as
SNRi = 10log10(
‖h†iwiΓibi(s˜i + u˜i)‖2
‖ni‖2 ), (19)
where wi - is the i-th row of the ZF matrix (4). The proposed
closed-form algorithm provides higher SNR for terminals than
ZF in the whole benchmark region due to the perturbation
vector u˜ is positively contributing to the power of the symbols.
Notably, the proposed algorithm also outperforms even CVX
optimization in the delivered SNR for large scale MU-MISO
systems N > 14.
C. Signal Processing Time
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Fig. 4. Average processing time of the precoded symbols calculated by ZF,
the proposed close-form and CVX algorithms.
The following benchmark shows the average processing
time per set of N precoded symbols. The benchmark was
launched in the MATLAB R2018b environment using a
general-purpose central processing unit. Fig. 4 shows the time
required to process for ZF, the proposed closed-form and CVX
algorithms. The ZF and CF SLP algorithms perform much
faster in the conducted benchmark than CVX. The signifi-
cant improvement of the processing time is a considerable
advantage for the closed-form algorithm over more efficient
CVX technique. The algorithm potentially allows implement-
ing symbol-level precoding for an advanced energy efficient
interference mitigation in novel wireless communications.
IV. CONCLUSIONS
In this paper, we presented the closed-form algorithm to
solve a convex quadratic optimization problem for sum power
minimization in the energy efficient symbol-level precoding.
We derive the optimization problem for sum power mini-
mization of symbols in M -QAM constellation and propose a
closed-form algorithm to solve this problem with low compu-
tational complexity. We demonstrated with numerical bench-
marks the efficiency of the precoder design solved by CVX
and the proposed closed-form algorithm. The numerical results
demonstrated the feasibility of the closed-form algorithm to
reduce sum power up to a certain MU-MISO system parameter
N . The proposed SLP design allows delivering high SNR
at the receive terminals even if the closed-form algorithm is
not performing as well as CVX approach power minimization
wise. The developed closed-form algorithm provides a trade-
off between the lower power optimization and much faster pro-
cessing time. The efficient processing time and low complexity
of the algorithm are important for the realistic implementation
of precoding for energy efficient wireless communications.
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