Abstract-In this paper, Genetic Algorithm (GA) is used to search for combinations of learning algorithms and associated parameters with maximum accuracy. An important feature of the approach is that the GA initial population is formed by using parameter values gathered from ExpDB (a public database of data mining experiments). The proposed approach was implemented in a tool called EMiner, built on top of a grid based software infrastructure for developing collaborative applications in medicine and healthcare domains (ECADeG project). Experiments on 16 datasets from the UCI repository were performed. The results obtained have shown that the strategy of combining the data from ExpDB via GA is effective in finding classification models with good accuracy.
I. INTRODUCTION
M EDICINE and healthcare are important application areas for data mining technology [1] , [2] , [3] , [4] . Given its nature-viz. to extract information and knowledge from large amounts of raw data-data mining has much to contribute in helping physicians and other researches to analyse medical databases for improving their understanding of diseases, diagnostic skills, treatment procedures, etc. In this sense, one of the most popular and effective data mining techniques has been the use of machine learning algorithms to infer classification models from training datasets [5] .
For instance, consider a dataset D of patient records {r 1 , . . . , r m }. Each record r i being a tuple (x 1 , . . . , x n , y) of attributes describing the medical condition of a patient. The attributes x i are data items detailing symptoms, disease factors, and/or results of clinical tests collected from the patient. The attribute y summarizes the patient medical condition in terms of some disease type. In this setting, a completely correct classification model consists in a function f D that maps the attributes x i to y such that f D (x 1 , . . . , x n ) = y iff (x 1 , . . . , x n , y) ∈ D. In practice-mainly due to uncertainty, or incomplete and inconsistent data-a completely correct classification model f D is an impossible idealization. Instead, what is feasible is an approximate classification modelf D that tries to minimize the classification error against the current available records and the records added to D in the future. The approximate classification model f D then represents the knowledge extracted from D relating antecedents to consequents, and can be used researchers and physicians to explain, diagnose and treat diseases.
The research in machine learning algorithms has produced many approaches for creating good classifiers [5] . On the one hand, such an abundance provides the researcher with proven techniques to mine accurate and general classification models out of raw data. On the other hand, the researcher is faced with the problem of choosing among tenths, or even hundreds, of sophisticated mining algorithms, each one having a set of (hyper)parameters that need to be adjust for the proper functioning of the algorithm [6] , [7] . Considering that the medical researcher is not necessarily an expert in data mining, the right choice of algorithm and associated parameter values becomes a challenging task prone to error, or leading to sub-optimal selection based on intuitive appeal and/or reputation. As noted in [6] , this suggests an important challenge for machine learning: given a dataset D, how to automatically and simultaneously choose a learning algorithm and set its (hyper)parameters to optimize accuracy and generality; a challenge that can be named Combined Algorithm Selection and Hyperparameter optimization problem (or CASH problem).
In this paper, we present an approach to the CASH problem originally developed in the context of ECADeG Project 1 [8] . We put forward a methodology and a tool called EMiner. Our methodology starts with a given dataset D and a predefined set of available classification algorithms. In general, this set of algorithms is arbitrary. The aim is to select the best classifier, in terms of accuracy/generality, obtainable from the available algorithms with adequate parameter settings. For this, we iterate over all classification algorithms applying a Genetic Algorithm (GA) [9] . This GA is used to evolve a population of candidate classifiers, each candidate classifier consisting in the current algorithm instantiated with a possibly different set of parameter values. Traditionally, the initial population of GA is random. In our case, we propose to form the initial population by using parameter values retrieved from a public database that collects the results of data mining experiments, called ExpDB [10] . With this, i.e. by combining GA with 1 Enabling Collaborative Applications for Desktop Grids is a project whose aim is to provide a grid based software infrastructure to support the development of collaborative applications in medicine and healthcare domains. parameters values coming from the experimental data available in ExpDB, we show that we can automatically reach at good classifiers outperforming default parameters settings, with less experiments than is necessary if we conduct a non-guided search over the state of possible algorithms and associated parameters.
The rest of the paper is organized as follows. Section 2 discuss related work. In Section 3 the technical concepts and specific learning algorithms used in this work are presented. Section 4 describes the proposed methodology and the EMiner tool. In Section 5 we present some of the experiments we have conducted to assess and validate our approach to the CASH problem. Finally, in Section 6 we draw our final conclusions and comment on future work.
II. RELATED WORK
In this section we comment on related work sorted in two main themes: approaches to CASH optimization problem, and approaches employing GA to optimize parameter values.
Dealing with the CASH optimization problem, we found [6] and [7] . Thornton et al. [6] use recent innovations in Bayesian optimization to find the best parameter values for a classification algorithm. They formally define the problem of algorithm selection and parameter optimization in classification problems, naming this type of problem by the acronym CASH (Combined Algorithm Selection Hyperparameter) optimization problem. They demonstrate that the learning algorithm itself can be considered a parameter and that Bayesian optimization obtains high quality results in a relatively reasonable time. Finally, to fully automate the approach, they built a tool called Auto-Weka, extending/adapting the traditional tool Weka.
Leite et al. [7] propose a new technique for selecting classification algorithms called active testing. This technique selects the most useful algorithm using cross-validation testing on a tournament where, in each round of selection and test, it is chosen the algorithm that outperformed the algorithms that won the previous round. The most promising algorithm is then chosen based on the tournament history over similar datasets. To evaluate the approach, 292 combinations of algorithms-parameters are used to analyze 76 datasets. The results showed that active testing quickly come up with a combination algorithm-parameter whose performance is close to optimal.
Among the approaches employing GA to optmize parameter values, we found the work by Samadzadegan et al. [11] using GA to select an optimal kernel and respective parameters in the learning of Support Vector Machines (SVM). The results showed that the proposed method outperformed in terms of accuracy when compared to traditional Grid Search (brute force). Another work is [12] that also use GA to optimize SVM kernel and parameters. The author explains that the traditional combination causes a problem of premature convergence that limits the accuracy of the SVM obtained. Then he suggests new genetic operators (called IO-GA) specially designed to optimize the SVM kernel/parameters. The results showed an increase in classification accuracy over the traditional operators. Several other work in the literature address the issue of parameter optimization for classification algorithms by using GA [13] , [14] , [2] , [4] . In general, they do not take into account previous experiments to initially guide their search for better results, and are limited to the parameter optimization of a single classification algorithm.
III. CONCEPTUAL BACKGROUND In this section we further detail the CASH optimization problem, the specific classification algorithms we have used in our experiments, the notion of genetic algorithms (GA) and the specific GA we have applied in our approach. We end the section with a description of the ExpDB project.
A. CASH Optimization Problem
To better characterize the CASH optimization problem, let us first consider the restricted problem of parameter optimization for a fixed machine learning algorithm A when this is applied to infer a classification modelf D from a given dataset D. Suppose that Λ = (λ 1 , λ 2 , . . . , λ n ) is the list of (hyper)parameters of A, where each λ i is a variable defined over some domain {α i } of values (discrete or continuous). Given D = {(x 1 , . . . , x n , y)}, the problem of optimizing the parameters of A consists in finding assignments 
Traditionally a method of measuring accuracy/generality of a given combination of algorithm and parameter values is to perform a cross-validation test with k-folds [15] . In this method, the data set D is randomly divided into k mutually exclusive subsets B 1 , B 2 , . . . , B k of approximately equal size called folds. Then, the classification algorithm A with appropriate parameters values α is executed k times; each time t ∈ {1, 2, ..., k} the algorithm A(α) is trained using D − B t and tested against B t . At the end, the measure of accuracy/generality is obtained as follows
where |B t | is total number of records in B t , and |B c t | is number of records correctly classified by the modelf D−Bt obtained at time t; a record is correctly classified when
In this work we use the method of k-folds cross-validation to estimate the accuracy/generality of the algorithms in our experiments. We adopt k = 10 because it is a value that provides good estimates as established by several research papers [15] , [7] , [6] , [10] .
Finally, from this formulation of the restricted problem of parameter optimization, the more general CASH optimization problem consists in the search for both algorithm A * and respective parameter values α * that lead to maximum accuracy/generality in D; i.e., find
B. Classification Algorithms
In medical application of data mining two crucial feature are the transparency and the interpretability of the models obtained [1] . By this we mean the possibility of human analysis and validation of the models generated by a given learning technique. This is crucial because the physician or researcher using the models in general wants to be able to explain and justify its decisions when being guided by some classification model.
Taking into account these desirable features, the classification algorithms we have used in our work are divided into two categories: algorithms based on decision trees induction and algorithms based on classification rule induction. The choice of these categories is justified by the transparency and interpretability of the classifiers obtained with them, once both categories are based on human comprehensible representations, which facilitates their analysis and validation. Among the algorithms for decision trees induction we have used J48 [16] , RandomTree [3] and REPTree [5] . For classification rule induction JRip [17] , PART [5] , and Ridor [5] . In Table I we summarize the (hyper)parameters of used classification algorithms.
C. Genetic Algorithms
Genetic Algorithms (GA) are optimization algorithms based on principles of natural selection and genetics [9] . The main idea is that in a population, the individuals with more favorable genetic traits are more likely to survive, reproduce and give birth to an increasingly fit offspring, while less fit individuals tend to become extinct. In GA, each individual in the population (in the form of chromosomes) represents a candidate solution for a given problem. To find better individuals, the GA uses a random search strategy, favoring points of high fitness; i.e., points at which the function to be minimized or maximized assumes relatively low or high values. The search process is iterative, where each iteration is called a generation. In each generation, the mechanisms of selection and reproduction are applied to individuals of the population. Through selection, it is determined which individuals are apt to reproduce, generating a certain number of offspring. The probability of an individual being selected is proportional to its fitness; i.e., the higher fitness of an individual the greater chance of it being selected.
Depending on the problem, the chromosomes can be further divided in logical sections called genes. In this paper, chromosomes are used to represent the set of parameters values peculiar to a given classification algorithm. Thus, each gene determines the value of a specific parameter can take. Once we are using 6 different classification algorithms, each one with different parameters, we have defined 6 types of chromosomes in order to meet the particularities of each one of them. For instance, for the J48 algorithm, which has 10 parameters in total, we have defined a chromosome divided in 10 genes, each gene with a given number of bits appropriate to the parameter types. The evaluation of the individuals is done by means of a fitness function. This is intended to measure how apt is a given individual (solution) from the current population. The aptitude of an individual influences in its survival probability. In this work, the fitness function used is the mean accuracy/generality of the classifier (algorithm + parameter values) after the process of k-fold cross-validation given by Eq. (1).
Via crossover, the information contained in the genes of two existing individuals are combined in order to create new individuals. This operator is the main mechanism of the GA to explore the search space, by creating new points obtained by the exchange of genetic information between individuals. In this work we use a crossing rate corresponding to 70% of the population and the crossover point is chosen randomly.
During the crossing operation, can be born individuals who violate constraints of dependence between parameters imposed by the classification algorithm. For example, the parameter number of folds for reduced error pruning are relevant if the parameter use reduced error pruning is true; i.e., first parameter (son) depends on second (parent). To address this problem, the chromosomes was designed to correct such violations using value of the parent parameter. In the previous example, if the parameter use reduced error pruning was true, then the parameter value number of folds for reduced error pruning would be disregarded by assigning a null value or zero depending on the domain parameter. The mutation is a genetic operator which serves to introduce random variations in the population, or even to recover some features lost in operations such as crossover. Furthermore, mutation is used to prevent premature convergence to local optima, by sampling new points in the search space. This operator is applied with a given probability, after the crossover operator. In this work, the mutation rate varies according to the size X of the population according to the ratio 1/X; i.e., on average 1 in X individuals is mutated [18] .
Similarly crossover operator, the mutation operator can also generate individuals that violate some restrictions of parameters values of classification algorithm, therefore the same strategy adopted with crossover operator was used for handling this problem.
D. ExpDB
ExpDB 2 is a database designed to store a large number of data mining experiments, containing detailed information on the datasets, the algorithms and the parameter settings used, as well as the evaluation procedures and the obtained results [10] . Currently this database contains about 600, 000 experiments on 130 datasets, in varied subjects such as healthcare, finances, education, etc. The main idea is to facilitate large-scale experimentation, guarantee repeatability and reusability of experiments, and help to clarify the conditions under which certain results are valid. We use ExpDB to obtain already tested initial values for the parameters of the classification algorithms. These collected values will form the initial population to be improved via the application of GA.
IV. EMINER TOOL
Based on GA and ExpDB, we have proposed a methodology for handling the CASH optimization problem. This methodology is divided into three phases: initial values definition, parameter optimization and algorithm selection. Figure 1 ilustrates the main phases and steps of the proposed methodology.
In the first phase we have the definition of classification algorithms to be used and the extraction of the initial values for their parameters from the base ExpDB. The extraction occurs by first getting raw parameter sets from ExpDB. Then a filtering is performed to remove the repetead sets. Finally, the distinct parameter sets are encoded in different chromosomes to generate the initial population of the GA.
The second phase is concerned with the optimization of the classification algorithm parameters by using GA. Here it is performed the cross-validation (Eq. (1)) of each individual (representing a classifier for a given dataset) in the population. Each cross-validation uses k folds to test an individual and calculate their mean accuracy (fitness). Then the genetic operators (selection, crossover and mutation) are applied to the current generation to give rise to a new generation. After a given number of generations the best classifier is selected.
Finally, the last phase deals with selecting the classification algorithm for a given dataset. So, it repeats the previous phases for each classification algorithm in order to built a rank of used algorithms and parameter values.
A first implementation of our approach to the CASH problem was performed in the context of the ECADeG Project. It is a prototype tool called EMiner (ECADeG Miner), available for download at the address http://lsd.ufma.br/ joomla/index.php/projetos/8-ecadeg.
V. EXPERIMENTAL EVALUATION

A. Computing Environment
The genetic algorithm implemented in EMiner was written in JAVA using the framework JGAP [18] . JGAP is a Genetic Algorithms and Genetic Programming component provided as a Java framework. It provides basic genetic mechanisms that can be easily used to apply evolutionary principles to problem solutions. Regarding the implementation of the decision trees and classification rules algorithms, and the k-folds cross-validation process, we have used the WEKA [19] API. WEKA is a collection of machine learning algorithms for data mining tasks that contains tools for data pre-processing, classification, regression, clustering, association rules, and visualization. All of out experiments were run on a InteGrade desktop grid formed by Linux machines with Intel Core I5, running at 3GHz and 4GB of RAM.
B. Datasets
We performed several experiments using datasets from the UCI database [20] . We have chosen datasets that have been frequently used as benchmarks for evaluating classification methods in the literature. These datasets consist of discrete and continuous features. Table II summarizes the number of classes, number of discrete and continuous attributes found in the datasets.
C. Experiments
Initially-in order to get a baseline for comparison-we conducted experiments to measure the performance of the 6 classification algorithms of Section III-B, in terms of mean accuracy (Eq. (1)), when each one of these is configured with Training  Test  1  Abalone  1  7  28  2923  1254  2  Amazon  10000  0  50  1050  450  3  Cars  6  0  4  1210  518  4  Convex  0  784  2  50000  8000  5  Dexter  20000  0  2  420  180  6  German Credit  13  7  2  700  300  7  Gisette  5000  0  2  4900  2100  8  KDD09-Appentency  190  40  2  35000  15000  9  KR-vs-KP  37  0  2  2238  958  10  Madelon  500  0  2  1820  780  11  Secom  0  591  2  1096  471  12  Semeion  256  0  10  1115  478  13  Shuttle  9  0  7  43500  14500  14  Waveform  0  40  3  3500  1500  15  Wine Quality  0  11  11  3425  1469  16  Yeast  0  8  10  1038  446 their default parameter values. The results obtained using the trainning instances (column "Num. Training" of Table II) are summarized in the second column of Table IV. In the sixth column of Table IV , we present the results obtained using the test instances (column "Num. Test" of Table II) . Next we performed experiments by using the sets of parameter values obtained from ExpDB. The number of parameters sets considered is shown in Table III . In this case, for each combination of algorithm and dataset, we performed as many experiments as the number of parameters sets present in Table III. In Table IV , third and seventh columns, we summarize the results obtained for trainning and test instances, respectively.
Thirdly we ran the GA for the classification algorithms and datasets being considered using 20 randomly chosen parameter sets as the initial population, over 100 generations. The motivation for these is to show that the use of the parameter values from ExpDB are really useful in obtaining classifiers with greater performance. The results obtained are shown in Table IV , fourth and eighth columns. As a last round of experiments, we used our approach (Section 4). As long as it combines ExpDB and GA, each experiment consisted in performing 10-folds cross-validation (Eq. (1)) in each individual of a population of candidate classifiers (algorithm + parameters) over a number of generations. The population size and number of generations were fixed in 20 and 50 respectively. The final results can be seen in Table IV , fifth and ninth columns, for the training and test instances, respectively.
D. Discussion
The results obtained in the test performance show that the proposed approach has been effective. When we analyse line by line the Table IV we note that, in general, the parameters values from ExpDB overcome the results obtained by using default values. The exception occurs in dataset 13. When we compare the columns of ExpDB values and the EMiner approach, we see that the combination of ExpDB and GA obtain better results than the use of the ExpDB parameter values alone (and better than the default parameter values, by transitivity). In all databases, we obtained classifiers with greater or equal accuracy by initiating with the ExpDB parameters values and evolving these parameter values by means of the GA.
When we analyse the simple GA approach with random initialization versus EMiner approach, we observe that the gain obtained by the combination ExpDB and GA is not only due to the GA, but it is also influenced by the use of the ExpDB parameter values to form the initial population for the GA. In general, an initial population of randomly chosen parameter values fared worse than one based on the ExpDB values. In our experiments, this observation failed only in datasets 7, 14 and 16 where we obtained a better classifier by starting from a randomly initial population. In most cases, when the genetic algorithm is started with the values of ExpDB, the best configuration of the parameters is found with a smaller number of generated populations. This advantage can be seen in the left chart in Fig. 2 , where we compare the average number of generated populations until find the best accuracy for each dataset. The right chart in Fig. 2 show the relative performance improvement when the GA is started with ExpDB values. Among the sixteen datasets used, only in the convex dataset the use of ExpDB values has not resulted in a performance gain.
Given all these results we plot on Fig. 3 a bar chart showing the distribution of algorithm selection over the four group of experiments executed. Looking at the chart we see that the decision tree algorithms (J48, RandomTree and REPTree) dominated the algorithms based on classification rules (JRip, PART and Ridor). Of all, the most frequently used algorithm was J48 and PART, which were selected 4 in the experiments involving GA with ExpDB; 6 and 3 times (resp.) in GA alone; 7 and 6 time (resp.) in ExpDB alone, and 4 times in the Finally, to complement the empirical evaluation of the proposed approach, we also compared the best results we obtained in Table IV with the best result found in literature [6] , which use in their experiments the same datasets as we did. Table V summarizes the comparison. We observe that the proposed approach outperforms many time the results we could found on the literature.
Compared to the literature, we conclude that the main contribution of our work is the use of GA to select the most promising combination of the algorithm and parameter values for a given classification task, starting the search with experimental data retrieved from the public ExpDB repository [10] . Our approach to the CASH optimization problem is an alternative to the approaches presented in [6] and [7] . 
VI. CONCLUSION
In this work, it was shown how the problem of algorithm selection and (hyper)parameter optimization, or CASH optimization problem, can be approached in an automated manner. We have proposed an approach that combines GA with data extracted from the ExpDB to search for a set of suitable parameter values, for a given list of classification algorithms, when we want to find a classification model with maximum accuracy/generality on a specific data mining application. The classification algorithms experimented in this study were 3 algorithms for decision tree induction (J48, Random Tree and REPTree) and 3 for classification rule induction (JRip, PART and Ridor). The proposed approach was implemented in tool called EMiner, built on the context of the ECADeG project.
Regarding the CASH optimization problem, the main insight of this work is the use of GA with a non-random initial population. This non-random initial population consists of data from various experiments previously conducted in datasets in different areas, and stored in ExpDB. Regarding the application of data mining in medicine and healthcare, the main contribution is the development of an automated tool to help medical researchers to come up with good classification models, despite not being experts in data mining algorithms and techniques.
To validate our approach, several experiments have been performed. These experiments allowed us to evaluate the gain in accuracy due to the introduction of ExpDB and GA, the two basic elements of the proposed approach. Also, these experiments allowed us to compare the approach with some work reported in the literature. We have concluded that the proposed approach is effective in some of the cases analysed.
As future work we envisage several research paths. The first one is to further test the approach with other data mining algorithms. Another is to conduct experiments to assess in more detail the real effectiveness and efficiency of starting from an initial population based on data from ExpDB instead of starting from a random one. Finally, as we strive for the construction of practical tools to help researchers in the area of medicine and healthcare, we are thinking in conducting qualitative experiments to see how our EMiner tool fares when evaluated by these professionals.
