Molecular dynamics (MD) simulations are playing an increasingly important role in many research areas. Pair-wise potentials are widely used in MD simulations of bio-molecules, polymers, and nano-scale materials. Due to a low computeto-memory-access ratio, their calculation is often bounded by memory transfer speeds. Sunway TaihuLight is one of the fastest supercomputers featuring a custom SW26010 manycore processor. Since the SW26010 has some critical limitations regarding main memory bandwidth and scratchpad memory size, it is considered as a good platform to investigate the optimization of pair-wise potentials especially in terms of data reusage. MD algorithms often use a neighborlist data structure to reduce the computational workload. In this paper, we show that a cell-list-based approach is more suitable for the SW26010 processor. We apply a number of novel optimization methods including self-adaptable replica-summation for conflict-free parallelization, parameter profiles for flexible vectorization, and particle-cell cutoff checking filters for reducing the computational workload. Figure 1. Particle-to-image mapping: spatial mapping (left) and the corresponding memory mapping (right).
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We also established an open source standalone framework featuring the techniques above, ESMD 1 , which is at least 50% faster than the latest existing LAMMPS port on a single Tai-huLight node. Furthermore, EMSD achieves a weak scaling efficiency of 88% on 4,096 nodes.
Design
We base our work on pmemd in AMBER [1] . pmemd introduces a middle layer (image)in order to remap particles. After building a cell linked list, pmemd puts the particles within the same cell into a continuous interval of the image, and subsequently builds a neighbor list for particles in the image. Mapping of particles to images is illustrated in Figure  1 
parameter profile parameter vector t j Figure 2 . Example of a parameter profile. We pick the corresponding rows of 4 types t i0 , t i1 , t i2 , t i3 , and convert them into a parameter profile. When loading a parameter vector for t i0 , t i1 , t i2 , t i3 vs t j as shown by the red dots, we only need a single SIMD instruction. accesses are continuous except for the loading of type parameters. Inspired by an SIMD implementation [3] of the Smith-Waterman algorithm for pairwise biological sequence alignment that represents a substitution matrix S(a i , b j ) by a query-profile, we have designed a novel parameter profile strategy to load parameters for four fixed particles and one arbitrary particle. An example is shown in Figure 2 . We have found that quite a few particles do not interact with any of the particles in a neighboring cell. We thus introduce a particle-cell cutoff check filter to reduce the number of pair-wise cutoff checks. For each particle and a center cell, we first calculate the shortest distance from the particle to the bounding box of the neighboring cell.
Evaluation
We compared the performance of ESMD and a previous port of LAMMPS [2] on the TaihuLight supercomputer using the Lennard-Jones potential [4] . The result in Figure 4 shows our method is at least 50% faster than the previous implementation. Furthermore, the performance advantage increases when the system has more particles or the cutoff is longer. The scalability of ESMD is evaluated on up to 4,096 nodes in Figure 5 . 
