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IDENTITIES BETWEEN DIMER PARTITION FUNCTIONS ON
DIFFERENT SURFACES
DAVID CIMASONI AND ANH MINH PHAM
Abstract. Given a weighted graph G embedded in a non-orientable surface Σ, one can
consider the corresponding weighted graph G˜ embedded in the so-called orientation cover Σ˜
of Σ. We prove identities relating twisted partition functions of the dimer model on these two
graphs. When Σ is the Mo¨bius strip or the Klein bottle, then Σ˜ is the cylinder or the torus,
respectively, and under some natural assumptions, these identities imply relations between
the genuine dimer partition functions Z(G) and Z(G˜). For example, we show that if G is a
locally but not globally bipartite graph embedded in the Mo¨bius strip, then Z(G˜) is equal
to the square of Z(G). This extends results for the square lattice previously obtained by
various authors.
1. Introduction
1.1. Background. A dimer configuration, or perfect matching , on a finite graph G is a
family of edges, called dimers, such that each vertex of G is covered by exactly one of these
dimers. To each edge e of G, assign an energy E (e) ∈ R and for a dimer configuration D,
write E (D) =
∑
e∈D E (e). The associated dimer partition function is then defined as
Z(G) =
∑
D∈D(G)
exp(−E (D)) ,
the sum being over the set D(G) of dimer configurations on G. The corresponding Boltzmann
measure is the probability measure on D(G) given by µG(D) =
1
Z(G) exp(−E (D)). The study
of this measure, called the dimer model , is a very active field of research in statistical physics:
we refer the reader to [11] for an introduction to this model, and to [12] for a survey of recent
results on the subject. Note that the theory is empty unless the graph has an even number
of vertices, which we will always assume.
While this model is defined on any abstract weighted graph G, exact results are only avail-
able when this graph is embedded in the plane, or more generally in a surface. In particular,
computing the dimer partition function was shown to be #P -complete in general [20], but it
can be achieved in polynomial time if G is planar [9], or more generally, if it is embedded in
a surface of fixed genus [4, 6, 19]. To be more precise, it was first shown by Kasteleyn [9] and
Temperley-Fisher [18] that the dimer partition function for the m × n square lattice Gm,n
with free boundary conditions (i.e. embedded in the plane) is equal to the Pfaffian of the
associated weighted skew-adjacency matrix defined with respect to a well-chosen orientation
of the edges of the lattice. Using properties of the Pfaffian, and assuming that all horizontal
(resp. vertical) edges have the same weight x (resp. y), these authors were able to give a
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Figure 1. The 4× 3-square lattice embedded in the torus T, the cylinder C ,
the Mo¨bius strip M , and the Klein bottle K .
closed formula for Z(Gm,n) =: Z
free
m,n(x, y). This result was then extended in two directions.
On the one hand, Kasteleyn [10] showed that this Pfaffian method , i.e. the computation of
the dimer partition function using Pfaffians, is valid for any planar weighted graph. (This
will be reviewed in Sections 2.1 and 2.2 below). On the other hand, the exact value for the
partition function on the square lattice (of widthm, length n, and weights x, y) was computed
for various boundary conditions, or in other words, for embeddings in various surfaces. This
was performed by Kasteleyn [9] for periodic-periodic boundary conditions (which correspond
to an embedding in the torus T), by McCoy-Wu [16] for free-periodic ones (embedding in the
cylinder C ), by Brankov-Priezzhev [1] and Tesler [19] for free-antiperiodic ones (embedding
in the Mo¨bius strip M ) and by Lu-Wu [15] for periodic-antiperiodic boundary conditions
(embedding in the Klein bottle K ). These boundary conditions (and surfaces) are best de-
scribed using a rectangle with identifications of pairs of sides encoded by arrows, as illustrated
in Figure 1. We shall use the notations ZTm,n(x, y), Z
C
m,n(x, y), Z
M
m,n(x, y) and Z
K
m,n(x, y) for
the corresponding partition functions.
Using these results, Brankov-Priezzhev [1] proposed the identity
(1) ZC2m,4n(x, y) =
(
ZM2m,2n(x, y)
)2
,
which they established in some large m,n expansion. This equality was later proved by
Lu-Wu [15], who also discovered the identity
(2) ZC2m−1,4n(x, y) =
1
2
(
ZM2m−1,2n(x, y)
)2
.
Finally Izmailian-Oganesyan-Hu [8] established the formula
(3) ZT2m−1,4n(x, y) =
1
2
(
ZK2m−1,2n(x, y)
)2
.
Let us point out once again that these results were obtained by comparing explicit values of
the various partition functions, values that are often available only for the square lattice with
weights x, y. In particular, these authors regret the lack of “general underlying principle”
explaining such “curious identities” ( [1, p.650] and [15, p.111], respectively).
In the present paper, we provide such a general principle that allows us, not only to explain
these identities, but also to generalize them in quite a significant way. We now summarize
our results.
1.2. Main results, and examples. Given any non-orientable surface Σ, there exists a 2-
fold cover Σ˜→ Σ, called its orientation cover , which is determined by the following property:
a loop in Σ lifts to a loop in Σ˜ if and only if it admits a neighbourhood in Σ which is a
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Figure 2. A schematic description of the orientation cover of the Mo¨bius
strip by the cylinder.
cylinder. (Otherwise, it admits a neighbourhood which is a Mo¨bius strip, and does not lift to
a loop.) If Σ is the closed connected non-orientable surface of genus h ≥ 1 (the connected sum
of h copies of the real projective plane), then its orientation cover is the orientable surface of
genus g = h − 1 (the connected sum of g copies of the torus). For example, removing a disc
from the projective plane, one sees that the orientation cover of the Mo¨bius strip M is the
cylinder C (see Figure 2); also, the torus T is the orientation cover of the Klein bottle K (see
Figure 6). Obviously, any weighted graph G ⊂ Σ lifts to a weighted graph G˜ ⊂ Σ˜, and the
three identities displayed above all relate Z(G) to Z(G˜) for some specific examples of G ⊂ Σ.
Using the geometric approach to the Pfaffian method developped by the first-named author
in [3], we show that for any weighted graph G ⊂ Σ with an even number of vertices, there
are 2g = 2h−1 distinct identities relating “twisted versions” of the dimer partition functions
for G and G˜. More precisely, these identities relate expressions of the form
∑
D± exp(−E (D)),
where the contribution of each dimer configurationD comes with a sign. The precise definition
of this sign, and therefore the precise statement of these general identities, use the terminology
of quadratic enhancements on surfaces [13]. Therefore, we shall not formulate them in a
precise way here but refer the reader to Theorem 3.2 below. However, let us briefly explain
how they come about. In a nutshell, there are essentially 2h−1 orientations that can be used in
the Pfaffian method to study the dimer model on G embedded in a non-orientable surface Σ of
genus h. To any such orientation K, one can associate an orientation K˜ on the corresponding
cover G˜ ⊂ Σ˜ which can be used to study the dimer model on G˜. The two associated skew-
adjacency matrices AK(G) and AK˜(G˜) turn out to be related in a very simple way, which
allows us to show that their Pfaffians satisfy the equality |Pf(AK˜(G˜))| = |Pf(AK(G))|2 (see
Lemma 2.3 below). As proved in [3], these Pfaffians are equal to twisted partition functions,
so we obtain the 2h−1 identities.
Let us consider the case of genus h = 1, i.e. of a graph G embedded in the Mo¨bius strip.
In this case, we obtain a single identity, namely
(4) Z(G˜) = Z0(G)
2 + Z1(G)
2 ,
where Zα(G) denotes the partial partition function given by Zα(G) =
∑
[D∆D0]=α
exp(−E (D)),
the sum being over all dimer configurations whose symmetric difference with a fixed D0 ∈
D(G) winds around M an even (resp. odd) number of times if α = 0 (resp. if α = 1). Of
course, we are interested in identities between the actual partition functions. For this purpose,
observe that Equation (4) implies that the identity Z(G˜) = Z(G)2 (resp. Z(G˜) = 12Z(G)
2)
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holds if and only if Z1(G) = 0 (resp. Z0(G) = Z1(G)). Therefore, we are left with the task of
finding natural conditions on G ⊂ M for this to happen.
Recall that a graph embedded in a surface is locally bipartite (resp. bipartite) if the bound-
ary of each face (resp. if each cycle) has even length. The proof of the following theorem,
which can be found in subsection 2.4, follows easily from the discussion above.
Theorem 1.1. Let G ⊂ M be a weighted graph with an even number of vertices embedded
in the Mo¨bius strip, and let G˜ ⊂ C denote its orientation cover.
(i) If G is locally bipartite but not bipartite, then Z(G˜) = Z(G)2.
(ii) Assume that G ⊂ M is invariant by a horizontal tranlation τ of the Mo¨bius strip. If
there is some D0 ∈ D(G) such that the symmetric difference D0∆τ(D0) winds around M
an odd number of time, then Z(G˜) = 12Z(G)
2.
Examples are plentiful and include many classical regular lattices. In the context of this
discussion, we shall only mention the following ones.
Example 1.2. Consider the case of the 2m × 2n square lattice G embedded in the Mo¨bius
strip, endowed with arbitrary weights, and let G˜ be the corresponding 2m×4n square lattice in
the cylinder. Since G is locally bipartite but not bipartite, we have the equality Z(G˜) = Z(G)2
which extends Equation (1) to arbitrary weights.
Example 1.3. Consider a portion of arbitrary size of the hexagonal lattice, embedded in
the Mo¨bius strip as illustrated in the left-hand side of Figure 3, and endowed with arbitrary
weights. This graphG is easily seen not to be bipartite, so we have the equality Z(G˜) = Z(G)2.
Example 1.4. Let G be a portion of arbitrary size of the square-octogon lattice embedded
in the Mo¨bius strip as illustrated in the center of Figure 3. This graph is locally bipartite but
not bipartite, so the equality Z(G˜) = Z(G)2 holds for any weights on G.
Example 1.5. Consider the (2m−1)×2n square lattice G embedded in the Mo¨bius strip, and
endowed with any weight system that is invariant under horizontal translation by one edge.
Choosing for D0 any dimer configuration made of horizontal edges (this is possible since the
lattice has even length), we find thatD0∆τ(D0) consists of all horizontal edges of G, and hence
winds around the Mo¨bius strip 2m−1 times. Therefore, we have the equality Z(G˜) = 12Z(G)
2
which extends Equation (2).
This example can be generalized as follows: consider planar weighted graph G1, . . . , Gm−1
that admit a dimer configuration, and let G1, . . . , Gm−1 denote the weighted graphs obtained
from these planar graphs via a horizontal reflexion. In each column of the square lattice, add
a copy of G1 in the first face, a copy of G2 in the second, and so on until a copy of Gm−1 in
the (m − 1)th face, and then a copy of Gm−1, of Gm−2, until a copy of G1 in the last face.
Finally, join each of these graphs to the adjacent vertices of G in an arbitrary but fixed way
for each Gi. (The case m = 2 is illustrated in the right-hand side of Figure 3.) By the second
part of Theorem 1.1, the resulting graph G′ will also satisfy the equality Z(G˜′) = 12Z(G
′)2.
Note that this class of graphs contains the triangular lattice as a particularly natural example.
Let us now consider the case of genus h = 2, i.e. of a graph G embedded in the Klein
bottle. In this case, we obtain two identities, see Equation (12) below. They easily lead to
the following result, whose proof can be found in subsection 3.2.
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Figure 3. The graphs in Examples 1.3, 1.4 and 1.5.
Theorem 1.6. Let G ⊂ K be a weighted graph with an even number of vertices embedded
in the Klein bottle, and let G˜ ⊂ T denote its orientation cover. Let us assume that G is
locally bipartite but not bipartite, and invariant by a horizontal tranlation τ . If there is
some D0 ∈ D(G) such that the symmetric difference D0∆τ(D0) winds an odd number of
times around K in the horizontal direction (and an arbitrary number of times in the vertical
direction), then Z(G˜) = 12Z(G)
2.
Example 1.7. Consider the (2m− 1)× 2n square lattice embedded in the Klein bottle, and
endowed with any weight system that is invariant under translation by one edge along the
horizontal direction in K . By the same arguments as in Examples 1.2 and 1.5, one easily
checks that it satisfies the hypothesis of Theorem 1.6, thus extending Equation (3) to more
general weights. (This can be further generalized as described at the end of Example 1.5.)
1.3. Consequences. Let us begin with the combinatorial consequences of our results. Simply
observe that if the energy of each edge is zero, then the dimer partition function Z(G) is equal
to the number of perfect matchings on G. Therefore, each of the statements above implies an
identity between the number of perfect matchings on G and on G˜. For example, Theorem 1.1
implies the following combinatorial statement: If G is a non-bipartite graph with an even
number of vertices embedded in M in a locally bipartite way, then the number of perfect
matchings on its orientation cover G˜ ⊂ C is equal to the square of the number of perfect
matchings on G. To the best of our knowledge, such a statement cannot be proved by purely
combinatorial means. (See [14] for the combinatorial theory of perfect matchings.)
We now come to the physical consequences of our results. Consider a two-dimensional
system at criticality, with area A and boundary length L. The total free energy logZ of such
a system is commonly assumed [17] to have a large A expansion at fixed shape of the form
F = Afb + Lfs +D + o(1) ,
where fb is the bulk free energy (per unit surface area), which is independent of the boundary
conditions, fs is the surface free energy (per unit boundary length), and D is a dimensionless
coefficient. Furthermore, the coefficients fb and fs depend on the lattice, but D is expected
to be universal, depending only on the shape of the system, and possibly on the boundary
conditions. (Analogies with conformal field theory lead several authors to conjecture the
explicit form of this coefficient D, see e.g. [5] and references therein.) As pointed out by
Cardy-Peschel [2], such an expansion is actually valid only for surfaces with vanishing Euler
characteristic, that is, precisely the four surfaces M ,C ,K and T considered above.
Applying the first part of Theorem 1.1, we find that such an expansion holds for a system
on a locally bipartite non-bipartite graph G ⊂ M if and only if it holds for its orientation
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cover G˜ ⊂ C ; in such a case both expansions have the same coefficients fb and fs (observe
that the area and the boundary length are doubled in C ), while the corresponding universal
coefficients are simply related by D˜ = 2D. (This was the precise result obtained by Brankov-
Priezzhev [1] for the square lattice with x, y weights.) Also, such an expansion holds for a
graph G satisfying the assumptions of the second part of Theorem 1.1, or of Theorem 1.6, if
and only if it holds for its orientation cover G˜; in such a case both expansions have the same
bulk free energy, as they should, the same surface free energy (which vanishes in the setting
of Theorem 1.6), while the universal coefficients are related by D˜ = 2D − log(2).
1.4. Discussion, and organisation of the paper. As is well-known since the work of
Kasteleyn [10], the validity of the Pfaffian method for planar graphs can be demonstrated
in a straightforward way. However, the extension of this method to graphs embedded in
non-planar surfaces requires either tedious combinatorial considerations [6, 19], or additional
geometric tools known as spin or pin− structures [3, 4]. It would have been possible to write
a slightly shorter article relying heavily on [3] as a black box – and the most general form of
our identities actually still does. However, in the course of our investigations, we discovered
that the special geometry of simple closed curves in the Mo¨bius strip allows an elementary
proof of the Pfaffian method in this case as well. It thus became possible to give a simple
self-contained proof of the identities in the genus h = 1 case, leading in particular to an
elementary demonstration of Theorem 1.1. Since such an elementary proof of the Pfaffian
method for the Mo¨bius strip does not seem to be known, we decided to include it in our
paper, which is therefore organised in the following slightly unorthodox way: Section 2 deals
with the special case of the Mo¨bius band, is entirely self-contained and meant to be readable
without any knowledge of algebraic topology, while Section 3 deals with the general case,
relying heavily on previous work [3].
To be more precise, we start in subsection 2.1 by recalling the well-known relation between
dimers and Pfaffians, leading to the notion of a Pfaffian orientation. In subsection 2.2, we
give a very short proof of Kasteleyn’s theorem in the plane (Theorem 2.1), and explain what
changes for the cylinder. Subsection 2.3 contains the aforementioned proof of the correspond-
ing statement in the Mo¨bius strip (Theorem 2.2), while subsection 2.4 contains the proof of
Equation (4), and of Theorem 1.1. We then start Section 3 with a review of the notions of
homology and of quadratic enhancements in subsection 3.1. Finally, subsection 3.2 contains
our main result (Theorem 3.2), its proof, and the proof of Theorem 1.6.
Acknowledgments. This work was supported by a grant of the Swiss National Science
Foundation.
2. The identities for the cylinder and Mo¨bius strip
The aim of this section is to give a self-contained treatement of the Pfaffian method (subsec-
tion 2.1) for graphs in the cylinder (subsection 2.2) and in the Mo¨bius strip (subsection 2.3),
leading to the proof of Theorem 1.1 (subsection 2.4).
Throughout this section, G is a finite graph with an even number of vertices, and each
edge e of G is endowed with a real number E (e). To avoid cumbersome notation, we shall
write ν(e) = exp(−E (e)), and ν(D) =
∏
e∈D ν(e) for any family D of edges of G. Note that
the weights ν(e) can be considered as formal variables, as all of our identities hold true in the
ring Z[i][{ν(e)}e].
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2.1. Dimers and Pfaffians. We begin by explaining how Pfaffians are related to dimer
partition functions, as first discovered by Kasteleyn [9] and Temperley-Fisher [18].
Recall that the determinant of a skew-symmetric matrix A = (aij) of size 2n is the square
of a polynomial in the aij’s. This square root, called the Pfaffian of A, is given by
Pf(A) =
1
2nn!
∑
σ∈S2n
sign(σ)aσ(1)σ(2) · · · aσ(2n−1)σ(2n) ,
where the sum is over all permutations of {1, . . . , 2n} and sign(σ) = ±1 denotes the signature
of σ. Since A is skew-symmetric, the monomial corresponding to σ only depends on the
matching of {1, . . . , 2n} into unordered pairs {σ(1), σ(2)}, . . . , {σ(2n − 1), σ(2n)}. As there
are 2nn! different permutations defining the same matching, we get
Pf(A) =
∑
[σ]
sign(σ)aσ(1)σ(2) · · · aσ(2n−1)σ(2n) ,
where the sum is on the set of matchings of {1, . . . , 2n}. Note that there exists a skew-
symmetric version of the Gauss elimination algorithm, which allows us to compute the Pfaffian
of a matrix of size 2n in O(n3) time.
Pfaffians can be used to compute the dimer partition function of a weighted graph (G, ν),
as follows. Order totally the 2n vertices of G and fix an arbitrary orientation K of the edges
of G. Let AK(G) = (auv) denote the associated weighted skew-adjacency matrix, i.e. the
skew-symmetric matrix whose rows and columns are indexed by the vertices of G, and whose
coefficients are given by
(5) auv =
∑
e=(u,v)
εKuv(e)ν(e),
where the sum is over all edges e in G between the vertices u and v, and
εKuv(e) =
{
1 if e is oriented by K from u to v;
−1 otherwise .
Now, let us consider the Pfaffian of this matrix. A matching of the vertices of G contributes
to Pf(AK(G)) if and only if it is realized by a dimer configuration on G, and this contribution
is ±ν(D). More precisely,
(6) Pf(AK(G)) =
∑
D∈D(G)
εK(D)ν(D) ,
where the sign εK(D) can be computed as follows: if the dimer configuration D is given by
edges e1, . . . , en matching vertices uℓ and vℓ for ℓ = 1, . . . , n, let σ denote the permutation
mapping the totally ordered set of vertices of G to (u1, v1, . . . , un, vn); the sign is equal to
εK(D) = sign(σ)
n∏
ℓ=1
εKuℓvℓ(eℓ) .
The problem of expressing Z(G) as a Pfaffian now boils down to finding an orientation K of
the edges of G such that εK(D) does not depend on D.
Let us therefore fixD,D′ ∈ D(G) and try to compute the product εK(D)εK(D′). Note that
the symmetric difference D∆D′ consists of a disjoint union of simple closed curves C1, . . . , Cm
of even length in G. Since the matchings D andD′ alternate along these cycles, one can choose
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permutations σ (resp. σ′) representing D (resp. D′) such that s = σ′ ◦ σ−1 is the product
of the cyclic permutations defined by the cycles C1, . . . , Cm. Using this particular choice of
representatives, and the fact that sign(s) = (−1)m, we find
(7) εK(D)εK(D′) =
m∏
j=1
(−1)n
K (Cj)+1,
where nK(Cj) denotes the number of edges of Cj where a fixed orientation of Cj differs
from K. (Since Cj has even length, the parity of this number is independent of the chosen
orientation of Cj.)
Fixing a reference matching D0, Equations (6) and (7) lead to the equality
(8) εK(D0) Pf(A
K(G)) =
∑
D∈D(G)
(−1)
∑
i(n
K(Ci)+1) ν(D) ,
where D∆D0 =
⊔
j Cj . Therefore, we are now left with the problem of finding an orienta-
tion K of G with the following property: for any cycle C of even length such that G\C admits
a dimer configuration, nK(C) is odd. By Equation (8), if K is such a Pfaffian orientation,
then Z(G) = |Pf(AK(G))|, which can be computed in polynomial time.
2.2. Graphs in the plane and in the cylinder. Kasteleyn’s celebrated theorem asserts
that any planar graph admits a Pfaffian orientation, and we include a very short proof for
the sake of completeness. More precisely, let G be a graph embedded in the plane. We shall
say that an orientation K on G is a Kasteleyn orientation on G ⊂ R2 if, for each face f
of G ⊂ R2, nK(∂f) is odd, where ∂f denotes the boundary of f oriented counterclockwise.
Theorem 2.1 (Kasteleyn [10]). Any planar graph admits a Kasteleyn orientation K, and
any such orientation is Pfaffian, so |Pf(AK(G))| = Z(G).
Proof. Fix a graph G embedded in the plane, together with an arbitrary orientation K of its
edges. If a face f of G ⊂ R2 is such that nK(∂f) is even, draw a path from the interior of f
to the outer face, transverse to G, and invert K on each edge crossed by this path. Repeating
this procedure for each face with nK(∂f) even, we obtain a Kasteleyn orientation. To prove
that such a Kasteleyn orientation K on G is Pfaffian, let us fix a cycle C ⊂ G of even length
such that G \ C admits a dimer configuration. Since C is a simple closed plane curve, it
bounds a closed disc, with V vertices, E edges, and F faces. Let us write V = Vint + Vext
and E = Eint + Eext, where Vint (resp. Eint) denotes the number of vertices (resp. edges) in
the interior of the disc. Note that since C is simple and closed, Vext and Eext coincide with
the length of C, and are therefore even. Also, since G \ C admits a dimer configuration, Vint
is even as these interior vertices are matched by this dimer configuration. Summing over all
the faces of this disc, and computing modulo 2, we therefore have
0 =
∑
f
(nK(∂f) + 1) = nK(C) + Eint + F = n
K(C) + V + E + F = nK(C) + 1 ,
since the Euler characteristic of the disc is V − E + F = 1. This completes the proof. 
Let us turn to the case of a graph G embedded in a cylinder C . Very naturally, we shall
say that an orientation K is a Kasteleyn orientation on G ⊂ C if nK(∂f) is odd for each
face f of G ⊂ C , where ∂f is oriented via a fixed orientation of the cylinder. Note however
that in this case, a Kasteleyn orientation is not always Pfaffian. Indeed, embedding C in
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the plane, R2 \ C has a bounded component f0, and n
K(∂f0) might be odd, or even. In the
former case, K is a Kasteleyn orientation for G ⊂ R2, and therefore a Pfaffian orientation
by Theorem 2.1. In the later case, however, the Pfaffian of the corresponding matrix AK(G)
counts some signed partition function that does not equal Z(G) in general. Luckily for us,
the Kasteleyn orientations that will naturally appear in our computations will always turn
out to be of the former type.
2.3. Graphs in the Mo¨bius strip. We now turn to the case of a graph G embedded in
a Mo¨bius strip M . This situation is more tricky and involves the introduction of complex
valued coefficients in the skew-adjacency matrices, as first noticed by Tesler [19]. Here, we
give a new elementary proof of this result, adapting the geometrical treatment given by the
first-named author in [3].
In what follows, we will always represent the Mo¨bius strip as a rectangle with antiperiodic
boundary conditions on the vertical sides, and free boundary conditions on the horizontal
sides (recall Figure 1). The graph G is embedded in this rectangle with some specific edges
intersecting transversally the vertical sides, and no edge intersecting the horizontal sides. We
assign to each such specific edge e the value ω(e) = 1, and to all the others the value ω(e) = 0.
As usual, we also write ω(D) =
∑
e∈D ω(e), and similarly for any set of edges.
Given an arbitrary orientation K on the edges of G ⊂ M , let AK,ω = (auv) denote the
modified weighted skew-adjacency matrix given by
(9) auv =
∑
e=(u,v)
εKuv(e) i
ω(e)ν(e) .
Following the notation and the discussion of subsection 2.1 up to Equation (8), we easily find
(10) i−ω(D0) εK(D0) Pf(A
K,ω(G)) =
∑
D∈D(G)
(−1)
∑
j(n
K(Cj)+1) i
∑
j ω(Cj\D0)−ω(Cj∩D0) ν(D) ,
where D∆D0 =
⊔
j Cj.
The next step is to define the right notion of a Kasteleyn orientation is this non-orientable
setting. This can be done as follows. Given a graph G ⊂ M as described above, let G˜ ⊂ C
denote the graph embedded in the cylinder obtained by taking two copies of G ⊂ M and
gluing them along the vertical sides, as illustrated in Figure 2. Also, if K is an orientation
on G, let K˜ denote the orientation on G˜ obtained by lifting K to the edges of G˜, and by
inverting the orientation of all the edges that are completely contained in the second copy
of the Mo¨bius strip. We shall say that K is a Kasteleyn orientation on G ⊂ M if K˜ is a
Kasteleyn orientation on G˜ ⊂ C , as defined in subsection 2.2. A didactic example is given
in Figure 4. Note that each face f of G ⊂ M lifts to two faces f˜ ′ and f˜ ′′ of G˜ ⊂ C , and by
definition, K˜ satisfies the parity condition around f˜ ′ if and only if it does around f˜ ′′. Then,
one can check that any G ⊂ M admits a Kasteleyn orientation, as in the planar case. Note
that this notion not only depends on the way G is embedded in M , but also on the way the
Mo¨bius strip is drawn as a rectangle, which is encoded by ω. Therefore, we shall sometimes
be more precise and speak of a Kasteleyn orientation on (G ⊂ M , ω).
Let us define Zα,D0(G) =
∑
[D∆D0]=α
ν(D), where the sum is over all D ∈ D(G) such that
the parity of the number of times D∆D0 winds around the Mo¨bius strip is given by α ∈ Z2.
We are now ready to state the main result of this paragraph.
10 DAVID CIMASONI AND ANH MINH PHAM
C M→
KK˜
Figure 4. An example of a Kasteleyn orientation K on some graph G em-
bedded in the Mo¨bius strip, and of the corresponding Kasteleyn orientation K˜
on the orientation cover G˜ ⊂ C .
Theorem 2.2. Fix an arbitrary dimer configuration D0 on a graph G embedded in a Mo¨bius
strip M . Then, for any Kasteleyn orientation K on (G ⊂ M , ω),
i−ω(D0) εK(D0) Pf(A
K,ω(G)) = Z0,D0(G) ± i Z1,D0(G) .
Proof. We will first show that this equality does not depend on the way the Mo¨bius strip is cut
open into a rectangle, i.e. on the choice of ω. (This is evident for the right-hand side.) More
precisely, any two choices of ω are related by a sequence of “vertex flips”, consisting in changing
the value of ω at each edge adjacent to a fixed vertex v. (Geometrically, this corresponds to
moving the cut across the vertex v.) We claim that if ω′ is obtained from ω by such a vertex
flip, then there is a canonical way to transform a Kasteleyn orientation K on (G ⊂ M , ω)
into a Kasteleyn orientation K ′ on (G ⊂ M , ω′) so that i−ω(D0) εK(D0) Pf(A
K,ω(G)) is left
unchanged. Indeed, define K ′ as coinciding with K everywhere, except precisely on the
edges e adjacent to v such that ω(e) = 1. One easily checks that K ′ is indeed a Kasteleyn
orientation on (G ⊂ M , ω′), that Pf(AK
′,ω′(G)) = iPf(AK,ω(G)) and that i−ω
′(D0) εK
′
(D0) =
(−i) i−ω(D0) εK(D0). This proves the claim.
As a second step, let us recall a couple of well-known geometric facts. Simple closed curves
in the Mo¨bius strip M fall into three categories: they either bound a disc, or bound a Mo¨bius
strip isotopic to M , or do not bound, in which case they wind around M exactly once.
Furthermore, any two curves that do not bound must intersect each other. Therefore, given
any two dimer configurations D,D0 on G ⊂ M , their symmetric difference D∆D0 =
⊔
j Cj
consists of a certain number of simple closed curves of the first two types, and at most one of
the third type.
By Equation (10), we therefore need to show the following claim: if D is such that D∆D0
bounds discs and Mo¨bius strips isotopic to M , then
(−1)
∑
j(n
K(Cj)+1) i
∑
j ω(Cj\D0)−ω(Cj∩D0) = 1 .
Let us fix D as above. Clearly, one can cut M open into a rectangle without touching any of
these discs, without intersecting any of the edges of D0, and cutting each of the Mo¨bius strips
open into a rectangle. Choosing the ω which corresponds to such a cut, as permitted by the
first part of the proof, the equality displayed above is now a consequence of the following two
statements:
(i) if C ⊂ D∆D0 bounds a disc, then n
K(C) is odd (note that ω(C) = 0 in this case);
(ii) if C ⊂ D∆D0 bounds a Mo¨bius strip, then n
K(C) is even (note that here, ω(C) = 2).
The proof of the first statement follows verbatim the proof of Kasteleyn’s theorem given above
(Theorem 2.1). To show the second statement, let us denote by V , E, and F the number
IDENTITIES BETWEEN DIMER PARTITION FUNCTIONS ON DIFFERENT SURFACES 11
C′
C′′
Figure 5. Proof of Theorem 2.2: the shaded Mo¨bius strip M ′ is bounded
by the oriented simple curves C ′ in dashed lines and C ′′ in solid lines, while
the ℓ = 3 special edges are in heavier solid lines.
of vertices, edges and faces, respectively, of the Mo¨bius strip M ′ bounded by C, and let us
write V = Vint + Vext and E = Eint + Eext, where Vint (resp. Eint) denotes the number of
vertices (resp. edges) in the interior of M ′. The cutting open of M into a rectangle defines
a decomposition of the oriented simple closed curve C bounding M ′ into two oriented simple
curves C ′ and C ′′ in the rectangle, as illustrated in Figure 5. Summing over all the faces
of M ′, and using the definition of a Kasteleyn orientation in a Mo¨bius strip, we get∑
f
(nK(∂f) + 1) =
∑
f
(nK˜(∂f˜) + 1) + ℓ = ℓ ,
with ℓ denoting the number of edges bounding faces of M where the orientation K lifted to
the cylinder is inverted to give K˜. (In Figure 5, there are ℓ = 3 such edges, that are drawn
with heavier lines.) On the other hand, computing modulo 2, this same sum is equal to∑
f
(nK(∂f) + 1) = nK(C ′) + nK(−C ′′) + ℓ+ Eint + F .
These two equations lead to the equality modulo 2
(11) 0 = nK(C ′) + nK(−C ′′) + Eint + F = n
K(C) + |C ′′|+ Eint + F = n
K(C) + |C ′|+ V ,
using the facts that |C ′|+ |C ′′| = Eext and that the Euler characteristic of the Mo¨bius strip
is equal to V − E + F = 0. Note that since D0 does not meet the cut, the length of both C
′
and C ′′ is even, and so is Vext. Finally, Vint is also even since these interior vertices are
matched by D0. By Equation (11), n
K(C) is therefore even, and the claim is proved.
In summary, we showed that for any D0 ∈ D(G) and for any Kasteleyn orientation on (G ⊂
M , ω), we have the equality
i−ω(D0) εK(D0) Pf(A
K,ω(G)) =
∑
[D∆D0]=0
ν(D) + i
∑
[D∆D0]=1
±ν(D) .
If there is no D such that [D∆D0] = 1, then the proof is complete. Otherwise, fix such
a dimer configuration D1. Note that ω(D0) and ω(D1) have different parity, and that for
any D ∈ D(G), [D∆D0] and [D∆D1] are different. Therefore, applying the equality displayed
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above to D1, we get
i−ω(D0) εK(D0) Pf(A
K,ω(G)) = ±i · i−ω(D1) εK(D1) Pf(A
K,ω(G))
= ±i
(∑
[D∆D1]=0
ν(D) + i
∑
[D∆D1]=1
±ν(D)
)
=
∑
[D∆D0]=0
±ν(D)± i
∑
[D∆D0]=1
ν(D) .
The two equations displayed above yield the statement of the theorem. 
As an immediate corollary, we get that the dimer partition function of a graph embedded
in a Mo¨bius strip can be computed using a single Pfaffian. However, we are interested in
another consequence, namely Theorem 1.1.
2.4. Proof of the identities for the cylinder and Mo¨bius strip. Our proof relies on
the following easy but crucial lemma.
Lemma 2.3. Let K be any Kasteleyn orientation on G ⊂ M , and K˜ the corresponding orien-
tation on G˜ ⊂ C . If G has an even number of vertices, then |Pf(AK˜(G˜))| = |Pf(AK,ω(G))|2.
Proof. Enumerate the vertices of G˜ contained in one copy of G, followed by the vertices
contained in the other copy with the same order. Recall that K˜ is obtained by lifting K to
the edges of G˜ and by inverting the orientation of all the edges that are completely contained
in the second copy of the Mo¨bius strip. Using the definitions (5) and (9) of the corresponding
skew-adjacency matrices, we obtain
AK˜(G˜) =
(
M1 M2
M2 −M1
)
and AK,ω(G) =M1 + iM2 ,
with M1,M2 real square matrices of even dimension. Using obvious operations, we get
detAK˜(G˜) =
∣∣∣∣M1 iM2iM2 M1
∣∣∣∣ = ∣∣∣∣M1 + iM2 iM2M1 + iM2 M1
∣∣∣∣ = ∣∣∣∣M1 + iM2 iM20 M1 − iM2
∣∣∣∣ = ∣∣detAK,ω(G)∣∣2 .
Since the determinant is the square of the Pfaffian, this proves the lemma. 
Proposition 2.4. Let G ⊂ M be a weighted graph embedded in the Mo¨bius strip, and let G˜ ⊂
C denote its 2-fold cover embedded in the cylinder. If G has an even number of vertices, then
Z(G˜) = Z0,D0(G)
2 + Z1,D0(G)
2
for any dimer configuration D0 on G.
Proof. Using Theorem 2.2 and Lemma 2.3, we have
Z0,D0(G)
2 + Z1,D0(G)
2 =
∣∣Pf(AK,ω(G))∣∣2 = |Pf(AK˜(G˜))| .
By Theorem 2.1, we only need to check that, given any Kasteleyn orientation K on G ⊂
M , the corresponding Kasteleyn orientation K˜ on G˜ ⊂ C is also a Kasteleyn orientation
on G˜ ⊂ R2. In other words, writing f0 for the bounded component of C ⊂ R
2, we need to
verify that nK˜(∂f0) is odd. Let C denote the simple closed curve in G bounding the Mo¨bius
strip M . Cutting M open into a rectangle decomposes C into two simple curves C ′ and C ′′
(recall Figure 5), and by definition of K˜, we have the equality nK˜(∂f0) = n
K(C) + |C ′| + 1
in Z2. (Note that one of the lifts of C is equal to ∂f0.) Therefore, we need to check that n
K(C)
and |C ′| have the same parity. By Equation (11), this is the case if and only if G contains an
even number of vertices, which we assumed. 
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The proof of Theorem 1.1 is now straightforward.
Proof of Theorem 1.1. If G ⊂ M is locally bipartite but not globally bipartite, then any
simple closed curve in G that does not bound in M is of odd length. Hence, there is no dimer
configuration D such that [D∆D0] = 1, and Z1,D0(G) vanishes. By Proposition 2.4, Z(G˜) =
Z0,D0(G)
2 = Z(G)2, proving the first point.
To show the second point, let us assume that G ⊂ M in invariant by a horizontal transla-
tion τ , and that for some D0 ∈ D(G), [D0∆τ(D0)] = 1. Then, τ
−1 defines a bijection of D(G)
onto itself with ν(τ−1(D)) = ν(D) for all D ∈ D(G). Furthermore, we have the equalities
in Z2:
[τ−1(D)∆D0] = [D∆τ(D0)] = [D∆D0] + [D0∆τ(D0)] = [D∆D0] + 1 .
In other words, τ−1 maps the dimer configurations contributing to Z0,D0(G) to the ones
contributing to Z1,D0(G), and vice-versa. This implies an equality between these two quan-
tities. The result now follows from Proposition 2.4 together with the trivial equality Z(G) =
Z0,D0(G) + Z1,D0(G). 
3. The identities for surfaces of arbitrary genus
The aim of this section is to prove our main result in its most general form, using the results
of [3]. We start in subsection 3.1 by recalling the necessary terminology, while subsection 3.2
contains the main theorem and its proof, as well as the proof of Theorem 1.6.
3.1. Homology, orientation covers, and quadratic enhancements. In all this para-
graph, Σ denotes a closed connected surface, not necessarily orientable.
Given a graph G ⊂ Σ whose complement consists of topological discs, let C0 (resp. C1, C2)
denote the Z2-vector space with basis the set of vertices (resp. edges, faces) of G ⊂ Σ. Also,
let ∂2 : C2 → C1 and ∂1 : C1 → C0 denote the boundary operators defined in the obvious way.
Since ∂1 ◦ ∂2 vanishes, the space of cycles ker(∂1) contains the space ∂2(C2) of boundaries.
Therefore, one can define the first homology space H1(Σ;Z2) as the quotient ker(∂1)/∂2(C2).
This space turns out not to depend on G, but only on Σ (see [7] for details). Also, the inter-
section of curves defines a non-degenerate bilinear form on H1(Σ;Z2), that will be denoted
by (α, β) 7→ α · β. Finally, note that any simple closed curve in Σ admits a bicollar neighbor-
hood which is either a cylinder or a Mo¨bius strip. Assigning to this cycle the value 0 in the
first case and 1 in the second gives a well-defined map in homology, that is usually denoted
by w1 : H1(Σ;Z2)→ Z2.
Let us be more specific. If Σ is orientable, then there is a unique integer g ≥ 0 such that Σ
is homeomorphic to the connected sum of g tori (the sphere if g = 0). In such a case, the
space H1(Σ;Z2) has dimension 2g, the intersection form is given by the matrix ( 0 11 0 )
⊕g
with
respect to the right basis, while w1 vanishes. On the other hand, if Σ is non-orientable, then
there is a unique integer h ≥ 1 such that Σ is homeomorphic to the connected sum of h real
projective planes RP 2, and H1(Σ;Z2) has dimension h. Note that Σ can also be described
as the connected sum of the orientable surface of genus h−12 with RP
2, if h is odd, and as
the connected sum of the orientable surface of genus h2 − 1 with the Klein bottle K , if h
is even. It follows that, with respect to the right basis, the intersection form is given by
the matrix ( 0 11 0 )
⊕(h−1)/2
⊕ (1) in the first case, and by the matrix ( 0 11 0 )
⊕h/2−1
⊕ ( 0 11 1 ) in the
second. The homomorphism w1 vanishes on the first h− 1 basis elements, and takes value 1
on the last one.
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As already discussed in the introduction, w1 defines a homomorphism π1(Σ) → Z2, and
therefore, a 2-fold cover p : Σ˜ → Σ called the orientation cover . If Σ is orientable, then this
cover is trivial. If Σ is non-orientable on the other hand, then Σ˜ is a connected orientable
closed surface. An easy Euler characteristic computation shows that if Σ is of genus h ≥ 1,
then Σ˜ is of genus g = h− 1. For example, the orientation cover of the projective plane RP 2
is given by the sphere S2, while the orientation cover of the Klein bottle K is given by the
torus T (see Figure 6).
We now turn to quadratic enhancements. Let H be a Z2-vector space endowed with
a Z2-valued bilinear form (α, β) 7→ α ·β and a linear form w : H → Z2. A quadratic enhance-
ment [13, Section 3] on (H, ·, w) is a map q : H → Z4 such that
q(α) − w(α) belongs to 2Z2 ⊂ Z4 and q(α+ β) = q(α) + q(β) + 2(α · β) ∈ Z4
for all α, β ∈ H. (Here, x 7→ 2x denotes the inclusion homomorphism 2: Z2 → Z4.) Note
that there are exactly |H| quadratic enhancements on (H, ·, w), as the set of such forms is an
affine space over Hom(H;Z2). Note also that if w vanishes, then a quadratic enhancement
on (H, ·, 0) is equivalent to a map q′ = 12q : H → Z2 such that q
′(α+β) = q′(α)+ q′(β)+α ·β
for all α, β ∈ H; this is known as a quadratic form on (H, ·).
If the triple (H, ·, w) is given by H1(Σ;Z2), the intersection form, and the linear map w1,
then we simply speak of a quadratic enhancement on Σ (and of a quadratic form on Σ in the
orientable case). By the discussion above, there are exactly |H1(Σ;Z2)| quadratic enhance-
ments on Σ, i.e. 22g if Σ is orientable of genus g, and 2h if Σ is non-orientable of genus h.
In order to state our results in the most general form, we will need the following proposition.
Proposition 3.1. Let Σ be a non-orientable surface, and let p : Σ˜ → Σ be its orientation
cover. Given any quadratic enhancement q on Σ, there exists a unique quadratic form q˜ on Σ˜
with the following properties.
(i) If C ⊂ Σ is a simple closed curve with w1(C) = 1, then q˜(C˜) = 0, where C˜ = p
−1(C).
(ii) If C ⊂ Σ is a simple closed curve with w1(C) = 0, then q˜(C˜
′) = q˜(C˜ ′′) = 12q(C),
where C˜ ′ ⊔ C˜ ′′ = p−1(C).
Proof. Let us first assume that the genus h of Σ is odd. Then, Σ is homeomorphic to the
connected sum of an orientable surface Σg of genus g =
h−1
2 with RP
2, so its homology splits
as a direct sum H1(Σ;Z2) = H1(Σg;Z2) ⊕ H1(RP
2;Z2). Let us fix a collection of simple
closed curves α1, . . . , αh−1 representing a basis of H1(Σg;Z2), and a non-trivial simple closed
curve β ⊂ RP 2. The orientation cover Σ˜ is obtained by gluing two copies of Σ cut along β;
therefore, a basis of H1(Σ˜;Z2) is given by the simple closed curves α˜
′
1, α˜
′′
1 , . . . , α˜
′
h−1, α˜
′′
h−1, and
condition (ii) alone determines q˜ uniquely. This q˜ automatically satisfies condition (i): indeed,
any cycle C with w1(C) = 1 represents a homology class of the form α+β with α ∈ H1(Σg;Z2),
which lifts to C˜ = α˜′ + α˜′′ + β˜. Since the lift β˜ represents the trivial homology class, q˜(C˜)
vanishes by condition (ii).
If h is even, then Σ is homeomorphic to the connected sum of an orientable surface Σg of
genus g = h2 −1 with the Klein bottle K , so H1(Σ;Z2) splits as H1(Σg;Z2)⊕H1(K ;Z2) and
one can fix a collection of simple closed curves α1, . . . , αh−2 representing a basis of H1(Σg;Z2)
together with simple closed curve β1, β2 representing a basis of H1(K ;Z2) with β1 · β2 =
1, w1(β1) = 0 and w1(β2) = 1. Then, Σ˜ is obtained by gluing two copies of Σ cut along β1,
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β2
β2
β˜′′
1
β˜′
1
β˜′
1
β˜2
β˜2
→T K
Figure 6. A schematic description of the orientation cover of the Klein bottle
by the torus, with explicit bases of H1(K ;Z2) and H1(T;Z2).
so a basis of H1(Σ˜;Z2) is given by α˜
′
1, α˜
′′
1 , . . . , α˜
′
h−2, α˜
′′
h−2, β˜
′
1, β˜2. (Note that β˜
′
1 and β˜
′′
1 rep-
resent the same homology class, see Figure 6.) Therefore, conditions (i) and (ii) uniquely
determine q˜. 
3.2. The general identities. Let G be a weighted graph embedded in a surface Σ. Given
any α ∈ H1(Σ;Z2) and D0 ∈ D(G), let us define
Zα,D0(G) =
∑
[D∆D0]=α
ν(D) ,
where the sum is over all D ∈ D(G) such that the homology class of the symmetric differ-
ence D∆D0 is equal to α.
Theorem 3.2. Let G be a weighted graph with an even number of vertices, embedded in a
non-orientable surface Σ in such a way that its complement consists of topological discs, and
let G˜ ⊂ Σ˜ denote the weighted graph obtained by lifting G via the orientation cover Σ˜ → Σ.
Then, for any quadratic enhancement q on Σ and any D0 ∈ D(G), D˜0 ∈ D(G˜), we have∣∣∣∑
α˜
(−1)q˜(α˜)Zα˜,D˜0(G˜)
∣∣∣ = ( ∑
w1(α)=0
(−1)
q(α)
2 Zα,D0(G)
)2
+
( ∑
w1(α)=1
(−1)
q(α)−1
2 Zα,D0(G)
)2
,
where the first sum is over all α˜ ∈ H1(Σ˜;Z2), the second (resp. third) over all α ∈ H1(Σ;Z2)
with w1(α) = 0 (resp. w1(α) = 1), and q˜ is the quadratic form on Σ˜ determined by q as in
Proposition 3.1. Finally, neither side of this equality depends on the choice of D0 and D˜0.
Remark 3.3. Recall that if Σ is of (non-orientable) genus h ≥ 1, then there are 2h quadratic
enhancements on it, and Σ˜ is of (orientable) genus g = h− 1. Furthermore, one easily checks
that the map q 7→ q˜ is two-to-one: indeed, picking a basis of H1(Σ;Z2) with w1 non-vanising
on a single element, q˜ is not affected by changing the value of q on this element. As the
right-hand side of the equality in Theorem 3.2 is also left unchanged by this transformation,
we actually have exactly 2h−1 = 2g distinct equalities.
Example 3.4. Let us consider the case where Σ is of genus h = 1, i.e. the projective
plane RP 2, whose orientation cover Σ˜ is the sphere. There are two quadratic enhancements
on RP 2, assigning the value q(α) = 1 or q(α) = 3 to the unique non-trivial class α = 1 (and
the value q(α) = 0 to the trivial class α = 0), and a single (trivial) quadratic form on the
sphere. Therefore, in this case, Theorem 3.2 gives a single equality, namely
Z(G˜) = Z0,D0(G)
2 + Z1,D0(G)
2 .
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Removing a small disk from Σ and its lifts from Σ˜, we obtain the 2-fold cover C → M
considered in Section 2. Hence, the equality above is exactly Proposition 2.4, of which an
elementary proof was given in Section 2.
Example 3.5. Let us now consider the case of genus h = 2, i.e. the Klein bottle K whose
orientation cover is the torus T. As usual, fix a basis of H1(K ;Z2) given by two simple
closed curves β1, β2 with β1 · β2 = 1, w1(β1) = 0 and w1(β2) = 1, which determines a
basis β˜′1, β˜2 of H1(T;Z2), as described in Figure 6. There are 4 quadratic enhancements
on K , depending on the values of q(β1) ∈ {0, 2} and of q(β2) ∈ {1, 3}. By definition, the
corresponding quadratic form q˜ on T vanishes on β˜2 and takes the value
q(β1)
2 on β˜
′
1. Writing ε
for (−1)
q(β1)
2 , using the equalities q(β1 + β2) = q(β1) + q(β2) + 2 and q˜(β˜
′
1 + β˜2) = q˜(β˜
′
1) + 1,
and leaving D0, D˜0 implicit, we obtain the two identities
(12) |Z00(G˜)+Z01(G˜)+ εZ10(G˜)− εZ11(G˜)| = (Z00(G) + εZ10(G))
2+(Z01(G)− εZ11(G))
2
for ε = ±1. The proof of Theorem 1.6 is now straightforward, as explained below.
Proof of Theorem 1.6. Since G ⊂ K is locally bipartite, the map assigning to each cycle its
length induces a well-defined linear map ℓ : H1(K ;Z2) → Z2, which is not identically zero
since G is not bipartite. Note that Zα(G) vanishes as soon as ℓ(α) = 1. By assumption, there
exists D0 ∈ D(G) such that the homology class of D0∆τ(D0) is β2 or β1 + β2. Let us first
assume that [D0∆τ(D0)] = β2. Since D0∆τ(D0) is of even length, we then have ℓ(β2) = 0
and therefore ℓ(β1) = 1 and ℓ(β1 + β2) = 1. This implies that Z10(G) vanishes, as well
as Z11(G). Using the length function on the torus (which is determined by ℓ), we find
that Z10(G˜) = Z11(G˜) = 0. Hence, Equation (12) boils down to Z(G˜) = Z00(G)
2 + Z01(G)
2.
The facts that G is invariant by a horizontal tranlation τ and that [D0∆τ(D0)] = β2 allows
us to construct a weight-preserving bijection between the dimer configurations contributing
to Z00(G) and those contributing to Z01(G), as in the proof of Theorem 1.1. The result
follows. The case where [D0∆τ(D0)] = β1+β2 is similar, and therefore left to the reader. 
Remark 3.6. Obviously, other formulas relating Z(G˜) to Z(G) can be derived from Theo-
rem 3.2. For example, using Equation (12) and the notation in the discussion of this h = 2
case, one can show the following statement: If G ⊂ K is locally bipartite and such that ℓ(β1) =
0, ℓ(β2) = 1 and Z10(G˜) = 0 or Z11(G˜) = 0, then Z(G˜) = Z(G)
2. However, such a statement
is not as satisfactory as Theorems 1.1 and 1.6 above, as it does assume a vanishing condition
that is difficult to obtain as a consequence of a natural property of the graph. Note also that
the number of such conditions will grow exponentially with the genus h of Σ. For this reason,
we do not expect to obtain very compelling corollaries in higher genus. Of course, Theorem 3.2
might nevertheless explain other “curious identities” obtained for specific examples.
We conclude this article with the proof of our main result.
Proof of Theorem 3.2. Fix a weighted graph G with an even number of vertices, embedded
in a non-orientable surface Σ so that Σ \ G consists of topological discs. As explained in
subsection 3.1, one can find a simple closed curve β, transverse to the graph G, so that the
orientation cover Σ˜ of Σ can be constructed by gluing along their boundary two copies of Σ
cut along β. This determines a map ω on the edges of G by setting ω(e) = 1 if e intersects β,
and ω(e) = 0 else. With such a data in hand, any orientation K on the edges of G induces a
modified weighted skew-adjacency matrix AK,ω(G) as defined by Equation (9).
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The right notion of a Kasteleyn orientation in this setting in the following generalization
of the one introduced in subsection 2.3. Consider the weighted graph G˜ ⊂ Σ˜ obtained taking
two copies of G ⊂ Σ cut along the edges with ω(e) = 1, and glued back again along these
edges, each such edge joining the two copies. Given an orientation K on G, let K˜ be the
orientation on G˜ obtained by lifting K to G˜, and inverting it on all edges of G˜ completely
contained in one of the copies of Σ cut along β. Then, we shall say that K is a Kasteleyn
orientation on (G ⊂ Σ, ω) if K˜ is a Kasteleyn orientation on G˜ ⊂ Σ˜, i.e: for any face f˜
of G˜ ⊂ Σ˜, nK˜(∂f˜) is odd, where the boundary of f˜ is oriented according to a fixed orientation
on the surface Σ˜.
By [3, Theorem 4.3], (G ⊂ Σ, ω) admits a Kasteleyn orientation if and only if G has an even
number of vertices, which we assumed. As proved in [3, p.174], if K is such an orientation,
then for any D0 ∈ D(G), we have
i−ω(D0) εK(D0) Pf(A
K,ω(G)) =
∑
α∈H1(Σ;Z2)
i−q(α)Zα,D0(G) ,
where q = qK,ωD0 is a quadratic enhancement on Σ. By [3, Theorem 5.3], any quadratic
enhancement on Σ can be obtained in such a way by varying the orientation K. Applying
the ω = 0 case of this formula to G˜ ⊂ Σ˜, we get
εK˜(D˜0) Pf(A
K˜(G˜)) =
∑
α˜∈H1(Σ˜;Z2)
(−1)q˜(α˜)Zα˜,D˜0(G˜) ,
where q˜ = q˜K˜
D˜0
is a quadratic form on Σ˜. The proof of Lemma 2.3 can be applied verbatim,
leading to |Pf(AK˜(G˜))| = |Pf(AK,ω(G))|2. This equality, together with the two equations
displayed above, and the fact that a quadratic enhancement always satisfies q(α) − w1(α) ∈
2Z2, lead to∣∣∣∑
α˜
(−1)q˜(α˜)Z
α˜,D˜0
(G˜)
∣∣∣ = ( ∑
w1(α)=0
(−1)
q(α)
2 Zα,D0(G)
)2
+
( ∑
w1(α)=1
(−1)
q(α)−1
2 Zα,D0(G)
)2
.
Also, we see by the same two equations displayed above that neither side of this equality
depends on the choice of D0 and D˜0.
Therefore, we are left with the proof that the map q = qK,ωD0 7→ q˜
K˜
D˜0
= q˜ corresponds to the
map q 7→ q˜ described in Proposition 3.1. To do so, let us assume without loss of generality
that D˜0 is the lift of D0. By [3, Proposition 3.7], q˜ satisfies the following property: if C˜ is an
oriented simple closed curve in G˜ ⊂ Σ˜, then
q˜(C˜) = nK˜(C˜) + ℓ
D˜0
(C˜) + 1 ,
where the second term denotes the number of vertices of C˜ whose adjacent dimer of D˜0
sticks out to the left of C˜. (Recall that both C˜ and Σ˜ are oriented.) To check the first
condition of Proposition 3.1, let us apply this formula to the lift of an oriented simple closed
curve C in G ⊂ Σ with w1(C) = 1. Writing C
0 (resp. C1) for the edges of C with ω(e) = 0
(resp. ω(e) = 1), and computing modulo 2, we get
nK˜(C˜) = nK(C0) + nK(−C0) + 2nK(C1) = |C0| = |C|+ w1(C) = |C|+ 1 .
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Furthermore, ℓ
D˜0
(C˜) is given by the number of vertices of C whose adjacent dimer of D0 sticks
out of C. Since this number has the same parity as |C|, we have q˜(C˜) = 0 as expected. To
show that q˜ satisfies the second condition of Proposition 3.1, first note that we can assume C
to be contained in one copy of Σ cut along β. In such a case, [3, Proposition 5,2] gives the
equality
q(C) = 2(nK(C) + ℓD0(C) + 1) ,
where the vertices contributing to ℓD0(C) are counted using an orientation on one of the copies
of Σ cut along β. By the value of q˜(C˜ ′) displayed above, the second condition is verified, and
the proof complete. 
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