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Abstract: The Future Fuels project combines research in several institutes of the German Aerospace
Center (DLR) on the production and use of synthetic fuels for space, energy, transportation, and
aviation. This article gives an overview of the research questions considered and results achieved
so far and also provides insight into the multidimensional and interdisciplinary project approach.
Various methods and models were used which are embedded in the research context and based on
established approaches. The prospects for large-scale fuel production using renewable electricity
and solar radiation played a key role in the project. Empirical and model-based investigations
of the technological and cost-related aspects were supplemented by modelling of the integration
into a future electricity system. The composition, properties, and the related performance and
emissions of synthetic fuels play an important role both for potential oxygenated drop-in fuels in
road transport and for the design and certification of alternative aviation fuels. In addition, possible
green synthetic fuels as an alternative to highly toxic hydrazine were investigated with different tools
and experiments using combustion chambers. The results provide new answers to many research
questions. The experiences with the interdisciplinary approach of Future Fuels are relevant for the
further development of research topics and co-operations in this field.
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1. Introduction
Synthetic fuels based on renewable energies (RE) are widely seen as a key element to achieving
climate-neutral transport (e.g., [1,2]). As liquid hydrocarbons have a high energy and power density,
they are primarily discussed as fuels for (heavy) road vehicles, ships, and aircraft. Due to their
low storage and transport losses, they are also conceivable as a complementary long-term electricity
storage option [3]. The challenges of producing and implementing these fuels are manifold. Chemical
processes and renewable electrical or thermal energy can be used to produce liquid hydrocarbons
from various carbon sources and hydrogen (and sometimes oxygen). Synthetic fuels have several
advantages: they can be easily integrated into our existing energy and mobility infrastructures, can
be used in all areas of the transport sector, and they can be optimized with regard to their chemical
properties. The main disadvantages are the high energy losses and production costs.
In this research context, eleven research groups at the German Aerospace Center (DLR) are
working together on the Future Fuels project on synthetic fuels. The aim of the interdisciplinary
approach is to realize synergies and joint research activities, as well as new research impulses through
different perspectives. The scientists and engineers are investigating how synthetic fuels can be
produced using solar energy and electrolysis processes (Solar Fuels), and are developing concepts for
the re-conversion of these fuels into electricity. They are working on emission-optimized fuels for
transport and aviation (Designer Fuels), as well as advanced space applications to replace the highly
toxic hydrazine (Green Propellants). Technology assessment and systems analysis are carried out,
taking a holistic view of future fuels and including factors such as cost-effectiveness, performance,
security of supply, and social acceptance. Under the common topic of synthetic fuels, the project
thus addresses very different scientific questions, which we discuss in this article in an overall view.
Different methods will be further developed and used for various experimental and analytical tasks.
Since the project has already started with a first phase between the beginning of 2015 and the end of
2017, exemplary results can be shown in all research areas. Further work will be completed by the end
of 2021. Most of the work focuses on the situation in Germany, but the results also have significance
for other regions of the world.
An integrative part of the project represents the work on technology assessment and systems
analysis, which establishes a close link between energy, transport, and aviation research. The research
questions of technology assessment address the expected costs and carbon dioxide (CO2) emissions of
different alternative production routes depending on technical and economic boundary conditions.
Techno-economic bottom-up modelling of process routes is combined with state-of-the-art cost
estimations in a systematic approach [4]. The system analysis addresses interactions of a possible
national production infrastructure with the future power system and the question of the possibility
of a largely renewable electricity generation for the synthesis of fuels. To this end, scenario-based
modelling of future power systems is carried out using an energy system model with temporal and
spatial resolution developed at DLR [5].
Another subproject focuses on the generation of solar fuels in the Earth’s sunbelt as a possible
import option for Europe and other countries in the long-term. Solar thermochemical redox cycles
and high-temperature electrolysis with integration of solar heat are promising processes for the
production of hydrogen or syngas, which can be further processed into synthetic fuels. The coupling
of a commercial high-temperature steam electrolyser with a solarthermal steam generator has been
demonstrated for the first time [6].
The third subproject investigates the role of synthetic fuels as designer fuels for aviation. The work
focuses on fuel specifications, as well as criteria and concepts for the design of alternative aviation
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turbine fuels. Density, kinematic viscosity, and net combustion heat are properties with a direct effect
on combustion performance issues (also termed figures of merit) [7]. Soot emissions also partly depend
on the fuel composition and are here envisaged as a further criterion for fuel design.
Subproject four focuses on the possible role for oxygenated fuels in road transportation.
The research work highlights the properties and advantages of oxygenated fuels on the one hand,
based on the review of the state of knowledge, and on the other hand by empirical and model-based
investigations of combustion properties. In the further course of the project, an already developed
concept for the survey of vehicle owners and drivers will be implemented in order to investigate the
acceptance of synthetic drop-in fuels in road traffic.
Finally, subproject five addresses research and technology development activities with green
propellants for space flight applications and launchers. Three different propellant system candidates
were investigated. The selection was conducted under the premise that each of them shall be used in a
specific mission scenario and task. Moreover, performance, low costs, environmentally friendliness,
and safe handling characteristics are essential selection criteria. The relevant literature’s lists and
surveys about green advanced rocket propellants or references to them are addressed in the Section 6.1.
The objective of this sub-project is to show and elaborate the potential of these propellant systems, to
develop and to comprehend combustor processes and to increase their level of technology maturity.
Furthermore, focus is set on commercialization and usage, and to provide the necessary knowledge to
the industry.
2. Technology Assessment and Systems Analysis
An essential strategy for the transformation of the energy system is the expansion of renewable
energies in all sectors as an alternative to fossil fuels. An effective sector coupling is very relevant in
this context, enabling the use of renewable electricity for heating and transport, as well as through the
generation of synthetic energy carriers. Possible generation routes and efficient integration into the
energy system play an important role here. Both aspects are examined in an integrative way in the first
subproject of Future Fuels.
2.1. Technology Assessment of Selected Production Routes
Alternative fuels with high energy density can be produced from a variety of raw materials and
energy sources. The ideal alternative fuel for low-carbon energy systems uses hydrogen and carbon
from renewable sources. The production of large quantities of renewable fuels in Germany is limited
by the potentials of biomass, renewable electricity, and CO2 at a high concentration. The potential of
sustainably produced biomass as a carbon source is limited in Germany due to limited agricultural
land for energy crops and usable residues. The potential of residual materials is seen in the order of
700–1000 PJ per year, but more than half of it has already been used to date, mainly in the heating
sector [8,9]. Due to its limited potential, it appears efficient to use biomass not directly as a source
for biofuels such as biodiesel or via the Biomass-to-Liquid process (BtL), but predominantly as a
renewable carbon source for synthetic fuels from renewable electricity. This leads to the so-called
Power & Biomass-to-Liquid concept (PBtL), in which hydrogen is produced by water electrolysis
and fed into the synthesis process in order to achieve a higher fuel yield than is possible with pure
biofuels [4]. Renewable electricity can also be used in Power-to-Liquid (PtL) with CO2 from the air,
biogas plants, waste incineration, or other industrial waste gases as a carbon source.
2.1.1. Approach and Assumptions
For a systematic comparison of these three options, a large-scale fuel production via the
Fischer–Tropsch synthesis was investigated, as Fischer–Tropsch fuels are certified synthetic blending
components that can be added up to 50 percent to conventional jet fuel [10]. The block flow diagram is
shown in Figure 1 for BtL, PBtL, and PtL routes. A more detailed overview of the selected process
interconnections and possible alternatives is available in [4].
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Figure 1. Simplified presentation of the Fischer–Tropsch process routes investigated, reproduced with
permission from [11].
The techno-economic bottom-up modelling of these process routes was developed by using the
commercial simulation software Aspen Plus®. Standardized cost estimates were derived from the
resulting dimensioning and integration of the production plants using the Techno-Economic Process
Evaluation Tool (TEPET) of DLR. A description of the methodology and a comparison with existing
techno-economic studies on alternative and synthetic fuels can be found in [4]. The technical evaluation
is based on the parameters fuel efficiency, overall efficiency, and carbon conversion. Fuel efficiency is
defined as the amount of energy stored in liquid hydrocarbons in relation to the amount of energy input
by electricity or biomass. Fuel efficiency illustrates the losses caused by the chemical transformation
during the process, enabling different reaction paths to be compared. The overall efficiency also
considers the use of by-products such as electricity, steam, and district heating. Carbon conversion
refers to the carbon contained in the product in relation to the carbon introduced into the process.
The estimation of the production costs is based on a standardized bottom-up methodology and
the results of the process simulation. All apparatus parameters were determined, and the plant
investments were estimated using reference values from the literature and cost curves from the
chemical process industry.
2.1.2. Results
Table 1 shows the energy flows of a BtL and PBtL reference plant, which were both operated with
a biomass input of 100 MWth, compared with two PtL plants which were dimensioned corresponding
to the fuel yield of the BtL or PBtL plant (2.9 t/h for a small and 11 t/h for a large plant). Energy flows
with a positive sign are by definition released into the environment. The fuel efficiency increased
from 36.3% to 51.4% in the PBtL c ncept with the coupling of hydrogen into the BtL process. At the
same time, the fuel yield was increased b a factor of approximately 3.8, which c rresponds to a more
efficient use of the available bio-based carbon by the same factor.
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Table 1. Model results for the energy flows of a reference plant with 100 MWth biomass input,
reproduced with permission from [11].
Energy Flows [MW] BtL PBtL PtL Small/Large
Electricity +12.6 −167.4 −71.9/−271.7
Biomass (heating value Hi) −100 −100 0
Steam (4 & 25 bar) 20.2 21.1 9.2/34.3
District heat (T > 80 ◦C) 13.4 15.3 2.5/9.7
Fuel yield 36.3 137.4 36.4/137.2
Efficiency
Fuel efficiency 36.3% 51.4% 50.6%
Overall efficiency 82.5% 65.0% 66.8%
Carbon conversion * 24.9% 97.7% 98.0%
* minor carbon losses due to a purge stream in the gas recycle loop.
The production costs were calculated according to the standardized methodology described in [4],
and updated to the year 2018. While the equipment costs can be updated by using the Chemical
Engineering Plant Cost Index (CEPCI) of 2018 (603.1) according to [12], the raw material costs need to be
retrieved from other sources and databases. Their prices are shown in Table 2. The resulting production
costs for the PtL large concept were 2.47 €2018 per litre, the BtL production route was 2.41 €2018 per litre,
and for the PBtL the updated production costs were 2.15 €2018 per litre fuel. The production costs of
the BtL process route are mainly driven by the depreciation of the entrained flow gasifier (23%) and
the biomass supply (20%). Regarding the PBtL and PtL routes, the production costs mostly depend on
the electricity price (33% and 64%, respectively). Compared to fossil fuels, the production costs are
approximately four times higher. More details can be found in [11].
Table 2. Assumed raw material and utility costs and revenues from by-products; data adapted from [11].
Raw Material
& Utilities Price in €2018 Func. Unit By-Products Price in €2018 Func. Unit
Electricity 89.4 MWh Electricity
Biomass 85.3 t <150 kW 131.9 MWh
Oxygen 23.5 t <500 kW 113.8 MWh
Cooling water 0.0013 m3 <5 MW 101.9 MWh
Distilled water 2 m3 <20 MW 56.5 MWh
Waste water 0.9 m3 Steam (4/25 bar) 21.7/22.7 t
Selexol 4297 t District heat (T > 80 ◦C) 0.03 kWh
2.2. Systems Analysis of Interactions with the Power System
In addition to the open questions of possible future efficiency gains and cost degressions of
synthetic fuels, the system integration also plays an important role and places additional requirements
on the design and operation of process routes, especially for PtL production. This is particularly
the case with an increasing expansion of variable renewable electricity generation from wind and
photovoltaics (PV), which have the greatest RE potentials in Germany.
2.2.1. Approach and Assumptions
Relevant future interactions between the electricity system and a generation infrastructure for PtL
or PBtL can be investigated by using a spatially and temporally resolved power system model. For
its parametrisation, three demand scenarios for 2050 were defined, which differ with regard to the
future electricity demand and synthetic fuel consumption in the transport sector, thereby achieving
different CO2 reductions. The applied model REMix has been developed at DLR [5] and has a linear
system cost minimizing approach which calculates the future electricity supply based on modelled
load and feed-in time series of variable renewable power generation. For each scenario, REMix
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calculates capacity expansion and the hourly dispatch of power generation, storage, and transmission
with an integrated optimization. The spatial resolution of the modelling divides Germany into six
regions and considers the exchange of electricity with eight European regions plus North Africa via
the transmission grid. It provides insights into required back-up power generation, transmission, and
storage depending on assumptions about the system and essential cost parameters. RE potentials
and feed-in time series were derived from satellite measurements and weather service data from
the year 2006 representing approximately the average solar and wind conditions [13]. Assumptions
for the necessary dimensioning of a flexible hydrogen production in Germany and relevant spatial
assumptions were derived from the work of [14,15]. Investigation of the system integration of the
PtL and PBtL generation is carried out with a variation of exogenously assumed CO2 emission costs
in power generation of 75 versus 150 € per t CO2 (CO2High). Transmission grid transfer capacities
are given exogenously in the scenarios (167 GW between all model regions) and can be increased
endogenously in a variation for the further reduction of the system costs (OptGrid).
Table 3 shows the main assumptions of the three scenarios which differ regarding the overall
electricity demand and the demand structure in the transport sector. The base scenario was derived
from the mobility scenario Regulated Shift developed within the DLR project Transport and the
Environment (VEU) [16,17]. The scenario assumes significant changes in mobility demand and modal
split, so that the number of passenger cars reduces from 47 million (about 570 cars per 1000 capita)
today to 35 million (460 cars per 1000 capita) in 2040. The assumed path of the German transition
process in the energy system until 2050 was described in [18]. The scenario meets the target of reducing
the greenhouse gas (GHG) emissions by 80% by 2050 and assumes a reduction of the electricity demand
of “conventional” consumers (final energy) by a third.
Table 3. Assumptions on the development of electricity demand in the scenarios.
Net Electricity Consumption in TWh per Year (without Grid
Losses & Own Consumption of Power Plants) 2010 2030 2040 (VEU) 2050
Electricity for electric vehicles 0 32 86 108
Electricity for heat pumps 2.5 12 15 17
Hydrogen generation for reconversion into electricity 0 0 2 22
Hydrogen generation for transport 0 5 26 139
Conventional (residential, industry, commercial) 540 434 392 354
Total Base scenario assuming electricity and hydrogen in
transport sector (VEU Reg. Shift extrapolated) 543 482 518 640
Variant 1: in addition PtL generation up to 75% of today’s jet
fuel consumption 0 59 96 185
Total Variant 1 with PtL in addition 543 541 614 825
Variant 2: in addition PtL generation up to 75% of today’s jet
fuel consumption and 700 PJ generation of PBtL for
ground-based transportation in 2050
0 115 229 421
Total Variant 2 with PtL and PBtL in addition 543 597 747 1061
The case study is based on the following additional assumptions: The RE share of electricity
generation will rise to over 80% in 2050 (both in Germany and in Europe as a whole). The expansion
of RE technologies for Germany in 2050 is initially given exogenously, and a variation (RELimits)
assumes limited RE potentials for further expansion (values in brackets): Wind onshore: 80 (90) GW;
Wind offshore: 37 (72) GW; PV: 80 (104) GW; Hydro: 5 GW. The PEM (Polymer Electrolyte Membrane)
electrolyser capacities in Germany are also given exogenously: approx. 50 to 140 GW depending on
the resulting hydrogen demand and assuming an average capacity utilization of 3000 full load hours
per year. The scenario assumes central hydrogen production and storage in caverns in Northern and
Central Germany and decentralized production and storage in pressure tanks in Southern Germany
(storage capacity of tanks equal to 24 h of hydrogen generation capacity). Controlled charging was
assumed for 60% of the electric vehicle fleet, thus serving as a flexibility option in the power grid.
Pumped hydro storage is fixed to today’s capacity of 6.5 GW with no further expansion assumed in the
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future. In addition, 37 GW of fossil power generation capacity, 14 GW biomass, and 3 GW geothermal
power plants were exogenously assumed in all scenarios. The model has the possibility to determine
the minimum system costs by endogenously expanding additional capacities of wind, PV, gas power
plants, and grid transfer capacities.
2.2.2. Results
The results of the case study provide insights into interactions between the PtL/PBtL generation
infrastructure and the power system. Figure 2 shows the calculated power generation structure and
the curtailment of variable electricity generation from RE (during periods when production exceeds
demand) for all scenario variants. Curtailment is a key indicator that helps to understand whether RE
capacities have been efficiently integrated into the energy system. The operation of a massive hydrogen
production infrastructure for synthetic fuels increases the integration of RE and correspondingly
reduces the curtailment rate, provided that the hydrogen production is operated flexibly. In the
modelling, the electrolysis and gas storage systems have a calculated utilization of 2800 to 4800 full
load hours per year. For all three scenario variants, an optimized grid expansion (OptGrid) greatly
increases flexibility. In this case, the curtailments rise with an increasing electricity demand through
PtL/PBtL (comparing Base with Var1 and Var2), whereas they decrease in all other cases assuming
limited grid expansion due to the increasing flexibility of hydrogen production.
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Figure 2. Electricity generation mix and calculated curtailment of RE power generation in 2050 for all
scenario variants and cases. (GT: gas turbines. CCGT: co bined cycle gas turbines. CHP: combined
heat and power plants).
The scenario analysis results in a number of further findings. As expected, the assumption of
limited RE potentials for wind and PV (RELimits) leads to a strong increase in electricity generation
fro fossil pow r plants and electricity imports from Europe (i dicated by th low overall domestic
generati n) if th demand for lectricity increases due to PtL/PBtL production. Further ore, an
additional expansion of gas-fired power plants by up to 10 GW in Germany was calculated. In contrast,
there will be a strong expansion of renewables without limited RE potentials (NoRELimits), with
a focus on PV (up to 300 GW) and wind onshore (up to 200 GW), driven by the assumed CO2
price. This expansion can be significantly reduced in the case of unlimited, optimized grid expansion
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(below 190 GW each for both RE technologies). By comparison, 45 GW PV and 53 GW wind onshore
were installed in Germany at the end of 2018 [19]. The calculated gross electricity generation is higher
than the exogenously assumed electricity demand due to grid and storage losses and curtailment.
These losses were on average 5.7% of gross generation in all of the base scenarios and decrease to
4.3% in Variant 1 and 3.5% in Variant 2. Furthermore, the use of pumped hydro storage (as short-term
storage) is low overall (8–10 TWh per year generation in base scenarios without RE limits) and decline
with the availability of flexible hydrogen generation capacities (5–8 TWh per year in Variant 2 scenarios
without RE limits). Compared to that, the use of combined cycle gas turbines (CCGT) for hydrogen
re-conversion into electricity (as long-term storage) is consistently higher, depending on the expansion
of the electrolysers and hydrogen storage facilities of renewables and grid transfer capacities. In the
Variant 1 and Variant 2 scenarios, the use of CCGT is lower than in the base scenarios if the RE potentials
are not assumed to be limited, so that CO2 emissions from electricity generation are 2% and 4% lower,
respectively. High CO2 emission costs (CO2High) reduce the utilization of CCGT in favour of the
pumped hydro storage.
2.3. Discussion
The techno-economic analyses provide well-founded characterizations of the current state of PtL
and PBtL technology based on a bottom-up analysis. For a comprehensive and prospective assessment
of different synthetic fuel generation routes, further assessment indicators have to be analysed to
consider the entire life cycle and future potentials for technical development and cost degression.
This is addressed in the ongoing work of the Future Fuels project.
The first results of the systems analysis clearly show that PtL/PBtL generation can make a relevant
contribution to the integration of RE into the future electricity system, assuming flexible operation
of the hydrogen generation and storage as interface between these two system levels. An additional
benefit of all electricity-based production processes is the seasonal storage, which enables a temporal
and possibly spatial balancing of energy demand and supply in an energy system characterized
by variable RE sources. Moreover, uncontrolled and base-load operation of these large generation
capacities would place much higher burden on the operation of the future electricity system. Further
analyses will examine interactions with other flexibility options such as stationary batteries in the
European electricity grid and the possible role of imports of both renewable electricity and renewable
synthetic fuels. Furthermore, scenario analyses will be based on new bottom-up projections of the
possible future fuel demand.
Among others, these projections will contain a global air traffic forecast that allows for the
quantification of future alternative kerosene demand in Germany until 2050. Applying a comprehensive
passenger air travel demand prediction and modelling system described in [20], all commercial flights
departing from Germany are modelled. For this purpose, the system first determines passenger
origin-destination demand based on assumptions regarding the development of certain socio-economic
factors. Using a route choice sub-model, specific itineraries are calculated and the flight frequencies
between airport pairs and aircraft types required are deduced. For those flights, the necessary amount
of fuel is finally computed using a flight profile database, which has been prepared based on aircraft
performance models from EUROCONTROL. Assuming carbon-neutral growth in aviation from 2020
as committed to by the International Air Transport Association (IATA) [21], this yields the amount of
aviation fuel that needs to be substituted by future fuels.
3. Solar Fuels and Reverse Power Generation
The technical challenges in the production of solar fuels are manifold and still require considerable
research and development work. The work in Future Fuels focuses on the large-scale production of
hydrogen or synthesis gas using solar energy as the first process step. In the case of thermochemical
cycles, development work concentrates on solving material problems caused by the extreme process
conditions. Further conceptual work is also required for the design of stable processes on an industrial
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scale. In high-temperature steam electrolysis, the energy required in order to split the water consists in
electricity and heat, which can be provided by solar concentrated radiation. Reverse power generation
by using synthetic fuels is a possible option for balancing variable power generation from renewable
energies. Work on this topic focuses on the specific requirements for the application of synthetic fuels
in a stationary gas turbine cycle.
3.1. Thermochemical Cycles
Two-step thermochemical redox cycles are foreseen to be a viable alternative to state-of-the-art
technology for fuels production (see e.g., [22]). Metal oxide thermochemical cycles can be coupled
with concentrated solar thermal technology in order to convert solar energy into chemical energy.
Combined with water splitting and/or carbon dioxide splitting, these cycles enable a route to produce
solar fuels. This process is illustrated in Figure 3. In a first step at high temperature, a metal oxide is
reduced. This reduced material can then be re-oxidized using water (H2O) and/or CO2, producing
hydrogen (H2) or carbon monoxide (CO). The metal oxide is then reused for another reduction process
while the gaseous products can be combined as synthesis gas to prepare hydrocarbons as fuels.
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There are a lot of compounds which can act as redox material in thermo-chemical cycles. In order
to predict the stability and response of these compounds without having to synthesize them all, a
redox material simulation model must be developed. For this, perovskite has been considered as redox
material. Perovskites are indeed very good candidate materials to transport oxygen in thermochemical
processes with fast kinetics and stability. As their arrangement is very flexible, the adjustment of their











solid solutions with two different speci s on the M and A sites in order to tune their redox behaviour
has been devel ped (see Figure 4) [25]. Iterations of n values and Goldschmidt tolerance facto t [26]
are made to define reliable compositions.
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3.1.2. Results
The energy request of thermochemical cycles founded on perovskite materials was assessed.
By creating xpressions describing t e dependence of the red x enthalpy and entropy variation on the
oxyge non-stoichiometry δ, the equilibrium state of each of the materials can be simulated depending
n th temperature and oxygen partial press re.
Moreover, the significanc of ifferent parameters for the overall process efficiency was identified.
It was shown that heat recovery fficiency is the most important factor to be o timized to increase the
ov rall fficiency. A simulation model was developed for the determin tion of efficiency-enhanced
redox ystems. With this model, it is possible t select p rovskite materials with low redox cycle energy
consumptio for hydrogen and synthesis gas pr uction.
3.2. High-Temperature Steam Electrolysis with Integration of Solar Heat
Water electrolysis is considered the best suited technology for the production of fossil-free (“green”)
hydrogen which is needed for the storage of large amounts of renewable energy. The highest electrical
efficiency among the existing water electrolysis technologies is shown by solid oxide steam electrolysis
(SOE). Compared to low-temperature electrolysis techniques such as alkaline electrolysis and proton
exchange membrane electrolysis, the significantly higher operating temperature of SOE results in faster
reaction kinetics and higher energy efficiency. The electric energy demand can be even further reduced
when part of the required energy for the endothermic water splitting reaction is provided by high
temperature heat from solar thermal power.
3.2.1. Approach and Assumptions
As shown in Figure 5 the e thalpy of water ∆H0 and hence the required minimum energy for
water splitting is reduced considerably at the phase transition from liquid water to steam. The Gibbs
free enthalpy ∆G0 for water splitting continuously decreases with increasing temperature, whereas the
enthalpy ∆H0 remains almost constant. This implies that the thermodynamic cell voltage for steam
electrolysis is lower than that for electrolysis of liquid water. Thus, steam electrolysis consumes less
electrical energy compared to low-temperature electrolysis processes. Moreover, at high temperatures
part of the required energy for water splitting can be provided by heat from external sources.
The maximum amount of heat ∆Qmax to be integrated into the electrolysis process is given by the
difference between the enthalpy of water splitting ∆H0 and the Gibbs free enthalpy ∆G0, thus reducing
the necessary electrical energy εmin [6].
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Figure 6 schematically shows the experimental setup of the prototype system and Figure 7 the
setup of the syste in operation. Superheated steam generated solar thermally by using a high flux
solar simulator with xenon short-arc lamps and a solar steam generator was used in a commercial
electrolyser stack which was supplied by SolidPower (Mezzolombardo, Italy) containing so-called
fuel electrode supported cells with an active area of 80 cm2. For stack operation, a mixture of 1.4 slpm
(standard litres per minute) of H2 and 12.0 slpm of steam with a composition of 90% H2O/10% H2 was
supplied. To prevent the Ni + YSZ fuel electrodes of the cells from undesired oxidation to NiO + YSZ
(Nickel (Ni)/nickel oxide (NiO) and yttria stabilized zirconia (YSZ)) 10% hydrogen was added as
protection gas. By means of a high-temperature steam storage device, short-term interruption of
irradiation which may occur during cloud passages can be bridged.
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3.2.2. Results
To our knowledge, the experimental integration of solar heat into a commercial high-temperature
steam electrolyser was successfully realized with this experiment for the first time [6]. By applying an
appropriate control process, a continuous hot steam flow without major fluctuations was provided to
enter the electrolyser stack. The system could be operated properly when the operating parameters of
the different system components (water supply, gas volume flows, pressure, and temperature) were
optimized. The SOEC stack was heated up to the operating temperature of 770 ◦C with hot steam
gas from the steam accumulator and additional peripheral furnace heating during the start-up of
the system. Figure 8 shows exemplarily a current-voltage curve as well as temperature data of the
electrolyser stack at 770 ◦C operating temperature and a steam flow of 12.0 slpm (or 0.58 kg/h).
Energies 2019, 12, x FOR PEER REVIEW 12 of 36 
 
 
Figure 7. Setup of the system in operation according to [6]. 
3.2.2. Results 
To our knowledge, the experimental integration of solar heat into a commercial 
high-temperature steam electrolyser was successfully realized with this experiment for the first time 
[6]. By applying an appropriate control process, a continuous hot steam flow without major 
fluctuations was provided to enter the electrolyser stack. The system could be operated properly 
when the operating parameters of the different system components (water supply, gas volume 
flows, pressure, and temperature) were optimized. The SOEC stack was heated up to the operating 
temperature of 770 °C with hot steam gas from the steam accumulator and additional peripheral 
furnace heating during the start-up of the system. Figure 8 shows exemplarily a current-voltage 
curve as well as temperature data of the electrolyser stack at 770 °C operating temperature and a 
steam flow of 12.0 slpm (or 0.58 kg/h). 
 
Figure 8. Current-voltage characteristics of the electrolyser stack operated at 770 °C and 12.0 slpm 
steam flow rate according to [6]. 
The stack showed an open circuit voltage (OCV) of 10.3 V when operated with a gas 
composition of 90% H2O + 10% H2 and the stack voltage increased almost linearly with increasing 
current density. This behaviour is well-known for SOEC due to the low activation polarization 
i . t- lt e r cteristics f t l tr l s r t r t t ◦ . l
t fl r t r i t [ ].
The stack showed an open circuit voltage (OCV) of 10.3 V when operated with a gas composition
of 90% H2O + 10% H2 and the stack voltage increased almost linearly with increasing current density.
This behaviour is well-known for SOEC due to the low activation polarization resistances of the
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fuel and air electrodes. Moreover, electrochemical impedance spectra showed relatively constant
polarization resistances when current density was increased. Due to remaining steam mass flow
instabilities from the steam generator, small voltage fluctuations in the jV-curve are still observed.
The electrolysis voltage was approximately 16.5 V at a maximum current density of −1.25 Acm−2
resulting in a power of −1.65 kW for the electrolyser. An electrical stack efficiency of 93% based on the
lower heating value of H2 and a steam conversion rate of 70% was calculated at this operation point
with a production of 8.4 slpm of hydrogen. Due to the endothermic water splitting reaction, the stack
temperature and the outlet temperature of the fuel gas first decreased with increasing current density
reaching a minimum at a current density of −0.7 Acm−2. Afterwards the temperature increased again
and the thermo-neutral point (TNP) was reached at about −1.0 Acm−2. At this operating point, the
measured electrolysis voltage per RU was 1.32 V, which is close to the theoretical value of 1.285 V.
At higher current densities than the TNP, the stack operation turns into the exothermal mode with
further increase of the stack and gas temperatures.
3.3. Reverse Power Generation
In addition to the use of hydrogen as energy storage for on-demand power generation, liquid
fuels can be an option because their storage and transportation does not require large infrastructure
investments. Furthermore, their suitability for storage and secure handling makes them a practical
solution for large energy storage applications. Already today, stationary gas turbines can be operated
with liquid fuels like diesel or heating oil. However, the production costs of refined synthetic fuels are
high, and therefore a sensitive parameter for their implementation. On the other hand, gas turbines
have a high fuel flexibility, which leads to questions of what boundary conditions are required for the
gas turbine combustion and whether there is a product or an intermediate from the production of
synthetic fuels that could be used in a gas turbine as liquid energy source. This work focuses on the
development of a fuel flexible gas turbine combustor for typical liquid intermediate products from the
Fischer–Tropsch synthesis process and to demonstrate the feasibility in a micro gas turbine application.
3.3.1. Approach and Assumptions
The liquid phase directly after the phase separation step was selected as a representative for an
intermediate from the Fischer–Tropsch process. In Figure 1, the extraction is located between the
synthesis step and the product upgrading and refining step [27]. Based on this fuel, the combustion
relevant parameters like ignition delay time and laminar flame speed were measured using shock
tube experiments and a laminar conical burner experiment [28,29]. Emission behaviour was evaluated
using a high-temperature flow reactor [30,31] in combination with mass spectrometry. Based on this,
a data reaction model was developed [32] and generic combustion experiments with the fuel were
carried out to validate the atomization and evaporation models of the computational fluid dynamic
(CFD) simulation. In a next step, these validated tools will be used to design a combustion chamber
specifically optimized for this kind of fuels. Swirl combustors typically used in gas turbine applications
have only limited fuel flexibility and are sensitive to changes in the combustion behaviour of the fuel,
unlike the jet stabilized combustion systems which have an advantage because of their high momentum
jets and their good mixing behaviour. On the other hand, this type of burner, which has proven to have
a very high fuel flexibility for gaseous fuels, has a higher dependency on the fuel spray quality, which
depends on the physical properties of the fuel. To take advantage of jet-stabilized combustion, the
combustor system developed in this project will be based on a jet stabilized design. After designing
the burner with the CFD tools, preliminary atmospheric tests were carried out in the laboratory to
prove the functionality of the combustion system. Finally, it is planned to test the combustion chamber
in a 100 kWel micro gas turbine demonstrator.
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3.3.2. Results
The liquid phase, which was selected as a representative of an early stage fuel, was characterized
using a GC × GC analysis. The detailed fuel composition is shown in Figure 9. It consists of 85.6 wt%
n-alkanes and 1.3 wt% iso-alkanes, followed by 13.1 wt% of alkenes. While the alkene distribution
has its peak at a carbon number of 9, the alkane distribution has its peak at a carbon number of 13.
About 25 wt% are larger than hexadecane. The high concentration of alkene molecules in the liquid
phase is different compared to other synthetic fuels and can have an influence on the combustion
behaviour of the fuel. The kinetic measurements, which will be carried out in a subsequent step, will
reveal if the alkene concentration has a significant influence on the ignition delay time. On the other
hand, the high number of higher hydrocarbons will affect the evaporation of the fuel droplets and can
thereby influence the emission and sooting behaviour of the combustion. This will be investigated in a
generic combustion experiment and can be compared to other synthetic fuels.
i  19, 2, x FOR PEER REVIEW 14 of  
 
3.3.2. Results 
The liquid phase, which was selected as a representative of an early stage fuel, was 
characterized using a GC × GC analysis. The detailed fuel composition is shown in Figure 9. It 
consists of 85.6 wt% n-alkanes and 1.3 wt% iso-alkanes, followed by 13.1 wt% of alkenes. While the 
alkene distribution has its peak at a carbon number of 9, the alkane distribution has its peak at a 
carbon number of 13. About 25 wt% are larger than hexadecane. The high concentration of alkene 
molecules in the liquid phase is different compared to other synthetic fuels and can have an 
influence on the combustion behaviour of the fuel. The kinetic measurements, which will be carried 
out in a subsequent step, will reveal if the alkene concentration has a significant influence on the 
ignition delay time. On the other hand, the high number of higher hydrocarbons will affect the 
evaporation of the fuel droplets and can thereby influence the emission and sooting behaviour of the 
combustion. This will be investigated in a generic combustion experiment and can be compared to 
other synthetic fuels. 
 
Figure 9. Detailed fuel composition of the liquid phase intermediate in the Fischer–Tropsch process. 
3.4. Discussion 
The developed simulation model for the metal oxide thermochemical cycle can be used to rank 
perovskite redox materials according to the expected energy consumption in a two-step 
thermochemical cycle. The model considers the thermal energy required to drive the chemical 
reaction, the sensible energy stored in the redox materials at high temperature, and the energy 
necessary to maintain a low oxygen partial pressure during reduction through pumping, as well as 
the energy necessary to generate steam. Moreover, it is possible to predict the amount of hydrogen 
or carbon monoxide generated as the thermodynamic data allow for the calculation of the change in 
non-stoichiometry under different redox conditions. 
The proof-of-concept of integrating solar energy for evaporation and superheating of water to 
be used as steam in SOE has been demonstrated, but the efficiency of the total system must be 
optimized with great potential in terms of high-temperature steam storage and increased stack 
performance. DLR will develop a concept for suitable heat storage at the highest possible storage 
temperature in order to ensure a reliable steam supply even over longer periods of time when the 
sunlight is not sufficiently intense. This system optimization makes it possible to carry out the 
following experiments with a higher heat input through solar radiation, and thus significantly 
increase the overall efficiency of the system. High temperature electrolysis allows to not only split 
molecules of water steam but also of carbon dioxide or a mixture of both to produce synthesis gas, a 
mixture of H2 and CO. By applying a co-electrolysis process of H2O and CO2, synthesis gas can be 
produced, which can then be processed in a down-stream catalytic process step into various 
hydrocarbons to be used as synthetic fuels such as methanol, methane, gasoline, or diesel. The 
integration of solar heat is intended to be further developed and also used for the co-electrolysis 
process for syngas production. 
i . etaile f el c siti f t li i i t i i .
3.4. Discussion
The developed simulation model for the metal oxide thermochemical cycle can be used to rank
perovskite redox materials according to the expected energy consumption in a two-step thermochemical
cycle. The model considers the thermal energy required to drive the chemical reaction, the sensible
energy stored in the redox materials at high temperature, and the energy necessary to maintain a low
oxygen partial pressure during reduction through pumping, as well as the energy necessary to generate
steam. Moreover, it is possible to predict the amount of hydrogen or carbon monoxide generated as
the thermodynamic data allow for the calculation of the change in non-stoichiometry under different
redox conditions.
The proof-of-concept of integrating solar energy for evaporation and superheating of water to be
used as steam in SOE has been demonstrated, but the efficiency of the total system must be optimized
with great potential in terms of high-temperature steam storage and increased stack performance.
DLR will develop a concept for suitable heat storage at the highest possible storage temperature in
order to ensure a reliable steam supply even over longer periods of time when the sunlight is not
sufficiently intense. This system optimization makes it possible to carry out the following experiments
with a higher heat input through solar radiation, and thus significantly increase the overall efficiency
of the system. High temperature electrolysis allows to not only split molecules of water steam but also
of carbon dioxide or a mixture of both to produce synthesis gas, a mixture of H2 and CO. By applying
a co-electrolysis process of H2O and CO2, synthesis gas can be produced, which can then be processed
in a down-stream catalytic process step into various hydrocarbons to be used as synthetic fuels such
as methanol, methane, gasoline, or diesel. The integration of solar heat is intended to be further
developed and also used for the co-electrolysis process for syngas production.
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The intermediate product from the Fischer–Tropsch process differs significantly from typical
synthetic fuels regarding its chemical composition. In particular, the high number of unsaturated
hydrocarbons can influence the combustion behaviour. In another step, this influence will be
investigated by measuring the combustion properties of the fuel. Based on the results, a combustion
system will be designed for this fuel and reverse power generation will be demonstrated.
4. Designer Fuels for Aviation
Aviation turbine fuel is a liquid mixture of hydrocarbon molecules ranging from 9 to 16 carbon
atoms. It has been developed over the last 70 years, now meets very stringent safety and performance
requirements, and can withstand a wide range of operational conditions. Conventional aviation
turbine fuel is made by refining and blending fossil crude oil, which makes aviation a direct contributor
to anthropogenic climate forcing. The climate impact of aviation is quantified in terms of its
“radiative forcing of climate” [33]. This metric is based on experiments which have displayed a
direct proportionality between a change in global mean radiative forcing (RF) and a change in global
mean surface temperature. From a life cycle analysis (LCA) perspective, the CO2 emissions directly
related to the use of fossil energy, in any sector, results in a positive RF: warming. However, the
specificity of aviation is that out of the total estimated RF of 0.078 Wm−2 [33], which represents 4.9%
of total forcing from human activities, non-CO2 effects are the dominant part. In fact, the direct
CO2 emissions from an LCA perspective account for about 40% of the total aviation-related climate
warming. The major aviation related contribution to anthropogenic climate warming comes from
aviation-induced cloudiness [34]. At cold and humid ambient conditions at cruise levels, aircraft
soot emissions lead to contrail formation in the exhaust plumes of aircraft engines, and further to
persistent contrail cirrus [35,36]. These ice clouds reflect solar radiation and absorb and re-emit
terrestrial radiation, which, in sum, increase the energy budget of the atmosphere and thus lead to a
positive radiative forcing or warming of the atmosphere [37]. Overall, the climate impact of aviation
is related to its emissions. Electrification is one mitigation option for certain ground transportation
vehicles. In commercial aviation, mid- to long-distance flights rely on gas turbines for at least one
aircraft development and life cycle (40 years), since the specific energy content of aviation fuels is
almost two orders of magnitude higher than current batteries, and no such technology is available
today. Sustainable Aviation Fuels (SAF) have the significant potential to reduce both CO2 and non-CO2
impact on climate change. While blending standard Jet-A1 jet fuel with a biofuel leads to reduction
in soot particle emissions as demonstrated in ground tests [38] and in-flight experiments at cruise
altitudes [39], the experimental quantification of the resulting effect on contrail cirrus was missing.
In addition, one question to be answered is how the impact of SAF can be maximized. Fuel design is a
promising answer for the near future.
4.1. Design Criteria and Concept for Alternative Aviation Fuels
The design of alternative aviation fuels must follow various criteria determined by technical
feasibility and sustainability, as well as optimization targets in terms of performance and emissions
reduction. The project focuses on both restrictions and potential benefits that need to be analysed
and defined.
4.1.1. Approach and Assumptions
The first and most important criterion for defining the design space is safety. To ensure safe flight
operations around the globe with modern, as well as legacy aircraft and engines, aviation turbine fuel
has to meet the regulatory specification requirements defined in international standards or in similar
national adoptions of these specifications at every airport. In the aviation industry, the two major jet
fuel specifications are the Defense Standard 91-91 [40] for Jet A-1, and the ASTM D1655 [41], for Jet
A. The fuel standard specifications do not explicitly determine the fuel formulation. Instead, they
define minimum requirements in terms of safety, performance, material compatibility and handling.
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In 2009, based on the pioneering certification process that the Sasol Semi-Synthetic Jet Fuel had been
through, the standard was modified to include approval procedures of new aviation turbine fuels:
ASTM D4054-09 “Standard Practice for Qualification and Approval of New Aviation Turbine Fuels and
Fuel Additives”. During this qualification process, more than 70 different properties were tested to
assess the basic fuel chemical/physical properties and the fuel performance in the aircraft engine, fuels
system, and ground handling of the fuels. By this rigorous testing, the drop-in quality (i.e., the quality
of the new synthetic fuels to be used as equal or improved replacement of conventional crude oil-based
jet fuel) is ensured. If a fuel is successfully approved, it will be annexed to ASTM D7566, the standard
specification for aviation turbine fuels containing synthesized hydrocarbons. In recent years, five
pathways for the production of sustainable aviation fuels have been approved by ASTM and further
adopted by the Defense Standard and other national regulatory bodies. These alternative aviation fuels
have to be blended with conventional aviation fuel from crude oil to fulfil the property constraints that
ensure their drop-in capability as defined in ASTM D7566. The maximum blending ratio is up to 50%
alternative fuel for Fischer–Tropsch synthesized paraffinic kerosene (FT-SPK), synthesized paraffinic
kerosene from hydroprocessed esters and fatty acids (HEFA-SPK), alcohol-to-jet synthetic paraffinic
kerosene (AtJ-SPK), Fischer–Tropsch SPK plus aromatics (SPK/A), and 10% max for synthesized
iso-paraffins (SIP) from fermented sugars. The approval process tests fuel physical and chemical
properties, as well as complex sub-processes occurring in the aircraft and engine fuel and combustion
systems. The multi-variable space of acceptable thermophysical properties and sub-processes then
defines a multidimensional space of possible chemical families and species, in which one can design
future aviation alternative fuels.
Although not at the core of the present work, it is noteworthy to underline the fact that not every
alternative fuel contributes to reducing the CO2 emissions from an LCA perspective. Directly (e.g., use
of fossil feedstock such as coal or natural gas) or indirectly (e.g., indirect land use change ILUC), the
production of alternative fuel can be counterproductive in terms of renewability and more generally
with respect to sustainability criteria. Therefore, although outside the realm of technical feasibility,
as sustainability is essential to selecting the proper feedstock and process technology, we rely on
auditing organizations which follow internationally and multi-stakeholder-agreed sustainability criteria
(e.g., Directive (EU) 2018/2001 [42]) for this assessment. If the alternative turbine fuel is produced from
a renewable feedstock and meets other sustainability criteria, in particular with respect to land use
change and avoiding competition with food and animal feed (see [42]), it then qualifies as sustainable
alternative jet fuel (SAJF).
Now that the technical design space has been defined, as well as the pool of available and
approved molecules, and the criteria for selecting which pathway to take towards manufacturing these
molecules, target properties and performance criteria can be introduced to further refine the design
space and proceed with the actual fuel design.
4.1.2. Results
The design targets selected here are relevant to any fuel: the method and tools in the framework
of the proof of concept underlined hereafter are thus applicable to future fuels across all sectors. In the
particular case of aviation turbine fuels, energy content is crucial (since fuel efficiency is directly related
to CO2 emissions and pollutant emissions reduction) so the objective was to maximize the net heat of
combustion and minimize soot emissions.
From quality control applied systematically to each batch of conventional Jet A-1 coming out
of a refinery with the mandatory documents (e.g., certificate of analysis CoA) all the way to the
characterization of new molecules as potential alternative fuel candidates (see approval process
ASTM D4054), chemical analytics play a crucial role. In particular, determining the detailed chemical
composition of the fuel candidate is key in assessing the technical feasibility. A method based on
chromatography (1D or 2D) coupled to mass spectrometry is becoming very valuable in deriving a
detailed quantitative composition. To illustrate that aspect, Figure 10 shows the composition of a
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typical crude oil-based Jet A-1, which contains several hundreds of components that can be grouped
into different chemical families and chain length per family. In addition, this can be compared to a
specific SAF, here HEFA-SPK, displayed in Figure 11. Although these are specific examples, they can
be generalized. In fact, the composition of HEFA-SPK is close to the one of Jet A-1 in terms of the
range of carbon number, which obviously lies within the kerosene fraction. The main differences lie in
the fact that there are fewer families. HEFA consists mainly of alkanes (paraffins) with a majority of
iso-alkanes and with no aromatics and thus has fewer species. Moreover, the shape of the HEFA-SPK
species distribution departs substantially from the classical crude oil-based fuels.
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Then, the next step consists of binding the design space to yield a drop-in fuel, which lies within the
specification requirements. With the example of nsity, one can see in Figure 12 that blending 49 vol%
of HEFA-SPK (see green symbol w ic li s within ASTM D7566 HEFA-SPK specifications) together
with 51 vol% of fossil-based Jet A-1 (see red symbol which lies within the ASTM D1655 conven i al
Jet A-1 specifications) brings the resulting S JF blend (see ellow symbol) into the Jet A-1 range, which
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is the target. A similar design space restriction applies to other properties, e.g., aromatics content or
viscosity. For the potential drop-in fuel, as can be seen in Figure 13, both blending components are in
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Figure 15. Comparison between soot reduction potential of crude-oil based Jet A-1 and alternative jet
fuel blends at an academic reference setup.
4.2. Discussion
The design space was restricted to drop-in fuels; in other words, there was no modification of
any sub-system or infrastructure necessary for direct use today. Blends with maximum 50% SAJF do
yield substantial performance improvements and emissions reduction (see Figures 14 and 15), but they
will not enable commercial aviation to achieve the extremely challenging goals set by policy makers
and industry, e.g., ATAG goal of 50% reduction in CO2 emissions compared to the year 2005 [44].
It is therefore anticipated that only near drop-in fuels (pure SAJF for example), when developed with
proper fuel design methods, will maintain identical safety records while reducing CO2 emissions to
the defined targets in the given timeframe.
5. Oxygenated Fuels for Road Transportation
In contrast to the energy, agriculture, or household sector, where significant GHG emission
reductions have been achieved in Germany since 1990, the transportation sector has even slightly
increased its GHG emissions [45]. The second environmental issue of road transportation is the emission
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of locally toxic pollutants such as nitrogen oxides (NOx) and particulate matter (PM). The negative
impact on air quality has led to several bans on driving in numerous European cities.
The most prevalent measure is the electrification of road transportation. This shifts possible
CO2 emissions to the energy sector and is only reasonable if renewable energies are used for power
generation. Even in this case, electric mobility today still has a number of shortcomings regarding
range, infrastructure or expensive vehicle purchase. On these grounds the share of electric vehicles
in Germany (including plug-in hybrids) was still below 1% in 2018 [45] and a change of trend is not
foreseeable. Climate-neutral future fuels overcome these issues and could be a quick and effective
measure for CO2 reduction in road transportation since existing vehicle fleets and infrastructure could
be used in a conventional manner. To tackle the problem of locally toxic pollutant emissions in the same
course, oxygenated chemical components such as alcohols or ethers can be used as fuels. They are
known to burn much cleaner, especially regarding PM emissions.
The work within Future Fuels includes fundamental combustion experiments and modelling in
order to study its applicability and effects on vehicle emissions, and an extensive literature review
regarding pollutant exhaust emissions. Another objective of the ongoing work is to address the
question of user acceptance regarding new synthetic fuels.
5.1. Review of Combustion Characteristics and Pollutant Emissions Behaviour of (Blended) Oxygenated Fuels
The literature review focused on combustion characteristics of (blended) oxygenated fuels on the
basis of engine bench tests to analyse the effects on gaseous pollutant emissions characteristics. In this
article, we present the literature review of gaseous and particulate pollutant emissions of butanol as an
alcoholic component, and oxygenated ethers (DMM/OMEn).
5.1.1. Approach and Assumptions
The first step was a screening for all possible oxygenated chemicals discussed as fuels in
transportation. On this basis, the most promising candidates were selected, namely:
• Methanol
• Ethanol
• Butanol (n- or i-)
• Dimethoxymethane (DMM)
• Oxymethyleneethers (OME) 3–5
Several studies have been reviewed which investigate combustion characteristics of (blended)
oxygenated fuels mostly on the basis of engine bench tests and analysis of the effects on gaseous and
particulate pollutant emissions behaviour. As the reviewed studies differ in test, engine, and vehicle
conditions, the relative deviation of the emission values from the oxygenated fuel blend in comparison
with the respective emission value of the reference fuel was calculated. Thus, the results of all the
reviewed studies become comparable and the emission characteristics of oxygenated fuel combustion
can be further analysed. With this approach, emission trends and suitable oxygenated fuel blending
rates can be identified.
5.1.2. Results
In this paper, we focus only on the results for n-butanol and leave the other oxygenated components
to future publications. This does not mean any prioritization, since the processing and final comparison
of the entire results is not finished yet. The trends of hydrocarbons (HC), CO, NOx and particulate
emissions (PM/PN) for butanol-gasoline blends were analysed for use in spark ignition engines
(Figure 16). The butanol-gasoline blend emission values were calculated as the percentage deviation
from neat gasoline as the reference fuel as a function of butanol blending rate. The CO, HC and
NOx emission deviation values correspond to the stoichiometric operating condition—as this is the
operating point of spark ignition engines. The particulate emission deviation values are averages
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extracted from the respective studies. The same pollutants are further discussed regarding the blending
of DMM and OMEn as oxygenated ethers with diesel fuel.
As CO emissions are mainly influenced by the air-fuel equivalence ratio (λ) [46], no clear trend
on CO emissions can be observed by blending butanol to gasoline (see Figure 16). The main fuel
characteristics of butanol influencing an increase of CO emissions due to decreasing combustion
temperature are the smaller lower heating value (LHV), as well as the higher latent heat of vaporization
of butanol against gasoline. Furthermore, a shorter major combustion duration and decreases in both
CO post-flame oxidation and engine power output were observed, resulting in increased specific CO
values with butanol(-gasoline) combustion [47,48]. On the other hand, better combustion quality from
blending butanol to gasoline as the alcohol contains oxygen which supports the CO oxidation to CO2
is reported by [49].
HC emissions can be considered as an indicator of the combustion quality [47,50]. HC emissions
are reduced for butanol blending rates up to 40% (Figure 16) because of the oxygen content of butanol
which improves the combustion process [47]. For higher butanol blending rates, an increasing trend
of HC emissions is observed [50] with more than 2.5 times higher HC emissions for neat n-butanol
compared to gasoline [46,48]. The increase of HC emission for butanol blending rates >40% is associated
with the lower stoichiometric air-fuel ratio of n-butanol compared to gasoline. This means that more
fuel needs to be injected [47]. Combined with the high latent heat of vaporization that decreases the
combustion temperature, this can lead to more unburnt fuel [48].
Investigations of CO and HC emissions characteristics of DMM/OMEn blends with diesel fuel
have shown that emission trends are also linked to engine load. At low loads, CO emissions are in
general low, as there is enough oxygen available for CO to oxidize to CO2 so that fuel properties have
a low impact [51]. However, for high loads and high exhaust gas recirculation (EGR) rates, a 15% or
25% OME3–6 blend can reduce CO significantly by its high oxygen content as well as its high volatility.
Even if HC emissions are also significantly reduced, this pollutant is primarily influenced by the load
and thus the temperature. Omari et al. [52] observed increasing CO emissions with raising DMM
blending rates at a low load point while for all higher load points, CO and HC emissions decrease with
increasing blending rates due to the low cetane number (CN) of DMM. Concerning lower DMM/OMEn
blending rates, studies have shown that CO and HC emissions do not deviate much from diesel
fuel values [53,54]. However, for the neat OME3-5, they observed increased CO and HC emission.
Presumably, a higher density of OME leads to an excessive injection angle which can cause several
phenomena of incomplete combustion. Another reason may be the lower exhaust gas temperature
than diesel fuel, which is caused by the lower LHV of OME that reduces the efficiency of the diesel
oxidation catalyst (DOC) [53].
NOx emissions mainly depend on the combustion temperature and on the excess oxygen available
in the exhaust gas [46]. Butanol contains oxygen, by which a more complete combustion, higher
combustion temperatures, and thus higher NOx formation result. Butanol, however, also reveals a
combustion-temperature decreasing effect which reduces the formation of NOx. With a higher butanol
blending rate, the temperature decreasing effect overcompensates the temperature increasing effect,
which results in the increment of HC emissions as well as in the decrease of NOx emissions (Figure 16).
This can also be shown for n-Butanol-gasoline blends used in a Homogeneous Charge Compression
Ignition (HCCI) engine, where the lower LHV of n-Butanol reduces the indicated mean effective
pressure (IMEP), the combustion temperature and NOx emissions [55].
Furthermore, NOx emissions can be reduced by blending DMM/OMEn with diesel fuel independent
of the blending rate. The reasons for the decrease of NOx emissions mentioned in the literature are the
reduced mean bulk temperatures reached with oxygenated fuels [54] and for low and medium loads,
the lower CN and lower LHV of the blends resulting in lower heat release rates [51]. The authors also
emphasized that NOx emissions are mostly dominated by the exhaust gas recirculation (EGR) rate,
while fuel properties become more relevant at low EGR rates. Nevertheless, several studies showed
higher raw NOx emissions from DMM-/OMEn- diesel blend combustion regardless of the level of
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the blending rate [52,53,56]. The reasons for this are the longer phases of higher temperatures and
locally increased λ values with OMEn combustion, higher flame temperatures, and the lower LHV
of OMEn (blends), leading to a higher oxygen concentration in the exhaust gas compared to diesel
fuel. The latter yields a decrease of exhaust gas temperature, which reduces efficiency of the selective
catalytic reduction (SCR) catalyst and, thereby, the NOx increase at the tailpipe is even higher [57].
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refers to [61].
Oxygenated fuels reveal a high particulate emission reduction potential through the oxygen
content in the fuel molecular structure. In the case of a 20% n-butanol-gasoline blend, Liu et al. [58]
obtained PM reductions between 9% and 24% and particulate number (PN) reductions of approx.
53% within their conducted NEDC tests on the dynamometer using a gasoline direct injection (GDI)
vehicle. Vojtisek-Lom et al. [59] determined PM emission reductions for a n-Butanol blending rate of
25% especially for urban and rural driving conditions, while the decrease of PN emission also happens
for the motorway part. Hergueta et al. [60] concluded that the oxygen content of butanol can decrease
the soot formation rate as well as optimize the oxidation rates of the already formed particles. This is
especially shown for blending rates up to 33%, reaching PM/PN emission reductions of >50%; however,
Vojtisek-Lom et al. [61] obtained approx. 30% higher PM emissions considering an 85% n-butanol
blend (cf. Figure 16).
The b seline of the PM emission reduction relating to DMM/OMEn is also heir high oxygen
content and further, the lack of C–C compound , which increases the soot oxidation rat [52,53].
Similarly to but nol, these fuels show an increase of PM/PN reduction with increasing blending rates,
but as a difference, they yield the highest emission reductions as neat fuels (see [56,57,62]). There are,
however, some exceptions that need to be mentioned. Several studies showed significant soot and
therefore PM emission reduction for small DMM/OMEn blending rates at low load points. However,
when loads are increased, PM reductions decrease or become zero [56,57]. Furthermore, studies
showing PM reductions for smaller OMEn blending rates stated that PN emissions can still rise above
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diesel fuel levels, assuming that fine particles which originate from diesel fuel are responsible for this.
Neat OME shows extreme high PM and PN reductions independently of the operating point [56].
5.2. Combustion Experiments and Modelling of (Blended) Oxygenated Fuels
In order to evaluate the application potential of new fuels, combustion characteristics and pollutant
emission tendencies need to be investigated. As a first step in the analysis, fundamental experiments
and chemical kinetic modelling were performed. Specifically, ignition delay times (IDT) were measured
in a shock tube for various conditions and laminar burning velocities (LBV) were determined with a
Bunsen-type burner for elevated pressures. These data give important information on the ignition
behaviour and the heat release of fuels. Furthermore, the data were utilized to validate the chemical
kinetic model. Subsequently, the validated chemical kinetic model provides more details on pollutant
formation and destruction in the reaction zones, and therefore enables the numerical evaluation of
pollution emission tendencies in combustion applications.
5.2.1. Approach and Assumptions
As the first promising fuel candidate, n-butanol was selected and investigated. Thereby, the
combustion characteristics were investigated for mixtures of n-butanol and a gasoline primary reference
fuel (PRF), consisting of 90 vol% iso-octane and 10 vol% n-heptane. The IDTs were measured with a
shock tube at different pressures and initial temperatures [63]. The IDTs were determined at 1 bar,
4 bar and 16 bar. The diluent for the fuel oxygen mixture was Argon. To define the IDT the maximum
concentration of the chemiluminescence signal of the excited CH(A), radical was selected, which was
measured at the end wall of the shock tube. More details on the experimental facility and setup can be
found elsewhere [63].
The LBVs of n-butanol PRF mixtures in air were measured with the cone angle method at pressures
of 1 bar, 3 bar, and 6 bar [63]. For this experimental set, the preheat temperature of the unburnt gas
mixture was set to 473 K. In-depth details on the experimental setup and methods for this measurement
can be found in [63].
For the development of an initial base chemical kinetic model for the combustion of the n-butanol
PRF mixtures, the automated approach of the Reaction Mechanism Generator (RMG) [48] was selected
in a previous study [64]. The initial automatically generated chemical kinetic model consists of
181 species and 4567 reactions. Since the RMG method included all possible isomers of the different
species—for which many are not impacting the combustion characteristics—a reduction of the model
was performed. This was done by applying the rapid reduction method of the linear transformation
model (linTM) [65]. As a result, the model was reduced to 133 species and 1200 reactions [63], allowing
computationally more efficient subsequent numerical investigations. In this study, the reduced model
was optimized on the ignition delay times to increase the model prediction abilities. The optimization
was performed on basis of the methods of the linTM [65]. For selection of the active reactions in
the optimization, a global sensitivity analysis of the ignition delay times on basis of the linTM was
performed. After the evaluation of this analysis, 16 reactions were selected. These 16 reactions and
their global sensitivities coefficients Sr are shown in Figure 15c. Most of these reactions are exclusively
sensitive for the butanol system or very limited experimental or numerical data on uncertainty
quantifications are available. The rate coefficients k were optimized within relatively small limits of
∆lg(k) = 0.2.
5.2.2. Results
The experimental and numerical results of the IDTs and LBVs are illustrated in Figure 17. With the
optimization of the chemical kinetic model, the experimental and numerical ignition delay times are
in excellent agreement. With the addition of n-butanol to the PRF, the ignition delay times became
lower. Moreover, the modelling results of the LBVs are in good agreement with the experimental data.
Both the experimental and numerical results show the same trends of increasing flame speeds with the
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addition of n-butanol to the PRF. Both IDT and LBV indicate higher reactivity of PRF when adding
n-butanol to the fuel. The higher reactivity leads to more complete combustion and this therefore
causes less emissions of unburnt HC and CO. This agrees very well with the results of literature study
in Section 5.1. Only at very high mixing percentages values from the study indicate higher HC and CO
in the exhaust, but these results might have been caused by the design of the piston engines that were
optimized for the combustion of gasoline. Thus, piston engines that are optimized for the different fuel
mixture could lead to significantly reduced pollutant emissions when adding n-butanol to gasoline.
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Figure 17. Ignition delay times τign (a), laminar burning velocities LBV (b) of PRF (ON 90) and its
mixtures with n-butanol, and global sensitivity coefficients Sr of the reactions on the ignition delay
data (c); experimental data from [63].
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i l -si e effects, so t or PM emissions are g nerally decreased with an increasing oxy enated ether
blending rate. The central advantage tha d rives from this is the solution of the PM-NOx tradeoff, so
h t the EGR r e can be increased and thus, NOx emissions reduce dramatically. The NOx emission
mitigation potential increases with the growing DMM/OMEn blending rate. On the other hand,
esp cially considering DMM, the more the blending rate is increased, the mor the fuel prop rties
diverge from thos of diesel fuel. This means that increasingly e gine- and v hicle-side modifications
nee to be mad . Analysing the cost-be efi rati , Omari et l. [52] sugg st a 35% blend of DMM
with diesel fuel as e optimal blending ratio achieving a high soot reduction of approx. 90% a d a
deterioration of LHV and CN f 15% and 10% respectively. For higher blends or even the use of neat
OME fuel, higher chain lengths of n = 3–5 should be co sidered as these provide fuel properties mor
simila to diesel fuel [66]. The larg st remaining diff rence is the markedly lower LHV of OME fuel.
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How this will affect the combustion characteristics, as well as efficiency and emissions, is investigated
in the ongoing work.
The experimental and numerical results of the combustion characteristics are in good agreement
with the literature study. Butanol leads to a higher reactivity (decreased ignition delay times and
increased flame speed) and to lower HC and CO emissions.
In addition, an investigation of user acceptance for the use of oxygenated drop-in fuels will
be carried out on the basis of three discussion groups with vehicle fleet owners in commercial
transport. The fleets include normal cars and commercial vehicles used for various services like facility
management, construction work, medical services, and transport services in urban, regional, and
long-distance applications. Based on various criteria such as type of vehicle, annual mileage, region of
use, availability of synthetic fuels, and their effects on the vehicles (range, vehicle life, maintenance),
and the attitude of drivers or vehicle owners towards environmental issues, a guideline for group
discussions with test persons was drawn up. The next step was to implement and evaluate the group
discussions. The result will be a description of user requirements and a discussion of the implications
for the potential to reduce greenhouse gas emissions.
6. Advanced Propellants for Space Propulsion
Within this sub-project, three promising advanced green propellant systems are under investigation
with regard to applicability and efficiency in rocket engines. Here, the DLR Institutes of Space Propulsion
in Lampoldshausen, of Combustion Technology in Stuttgart, and of Structures and Design in Stuttgart
are working together in a close collaboration. The work aims at different mission scenarios and tasks
where performance, low costs, environmentally friendliness, and safe handling characteristics are
essential. The objectives are to show and elaborate the potential of these propellant systems, to develop
and to comprehend combustor processes and to mature the technology. Furthermore, focus is set on
commercialization and usage and to provide the necessary knowledge to the industry.
The three selected promising propellant system candidates within this sub-project are the following:
• The cryogenic bipropellant combination liquid methane/liquid oxygen (LCH4/LOX).
• Liquid monopropellants consisting of hydrocarbons and nitrous oxide (HyNOx).
• Green gelled propellants for rocket applications (GGeRA).
In the following section, an overview of the ongoing and planned work within this project and on
the first obtained results is given. More detailed information about the work conducted within this
subproject is presented in [67]. Lists of the relevant literature and surveys in relation to these green
advanced rocket propellants or references to surveys are given in [67–75].
6.1. Cryogenic Bipropellant Combination LCH4/LOX
Recent analyses and developments have identified methane as a promising rocket fuel for launcher
and in-space applications. There are a number of space missions for which methane has advantages
over conventional rocket fuels such as hydrogen, kerosene, and the hydrazine derivative monomethyl
hydrazine (MMH) within suitable fuel/oxidizer combinations.
6.1.1. Approach and Assumptions
The approach combines theoretical, numerical, and experimental work conducted at the DLR
Institutes of Space Propulsion and of Combustion Technology. The experimental data obtained within
the project will be used for the validation of a new methane kinetic mechanism for rocket engine
conditions and the validation of a new computational fluid dynamic (CFD) model for the combustion
of the liquid bipropellant combination LCH4/LOX. The validation data for the methane kinetic model
are going to be obtained in a shock tube. The validation data for the CFD model will be obtained with
hot-fire test runs of an instrumented sub-scale rocket combustion chamber with optical access, which
can be seen in Figure 18.
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The hot-fire tests require extensive preparatory work and careful planning because the workload
of test facilities and the budget of the project do not allow repeated measurements. The numerical
modelling also needs preparatory simulations which will be based on an existing methane turbulence
combustion model. There are several combustion models which are used for modelling of methane
combustion: chemical equilibrium flow, finite-rate chemistry (FRC), flamelet methods, and different
eddy-dissipation models. The models not only have different validity regions but also require different
computational resources. The simulations are formulated as an axisymmetric two-dimensional problem
and are carried out using TAU (in-house DLR code) and ANSYS Fluent. The computational domain
includes the combustion chamber, the short nozzle, and the end part of the injector. The inlet boundary
conditions are mass flow rates; the outlet boundary conditions are supersonic; the walls are no slip.
6.1.2. Results and Discussion
In Figure 19, the results of the preparatory simulations are shown. The goal of the current
simulations is to prepare a umerical model for the validation test case and to find a good trade-off
between the accuracy of the combustion model and the required computational resources.
The analysis of the results shows that when employing a flamelet method, the choice of the kinetic
model for simulations virtually does not influence the simulation results. The current numerical
model, which employs the flamelet combustion model, provides good results in the case of the gaseous
bipropellant combination GCH4/GOX at low pressures. The validation of the developed numerical
model for LCH4/LOX and high pressures is the task of the ongoing work.
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6.2. Liquid Monopropellants Based on Hydrocarbons and Nitrous Oxide (HyNOx)
Hydrazine (N2H4) is currently the predominantly used storable monopropellant (only one single
component, no oxidizer necessary) to power satellites, planetary probes and landers. Advantages of
hydrazine are its sufficient specific impulse Isp (up to approx. 2300 m/s), long-term storability, easy
decomposition via a catalyst and an explosion of the propellant is very unlikely [75]. Additionally,
the derivatives of hydrazine monomethyl hydrazine (MMH) and unsymmetrical dimethyl hydrazine
(UDMH) are used as hypergolic fuels, which react when getting in contact with distinct oxidizers like
dinitrogen tetroxide (N2O4). They are typically used e.g., in re-ignitable rocket (upper) stages [76].
Unfortunately, hydrazine and its derivatives are highly toxic and carcinogenic. Thus, for handling,
testing, and also for research, high-safety precautions are needed, which make handling and
transportation of hydrazine complex and expensive. As a consequence of its high health risks,
hydrazine was added to the candidate list of substances of very high concern (SVHC) in the frame of
the REACH regulation of the European Community [77]. Thus, the use of hydrazine and subsequently
of its derivatives could be restricted or even forbidden in the future, and this may have a significant
impact on space applications and consequently the space industry itself.
Various alternatives for hydrazine are currently under investigation. A prospective low-cost and
high-performance alternative is the mixtures of nitrous oxide (N2O) and fuels [69,78–80]. Here nitrous
oxide and a fuel, or a fuel combination, are stored pre-mixed as monopropellant. These mixtures offer
a performance similar to bipropellants (Isp ≥ 2900 m/s) with only one tank and one feeding system
required. In addition, self-pressurization of the propellant tank is possible due to the high vapour
pressure of nitrous oxide. Furthermore, the propellants are non-toxic and consist of cheap constituents.
6.2.1. Approach and Assumptions
The two main challenges regarding N2O/fuel propellants are the high combustion temperature
and the danger of a flame flashback from the combustor into the propellant tank. To handle the high
combustion temperatures, a future thruster needs an active cooling system. To avoid flame flashback,
suitable flashback arresters for the propulsion system have to be designed, tested, and qualified.
Mixtures consisting of N2O and C2H4 or C2H6 have been selected for detailed investigations in
the Future Fuels project.
The overall aim is to design, develop and test a 22 N thruster which shall have a technology
readiness level (TRL) of 4. A TRL 4 means that the model thruster is able to work under relevant
conditions with regard to its future application, i.e., near-vacuum conditions as in space. Numerical
simulations are used to analyse the flame propagation and flashback behaviour of the propellant, the
experimental heat fluxes are derived to design a regenerative cooled combustion chamber, testing
of flashback arresters help to assure a proper function during all operation modes, different ignition
methods are investigated and the performance of the propellant is evaluated in an experimental
combustion chamber. For the research and development tests on the way to TRL 4, a vacuum chamber
is available at the M11 test complex [81,82] in Lampoldshausen.
6.2.2. Results and Discussion
Via extensive flame speed measurements and ignition delay time measurements in shock
tubes, chemical kinetic reaction mechanisms for the N2O/C2H4 and the N2O/C2H6 mixtures were
validated, optimised, and with respect to the N2O/C2H4 reactive system, a reduced mechanism was
provided [83,84]. Furthermore, the chemical kinetic reaction mechanisms were used to calculate
quenching diameters and critical Péclet numbers for quenching of the N2O/hydrocarbon flame.
The performance of a N2O/C2H4 and a N2O/C2H6 propellant was evaluated in combustion tests
by using an experimental model rocket combustion chamber. Here the performance (c* and combustion
efficiency ηc*) of the propellant depending on the mixture ratio, the characteristic chamber length
(L*) and the chamber pressure was derived [85,86]. Furthermore, heat loads on the combustor were
Energies 2020, 13, 138 28 of 36
determined to generate a valid dataset for a future regenerative cooling system [70]. Figure 20 shows
the resulting heat fluxes to the chamber walls depending on the mixture ratio for the combustion of a
N2O/C2H4 propellant combination.
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In addition to the rocket combustor tests, a specific ignition and flashback test setup was used to
test porous materials and capillaries as flashback arresters [87,88]. Those experiments provided data to
design suitable flame barriers for the experimental thruster and served as reference experiments for
numerical simulations.
During the project, a N2O/C2H6 propellant will also be investigated in non-premixed state,
i.e., in a conventional bipropellant system where fuel and oxidizer are stored in separate tanks.
Furthermore, a detailed system study regarding the different classes of green propellants will be
conducted. Thus, the operation range of different propellants and propulsion systems will be shown,
and the best solution for a given mission or task can then be selected.
6.3. Green Gelled Propellants for Rocket Applications (GGeRA)
In general, gels are homogeneous mixtures of a base fluid and a thickener or gelling agent.
The advantages of gel propulsion systems are the thrust throttling and control capability, easy
handling, the possibility to tailor the propellant by addition of particles or energetic materials, and an
improved operational safety [72,89,90]. At the DLR Institute of Space Propulsion in Lampoldshausen,
basic research and technology development is performed on production, rheological properties,
flow behaviour, spray characteristics and combustion performance of gelled propellants. In the context
of the interdisciplinary project Future Fuels, novel hypergolic green gelled bipropellant combinations
and associated technologies are investigated. In that regard, at the DLR Institute of Structures and
Design in Stuttgart advanced cooling techniques and novel CMC-based combustion chamber designs
suitable for gel rocket motors are studied.
6.3.1. Approach and Assumptions
The beneficial combination of controllable thrust and good storage characteristics offered by
gelled propellants combine advantages of both liquid and solid propellant based rocket motors. This is
enabled by the non-Newtonian flow properties of gels where thickeners and gelling agents are used to
selectively modify the rheological behaviour of the base liquid (in the present a fuel and/or an oxidizer).
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A gelled propellant behaves like a solid at rest (see Figure 21), but shall otherwise be easily liquefied
by sufficiently high shear stresses (shear-thinning fluid). For shear rates usually reached in injector
systems, the flow characteristics of the gelled propellant typically become very similar to the ones
of the base liquid itself, enabling an efficient atomization and combustion. More information on gel
propellant properties, injection and rheology are given e.g., in [91,92].
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Figure 22. Hypergolic reaction of a gel fuel with high-test hydrogen peroxide (HTP) (sequence from
high-speed video recording, courtesy of M. Kurilov). (a): falling HTP droplet; (b): contact of HTP
droplet with gel fuel; (c): mixing/evaporation (approx. 10 ms after contact); (d): ignition (approx.
12–15 ms after contact).
7. Conclusions and Outlook
The research work in the Future Fuels project is diverse and relates both to relevant aspects of
production and to the very different challenges of use. The focal points are derived from DLR’s research
areas, which are linked in numerous third-party funded projects with research work by strategic
partners, for example, on synthesis processes or economic and ecological effects. The techno-economic
analysis reveals that the expected costs of synthetic liquid fuels are approximately four times higher
compared to fossil fuels. In addition, the bottom-up modelling showed that the PBtL concept can
achieve a three-to-four-times higher fuel yield than is possible with pure biofuels. The modelling
of the integration of synthesis processes into the power system shows the possibilities, but also the
requirements regarding the flexibility of the future power supply. Here, the goal of further scenario
analyses is to determine the interaction of the different infrastructures and the resulting expansion
requirements in regional resolution in more detail.
The research work on the use of solar heat for the production of synthetic fuels so far shows
basic feasibility. However, there are still major challenges for the efficient large-scale production of
hydrogen and synthesis gas in the Earth’s sunbelt. Materials and technical concepts need to be further
develop d both for th realization of solar thermochemical cycles and for the integration of solar heat
into high-temperature (co-)electr lysis.
Desig ing the composition of a terna ive s stainable jet fuel is a promising route to lowering he
ca bon dioxide footpri t of fuel and to reducing engine emissions during the LTO cycle and at cruise
conditions. Hence, this strategy helps to ameliorate airport air quality and to reduce aircraft effects
on climate.
Oxygenated fuels for road transportation have a high potential to reduce particulate and gaseous
emissions, depending on the blending rate and operating conditions of the engine or vehicle. The next
step will be to complete the analysis at a well-to-wheel level and assess the environmental impacts of
the production of oxygenated fuels and their usage in a passenger car via life cycle assessment.
Within the sub-project Advanced Rocket Propellants, three promising advanced green propellant
systems are under investigation with regard to applicability and efficiency in rocket engines. The first
results have been obtained since the project’s start in 2018 and are presented herein very briefly.
The findings are promising and show that the candidates are indeed interesting for the application
in future propulsion systems. Nevertheless, there are still important tasks to solve on the way to
first applications.
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The interdisciplinary approach of the project can be a blueprint for the further development of
research and research collaborations in this field. The inter-thematic discussion and joint publication
of the results is an essential element that helps to sharpen future research questions and to interpret
and evaluate the work from different perspectives.
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