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Bilipschitz maps, analytic capacity,
and the Cauchy integral
By Xavier Tolsa*
Abstract
Let ϕ : C→ C be a bilipschitz map. We prove that if E ⊂ C is compact,
and γ(E), α(E) stand for its analytic and continuous analytic capacity respec-
tively, then C−1γ(E) ≤ γ(ϕ(E)) ≤ Cγ(E) and C−1α(E) ≤ α(ϕ(E)) ≤ Cα(E),
where C depends only on the bilipschitz constant of ϕ. Further, we show that
if µ is a Radon measure on C and the Cauchy transform is bounded on L2(µ),
then the Cauchy transform is also bounded on L2(ϕ♯µ), where ϕ♯µ is the image
measure of µ by ϕ. To obtain these results, we estimate the curvature of ϕ♯µ
by means of a corona type decomposition.
1. Introduction
A compact set E ⊂ C is said to be removable for bounded analytic func-
tions if for any open set Ω containing E, every bounded function analytic on
Ω \ E has an analytic extension to Ω. In order to study removability, in the
1940’s Ahlfors [Ah] introduced the notion of analytic capacity. The analytic
capacity of a compact set E ⊂ C is
γ(E) = sup |f ′(∞)|,
where the supremum is taken over all analytic functions f : C \ E−→C with
|f | ≤ 1 on C \ E, and f ′(∞) = limz→∞ z(f(z)− f(∞)).
In [Ah], Ahlfors proved that E is removable for bounded analytic functions
if and only if γ(E) = 0.
Painleve´’s problem consists of characterizing removable singularities for
bounded analytic functions in a metric/geometric way. By Ahlfors’ result
this is equivalent to describing compact sets with positive analytic capacity in
metric/geometric terms.
*Partially supported by the program Ramo´n y Cajal (Spain) and by grants BFM2000-
0361 and MTM2004-00519 (Spain), 2001-SGR-00431 (Generalitat de Catalunya), and HPRN-
2000-0116 (European Union).
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Vitushkin in the 1950’s and 1960’s showed that analytic capacity plays a
central role in problems of uniform rational approximation on compact sets of
the complex plane. Further, he introduced the continuous analytic capacity α,
defined as
α(E) = sup |f ′(∞)|,
where the supremum is taken over all continuous functions f : C−→C which
are analytic on C\E, and uniformly bounded by 1 on C. Many results obtained
by Vitushkin in connection with uniform rational approximation are stated in
terms of α and γ. See [Vi], for example.
Until quite recently it was not known if removability is preserved by an
affine map such as ϕ(x, y) = (x, 2y) (with x, y ∈ R). From the results of [To3]
(see Theorem A below) it easily follows that this is true even for C1+ε diffeo-
morphisms. In the present paper we show that this also holds for bilipschitz
maps. Remember that a map ϕ : C−→C is bilipschitz if it is bijective and
there exists some constant L > 0 such that
L−1|z − w| ≤ |ϕ(z) − ϕ(w)| ≤ L |z − w|
for all z, w ∈ C. The precise result that we will prove is the following.
Theorem 1.1. Let E ⊂ C be a compact set and ϕ : C → C a bilipschitz
map. There exists a positive constants C depending only on ϕ such that
(1.1) C−1γ(E) ≤ γ(ϕ(E)) ≤ Cγ(E)
and
(1.2) C−1α(E) ≤ α(ϕ(E)) ≤ Cα(E).
As far as we know, the question on the behaviour of analytic capacity
under bilipschitz maps was first raised by Verdera [Ve1, p.435]. See also [Pa,
p.113] for a more recent reference to the problem.
At first glance, the results stated in Theorem 1.1 may seem surprising,
since f and f ◦ ϕ are rarely both analytic simultaneously. However, by the
results of G. David [Da1], it turns out that if E is compact with finite length
(i.e. H1(E) <∞, where H1 stands for the 1-dimensional Hausdorff measure),
then γ(E) > 0 if and only if γ(ϕ(E)) > 0. Moreover, Garnett and Verdera
[GV] proved recently that γ(E) and γ(ϕ(E)) are comparable for a large class
of Cantor sets E which may have non σ-finite length.
Let us remark that the assumption that ϕ is bilipschitz in Theorem 1.1 is
necessary for (1.1) or (1.2) to hold. The precise statement reads as follows.
Proposition 1.2. Let ϕ : C−→C be a homeomorphism such that either
(1.1) holds for all compact sets E ⊂ C, or (1.2) holds for all compact sets
E ⊂ C (in both cases with C independent of E). Then ϕ is bilipschitz.
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We introduce now some additional notation. A positive Radon measure
µ is said to have linear growth if there exists some constant C such that
µ(B(x, r)) ≤ Cr for all x ∈ C, r > 0. The linear density of µ at x ∈ C is (if it
exists)
Θµ(x) = lim
r→0
µ(B(x, r))
r
.
Given three pairwise different points x, y, z ∈ C, their Menger curvature
is
c(x, y, z) =
1
R(x, y, z)
,
where R(x, y, z) is the radius of the circumference passing through x, y, z (with
R(x, y, z) = ∞, c(x, y, z) = 0 if x, y, z lie on a same line). If two among these
points coincide, we set c(x, y, z) = 0. For a positive Radon measure µ, we
define the curvature of µ as
(1.3) c2(µ) =
∫ ∫ ∫
c(x, y, z)2 dµ(x)dµ(y)dµ(z).
The notion of curvature of measures was introduced by Melnikov [Me] when
he was studying a discrete version of analytic capacity, and it is one of the
ideas which is responsible for the recent advances in connection with analytic
capacity.
Given a complex Radon measure ν on C, the Cauchy transform of ν is
Cν(z) =
∫
1
ξ − z
dν(ξ).
This definition does not make sense, in general, for z ∈ supp(ν), although one
can easily see that the integral above is convergent at a.e. z ∈ C (with respect
to Lebesgue measure). This is the reason why one considers the ε-truncated
Cauchy transform of ν, which is defined as
Cεν(z) =
∫
|ξ−z|>ε
1
ξ − z
dν(ξ),
for any ε > 0 and z ∈ C. Given a µ-measurable function f on C (where
µ is some fixed positive Radon measure on C), we write Cµf ≡ C(f dµ) and
Cµ,εf ≡ Cε(f dµ) for any ε > 0. It is said that the Cauchy transform is bounded
on L2(µ) if the operators Cµ,ε are bounded on L
2(µ) uniformly on ε > 0.
The relationship between the Cauchy transform and curvature of measures
was found by Melnikov and Verdera [MV]. They proved that if µ has linear
growth, then
(1.4) ‖Cεµ‖
2
L2(µ) =
1
6
c2ε(µ) +O(µ(C)),
where c2ε(µ) is an ε-truncated version of c
2(µ) (defined as in the right-hand side
of (1.3), but with the triple integral over {x, y, z∈C : |x−y|, |y−z|, |x−z|>ε}).
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Moreover, there is also a strong connection (see [Pa]) between the notion of
curvature of measures and the β’s from Jones’ travelling salesman theorem
[Jo]. The relationship with Favard length is an open problem (see Section 6 of
the excellent survey paper [Matt], for example).
The proof of Theorem 1.1, as well as the one of the result of Garnett and
Verdera [GV], use the following characterization of analytic capacity in terms
of curvature of measures obtained recently by the author.
Theorem A ([To3]). For any compact E ⊂ C,
γ(E) ≃ supµ(E),
where the supremum is taken over all Borel measures µ supported on E such
that µ(B(x, r)) ≤ r for all x ∈ E, r > 0 and c2(µ) ≤ µ(E).
The notation A ≃ B in the theorem means that there exists an absolute
constant C > 0 such that C−1A ≤ B ≤ CA.
The corresponding result for α is the following.
Theorem B ([To4]). For any compact E ⊂ C,
α(E) ≃ supµ(E),
where the supremum is taken over the Borel measures µ supported on E such
that Θµ(x) = 0 for all x ∈ E, µ(B(x, r)) ≤ r for all x ∈ E, r > 0, and
c2(µ) ≤ µ(E).
Although the notion of curvature of a measure has a definite geometric
flavor, it is not clear if the characterizations of γ and α in Theorems A and
B can be considered as purely metric/geometric. Nevertheless, Theorem 1.1
asserts that γ and α have a metric nature, in a sense.
Theorem 1.1 is a direct consequence of the next result and of Theorems
A and B.
Theorem 1.3. Let µ be a Radon measure supported on a compact E ⊂ C,
such that µ(B(x, r)) ≤ r for all x ∈ E, r > 0 and c2(µ) < ∞. Let ϕ : C → C
be a bilipschitz mapping. There exists a positive constant C depending only on
ϕ such that
c2(ϕ♯µ) ≤ C
(
µ(E) + c2(µ)
)
.
In the inequality above, ϕ♯µ stands for the image measure of µ by ϕ. That
is to say, ϕ♯µ(A) = µ(ϕ
−1(A)) for A ⊂ C.
We will prove Theorem 1.3 using a corona type decomposition, analogous
to the one used by David and Semmes in [DS1] and [DS2] for AD regular sets
(i.e. for sets E such that H1(E ∩B(x, r)) ≃ r for all x ∈ E, r > 0). The ideas
go back to Carleson’s corona construction. See [AHMTT] for a recent survey
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on similar techniques. In our situation, the measures µ that we will consider
do not satisfy any doubling or homogeneity condition. This fact is responsible
for most of the technical difficulties that appear in the proof of Theorem 1.3.
By the relationship (1.4) between curvature and the Cauchy integral, the
results in [To1] (or in [NTV]), and Theorem 1.3, we also deduce the next result.
Theorem 1.4. Let ϕ : C−→C be a bilipschitz map and µ a Radon mea-
sure on C without atoms. Set σ = ϕ♯µ. If Cµ is bounded on L
2(µ), then Cσ is
bounded on L2(σ).
Notice that the theorem by Coifman, McIntosh and Meyer [CMM] con-
cerning the L2 boundedness of the Cauchy transform on Lipschitz graphs
(with respect to arc length measure) can be considered as a particular case of
Theorem 1.4. Indeed, if x 7→ A(x) defines a Lipschitz graph on C, then the
map ϕ(x, y) = (x, y + A(x)) is bilipschitz. Since ϕ sends the real line to the
Lipschitz graph defined by A and the Cauchy transform is bounded on L2(dx)
on the real line (because it coincides with the Hilbert transform), from Theo-
rem 1.4 we infer that it is also bounded on the Lipschitz graph.
The plan of the paper is the following. In Section 2 we prove (the easy)
Proposition 1.2 and introduce additional notation and definitions. The rest of
the paper is devoted to the proof of Theorem 1.3, which we have split into two
main lemmas. The first one, Main Lemma 3.1, deals with the construction of a
suitable corona type decomposition of E, and it is proved in Sections 3–7. The
second one, Main Lemma 8.1, is proved in Section 8, and it shows how one can
estimate the curvature of a measure by means of a corona type decomposition.
So the proof of Theorem 1.3 works as follows. In Main Lemma 3.1 we construct
a corona type decomposition of E, which is stable under bilipschitz maps.
That is to say, ϕ sends the corona decomposition of E (perhaps we should
say of the pair (E,µ)) to another corona decomposition of ϕ(E) (i.e. of the
pair (ϕ(E), ϕ♯µ)). Then, Main Lemma 8.1 yields the required estimates for
c2(ϕ♯µ).
2. Preliminaries
2.1. Proof of Proposition 1.2. Let ϕ : C−→C be a homeomorphism and
suppose that γ(ϕ(E)) ≃ γ(E) for all compact sets E ⊂ C. Given x, y ∈ C,
consider the segment E = [x, y]. Then ϕ(E) is a curve and its analytic capacity
is comparable to its diameter. Thus,
|ϕ(x) − ϕ(y)| ≤ diam(ϕ(E)) ≃ γ(ϕ(E)) ≃ γ(E) ≃ |x− y|.
The converse inequality, |x− y| . |ϕ(x) − ϕ(y)|, follows by application of the
previous argument to ϕ−1.
1248 XAVIER TOLSA
If instead of γ(ϕ(E)) ≃ γ(E) we assume now that with α(ϕ(E)) ≃ α(E)
for all compact sets E, a similar argument works. For example, given x, y ∈ C,
one can take E to be the closed ball centered at x with radius 2|x − y|, and
then one can argue as above.
2.2. Two remarks. There are bijections ϕ : C−→C such that γ(ϕ(E)) ≃
γ(E) and α(ϕ(E)) ≃ α(E), for any compact E ⊂ C, which are not homeomor-
phisms. For example, set ϕ(z) = z if Re(z) ≥ 0 and ϕ(z) = z + i if Re(z) < 0.
Using the semiadditivity of γ and α one easily sees that γ(ϕ(E)) ≃ γ(E) and
α(ϕ(E)) ≃ α(E).
If the map ϕ : C−→C is assumed to be only Lipschitz, then none of the
inequalities γ(ϕ(E)) & γ(E) or γ(ϕ(E)) . γ(E) holds, in general. To check
this, for the first inequality consider a constant map and E arbitrary with
γ(E) > 0. For the second inequality, one only has to take into account that
there are purely unrectifiable sets with finite length which project orthogonally
onto a segment (with positive length) in some direction.
2.3. Additional notation and definitions. An Ahlfors-David regular curve
(or AD regular curve) is a curve Γ such that H1(Γ ∩ B(x, r)) ≤ C3r for all
x ∈ Γ, r > 0, and some fixed C3 > 0. If we want to specify the constant C3,
we will say that Γ is “C3-AD regular”.
In connection with the definition of c2(µ), we also set
c2µ(x) =
∫ ∫
c(x, y, z)2 dµ(y)dµ(z).
Thus, c2(µ) =
∫
c2µ(x) dµ(x). If A ⊂ C is µ-measurable,
c2µ(x, y,A) =
∫
A
c(x, y, z)2dµ(z), x, y ∈ C,
and, if A,B,C ⊂ C are µ-measurable,
c2µ(x,A,B) =
∫
A
∫
B
c(x, y, z)2dµ(y)dµ(z), x ∈ C,
and
c2µ(A,B,C) =
∫
A
∫
B
∫
C
c(x, y, z)2dµ(x)dµ(y)dµ(z).
The curvature operator Kµ is
Kµ(f)(x) =
∫
kµ(x, y)f(y)dµ(y), x ∈ C, f ∈ L
1
loc(µ),
where kµ(x, y) is the kernel
kµ(x, y) =
∫
c(x, y, z)2dµ(z) = c2µ(x, y,C), x, y ∈ C.
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For j ∈ Z, the truncated operators Kµ,j, j ∈ Z, are defined as
Kµ,jf(x) =
∫
|x−y|>2−j
kµ(x, y) f(y) dµ(y), x ∈ C, f ∈ L
1
loc(µ).
In this paper, by a square we mean a square with sides parallel to the
axes. Moreover, we assume the squares to be half closed - half open. The
side length of a square Q is denoted by ℓ(Q). Given a square Q and a > 0,
aQ denotes the square concentric with Q with side length aℓ(Q). The average
(linear) density of a Radon measure µ on Q is
(2.1) θµ(Q) :=
µ(Q)
ℓ(Q)
.
A square Q ⊂ C is called 4-dyadic if it is of the form [j2−n, (j +4)2−n)×
[k2−n, (k + 4)2−n), with j, k, n ∈ Z. So a 4-dyadic square with side length
4 · 2−n is made up of 16 dyadic squares with side length 2−n. We will work
quite often with 4-dyadic squares. All our arguments would also work with
other variants of this type of square, such as squares 5Q with Q dyadic, say.
However, our choice of 4-dyadic squares has some advantages. For example, if
Q is 4-dyadic, 12Q is another square made up of 4 dyadic squares, and some
calculations may be a little simpler.
Given a square Q (which may be nondyadic) with side length 2−n, we
denote J(Q) := n. Given a, b > 1, we say that Q is (a, b)-doubling if µ(aQ) ≤
bµ(Q). If we do not want to specify the constant b, we say that Q is a-doubling.
Remark 2.1. If b > a2, then it easily follows that for µ-a.e. x ∈ C there
exists a sequence of (a, b)-doubling squares {Qn}n centered at x with ℓ(Qn)→ 0
(and with ℓ(Qn) = 2
−kn for some kn ∈ Z if necessary).
As usual, in this paper the letter ‘C’ stands for an absolute constant which
may change its value at different occurrences. On the other hand, constants
with subscripts, such as C1, retain their value at different occurrences. The
notation A . B means that there is a positive absolute constant C such that
A ≤ CB. So A ≃ B is equivalent to A . B . A.
3. The corona decomposition
This section deals with the corona construction. In the next lemma we
will introduce a family Top(E) of 4-dyadic squares (the top squares) satisfying
some precise properties. Given any square Q ∈ Top(E), we denote by Stop(Q)
the subfamily of the squares P ∈ Top(E) satisfying
(a) P ∩ 3Q 6= ∅,
(b) ℓ(P ) ≤ 18ℓ(Q),
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(c) P is maximal, in the sense that there does not exist another square
P ′ ∈ Top(E) satisfying (a) and (b) which contains P .
We also denote by Z(µ) the set of points x ∈ C such that there does not exist
a sequence of (70, 5000)-doubling squares {Qn}n centered at x with ℓ(Qn)→ 0
as n→∞, so that moreover ℓ(Qn) = 2
−kn for some kn ∈ Z. By the preceding
remark we have µ(Z(µ)) = 0.
The set of good points for Q is defined as
G(Q) := 3Q ∩ supp(µ) \
[
Z(µ) ∪
⋃
P∈Stop(Q)
P
]
.
Given two squares Q ⊂ R, we set
δµ(Q,R) :=
∫
RQ\Q
1
|y − xQ|
dµ(y),
where xQ stands for the center of Q, and RQ is the smallest square concentric
with Q that contains R.
Main Lemma 3.1 (The corona decomposition). Let µ be a Radon mea-
sure supported on E ⊂ C such that µ(B(x, r)) ≤ C0r for all x ∈ C, r > 0
and c2(µ) < ∞. There exists a family Top(E) of 4-dyadic (16, 5000)-doubling
squares (called top squares) which satisfy the packing condition
(3.1)
∑
Q∈Top(E)
θµ(Q)
2µ(Q) ≤ C
(
µ(E) + c2(µ)
)
,
and such that for each square Q ∈ Top(E) there exists a C3-AD regular curve
ΓQ such that :
(a) G(Q) ⊂ ΓQ.
(b) For each P ∈ Stop(Q) there exists some square P˜ containing P such that
δµ(P, P˜ ) ≤ Cθµ(Q) and P˜ ∩ ΓQ 6= ∅.
(c) If P is a square with ℓ(P ) ≤ ℓ(Q) such that either P ∩G(Q) 6= ∅ or there
is another square P ′ ∈ Stop(Q) such that P ∩ P ′ 6= ∅ and ℓ(P ′) ≤ ℓ(P ),
then µ(P ) ≤ C θµ(Q) ℓ(P ).
Moreover, Top(E) contains some 4-dyadic square R0 such that E ⊂ R0.
Notice that the AD regularity constant of the curves ΓQ in the lemma is
uniformly bounded above by the constant C3.
In Subsections 3.1, 3.2 and 3.3 we explain how the 4-dyadic squares in
Top(E) are chosen. Section 4 deals with the construction of the curves ΓQ.
The packing condition (3.1) is proved in Sections 5–7
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The squares in Top(E) are obtained by stopping-time arguments. The
first step consists of choosing a family Top0(E) which is a kind of pre-selection
of the 4-dyadic squares which are candidates to be in Top(E). In the second
step, some unnecessary squares in Top0(E) are eliminated. The remaining
family of squares is Top(E).
3.1. Pre-selection of the top squares. To prove the Main Lemma 3.1, we
will assume that E is contained in a dyadic square with side length comparable
to diam(E). It easy to check that the lemma follows from this particular case.
All the squares in Top0(E) will be chosen to be (16, 5000)-doubling. We
define the family Top0(E) by induction. Let R0 be a 4-dyadic square with
ℓ(R0) ≃ diam(E) such that E is contained in one of the four dyadic squares
in 12R0 with side length ℓ(R0)/4. Then, we set R0 ∈ Top0(E). Suppose now
that we have already decided that some squares belong to Top0(E). If Q is one
of them, then it generates a (finite or countable) family of “bad” (16, 5000)-
doubling 4-dyadic squares, called Bad(Q). We will explain precisely below how
this family is constructed. For the moment, let us say that if P ∈ Bad(Q), then
P ⊂ 4Q and ℓ(P ) ≤ ℓ(Q)/8. One should think that, in a sense, supp(µ|3Q)
can be well approximated by a “nice” curve ΓQ up to the scale of the squares
in Bad(Q). All the squares in Bad(Q) become also elements of the family
Top0(E).
In other words, we start the construction of Top0(E) by R0. The next
squares that we choose as elements of Top0(E) are the squares from the family
Bad(R0). And the following ones are those generated as bad squares of some
square which is already in Bad(R0), and so on. The family Top0(E) is at
most countable. Moreover, in this process of generation of squares of Top0(E),
a priori , it may happen that some bad square P is generated by two different
squares Q1, Q2 ∈ Top0(E) (i.e. P ∈ Bad(Q1) ∩ Bad(Q2)). We do not care
about this fact.
3.2. The family Bad(R). Let R be some fixed (16, 5000)-doubling 4-dyadic
square. We will show now how we construct Bad(R). Roughly speaking, a
square Q with center in 3R and ℓ(Q) ≤ ℓ(R)/32 is not good (we prefer to
reserve the terminology “bad” for the final choice) for the approximation of
µ|3R by an Ahlfors regular curve ΓR if either:
(a) θµ(Q)≫ θµ(R) (i.e. too high density), or
(b) Kµ,J(Q)+10χE(x) −Kµ,J(R)−4χE(x) is too big for “many” points x ∈ Q
(i.e. too high curvature), or
(c) θµ(Q)≪ θµ(R) (i.e. too low density).
A first attempt to construct Bad(R) might consist of choosing some kind
of maximal family of squares satisfying (a), (b) or (c). However, we want the
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squares from Bad(R) to be doubling, and so the arguments for the construction
will become somewhat more involved.
Let A > 0 be some big constant (to be chosen below, in Subsection 5.2),
δ > 0 be some small constant (which will be fixed in Section 7, depending on
A, besides other things), and ε0 > 0 be another small constant (to be chosen
also in Section 7, depending on A and δ). Let Q be some (70, 5000)-doubling
square centered at some point in 3R ∩ supp(µ), with ℓ(Q) = 2−nℓ(R), n ≥ 5.
We introduce the following notation:
(a) If θµ(Q) ≥ Aθµ(R), then we write Q ∈ HDc,0(R) (high density).
(b) If Q 6∈ HDc,0(R) and
µ
{
x ∈ Q : Kµ,J(Q)+10χE(x)−Kµ,J(R)−4χE(x) ≥ ε0θµ(R)
2
}
≥
1
2
µ(Q),
then Q ∈ HCc,0(R) (high curvature).
(c) If Q 6∈ HDc,0(R) ∪ HCc,0(R) and there exists some square SQ such that
Q ⊂ 1100SQ, with ℓ(SQ) ≤ ℓ(R)/8 and θµ(SQ) ≤ δ θµ(R), then we set
Q ∈ LDc,0(R) (low density).
The subindex c in HDc,0, LDc,0, and HCc,0 refers to the fact that these families
contain squares whose centers belong to supp(µ).
For each point x ∈ 3R ∩ supp(µ) which belongs to some square from
HDc,0(R) ∪HCc,0(R) ∪ LDc,0(R) consider the largest square Qx ∈ HDc,0(R) ∪
HCc,0(R) ∪ LDc,0(R) which contains x. Let Q̂x be a 4-dyadic square with
side length 4ℓ(Qx) such that Qx ⊂
1
2Q̂x. Now we apply Besicovitch’s covering
theorem to the family {Q̂x}x (notice that this theorem can be applied because
x ∈ 12Q̂x), and we obtain a family of 4-dyadic squares {Q̂xi}i with finite overlap
such that the union of the squares from HDc,0(R) ∪ HCc,0(R) ∪ LDc,0(R) is
contained (as a set in C) in
⋃
i Q̂xi . We define
Bad(R) := {Q̂xi}i.
If Qxi ∈ HDc,0(R), then we write Q̂xi ∈ HD0(R), and analogously with
HCc,0(R), LDc,0(R) and HC0(R), LD0(R).
Remark 3.2. The constants that we denote by C (with or without subindex)
in the rest of the proof of Main Lemma 3.1 do not depend on A, δ, or ε0, unless
stated otherwise.
In the next two lemmas we show some properties fulfilled by the family
Bad(R).
Lemma 3.3. Given R ∈ Top0(E), the following properties hold for every
Q ∈ Bad(R):
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(a) Q is (16, 5000)-doubling and 12Q is (32, 5000)-doubling.
(b) If Q ∈ HD0(R), then θµ(Q) & Aθµ(R).
(c) If Q ∈ HC0(R), then
µ
{
x ∈
1
2
Q : Kµ,J(Q)+12χE(x)−Kµ,J(R)−4χE(x) ≥ C
−1ε0θµ(R)
2
}
&
1
2
µ(Q).
(d) If Q ∈ LD0(R), then there exists some square SQ such that Q ⊂
1
20SQ,
ℓ(SQ) ≤ ℓ(R)/8, with θµ(SQ) . δ θµ(R).
Proof. The doubling properties of Q and 12Q follow easily. Let x ∈ 3R ∩
supp(µ) be such that Q = Q̂x, by the notation above. Since
1
2Q̂x ⊃ Qx, Qx is
(70, 5000)-doubling, and 70Qx ⊃ 16Q̂x, we get
µ(Q̂x) ≥ µ(
1
2Q̂x) ≥ µ(Qx) ≥
1
5000
µ(70Qx) ≥
1
5000
µ(16Q̂x).
The statements (b), (c) and (d) are a direct consequence of the definitions
and of the fact that θµ(Qx) ≃ θµ(Q̂x).
Lemma 3.4. Given R ∈ Top0(E), the following properties hold for every
Q ∈ Bad(R):
(a) If P is a square such that P ∩Q 6= ∅ and ℓ(Q) ≤ ℓ(P ) ≤ ℓ(R), then
µ(P ) ≤ C4Aθµ(R) ℓ(P ).
(b) If P is a square concentric with Q, ℓ(P ) ≤ ℓ(R)/8, and δµ(Q,P ) ≥
C5Aθµ(R) (where C5 > 0 is big enough), then
(3.2) µ(P ) ≥ δ θµ(R) ℓ(P )
and
(3.3) Kµ,J(P )+12χE(x)−Kµ,J(R)−2χE(x) . A
2θµ(R)
2 for all x ∈ P .
Before proving the lemma we recall the following result, whose proof fol-
lows by standard arguments (see [To1, Lemma 2.4]).
Lemma 3.5. Let x, y, z ∈ C be three pairwise different points, and let
x′ ∈ C be such that C−16 |x− y| ≤ |x
′ − y| ≤ C6|x− y|. Then,
|c(x, y, z) − c(x′, y, z)| ≤ (4 + 2C6)
|x− x′|
|x− y| |x− z|
.
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Proof of Lemma 3.4. Let x ∈ 3R ∩ supp(µ) be such that Q = Q̂x, by the
notation above.
Let us prove (a). If ℓ(R)/8 < ℓ(P ) ≤ ℓ(R), then
µ(P ) ≤ µ(5R) . µ(R) = θµ(R)ℓ(R) . θµ(R)ℓ(P ).
If P is of the form 2nQx, n ≥ 1, with ℓ(P ) ≤ ℓ(R)/8, and P is (70, 5000)-
doubling, then
µ(2nQx) = θµ(2
nQx) ℓ(2
nQx) ≤ Aθµ(R)ℓ(2
nQx),
by the definition of Qx. If P is of the same type but it is not doubling, then
we take the smallest (70, 5000)-doubling square P˜ := 2mQx such that P ⊂ P˜
and ℓ(P ) ≤ ℓ(R)/8, in case that it exists. If all the squares 2mQx containing
P with ℓ(2mQ) ≤ ℓ(R)/8 are non-(70, 5000)-doubling, we set P˜ := 2mQx, with
m such that ℓ(P ) = ℓ(R)/8. In any case we have
θµ(P ) ≤ θµ(2P ) ≤ θµ(2
2P ) ≤ · · · ≤ θµ(P˜ ) ≤ CAθµ(R).
The statement (a) for an arbitrary square P such that P ∩ Q̂x 6= ∅ and
ℓ(Q̂x) ≤ ℓ(P ) ≤ ℓ(R) follows easily from the preceding instances.
Now we turn our attention to (b). Let P ⊃ Q be a square concentric
with Q such that ℓ(P ) ≤ ℓ(R)/8 and δµ(Q,P ) ≥ C5Aθµ(R). It is easy to
check (by estimates analogous to the ones of [To2, Lemma 2.1]) that if C5
is chosen big enough, then there exists some (70, 5000)-doubling square 2nQx
such that 2Q ⊂ 2nQx ⊂
1
100P . Then 2
nQx 6∈ LDc,0(R), and by construction
θµ(P ) ≥ δθµ(R).
On the other hand, also by construction, there exists some y ∈ 2nQx such
that
Kµ,J(P )+12χE(y)−Kµ,J(R)−2χE(y)
≤ Kµ,J(2nQx)+12χE(y)−Kµ,J(R)−4χE(y) ≤ ε0θµ(R)
2.
Then, for any x ∈ P ,
Kµ,J(P )+12χE(x)−Kµ,J(R)−2χE(x)(3.4)
=
∫∫
2−12ℓ(P )<|x−t|≤4ℓ(R)
c(x, t, z)2 dµ(t)dµ(z)
≤ 2
∫∫
2−12ℓ(P )<|x−t|≤4ℓ(R)
c(y, t, z)2 dµ(t)dµ(z)
+2
∫∫
2−12ℓ(P )<|x−t|≤4ℓ(R)
[
c(x, t, z) − c(y, t, z)
]2
dµ(t)dµ(z)
=: 2I1 + 2I2.
We have
I1 = Kµ,J(P )+12χE(y)−Kµ,J(R)−2χE(y) ≤ ε0θµ(R)
2.
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To estimate I2 notice that by Lemma 3.5,[
c(x, t, z) − c(y, t, z)
]2
. max
(
1
ℓ(P )2
,
ℓ(2nQx)
2
|x− t|2 |x− z|2
)
.
Integrating this inequality over {(t, z) ∈ C2 : 2−12ℓ(P ) < |x − t| ≤ 4ℓ(R)}
(dividing C into annuli, for example), one easily gets
I2 ≤
(
sup
λ>1
µ(λP ∩ 16R)
ℓ(λP )
)2
. A2θµ(R)
2.
Summing the estimates for I1 and I2, we see that (3.3) follows.
3.3. Elimination of unnecessary squares from Top0(E). Some of the bad
squares generated by each square R ∈ Top0(E) may not be contained in R.
This fact may cause troubles when we try to prove a packing condition such as
(3.1) (because of the possible superposition of squares coming from different
R’s in Top0(E)). The class Top(E) that we are going to construct will be a
refined version of Top0(E), where some unnecessary squares will be eliminated.
Let us introduce some notation first. We say that a square Q ∈ Top0(E)
is a descendant of another square R ∈ Top0(E) if there is a chain R =
Q1, Q2, . . . , Qn = Q, with Qi ∈ Top0(E) such that Qi+1 ∈ Bad(Qi) for each i.
Observe that, in principle, some square Q may be a descendant of more than
one square R. Then, in the algorithm of elimination below, Q must be counted
with multiplicity (so that Q is completely eliminated if it has been eliminated
m times, where m is the multiplicity of Q, etc.)
Let us describe the algorithm for constructing Top(E). We have to de-
cide when any square in Top0(E) belongs to Top(E). We follow an induction
procedure of elimination. A square in Top0(E) that (during the algorithm we
decide belongs to Top(E)) is said to be “chosen for Top(E)”. If we decide
that it will not belong to Top(E) (i.e. we eliminate it), we say that it is “un-
necessary”. If we have not decided already if it is either chosen for Top(E)
or unnecessary, we say that it is “available”. We start with all the squares in
Top0(E) being available, and at each step of the algorithm, some squares are
chosen for Top(E) and others become unnecessary.
Let R0 be the 4-dyadic square containing E defined at the beginning of
Subsection 3.1. We start by choosing R0 for Top(E). Let R1 be (one of) the
squares from Bad(R0) with maximal side length. We choose R1 for Top(E)
too. Next, we choose for Top(E) (one of) the available square(s) R2 ∈ Top0(E)
with maximal side length. At this point, some available squares in Top0(E)
may become unnecessary. First, these are the squares Q with Q ∈ Bad(R)
for some R ∈ Top0(E) such that Q ⊂ R2 and ℓ(R2) ≤ ℓ(R)/8 (notice that
this implies that either R = R0 or R = R1). Also, all the squares which are
descendants of unnecessary squares become unnecessary.
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Suppose now that we have chosen R0, R1, . . . , Rk−1 for Top(E), with
ℓ(R0) ≥ ℓ(R1) ≥ · · · ≥ ℓ(Rk−1), and that the available squares in Top0(E)
have side length ≤ ℓ(Rk−1). Let Rk be (one of) the available square(s) in
Top0(E) with maximal side length. We choose Rk for Top(E). The squares
that become unnecessary are those available squares Q such that Q ∈ Bad(R)
for some R ∈ Top0(E) with Q ⊂ Rk and ℓ(Rk) ≤ ℓ(R)/8 (this implies that R
coincides with one of the squares R1, . . . , Rk−1). Again, all the squares which
are descendants of unnecessary squares become unnecessary too.
It is easily seen that following this algorithm one will decide if any square
in Top0(E) is unnecessary or chosen for Top(E). Notice that the squares
Q ∈ Bad(R) which are eliminated after choosing Rk are the ones such that Rk
becomes an “intermediate” square (in a sense) between Q and its generator R
(i.e. the square R ∈ Top0(E) such that Q ∈ Bad(R)), as well as descendants
of already eliminated squares. Moreover, if a square Q has been eliminated
but its generator R has been chosen for Top(E), it means that there is another
chosen square Q′ ∈ Top(E) which contains Q, with ℓ(Q′) ≤ ℓ(R)/8. Thus, if
R ∈ Top(E), then
(3.5)
⋃
Q∈Bad(R)
Q ⊂
⋃
Q′,
where the union on the right side is over the squares Q′ ∈ Top(E) such that
there exists Q ∈ Bad(R) contained in Q′ and ℓ(Q′) ≤ ℓ(R)/8.
Remember the definition of Stop(R), for R ∈ Top(E), given at the begin-
ning of Section 3. Notice that Bad(R) ∩ Top(E) ⊂ Stop(R). Of course, the
opposite inclusion is false in general. By (3.5), we also have⋃
Q∈Bad(R)
Q ⊂
⋃
Q′∈Stop(R)
Q′.
Given R ∈ Top(E) and Q ∈ Stop(R), we write Q ∈ HD(R) if there exists
some R′ ∈ Top(E) such that Q ∈ Bad(R′) ∩ HD(R′) analogously with LD(R)
and HC(R).
Remark 3.6. Let us insist again on the following fact: for any R ∈ Top(E),
if Q ∈ Bad(R), then either Q ∈ Stop(R) or otherwise there is some Q′ ∈
Stop(R) such that Q′ ⊃ Q.
Remark 3.7. Changing constants if necessary, the properties (a) and (b) of
Lemma 3.4 also hold if instead of assuming Q ∈ Bad(R), we suppose that Q ∈
Stop(R). This is due to the fact that, with the new assumption Q ∈ Stop(R),
the squares P considered in Lemma 3.4 (a), (b) will be, roughly speaking,
a subset of the corresponding squares P with the assumption Q ∈ Bad(R),
because of the preceding remark.
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On the other hand, in principle, (b), (c) and (d) in Lemma 3.3 may fail.
Nevertheless, we will see in Lemma 5.3 below that they still do hold in some
special cases.
4. Construction of the curves ΓR, R ∈ Top(E)
4.1. P. Jones’ travelling salesman theorem. To construct the curves ΓR
for R ∈ Top(E), we will apply P. Jones’ techniques. Before stating the precise
result that we will use, we need to introduce some notation. Given a set K ⊂ C
and a square Q, let VQ be an infinite strip (or line in the degenerate case) of
smallest possible width which contains K∩3Q, and let w(VQ) denote the width
of VQ. Then we set
βK(Q) =
w(VQ)
ℓ(Q)
.
We will use the following version of Jones’ travelling salesman theorem [Jo]:
Theorem C (P. Jones). A set K ⊂ C is contained in an AD regular
curve if and only if there exists some constant C7 such that for every dyadic
square Q
(4.1)
∑
P∈D,P⊂Q
βK(P )
2ℓ(P ) ≤ C7ℓ(Q).
The AD regularity constant of the curve depends on C7.
Let us mention that in [MMV], using an L2 version of Jones’ theorem
due to David and Semmes [DS2], the authors showed that if µ is a measure
such that µ(B(x, r)) ≃ r and c2(µ|B(x,r)) ≤ Cµ(B(x, r)) for all x ∈ supp(µ),
0 < r ≤ diam(supp(µ)), then supp(µ) is contained in an AD regular curve.
In our case, the measure µ|R does not satisfy these conditions. However, in
a sense, they do hold for “big” balls B(x, r), at scales sufficiently above the
stopping squares.
In order to apply Jones’ result, we will construct a set K which approxi-
mates supp(µ) ∩ 3R at some level above the stopping squares and then, using
Theorem C, we will show that there exists a curve ΓR which contains K. We
have not been able to extend the arguments in [MMV] to our situation. In-
stead, our approach is based on another idea of Jones which shows how one
can estimate the β numbers of an AD regular set in terms of the curvature of
a measure (see [Pa, Th. 38]).
4.2. Balanced squares. Before constructing the appropriate set K which
approximates supp(µ) we need to show the existence of some squares that will
be called balanced squares, which will be essential for our calculations.
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Given a, b > 0, we say that a square Q is balanced with parameters a, b
(or (a, b)-balanced) with respect to µ if there exist two squares Q1, Q2 ⊂ Q
such that
• dist(Q1, Q2) ≥ a ℓ(Q),
• ℓ(Qi) ≤
a
10
ℓ(Q) for i = 1, 2, and
• µ(Qi) ≥ bµ(Q) for i = 1, 2.
We write Q ∈ Balµ(a, b).
The next lemmas deal with the existence of balanced squares.
Lemma 4.1. Let a = 1/40. If Q 6∈ Balµ(a, b), then there exists a square
P ⊂ Q with ℓ(P ) ≤ ℓ(Q)/10 such that µ(P ) ≥ (1− 2 · 105b)µ(Q).
Proof. We set N := 400. We split Q into N2 squares Qk, k = 1, . . . , N
2,
of side length ℓ(Q)/N = aℓ(Q)/10. We put
G = {Qk : 1 ≤ k ≤ N
2, µ(Qk) ≥ bµ(Q)}.
Since Q 6∈ Balµ(a, b), given any pair of squares Qj, Qk, 1 ≤ j, k ≤ N
2 such
that dist(Qj , Qk) ≥ aℓ(Q), it turns out that one of the two squares, say Qj,
satisfies µ(Qj) ≤ bµ(Q). Therefore, all the squares from G are contained in a
ball B0 of radius 2aℓ(Q), since(2a
10
+ a
)
21/2ℓ(Q) ≤ 2aℓ(Q).
Thus, ∑
k:Qk∈G
µ(Qk) ≤ µ(B0 ∩Q).
Also, ∑
k:Qk 6∈G
µ(Qk) ≤ b
∑
k:Qk 6∈G
µ(Q) ≤ bN2µ(Q) =
100b
a2
µ(Q).
Then we have
µ(Q) ≤ µ(B0 ∩Q) +
100b
a2
µ(Q).
Thus,
µ(B0 ∩Q) ≥
(
1−
100b
a2
)
µ(Q) ≥ (1− 2 · 105b)µ(Q).
Since the radius of B0 equals 2aℓ(Q) = ℓ(Q)/20, there exists some square
P ⊂ Q with side length ℓ(Q)/10 which contains B0 ∩Q, and we are done.
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Lemma 4.2. Let Q be a square such that 2Q 6∈ Balµ(1/40, b), and suppose
that θµ(2Q) ≤ C4Aθµ(R) and θµ(
1
2Q) ≥ C
−1
4 δθµ(R) (with C4 given by Lemma
3.4 (a)). If b≪ δ/A, then
µ(2Q \Q) ≤
1
10
µ(Q).
Proof. By Lemma 4.1 there exists a square P ⊂ 2Q with ℓ(P ) ≤ ℓ(2Q)/10
such that µ(P ) ≥ (1− 2 · 105b)µ(2Q). If P 6⊂ Q, then P ⊂ 2Q \ 12Q, and so
µ(2Q \ 12Q) ≥ µ(P ) ≥ (1− 2 · 10
5b)µ(2Q).
Thus, µ(12Q) ≤ 2·10
5bµ(2Q). If b≪ δ/A, then we derive θµ(
1
2Q) < C
−2
4 δA
−1θµ(2Q),
which is a contradiction. Therefore, P ⊂ Q, and then
µ(2Q \Q) ≤ µ(2Q \ P ) ≤ 2 · 105bµ(2Q) ≤
1
10
µ(12Q),
since b≪ δ/A.
Remark 4.3. From now on, we assume that a = 1/40, and moreover that
b = b(A, δ) ≪ δ/A, so that the preceding lemma holds. For these precise values
of a and b we write Bal(µ) := Balµ(a, b).
Lemma 4.4. Let Q be a square whose center lies on 3R and is such that
ℓ(Q) ≤ C−18 A
−2ℓ(R) and
δθµ(R) . θµ(2
nQ) . Aθµ(R)
for all n ≥ 0 with ℓ(2nQ) ≤ 8ℓ(R). If C8 is big enough, then there exists some
square Q̂ ∈ Bal(µ) concentric with Q such that 2ℓ(Q) ≤ ℓ(Q̂) ≤ 8ℓ(R) and also
ℓ(Q̂) ≤ C9(A, δ)ℓ(Q).
Proof. If 2nQ 6∈ Bal(µ) for n = 1, . . . , N , with ℓ(2NQ) ≤ 8ℓ(R), then
µ(2nQ \ 2n−1Q) ≤
1
10
µ(2n−1Q) for n = 1, . . . , N .
Thus, µ(2nQ) ≤ 1.1µ(2n−1Q) for n = 1, . . . , N , and so
µ(2NQ)≤ 1.1Nµ(Q) ≤ 2N/2µ(Q)
≤CAθµ(R)2
N/2ℓ(Q) = CAθµ(R)2
−N/2ℓ(2NQ).
Therefore,
(4.2) θµ(2
NQ) ≤ CA2−N/2θµ(R).
Suppose that N is such that ℓ(2NQ) = 8ℓ(R). Then we have θµ(R) ≃ θµ(2
NQ),
and by (4.2) we get CA2−N/2 ≥ 1, and so
ℓ(R) =
1
8
ℓ(2NQ) ≤ CA2ℓ(Q) =:
C8A
2
2
ℓ(Q),
which contradicts the assumptions of the lemma.
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We infer that there is a square 2nQ ∈ Bal(µ) with n ≥ 1 and ℓ(2nQ) ≤
8ℓ(R). Let Q̂ be the smallest one. Let N be such that 2NQ = 12Q̂. From
(4.2), since θµ(2
NQ) & δθµ(R), we deduce CAδ
−12−N/2 ≥ 1, and then ℓ(Q̂) ≤
CA2δ−2ℓ(Q).
4.3. Construction of K. From Lemma 3.4 (b) it easily follows that for any
square Q ∈ Bad(R) there exists another square Q˜ concentric with Q satisfying
2ℓ(Q) ≤ ℓ(Q˜) ≤ 8ℓ(R) and δµ(Q, Q˜) . Aθµ(R), such that
(4.3) if n ≥ −1 and ℓ(2nQ˜) ≤ 8ℓ(R), then δθµ(R) . θµ(2
nQ˜) . Aθµ(R)
and moreover
(4.4)
∫∫
y,z∈3R
2−12ℓ( eQ)<|x−y|≤4ℓ(R)
c(x, y, z)2 dµ(y)dµ(z)
≤ Kµ,J( eQ)+12χE(x)−Kµ,J(R)−2χE(x) . A
2θµ(R)
2
for all x ∈ Q˜.
As explained in Remark 3.7, the same holds if Q ∈ Stop(R) (instead of
Bad(R)). Further, we can take the squares Q̂ to be 4-dyadic (in this way,
some of the calculations below will become simpler). That is to say, given Q ∈
Stop(R) there exists a 4-dyadic square Q̂ such that Q ⊂ 12Q̂ (we cannot assume
Q and Q̂ to be concentric) with 2ℓ(Q) ≤ ℓ(Q˜) ≤ 8ℓ(R) and δµ(Q, Q˜) . Aθµ(R)
which satisfies (4.3) and (4.4). We denote by Qstp(R) the family of squares Q˜,
with Q ∈ Stop(R), and we say that Q˜ is a quasi-stopping square of R.
We intend to construct some set K containing G(R) (remember that G(R)
is the set of good points of R) such that, besides other properties, for each
Q ∈ Qstp(R) there exists some point aQ ∈ K with dist(aQ, Q) ≤ Cℓ(Q).
In the next subsection, we will show that K verifies (4.1), and thus K will
be contained in an AD regular curve ΓR. This curve will fulfill the required
properties in Main Lemma 3.1.
In the next lemma we deal with the details of the construction of K and
selection of the points aQ, Q ∈ Qstp(R). Most difficulties are due to the fact
that the squares Q ∈ Qstp(R) are not disjoint, in general.
Lemma 4.5. Let η > 3 be some fixed constant to be chosen below. For
each x ∈ 3R,
(4.5) ℓx := inf
Q∈Qstp(R)
(
ℓ(Q) +
1
40
dist(x,Q),
1
40
dist(x,G(R))
)
.
There exists a family of points {aQ}Q∈Qstp(E) such that if
K := G(R) ∪ {aQ}Q∈Qstp(R),
the following properties hold :
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(a) For each Q ∈ Qstp(R), dist(aQ, Q) ≤ Cℓ(Q).
(b) There exists C > 0 such that for all x ∈ K, K ∩ B¯(x,C−1ℓx) = {x}.
(c) If x ∈ K and ℓx > 0, then
c2µ|B(x,ηℓx)\B(x,ℓx)(x) ≤
C(A, δ)
µ(B(x, ℓx))
∫∫∫
y,z,t∈B(x,Cηℓx)
|y−z|≥ℓx
c(y, z, t)2dµ(y)dµ(z)dµ(t).
We note that the lemma is understood better if we think about the points
in G(R) as degenerate quasi-stopping squares with zero side length. In our
construction some points aQ may coincide for different squares Q ∈ Qstp(R).
We also remark that if (b) were not required in the lemma, then its proof
would be much simpler.
Proof. First we explain the algorithm for assigning a point aQ to each
square Q ∈ Qstp(R). Finally we will show that (a), (b) and (c) hold for our
construction.
Take a fixed square Q ∈ Qstp(R). Since ℓx is a continuous (and Lipschitz)
function of x, there exists some z0 ∈ 10Q such that ℓx attains its minimum
over 10Q at z0. If ℓz0 = 0, aQ := z0.
Suppose now that ℓz0 > 0. Assume first that there exists a sequence of
squares {Pn}n ⊂ Qstp(R) with ℓ(Pn)→ 0 or points pn ∈ G(R) such that
(4.6) ℓ(Pn) +
1
40
dist(z0, Pn)→ ℓz0
(we identify a point pn with a square Pn with ℓ(Pn) = 0). Since ℓz0 ≤ ℓ(Q)
(because if x ∈ Q, then ℓx ≤ ℓ(Q) and ℓz0 ≤ ℓx), we may assume Pn ⊂
B(z0, 41ℓ(Q)) ⊂ 90Q. Thus, there exists some point z1 ∈ 90Q such that
a subsequence {Pnk}k accumulates on z1. We set aQ := z1. Observe that
ℓaQ = 0 in this case.
Assume now that ℓz0 > 0 and that a sequence {Pn}n as above does not
exist. This implies that the infimum which defines ℓz0 (in (4.5) replacing x by
z0) is attained over a subfamily of squares P ∈ Qstp(R) with ℓ(P ) ≥ δ, for some
fixed δ > 0, which further satisfy dist(P,Q) ≤ 41ℓ(Q) (because ℓz0 ≤ ℓ(Q)).
Then it turns out that such a subfamily of squares must be finite, because we
are dealing with 4-dyadic squares. Thus the infimum in (4.5) (with x replaced
by z0) is indeed a minimum (attained by only a finite number of squares in
Qstp(R)). Among the squares where the minimum is attained, let PQ be one
with minimal side length.
Let us apply Vitali’s covering theorem to the family of squares PQ obtained
above. Then there exists a countable (or finite) subfamily of pairwise disjoint
squares Pi (which are of the type PQ) such that⋃
PQ ⊂
⋃
i
5Pi,
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where the union on the left side is over all the squares PQ which arise in the
algorithm above when one considers all the squares Q ∈ Qstp(R).
Now, for each i we choose a “good” point ai ∈
1
2Pi ∩ supp(µ), so that
(4.7)
∫∫
y,z∈2ηPi
|ai−y|≥ℓ(Pi)
c(ai, y, z)
2 dµ(y)dµ(z)
≤
1
µ(12Pi)
∫∫∫
x∈ 1
2
Pi
y,z∈2ηPi
|x−y|≥ℓ(Pi)
c(x, y, z)2 dµ(x)dµ(y)dµ(z).
We claim that for each square Q ∈ Qstp(R) for which aQ has not been
chosen yet (which means ℓz0 > 0 and there is no sequence {Pn}n ⊂ Qstp(R)
with ℓ(Pn) → 0 satisfying (4.6)), there exists some ai such that dist(ai, Q) ≤
Cℓ(Q). Then we set aQ := ai.
Before proving our claim, we show that if Q ∈ Qstp(R) is such that
Q∩5Pi 6= ∅ for some i, then ℓ(Q) ≥ ℓ(Pi). Indeed, if ℓ(Q) ≤ ℓ(Pi)/2 (remember
that Q and Pi are 4-dyadic squares), then Q ⊂ 10Pi, and so it easily follows
that for any y ∈ C we have
(4.8) ℓ(Pi) +
1
40
dist(y, Pi) ≥ ℓ(Q) +
1
40
dist(y,Q),
which is not possible because of our construction (remember that there exists
some z0 such that the infimum defining ℓz0 is attained by Pi).
Let us prove the claim now. By our construction, there exists some square
PQ with ℓ(PQ) ≤ ℓ(Q) such that dist(PQ, Q) ≤ Cℓ(Q). Let Pi be such that
5Pi ∩ PQ 6= ∅. Since ℓ(PQ) ≥ ℓ(Pi),
dist(ai, Q)≤dist(ai, PQ) + 2
1/2ℓ(PQ) + dist(PQ, Q)
≤Cℓ(PQ) + 2
1/2ℓ(PQ) + Cℓ(Q) ≤ Cℓ(Q).
Let us consider the statement (b). If ℓx = 0, there is nothing to prove.
The only points such that ℓx > 0 are the ai’s. Notice that ℓai ≤ ℓ(Pi) because
ai ∈ Pi. On the other hand, we also have ℓai ≥
1
40ℓ(Pi). Otherwise, it is
easily seen that there exists some P ∈ Qstp(R) such that P ∩ 5Pi 6= ∅ and
ℓ(P ) ≤ ℓ(Pi)/2, which is not possible as shown above (in the paragraph of
(4.8)). Thus (b) follows from the fact that ai ∈
1
2Pi, the squares Pi are disjoint,
ℓ(Pi) ≃ ℓai , etc.
Finally (c) follows easily from (4.7) and the fact that B(ai, ηℓai) ⊂ 2ηPi ⊂
B(ai, Cηℓai), for some C > 0.
4.4. Estimate of
∑
P∈D,P⊂Q βK(P )
2ℓ(P ). We will need the following
result.
Lemma 4.6. There exists some λ > 4 depending on A and δ such that,
given any Q ∈ Qstp(R), for each n ≥ 1 with λn+1ℓ(Q) ≤ ℓ(R) there exist two
squares Qan and Q
b
n fulfilling the following properties:
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(a) Qan, Q
b
n ⊂
λn+1
2 Q \ λ
nQ,
(b) dist(Qan, Q
b
n) & λ
nℓ(Q),
(c) λnℓ(Q) . ℓ(Qin) . λ
n+1ℓ(Q), for i = a, b,
(d) C(A, δ)−1θµ(R) . θµ(Q
i
n) . Aθµ(R), for i = a, b.
Proof. The lemma follows easily from the existence of balanced squares
(see Lemma 4.4). Indeed, ifQ ∈ Bal(µ), then there are two squaresQ1, Q2 ⊂ Q
fulfilling the properties stated just above Lemma 4.1. Since dist(Q1, Q2) ≥
1
40ℓ(Q), one of the squares Qi is contained in Q \ 2
−7Q. From this fact
one can easily deduce the existence of some constant λ0 > 2 (depending
on A, δ,C8, C9, . . .) such that for each n ≥ 1 with λ
n+1
0 ℓ(Q) ≤ ℓ(R) there
exists some square Pn ⊂
1
2λ
n+1
0 Q \ λ
n
0Q satisfying ℓ(Pn) ≃ λ
n+1
0 ℓ(Q) and
θµ(Pn) ≥ C(A, δ)
−1θµ(R). If we set λ := λ
2
0, Q
a
n := P2n, and Q
b
n := P2n+1, the
lemma follows.
Remark 4.7. The lemma above also holds for x ∈ G(R) (interchanged
with the square Q ∈ Qstp(R) in the lemma) and for x such that ℓx = 0.
That is to say, increasing λ if necessary, for each n ≥ 1 we have squares
Qan, Q
b
n ⊂ B(x,
1
2λ
−nℓ(R))\B(x, λ−n−1ℓ(R)) which satisfy properties analogous
to (b), (c) and (d).
In the following lemma we show a version of (4.4) which involves the
curvature c2(µ) truncated by the function ℓx.
Lemma 4.8. Let C10 > 0 be a fixed constant. For all x ∈ 3R,∫∫
y,z∈3R
|x−y|≥C10ℓx
c(x, y, z)2 dµ(y)dµ(z) ≤ C11A
2θµ(R)
2,
where C11 depends on C10.
The proof of the preceding estimate follows easily from (3.3) and Lemma
3.5 (as in (3.4)). We will not go through the details.
Proof of (4.1). We follow quite closely Jones’ ideas (see [Pa, pp. 39–44]).
It is enough to show that (4.1) holds for dyadic squares Q with ℓ(Q) ≤
(C12λ)
−1ℓ(R) (with λ given by Lemma 4.6 and C12 to be fixed below). So we
assume ℓ(Q) ≤ (C12λ)
−1ℓ(R). Also, the sum (4.1) can be restricted to those
squares P ∈ D such that P ∩K 6= ∅. That is, it suffices to prove that
(4.9)
∑
P∈D, P⊂Q,P∩K 6=∅
βK(P )
2ℓ(P ) ≤ C(A, δ)ℓ(Q).
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The main step of the proof of (4.9) consists of estimating βK(P ) for some
P as in the sum above in terms of c2(µ). By standard arguments, if β(P ) 6= 0,
there are three pairwise different points z0, z1, z2 ∈ K ∩ 3P such that
(4.10) βK(P ) ≃
w(z0, z1, z2)
ℓ(P )
,
where w(z0, z1, z2) stands for the width of the thinnest infinite strip containing
z0, z1, z2. By (b) of Lemma 4.5, ℓz0 ≤ C|z0− z1| ≤ Cℓ(P ). So either ℓz0 = 0 or
there is some P0 ∈ Qstp(R) with ℓ(P0) +
1
40dist(z0, P0) ≤ Cℓ(P ). In any case,
if C12 has been chosen big enough, there are “many” balanced squares P̂ which
contain z0, z1, z2 such that ℓ(P ) ≤ ℓ(P̂ ) ≤ C(A, δ)ℓ(P ). Arguing as in Lemma
4.6 , we deduce that there exist two squares Sa, Sb contained in C(A, δ)P \ P
satisfying the properties stated just above Lemma 4.1. For any x0 ∈ Sa and
y0 ∈ Sb,
w(z0, z1, z2) . dist(z0, Lx0,y0) + dist(z1, Lx0,y0) + dist(z2, Lx0,y0),
as it is easy to check. Integrating over x0 ∈ Sa and y0 ∈ Sb we get
w(z0, z1, z2) .
1
µ(Sa)µ(Sb)
×
∫∫
x0∈Sa
y0∈Sb
[
dist(z0, Lx0,y0) + dist(z1, Lx0,y0) + dist(z2, Lx0,y0)
]
dµ(x0)dµ(y0).
Thus there exists some zi, say z0, such that
(4.11) w(z0, z1, z2) .
1
µ(Sa)µ(Sb)
∫∫
x0∈Sa
y0∈Sb
dist(zi, Lx0,y0) dµ(x0)dµ(y0).
From Lemma 4.6 and the subsequent remark we deduce that there are two
families of squares {P an}n≥1, {P
b
n}n≥1 which satisfy the following properties for
any n ≥ 1 such that λn+1 ≤ ℓ(P )/ℓz0 :
(a) P an , P
b
n ⊂ B(z0,
1
2λ
−nℓ(P )) \B(z0, λ
−n−1ℓ(P )),
(b) dist(P an , P
b
n) & λ
−n−1ℓ(P ),
(c) λ−n−1ℓ(P ) . ℓ(P in) . λ
−nℓ(P ), for i = a, b,
(d) C(A, δ)−1θµ(R) . θµ(P
i
n) . Aθµ(R), for i = a, b,
with λ > 4. We also set P a0 := Sa and P
b
0 := Sb.
Let N be the biggest positive integer such that λN+1 ≤ ℓ(P )/ℓz0 (with
N =∞ if ℓz0 = 0). We claim that for all points xn ∈ P
a
n and yn ∈ P
b
n we have
(4.12) dist(z0, Lx0,y0) ≤ C
N∑
n=0
[
dist(xn+1, Lxn,yn) + dist(yn+1, Lxn,yn)
]
,
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where xN+1 = yN+1 = z0 if N < ∞, and C depends on A, δ, λ (like all the
following constants denoted by C in the rest of the proof of (4.9)).
Assuming the claim for the moment, from (4.12) we get
dist(z0, Lx0,y0).
N∑
n=0
[
c(xn, yn, xn+1) |xn − xn+1| |yn − xn+1|
+ c(xn, yn, yn+1) |xn − yn+1| |yn − yn+1|
]
.
N∑
n=0
[
c(xn, yn, xn+1) + c(xn, yn, yn+1)
]
λ−2nℓ(P )2.
From (4.11), taking the µ-mean of the above inequality over x0 ∈ P
a
0 = Sa and
y0 ∈ P
b
0 = Sb, then over x1 ∈ P
a
1 and y1 ∈ P
b
1 , over x2 ∈ P
a
2 and y2 ∈ P
b
2 , and
so on, we obtain
(4.13)
w(z0, z1, z2). ℓ(P )
2
N−1∑
n=0
λ−2n
[
An
µ(P an )µ(P
b
n)µ(P
a
n+1)
+
Bn
µ(P an )µ(P
b
n)µ(P
b
n+1)
]
+ℓ2z0
∫∫
xN∈P aN
yN∈P bN
c(xN , yN , z0) dµ(xN )dµ(yN ),
where
An :=
∫∫∫
xn∈P an
yn∈P bn
xn+1∈P an+1
c(xn, yn, xn+1) dµ(xn)dµ(yn)dµ(xn+1)
and
Bn :=
∫∫∫
xn∈P an
yn∈P bn
yn+1∈P bn+1
c(xn, yn, yn+1) dµ(xn)dµ(yn)dµ(yn+1).
Note that the last term in (4.13) (the one involving ℓz0) only appears when
N <∞ (i.e. when ℓz0 > 0). By Ho¨lder inequality, the estimates for the squares
P in below (4.11), and Lemma 4.5 (c) (with η big enough), we get
w(z0, z1, z2). ℓ(P )
2
N−1∑
n=0
λ−2n
[
c2µ(P
a
n , P
b
n, P
a
n+1)
1/2(
µ(P an )µ(P
b
n)µ(P
a
n+1)
)1/2
+
c2µ(P
a
n , P
b
n, P
b
n+1)
1/2(
µ(P an )µ(P
b
n)µ(P
b
n+1)
)1/2
]
+ ℓ(P )2λ−2N
c2µ(z0, P
a
N , P
b
N )
1/2(
µ(P aN )µ(P
b
N )
)1/2
. θµ(R)
−3/2ℓ(P )1/2
[
N−1∑
n=0
λ−n/2c2µ(P
a
n , P
b
n, P
a
n+1 ∪ P
b
n+1)
1/2
+λ−N/2
(∫∫∫
x,y,z∈B(z0,Cηℓz0)
|y−z|≥ℓz0
c(x, y, z)2 dµ(x)dµ(y)dµ(z)
)1/2]
.
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By (4.10) and Cauchy-Schwartz, we obtain
βK(P )
2 .
1
θµ(R)3ℓ(P )
[
N∑
n=0
λ−n/2c2µ(P
a
n , P
b
n, P
a
n+1 ∪ P
b
n+1)
+ λ−N/2
∫∫∫
x,y,z∈B(z0,Cηℓz0 )
|y−z|≥ℓz0
c(x, y, z)2 dµ(x)dµ(y)dµ(z)
]
.
Notice that for every xn ∈ P
a
n , we have ℓxn . λ
−nℓ(P ), because ℓz0 . λ
−nℓ(P ),
dist(xn, z0) ≃ λ
−nℓ(P ), and ℓx is a Lipschitz function of x. Analogously, if
yn ∈ P
b
n, then ℓyn . λ
−nℓ(P ). Moreover, since for each n there exists some
dyadic square S ⊂ P such that P an ∪P
b
n ∪P
a
n+1∪P
b
n+1 is contained in 3S, with
ℓ(S) ≃ λ−nℓ(P ), we infer that
θµ(R)
3βK(P )
2ℓ(P )
.
∑
S⊂P
(
ℓ(S)
ℓ(P )
)1/2∫∫∫
(x,y,z)∈S∗∩Rℓ
c(x, y, z)2dµ(x)dµ(y)dµ(z),
where S∗ is the set of (ξ1, ξ2, ξ3) ∈ (3S)
3 such that |ξ2 − ξ3| ≥ C
−1ℓ(S), and
Rℓ is the set of (ξ1, ξ2, ξ3) ∈ (3R)
3 such that |ξ2 − ξ3| ≥ C
−1(ℓξ2 + ℓξ3).
Now, for a fixed dyadic square Q with ℓ(Q) ≤ (C12λ)
−1ℓ(R), by Lemma
4.8, we get (with the sums over P and S only for dyadic squares)
θµ(R)
3
∑
P :P⊂Q
βK(P )
2ℓ(P )
.
∑
S:S⊂Q
∫∫∫
(x,y,z)∈S∗∩Rℓ
c(x, y, z)2dµ(x)dµ(y)dµ(z)
∑
P :S⊂P⊂Q
(
ℓ(S)
ℓ(P )
)1/2
.
∑
S:S⊂Q
∫∫∫
(x,y,z)∈S∗∩Rℓ
c(x, y, z)2dµ(x)dµ(y)dµ(z)
.
∫∫∫
(x,y,z)∈(3Q)3∩Rℓ
c(x, y, z)2dµ(x)dµ(y)dµ(z)
. θµ(R)
2µ(3Q) . θµ(R)
3ℓ(Q).
It only remains to prove (4.12). Indeed, suppose for simplicity that
N < ∞. We set aN+1 := z0, and for 0 ≤ n ≤ N , let an be the orthogo-
nal projection of an+1 onto Lxn,yn . Then
(4.14) dist(z0, Lx0,y0) ≤
N∑
n=0
dist(an, an+1).
Let us check that an ∈ B(z0, λ
−nℓ(R)) for 0 ≤ n ≤ N +1. We argue by (back-
ward) induction. The statement is clearly true for aN+1. Suppose now that
an+1 ∈ B(z0, λ
−n−1ℓ(R)). By construction, we have xn, yn ∈ B(z0,
1
2λ
−nℓ(R)).
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On the other hand, since we are assuming λ > 4, then an+1 ∈ B(z0,
1
2λ
−nℓ(R))
too. Then, by elementary geometry,
an ∈ B(z0, 2
−1/2λ−nℓ(R)) ⊂ B(z0, λ
−nℓ(R)).
Since an+1, xn+1, yn+1 ∈ B(z0, λ
−n−1ℓ(R)), they are collinear, and
|xn+1 − yn+1| & λ
−n−1ℓ(R),
we deduce
dist(an, an+1) = dist(an+1, Lxn,yn) . dist(xn+1, Lxn,yn) + dist(yn+1, Lxn,yn).
Thus (4.12) follows from (4.14).
5. The packing condition for the top squares
5.1. The family Stop
1/2
max(R). In order to prove the packing condition∑
R∈Top(E)
θµ(R)
2µ(R) ≤ C(µ(E) + c2(µ))
(with C depending on A, δ, ε0, . . .), we need to introduce some auxiliary fami-
lies of squares. Let Stopmax(R) be the subfamily of those squares Q ∈ Stop(R)
such that there does not exist another square Q′ ∈ Top(E), with Q′ ∩ 3R 6= ∅
and ℓ(Q′) ≤ ℓ(R)/8, such that Q ∈ Stop(Q′). So Stopmax(R) is a maximal
subfamily of Stop(R) in a sense. Notice, in particular, that if Q ∈ Stopmax(R),
then Q 6∈ Stop(Q′) for any Q′ ∈ Stop(R). We also denote by Stop
1/2
max(R) the
subfamily of the squares Q ∈ Stopmax(R) such that 4Q ∩
1
2 R 6= ∅.
Lemma 5.1. For every R ∈ Top(E), there is
∑
Q∈Stop(R) χ 1
2
Q ≤ C.
Proof. Suppose that 12Q∩
1
2Q
′ 6= ∅ forQ,Q′ ∈ Stop(R). If ℓ(Q′) ≤ ℓ(Q)/4,
then Q′ ⊂ Q, which contradicts the definition of Stop(R). Thus, ℓ(Q′) ≥
ℓ(Q)/2, and in an analogous way, we have ℓ(Q) ≥ ℓ(Q′)/2. The lemma follows
from the fact that there is a bounded number of 4-dyadic squares Q′ such that
ℓ(Q)/2 ≤ ℓ(Q′) ≤ 2ℓ(Q) for Q fixed.
Lemma 5.2. (a) Suppose that R1, R2 ∈ Top(E) and Q ∈ Stop
1/2
max(R1)∩
Stop
1/2
max(R2). Then,
(5.1) ℓ(R2)/4 ≤ ℓ(R1) ≤ 4ℓ(R2).
(b) There exists an absolute constant N0 such that for any Q ∈ Top(E)
#{R ∈ Top(E) : Q ∈ Stop1/2max(R)} ≤ N0.
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(c) For R ∈ Top(E), ⋃
P∈Stop(R)
P ⊂
⋃
Q∈Stopmax(R)
4Q,
and, more generally, if P,R ∈ Top(E) are such that P ∩ 3R 6= ∅ and
ℓ(P ) ≤ ℓ(R)/8, then there exists some square Q ∈ Stopmax(R) such that
P ⊂ 4Q.
(d) For R ∈ Top(E),
G1/2(R) :=
{
x ∈ 12R \
⋃
Q∈Stop1/2max(R)
4Q
}
.
Then, for each x ∈ E,
#{R ∈ Top(E) : x ∈ G1/2(R)} ≤ N1,
where N1 is an absolute constant.
(e) If R1, R2 ∈ Top(E), Q ∈ Stop
1/2
max(R1) ∩ Bad(R2), then
ℓ(R1)/4 ≤ ℓ(R2) ≤ 4ℓ(R1)
and θµ(R1) ≃ θµ(R2).
Proof. First we show (a). If Q ∈ Stop
1/2
max(R1) ∩ Stop
1/2
max(R2), then
(5.2) 4Q ∩ 12R1 6= ∅ and 4Q ∩
1
2R2 6= ∅.
It is easily seen that if ℓ(R2) ≤ ℓ(R1)/4, then (5.2) and the fact that ℓ(Q) ≤
min(ℓ(R1), ℓ(R2))/8 imply that R2 ⊂ R1. As a consequence, if ℓ(R2) ≤
ℓ(R1)/8, then Q ⊂ R2 ⊂ R1 and so, by definition, Q 6∈ Stop(R1).
The same happens if we reverse the roles of R1 and R2, and so (5.1) holds.
It is easy to check that (b) follows from (a). This is left for the reader.
The statement (c) of the lemma follows from the fact that if there is a
sequence of squares Q1, Q2, . . . , Qn = P with Q1 ∈ Stopmax(R) and Qj+1 ∈
Stop(Qj) for j ≥ 1, then Qj+1 ∩ 3Qj 6= ∅ and ℓ(Qj+1) ≤ ℓ(Qj)/8, and so
dist∞(Q1, Qn) + ℓ(Qn) ≤
n−1∑
j=1
[
dist∞(Qj, Qj+1) + ℓ(Qj+1)
]
≤
∞∑
j=1
[
81−j + 8−j
]
ℓ(Q1) =
9
7
ℓ(Q1) ≤
3
2
ℓ(Q1),
which implies that Qn ⊂ 4Q1 (dist∞ stands for the distance induced by the
norm ‖ · ‖∞).
Let us show (d) now. Let R1, R2 ∈ Top(E) be such that x ∈ G
1/2(R1) ∩
G1/2(R2). If ℓ(R2) ≤ ℓ(R1)/8, then by (c), R2 is contained in 4Q for some
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Q ∈ Stopmax(R1). Since x ∈
1
2R1 ∩
1
2R2, we have 4Q ∩
1
2R1 6= ∅, and so
Q ∈ Stop
1/2
max(R1), which is a contradiction. Therefore, ℓ(R2) > ℓ(R1)/8. The
same inequality holds interchanging R1 by R2. Thus,
ℓ(R2)/4 ≤ ℓ(R1) ≤ 4ℓ(R2).
That is, all the squares R ∈ Top(E) such that x ∈ G1/2(R) have comparable
sizes, which implies that the number of these squares R is bounded above by
some absolute constant.
Finally we will prove (e). Suppose that ℓ(R2) ≤ ℓ(R1)/8. From
(5.3) 4Q ∩
1
2
R1 6= ∅ and ℓ(Q) ≤ ℓ(R2)/8,
we infer that R2 ⊂ 3R1, and so R2 ∈ Stop(R1). This implies that Q 6∈
Stopmax(R1), which is a contradiction. Thus, ℓ(R2) ≥ ℓ(R1)/4.
The inequality ℓ(R2) ≤ 4ℓ(R1) also holds. Otherwise ℓ(R1) ≤ ℓ(R2)/8
and Q ⊂ R1 (by (5.3)) imply that Q 6∈ Top(E) (it should have been eliminated
when constructing Top(E) from Top0(E)).
The comparability between θµ(R1) and θµ(R2) follows from 4R1∩4R2 6= ∅
(since Q is contained in the intersection) and 1/4 ≤ ℓ(R1)/ℓ(R2) ≤ 4. Indeed,
one easily deduces that then R1 ⊂ 16R2 and R2 ⊂ 16R1, and by the doubling
properties of R1 and R2, one gets θµ(R1) ≃ θµ(R2).
The next result is a consequence of Lemma 3.3 and the statement (e) in
the preceding lemma.
Lemma 5.3. If R ∈ Top(E) and Q ∈ Stop
1/2
max(R), then:
(a) If Q ∈ HD(R), then θµ(Q) & Aθµ(R).
(b) If Q ∈ HC(R), then
(5.4)
µ
{
x∈ 12Q : Kµ,J(Q)+12χE(x)−Kµ,J(R)−6χE(x)≥ C
−1ε0θµ(R)
2
}
≥ C−113 µ(Q).
(c) If Q ∈ LD(R), then there exists some square SQ such that Q ⊂
1
20SQ,
with ℓ(SQ) ≤ ℓ(R)/2, and θµ(SQ) ≤ C14δθ(R). Also,
(5.5)
µ
{
x ∈ 12Q : Kµ,J(Q)+12χE(x)−Kµ,J(R)−2χE(x) ≤ Cε0θµ(R)
2
}
≥ C−115 µ(Q).
Proof. Let R2 ∈ Top(E) be such that Q ∈ Bad(R2).
If Q ∈ HD(R), then Q ∈ HD0(R2) by definition, and by (b) in Lemma 3.3
and (e) in the preceding lemma, θµ(Q) & Aθµ(R2) ≃ Aθµ(R).
If Q ∈ HC(R), then Q ∈ HC0(R2). Inequality (5.4) follows from Lemma
3.3 (c), and the fact that θµ(R) ≃ θµ(R2) and |J(R) − J(R2)| ≤ 2 by (e) in
the preceding lemma.
The statement (c) also follows easily from Lemma 5.2 (e) and the definition
of LD0(R) and Lemma 3.3 (d).
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Notice that, since 12R is doubling,
(5.6) µ(R) . µ(12 R) ≤ µ
( ⋃
Q∈Stop1/2max(R)
4Q
)
+ µ
(
1
2 R \
⋃
Q∈Stop1/2max(R)
4Q
)
.
We distinguish a special kind of square R ∈ Top(E). We set R ∈ V C(E)
(and we say that µ is very concentrated on R) if
µ
( ⋃
Q∈Stop1/2max(R)∩HD(R)
4Q
)
>
1
2
µ(12R).
5.2. Squares with µ very concentrated. For R ∈ V C(E), using the doubling
properties of 12R and Q ∈ Stop
1/2
max(R), we get
µ(R).µ(12R) ≤ 2µ
( ⋃
Q∈Stop1/2max(R)∩HD(R)
4Q
)
.
∑
Q∈Stop1/2max(R)∩HD(R)
µ(Q),
and since θµ(Q) & Aθµ(R) for Q ∈ Stop
1/2
max(R) ∩HD(R),
θµ(R)
2µ(R).
1
A2
∑
Q∈Stop1/2max(R)∩HD(R)
θµ(Q)
2µ(Q)
.
1
A2
∑
Q∈Stop1/2max(R)
θµ(Q)
2µ(Q).
Then by (b) of Lemma 5.2,∑
R∈Top(E)∩V C(E)
θµ(R)
2µ(R)≤
C
A2
∑
R∈Top(E)
∑
Q∈Stop1/2max(R)
θµ(Q)
2µ(Q)
≤
C16N0
A2
∑
Q∈Top(E)
θµ(Q)
2µ(Q).
If we choose A such that C16N0/A
2 ≤ 1/2, we deduce (see Remark 5.4 below)
(5.7)
∑
R∈Top(E)
θµ(R)
2µ(R) ≤ 2
∑
R∈Top(E)\V C(E)
θµ(R)
2µ(R).
5.3. Squares with µ not very concentrated. If R 6∈ V C(E), then
µ
( ⋃
Q∈Stop1/2max(R)∩HD(R)
4Q
)
≤
1
2
µ(12R),
and by (5.6) we get
µ(12 R) ≤ 2µ
( ⋃
Q∈Stop1/2max(R)\HD(R)
4Q
)
+ 2µ
(
1
2 R \
⋃
Q∈Stop1/2max(R)
4Q
)
.
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Therefore,
µ(R)≤C17µ
( ⋃
Q∈Stop1/2max(R)∩LD(R)
4Q
)
+ C17µ
( ⋃
Q∈Stop1/2max(R)∩HC(R)
4Q
)
(5.8)
+ C17µ
(
1
2 R \
⋃
Q∈Stop1/2max(R)
4Q
)
.
We will show in Section 7 below that
(5.9) µ
( ⋃
Q∈Stop1/2max(R)∩LD(R)
4Q
)
≤ ηµ(R),
with η ≤ 1/(2C17), and with δ and ε0 chosen appropriately. Thus,
(5.10)
∑
R∈Top(E)\V C(E)
θµ(R)
2µ
( ⋃
Q∈Stop1/2max(R)∩LD(R)
4Q
)
≤ η
∑
R∈Top(E)\V C(E)
θµ(R)
2µ(R).
Also, in Section 6 we will prove that
(5.11)
∑
R∈Top(E)
∑
Q∈Stop1/2max(R)∩HC(R)
θµ(R)
2µ(Q) ≤ C18c
2(µ),
with C18 possibly depending on A, δ, and ε0.
Now we deal with the term∑
R∈Top(E)
µ
(
1
2 R \
⋃
Q∈Stop1/2max(R)
4Q
)
=
∑
R∈Top(E)
µ(G1/2(R)).
From (d) of Lemma 5.2 we deduce∑
R∈Top(E)
µ(G1/2(R)) ≤ N1µ(E).
Therefore,
(5.12)
∑
R∈Top(E)
θµ(R)
2µ
(1
2
R \
⋃
Q∈Stop1/2max(R)
4Q
)
≤ C20N1 µ(E).
From (5.8), (5.10), (5.11) and (5.12), we get∑
R∈Top(E)\V C(E)
θµ(R)
2µ(R)≤C17η
∑
R∈Top(E)\V C(E)
θµ(R)
2µ(R)
+ Cc2(µ) + C17C
2
0N1 µ(E).
Therefore, since η < 1/(2C17),∑
R∈Top(E)\V C(E)
θµ(R)
2µ(R) ≤ C18
[
c2(µ) + µ(E)
]
,
where C18 depends on A and ε0 (see the remark below). So (3.1) follows from
this estimate and (5.7).
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Remark 5.4. The arguments above work if one assumes a priori that∑
R∈Top(E)
θµ(R)
2µ(R) <∞.
To circumvent this difficulty it is necessary to argue more carefully. For ex-
ample, we can operate with finite subsets of Top(E). Let Topn(E) be the
subfamily of Top(E) of those squares with side length ≥ 2−n; and let An(E)
be the family{
Q ∈ Top(E) \Topn(E) : ∃R ∈ Topn(E) such that Q ∈ Stop
1/2
max(R)
}
.
Then, it can be checked that a slight modification of the preceding estimates
yields ∑
R∈Topn(E)
θµ(R)
2µ(R).
( 1
A2
+ η
) ∑
R∈Topn(E)
θµ(R)
2µ(R)
+
∑
R∈An(E)
θµ(R)
2µ(R) + c2(µ) + µ(E).
If we choose A big enough and η sufficiently small, we obtain
(5.13)
∑
R∈Topn(E)
θµ(R)
2µ(R) .
∑
R∈An(E)
θµ(R)
2µ(R) + c2(µ) + µ(E).
It can be shown that
∑
R∈An(E)
χ 1
2
R ≤ C (this is left for the reader). Then∑
R∈An(E)
θµ(R)
2µ(R) ≤ C20
∑
R∈An(E)
µ(12R) . Cµ(E),
and from (5.13) we deduce∑
R∈Topn(E)
θµ(R)
2µ(R) . c2(µ) + µ(E),
uniformly on n.
6. Estimates for the high curvature squares
6.1. The class T̂op(E). To prove (5.11) it will be simpler to use dyadic
squares than 4-dyadic squares.
Lemma 6.1. Let R ∈ Top(E) and Q ∈ Stop
1/2
max(R)∩HC(R). There exists
a dyadic square Q̂ ⊂ 12Q, with ℓ(Q̂) = ℓ(Q)/4, such that µ(Q̂) ≥ C
−1
19 µ(Q) and
(6.1)
∫
bQ
(
Kµ,J( bQ)+10χE −Kµ,J(R)−6χE
)
dµ & ε0θµ(R)
2µ(Q̂).
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Proof. Let P1, . . . , P4 be the disjoint dyadic squares with side length
ℓ(Q)/4 such that 12Q =
⋃
1≤i≤4 Pi. Remember that
µ
{
x∈ 12Q : Kµ,J(Q)+12χE(x)−Kµ,J(R)−6χE(x) ≥ C
−1ε0θµ(R)
2
}
≥ C−113 µ(Q).
Let Q̂ be the square Pi such that
µ
{
x ∈ Pi : Kµ,J(Q)+12χE(x)−Kµ,J(R)−6χE(x) ≥ C
−1ε0θµ(R)
2
}
is maximal. Clearly, Q̂ satisfies (6.1), and µ(Q̂) ≥ C−113 µ(Q)/4.
For each square Q ∈ Stop
1/2
max(R)∩HC(R), with R ∈ Top(E), we choose a
dyadic subsquare Q̂ of Q as in the lemma. In the following Subsections 6.2 and
6.3 we denote by T̂op(E) the class made up of all the chosen subsquares Q̂,
and R̂0 (which is the dyadic subsquare of
1
2R0 with side length ℓ(R0)/4 which
contains E). Notice that it may happen that #T̂op(E) < #Top(E), because
not all the squares in Top(E) are high curvature squares.
6.2. Decomposition of c2(µ). We denote the class of all dyadic squares
contained in R̂0 by ∆, and the class of dyadic squares contained in R̂0 with
side length 2−j , by ∆j.
Given Q ∈ T̂op(E), let Ĝ(Q) be the set of points x ∈ Q which do not
belong to any square P ∈ T̂op(E), with P ( Q. Let us denote by Term(Q) the
family of maximal dyadic squares P ∈ T̂op(E), with P ( Q. Finally, we let
Tree(Q) be the class of dyadic squares contained in Q, different from Q, which
contain either a point x ∈ Ĝ(Q) or a square from Term(Q). The squares in
Term(Q) are called terminal squares of the tree Tree(Q), for obvious reasons.
Notice that we have
∆ = {R̂0} ∪
⋃
Q∈dTop(E)
Tree(Q),
and that Tree(Q) ∩ Tree(R) = ∅ if Q 6= R.
Given Q ∈ T̂op(E) with Q 6= R̂0, we denote by Root(Q) the square R
such that Q is a terminal square of Tree(R).
We split the curvature c2(µ) as follows:
c2(µ)&
∑
j
∑
Q∈∆j
∫
Q
(Kµ,j+10χE −Kµ,j−11χE) dµ
&
∑
R∈dTop(E)
∑
Q∈Tree(R)
∫
Q
(Kµ,J(Q)+10χE −Kµ,J(Q)−11χE) dµ.
Observe that if P ∈ Term(R) and x ∈ P , then∑
Q∈Tree(R)
χQ(x)
(
Kµ,J(Q)+10χE(x)−Kµ,J(Q)−11χE(x)
)
≥ Kµ,J(P )+10χE(x)−Kµ,J(R)−10χE(x).
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Therefore,
c2(µ)&
∑
R∈dTop(E)
∑
Q∈Term(R)
∫
Q
(
Kµ,J(Q)+10χE −Kµ,J(R)−10χE
)
dµ(6.2)
=
∑
Q∈dTop(E),Q 6=bR0
∫
Q
(
Kµ,J(Q)+10χE −Kµ,J(Root(Q))−10χE
)
dµ.
6.3. Proof of (5.11). By Lemma 6.1 (we use the same notation as in the
lemma), we have∑
R∈Top(E)
∑
Q∈Stop1/2max(R)∩HC(R)
θµ(R)
2µ(Q)
.
∑
R∈Top(E)
∑
Q∈Stop1/2max(R)∩HC(R)
θµ(R)
2µ(Q̂)
. N0
∑
P∈dTop(E),P 6=bR0
θµ(RP )
2µ(P ),
where N0 is the constant appearing in (a) of Lemma 5.2, and RP ∈ Top(E) is a
square such that P = P̂1 and P1 ∈ Stop
1/2
max(RP ) for some P1. The square RP is
not unique, but in any case remember that if P1 ∈ Stop
1/2
max(R1P )∩Stop
1/2
max(R2P ),
then θµ(R
1
P ) ≃ θµ(R
2
P ). By (6.1),
(6.3)
∑
R∈Top(E)
∑
Q∈Stop1/2max(R)∩HC(R)
θµ(R)
2µ(Q)
. ε−10
∑
P∈dTop(E),P 6=bR0
∫
P
(
Kµ,J(P )+10χE −Kµ,J(RP )−6χE
)
dµ.
For every P ∈ T̂op(E) different from R0, we have ℓ(RP ) ≤ 16ℓ(Root(P )).
This is clear if Root(P ) = R̂0. For Root(P ) 6= R̂0, let P1, R1 ∈ Top(E)
be such that P = P̂1, Root(P ) = R̂1. It is easily seen that P1 ( R1. If
ℓ(RP )/16 > ℓ(Root(P )) = ℓ(R1)/4, then P1 6∈ Stop(RP ), by the definition of
the family Stop(·) (since P1 ⊂ R1 and ℓ(R1) ≤ ℓ(RP )/8). Thus,
J(RP ) ≥ J(Root(P )) − 4,
and so
Kµ,J(P )+10χE −Kµ,J(RP )−6χE ≤ Kµ,J(P )+10χE −Kµ,J(Root(P ))−10χE.
From (6.3), (6.2), and the preceding estimate we get∑
R∈Top(E)
∑
Q∈Stop1/2max(R)∩HC(R)
θµ(R)
2µ(Q) . ε−10 c
2(µ). 
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7. Estimates for the low density squares
To prove the packing condition (3.1) it remains to show that
(7.1) µ
( ⋃
Q∈Stop1/2max(R)∩LD(R)
4Q
)
≤ ηµ(R),
with η = 1/(2C17) (notice that η is an absolute constant and it does not depend
either on A or δ).
7.1. The big and small squares Sj, j ∈ ILD(R). For each x ∈ 4Q,
Q ∈ Stop
1/2
max(R) ∩ LD(R), let Sx be a square such that x ∈
1
5Sx, θµ(Sx) ≤
C14δθµ(R), and ℓ(Sx) = 2
−mℓ(R) with m ≥ 1 (this square exists because of (c)
in Lemma 5.3). Moreover, we assume that Sx has maximal side length among
all the squares with these properties.
Let
⋃
j∈ILD(R)
Sj be a Besicovitch covering of
⋃
Q∈Stop1/2max(R)∩LD(R)
4Q, with
Sj := Sxj as explained above.
Lemma 7.1. There exist n0 ≥ 4 and C20 > 0 such that if ℓ(Sj) ≤ C
−1
20 ℓ(R)
for j ∈ ILD(R), then ℓ(64Sj) ≤ ℓ(2
n0Sj) ≤ ℓ(R) and µ(2
n0Sj) ≥ 2µ(Sj).
Proof. Given n0 such that ℓ(64Sj) ≤ ℓ(2
n0Sj) ≤ ℓ(R), we have
µ(2n0Sj) & δθµ(R)ℓ(2
n0Sj) = 2
n0δθµ(R)ℓ(Sj) & 2
n0µ(Sj).
Thus, for n0 big enough, we have µ(2
n0Sj) ≥ 2µ(Sj). So the lemma follows if
C20 is big enough too (so that ℓ(2
n0Sj) ≤ ℓ(R)).
To prove (7.1) we will distinguish two types of squares Sj . If Sj, j ∈ ILD(R),
satisfies
(7.2) ℓ(Sj) ≥ min
(
C−18 A
−2, C−120
)
ℓ(R),
where C8 is as defined in Lemma 4.4, and C20 in Lemma 7.1, then we write
j ∈ IbLD(R), and otherwise we set j ∈ I
s
LD(R) (the superindices “b” and “s”
stand for “big” and “small” respectively).
Next we estimate the measure µ of the family of the big squares Sj :
Lemma 7.2.
µ
( ⋃
j∈IbLD(R)
Sj
)
. A4δµ(R).
Proof. We set C21 := max(C8, C20). Then each square Sj, j ∈ I
b
LD(R),
satisfies ℓ(Sj) ≥ C
−1
21 A
−2ℓ(R). Since the family {Sj}j∈Ib
LD(R)
has finite super-
position we have
#IbLD(R) .
( ℓ(R)
infj∈Ib
LD(R)
ℓ(Sj)
)2
. A4.
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Therefore,∑
j∈IbLD(R)
µ(Sj) .
∑
j∈IbLD(R)
δℓ(Sj)θµ(R) . δµ(R) ·#I
b
LD(R) . A
4δµ(R).
7.2. Estimates for the small squares Sj, j ∈ I
s
LD(R). Now we turn our
attention to the small squares Sj. For each Q ∈ Stop
1/2
max(R) ∩ LD(R), let WQ
be the set
{x ∈ 12Q ∩ supp(µ) : Kµ,J(Q)+12χE(x)−Kµ,J(R)−2χE(x) ≤ Cε0θµ(R)
2
}
.
Remember that, by (5.5), µ(WQ) ≥ C
−1µ(Q) ≃ µ(4Q), since Q is 16-doubling.
For j ∈ ILD(R), we denote
Wj :=
⋃
Q∈Stop1/2max(R)∩LD(R)
WQ ∩ Sj .
Remember that the family {Sj}j∈Is
LD(R)
was obtained by an application of the
Besicovitch covering theorem. So {Sj}j∈Is
LD(R)
can be split into NB subfamilies
of pairwise disjoint squares Sj. Thus there exists a subfamily {Sj}j∈Is,0
LD(R)
,
Is,0LD(R) ⊂ I
s
LD(R), of pairwise disjoint squares such that
µ
( ⋃
j∈Is,0LD(R)
Wj
)
≥
1
NB
µ
( ⋃
j∈Is
LD(R)
Wj
)
.
We set
W :=
⋃
j∈ILDs,0(R)
Wj.
By the preceding lemma and since
∑
Q∈Stop1/2max(R)∩LD(R)
χ 1
2
Q ≤ C (see
Lemma 5.1), we get
µ
( ⋃
Q∈Stop1/2max(R)∩LD(R)
4Q
)
≤
∑
Q∈Stop1/2max(R)∩LD(R)
µ(4Q)(7.3)
.
∑
Q∈Stop1/2max(R)∩LD(R)
µ(WQ)
. µ
( ⋃
j∈IbLD(R)
Wj
)
+ µ
( ⋃
j∈Is
LD(R)
Wj
)
. A4δµ(R) +NB
∑
j∈ILDs,0(R)
µ(Wj).
Remark 7.3. Another useful property of our construction of the squares
Sj is the following: If Q ∈ Stop
1/2
max(R) ∩ LD(R) is such that Q ∩ Sj 6= ∅ (for
some j ∈ ILD(R)), then ℓ(Q) ≤ ℓ(Sj) and Q ⊂ 3Sj.
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Indeed, suppose that ℓ(Q) > ℓ(Sj). By Lemma 5.3 there exists some
square SQ such that Q ⊂
1
20SQ with θµ(SQ) ≤ C14δθµ(R), and ℓ(SQ) =
2−mℓ(R) with m ≥ 1. Then we have Sj ⊂ 3Q ⊂
1
5SQ, which is not possi-
ble, because of the choice of Sj with maximal size (besides other properties).
The inclusion Q ⊂ 3Sj is a direct consequence of the inequality ℓ(Q) ≤ ℓ(Sj)
and the fact that Q ∩ Sj 6= ∅.
Similar arguments show that, if Q ∈ Stop
1/2
max(R) ∩ LD(R), then
ℓ(Q) ≤ dist(Q,Sj) + ℓ(Sj).
For x ∈W , we set
ℓx := 2
−12 inf
{
ℓ(Q) : Q ∈ Stop1/2max(R) ∩ LD(R), x ∈ Q}.
Notice that, by the preceding remark, we have
(7.4) ℓx ≤ 2
−12
(
dist(x, Sj) + ℓ(Sj)
)
for each j ∈ ILDs,0(R). As a consequence, if x ∈ Sj, then ℓx ≤ 2
−12ℓ(Sj).
We consider the following truncated version of the curvature cµ(x, 2R, 2R),
for x ∈W :
c2tr,µ(x, 2R, 2R) :=
∫∫
y,z∈2R
|x−y|>ℓx
c(x, y, z)2dµ(y)dµ(z).
The next lemma follows easily from our construction.
Lemma 7.4. For every x ∈W ,
c2tr,µ(x, 2R, 2R) . ε0θµ(R)
2.
Proof. Let Q ∈ Stop
1/2
max(R) ∩ LD(R) be such that x ∈ WQ. By the
definition of WQ, we have
c2tr,µ(x, 2R, 2R)≤
∫∫
2−12ℓ(Q)<|x−y|≤4ℓ(R)
c(x, y, z)2 dµ(y)dµ(z)
=Kµ,J(Q)+12χE(x)−Kµ,J(R)−2χE . ε0θµ(R)
2.
For each j ∈ Is,0LD(R), let Lj be a segment of length H
1(Lj) = ℓ(Sj)/8
contained in 12Sj. The exact position and orientation of Lj will be fixed below.
Let ν be the following measure
dν =
∑
j∈Is,0LD(R)
µ(Wj)
H1(Lj)
dH1|Lj .
Lemma 7.5. The measure ν satisfies
(7.5) ν(B(x, r)) . CAθµ(R)r for all x ∈ C and r > 0,
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and if the position and orientation of each Lj are chosen appropriately, also
(7.6) c2(ν) ≤ C(A, δ)ε
1/50
0 θµ(R)
2µ(R).
We defer the proof of this lemma until Subsection 7.4. For the moment,
we only remark that it follows from the estimate of c2tr,µ(x, 2R, 2R) for x ∈W
in Lemma 7.4, by comparison.
Now we recall David-Le´ger’s theorem [Le´] (the quantitative version in [Le´,
Prop. 1.2]).
Theorem D. For any c0 > 0, there exists some εL > 0 such that if τ is
a Radon measure whose support is contained in a square R and satisfies:
(a) τ(R) ≥ ℓ(R),
(b) τ(B(x, r)) ≤ c0r for any x ∈ C, r > 0, and
(c) c2(τ) ≤ εLℓ(R),
then there exists a Lipschitz graph Γ with slope ≤ 1/10 (with respect to the
appropriate axes) such that τ(Γ) ≥
99
100
τ(R).
7.3. Proof of (5.9). Suppose that
(7.7) µ
( ⋃
Q∈Stop1/2max(R)∩LD(R)
4Q
)
> ηµ(R).
Remember that if δ is small enough, by (7.3),
(7.8) µ
( ⋃
Q∈Stop1/2max(R)∩LD(R)
4Q
)
≤
η
2
µ(R) + CNB
∑
j∈ILDs,0(R)
µ(Wj).
So we only have to estimate ∑
j∈ILDs,0(R)
µ(Wj) = ν(R).
From the assumption (7.7) and inequality (7.8) we deduce
(7.9) ν(R) ≥ C−1N−1B
η
2
µ(R) =: C−122 ηµ(R).
Considering the measure τ :=
C22
ηθµ(R)
ν, we have
τ(R) ≥
C22
ηθµ(R)
C−122 ηµ(R) = ℓ(R).
On the other hand, any ball B(x, r) satisfies
τ(B(x, r)) ≤
C22
η
CAr,
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because of the estimate on the linear growth of ν in Lemma 7.5. Further, from
the same lemma we also get the following estimate for c2(τ):
c2(τ)=
C322
η3θµ(R)3
c2(ν)
≤
C322
η3θµ(R)3
C(A, δ) ε
1/50
0 θµ(R)
2 µ(R) =
C322C(A, δ)
η3
ε
1/50
0 ℓ(R).
Therefore, by Theorem D, if ε0 is small enough, there exists a Lipschitz graph
Γ with slope ≤ 1/10 such that τ(Γ) ≥ 99100 τ(R), which is equivalent to saying
ν(Γ) ≥
99
100
ν(R).
Let J be the subset of indices j ∈ Is,0LD(R) such that Lj ∩ Γ 6= ∅. Notice
that if j ∈ J , we have H1(Γ ∩ Sj) ≥
1
2 ℓ(Sj) because Lj is contained in
1
2 Sj.
Thus, since the squares Sj, j ∈ J , are disjoint, we have∑
j∈J
ℓ(Sj) ≤ 2H
1(Γ) ≤ 10ℓ(R)
(of course, “10” is not the best constant here). Then we obtain
ν(R)≤
100
99
∑
j∈J
ν(Γ ∩ Lj) ≤
100
99
∑
j∈J
ν(Lj) ≤
100
99
∑
j∈J
µ(Sj)
. δ θµ(R)
∑
j∈J
ℓ(Sj) . δ θµ(R) ℓ(R) = δµ(R).
Thus, if δ has been chosen small enough, we get a contradiction to (7.9). 
7.4. Proof of Lemma 7.5. To simplify notation, in this subsection we write
J0 := I
s,0
LD(R).
The linear growth condition (7.5) follows easily from the fact that if x ∈ Sj,
j ∈ J0, then µ(B(x, r)) . Aθµ(R)r for r ≥ ℓ(Sj), and also
µ(Wj)
H1(Lj)
. θµ(Sj) . θµ(R).
The details are left for the reader.
The proof of (7.6) is more delicate. If, instead of choosing an appropriate
orientation for each segment Lj, we assume all the Lj ’s to be parallel to the x
axis, say, then instead of (7.6) we would get an estimate such as
c2(ν) ≤ C23(A, δ)θµ(R)
2µ(R),
where C23(A, δ) is a large constant. Unfortunately this estimate is not enough
for our purposes, because for the application of Le´ger’s theorem to the measure
τ in Subsection 7.3, we need C23(A, δ) ≤ εL.
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The position and orientation of each segment Lj, j ∈ J0, will be fixed with
the help of a balanced square Ŝj concentric with Sj , with Sj ⊂ Ŝj ⊂ C(A, δ)Sj .
We will show that Wj is contained in a thin strip Vj associated to Ŝj. The
segment Lj will be a segment parallel to the strip Vj, with length ℓ(Sj)/8, so
that the middle point of Lj coincides with some point in Wj ∩
1
5Sj .
7.4.1. Preliminary lemmas. For each j ∈ J0, by Lemmas 4.4 and 7.1 there
exists a square Ŝj concentric with Sj satisfying
64ℓ(Sj) ≤ ℓ(Ŝj) ≤ min
(
8ℓ(R), C(A, δ)
)
ℓ(Sj),
such that Ŝj ∈ Bal(µ) and µ(Ŝj \ Sj) ≥
1
2 µ(Ŝj).
Lemma 7.6. For each j ∈ J0 there exist two squares Q
1
j , Q
2
j ⊂ Ŝj and an
infinite strip Vj of width ≤ ε
1/6
0 ℓ(Sj) which contains 10ε
−1/50
0 Ŝj ∩W such that
(a) dist(Q1j , Q
2
j ) ≥ aℓ(Ŝj),
(b) ℓ(Qij) ≤
a
10
ℓ(Ŝj) for i = 1, 2, and
(c) µ(Qij ∩ Vj) ≥
b
2
µ(Ŝj) for i = 1, 2,
when ε0 is small enough.
The constants a and b which appear in the lemma are the ones in Re-
mark 4.3.
Proof. Since Ŝj ∈ Bal(µ), there are squares Q
1
j , Q
2
j ⊂ Ŝj satisfying the
properties (a) and (b) and such that µ(Qij) ≥ bµ(Ŝj), i = 1, 2. In order to
show the existence of the strip Vj , we will first prove that most of supp(µ)∩ Ŝj
is very close to some line.
Let x0 ∈W ∩
1
5Sj (x0 exists because of the construction of Sj). By (7.4),
for any y ∈ Ŝj \ Sj, we have |y − x0| > ℓx0 . Thus, by Lemma 7.4,∫∫
y∈bSj\Sj
z∈bSj
c(x0, y, z)
2 dµ(y)dµ(z)
≤
∫∫
y,z∈bSj
|x0−y|>ℓx0
c(x0, y, z)
2 dµ(y)dµ(z) . ε0θµ(R)
2.
Therefore, there exists some y0 ∈ Ŝj \ Sj such that∫
z∈bSj
c(x0, y0, z)
2 dµ(z) .
ε0θµ(R)
2
µ(Ŝj \ Sj)
≤
2ε0θµ(R)
2
µ(Ŝj)
.
By Tchebychev, we obtain
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µ
{
z ∈ Ŝj : dist(z, Lx0,y0) > ε
1/4
0 ℓ(Ŝj)
}
≤
1
4ε
1/2
0
∫
bSj
(
2dist(z, Lx0,y0)
ℓ(Ŝj)
)2
dµ(z)
≤
ℓ(Ŝj)
2
ε
1/2
0
∫
bSj
(
2dist(z, Lx0,y0)
|x0 − z||z − y0|
)2
dµ(z) =
ℓ(Ŝj)
2
ε
1/2
0
c2µ(x0, y0, Ŝj)
. 2ε
1/2
0
(
θµ(R)
θµ(Ŝj)
)2
µ(Ŝj) .
ε
1/2
0
δ2
µ(Ŝj).
Let V˜j be the infinite strip with axis Lx0,y0 and width 2ε
1/4
0 ℓ(Ŝj). If ε0 is small
enough, we infer that
(7.10) µ(Ŝj \ V˜j) ≤
Cε
1/2
0
δ2
µ(Ŝj) ≤
1
2
µ(Qij)
for i = 1, 2, since µ(Qij) ≥ bµ(Ŝj). Therefore, µ(Q
i
j ∩ V˜j) ≥
1
2µ(Q
i
j) for each i.
This will imply the statement (c) because we will construct Vj so that Vj ⊃ V˜j.
It remains to define Vj and to show that 10ε
−1/50
0 Ŝj ∩ W ⊂ Vj. Take
y ∈ Q1j ∩ V˜j and z ∈ Q
2
j ∩ V˜j . Since dist(y, z) ≥ aℓ(Ŝj) (with a = 1/40), the
segment Ly,z ∩ 30ε
−1/50
0 Ŝj is contained in some strip with the same axis as V˜j
and width Cε
1/4
0 ℓ(30ε
−1/50
0 Ŝj) ≤ ε
1/5
0 ℓ(Ŝj)/3 (assuming ε0 small enough).
Let Vj be the strip with the same axis as V˜j and width ε
1/5
0 ℓ(Ŝj) (which is≤
ε
1/6
0 ℓ(Sj) for ε0 small). If x ∈ 10ε
−1/50
0 Ŝj \Vj , then dist(x,Ly,z) > ε
1/5
0 ℓ(Ŝj)/3,
and so
c(x, y, z) ≥
C−1ε
1/5
0 ℓ(Ŝj)
ℓ
(
10ε
−1/50
0 Ŝj
)2 = C−1ε6/250 ℓ(Ŝj)−1.
Thus,
c2µ(x,Q
1
j , Q
2
j ) ≥ C
−1ε
12/25
0 ℓ(Ŝj)
−2 µ(Q1j )µ(Q
2
j ) ≥ C(A, δ)
−1ε
12/25
0 θµ(R)
2,
which is larger than Cε0θµ(R)
2 as ε0 has been taken small enough. Further,
from (7.4) it easily follows that ℓx ≤ 2
−12
(
dist(x, Ŝj) + ℓ(Ŝj)
)
, and then either
ℓx ≤ dist(x,Q
1
j ) or ℓx ≤ dist(x,Q
2
j ). As a consequence,
c2tr,µ(x, 2R, 2R) ≥ c
2
µ(x,Q
1
j , Q
2
j) > Cε0θµ(R)
2,
and so x 6∈W .
The orientation of the segments Lj, j ∈ J0, which support ν is chosen
so that each Lj is supported on the axis of Vj . Remember also that Lj has
length ℓ(Sj)/8. We assume that its middle point coincides with some point in
W ∩ 15Sj (for example, the point x0 appearing in the proof of the preceding
lemma). Notice that, in particular, we have Lj ⊂
1
2Sj ∩ Vj.
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We denote
̂̂
Sj := ε
−1/50
0 Ŝj. Given two lines L and M , ∡(L,M) stands for
the angle between L and M (it does not matter which one of the two possible
angles because we will always deal with its sinus). Also, given x, y, z ∈ C, we
set ∡(x, y, z) := ∡(Lx,y, Ly,z).
slowly, in a sense.
Lemma 7.7. Let Sj, Sk, j, k ∈ J0, be such that 3
̂̂
Sj ∩ 3
̂̂
Sk 6= ∅. Suppose
that ℓ(
̂̂
Sj) ≥ ℓ(
̂̂
Sk). Then, either sin∡(Lj, Lk) ≤ Cε
1/6
0 or ℓ(Sk) ≤ ε
3/5
0 ℓ(Sj).
In any case, Lk is contained in a strip with the same axis as Vj and width
ε
1/8
0 ℓ(Sj).
Proof. First we will show that either sin∡(Lj , Lk) ≤ Cε
1/6 or ℓ(Sk) ≤
ε
3/5
0 ℓ(Sj).
From the assumptions in the lemma we deduce that 3
̂̂
Sk ⊂ 9
̂̂
Sj . By
construction there exists some x ∈W ∩Lk. Consider the squares Q
1
j , Q
2
j ⊂ Ŝj
mentioned in Lemma 7.6. Suppose that Q1j is the one which is farther from x,
so that dist(x,Q1j ) ≥ C
−1ℓ(Ŝj). Take also the square Q
i
k, i = 1 or 2, which
is farther from x. Suppose this is Q1k, and so dist(x,Q
1
k) ≥ C
−1ℓ(Ŝk). Take
y ∈ Q1j ∩ Vj and z ∈ Q
1
k ∩ Vk. Since x, y ∈ Vj, clearly we have
sin∡(Lj,
↔
xy) ≤
width of Vj
|x− y|
≤ Cε1/6,
and, analogously, since x ∈ Vk, sin∡(Lk,
↔
xz) ≤ Cε
1/6
0 . So we infer that
sin∡(Lj, Lk) ≤ C sin∡(y, x, z) + Cε
1/6
0 .
Therefore,
c(x, y, z) =
2 sin∡(y, x, z)
|y − z|
≥ C−1
sin∡(Lj , Lk)− Cε
1/6
0
ℓ(
̂̂
Sj)
.
Thus,∫∫
y∈Q1j∩Vj
z∈Q1k∩Vk
c(x, y, z)2 dµ(y)dµ(z)
≥ C−1
(
sin∡(Lj , Lk)− Cε
1/6
0
)2
ℓ(
̂̂
Sj)2
µ(Q1j ∩ Vj)µ(Q
1
k ∩ Vk)
≥ C(A, δ)−1
(
sin∡(Lj , Lk)− Cε
1/6
0
)2
ε
−1/25
0 ℓ(Ŝj)
2
µ(Ŝj)µ(Ŝk)
≥ C(A, δ)−1
(
sin∡(Lj , Lk)− Cε
1/6
0
)2
ε
−1/25
0 ℓ(Ŝj)
θµ(R)
2ℓ(Ŝk).
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On the other hand, it is easily seen that
c2tr,µ(x, 2R, 2R) ≥
∫∫
y∈Q1j∩Vj
z∈Q1k∩Vk
c(x, y, z)2 dµ(y)dµ(z).
Since x ∈W , we have c2tr,µ(x, 2R, 2R) ≤ ε0θµ(R)
2, and then we get
ℓ(Ŝk)
(
sin∡(Lj , Lk)− C24ε
1/6
0
)2
≤ C(A, δ)ε
24/25
0 ℓ(Ŝj).
So we deduce that either sin∡(Lj, Lk) ≤ 2C24ε
1/6
0 , or otherwise,
ℓ(Ŝk) ≤ C(A, δ)ε
24/25
0 ε
−1/3
0 ℓ(Ŝj).
Thus,
ℓ(Sk) ≤ C(A, δ)ε
47/75
0 ℓ(Ŝj) ≤ ε
3/5
0 ℓ(Sj),
assuming ε0 small enough.
It remains to show that, in any case, Lk lies in a thin strip with the same
axis as Vj. Remember that x ∈ Lk ∩ Vj . If ℓ(Sk) ≤ ε
3/5
0 ℓ(Sj), then Sk (and
thus Lk) is contained in a strip with the same axis as Vj and width
ε
1/6
0 ℓ(Sj) + 2ε
3/5
0 ℓ(Sj) ≤ ε
1/8
0 ℓ(Sj)
(for ε0 small).
Supposing now that sin∡(Lj , Lk) ≤ Cε
1/6
0 , we have
ℓ(Sk) ≤ ℓ(Ŝk) = ε
1/50
0 ℓ(
̂̂
Sk) ≤ ε
1/50
0 ℓ(
̂̂
Sj) = ℓ(Ŝj) ≤ C(A, δ)ℓ(Sj).
We deduce that Lk is also contained in a strip with the same axis as Vj and
width
ε
1/6
0 ℓ(Sj) + 2ℓ(Sk) sin∡(Lj , Lk) ≤ ε
1/6
0 ℓ(Sj) +C(A, δ)ε
1/6
0 ℓ(Sj) ≤ ε
1/8
0 ℓ(Sj),
for ε0 sufficiently small again.
Lemma 7.8. Given j ∈ J0, let x ∈ Lj , y, z 6∈ Sj, x1 ∈ Q
1
j ∩ Vj, and
x2 ∈ Q
2
j ∩ Vj. Then,
c(x, y, z) ≤ C(A, δ)
[
c(x1, y, z) + c(x2, y, z)
]
+
Cε
1/6
0 ℓ(Sj)
|x− y||x− z|
.
Proof. Let x′ be the orthogonal projection of x onto the line Lx1,x2. Since
x1, x2 ∈ Vj and
|x1 − x2| ≥ ℓ(Ŝj)/40≫ width of Vj ,
the segment Lx1,x2 ∩ Sj is contained in CVj, where CVj stands for the strip
with the same axis as Vj and width C times the one of Vj. Remember also
that Lj is a segment supported on the axis of Vj . As a consequence,
|x− x′| = dist(x,Lx1,x2) ≤ C width of Vj ≤ Cε
1/6
0 ℓ(Sj).
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By Lemma 3.5,
(7.11) c(x, y, z) ≤ c(x′, y, z) +
C|x− x′|
|x− y||x− z|
,
because x, x′ are in Sj and far from ∂Sj , while y, z 6∈ Sj.
It can be shown that there exists some absolute constant C such that
dist(x,Ly,z) ≤ C
(
dist(x1, Ly,z) + dist(x2, Ly,z)
)
.
This follows easily from the fact that x′, x1, x2 are collinear and |x1 − x2| ≥
C−1|x′ − x1|. Notice also that, for i = 1, 2,
|xi − y| ≤ C(A, δ)|x
′ − y| and |xi − z| ≤ C(A, δ)|x
′ − z|.
In fact, the constants C(A, δ) above depend on the ratio ℓ(Ŝj)/ℓ(Sj). We get
c(x′, y, z)=
2dist(x,Ly,z)
|x− y||x− z|
≤
C(A, δ)dist(x1, Ly,z)
|x1 − y||x1 − z|
+
C(A, δ)dist(x2, Ly,z)
|x2 − y||x2 − z|
=C(A, δ)
[
c(x1, y, z) + c(x2, y, z)
]
.
From this estimate, (7.11), and the fact that |x − x′| . ε
1/6
0 ℓ(Sj), the lemma
follows.
Lemma 7.9. Let Mtr,µ be the following (truncated) maximal operator
Mtr,µf(x) = sup
Q:x∈ 1
2
Q
ℓ(Q)>8ℓ(Sx)
1
µ(Q)
∫
Q∩2R
|f | dµ, for x ∈
⋃
j∈J0
Sj ,
where Sx is the square Sj , j ∈ J0, which contains x. Then, Mtr,µ is bounded
from L2(µ) into L2(ν), with norm depending on A and δ.
Notice that the notation “Sx” was also used at the beginning of Subsection
7.1, but with a different meaning.
Proof. We immediately check that Mtr,µ is bounded from L
∞(µ) into
L∞(ν). So, by interpolation it is enough to show that it is also bounded
from L1(µ) into L1,∞(ν). Take a fixed λ > 0. If Mtr,µf(x) > λ for some
x ∈ supp(ν), there is a square Qx such that x ∈
1
2Qx, ℓ(Qx) > 8ℓ(Sx), and∫
Qx
|f |dµ/µ(Qx) > λ. By the Besicovitch covering theorem, there exists a
family of points {xi}i ⊂ supp(ν) so that the family of squares {Qxi}i has
finite overlap and {x : Mtr,µf(x) > λ} ⊂
⋃
iQxi . Since ℓ(Qxi) > 8ℓ(Sxi) and
xi ∈
1
2Qxi , it is easy to check that there exists a square P concentric with Sxi
and with side length ℓ(P ) = ℓ(Qxi)/2 such that Sxi ⊂ P ⊂ Qxi . Then,
ν(Qxi) ≤ CAθµ(R)ℓ(Qxi) = CAθµ(R)ℓ(P ) ≤ CAδ
−1µ(P ) ≤ C(A, δ)µ(Qxi).
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Thus,
ν{x :Mtr,µf(x) > λ}≤
∑
i
ν(Qxi) ≤ C(A, δ)
∑
i
µ(Qxi)
≤
C(A, δ)
λ
∑
i
∫
Qxi
|f | dµ ≤
C(A, δ)
λ
∫
|f | dµ.
7.4.2. Proof of (7.6). As in the preceding lemma, for x ∈
⋃
j∈J0
Sj, we
denote by Sx be the square Sj , j ∈ J0, which contains x. Analogously, Ŝx,
̂̂
Sx,
Q1x, Q
2
x, and Vx stand for Ŝj,
̂̂
Sj , Q
1
j , Q
2
j , and Vj respectively.
We denote
F1 :=
{
(x, y, z) ∈ (
⋃
j∈J0
Sj)
3 : Sx = Sy 6= Sz
}
,
F2 :=
{
(x, y, z) ∈ (
⋃
j∈J0
Sj)
3 : Sx 6= Sy 6= Sz 6= Sx
}
,
F3 :=
{
(x, y, z) ∈ F2 : 3
̂̂
Sy ∩ 3
̂̂
Sz = ∅
}
,
F4 :=
{
(x, y, z) ∈ F2 : 3
̂̂
Sx ∩ 3
̂̂
Sy 6= ∅, 3
̂̂
Sx ∩ 3
̂̂
Sz 6= ∅, 3
̂̂
Sy ∩ 3
̂̂
Sz 6= ∅
}
.
Since c2(ν|Sj ) = 0 for all j ∈ J0,
c2(ν) =
∫∫∫(S
j∈J0
Sj
)3 c(x, y, z)2 dν(x)dν(y)dν(z)
= 3
∫∫∫
F1
· · ·+
∫∫∫
F2
· · · ≤ 3
∫∫∫
F1
· · ·+ 3
∫∫∫
F3
· · ·+
∫∫∫
F4
· · ·
=: 3I1 + 3I3 + I4.
(7.12)
• Estimates for I3. If y
′ ∈ Sy ∩W and z
′ ∈ Sz ∩W , by Lemma 3.5
c(x, y, z) ≤ c(x, y′, z′) +
Cℓ(Sy)
|y − x||y − z|
+
Cℓ(Sz)
|z − x||z − y|
(7.13)
=: c(x, y′, z′) + C
[
Ty(x, y, z) + Tz(x, y, z)
]
.
Then it easily follows that
I3 ≤ 2
∫∫∫
(x,y,z)∈F2
y,z∈W
3
bbSy∩3 bbSz=∅
c(x, y, z)2 dν(x)dµ(y)dµ(z)(7.14)
+C
∫∫∫
(x,y,z)∈F2
3
bbSy∩3 bbSz=∅
[
Ty(x, y, z)
2 + Tz(x, y, z)
2
]
dν(x)dν(y)dν(z)
=: 2I3,1 + C I3,2.
Although it is not written explicitly, all the integrals above are restricted to
(2R)3 (and the same for the rest of the proof of (7.6)).
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First, dealing with the term I3,2, we have∫∫∫
(x,y,z)∈F2
3
bbSy∩3 bbSz=∅
Ty(x, y, z)
2 dν(x)dν(y)dν(z) ≤
∫∫∫
|y−x|>ℓ(Sy)/2
|y−z|>ℓ(
bbSy)
· · ·
≤
∫ (∫
|y−x|>ℓ(Sy)/2
ℓ(Sy)
|y − x|2
dν(x)
)(∫
|y−z|>ℓ(
bbSy)
ℓ(Sy)
|y − z|2
dν(z)
)
dν(y)
≤ C
(
Aθµ(R)
)(
Aθµ(R)
ℓ(Sy)
ℓ(
̂̂
Sy)
)
ν(C) ≤ CA2θµ(R)
2 ε
1/50
0 µ(R).
We have analogous estimates for the integral of Tz(· · · )
2. Thus,
I3,2 ≤ CA
2θµ(R)
2 ε
1/50
0 µ(R).
Now we consider the term I3,1 in (7.14). By Lemma 7.8, for all x1 ∈ Q
1
x∩Vx
and x2 ∈ Q
2
x ∩ Vx we have
c(x, y, z) ≤ C(A, δ)
[
c(x1, y, z) + c(x2, y, z)
]
+
Cε
1/6
0 ℓ(Sx)
|x− y||x− z|
.
Integrating over x1 ∈ Q
1
x ∩ Vx and over x2 ∈ Q
2
x ∩ Vx with respect to µ, we
obtain
c(x, y, z)≤
C(A, δ)
µ(Ŝx)
(∫
x1∈Vx∩Q1x
c(x1, y, z)dµ(x1) +
∫
x2∈Vx∩Q2x
c(x2, y, z)dµ(x2)
)
+Cε
1/6
0 Tx(x, y, z),
where Tx(x, y, z) := ℓ(Sx)/
(
|x− y||x− z|
)
. Therefore,
c(x, y, z)≤
C(A, δ)
µ(Ŝx)
∫
bSx
c(w, y, z) dµ(w) + Cε
1/6
0 Tx(x, y, z)
≤C(A, δ)Mtr,µ
[
c(·, y, z)
]
(x) + Cε
1/6
0 Tx(x, y, z).
Thus,
I3,1≤C(A, δ)
∫∫∫
3
bbSy∩3 bbSz=∅
Mtr,µ
[
c(·, y, z)
]
(x)2 dν(x)dµ(y)dµ(z)
+ Cε
1/3
0
∫∫∫
|x−y|,|x−z|≥ℓ(Sx)/2
Tx(x, y, z)
2 dν(x)dµ(y)dµ(z).
The last integral on the right side is estimated as follows:∫∫∫
|x−y|,|x−z|≥ℓ(Sx)/2
Tx(x, y, z)
2 dν(x)dµ(y)dµ(z)
≤
∫ (∫
|x−y|>ℓ(Sx)/2
1
|x− y|2
dµ(y)
)2
dν(x) ≤ CA2θµ(R)
2µ(R).
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On the other hand, by Lemma 7.9 we know that Mtr,µ is bounded from
L2(µ) into L2(ν). So we have
I3,1≤C(A, δ)
∫∫∫
3
bbSy∩3 bbSz=∅
c(x, y, z)2 dµ(x)dµ(y)dµ(z)
+Cε
1/3
0 A
2θµ(R)
2µ(R).
It is easy to check that∫∫∫
3
bbSy∩3 bbSz=∅
c(x, y, z)2 dµ(x)dµ(y)dµ(z)≤
∫
c2tr,µ(y, 2R, 2R) dµ(y)
≤Cε0θµ(R)
2µ(2R).
From the preceding estimates for I3,1 and I3,2, we get
I3 ≤ C(A, δ)ε
1/50
0 θµ(R)
2µ(R).
• Estimates for I4. By Fubini, we have
I4 ≤ 3
∫∫∫
(x,y,z)∈F4
ℓ(
bbSx)≥ℓ( bbSy)≥ℓ( bbSz)
c(x, y, z)2 dν(x)dν(y)dν(z) =: 3I ′4.
Now we split I ′4 as follows:
I ′4 =
(∫∫∫
(x,y,z)∈F4
ℓ(
bbSx)≥ℓ( bbSy)≥ℓ( bbSz)
ℓ(Sx)≥ℓ(
bbSy)
+
∫∫∫
(x,y,z)∈F4
ℓ(
bbSx)≥ℓ( bbSy)≥ℓ( bbSz)
ℓ(Sx)<ℓ(
bbSy)
)
c(x, y, z)2 dν(x)dν(y)dν(z)
=: I4,1 + I4,2.
First we will study I4,1. For (x, y, z) in the domain of integration of I4,1
we have
|x− y| ≥
ℓ(Sx)
4
≥
ℓ(
̂̂
Sy)
4
and |x− z| ≥
ℓ(Sx)
4
≥
ℓ(
̂̂
Sy)
4
≥
ℓ(
̂̂
Sz)
4
.
The estimates for I4,1 are similar to the ones for I3. Indeed, consider y
′ ∈ Sy∩W
and z′ ∈ Sz ∩W , so that (7.13) also holds in this case. Instead of (7.14) now
we get
I4,1 ≤ 2
∫∫∫
(x,y,z)∈F4
y,z∈W
c(x, y, z)2 dν(x)dµ(y)dµ(z)
+ C
∫∫∫
(x,y,z)∈F4
|x−y|≥ℓ(
bbSy)/4
|x−z|≥ℓ(
bbSz)/4
[
Ty(x, y, z)
2 + Tz(x, y, z)
2
]
dν(x)dµ(y)dµ(z).
(7.15)
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We have∫∫∫
(x,y,z)∈F4
|x−y|≥ℓ(
bbSy)/4
|x−z|≥ℓ(
bbSz)/4
Ty(x, y, z)
2 dν(x)dµ(y)dµ(z) ≤
∫∫∫
|y−x|>ℓ(
bbSy)/4
|y−z|>ℓ(Sy)/4
· · ·
≤
∫ (∫
|y−x|>ℓ(Sy)/4
ℓ(Sy)
|y − x|2
dν(x)
)(∫
|y−z|>ℓ(
bbSy)/4
ℓ(Sy)
|y − z|2
dµ(z)
)
dµ(y)
≤ C
(
Aθµ(R)
)(
Aθµ(R)
ℓ(Sy)
ℓ(
̂̂
Sy)
)
µ(R) ≤ CA2θµ(R)
2 ε
1/50
0 µ(R).
Analogous estimates hold for the integral of Tz(· · · )
2 since in the domain of
integration we have |x− z| ≥ ℓ(
̂̂
Sz)/4.
To estimate the integral∫∫∫
(x,y,z)∈F4
y,z∈W
c(x, y, z)2 dν(x)dµ(y)dµ(z)
in (7.15), the same arguments used for I3,1 work in this case. Only some minor
changes which are left for the reader are required.
Now we deal with I4,2. Take (x, y, z) in the domain of integration of I4,2.
Since ℓ(
̂̂
Sx) ≥ ℓ(
̂̂
Sy) ≥ ℓ(
̂̂
Sz), 3
̂̂
Sx ∩ 3
̂̂
Sy 6= ∅, and 3
̂̂
Sx ∩ 3
̂̂
Sz 6= ∅, we have
3
̂̂
Sy, 3
̂̂
Sz ⊂ 9
̂̂
Sx. Remember that, by Lemma 7.7, the segments Ly, Lz (and
thus y and z) are contained in a strip with the same axis as Vx and width
ε
1/8
0 ℓ(Sx). Therefore,
sin∡(Lx,
↔
xy) ≤
ε
1/8
0 ℓ(Sx)
|x− y|
≤
ε
1/8
0 ℓ(Sx)
C−1ℓ(Sx)
≤ Cε
1/8
0 ,
and, in the same way, sin∡(Lx,
↔
xz) ≤ Cε
1/8
0 . Thus, we get
sin∡(y, x, z) ≤ C
(
sin∡(Lx,
↔
xy) + sin∡(Lx,
↔
xz)
)
≤ Cε
1/8
0 .
Therefore, since ℓ(Sx) < ℓ(
̂̂
Sy),
c(x, y, z) =
2 sin∡(y, x, z)
|y − z|
≤
Cε
1/8
0
ℓ(Sy)
≤
C(A, δ) ε
1/8
0
ε
1/50
0 ℓ(
̂̂
Sy)
≤
C(A, δ) ε
21/200
0
ℓ(Sx)
,
and so
I4,2≤
∫
x∈2R
(∫∫
y,z∈9
bbSx
C(A, δ) ε
21/100
0
ℓ(Sx)2
dµ(y)dµ(z)
)
dµ(x)
≤C(A, δ)ε
21/100
0 ε
−1/25θµ(R)
2µ(R) = C(A, δ)ε
17/100
0 θµ(R)
2µ(R).
Gathering the estimates for I4,1 and I4,2, we obtain
I4 ≤ C(A, δ) (ε
1/50
0 + ε
17/100
0 ) θµ(R)
2µ(R) ≤ C(A, δ)ε
1/50
0 θµ(R)
2µ(R).
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• Estimates for I1. We have
I1 =
∫∫∫
x∈supp(ν)
y∈Lx
z 6∈
bbSx
c(x, y, z)2 dν(x)dν(y)dν(z)
+
∫∫∫
x∈supp(ν)
y∈Lx
z∈
bbSx\Sx
c(x, y, z)2 dν(x)dν(y)dν(z) =: I1,1 + I1,2.
The term I1,1 is estimated as follows:
I1,1≤
∫∫∫
x∈supp(ν)
y∈Lx
|x−z|>ℓ(
bbSx)/4
1
|x− z|2
dν(x)dν(y)dν(z)
≤
∫
x∈supp(ν)
CAθµ(R)ν(Lx)
ℓ(
̂̂
Sx)
dν(x) ≤ CAθµ(R)
2ε
1/50
0 µ(R),
since ν(Lx)/ℓ(
̂̂
Sx) ≤ Cθµ(R)ℓ(Sx)/ℓ(
̂̂
Sx) ≤ Cθµ(R)ε
1/50 and ν(C) ≤ Cµ(R).
Finally we turn our attention to I1,2. Consider (x, y, z) in the domain of
integration of I1,2. Clearly, in this case we have
̂̂
Sx∩
̂̂
Sz 6= ∅. If ℓ(
̂̂
Sz) ≤ ℓ(
̂̂
Sx),
by Lemma 7.7, z is contained in a strip with the same axis as Vx and width
ε
1/8
0 ℓ(Sx).
Suppose now that ℓ(
̂̂
Sz) > ℓ(
̂̂
Sx). Then, again by Lemma 7.7, either
sin∡(Lx, Lz) ≤ Cε
1/6
0 or ℓ(Sx) ≤ ε
3/5
0 ℓ(Sz). However, the latter inequality
cannot hold because it implies
|x− z| ≥ ℓ(Sz)/4 ≥ ε
−3/5
0 ℓ(Sx)/4≫ ℓ(
̂̂
Sx),
and so z 6∈
̂̂
Sx. Then the condition sin∡(Lx, Lz) ≤ Cε
1/6
0 holds. Further, we
have ℓ(Sz) ≤ 2ℓ(
̂̂
Sx) because z ∈
̂̂
Sx. As a consequence, we easily infer that z
lies in a thin strip with the same axis as Vx and width
ε
1/6
0 ℓ(Sx) + Cε
1/6
0 ℓ(
̂̂
Sx) ≤ C(A, δ)ε
1/6−1/50
0 ℓ(Sx) ≤ ε
2/15
0 ℓ(Sx),
for ε0 small enough.
So in any case z is contained in the strip with the same axis as Vx and
width ε
2/15
0 ℓ(Sx). As a consequence, we deduce
sin∡(x, y, z) .
ε
2/15
0 ℓ(Sx)
|y − z|
. ε
2/15
0 .
Thus, c(x, y, z) . ε
2/15
0 /|x− z| . ε
2/15
0 /ℓ(Sx), and so
I1,2.
∫
x∈supp(ν)
Aε
4/15
0
ℓ(Sx)2
θµ(R)
2ℓ(
̂̂
Sx)ℓ(Sx) dν(x)
≤C(A, δ)ε
4/15−1/50
0 θµ(R)
2µ(R) = C(A, δ)ε
37/150
0 θµ(R)
2µ(R).
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• End of the proof. By the estimates obtained for I1, I3 and I4, we get
c2(ν) ≤ C(A, δ)θµ(R)
2ε
1/50
0 µ(R).
8. The curvature of ϕ♯µ
In this section we denote σ := ϕ♯µ and F := ϕ(E).
Given a square Q, we say that ϕ(Q) is a ϕ-square. If xQ is the center of
Q, then we call ϕ(xQ) the center of ϕ(Q). We also set ℓ(ϕ(Q)) := ℓ(Q). Since
ϕ is bilipschitz, we have ℓ(ϕ(Q)) ≃ diam(ϕ(Q)). We will often use the letters
P,Q,R to denote ϕ-squares too. If Q is a dyadic (or 4-dyadic) square, we say
that ϕ(Q) is a dyadic (or 4-dyadic) ϕ-square.
If Q = ϕ(Q0) is a ϕ-square, we let λQ = ϕ(λQ0), for λ > 0. Then Q is
λ-doubling if σ(λQ) ≤ Cσ(Q) for some C ≥ 1. We also set
θσ(Q) :=
21/2σ(Q)
diam(Q)
(the number 21/2 is due to aesthetic reasons; if ϕ is the identity, then the
definition coincides with (2.1)) and if R is another ϕ-square which contains Q,
we put
δσ(Q,R) :=
∫
RQ\Q
1
|y − xQ|
dσ(y),
where xQ stands for the center of Q and RQ is the smallest ϕ-square concentric
with Q that contains R.
Given a family Top(F ) of 4-dyadic ϕ-squares and a fixed Q ∈ Top(F ),
we denote by Stop(Q) the subfamily of ϕ-squares which satisfy the properties
(a), (b), (c) stated at the beginning of Section 3 (with squares replaced by ϕ-
squares). The set G(Q) is also defined as in Section 3, with ϕ-squares instead
of squares.
Main Lemma 8.1. Let σ be a Radon measure supported on a compact
F ⊂ C. Suppose that σ(B(x, r)) ≤ C0r for all x ∈ C, r > 0. Let Top(F )
be a family of 4-dyadic 16-doubling ϕ-squares (called top ϕ-squares) which
contains some 4-dyadic ϕ-square R0 such that F ⊂ R0, and such that for each
Q ∈ Top(F ) there exists a C25-AD regular curve ΓQ satisfying :
(a) σ-almost every point in G(Q) belongs to ΓQ.
(b) For each P ∈ Stop(Q) there exists some ϕ-square P˜ containing P such
that δσ(P, P˜ ) ≤ Cθσ(Q) and P˜ ∩ ΓQ 6= ∅.
(c) If P is a ϕ-square with ℓ(P ) ≤ ℓ(Q) such that either P ∩ G(Q) 6= ∅
or there is another ϕ-square P ′ ∈ Stop(Q) such that P ∩ P ′ 6= ∅ and
ℓ(P ′) ≤ ℓ(P ), then σ(P ) ≤ C θσ(Q) ℓ(P ).
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Then,
c2(σ) ≤ C
∑
Q∈Top(F )
θσ(Q)
2σ(Q).
We will prove this lemma in Subsections 8.2–8.8.
8.1. Proof of Theorem 1.3. This is an easy consequence of Main Lemmas
3.1 and 8.1. Indeed, if c2(µ) < ∞, then we have the corona decomposition
given by Main Lemma 3.1. Applying the bilipschitz map ϕ, we obtain another
corona decomposition for F = ϕ(E) like the one required in Main Lemma 8.1.
In particular, notice that ϕ sends AD regular curves to AD regular curves, and
also if Q,R are squares such that Q ⊂ R, then
δσ(ϕ(Q), ϕ(R))=
∫
ϕ(RQ)\ϕ(Q)
1
|y − xϕ(Q)|
dσ(y)
=
∫
RQ\Q
1
|ϕ(y)− ϕ(xQ)|
dµ(y)
≤
∫
RQ\Q
C
|y − xQ|
dµ(y) = Cδµ(Q,R),
with C depending on ϕ. So, by Main Lemma 8.1, c2(σ) .
(
µ(E) + c2(µ)
)
. 
8.2. Decomposition of c2(σ). We start the proof of Main Lemma 8.1.
Observe that
c2(σ) ≤ 3
∫∫∫
|x−y|≥|x−z|,|y−z|
c(x, y, z)2 dσ(x)dσ(y)dσ(z).
We now introduce a variant of the curvature operator Kσ. Consider the kernel
k̂σ(x, y) =
∫
z:|x−y|≥|x−z|,|y−z|
c(x, y, z)2 dσ(z),
and set
K̂σf(x) =
∫
k̂σ(x, y) f(y) dσ(y), x ∈ C, f ∈ L
1
loc(σ)
(compare with the definition of kµ(x, y) and Kµ in Section 2). We have∫
F
K̂σχF (x) dσ(x) ≤ c
2(σ) ≤ 3
∫
F
K̂σχF (x) dσ(x).
The truncated operator K̂σ,j , j ∈ Z, is
K̂σ,jf(x) =
∫
|x−y|>L−12−j
k̂σ(x, y) f(y) dσ(y), x ∈ C, f ∈ L
1
loc(σ),
where L is the bilipschitz constant of ϕ. We say that a ϕ-square Q ∈ Top(F )
is a descendant of another ϕ-square R ∈ Top(F ) if there is a chain R =
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Q1, Q2, . . . , Qn = Q, with Qi ∈ Top(F ) such that Qi+1 ∈ Stop(Qi) for each i.
Only the ϕ-squares from Top(F ) which are descendants of R0 will be relevant
to estimate c2(σ). So we assume that all the ϕ-squares in Top(F ) are of this
type.
To decompose c2(σ), we prefer to use dyadic ϕ-squares instead of 4-dyadic
ϕ-squares. A ϕ-square Q belongs to the family Topdy(F ) if there exists some
R ∈ Top(F ) such that Q is one of the 16 dyadic ϕ-squares contained in R with
side length ℓ(R)/4.
Note that if Q ∈ Topdy(F ), then Q is contained in a 4-dyadic ϕ-square
R such that Q ⊂ R ⊂ 7Q ⊂ 3R. Moreover, since each 4-dyadic ϕ-square
R ∈ Top(F ) is made up of 16 dyadic ϕ-squares Q ∈ Topdy(F ), we get (using
the doubling properties of the ϕ-squares in Top(F ))
(8.1)
∑
Q∈Topdy(F )
θσ(7Q)
2σ(7Q) .
∑
R∈Top(F )
θσ(R)
2σ(R).
Given Q ∈ Top(F ) or Q ∈ Topdy(F ), we denote by Term(Q) the family
of maximal dyadic (and thus disjoint) ϕ-squares P ∈ Topdy(F ), with P ( Q.
Finally, we let Tree(Q) be the class of dyadic ϕ-squares contained inQ, different
from Q, which are not proper ϕ-subsquares of any P ∈ Term(Q).
We denote by ϕ∆ the class of dyadic ϕ-squares contained in R0, and by
ϕ∆j those ϕ-squares in ϕ∆ with side length 2
−j . We have
ϕ∆ =
{
Q ∈ ϕ∆ : ℓ(Q) ≥ ℓ(R0)/4
}
∪
⋃
Q∈Topdy(F )
Tree(Q).
Observe that the ϕ-squares Q ∈ ϕ∆ such that ℓ(Q) ≥ ℓ(R0)/4 are the only
ϕ-squares in Topdy(F ) which may not belong to any Tree(R), R ∈ Topdy(F ).
Notice also that Tree(Q) ∩ Tree(R) = ∅ if Q 6= R.
We split the curvature c2(σ) as follows:
c2(σ)≃
∑
j
∑
Q∈ϕ∆j
∫
Q
(K̂σ,j+1χF − K̂σ,jχF ) dσ +
∫
F
K̂σ,J(R0)+2χF dσ
=
∑
R∈Topdy(F )
∑
Q∈Tree(R)
∫
Q
(K̂σ,J(Q)+1χF − K̂σ,J(Q)χF ) dσ
+
∫
F
K̂σ,J(R0)+2χF dσ,
where J(Q) stands for the integer j such that Q ∈ ϕ∆j . Since∫
F
K̂σ,J(R0)+2χF dσ . θσ(R0)
2σ(F ),
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to prove Main Lemma 8.1 it is enough to show that
(8.2)
∑
Q∈Tree(R)
∫
Q
(K̂σ,J(Q)+1χF − K̂σ,J(Q)χF ) dσ . θσ(7R)
2σ(7R),
for every R ∈ Topdy(F ), by (8.1).
8.3. Regularization of the stopping ϕ-squares. Given a fixedR ∈ Topdy(F ),
let R1 be a 4-dyadic ϕ-square R1 ∈ Top(F ) such that R ⊂ R1 ⊂ 7R (it does
not matter which R1 if it is not unique). Let ΓR := ΓR1 be the AD regular
curve satisfying (a) and (b) in Main Lemma 8.1.
It seems that after defining Topdy(F ) we should introduce the family
Stopdy(R) analogously. However, for technical reasons, it is better to introduce
a regularized version of Stopdy(R) (it does not matter what Stopdy(R) means
precisely), that we will denote by Regdy(R). First we set
dR(x) := inf
Q∈Stop(R1)
{
dist(x,Q) + ℓ(Q), dist(x,G(R1))
}
.
For each x ∈ 3R ∩ supp(σ) \ [G(R1) ∪ Z(σ)] (recall that Z(σ) is a set of zero
σ-measure, defined similarly to Z(µ) at the beginning of Section 3), let Qx be
a dyadic ϕ-square containing x such that
(8.3)
dR(x)
20L
< ℓ(Qx) ≤
dR(x)
10L
.
Remember that L is the bilipschitz constant of ϕ. Then, Regdy(R) is a maximal
(and thus disjoint) subfamily of {Qx}x∈3R∩supp(σ)\[G(R1)∪Z(σ)].
Lemma 8.2. (a) If P,Q ∈ Regdy(R) and 2P ∩ 2Q 6= ∅, then ℓ(Q)/2 ≤
ℓ(P ) ≤ 2ℓ(Q).
(b) If Q ∈ Regdy(R) and x ∈ Q, r ≥ ℓ(Q), then σ(B(x, r)∩4R) ≤ Cθσ(R1)r.
(c) For each Q ∈ Regdy(R), there exist some ϕ-square Q˜ which contains Q
such that δσ(Q, Q˜) ≤ Cθσ(R1) and
1
2Q˜ ∩ ΓR 6= ∅.
Proof. (a) Consider P,Q ∈ Regdy(R) such that 2P ∩ 2Q 6= ∅. By
construction, there exist some x ∈ P and some ϕ-square P0 ∈ Stop(R1)
or point P0 ∈ G(R1) (for convenience, in this proof we identify points in
G(R1) with stopping squares in Stop(R1) with zero side length) such that
ℓ(P ) ≥ dR(x)/20L and
dist(x, P0) + ℓ(P0) ≤ 1.1dR(x) ≤ 22Lℓ(P ).
Thus, for any y ∈ Q,
dist(y, P0) + ℓ(P0)≤ diam(2Q) + diam(2P ) + dist(x, P0) + ℓ(P0)
≤ 3Lℓ(Q) + 3Lℓ(P ) + 22Lℓ(P ),
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since diam(2Q) ≤ L diam(ϕ−1(2Q)) = L81/2ℓ(Q) ≤ 3Lℓ(Q). So dR(y) ≤
3Lℓ(Q) + 25Lℓ(P ) for all y ∈ Q. Therefore,
ℓ(Q) ≤
1
10L
(3Lℓ(Q) + 25Lℓ(P )),
which yields ℓ(Q) ≤ 257 ℓ(P ) < 4ℓ(P ). This implies ℓ(Q) ≤ 2ℓ(P ), because P
and Q are ϕ-dyadic squares.
The inequality ℓ(P ) ≤ 2ℓ(Q) is proved in an analogous way.
(b) Take now Q ∈ Regdy(R) and x ∈ Q, r ≥ ℓ(Q). There exists some y ∈
Q and some ϕ-square P0 ∈ Stop(R1) such that dR(y)/20L < ℓ(Q) ≤ dR(y)/10
and
dist(y, P0) + ℓ(P0) ≤ 1.1dR(y) ≤ 22Lℓ(Q).
Thus B(x, r) is contained in some ϕ-square of the form Crℓ(P0)P0, with
Cr
ℓ(P0)
≥ 1
and C depending on L. Then,
σ(B(x, r) ∩ 4R) ≤ σ
(
Cr
ℓ(P0)
P0 ∩ 4R
)
≤ Cθσ(R1)r.
(c) We continue with the same notation as in (b). Let P˜0 be a ϕ-square
containing P0 such that δσ(P0, P˜0) ≤ Cθσ(R1) and
1
2 P˜0 ∩ ΓR 6= ∅ (given by
(c) of Main Lemma 8.1). It is easily checked that there exists some absolute
constant C26 ≥ 1 such that C26P˜0 contains Q. We set Q˜ := C26P˜0.
Given R ∈ Topdy(F ), we denote by Tree
Reg(R) the tree of dyadic ϕ-
squares whose top ϕ-square is R and whose terminal ϕ-squares are the ϕ-
squares Qi ∈ Regdy(R) which are contained in R (this is the same defini-
tion as the one for Tree(R) in Subsection 8.2, but with Term(R) replaced by
Regdy(R)).
Lemma 8.3. Given any R ∈ Topdy(F ), if Q ∈ Tree(R) and σ(Q) > 0,
then Q ∈ TreeReg(R).
Roughly speaking, the lemma asserts that if we do not care about squares
with vanishing σ-measure, then Tree(R) ⊂ TreeReg(R), and so we always stop
later in TreeReg(R) than in Tree(R).
Proof. Let R1 be the 4-dyadic ϕ-square R1 ∈ Top(F ) such that R ⊂ R1 ⊂
7R is as in the definition of Regdy(R).
Let Q0 ∈ Tree(R) be such that σ(Q0) > 0. To see that Q0 ∈ Tree
Reg(R),
it is enough to show that Q0 is not contained in any square Qx like the ones
appearing in (8.3), with x ∈ 3R∩ supp(σ) \ [G(R1)∪Z(σ)]. Suppose that this
is not the case, so that Q0 ⊂ Qx for some Qx as above. Since
R ∩ supp(σ) ⊂
⋃
P∈Stop(R1)
P ∪G(R1) ∪ Z(σ)
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and σ(Q0) 6= 0, by the definition of Tree(R), either there exists some square
P ∈ Stop(R1) such that one of the 16 dyadic squares which form P (which is
4-dyadic) is contained in P , or there exists some y0 ∈ G(R1)∩Q0. In any case,
we deduce (identifying y0 with a square P with ℓ(P ) = 0 in the latter case)
that for any y ∈ Qx
dR(y) ≤ ℓ(P ) + 2
1/2Lℓ(Qx) ≤ (4 + 2
1/2L) ℓ(Qx).
In particular, this holds for x = y, and so
ℓ(Qx) ≤
1
10L
dR(x) ≤
4 + 21/2
10
ℓ(Qx) ≤
3
5
ℓ(Qx).
Thus ℓ(Qx) = 0, which is a contradiction.
8.4. Construction of the approximating measure on ΓR. In this subsection
we denote Regdy(R) =: {Qi}i≥1. For each i, let Q˜i be a ϕ-square containing
Pi such that δσ(Qi, Q˜i) ≤ Cθσ(R1) ≃ θσ(7R) and
1
2Q˜i ∩ΓR 6= ∅. We may also
suppose that diam(ΓR) ≥ 10ℓ(R), since we can always extend ΓR if necessary.
Lemma 8.4. For each i ≥ 1 there exists some function gi ≥ 0 supported
on ΓR ∩ Q˜i such that
(8.4)
∫
ΓR
gi dH
1 = σ(Qi),
(8.5)
∑
i
gi . θσ(R1),
and
(8.6) ‖gi‖∞ℓ(Q˜i) . σ(Qi).
Proof. The arguments are inspired by the Caldero´n-Zygmund decomposi-
tion of [To2, Lemma 7.3].
We assume first that the family Regdy(R) = {Qi}i is finite. We also
suppose that ℓ(Q˜i) ≤ ℓ(Q˜i+1) for all i. The functions gi that we will construct
will be of the form gi = αiχAi , with αi ≥ 0 and Ai ⊂ Q˜i. We set α1 :=
σ(Q1)/H
1(Q˜1 ∩ ΓR) and A1 := Q˜1 ∩ ΓR, so that
∫
ΓR
g1dH
1 = σ(Q1). Notice
by the way that ‖g1‖∞ ≤ Cσ(Q1)/ℓ(Q˜1) ≤ Cθσ(R1).
To define gk, k ≥ 2, we argue by induction. Suppose that g1, . . . , gk−1
have been constructed, satisfy (8.4) and
∑k−1
i=1 gi ≤ Bθσ(R1), where B is some
constant which will be chosen below. Let Q˜s1 , . . . , Q˜sm be the subfamily of
Q˜1, . . . , Q˜k−1 such that Q˜sj ∩ Q˜k 6= ∅. Since ℓ(Q˜sj ) ≤ ℓ(Q˜k) (because of the
nondecreasing sizes of the Q˜i’s), we have Q˜sj ⊂ 3Q˜k. Using (8.4) for i = sj,
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we get∑
j
∫
ΓR
gsj dH
1≤
∑
j
σ(Qsj )
≤σ(3Q˜k) ≤ Cθσ(R1)ℓ(Q˜k) ≤ C27θσ(R1)H
1(ΓR ∩ Q˜k).
Therefore,
H1
(
ΓR ∩
{∑
j
gsj > 2C27θσ(R1)
})
≤
1
2
H1(ΓR ∩ Q˜k).
So we set
Ak := ΓR ∩ Q˜k ∩
{∑
j
gsj ≤ 2C27θσ(R1)
}
,
and then H1(Ak) ≥ H
1(ΓR ∩ Q˜k)/2. Also, we put αk :=
σ(Qk)
H1(Ak)
, so that∫
ΓR
gk dH
1 = σ(Qk). Then,
(8.7) αk ≤
2σ(Qk)
H1(ΓR ∩ Q˜k)
≤
Cσ(Qk)
ℓ(Q˜k)
≤ C28θσ(R1).
Thus,
gk +
∑
j
gsj ≤ (2C27 +C28)θσ(R1).
We choose B := 2C27 + C28 and (8.5) follows. Notice that (8.6) is proved in
(8.7).
Suppose now that {Qi}i is not finite. For each fixed N we consider a
family of squares {Qi}1≤i≤N . As above, we construct functions g
N
1 , . . . , g
N
N
with supp(gNi ) ⊂ Q˜i ∩ ΓR satisfying∫
ΓR
gNi dH
1 = σ(Qi),
N∑
i=1
gNi ≤ Bθσ(R1), and ‖g
N
i ‖∞ℓ(Q˜i) ≤ Cσ(Qi).
Then there is a subsequence {gk1}k∈I1 which is convergent in the weak ∗ topol-
ogy of L∞(H1ΓR) to some function g1 ∈ L
∞(H1ΓR). Now we take another sub-
sequence {gk2}k∈I2 , I2 ⊂ I1, convergent in the weak ∗ topology of L
∞(H1ΓR) to
another function g2 ∈ L
∞(H1ΓR), etc. We have supp(gi) ∈ Q˜i. Further, (8.4),
(8.5) and (8.6) also hold, because of the weak ∗ convergence.
8.5. A symmetrization lemma. Recall that by Lemma 8.3, Tree(R) ⊂
TreeReg(R). As a consequence,∑
Q∈Tree(R)
∫
Q
(K̂σ,J(Q)+1χF − K̂σ,J(Q)χF ) dσ ≤
∑
Q∈TreeReg(R)
∫
Q
· · · dσ.
Observe also that if x ∈ Qi, then
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(8.8)
∑
Q∈TreeReg(R)
χQ(x)
(
K̂σ,J(Q)+1χF (x)− K̂σ,J(Q)χF (x)
)
= K̂σ,J(Qi)+1χF (x)− K̂σ,J(R)+1χF (x)
=
∫∫
1
2L
ℓ(Qi)<|x−y|≤
1
2L
ℓ(R)
|x−z|,|y−z|≤|x−y|
c(x, y, z)2dσ(y)dσ(z)
≤
∫∫
y,z∈2R
|x−y|> 1
2L
ℓ(Qi),
|x−z|,|y−z|≤|x−y|
c(x, y, z)2dσ(y)dσ(z).
In the last inequality we took into account that if x ∈ R and |x− y|, |x− z| ≤
ℓ(R)/(2L), then y, z ∈ 2R. Analogously, if x ∈ R \
⋃
iQi, we get
(8.9)
∑
Q∈TreeReg(R)
χQ(x)
(
K̂σ,J(Q)+1χF (x)− K̂σ,J(Q)χF (x)
)
≤ c2σ|2R(x).
The lack of symmetry with respect to x, y, z in the truncation of the
integrals that appear in (8.8) might cause some difficulties in our estimates.
This question is solved in the next lemma.
For any y ∈ 3R, we denote ℓy := ℓ(Qi) if y ∈ Qi, and ℓy := 0 if y ∈
3R \
⋃
iQi.
Lemma 8.5. (a) If |x − y| ≥ C−129 ℓx, then |x − y| ≥ C
−1
30 ℓy, with C30
depending only on C29 and L.
(b) There exists a sufficiently small constant ε > 0 such that
(8.10)
∫∫∫
x,y,z∈2R
|x−y|> 1
2L
ℓx
|x−z|,|y−z|≤|x−y|
c(x, y, z)2dσ(x)dσ(y)dσ(z)
≤ Cθσ(R1)
2σ(R1) +
∫∫∫
x,y,z∈2R
|x−y|≥ε(ℓx+ℓy)
|x−z|≥ε(ℓx+ℓz)
|y−z|≥ε(ℓy+ℓz)
c(x, y, z)2dσ(x)dσ(y)dσ(z).
Proof. First we show (a). Suppose ℓx 6= 0, ℓy 6= 0. Take Qi, Qj ∈ Regdy(R)
such that x ∈ Qi, and y ∈ Qj . So ℓx = ℓ(Qi) and ℓy = ℓ(Qj). If |x − y| ≤
ℓ(Qj)/(2L), then x ∈ 2Qj . Thus Qi ∩ 2Qj 6= ∅, and then ℓ(Qi) ≥ ℓ(Qj)/2,
which yields
|x− y| ≥ C−129 ℓ(Qi) ≥
C−129
2
ℓ(Qj).
So in any case we have
|x− y| ≥ min
( 1
2L
,
C−129
2
)
ℓ(Qj).
If ℓx = 0 or ℓy = 0 the arguments above also work, with the convention
Qi ≡ {x} or Qj ≡ {y}.
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Let us prove (b) now. We put∫∫∫
x,y,z∈2R
|x−y|> 1
2L
ℓx
|x−z|,|y−z|≤|x−y|
c(x, y, z)2dσ(x)dσ(y)dσ(z)
=
∫∫∫
x,y,z∈2R
|x−y|> 1
2L
ℓx
|x−y|≥|x−z|≥|y−z|
· · · +
∫∫∫
x,y,z∈2R
|x−y|> 1
2L
ℓx
|x−y|≥|y−z|>|x−z|
· · · =: A+B.
First we deal with the term A. By (a) we deduce that if |x− y| ≥ 12Lℓx, then
|x−y| ≥ C−1ℓy, and so |x−y| ≥ ε(ℓx+ℓy). If moreover |x−y| ≥ |x−z| ≥ |y−z|,
then |x − z| ≥ 12 |x − y| ≥
1
4Lℓx. Thus, |x − z| ≥ C
−1ℓz by (a), and so
|x− z| ≥ ε(ℓx + ℓz). We obtain
A≤
∫∫∫
x,y,z∈2R
|x−y|≥ε(ℓx+ℓy)
|x−z|≥ε(ℓx+ℓz)
c(x, y, z)2dσ(x)dσ(y)dσ(z)
=
∫∫∫
x,y,z∈2R
|x−y|≥ε(ℓx+ℓy)
|x−z|≥ε(ℓx+ℓz)
|y−z|>ℓy
· · · +
∫∫∫
x,y,z∈2R
|x−y|≥ε(ℓx+ℓy)
|x−z|≥ε(ℓx+ℓz)
|y−z|≤ℓy
· · · =: A1 +A2.
To estimate A1 we apply (a) again. Indeed, if |y−z| > ℓy, then |y−z| ≥ C
−1ℓz,
and we get |y − z| ≥ ε(ℓy + ℓz). Therefore,
A1 ≤
∫∫∫
x,y,z∈2R
|x−y|≥ε(ℓx+ℓy)
|x−z|≥ε(ℓx+ℓz)
|y−z|≥ε(ℓy+ℓz)
c(x, y, z)2dσ(x)dσ(y)dσ(z).
Now we deal with A2. For each y ∈ 2R we have∫∫
x,z∈2R
|x−y|≥ε(ℓx+ℓy)
|x−z|≥ε(ℓx+ℓz)
|y−z|≤ℓy
c(x, y, z)2dσ(x)dσ(z) ≤
∫∫
x,z∈2R
|x−y|≥εℓy
|y−z|≤ℓy
C
|x− y|2
dσ(x)dσ(z)
≤ Cσ(B(y, ℓy))
∫
|x−y|≥εℓy
1
|x− y|2
dσ(x) ≤ Cε−1θσ(R1)
2.
Therefore,
A2 ≤ Cε
−1θσ(R1)
2σ(R1).
Thus, A is bounded above by the right-hand side of (8.10).
The term B is estimated similarly to A. We will not go through the
details. Then we obtain
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x,y,z∈2R
|x−y|> 1
2L
ℓx
|x−z|,|y−z|≤|x−y|
c(x, y, z)2dσ(x)dσ(y)dσ(z)
≤ Cθσ(R1)
2σ(R1) + 2
∫∫∫
x,y,z∈2R
|x−y|≥ε(ℓx+ℓy)
|x−z|≥ε(ℓx+ℓz)
|y−z|≥ε(ℓy+ℓz)
c(x, y, z)2dσ(x)dσ(y)dσ(z),
The reader may check that the ‘2’ preceding the integral on the right-hand
side can be eliminated if one argues a little more carefully (although this fact
will be not needed for the estimates below).
We denote
c2ℓ (σ|2R) :=
∫∫∫
x,y,z∈2R
|x−y|≥ε(ℓx+ℓy)
|x−z|≥ε(ℓx+ℓz)
|y−z|≥ε(ℓy+ℓz)
c(x, y, z)2dσ(x)dσ(y)dσ(z).
We also set
c2ℓ,σ|2R(x) :=
∫∫
y,z∈2R
|x−y|≥ε(ℓx+ℓy)
|x−z|≥ε(ℓx+ℓz)
|y−z|≥ε(ℓy+ℓz)
c(x, y, z)2dσ(y)dσ(z),
and
c2ℓ,σ(A,B,C) :=
∫∫∫
x∈A, y∈B, z∈C
|x−y|≥ε(ℓx+ℓy)
|x−z|≥ε(ℓx+ℓz)
|y−z|≥ε(ℓy+ℓz)
c(x, y, z)2dσ(x)dσ(y)dσ(z).
Notice that c2ℓ,σ(A,B,C) is symmetric with respect to A,B,C.
By (8.8), (8.9) and Lemma 8.5, to prove (8.2) it is enough to show that
(8.11) c2ℓ (σ|2R) ≤ Cθσ(R1)
2σ(R1).
We set
GR := 2R \
⋃
i
Qi.
Observe that σ-almost all GR are contained in ΓR, by (a) of Lemma 8.1.
We split c2ℓ (σ|2R) as follows:
c2ℓ (σ|2R)= c
2
ℓ,σ
(
∪iQi,∪iQi,∪iQi
)
+ 3c2ℓ,σ
(
∪iQi,∪iQi, GR
)
(8.12)
+3c2ℓ,σ
(
∪iQi, GR, GR
)
+ c2σ
(
GR, GR, GR
)
.
8.6. Estimate of c2σ
(
GR, GR, GR
)
. The measure σ|GR coincides with
f dH1ΓR , where f is some function such that ‖f‖∞ ≤ Cθσ(R1). Since the
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Cauchy transform is bounded on L2(H1ΓR) (with ‖C‖L2(H1ΓR ),L
2(H1ΓR )
bounded
above by some absolute constant), we have
c2σ
(
GR, GR, GR
)
≤‖f‖3∞ c
2(H1ΓR) . θσ(R1)
3H1(ΓR)
. θσ(R1)
3diam(R1) = Cθσ(R1)
2σ(R1).
8.7. Estimate of c2ℓ,σ
(
∪iQi,∪iQi,∪iQi
)
. We set
(8.13) c2ℓ,σ
(
∪iQi,∪jQj ,∪kQk
)
=
∑
i,j,k
c2ℓ,σ(Qi, Qj , Qk).
Now we put
Qi=
[
Qi ∩ (6Q˜j ∪ 6Q˜k)
]
∪
[
Qi \ (6Q˜j ∪ 6Q˜k)
]
,
Qj =
[
Qj ∩ (6Q˜i ∪ 6Q˜k)
]
∪
[
Qj \ (6Q˜i ∪ 6Q˜k)
]
,
Qk =
[
Qk ∩ (6Q˜i ∪ 6Q˜j)
]
∪
[
Qk \ (6Q˜i ∪ 6Q˜j)
]
.
We replace Qi, Qj , and Qk in (8.13) by the right-hand side of the identities
above, and we get
c2ℓ,σ
(
∪iQi,∪jQj,∪kQk
)
≤
∑
i,j,k
c2ℓ,σ
(
Qi \ (6Q˜j ∪ 6Q˜k), Qj \ (6Q˜i ∪ 6Q˜k), Qk \ (6Q˜i ∪ 6Q˜j)
)
+
∑
i,j,k
c2ℓ,σ
(
Qi ∩ (6Q˜j ∪ 6Q˜k), Qj, Qk
)
+
∑
i,j,k
c2ℓ,σ
(
Qi, Qj ∩ (6Q˜i ∪ 6Q˜k), Qk
)
+
∑
i,j,k
c2ℓ,σ
(
Qi, Qj , Qk ∩ (6Q˜i ∪ 6Q˜j)
)
=: U + V1 + V2 + V3.
First we estimate V1, V2, V3. By symmetry, V1 = V2 = V3, and also
V1 ≤
∑
i,j,k
c2ℓ,σ
(
Qi ∩ 6Q˜j , Qj, Qk
)
+
∑
i,j,k
c2ℓ,σ
(
Qi ∩ 6Q˜k, Qj, Qk
)
= 2
∑
i,j,k
c2ℓ,σ
(
Qi ∩ 6Q˜j , Qj , Qk
)
≤ 2
∑
j
c2ℓ,σ(Qj , 6Q˜j , 2R)
= 2
∑
j
c2ℓ,σ(Qj , 6Q˜j , 6Q˜j) + 2
∑
j
c2ℓ,σ(Qj, 6Q˜j , 2R \ 6Q˜j)
=:V1,1 + V1,2.
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Now we deal with V1,1:
c2ℓ,σ
(
Qj , 6Q˜j , 6Q˜j
)
≤ 2
∫∫∫
x∈Qj , y,z∈6 eQj
|x−z|≥|x−y|≥εℓ(Qj)
c(x, y, z)2dσ(x)dσ(y)dσ(z)
.
∫
x∈Qj
∫
y∈6 eQj
|x−y|≥εℓ(Qj)
(∫
z∈6 eQj
|x−z|≥|x−y|
1
|x− z|2
dσ(z)
)
dσ(y)dσ(x)
.
∫
x∈Qj
∫
y∈6 eQj
|x−y|≥εℓ(Qj)
θσ(R1)
|x− y|
dσ(y)dσ(x)
.
∫
x∈Qj
θσ(R1)
2dσ(x) = θσ(R1)
2σ(Qj).
Thus, V1,1 . θσ(R1)
2σ(R1).
The term V1,2 is estimated likewise:
c2ℓ,σ
(
Qj , 6Q˜j , 2R \ 6Q˜j
)
.
∫
x∈Qj
∫
y∈6 eQj
|x−y|≥εℓ(Qj)
(∫
z∈2R
|x−z|≥C−1ℓ( eQj)
1
|x− z|2
dσ(z)
)
dσ(y)dσ(x)
.
∫
x∈Qj
∫
y∈6 eQj
|x−y|≥εℓ(Qj)
θσ(R1)
|x− y|
dσ(y)dσ(x)
. θσ(R1)
2σ(Qj),
and so V1,2 ≤ Cθσ(R1)
2σ(R1).
It only remains to estimate U . Notice that if
(8.14) Qi \ 6Q˜j 6= ∅ and Qj \ 6Q˜i 6= ∅,
then 2Q˜i∩2Q˜j = ∅. Otherwise, 2Q˜i∩2Q˜j 6= ∅ implies that either Qi ⊂ 2Q˜i ⊂
6Q˜j or Qj ⊂ 2Q˜j ⊂ 6Q˜i, which contradicts (8.14). Thus,
U =
∑
i,j,k
c2ℓ,σ
(
Qi \ (6Q˜j ∪ 6Q˜k), Qj \ (6Q˜i ∪ 6Q˜k), Qk \ (6Q˜i ∪ 6Q˜j)
)
≤
∑
i,j,k: 2 eQi∩2 eQj=∅,
2 eQi∩2 eQk=∅,
2 eQj∩2 eQk=∅
c2σ(Qi, Qj , Qk).
Next we wish to compare c2σ(Qi, Qj , Qk) (for Qi, Qj, Qk as in the last sum)
with the curvature c2H1ΓR
(gi, gj , gk), where gi, gj , gk are the bounded functions
constructed in Lemma 8.4, which are supported on Q˜i, Q˜j, Q˜k respectively. We
set
c2H1ΓR
(gi, gj , gk) :=
∫∫∫
Γ3R
c(x, y, z)2 gi(x) gj(y) gk(z) dH
1(x)dH1(y)dH1(z).
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If x, x′ ∈ Q˜i, y, y
′ ∈ Q˜j and z, z
′ ∈ Q˜k, then
c(x, y, z)2 ≤ 2c(x′, y′, z′)2
+
Cℓ(Q˜i)
2
|x− y|2|x− z|2
+
Cℓ(Q˜j)
2
|y − x|2|y − z|2
+
Cℓ(Q˜k)
2
|z − x|2|z − y|2
,
by Lemma 3.5. If we integrate x ∈ Qi, y ∈ Qj , and z ∈ Qk with respect to σ,
and also x′ ∈ Q˜j with respect to the measure gi dH
1
ΓR
, y′ ∈ Q˜j with respect to
gj dH
1
ΓR
, and z′ ∈ Q˜k with respect to gk dH
1
ΓR
, then we get
c2σ(Qi, Qj , Qk) ≤ 2c
2
H1ΓR
(gi, gj , gk)
+
∫∫∫
x∈Qi
y∈Qj
z∈Qk
Cℓ(Q˜i)
2
|x− y|2|x− z|2
dσ(x)dσ(y) dσ(z)
+
∫∫∫
x∈Qi
y∈Qj
z∈Qk
Cℓ(Q˜j)
2
|y − x|2|y − z|2
dσ(x) dσ(y) dσ(z)
+
∫∫∫
x∈Qi
y∈Qj
z∈Qk
Cℓ(Q˜k)
2
|z − x|2|z − y|2
dσ(x) dσ(y) dσ(z).
Therefore, by symmetry,
U ≤ 2
∑
i,j,k
c2H1ΓR
(gi, gj , gk)(8.15)
+3
∑
i
∫∫∫
x∈Qi
|x−y|>C−1ℓ( eQi)
|x−z|>C−1ℓ( eQi)
Cℓ(Q˜i)
2
|y − x|2|y − z|2
dσ(x) dσ(y) dσ(z).
By Lemma 8.4, g :=
∑
i gi . θσ(R1), and then∑
i,j,k
c2H1ΓR
(gi, gj , gk)= c
2(g dH1ΓR) . θσ(R1)
3c2(H1ΓR)(8.16)
. θσ(R1)
3H1(ΓR) . θσ(R1)
2σ(R1).
The integral in (8.15) is estimated as follows:∫∫∫
x∈Qi
|x−y|>C−1ℓ( eQi)
|x−z|>C−1ℓ( eQi)
ℓ(Q˜i)
2
|y − x|2|y − z|2
dσ(x) dσ(y) dσ(z)
= ℓ(Q˜i)
2
∫
x∈Qi
(∫
|x−y|>C−1ℓ( eQi)
1
|y − x|2
dσ(y)
)2
dσ(x)
. ℓ(Q˜i)
2
∫
x∈Qi
θσ(R1)
2
ℓ(Q˜i)2
dσ(x) = θσ(R1)
2σ(Qi).
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From (8.15), (8.16) and the preceding estimate we get
U . θσ(R1)
2σ(R1).
We are done.
8.8. Estimates of c2ℓ,σ
(
∪iQi,∪iQi, GR
)
and c2ℓ,σ
(
∪iQi, GR, GR
)
. We leave
these estimates for the reader. The arguments are similar to the ones used
for c2ℓ,σ
(
∪iQi,∪iQi,∪iQi
)
. In fact, notice that if by convention one allows the
squares Qi to be points, then
(
∪iQi
)
×
(
∪iQi
)
× GR and
(
∪iQi
)
× GR × GR
are subsets of
(
∪iQi
)3
.
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