This paper considers the problem of rate function identi cation for multidimensional queueing models with feedback. A set of techniques are introduced which allow this identi cation when the model possesses certain structural properties. The main tools used are representation formulas for exponential integrals, weak convergence methods, and the regularity properties of associated Skorokhod Problems. Two examples are treated as special cases of the general theory: the classical Jackson network and a model for processor sharing.
Introduction
Although there has been considerable interest in establishing a theory of large deviations for queueing networks and related systems 17], there are few general results for multidimensional systems with feedback, save theorems which establish the existence of a large deviation principle but fail to provide an explicit formula for the rate function 3]. In this paper we introduce techniques that allow one to ll in this gap, at least for families of networks that possess certain structural properties. The main tools we use are the representation formulas used to prove existence in 3], weak convergence methods, and the regularity properties of an associated Skorokhod Problem.
We begin with a review of the literature that deals with large deviation properties of queueing networks. One of the rst papers on the topic is 8], which establishes certain large deviation properties of Jackson networks via nonlinear PDE techniques. Unfortunately, the methods of this paper do not extend easily to more general situations. A probabilistic method is used to prove This research was supported in part by the National Science Foundation (NSF-DMS-9704426) and the Army Research O ce (DAAH04-96-1-0075).
large deviation upper bounds for a fairly general class of Markov models in 6]. The corresponding lower bound is not proved, and so the tightness of these upper bounds remains an open question, although a partial answer will be given in the present work.
A number of techniques have been developed that are very much tailored to particular models. For example, the special class of tandem queues is quite tractable, in large part because the absence of feedback means that continuous mapping methods can be applied. Indeed, in this case one can represent the queueing model as the composition of the mapping on path space de ned by a suitable Skorokhod Problem and an unconstrained process 7] . When such a representation is available the large deviations analysis can be carried out by applying the contraction principle. Results for models of this type can be found in 2, 14, 18] . Although this method can be extended to cover a broader class of models (e.g., feedforward as in 13, 15] ), it breaks down when feedback is present. A general result on large deviations for processes whose statistical behavior can be discontinuous across a smooth (n 1)-dimensional interface in IR n was proved in 5] , and then applied in 11] to prove the large deviation principle for a general class of stable two dimensional queueing models. Related results that also rely on a reduction to what are essentially one dimensional problems include 1, 19] .
The only existing theory that does not make signi cant use of model speci c geometric features is presented in 3], which considers a general class of jump Markov processes that model queueing systems. This paper proves the existence of a large deviation principle, and also provides a characterization of the rate function. The paper falls short, however, in that it does not identify the rate function.
As the previous discussion suggests, no general method has emerged for rate function identi cation when there is feedback and if the dimension is greater than two. On the other hand, an explicit expression for an upper large deviation rate function may be found in 6]. As we will see below, for many models the upper bound proved in 6] is actually tight, and thus the main di culty appears in the proof of the large deviation lower bound. There are several reasons for this di culty. One has to do with the fact that queueing systems fall into the category of \processes with discontinuous statistics," as de ned in 5, 6] . The discontinuities appear because the generator of a queueing process often changes abruptly when one or more of the queues becomes empty.
Before discussing in detail how these discontinuities a ect the analysis, it is important to note that our proofs will actually be based on a control theoretic representation for the large deviation probabilities. This approach has much in common with the change of measure argument often used to prove large deviation lower bounds, and in fact each control will correspond to one such change of measure. Since the change of measure argument is more widely known in this context, we will use the terminology of this technique instead, with an understanding that the there is an equivalent phrasing in terms of control representations.
Thus we resume our consideration of how one may establish a large deviation lower bound, and assume that a change of measure has been selected for this purpose. For processes with discontinuous statistics it turns out that one must characterize certain properties of the asymptotic fractions of time that the process spends in each subregion of smooth statistical behavior. The situation is simplest when one can uniquely characterize the fractions of time themselves. However, this is not usually possible if the dimension is greater than two, and it is this di culty which has thwarted a probabilistic proof of even the (relatively) simple case of Jackson networks.
A method for eliminating this di culty is one of our main innovations. We show, for the models introduced later in the paper, that an argument based on Jensen's inequality allows one to restrict the changes of measure that one must consider. In particular, it turns out that given a network from among the classes we consider (e.g., a Jackson network), one can restrict to changes of measure that return the process to this same class. This is extremely useful when analyzing the asymptotic properties of the new process, and the reason has to do with the second main new ingredient we use: weak convergence methods and the Skorokhod Problem. For the types of models we treat, it is known that under the standard large deviation scaling (which is the same as the law of large numbers (LLN) scaling), limits of the queueing system can be characterized as the unique solution of a well behaved Skorokhod Problem 9] . Recall that the use of Jensen's inequality discussed above allows one to restrict, a priori, to changes of measure that de ne processes of the same sort as the original process. Because they fall into the same class as the original model, the LLN limit of each model de ned by one of these changes of measure will be characterized by a well behaved SP (which is typically not the SP associated with the original model). This is rather convenient, since the uniqueness of solutions to a well behaved SP is just what is needed to properly characterize the limiting behavior of the process.
Besides a well behaved Skorokhod Problem, an additional structural property that is needed is related to the form of the rate function. As noted previously, the formulation of the rate function involves quantities that may be interpreted as limits of fractions of time spent in di erent subregions of smooth statistical behavior. In general, the limits of the fractions of time are not uniquely characterized, since there are too few constraints when compared to the number of subregions of smooth behavior. However, in the course of applying Jensen's inequality we derive an alternative representation for the rate function. This representation involves only functionals of the fractions of time that are uniquely characterized, and thus weak convergence methods can be applied to prove the desired convergence.
As an applications of these methods we identify the rate function for two families of continuous time jump Markov models. However, the range of applications is somewhat broader, and for example one can consider also Markov modulated jump rates, discrete time processes, and other variations. The most signi cant restriction appears to be the requirement that the associated SPs must all be regular.
An outline of the paper is as follows. In Section 2 notation is introduced and the needed background material is presented. It is convenient to introduce \localized" versions of the original queueing model. These models provide, for a given point in the state space of the original model, the simplest model whose large deviations behavior is the same as that of the original model near the given point. We then state the control representation for the rate function for the localized models, and introduce the Skorokhod Problem, which will be used to identify weak limits in the asymptotic analysis of the representation formula. In Section 3 we relate various representations for the rate function for the local model, which will eventually appear as the integrand in the rate function for the full model. It is in this section that we isolate key parameters in the rate function that are needed for its identi cation. In Section 4 a number of abstract assumptions are made regarding these parameters and other properties of the network, and weak convergence methods are applied to complete the identi cation of the rate function. Finally, in Section 5 we verify the assumptions for two families of models. Some minor details are relegated to an Appendix to ease the exposition. As will be discussed further below, the large deviation behavior of a queueing model can often be determined by considering the asymptotics of the probability that the process stays in a small neighborhood of a constant velocity trajectory, if we allow the initial position and velocity of the trajectory to range over suitable values. Suppose, for example, that the trajectory is y+ t, t 2 0; 1]. If the initial point y or terminal point y + of the trajectory satisfy more active constraints of the form he i ; xi = 0 than the \interior" of the trajectory fx = y + t : t 2 (0; 1)g, then the more complicated dynamics in the neighborhood of such an end point are an annoying but relatively unimportant nuisance. See Figure 1 .
The appropriate local model will e ectively throw away all parts of the process that are unimportant when determining large deviation properties of the full model with regard to such constant velocity trajectories. For more details, see the discussion in 3, Section 4] and Example 1 below. The notation introduced in a moment will be used in the context of both the original and the local models.
We rst introduce the notion of a facet. Facets will be the regions of constant statistical behavior, and they will vary with the local model under consideration. For K f1; 2; : : :; Ng and I K, let F K;I : = fx 2 IR N : hx; e j i = 0; j 2 I; hx; e i i > 0; i 2 K n Ig: Recall that for a local model associated with K, only the variables x i ; i 2 K are constrained to be non-negative. Facets are characterized by the subset of indices I for which the inequality constraint is tight. For each local model it will be necessary to group those states for which the generator of the process takes the same form. Each such group will coincide with the intersection of ZZ N with one of the facets associated with the given local model. In this context, notice that for each subset K f1; 2; : : :; Ng, the sets F K;I partition IR N;K + as I ranges over all choices of I K. Note also that every facet is a cone, since x 2 F K;I implies x 2 F K;I for all > 0. See Example 1 below for the details of a particular case.
For a Markov process with state space S ZZ N , we let r(x; v) 0 denote the jump intensity from x 2 S to x+v 2 S. We extend r( ; ) to S ZZ N by letting r(x; v) = 0 for x 2 S, x+v 2 ZZ N nS.
The following condition on a state space S and on an intensity function r will be needed for each local model in order to obtain large deviation properties of the full model. Thus when the condition is assumed S and r will vary with the particular local model. However, when parts 2 and 3 of the condition hold for the full model, they automatically hold for all local models as well.
Condition 1 There exists K f1; 2; : : :; Ng such that the following holds.
2. For all I K, r(x; v) is independent of x 2 F K;I \ S, 3 . For all I K and for every x 2 F K;I \ S, the set fv 2 ZZ N : r(x; v) > 0g is nite.
A consequence of Condition 1 is that r(x; v) is radially homogeneous in x, and it is uniformly bounded above and below by positive constants on the set f(x; v) : r(x; v) > 0g. where log 0 _ = 1.
All of the de nitions given above are central to the localization procedure used in 3]. A rough explanation of how they are used is the following. In process level large deviations, one can often deduce the full LDP (cf. Theorem 3 below) if one knows the asymptotic behavior of the probability of staying in a small neighborhood of a given trajectory. An approximation argument can be used to show that it su ces to consider only trajectories that are piecewise linear, and one can then use the Markov property to simplify even further, and restrict attention to the time intervals on which the trajectory has constant velocity. Suppose that the time interval of interest is a; b]. Now it turns out that the large deviations behavior over a short time interval, conditioned on starting at a point y, will depend only on the form of the generator near y (see 3] ). This implies that not all aspects of the full model are relevant when determining the probability that the process stays near the trajectory during such a time interval. In fact, if the relative interior of the given segment of the trajectory lies in the facet F f1;:::;Ng;I of the full model, then the asymptotics of these probabilities are entirely determined by the behavior of a local model with state space ZZ N;I + .
If a given segment of a trajectory has velocity and if X (respectively, X n ) is the appropriate local model (respectively, scaled local model), then asymptotic properties of p n identify the large deviation properties of the full model over the given time interval (cf. Theorems 2 and 3 below). To analyze the probability that a local model follows a linear trajectory, one can consider a representation for the pre-limit objects q n (y; ; ) in terms of a stochastic control problem (see also 4] for a full exposition of this approach). We recall this representation below in Theorem 1. To state it we need a few de nitions.
Let n 2 IN be xed. A control u n (y; v; t) is a measurable function mapping S n ZZ N 0; 1] into 0; 1). We will impose the following condition on a control: for all (y; v; t) 2 S n ZZ N 0; 1] r(y; v) = 0 implies u n (y; v; t) = 0: where f : S n ! IR is continuous and bounded. The dependence of L n on u n is omitted in our notation. The original queueing model corresponds to the particular choice u n (y; v; t) = r(y; v).
The controls that are considered are not required to be bounded, and in fact it will be necessary to consider unbounded controls. Existence of controlled processes is therefore not automatic. Let Q denote the set of all bounded functions ' : S n 0; 1] ! IR for which '(y; t) is continuously di erentiable in t. We say that the control u n has an associated controlled process if there exists a Markov process f n (t); t 2 0; 1]g on some probability space such that n (0) = y with probability 1 and such that '( n (t); t) '(y; 0)
is a martingale in t for t 2 0; 1] for all 2 Q, and if all processes satisfying these two conditions have the same distribution. In particular, every bounded control with a nite number of jump directions has an associated controlled process. We refer to a control u n as an admissible control if it satis es (1) and has an associated controlled process. 
where the in mum is taken over all admissible controls u n and associated controlled processes n .
We use the term running cost for the integral in (3), namely for
and the term expected running cost for its expectation under P n y . By the exit cost and the expected exit cost we refer to g( n ; ; ) and to its expectation under P n y , respectively. We de ne also a nite exit cost and attach to it a control problem similar to the one considered in Theorem 1, the only di erence being in the exit cost. For ' ; (4) where the in mum is again taken over all admissible controls u n and associated controlled processes n .
The following condition on the model is referred to in 3] as the Communication/Controllability Condition. Although a weaker condition is also stated in 3] under which the LDP is proved, the condition below su ces to cover the models that we consider. If this condition holds for the full model, then it will hold for all local models that are obtained from it as well (under Condition 1).
Condition 2 There exists a number K 0 such that for each pair of points x and y in S there exists J 2 IN satisfying J K 0 kx yk, and a sequence of points fx 0 ; x 1 ; : : :; x J g in S, for which x 0 = x, x J = y, and r(x j ; x j+1 x j ) > 0 for all j = 0; 1; : : :; J 1.
The next theorem asserts that certain large deviation limits exist for a local model with state space ZZ N;K + if one considers a constant velocity trajectory for which the velocity lies in F K;K . Thus if the state space imposes a non-negativity constraint hx; e i i = 0, then h ; e i i = 0. Note that such a trajectory will lie in the closure of all facets of the local model. As shown in 3], these turn out to be the only velocities needed in order to de ne the rate function at the process level. The rst part of the theorem is taken from 3]. The second part concerns the related nite exit cost problem, and its proof is deferred to the Appendix. Theorem 2 (Dupuis and Ellis 3]) Let S and r be given and assume Conditions 1 and 2 are satis ed. Let K be as in Condition 1, and let 2 F K;K be given. Then there exists a number L( ) 2 0; 1) such that the following holds. Remark: Under the assumptions of Theorem 2, it is proved in 3] that the function L( ) is nite and convex on the linear subspace F K;K .
As discussed previously, the result of Theorem 2 on the local model serves as the basis for the full LDP. We next de ne the rate function for the full LDP in terms of the rate functions associated with local models. We therefore return to the full model with state space S = ZZ N + and a given intensity function r, and assume for this full model that Conditions 1 and 2 are satis ed (with K in those conditions equal to f1; 2; : : :; Ng). Consider a point x in IR N + , and let I = I(x) :
= fi : hx; e i i = 0g. Then the local model associated with such a point has state spaceS : = ZZ N;I + , and the only facet on which the local rate function need be de ned is F I;I . The correct localized version of the jump intensities is de ned for any v 2 ZZ N as follows. Ifx is in one of the possible facets F I;M ; M I of the local model, then we associate a point that is in the intersection of this facet with the original state space, but away from all non-negativity constraints save those indexed by I. In other words, x 2 F f1;:::;Ng;M \ S. We then setr(x; v) = r(x; v). Loosely speaking, in the manner suggested by Example 1 we throw away the parts of the generator associated parts of the domain where constraints other than those in I are active, and in a corresponding manner extend the state space.
A simple two dimensional example is illustrated in Figure 3 for the case of a Jackson network. We automatically get that the assumptions of Theorem 2 are satis ed by each possible (S;r), and therefore conclude for each local model the existence of a functionL I ( ) de ned on F I;I . We then de ne L(x; With the preceding result available, all that remains is to identify the rate function J x . Although it can easily be identi ed in certain special cases (e.g., for stable 2-dimensional models), this identi cation is in general a rather di cult problem. In the next two sections we introduce tools that will allow us to precisely characterize L(x; ), and then apply them in Section 5 to two interesting classes of multidimensional models. This will identify the functionJ x on T ( 0; 1] : IR N + ).
As we will see, a necessary condition for these methods to work is that the upper large deviation rate function obtained in 6] must equal J x on T ( 0; 1] : IR N + ). This fact and regularity properties of the various rate functions will be used in Section 4 to show that J x takes the expected form
for all absolutely continuous functions .
The Skorokhod Problem
In this subsection we give the precise de nition of the Skorokhod Problem. The regularity properties of this problem play a key role in characterizing the limits of the controlled processes n , which are in turn used to evaluate the limits of the quantities q n that appear in Theorem 2. , and with an abuse of notation this extension will also be denoted by .
Representations for the Local Rate Function
As discussed in Section 2, local models will be used to calculate the rate function for a full queueing model. The local models simplify the problem by eliminating from consideration those parts of the process that are not involved in determining the rate function L(x; ) at a point x. However, in all cases (save the local model associated with the interior of the full model) we are still obliged to deal with processes whose generator is discontinuous in the state variable.
As discussed previously, if one wishes to consider the probability that the rescaled process X n stays near a trajectory that evolves in an (N m) dimensional facet, then one must consider how this likelihood is a ected by the form of the generator in each nearby region of constant statistical behavior (i.e., each facet whose closure contains the given (N m) dimensional facet). Typically, there will be 2 m regions of di erent statistical behavior that will be relevant for such a trajectory. A key quantity involved is the asymptotic fraction of time that the controlled process spends in each such region, and in general it is very hard to obtain this sort of information. However, when certain structural properties are present, one can identify alternative variables that provide all the information needed to identify the rate function, and yet which are easily obtained as a function the jump rates and jump vectors. These variables in fact arise from alternative representations of the local rate function, and the rst results of this section will introduce these variables and indicate their connection with standard representations of the local rate function.
We therefore return to the \local model" setting of Theorem 1, and assume that a state space S and an intensity function r are given, and that they satisfy Condition 1. The set K appearing in Condition 1 will be arbitrary but xed. According to Section 2.1, the rate function for the full model will be determined if we identify, for each such K, the function L( ) that satis es the conclusion of Theorem 2 for all 2 F K;K . As in Section 2.1, to simplify the notation we omit the dependence on K from S, L( ), r(x; v), and so on. We recall that if x is in the facet F K;I of the local model, then there are no constraints on x i if i 6 2 K, that x i 0 if i 2 K, and that x i = 0 if in addition i 2 I. According to Condition 1, r(x; v) is independent of x for all x belonging to a given facet F K;I , I K. It is convenient to introduce the notation r I;v = r(x; v), where x is any point in F K;I . Thus r I;v is the jump intensity from any location in the facet F K;I in direction v 2 ZZ N . Unless explicitly noted otherwise, all sums on I in this section will be over all subsets of K, and all sums on v will be over V .
For numbers that we denote by I ; u I;v ; r v and c v , we shall consider the following sets of conditions: (8) Loosely speaking, these quantities may be interpreted as follows: u I;v will be the controlled jump rate in facet F K;I ; I represents the asymptotic fraction of time that the process which uses these controls spends in this facet, so that equation (7a) implies that the mean velocity of the controlled process is ; r v is the average of the original jump rates in the direction v, with the averaging done according to the weights I ; c v is a multiplier that is independent of I, and which determines the ration of u I;v =r I;v . Thus the second set of conditions represents a more structured system, since we essentially consider only controls with a certain type of independence from I.
Typically, there will be N equality constraints on the I from the velocity equation (7a), and one further equality constraint from the fact that the I 's are a probability vector. On the other hand, the number of unknown values of I can be as large as 2 N . This in part explains the simplicity of the stable two dimensional case, which one can in fact reduce to the case N = 1 11] . In general, however, the I 's are not well de ned.
In spite of this ambiguity, for some models one can use Jensen's inequality to restrict the class of controls under consideration, and in this restricted class replace the I 's by a weighted average, as suggested by the middle equality in (8) . In such circumstances, the class of controlled models will be indexed by the collection of multipliers fc v ; v 2 V g. Thus one can consider these multipliers as playing the role formerly played by the u I;v . The signi cance of the parameters r v will then follow from the equality of (9) and (10) below, since the independence of c v from I means that the sum on I in (7a) can be taken rst, e ectively replacing the quantities I r I;v (with r I;v known but I unknown) by the quantities r v , and (7a) by the last equality in (8) . Now all this would be of little consequence if the r v were as poorly de ned as the I , but for the models we consider this is not true. In fact, it will turn out that the third and fth equalities in (8) will provide the same number of equality relations as the cardinality of V .
We begin with a lower bound on the large deviations rate function for the local model, which corresponds to a large deviation upper bound. (8) ) (10) Remark: The bound (9), though with rather di erent notation, has already been established in 6].
Proof: We consider the following relaxed version of (7a):
It will be shown below that for any n 2 IN, y 2 S n , 2 IR N , > 0 and > 0, such that kyk < , q n (y; ; ) inf : (11) Given this inequality, part 1 of Theorem 2 and the lower semicontinuity of`imply (9) . Moreover, if the numbers I , r v and c v satisfy (8) and if u I;v = c v r I;v , then I and u I;v satisfy (7) and (7a). Therefore the right hand side of (9) is less than or equal to the expression in (10) . On the other hand, for any I and u I;v satisfying (7) (10) follows. We therefore turn to the proof of (11), relying on the representation (3).
Obviously, the exit cost in (3) may be omitted if we in mize over all controls which make it vanish, namely q n (y; ; ) = inf E n y 8 < :
; (12) where the in mum is taken over the set of admissible controls u n for which the associated controlled processes n satisfy P n y (g( n ; ; ) = 0) = 1:
(13) We use the following notation: Since u n is an admissible control, we know that r I;v = 0 implies U n y (I; v) = 0, and also that for any M > 0 and j 2 f1; 2; : : :; Ng the process de ned in (2) is a martingale if '(x; t) = hx; e j i^M. Taking M ! 1, one obtains by the monotone convergence theorem that The constraint (13) implies that I : = n y (I) and u I;v : = U n y (I; v) satisfy (7) and (7b). This proves (11) , and completes the proof of the lemma.
We next derive an upper bound on the rate function L( ). The proof of the lower bound just given suggests that it may be su cient to consider controls that are constant in the time variable.
If such a control is used, and if in addition it is of the special form associated with the set of constraints (8) 
for any such admissible control u n .
We introduce two conditions that will be needed in the treatment of the upper bound. Both parts refer to (8) . Note that part 1 of Condition 3 implies uniqueness of the numbers f r v g given and c v > 0. However, existence of r v is not assumed. Also, we reiterate that it may happen (and indeed will happen in our applications) that there is uniqueness of the f r v g, without uniqueness of the corresponding f I g appearing in (8) .
Our proof of the lower bound is based on weak convergence of the trajectories of the controlled processes to the solution of a related SP. The following condition asserts that this SP is well behaved. The rst part simply asserts that the domain of the SP and that of the large deviation problem are compatible, while the second states the nonnegativity relation between normals and directions of constraint that is needed in the SP. To identify the LLN limit of the controlled queueing network as the solution of a SP, we will represent the system as an average \drift" perturbed by correction terms. The fourth part ensures that these correction terms point in a direction that is consistent with the given SP. The key part is 3, which will identify the solution to the SP as the unique LLN limit of the controlled queueing system. One may now take in mum over all c v > 0, v 2 V , f I g, I K and f r v g, v 2 V for which (8) holds. The bound that one obtains still di ers from the expression in (10) , where all the numbers fc v g are allowed to be zero. We now show that the two in ma are the same. Suppose that we are given quantities that satisfy the conditions (8) We also have that 0 2 F K;K , jc v c 0 v j < for v 2 fw 2 V : r w 6 = 0g, j r v r 0 v j < and k 0 k < . Recall that`(a) is continuous for a 2 IR + , and L( ) is lower semi-continuous for 2 F K;K . Sending ! 0 we obtain the desired inequality with the unprimed quantities. When combined with Lemma 1 for the lower bound we obtain the following, which is the main result of this paper. In Section 5 we will verify all the assumptions of Theorem 4 for some interesting models. The following monotonicity result of the regularity of the SM shows that if part 4 of Condition 4 holds for the full model, then it holds for all corresponding local models as well (for a di erent version see 9]). The proof is given in the Appendix. It is easy to check that all remaining parts of this condition also hold once they are veri ed for the full model. (5), and assume that the SM is regular. Let x 2 @G be xed, and let I(x) = fi : hn i ; xi = 0g. Then the SM associated with f(n i ; d i ); i 2 I(x)g is also regular.
Weak convergence considerations
This section contains the proof of Proposition 1, which is based on showing that f n g converges in distribution to the solution of the SP de ned in Condition 4. We use several ideas from 7], and in particular, the proof of Lemma 5 closely follows that of 7, Theorem 3.2].
We assume that a state space S and an intensity function r satisfying Condition 1 are given. Moreover, letting K be as in Condition 1, we are given also 2 F K;K . On S n , n 2 IN we consider controls of the form u n (x; v) = u I;v , x 2 I, I K and v 2 V , and jump Markov processes n (t); t 2 0; 1] starting at zero with probability 1, and with jump intensity u n (x; v) from x to x+v. As in Section 3, the sum on I will always be over subsets of K, and the sum on v will be over V . We assume that for some c v > 0, v 2 V , the controlled jump rates are given by u I;v = c v r I;v . We recall that ; indexes the interior facet relative to the local model, i.e., F K;; . Further, we are given a SP f(n i ; d i ); i = 1; : : :; qg that satis es Condition 4.
The proof will make use of a jump Markov process ( X n (t); Y n (t)) on S n (n 1 ZZ N ). The process will start at (0; 0) with probability 1. The Y n component will be a homogeneous jump Markov process on n 1 ZZ N , whose generator will always be the same as that of n for points in the interior F K;; , while X n will be equal in law to n . Moreover, X n and Y n will have identical increments when X n (t) 2 F K;; , and independent increments when X n (t) 6 We de ne Z n (t) = X n (t) Y n (t), t 2 0; 1] and let Z n = Z n +Ẑ n be the Doob-Meyer decomposition of Z n , where Z n is a process that is predictable on the ltration generated by ( X n ; Y n ), and Z n is a martingale on the same ltration. If one considers the process Y n as an unconstrained version of the controlled queueing system, and X n as the \correct" constrained version (corresponding to and respectively in the formulation of the SP in Section 2), then Z n (and more precisely Z n ) will play the role of the constraining term in the SP. This correspondence will turn out to be exact in the limit n ! 1.
To prove this fact, we de ne n (t) : Lemma 4 The family f( X n ; Y n ; Z n ; Z n ; R n ; n ); n 2 INg is tight.
Lemma 5 Consider any subsequence of ( X n ; Y n ; Z n ; Z n ; R n ; n ); and let ( X; Y; Z; Z; R; ) denote the limit of a weakly convergent subsubsequence. Then w.p.1 ( X; Z) solves the SP for Y with respect to IR N;K + and f(n i ; d i ); i = 1; :::; qg.
Before giving the proofs of these lemmas, we show that Proposition 1 follows. It follows from the standard functional law of large numbers that the weak limit of Y n is exactly of Lemma 3. Note that regularity of the SM implies uniqueness. Thus by Lemmas 4 and 5 and the usual argument by contradiction, the weak limit of X n is just (t) = t, t 2 0; 1], w.p. Proof of Lemma 4: That the family f( X n ; Y n ); n 2 INg is tight in the Skorokhod topology follows immediately from Aldous-Kurtz Theorem (see, e.g., 12]). Hence fZ n g is also tight. For the predictable part of Z n we have the following expression: Z n (t) = Z t 0 X v (u( X n ( ); v) u ;;v )vd : (18) In particular, the trajectories of Z n are Lipschitz with a common coe cient, and hence f Z n g is tight. Similarly, fR n g is tight, and in fact there is B < 1 such that R n (1) B for all n 2 ZZ w.p.1.
Thus all that remains is to show the tightness of f n g as random variables in a space of measures with the weak topology. Let C D( 0; 1] : IR N;K + ) be compact and such that P n X n 2 C 1 for all 2 (0; 1) and all n 2 IN. Then there is M < 1 such that for any X n 2 C k X n (t)k M < 1 (19) for all t 2 0; 1]. We recall the bound R n (1) B < 1, which implies n ( ) = R n (1) B. If n ( ) 6 = 0 then n = n ( ) is a probability measure on . Using (19) , for all 2 (0; 1) there exists a compact set C 0 such that for n 2 For each 2 (0; 1) the set of probability measures C 00 is tight, and therefore by Prohorov's Theorem it is also relatively compact. To complete the proof of tightness of the random measures n we must also show that for all > 0 there exists M such that P( n ( ) > M) < . Since this is implied by the w.p.1 bound n ( ) B, the proof of the lemma is complete.
Proof of Lemma 5: According to the Skorokhod Representation Theorem, there exists a probability space on which there are random variables having distributions identical to (X n ; Y n ; Z n ; Z n ; R n ; n ) and (X; Y; Z; Z; R; ), and for which the convergence is in the a.s. sense. In the proof of the lemma we will make use of this alternative space, but without changing the notation (see Shiryaev 16] ).
In the proof to follow there will be numerous properties of and relations between the limit and prelimit random variables that hold only in a w.p.1 sense. To simplify the discussion, the w.p.1 quali er will be omitted. Statements that hold only in an a.e. sense for the time variable will be explicitly identi ed, in which case the quali er also holds w.p.1.
Suppose that the quadratic variation up to time t of the martingaleẐ n (t) is denoted by hẐ n i(t). Then by the Burkholder-Davis-Gundy inequality, there exists a constant c < 1 such that E n sup t2 0;1] kẐ n (t)k 2 cEhẐ n i(1):
Since the jump rates and jump vectors are all uniformly bounded, there is c 1 < 1 such that that EhẐ n i(1) c 1 =n. ThereforeẐ n converges weakly to zero in the sup norm, and consequently Z = Z. We next observe that X n (t) = Y n (t) + Z n (t) and also that X n (t) 2 IR N;K + for all n 2 IN and t 2 0; 1]. The almost sure convergence implies the analogous equality and inclusion for the limit, and therefore properties 1 and 2 of De nition 1 follow. Recall from the proof of Lemma 4 that there is B < 1 such that R n (1) B, which implies R(1) B. Since the total variation of an element of D( 0; 1] : S) (for any Polish space S) is a lower semi-continuous functional, we also have j Zj(1) < 1, and property 3 follows.
To prove properties 4 and 5 we rst de ne the sets 1 = f(t; x; ) 2 : x 2 F K;; g; 2 = f(t; x; ) 2 : 6 2 d(x)g Since the trajectories of Z n are Lipschitz continuous with a Lipschitz constant that is independent of n and !, the limit Z is also Lipschitz continuous. Since (ftg 0 ) = 0 (a.e. in t), the weak convergence n ! and the last display imply 1f n (t) 6 2 d( X n (t))gdR n (t) = 0; which is the same as saying n ( 2 ) = 0. Since 2 is open relative to , the weak convergence also gives ( 2 ) = 0.
To nish the proof of properties 4 and 5 of the SP, we use the uniform convergence X n ! X, which for xed > 0 implies that n ( 3 ) = 0 for all su ciently large n. Again using the weak convergence, 
Examples
In this section we verify all the conditions required by Theorem 4 for two interesting examples: a processor sharing model and the classical Jackson network. For both these systems the full model and all localized models will take the form assumed in Sections 2 to 4. For each example we must carry out the following tasks.
Verify that the jump rates of the original model are constant in each facet.
Check the communication condition (Condition 2).
Verify the required uniqueness and perturbation properties of solutions to the system (8) .
Check that all corresponding SPs are regular whenever c v > 0 for all v 2 V .
The processor sharing model
Consider a queueing system that consists of a server and N classes of customers that can be served, of the state of the system. Other models, such as models with modulated arrival rates and discrete time models could also be considered. However, the main point of the analysis is to show how one can deal with discontinuities in the statistical behavior in this multidimensional setting.
As noted in the last paragraph, the set V of allowed jump directions is f e i ; i = 1; : : :; Ng. In addition, the intensity function r I;v is given by r I;e i = a i for all facets I and all i = 1; : : :; N, and r I; e i = i f i =f I c if i 6 2 I and r I; e i = 0 otherwise. Thus Condition 1 holds.
We next consider the most involved condition, which is Condition 4 on the regularity of the associated SPs. This requires that we rst identify the controlled processes that must be considered. Recall that these processes will have jump rates that are perturbed versions of the original jump rates. Given a solution of the system (8), the new jump rates will take the form u I;v = c v r I;v . In particular, for any v u I;v =r I;v is independent of the facet I. We will show that Condition 4 holds for K = f1; : : :; Ng. As noted before Lemma 2, this implies that the condition also holds for all K f1; : : :; Ng, i.e., all local models.
To simplify the notation we will write c i = c e i , i = 1; : : :; N. The vectors that appear in Condition 4 can be calculated as follows. If I 6 = f1; :::; Ng, then kC (e j f)k for j = 1; : : :; N. If n j = e j , then obviously hd j ; n j i > 0, j = 1; : : :; N. We next examine facets F f1;:::;Ng;I of co-dimension higher than 1, (i.e., we let I consist of more than 1 element), but still assume I 6 = f1; :::; Ng. In this case Lastly, we must consider the case I = f1; :::; Ng, which corresponds to the facet f0g. For all i = 1; : : :; N r I; e i = 0, and hence one constraint direction at the origin should be consists of a queue and a server. Customers arrive at a given queue from either other nodes or outside the system, and after being served, they may move to one of the N queues (including the queue at the current node), or exit the system. The statistics of arrival, service time and routing variables depend on the node to which they correspond (see Figure 5 ). In particular, the arrivals are modeled as independent Poisson processes with rates a i 0, i = 1; : : :; N, where a i > 0 for at least one i = 1; : : :; N. Service times are independent of each other and of the arrival processes, and for server i they are exponential random variables with parameter i > 0, i = 1; : : :; N. The routing variables are independent of each other and of the arrivals and service times. We denote the probability that a customer leaving server i is routed to queue j by p i;j , and the probability that they exit the system by p i;0 , for i; j = 1; : : :; N. We assume that p i;0 > 0 for at least one i = 1; : : :; N. Moreover, we assume that the sub-stochastic matrix fp i;j : i; j = 1; : : :; Ng is irreducible. Thus for every i; j = 1; : : :; N there exists a sequence of indices i = i 0 ; i 1 ; : : :; i J = j such that p i k 1 ;i k > 0 for k = 1; : : :; J.
For this process, the vector de ned by the number of customers at each node is a jump Markov process on ZZ N + . The event of arrival of a customer to node i corresponds to a jump in direction e i , routing from node i to node j 6 = i to a jump in direction e i;j _ = e j e i , and exiting the system from node i to a jump in direction e i . When a customer is routed from a node back to the same node, no jump occurs. The jump intensity from x 2 ZZ N + in direction e i is therefore a i , i = 
The set V is given by V = fe i ; i 2 H + g f e i ; i 2 H g fe i;j ; (i; j) 2 Hg. Given I f1; :::; Ng the intensity function is given by r I;e i = a i , r I;e i;j = i p i;j 1fi 6 In other words, the process uses the generator of the original queueing model that applies in the facet ;, except possibly at points on the \boundary" (i.e., a facet), in which case it simply deletes any jumps that would take it outside ZZ N;K + .
We need verify Condition 2 only for the full model, and so take K = f1; :::; Ng. This condition requires that we connect any two points in S = ZZ N + (in terms of the intensity function being positive) with a linear bound on the length of the connecting sequence. We rst show that it holds for any two points on any \simplex" of the form fx 2 ZZ N + : P i hx; e i i = Ag, and then extend to all of ZZ N + . Within each simplex, we show the existence of a connecting sequence by rst constructing one for each two \neighboring points" (i.e., points x; y such that y = x e i + e j ), and then moving between any two points on the simplex along neighboring points. hx; e i i > 0, and recall that a j > 0 for some j 2 f1; : : :; Ng. Hence one can consider the sequence x; x + e j ; : : :; x + e j and use the fact that all the intensities r(x; e j ); : : :; r(x + ( 1)e j ; e j ) are positive. To construct a sequence from x + e j to y along which the transition intensities are positive, one can use the argument of the last paragraph. For the case where < 0, recall that p k;0 > 0 for some k 2 f1; : : :; Ng. Thus for all z 2 ZZ N + one has r(z + e k ; z) > 0. Hence if < 0 one can rst construct a sequence from x to y + j je k along which the transition intensities are positive, again using the argument of the last paragraph, and then move from y + j je k to y. The total length of the sequence from x to y in all cases is at most (N + 1)kx yk 1 , and Condition 2 therefore holds. 
Hence r v depends continuously on , and part 1 of Condition 3 follows. Note that in addition to (34), is required to satisfy some further conditions, e.g., i = 1 for i 2 K c . Hence for a given and set fc v g v2V there may be no solution to (8) . However, this does not a ect the last argument, since Condition 3 only refers to properties of the solutions of (8) We will need to de ne an analogous control problem for processes whose value is speci ed at times s 2 0; 1] (rather than just s = 0). Accordingly, let E n y;s denote conditioning on n (s) = y, and de ne g s ( ; ; ) to be 1 if k (t) t k for some t 2 s; 1], and zero otherwise. Then for su ciently small > 0 there are = ( ) > 0 and n 0 = n 0 ( ) < 1 such that for all s 2 0; 1], all n > n 0 , and all y 2 S n , ky s k , there exists an admissible controlû n ( ; ; ; s; y) for which E n y;s Owing to the continuous dependence of the distribution of n on the control,û n can be selected so that it is measurable in all variables. We now de ne a composite control that will be used in the variational representation for q n (y; ; ). Let 2 (0; ^ ). If u n is an arbitrary admissible control andû n is as above, then letũ n (v; t) = ( u n ( n (t); v; t) for t 2 0; T n^1 ); u n ( n (t); v; t; T n ; n (T n )) for t 2 T n^1 ; 1]; This control is exactly the same as u n up until the rst time that the controlled process leaves the neighborhood of t. At that time the controlû n takes over, which will keep the process within the neighborhood of t for the remaining time with a total cost (over the remaining time) of less than M 0 . Now since the controlled process stays within the neighborhood of t for all t 2 0; 1], the variational characterization of q n (y; ; ) implies q n (y; ; ) inf E n y Z T n^1 0 X v r( n (t); v)` u n ( n (t); v; t) r( n (t); v) dt + E n y E n y " Z 1 T n^1 X v r( n (t); v)` û n ( n (t); v; t; T n ; n (T n )) r( n (t); v) dt F T n # :
Strictly speaking, the control u n is not of feedback form, but instead belongs to the larger class of nonanticipating controls. However, using the fact that the in mum over these two classes is the same the inequality holds as stated. We next observe that the conditional expectation in the last display is bounded above by M 0 P n y fT n < 1g. It follows from (39) that for any given admissible control u n the right hand side is a lower bound for the corresponding cost in the variational representation for q n M (y; ; ), at least if M M 0 . Since the last display holds for all admissible controls u n ,
follows.
Proof of part 2 of Condition 3 for the Jackson network:
We now verify part 2 of Condition 3 in the setting of Subsection 5.2. We rst prove the following. Suppose we are given a quadruple (f I g I K ; f r v g v2V ; fc v g v2V ; ) satisfying (8), with 2 F K;K . We let i , i 2 K be de ned by (32) and observe that r v , v 2 V must then be given by (35).
Returning to the notation of (27), for any i 2 H (i 2 H + , respectively) for which c i = 0 We rst show that existence of solutions to the SP onG follows from existence of solutions to the SP on G. Let~ This completes the proof of existence of solutions to the SP onG.
We denote by (respectively,~ ) the corresponding SM on G (respectively,G), and prove that Lipschitz continuity of~ follows from (40). It follows that j (t) 2 G for j = 1; 2 and t 2 0; T], and moreover, that for all i 2 I(x), h~ j (t); n i i = 0 if and only if h j (t); n i i = 0, and that j (t) 2 @G if and only if~ j (t) 2 @G. 
