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Abstract Mobile edge computing (MEC) and next-generation mobile networks are
set to disrupt the way intelligent and autonomous systems are interconnected. This
will have an effect on a wide range of domains, from the Internet of Things to au-
tonomous mobile robots. The integration of such a variety of MEC services in a
inherently distributed architecture requires a robust system for managing hardware
resources, balancing the network load and securing the distributed applications.
Blockchain technology has emerged a solution for managing MEC services, with
consensus protocols and data integrity checks that enable transparent and efficient
distributed decision-making. In addition to transparency, the benefits from a security
point of view are evident. Nonetheless, blockchain technology faces significant chal-
lenges in terms of scalability. In this chapter, we review existing consensus protocols
and scalability techniques in both well-established and next-generation blockchain
architectures. From this, we evaluate the most suitable solutions for managing MEC
services and discuss the benefits and drawbacks of the available alternatives.
1 Introduction
The scope of the Internet of Things (IoT) has been growing over the past decade, en-
compassing an ever larger ecosystem that spans multiple domains. Some of the most
prominent research directions are smart cities [1, 2], vehicular technology [3, 4], or
smart healthcare systems [5, 6, 7]. In all these domains, a common factor is that
IoT systems are evolving towards more distributed architectures [8]. This shift from
Jorge Pen˜a Queralta
Turku Intelligent Embedded and Robotic Systems Lab, University of Turku, Turku, Finland
e-mail: jopequ@utu.fi
Tomi Westerlund
Turku Intelligent Embedded and Robotic Systems Lab, University of Turku, Turku, Finland
e-mail: tovewe@utu.fi
1
ar
X
iv
:2
00
6.
07
57
8v
1 
 [c
s.D
C]
  1
3 J
un
 20
20
2 Jorge Pen˜a Queralta and Tomi Westerlund
more traditional cloud-centric architectures has crystallized in the edge computing
paradigm [9, 10, 11]. At the same time, novel technologies are increasingly designed
with decentralization in mind from their inception. Among these, blockchain tech-
nology is set to be one of the key drivers behind the disruption of the technological
landscape in the near future [12, 13]. Decentralized technologies are also the corner-
stone behind the Internet 3.0 and Industry 4.0 revolutions that are undergoing [14].
Blockchain technology is already a driver behind decentralized and distributed
IoT systems, providing security [15], trust [16, 17], data management [18], peer-to-
peer transactions [19], and fault-tolerand middlewares [20]. Blockchain platforms
can be divided in two main types depending on how they manage user creden-
tials, which have a direct impact on their applicability: (i) permissionless, or public,
and (ii) permissioned, private, or consortium, blockchains. They differentiate in that
public blockchains are based on anonymous nodes with equivalent status, while con-
sortium or private blockchains introduce different types of nodes and permissions,
some of which require authentication in order perform certain actions. While trust in
permissionless blockchains is shared and distributed, in permissioned blockchains
there is a series of validator nodes that represented trusted authorities [21].
One of the main issues stopping a wider adoption of blockchain in IoT systems
is scalability, an inherent problem to Bitcoin’s architecture that multiple researchers
have been addressing [22, 23]. While smart contracts have great potential in the
IoT and distributed systems in general, their scalability and performance is closely
tied to the overall performance of blockchain systems [24]. Nonetheless, multiple
advances in recent years have demonstrated that novel technologies can bring signif-
icantly higher degrees of scalability and performance to next-generation blockchain
systems. Among these, Elastico provided the first implementation of a sharding pro-
tocol in a permissionless blockchain [25]. Sharding is a technique that enables the
distribution of nodes in a blockchain into subchains for performing parallel vali-
dation, thus increasing throughtput and reducing latency. A more recent scalable
blockchain is OmniLedger [26], which reports better scalability than Elastico and
promises VISA-level latency and throughout if enough nodes form up the network.
Owing to the distributed nature of blockchain systems, and distributed ledger
technology (DLT) in general, IoT systems integrating them must already have a dis-
tributed architecture by themselves. Therefore, it is only natural that blockchain is
integrated at the edge layer in most occasions, which represents the most distributed
and interconnected layer of a typical IoT system. While sensors and actuators could
be considered more distributed, they are not necessarily capable of node-to-node
communication. Through this chapter, we utilize the terms blockchain and dis-
tributed ledger equivalently. However, distributed ledger technology (DLT) is often
utilized to include more general systems that do not implement blockchains per se,
but instead rely on some other type of network or data management architecture. An
example of this is IOTA, which utilizes acyclic directed graphs representing more
general data structures. The rest of this introduction delves into more details be-
hind the nature of mobile edge computing and its integration with blockchain/DLT
technology.
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1.1 MEC and Network Slicing
The European Telecommunications Standards Institute (ETSI) has promoted the
standardization of Multi-Access Edge Computing (MEC) [27], which shares the
acronym with Mobile Edge Computing (MEC). The ”multi-access” term puts an
emphasis on the multi-tenant infrastructure and better reflects non-cellular opera-
tors [28, 27]. In this chapter, we do not make distinctions between the two terms
as our focus lays on the role of blockchain with edge computing. MEC standard-
ization has been led by the MEC Industry Specification Group (ISG) since the end
of 2014. One of the main objectives of the ETSI MEC ISG is to define the base
technologies for distributed and multi-tenant clouds that are meant to be deployed
at the edge of the radio access network (RAN) [9]. By deploying data aggregation
and processing tasks directly at the edge of the network, MEC services can provide
better reliability, lower latency and higher-throughput [29, 30, 7]. We will specifi-
cally discuss throughout this paper how blockchain technology can play a key role
in terms of security and robustness for the resource management needed in a multi-
tenant edge infrastructure, as well as enhance the services that MEC applications
can provide [31, 32, 33, 34].
One of the key architectural cornerstones enabling multi-tenancy and co-existing
verticals at the MEC layer is network slicing [35]. Network slicing provides the
base for interfacing blockchain with other MEC services for a wide array of applica-
tion scenarios [36]. Network slicing refers to the co-existence of multiple software
defined systems and networks (slices) sharing a common hardware infrastructure.
Each of the slices can be thus designed independently and optimized for a particular
application or business vertical [37]. In particular, slicing for vehicular communica-
tion and offloading, together with 5G-and-beyond connectivity, are set to define the
mobility of the future [38].
1.2 Integration of Blockchain and MEC
The integration of blockchain within the MEC layer has been object of extensive
research over the past few years. Systems integrating blockchain and edge comput-
ing can be roughly divided among those in which edge services are part of a larger
blockchain system [39, 40, 41], and those in which blockchain is one of the services
enhancing edge services [31, 42, 34, 43, 44, 33]. In this chapter, we are particu-
larly interested in the latter type, as blockchain can provide a key piece in enabling
truly distributed, secure and efficient edge computing. With monetization of MEC
being a central topic of discussion since its early proposal [29], multiple works have
focused towards either enhancing security or utilizing blockchain as a marketplace
framework for users to access different applications at the edge [32, 34, 43]. More
recently, other works have also delved into the potential of blockchain as a frame-
work for managing edge resources [45, 46, 47, 44], as well as supporting autonomy
in distributed robotic systems [36].
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From the security point of view, the integration of blockchain technology brings
evident benefits to edge computing. Among the main threats identified in a recent
report from the European Union Agency for Cybersecurity (ENISA) on 5G net-
works and edge infrastructure [48], blockchain and DLT technologies can help ad-
dress multiple remaining challenges. For instance, permissioned DLTs with built-in
identity management naturally provide an extra layer of resilience against mali-
cious diversion of network traffic, manipulation of traffic, or authentication traffic
spikes. When blockchain tehcnology is applied to resource management, it can serve
as a framework to mitigate risks in terms of abuse of third party hosted network
functions, manipulation of the network resources orchestrator, or opportunistic and
fraudulent usages of shared resources, among others. Moreover, safety-critical ap-
plications can benefit from the enhanced security that blockchains and other DLTs
provide. These include the automotive sector with vehicle to everything communi-
cation routed at the edge [49, 50], and the healthcare sector [34, 51, 52].
1.3 Chapter Structure
Multiple surveys and review papers have recently been published on the conver-
gence of blockchain and mobile edge computing [53, 54, 55, 56]. Other surveys
in either the blockchain or edge computing domains also mention the potential for
integrating one with another [57, 58, 59, 60]. In these and other works, scalabil-
ity is often identified as one of the key aspects limiting the adoption of blockchain
in edge computing. Nonetheless, these works describe the scalability problem ei-
ther as a systemic blockchain problem [53], or from a system point of view [55].
Most works also focus on a specific blockchain, Ethereum being the most widely
researched blockchain for IoT [54]. In a blockchain, consensus algorithms are the
main bottleneck in terms of scalability, i.e., the mechanisms enabling all nodes in
the blockchain network to validate transaction and stay synced. Depending on the
type of consensus algorithm, the scalability of the system might be limited by either
the computational complexity of the algorithm, or its communication complexity.
We believe there is a gap in the literature describing how the consensus algorithms
affect the scalability from these two points of view. Our objective is to bring further
insight in this area, providing a literature review and a discussion on the topic.
In this chapter, we introduce the main consensus algorithms that form the
backbone of different blockchain solutions, including newer generation distributed
ledgers that do not follow many of the paradigms defined within the Bitcoin and suc-
cessive blockchains. We then describe what can be the role of edge computing when
it integrates blockchain/DLT systems. In particular, we discuss the potential for the
different solutions in the IoT, from the point of view of scalability but also discussing
the different applications that are most suitable for different blockchain/DLT solu-
tions. We do this from the point of view of consensus algorithms and their com-
putational and communication complexity. Compared to previous works surveying
the integration of blockchain and edge computing [53], we provide a novel classi-
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fication of current research directions from an architectural point of view (Section
3), while giving more insight into how the different consensus algorithms affect the
integration of blockchain/DLT and edge computing (Section 4).
The rest of this chapter is organized as follows. In Section 2, we introduce the
main consensus algorithms in blockchain systems and other DLTs, together with
the most prominent results in highly-scalable and low-latency blockchains. Section
3 then reviews specific applications of blockchain at the MEC layer, and discusses
how the different consensus protocols integrate at the edge. In Section 4, we discuss
on the best blockchain/DLT solutions for different applications in the IoT, and how
next-generation systems that are currently under development might change the IoT
and MEC landscape. Finally, Section 5 concludes this work.
2 Blockchain Technology: an Evolving Paradigm
In this section we start with the basics of blockchain technology and move into how
the field is evolving towards lower-latency, higher-throughput, and new concepts
aimed at increasing flexibility and scalability, such as sharding. We provide a his-
torical point of view on the different consensus algorithms that have been proposed
for blockchains and other distributed ledgers, and include an overview of the most
prominent so-called third-generation blockchains.
Consensus mechanisms are one of the key aspects within the design of decentral-
ized networked systems or distributed computing systems. Consensus mechanisms
are those algorithms that enable multiple independent agents to reach an agreement
on a certain value, operation, transaction, or other types of data. In a distributed and
decentralized system, different agents, or nodes, need to be able to trust each other.
Consensus mechanisms are the enablers of trust among agents. The most popular
consensus mechanisms to date in blockchain systems, according to a survey from
Li et al. [61], are proof of work (PoW), proof of stake (PoS) practical byzantine
fault tolerance (PBFT) and delegated proof of stake (DPoS), with other significant
approaches including proof of authority (PoA), proof of elapsed time (PoET) or
proof of bandwidth (PoB). Apart from some of the more traditional consensus algo-
rithms listed above (e.g. PoW utilized in Bitcoin or Ethereum, and PoS being part of
Ethereum 2.0 plans), in this document we also review consensus protocols utilized
in third- and fourth-generation distributed ledger systems such as the fast proba-
bilistic consensus (FPC), and the cellular consensus (CC). We also put an emphasis
on defining the key technologies behind IOTA, a DLT designed for the IoT and an
ideal candidate for integrating DLTs with edge computing.
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Fig. 1: Blockchain/DLT Consensus protocols, systems, and applications in integra-
tion with the Internet of Things.
2.1 Proof of Work
Nakamoto’s proof of work designed for Bitcoin [62] has heavily influenced the de-
velopment of new solutions for newer-generation blockchain systems. The PoW im-
plementation in Bitcoin was a new application for an old algorithm. Originally pro-
posed by [63] as a solution to deter spam activity from email senders, the main idea
behind PoW systems has remained unchanged: to request to all networked agents
to solve computationally intensive cryptographic problems in order to validate their
activity, their identity, or those of another agent. In general terms, a PoW algorithm
is, at its most fundamental level, an algorithm that solves a cryptographic problem
with a solution that is, in relative terms, hard to find and easy to validate. The com-
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putational complexity of the validation of a PoW solution is therefore considerably
smaller than the complexity of finding such solution.
Ethereum, the second most popular blockchain system after Bitcoin, also relies
on PoW-based consensus to validate new blocks in the blockchain. A block can
be roughly defined as each of the entries in the distributed ledger that blockchains
implement. A block does not include a single transaction, but often a set of trans-
actions that are near in time. These transactions represent the block’s body, where
transactions are defined in a generic manner and do not represent only the exchange
of cryptocurrencies. Transactions in PoW-based blockchains are not validated in-
dividually, but instead all the transactions in a block get validated when the block
containing them is validated itself. A block is validated, or mined, by solving a PoW
puzzle. The original and most widely used puzzle in blockchains can be summarized
as follows: the PoW algorithm must find a block header, which is the result of apply-
ing a cryptographic hash function to the content of the block body, satisfying some
predefined condition. However, for a fixed hash function and a fixed block body, the
resulting hash will always be the same. In order to meet this condition (e.g., finding
a hash smaller than a certain value), the algorithm must then find some other value,
called a nonce, to be added to the current block body. Finding a nonce is the pro-
cess often called mining. Once a block is mined, it is added to the blockchain and all
other agents in the network can validate the solution. In Bitcoin and other blockchain
systems, the miner of a block gets a reward in the form of new cryptocurrency, thus
motivating nodes to participate in the transaction validation process.
One of the problems of PoW-based blockchains is that two agents could solve a
PoW puzzle at virtually the same time, for the same or different nonces. This can
create two branches, or forks, in the blockchain. Nodes are situated in the branch of
the solution that they received first. In Bitcoin, a built-in policy establishes that if one
fork is longer than the other (or it accumulates more cryptographic complexity), then
all agents in the network judge it as the authentic one. This is a practical solution as
it is highly improbable that two consecutive blocks will be solved simultaneously
by two pairs of nodes. In any case, even if two or more blocks are solved at the
same time, at some point one of the forks will become longer. This defines the so-
called 51% or double spending attack, as malicious nodes would need to to control
at least 51% of the network’s computing power in order to be able to introduce a
faulty transaction in a block, validate it, and keep validating consecutive nodes in
the corresponding fork so that it is accepted as the canonical fork by the network.
When the size of the network and the number of miners increases, the probability of
such attack is reduced, thus giving the blockchain its immutability and data integrity
properties.
The benefit of having an expensive PoW solution in terms of hardware, energy
consumption and time is that it is equally expensive for malicious nodes to attack
the network. Part of the security of PoW thus comes from disincentivizing attackers
because of the large a priori investment required in order to be able to attack and gain
control of the network, which would not pay off even if the attack is successful [64].
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2.2 Proof of Useful Work
Part of the research community has argued that taking into account the humongous
amount of computational resources and electric energy put into mining to solve
PoW puzzles, at least these could be defined in a way that the solutions found would
help research in other fields. As an example, King et al. proposed the definition of
PoW puzzles that would find long chains of primes [65]. Solving these PoW would
be then dedicated to solve a mathematical problem which consists on finding the
distribution of the Cunningham prime chain. In this case, the Fermat Primality Test
would be used to validate the PoW solutions.
A different research approach is the definition of simpler PoW requiring less
computational resources in order to reduce the entry barrier and provide a more uni-
form distribution of mined currency. Pagh et al. introduced the concept of Cuckoo
hashing, in which the PoW difficulty would remain constant over time [66].
2.3 Proof of Stake
The basis for security and robustness in a PoW system comes from the amount of
computational resources needed in order to gain control over the network. Nonethe-
less, this computational complexity also brings limitations. First, it limits the prob-
ability for news nodes to be able to mine new cryptocurrency by themselves if they
join a large network. Second, it also limits the number of transactions that can be val-
idated within a certain time interval. For instance, in Bitcoin, it takes an average time
of 10 minutes to validate a block and all the transactions it includes [67]. A differ-
ent consensus approach that does not rely on computational complexity and that has
gained momentum in recent years is Proof of Stake (PoS). One of the main objective
of PoS systems, which is being introduced, for instance, as part of Ethereum 2.0, is
to reduce transaction validation latency. One of the first implementations of PoS in a
blockchain system, which showed clear benefits in this direction, was demonstrated
with Nxtcoin [68, 69]. The idea behind PoS is to value the cryptocurrency that val-
idating nodes put at stake, instead of their computational power. PoS mechanisms
elect validators with a probability proportional to the size of their stake, which is
often closely related to the amount of cryptocurrency that the node, or miner, owns.
Nodes can lose the total value of their stake if they incur in fraudulent validations.
In [70], a similar PoS system was proposed where the probability of selection of the
nodes validating transactions was calculated based on both the pure stake and the
state of the block being validated in the blockchain.
The 51% attack discussed in the PoW consensus mechanism is still a potential
attack vector in a PoS system. However, while in the PoW case attackers need to
obtain control over 51% of the network’s computing power, which becomes in-
creasingly easy as larger pools monopolizing the mining process are created, in a
PoS system an attacker needs control over 51% of the cryptocurrency’s total supply.
This is, in theory, a more difficult problem than gathering enough computing power.
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Owing to the significant reduction of the computational complexity of the con-
sensus algorithms with PoS when compared to PoW, the energy consumption foot-
print is also reduced. PoS thus provides a more energy-friendly alternative which
in turn enables nodes with lower computational capabilities to participate in the
blockchain as equals to all others. Multiple authors, such as [71] or [72], have stud-
ied the sustainability of Bitcoin’s growth and its energy footprint, which researchers
estimate to be the equivalent, on a yearly basis, to non-renewable energy resources
consumed by entire nations of the size of Czech Republic or Jordan. Nevertheless,
this also means that because miners do not need to dedicate large amounts of compu-
tational resources to mining, it is easier to perform Sybil attacks spawning multiple
identities within a single malicious node.
In general terms, a PoS system relies on a validator or a set of validators which are
eligible after depositing part of their stake. In other words, as described by Buterin
et al. [73], nodes earn the right to propose a block only after locking part of the
coins they own on the blockchain. This is an extended definition over the pure PoS
system firstly implemented in [74] as part of PPCoin, in which the total miner’s
stake is directly considered.
2.4 Practical Byzantine Fault Tolerance
The Practical Byzantine Fault Tolerance (PBFT) consensus algorithm was first pro-
posed by Castro et al. in 1999 [75]. PBFT was the first algorithm with the ability to
operate in large asynchronous networks such as the Internet, while providing over
one order of magnitude in processing power improvement over previous methods,
allowing for high-performance Byzantine state machine replication, and demon-
strating thousands of requests per second. Byzantine fault tolerance can be described
as the capacity of a system to maintain proper operation when multiple errors or un-
expected behaviour occur within part of the system, but not its totality [76]. In a
distributed network and considering the consensus problem, this is equivalent to
the ability of the network to provide a robust consensus even in an scenario where
a subset of nodes act maliciously, failing to forward valid data or sending invalid
information.
In a PBFT system, nodes are distinguished between validating and not-validating
peers [77]. The validating nodes run the consensus algorithm, in which they replicate
a state machine and evaluate its result. A client makes a request that is transmitted
over the peer-to-peer network through the non-validating nodes, which act as prox-
ies between clients and validators. Non-validating nodes do not participate in the
consensus mechanism, but are able to confirm the results. The PBFT algorithm is
able to provide consensus across the network when at most one third of the nodes
behave arbitrarily or maliciously. Because the validator nodes need to arrive to the
same results regarding the client request, the state machine that is replicated must
be deterministic.
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In comparison with PoW and PoS systems, in PBFT individual transactions can
be confirmed without the need to wait for a block including several transactions
to be added to the blockchain. In terms of energy efficiency, PBFT requires less
computational resources than a PoW consensus, but increases the probability of a
Sybil attack, where a malicious node would create multiple instances pretending
to be a large number of parties. In practice, PBFT is often combined with a PoW
that must be solved in order to join the network and within certain time intervals to
ensure that every node in the network is dedicating some minimum computational
resources to the collective validation effort. An important benefit of PBFT over PoW
and PoS is the low reward variance, as every node can be incentivized. This lowers
the reward variance across miners. Nonetheless, the scalability of PBFT is an issue
due to the large number of peer-to-peer communication exchanges required.
2.5 Third-Generation DLTs - Beyond Blockchain
Excluding Bitcoin and Ethereum, which represent the majority of the cryptocur-
rency market capitalization, one of the most successful blockchains within the IoT
and industrial domains has been Hyperledger [78]. Launched in 2016 by the Linux
Foundation, the Hyperledger project is divided in five main subprojects where
blockchain frameworks for different aims are being developed: Fabric, Sawtooth,
Indy, Burrow, and Iroha [79]. Among these, Hyperledger Fabric is the most popular,
an enterprise-level and production-ready permissioned distributed ledger framework
that has already been applied across various industrial fields [80]. The aims be-
hind the project include open-source and cross-industry development of an scalable
framework for smart contracts. Through the rest of this chapter, we utilize Hyper-
ledger to refer to Hyperledger Fabric unless otherwise specified.
The consensus mechanism utilized in Hyperledger vary depending on the subpro-
ject. For instance, Hyperledger Fabric relies on RAFT [81], while Hyperledger Indy
utilizes Plenum, based on Redundant Byzantine Fault Tolerance (RBFT) [82]. Dif-
ferent blockchains following the hyperledger design ideas rely on PBFT or adapted
BFT approaches.
In recent years, blockchain technology has evolved towards a wider range of net-
work definitions that do not keep the original structure of a blockchain in terms of
how to store data within a distributed ledger. Among these, one of the most promi-
nent distributed open ledgers under development is IOTA [83]. IOTA’s backbone is
a directed acyclic graph that defines the tangle. The tangle is the underlying net-
work upon which IOTA is built. While Bitcoin was born mainly as a distributed
cryptocurrency, Ethereum evolved from it into a platform for smart contracts, and
Hyperledger is intended for industrial use, IOTA was specifically designed with the
IoT in mind [84]. In IOTA, there are no miner or validator nodes confirming trans-
actions, but instead each user must participate in the validation of two transactions
before being able to issue a new one on its own. This approach, together with the
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tangle’s structure, makes IOTA highly scalable and free to use. IOTA’s development
is open-source and led by the IOTA foundation.
IOTA’s consensus protocol is defined within the Concordice system [85]. The
main differentiating aspect of IOTA’s tangle is the fact that multiple disconnected
subnetworks can coexist for certain periods of time. This means, for instance, that
while a blockchain cannot contain two conflicting transactions in committed blocks,
the tangle might temporarily contain two such transactions. IOTA deals with this,
however, in a similar manner as Bitcoin does: the fact that a transaction is included
in the blockchain does not automatically mean it is valid, as two forks of the chain
might exist until one is deemed longer and this valid. Therefore, in both cases there
is only information about the probability of a transaction being valid, which in-
creases as the blockchain, or the tangle, grow after that given transaction. In order
to make a decision on two conflicting transactions in IOTA and reach a consensus
across the network, Concordice proposes two consensus protocols: the fast proba-
bilistic consensus (FPC) and the cellular consensus (CC). FPC, introduced in [86],
is a leaderless probabilistic binary consensus protocol. FPC has low complexity
from the communication point pf view, and is robust in a Byzantine infrastructure.
As with PBFT, the basic idea behind FPC is voting. In any case, IOTA is still un-
der development and is not production-ready. More detailed information on IOTA’s
consensus and CC is available in [87] and [88].
Other DLT solutions claiming to be third-generation blockchain are Nano [89],
with its underlying block lattice, and Skycoin [90], aimed at powering the Web 3.0.
While Nano and IOTA are recent technologies, Skycoin has been under development
for several years and was born out of a series of external audits into Bitcoin, which
revealed the different flaws in the PoW consensus protocol.
2.6 Smart Contracts
Second-generation blockchain systems, largely represented by the Ethereum blockchain,
were defined as those introducing the ability of executing distributed programs
within the blockchain itself, therefore extending their applicability beyond cryp-
tocurrency transactions and into the validation of more general types of transactions.
These programs that can be executed within a blockchain are called smart contracts,
with one of the most notorious implementations being part of the Ethereum Virtual
Machine and its corresponding stack [91], which provides a Turing complete lan-
guage as part of its framework [92]. Ethereum also introduced a new programming
language to be dedicated to the development and implementation of smart contracts:
Solidity [93]. Smart contracts as defined with Solidity code can be seen as a set of
instructions defining transitions between states of the program, with both the data
representing the different states and the code defining the transitions being stored at
specific addresses within the Ethereum blockchain.
In Ethereum, smart contracts are part of the Ethereum Virtual Machine (EVM) [94].
The EVM is based on the existence of contract accounts in the blockchain, which ex-
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tend the functionality of external accounts, those controlled by a human or network
node through a public-private key pair. Contract accounts operate in an automated
way as a function of the code stored within the account. While external accounts are
defined based on their key pair, with an address determined based on the public key
being assigned to each node joining the network, contract accounts have addresses
that are determined when the contract is created. In Ethereum, the address space is
shared among both types of accounts. Contract accounts are created through transac-
tions that have a null or empty recipient. Those transactions must contain code that
outputs the smart contract’s code, which is then generated when the transaction’s
code is executed within the EVM. In general terms, transactions including a payload
and Ether (Ethereum’s cryptocurrency) between external accounts in Ethereum are
extended so that when a transaction’s target account is a contract account containing
a set of code instructions, these are executed given the payload in the transaction. A
key concept in Ethereum is gas. Upon creation, transactions are assigned a definite
quantity of gas. The gas is a measure of the processing power that will be dedicated
to that transaction. In other words, the gas is the transaction fee. The gas is initially
charged into the transaction, and its reserve gradually decreases as a function of
a set of predefined rules when the EVM executes the different transaction instruc-
tions. The gas that is left is refunded to the transaction creator. The gas price, which
is paid upfront, is decided by the creator node. Miners, which obtain the gas price as
a reward, decide which transactions to mine based on the amount of gas included.
Therefore, the gas price is decided based on the market and the desired priority for
a specific transaction.
2.7 Sharding and Scalability
While second-generation blockchains introduced new functionality and improve-
ments over Bitcoin-based blockchains at different levels, one of the main challenges
in blockchain systems remained: scalability [95]. This is mostly due to the large and
increasing amount of computational resources required for mining. From the com-
munication point of view, Bitcoin and other similar blockchains only require one
broadcast per block, and therefore the main bottleneck comes from computation
(which cannot be directly decreased while maintaining security). In PBFT-based
systems, multicast messages are required for validation, and thus the main scala-
bility problem is the communication cost [22] (which cannot be directly reduced
either without compromising security and robustness of the consensus mechanism).
Multiple research efforts have been directed towards the realization of more scalable
systems, with new blockchains based on PoS and PBFT showing promising results.
Elastico, introduced in [25], was one of the first scalable blockchains that introduced
the concept of sharding: to divide the network in subnetworks, or shards, that would
validate transactions in parallel. Elastico was the first blockchain system to provide
a full implementation of a sharding scheme for a permisionless blockchain. A differ-
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ent early sharding proposal was presented in [96], where Merklix trees are utilized
to merge the state of the different shards into the global blockchain state [97, 98].
Another blockchain system aimed at scalability that has had an important im-
pact on subsequent research is OmniLedger [26]. Omniledger scales linearly with
the number of nodes in the blockchain, and reports transaction times able to match
credit card standards if the size of the network arrives to a certain threshold. The key
difference with Elastico in terms of scalability is that in Elastico the network perfor-
mance scales with the computational power in a linear fashion, while in Omniledger
it does so with the number of validator nodes. In Hyperledger, the scalability of the
network has seen significant improvements since the release of Fabric 1.1.0 [99].
Moreover, the number of channels can be scaled with little to no impact on perfor-
mance according to the same report.
Perhaps the biggest effort that is currently being put into the development of
a truly decentralized, permissionless and scalable yet secure blockchain is the de-
sign and development of Ethereum 2.0 [100], where huge amounts of computing
resources will be no longer required for mining [101]. The Ethereum Foundation
and other developers behind Ethereum 2.0 have embraced Proof of Stake as the
main consensus mechanism, while still utilizing PoW to secure the network, and
the concept of sharding towards scalability. The consensus is based on the Casper
protocol [102], which incentives for mining have been described in [73]. The im-
pact that shards have on transaction scalability is relatively clear, with a much larger
throughput being possible in terms of transactions validated per second. Nonethe-
less, it is not straightforward to extend the implementation of smart contracts with
sharding. As smart contracts have associated a series of data states corresponding to
their code, each state change can be though of as a transaction. Contracts can be ex-
ecuted within a single shard, or a cross-shard synchronization mechanism must exist
to allow for data to flow between shards. In [26], the authors introduced introduced
Atomix, a client-driven lock/unlock protocol, to ensure that a single transaction can
be committed across multiple shards, while enabling the possibility of unlocking re-
jected transaction proofs in specific shards. The original Atomix state machine can
be extended to accommodate the execution of smart contracts across shards.
3 Blockchain Technology for Mobile Edge Computing
This section reviews and classifies the existing research in the integration of blockchain
and MEC from an architectural point of view. We classify the different approaches
on three main categories, illustrated in Fig. 2. The first category encompasses works
providing a system-level integration where a blockchain is one of the key pieces
at the heart of the edge infrastructure, managing services and resources. The sec-
ond category includes approaches that utilize blockchain as a middleware between
the edge infrastructure (hardware and software) and the third-party services being
provided through MEC. Finally, the last category comprises those works where the
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blockchain is part of individual applications, for aspects such as security or identity
management.
In general terms, Ethereum is the most widely applied blockchain platform in
the IoT, owing to the maturity of its smart contracts framework enabling complex
interactions between data producers and consumers [103, 104]. In the same area,
Hyperledger has potential to disrupt the IoT with more scalable solutions and the
ability to run distributed programs as chaincode [105]. In all these cases, nonethe-
less, the blockchain runs in embedded edge gateways providing stable connectivity,
and where enough power and computational resources is available. With the poten-
tial to reach embedded devices at the sensor layer, and being developed specifically
for the IoT, IOTA is set to play an increasingly important role. Owing to its low
inherent computational requirements and being highly scalable, IOTA is the ideal
candidate for edge computing systems and hardware.
3.1 MEC Resource and Service Orchestration with Blockchain
One of the most critical points at the edge is resource orchestration [29]. In order to
enable a wide variety of use cases, multi-tenant applications, and ad-hoc deployment
of different modules, MEC infrastructure needs to be able to manage its resources
in real time, while also orchestrating how the network is being utilized. This in-
cludes processes from allocating hardware resources for the different virtualized
applications to managing the spectrum or the bandwidth that might be in use for
computational offloading by different service providers.
Blockchain technology can provide multiple advantages to orchestration at the
edge: enhanced security and identity management, together with distributed con-
sensus algorithms to implement the resource allocation decision processes. In this
area, EdgeChain was introduced by Zhu et al. as a middleware platform to de-
ploy third-party applications across the MEC layer [31]. In [33], the authors intro-
duce a blockchain framework that relies on smart contracts for managing network
bandwidth and resource allocation in a distributed and collaborative computational
offloading framework. In [36], a similar idea is extended towards managing net-
work infrastructure and the available computational resources focused at enhanc-
ing autonomy of self-driving cars and other autonomous robots forming distributed
robotic systems. In this paper, the blockchain MEC slice was the key slice managing
the deployment of applications across other MEC slices supporting different verti-
cals within the automotive sector. Further adoption of blockchain for computational
offloading will require, however, higher-bandwidth and lower-latency blockchain
frameworks enabling real-time sensor data to be streamed for applications such as
autonomous mobile robots [30, 106].
Resource orchestration processes have underlying optimization algorithms that
can be implemented either in a more traditional deterministic manner, or relying on
machine learning models. Several authors have proposed the utilization of deep rein-
forcement learning for computational offloading in blockchain-powered edge com-
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UC1: Blockchain for Edge Resource Orchestration
Pool of Software-Defined 
Edge Services
Tenant 1 … Tenant N
Application 1 Application 1
… …
Application M1 Application MN
Pool of Edge Resources
Active Edge Services
. . .
End-Users
Blockchain-Managed Resource Allocation and Service Provision
UC2: Blockchain Marketplace at the Edge
Application 1
Blockchain-Powered Marketplace
Application 2 Application N. . .
UC3: Blockchain-Enhanced Edge Services (Privacy, Security, Identity Management)
Application 1 Application 2 Application N
. . .Blockchain Blockchain Blockchain
End-Users
Fig. 2: Main use cases for blockchain within edge computing systems. (UC1)
Blockchain-powered resource allocation and service provision; (UC2)
Blockchain-powered marketplace for interfacing users and services; (UC3)
Blockchain-enhanced individual edge services relying on blockchain tech-
nology for security, privacy, data management and audits or identity man-
agement, among others.
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puting. In [107], the authors demonstrate an approach that is able to improve long-
term performance in a computational offloading scheme, with an adaptive genetic
algorithm to improve the exploration processes while learning. In [43], the authors
describe different situations in which blockchain can support resource management
at the edge with deep reinforcement learning: spectrum sharing, vehicle-to-vehicle
energy trading, computational offloading, or device-to-device content caching.
3.2 Blockchain for a MEC Services Marketplace
DLT can also provide a platform for building a marketplace between end-users and
third-party edge application through either a transparent, secure and auditable mon-
etization framework or as a middleware for sharing data securely between producers
and consumers. In the former direction, Xiong et al. deployed a blockchain at the
edge to enable resource-constrained devices producing data to sell it to third-party
applications [32]. The pricing scheme introduced in the paper models the interac-
tions within the IoT as market activities and the blockchain represented the frame-
work for regulation of such activities. Distributed marketplaces based on blockchain
for MEC services often utilize Ethereum as a base and the InterPlanetary File Sys-
tem (IPFS) for data storage. Examples are available in [108] or [109]. A study de-
scribing the different challenges and opportunities is available in [110].
3.3 Blockchain-Powered MEC Services
In [49], the authors describe how blockchain can play a key enabled role in inter-
connected vehicles from the security point of view. In particular, blockchain is ex-
ploited for data management, but also for energy management in electric vehicles,
with the authors proposing blockchain inspired data coins and energy coins. An edge
computing security scheme is proposed including these two interaction aspects. An
approach more related to the nature of blockchain as a cryptocurrency framework
was proposed by Liu et al. in [41], where the authors present an offloading frame-
work not for data but for the blockchain itself and related mining operations. In
general, blockchain can support edge services by providing enhanced privacy and
security [40], decentralized data management [18], or identity management [111].
4 Performance and Scalability of DLTs at the Edge
In this section we describe the benefits and drawbacks of the different consensus
protocols and DLT solutions for each of the three main use cases defined in the pre-
vious section and illustrated in Fig. 2, as well as for edge computing in the industrial
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internet of things. A basic classification of some of the protocols introduced in the
previous section from the point of view of the capabilities of embedded IoT systems
is given in Table 1.
Table 1: Comparison of consensus protocols in terms of their applicability within
resource-constrained devices in the IoT.
PoW PoS/DPoS PBFT Concordice
Computationally-Constrained Devices 7 3 7 3
Communication-Constrained Devices - 7 7 3
Intermittent Connectivity 7 7 7 3
Independent Subnetworks 7 7* 3** 3***
Production-Ready Platform 3 3 3 7
*Recent proposals implementing sharding might be considered subnetworks, however here we
refer to the ability of specifically creating a subnetwork from a given set of nodes.
*Channels in Hyperledger enable data separation but need to remain connected to the main net.
**The tangle in IOTA enables sets of nodes to be disconnected for certain periods of time and
rejoin the network later on.
4.1 Blockchain Technology in Resource-Constrained Devices
Consensus protocols in the different DLTs are the key performance indicators, and
they are directly related to the minimum capabilities that nodes in the network
must meet. In PoW-based blockchains, including Bitcoin and Ethereum, resource-
constrained devices in the IoT that are potentially battery powered do not have
the ability to participate as full nodes in the network. In Ethereum, nonetheless,
the blockchain has adapted to some extent towards embedded IoT devices. For in-
stance, the Zerynth Ethereum library provides basic capability to embedded mi-
crocontrollers running MicroPython [112]. It enables sensor nodes to create signed
transactions and execute contract calls.
Hyperledger Fabric and IOTA, designed with scalability in mind, do not have
such strong computational requirements. The consensus protocols at the hearth of
Hyperledger, however, have high communication complexity and therefore require
nodes to be able to communicate frequently and with low-latency. Hyperledger can
therefore run in embedded IoT edge gateways with wired internet connection but its
extendability to wireless and potentially battery-powered sensor nodes is limited. In
this area, IOTA has a comparative advantage. In particular, STMicroelectronics has
collaborated with the IOTA foundation in the development of X-CUBE-IOTA [113],
a complete middleware that enables IoT sensor nodes based on STM32 microcon-
trollers to build IOTA applications and access the IOTA distributed ledger directly.
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In terms of communication-constrained devices, low-power wide area networks
(LPWANs) have emerged in recent years as a solution for extending the range of
applications, with LoRa and LoRaWAN being the most prominent radio and net-
work technologies [7, 114]. Edge computing is a natural paradigm to be integrated
with LPWAN networks owing to the low-bandwidth available and thus the need to
preprocess large amounts of raw data [115, 116, 117]. However, the integration of
blockchain into LPWAN networks is not direct [118]. Current efforts deploy the
blockchain either at the LPWAN gateways, which often have wired internet con-
nection, or at the back-end servers [119, 120]. More interesting use cases will be
possible when the blockchain nodes can be interconnected via low-bandwidth and
high-latency LPWAN links, which might be soon possible with IOTA and STM.
4.2 Application Scenarios
From the point of view of edge computing as a system encompassing multiple inde-
pendent applications, the simplest use case is such in which blockchains are man-
aged by each application independently. This allows for the same orchestration al-
gorithms to remain in place, as well as co-existence of blockchain-based and other
applications running at the edge. Depending on the nature of each of the applica-
tions, all of the DLT solutions presented in this chapter might be applied. For general
IoT systems where data is gathered from sensor nodes and transactions between ei-
ther the user or the sensors and the application back-end (which may or may not
be deployed entirely at the edge) are relatively simple, then IOTA stands out by
providing free transactions. This can be a key differentiating point in applications
where data is routinely gathered and does not have specific value. Because IOTA’s
consensus is built in a way that all nodes need to take the validator role before being
able to commit transactions, nodes do no need an additional incentive to validate
and therefore there is no need for a transaction fee as with other blockchain plat-
forms. If more complex transactions are required, with either real-time interaction
between users or a user and sensor data being processed, then smart contracts might
be needed. Ethereum is by far the most extended and used blockchain platform for
smart contracts, and therefore it would be natural to rely on it. This will be an even
better solution when Ethereum 2.0 is available. Nonetheless, relying on Ethereum or
similar solutions involves an extra transaction cost, due to the need for mining new
cryptocurrency to compensate nodes participating in the validation process. Alter-
natively, private Ethereum networks can be deployed and infrastructure managed by
the application developers. This is specially important in PoW-based systems, but
also in PoS systems as otherwise nodes would have no incentives on putting their
stakes at risk.
When blockchain is utilized to power a marketplace of services at the edge, the
cryptocurrency that blockchains build upon might play a more important role with
the introduction of monetization. In this sense, monetization does not necessarily
refer only to paying for services, but can also encompass the edge resources that
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services rely on [29]. Similar to the previous case, the choice of DLT framework
has a significant dependence on the type of data management and processing that
needs to be done. For simple applications in which services and end-users are pre-
defined and communicate independently, then IOTA can provide a fast and scalable
framework, while Hyperledger could be an alternative if there is enough infrastruc-
ture set to sustain the blockchain and validate transactions. These applications can
cover a wide variety of scenarios: paying a highway toll, exchange of information
for coordination between autonomous cars, track-and-trace in the logistics sector,
or providing digital identity to citizens in a smart city. In all these cases, a common
denominator is that the transfers of value, or information, are small and frequent in
time, and therefore there is not enough incentive to utilize other blockchain plat-
forms such as Ethereum where transactions involve a fee. Hyperledger, nonetheless,
is only a viable option if either public or private infrastructure supports its use with-
out an impact on the end-user. For more complex applications, both Hyperledger and
Ethereum provide extensive support for smart contracts and execution of distributed
applications.
The last of the use cases presented in the previous section, and involving the
most complex system-level integration of DLT technology at the edge layer is re-
source allocation and service provision. In this case, different optimization algo-
rithms in which the resource orchestrator relies need to be implemented on top of
the blockchain for transparent management of resources. The processes involved in
dynamic resource allocation and service provision are complex and therefore require
blockchains able of running smart contracts. Ethereum provides a suitable platform
from the functionality point of view, but lacks the ability to scale and the low con-
trol over latency would significantly affect the real-time allocation of resources.
Moreover, the computational power needed to validate transactions would reduce
the availability of edge resources. Until Ethereum 2.0 or a more scalable solution is
available, Hyperledger has multiple competitive advantages in this area.
A different application scenario that has not been directly covered in the previous
section is the industrial IoT. Industrial scenarios often differentiate in that they oper-
ate on private networks. Moreover, safety-critical applications require more control
over the network parameters as well as over the data management itself. In these
directions, Hyperledger Fabric stands out, with design decisions targeting industrial
use cases since its inception. Not only does a permissioned Hyperledger blockchain
provide a secure framework for management of identities and network control, but
it is the ability to separate data across channels that can provide wider adoption in
privacy-critical and safety-critical use cases.
5 Conclusion and Future Work
We have reviewed the most important consensus protocols in traditional blockchains
and novel distributed ledger technologies, together with the different applications
and use cases resulting of the integration of blockchain and edge computing. In
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particular, we have described how the underlying consensus protocols affect the ap-
plicability of the different DLT systems for edge computing, with an emphasis on
the current research trends in terms of scalability and performance. We have out-
lined the main benefits and drawbacks of Ethereum, Hyperledger and IOTA in four
main use cases: (i) orchestration of edge resources and services, (ii) implementa-
tion of a marketplace of edge services, (iii) enhancing security, privacy or identity
management of individual edge services, and (iv) providing a framework for data
management in the industrial Internet of Things.
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