The introduction of agriculture is a major event in human history, and this article offers a preliminary investigation into whether there might be structural features of language correlating with the distinction between languages spoken by hunter-gatherers and agriculturalists. A number of feature values treated in the World Atlas of Language Structures suggest promising results, in particular in relation to constituent order, phonology, and lexical typology. Hunter-gatherer languages favor (or agriculturalist languages disfavor) absence of a dominant order of major sentence constituents, absence of adpositions, absence of a dominant constituent order of noun and genitive, presence of subject clitics on a variable host, presence of initial interrogatives; a small vowel inventory, no tone, no voicing opposition in plosives and fricatives; and the lexicalization Finger = Hand ≠ Arm.
Introduction
The introduction of agriculture -that is, the replacement of a nomadic hunter-gatherer lifestyle with a sedentary agriculturalist lifestyle -is arguably one of the major events in the history of humanity and led in the immediately premodern period to a rather clear distinction between hunter-gatherer and agricultural populations, referring to the major source of food in each case. For the linguist, an obvious question to ask is whether or not this division into hunter-gatherer and agricultural populations has any significant linguistic correlations. Of course, there will be some predictable differences in vocabulary, as agriculturalists developed new lexical items to denote the new concepts that developed as part of the agriculturalist lifestyle. What we are concerned with here rather are structural features of language, including, in particular, grammar and lexicon -and lexicon only to the extent that one is dealing with the structure of the lexicon in areas that are not directly related to food production. This paper is an initial exploration of this question. It draws on two projects closely associated with the Max Planck Institute for Evolutionary Anthropology: first, the World Atlas of Language Structures (WALS; Haspelmath et al. 2005) , which provides the cross-linguistic data on which our analysis is based; second, Note to the Author: Please provide affiliation for this chapter.
the conference "Historical Linguistics and Hunter-Gatherer Populations in Global Perspective," organized by Tom Güldemann in August 2006 and whose proceedings will appear in Güldemann et al. (forthcoming) , in particular for the identification of hunter-gatherer languages.
The general aim of this paper is to answer the question of whether there are particular structural linguistic features, from among those included in WALS, that show an unexpected difference between the feature-values for hunter-gatherer languages and those for non-hunter-gatherer languages. The body of the article, Section 3, discusses those features for which we found this to be true -for other features, we either found no significant difference or lack sufficient information.
In order to have a set of hunter-gatherer languages to work with, we made use of the list of languages of hunter-gatherer populations identified by Tom Güldemann and Patrick McConvell as part of the "Historical Linguistics and Hunter-Gatherer Populations in Global Perspective" project (Güldemann et al. forthcoming) . The list we used was a preliminary version, and we therefore take all responsibility for any shortcomings. Appendix 1 provides the list of hunter-gatherer languages that we have used and Appendix 2 separately lists those languages whose assignment to hunter-gatherer or agriculturalist populations remains unclear at the present time.
Method of typological comparison
The basic comparison we made was between hunter-gatherer languages and nonhunter-gatherer languages. The languages marked as being possible hunter-gatherer languages were considered as a separate group. We further separated Australian languages from the other hunter-gatherer languages because the former are a geographically and ethnologically contiguous group with at least substantial genealogical links. For any correlation to be counted as interesting, at least the same preference should be observed in Australian languages and in other hunter-gatherer languages. We have not consistently checked for other areal patterns, influence of genealogical relatedness, or influence of population size, just to name a few obvious factors that might influence the observations made here. The following observations should just be seen as that: first observations of potentially interesting patterns that need more in-depth investigation.
To look for structural correlates to the sociocultural grouping of languages, we made tables with frequencies of languages for all chapters from WALS, separating the available languages into four groups: Australian languages, other hunter-gatherer languages, languages for which the hunter-gatherer status of their speakers is uncertain, and those languages whose speakers clearly are not hunter-gatherers. To find those correlations that show promising effects, we computed so-called Pearson residuals, indicating the relative preference of each feature-value. 1 A positive residual indicates that the number of languages is higher than expected, a negative residual that it is lower than expected. We selected the most interesting features from WALS by manually going through the listing of the most extreme residuals. We explicitly decided to not report significance values, because we did not control for obvious factors influencing significance, like genealogy and areality.
The relevant features from WALS will be presented here in the tables giving the raw number of languages. Feature values from WALS are shown as rows, and the four groups of languages as columns. All characteristics that have a residual of greater than one are set in boldface to indicate that these numbers of languages seem to be larger than would be expected statistically. This delimitation at a residual of one is rather arbitrary, and ideally proper significance assessment should be performed. However, various confounding factors as listed above will have to be considered before significance can be assessed. Such a complete analysis fell outside the focus of this paper.
. Typological peculiarities
The most promising typological peculiarities of hunter-gatherer languages are found in the domain of constituent order, phonology, and lexical structure. These will be discussed in turn.
.1 Order of meaningful elements
There are various typological differences between hunter-gatherer languages and nonhunter-gatherer languages in the realm of the order of meaningful elements, detailed in Tables 1-7 . These preferences can be summarized by saying that hunter-gatherer languages have a statistical preference for the following typological characteristics: -absence of a dominant constituent order of major sentence constituents -absence of adpositions -absence of dominant constituent order of noun and genitive -when there is a dominant clausal constituent order, then preferably not SVO -when there are adpositions, then preferably postpositions -when there is a dominant order of noun and genitive, then preferably genitive-noun -presence of subject clitics on variable host -presence of initial interrogatives This list of generalizations succinctly summarizes the findings, but it should be kept in mind that they are only statistical preferences and not absolute statements. Further, the preferences of hunter-gatherer languages in many cases seem to be better characterized as a dispreference for those characteristics by non-hunter-gatherer languages. For example, the preference of hunter-gatherer languages for variable constituent order looks more like a dispreference of non-hunter-gatherer languages for such a language structure. Both in Table 1 (main sentence constituent order) and Table 5 (genitivenoun order), more than 90 percent of the non-hunter-gatherer languages have a strict word order. In contrast, for hunter-gatherer languages the proportion of strict word order languages is only about 65 percent. So the non-hunter-gatherer languages have a strong preference for one possible structural option, while the hunter-gatherer languages are more evenly distributed (i.e. closer to 50 percent). This skewing might be interpreted as showing that hunter-gatherer languages more evenly fill out the space of possible variation of human languages, while non-hunter-gatherer languages have become more selective in their typological diversity.
A similar observation can be made for adpositions (Table 3 ) and initial interrogatives (Table 7) . It is probably not so much the hunter-gatherer languages that show these preferences but rather the non-hunter-gatherer languages that prefer to have some kind of adpositions and frequently allow noninitial interrogatives. More than 90 percent of the non-hunter-gatherer languages have adpositions, while adpositions are only found in about 50 percent of the hunter-gatherer languages. Likewise, noninitial interrogatives are attested in about 75 percent of the non-hunter-gatherer languages but only in 50 percent of the hunter-gatherer languages. Some observations on typological features of hunter-gatherer languages  Both the preference for initial interrogatives (Table 7) and subject clitics (which are typically placed in a Wackernagel-like second position; Table 6 ) can be analyzed as following a topic-comment sentence structure. So the large proportion of languages with variable word order (Table 1) , initial interrogatives (Table 7) , and subject clitics on variable hosts (Table 6) indicates that hunter-gatherer languages rely more on contextual clues to disambiguate sentence content, compared with non-hunter-gatherer languages -a kind of linguistic structure that is quite reminiscent of the "pragmatic mode" (Givón 1979, Chapter 5) .
Although it is a somewhat speculative concept, when hunter-gatherer languages are interpreted as showing an older stage of the typological distribution of linguistic parameters, then these findings suggest that various word-order parameters might have been much more equally distributed in the past. Further, this could then also be interpreted as showing that human languages in an earlier stage relied less on strict syntactic regularities and more on contextual clues.
Finally, preferences for non-SVO (Table 2) , postpositions (Table 4) , and genitivenoun order (Table 5) are, of course, typologically correlated. So those hunter-gatherer languages that do have some kind of strict-order syntax prefer left-branching/head-final structures. 
.2 Phonology
In the realm of phonology, the following characteristics are found to be particularly prominent in hunter-gatherer languages (as shown in Tables 8-10): Some observations on typological features of hunter-gatherer languages  -small vowel inventory (Table 8) -no tone (Table 9) -no voicing opposition in plosives and fricatives (Table 10) Small vowel inventory is known to be typologically linked to not having tone distinctions (Maddieson 2005a) . The observation that hunter-gatherer languages prefer small vowel inventories clearly relates to the claim by Hay & Bauer (2007) that the size of a language's phoneme inventory, including also specifically the size of its vowel inventory, tends to vary in direct proportion to the size of the speech community speaking that language. Hunter-gatherer languages are spoken by small speech communities, a direct result of the social implications of this mode of food acquisition. This is thus a case in which it would be particularly interesting to compare the relative significance of hunter-gatherer lifestyle and of speech-community size, by investigating in further detail the size of vowel inventories of non-hunter-gatherer languages spoken by small versus large speech communities. (Note that the claim by Trudgill (2004), based on comparison of different Austronesian-speaking communities, that small speech communities will tend to have either small or large phoneme inventories, while large speech communities will tend to have medium-sized phoneme inventories, relates specifically to the size of the consonant inventory and is thus not directly related to the claim at issue here.)
Further note that for these characteristics, the preference of the Australian languages is much stronger than that of the other hunter-gatherer languages. Of the thirty-three Australian languages, 70 percent have a small vowel inventory, 100 percent have no tone, and 94 percent have no voicing in plosives and fricatives. The percentages for the other hunter-gatherer languages are much lower -namely, 28 percent, 74 percent, and 48 percent, respectively. So for all these characteristics, the strongest effects are among Australian languages. However, when we also remove the Australian languages, the preferences of hunter-gatherer languages against non-hunter-gatherer languages remains significant. 
. Lexicon
Hunter-gatherer languages seem to prefer the lexicalization Finger = Hand ≠ Arm, as shown in Tables 11 and 12 . To put this in context, these two preferences are combined in Table 13 . The lexicalization Finger = Hand = Arm is extremely uncommon worldwide (both for hunter-gatherer languages and for non-hunter-gatherer languages). In contrast, the tripartite lexicalization Finger ≠ Hand ≠ Arm is extremely common worldwide (again both for hunter-gatherer languages and for non-hunter-gatherer languages). The special situation thus concerns the two other options: Finger = Hand ≠ Arm and Finger ≠ Hand = Arm. For non-hunter-gatherer languages, these two lexicalizations are attested in a proportion of 14:179 (approximately 1:13), while for huntergatherer languages the proportion is 38:20 (approximately 2:1). Statistically this is one of the strongest differences between hunter-gatherer languages and non-hunter-gatherer languages that we have observed. Brown (2005a) speculates that the preference in hunter-gatherer languages for Finger = Hand is related to the absence of rings in hunter-gatherer societies, making the differentiation between fingers and hand less salient:
Hunter-gatherer groups may typically differ from agrarians in the extent to which they make use of finger adornment. The major, globally spread, form of finger adornment is the use of rings. Plausibly, the manufacture and use of rings would enhance the salience of the finger as a distinct hand part and would serve to augment the number of contexts in which the finger is specifically referred to, thus promoting a term for finger different from that for hand. Hunter-gatherers traditionally may tend not to make and use finger rings to the degree farmers do. If so, this could figure prominently in an explanation of why foragers tend not to lexically distinguish finger from hand while agrarians do. (Brown 2005a) In contrast, the preferences of hunter-gatherer languages for Hand ≠ Arm is not discussed by Brown (2005b) . Brown speculates that this lexicalization is related to latitudinal location, with Hand ≠ Arm being preferred in languages spoken in nonequatorial zones:
The presence of tailored clothing covering the arms greatly increases the distinctiveness of arm parts and renders more likely their labeling by separate terms. In addition, ancillary apparel such as gloves and mittens also increases the salience of arm parts. Since nonequatorial zones where cold weather is frequent are usually associated with the presence of tailored clothing and other arm gear, languages spoken in these areas are significantly more inclined to lexically distinguish 'hand' and 'arm' than those spoken in equatorial zones. (Brown 2005b) However, the equatorial zone encompasses everything between 36 0 North and 10 0 South, according to Brown's definition. Given these limits, hunter-gatherer languages are in their majority nonequatorial (380 nonequatorial versus 87 equatorial). So the attested skewing in the lexicalization for Hand ≠ Arm could be related both to geography and to subsistence. We calculated various regression models to investigate how geography and subsistence interact in this case, but the results vary widely, depending on the details of the definition of the latitudinal parameter and the hunter-gatherer parameter. It is possible to define latitude as the distance from the equator, but then it is mostly not significant. In contrast, when latitude is defined as distance from the line of latitude at 20 0 North, then there is a significant effect. Likewise, when latitude is defined as a binary parameter in accordance with Brown's definition ("equatorial" is between 36 0 North and 10 0 South, "nonequatorial" is everything outside that area), then the parameter is also significant. Similar variation is attested depending on the definition of the hunter-gatherer parameter. When the languages about which we are uncertain are classified as intermediate, then the significance of subsistence improves strongly relative to when these languages are simply omitted. In general both geographical latitude and hunter-gatherer subsistence appear to be significant factors for the distribution of Hand ≠ Arm, although more research is needed to flesh out the details of their interaction.
. Conclusion and prospects
This paper identifies a number of structural features of language -relating to constituent order, phonology, and lexicon -in which there appears to be a difference between hunter-gatherer and non-hunter-gatherer languages. We emphasize that this paper is just the first stage in the investigation of structural linguistic correlates of the division between hunter-gatherer and agricultural speech communities. Future work will first need to verify the extent to which the hunter-gatherer/agricultural distinction is indeed the relevant significant factor in these structural patterns, versus the relevance of other factors, like genealogical factors, areal patterns, or speech-community size. This article only scratches the surface of this issue by giving separate treatment to Australian and non-Australian hunter-gatherer languages. Second, we need to propose and test potential explanations for the observed discrepancies between hunter-gatherer and non-hunter-gatherer languages. At the moment, we -dual, exclusive -have only speculative ideas why the particular correlations observed here should hold. If the correlations turn out to be robust even when other factors are filtered out, then we -plural, inclusive -have a lot more to learn. 
