Smart wireless sensors have been recognized as a promising technology to overcome many inherent difficulties and limitations associated with traditional wired structural health monitoring (SHM) systems. Despite the advances in smart sensor technologies, on-board computing capability of smart sensors has been considered as one of the most difficult challenges in the application of the smart sensors in SHM. Taking the advantage of recent developments in microprocessor which provides powerful on-board computing functionality for smart sensors, this paper presents a new decentralized data processing approach for modal identification using the Hilbert-Huang transform (HHT) algorithm, which is based on signal decomposition technique. It is shown that this method is suitable for implementation in the intrinsically distributed computing environment found in wireless smart sensor networks (WSSNs). The HHT-based decentralized data processing is, then, programmed and implemented on the Crossbow IRIS mote sensor platform. The effectiveness of the proposed techniques is demonstrated through a set of numerical studies and experimental validations on an in-house cable-stayed bridge model in terms of the accuracy of identified dynamic properties.
Introduction
Vibration-based structural health monitoring (SHM) provides valuable information regarding the dynamic characteristics of structures. The identification process consists of measuring vibration responses from structures and analyzing the measured data to build a numerical model of the structure. Traditionally, the vibration responses are obtained using centralized data acquisition systems with wired sensors. However, wired sensors have proven to be difficult to implement, particularly for dense deployment of sensors on largescale civil infrastructures due to the long setup time, the difficulties in cabling, and the high cost in equipments.
Smart wireless sensors are more flexible than traditional wired sensors in communication, and their performance in data processing is also better [1] [2] [3] . A smart sensor is equipped with an independent on-board microprocessor that can be used for digital signal processing, self-diagnosis, self-identification, and self-adaptation, and the smart sensor platform is battery powered with reliable wireless communication technology.
Smart sensors provide a promising alternative to the traditional wired sensor systems, and there have been many successful applications. Spencer et al. [4] defined smart sensors with mainly four features: (i) on-board computing capability, (ii) small size, (iii) wireless communication, and (iv) low cost. Lynch and Loh [5] reviewed over 150 papers on wireless sensors for SHM with research conducted at more than 50 institutes worldwide. SHM applications with smart sensors have been studied using both scale models and full-scale structures, respectively. Recent studies [6] [7] [8] [9] [10] [11] have demonstrated the potential of applying smart sensors to monitor large-scale civil infrastructure using a dense array of sensors. However, the power consumption and long-term reliability of smart sensors are still expected to be improved. Many different methods have been proposed for power harvesting of sensors, for example, solar power and vibration power [6, [12] [13] [14] , but the system development is too complicated. One way to alleviate this problem is to reduce the number of communication cycles, since, in statistics, communication consumes most of the battery energy. The performance of data communication in wireless smart sensor networks (WSSNs) is based on the data acquisition and processing schemes within the WSSNs. A singlesensor node which generates 16-bit vibration data along three axes at 500 samples per second can easily consume onefourth of the nominal data rate of the IEEE 802.15.4 lowpower radio. A large structure typically comprises hundreds of members and will require at least two triaxial sensors measuring accelerations at each end of every member, so that the damaged members can be detected. Clearly, transferring raw sensor data in a continuous mode for a traditional central data repository is not an efficient way for the WSSNs. Therefore, decentralized approaches have been introduced to process the sensor data within the network before transmitting it to a central computer [15] . The key challenge here is how to adapt the existing SHM signal-processing techniques to perform as much data reduction within the network as possible.
The extraction of the modal information, such as modal frequencies and mode shapes from sensor data is very important for the assessment of the structural performance and the calibration of the analytical design model [16] . In an attempt to merge the modal identification methods into a state-ofthe-art wireless sensing paradigm, the Peak Picking (PP) method and the Frequency Domain Decomposition (FDD) technique [17] are modified for use within a distributed (i.e., decentralized) wireless sensing network [18] . While the amount of data wirelessly transferred in the network is significantly reduced when using these independent processing approach, modal identification methods have been addressed with some drawbacks in terms of their sensitivity to environmental effects such as temperature and moisture and nonlinearities [19] .
A time-series analysis, known as the Hilbert-Huang transform (HHT), is recently introduced by Huang et al. [20] and has received considerable attention in structural health monitoring applications. The HHT is an adaptive signalprocessing technique that produces signal decomposition in both time and frequency domains, providing instantaneous frequencies, phase, and damping for extracting damage sensitive features from the processed and decomposed data [21] [22] [23] [24] .
In order to realize data aggregation and modal identification based on HHT, this paper proposes a new distributed SHM scheme for the implementation in the intrinsically decentralized computing environment in WSSNs. In this study, a laboratory bridge model is built and tested on a commercial off-the-shelf WSN platform. The identification of the modal properties for vibration signals using the embedded HHT method on smart sensors is examined. The results from both simulation and experiments show that the proposed method achieves higher accuracy for identifying modal characteristics. The on-board computing features of the proposed system are also proven to be tolerant to environmental fluctuations in temperature and noise levels.
In the next section of this paper, the distributed SHM scheme will be introduced, and the simulation and experimental results will be shown in Sections 3 and 4. Finally, a conclusion will be made. Figure 1 , the IRIS mote wireless sensor was developed by the researchers at the University of California, Berkeley [25] , and it is a smart sensor platform designed for data intensive applications. The IRIS is an open hardware and software platform for smart sensing, and it consists of a plug-in sensor boards, a processor, a transceiver, and an AA battery pack. The specifications are shown in Table 1 . The processor speed may be scaled based on the application requirement, and thereby maintaining its power usage efficiency.
Background

Wireless Smart Sensor Node. As it is shown in
A variety of sensor boards for the mote are available in the market. MTS400 sensor board from Crossbow Technology is one of the most popular sensors used in research [26] , and it is implemented with acceleration, light, pressure, and temperature sensors, as shown in Table 2 . In this paper, an IRIS with an MTS400 sensor board will be used in the decentralized SHM system.
The operating system used on the IRIS for this research is TinyOS, which is a distributed, open-source operating system [27] . TinyOS supports large-scale, self-configuring sensor networks, and its functions include radio messaging, message hopping from mote to mote, low-power modes, sensor measurements, and signal processing. NesC is used as the programming language for TinyOS. This operating system has a small memory footprint and is, therefore, suitable for smart sensors with limited resource. TinyOS also has a large user community and many successful smart sensor applications.
Hilbert-Huang Transform
Algorithm. In 1998, Huang et al. [20] introduced a new adaptive signal-processing method, referred to as the Hilbert-Huang transform (HHT), suitable for the requirements for processing linear, nonlinear, stationary, and nonstationary signals. The HHT consists of two main parts: (i) EMD and (ii) Hilbert transform. The EMD method decomposes a real signal into a collection of simpler modes or intrinsic mode functions (IMFs), which are basically associated with the energy of the signal at different timescales and contain important data characteristics [20] . The Hilbert transform, when applied to IMFs, will produce an energy-frequency-time distribution of the data, known as a Hilbert spectrum. In general, the decomposition resulting from HHT is well localized in the time-frequency domain and reveals important information within data. The EMD extracts the IMFs by applying a sifting process to a given time signal, and two cubic splines are fitted through the signal's local maxima and minima in order to produce an upper and lower envelope, respectively. The average of these two splines is then subtracted from the original signal. The resultant signal is subsequently treated and repeated as the original time signal. The first IMF component contains the shortest period component of the signal. In order to derive other IMFs, the first IMF is removed from the signal, the residue is considered as the new signal, and the sifting process is performed to obtain the second IMF component. This procedure is repeated for all subsequent residues to derive the longer period components. After extracting all IMFs, the original signal is decomposed into empirical modes, , and a residue, , which can either be the mean trend or a constant. This can be represented by the following equation:
After extraction of IMFs through the sifting process, the Hilbert transform can be applied to each IMF in order to obtain the amplitude, phase, and frequency information, respectively. For a given IMF ( ) ≡ ( ), the Hilbert transform ( ) is defined as the convolution of ( ) and 1/( ). The mathematical form of Hilbert transform is expressed as
where indicates that the integral is to be considered as a Cauchy principal value, which prevents a possible singularity at = and ±∞. When the Hilbert transform is applied to ( ), the magnitude is kept unchanged but the phase of all frequency components is shifted by /2. Using the Hilbert transform, an analytic signal ( ) can be defined as the complex conjugate of ( ) and its Hilbert transform ( ) [20] ,
where ( ) and ( ) are called the amplitude and the instantaneous phase function of ( ), respectively. Mathematically, the above polar expression provides the best local fit for any signal ( ) with varying amplitude and phase [20] . Because the IMFs are symmetric with respect to zero mean, the instantaneous phase increases monotonically as a function of time.
In summary, the processing of vibration signals by EMD coupled with the Hilbert transform reveals significant fundamental information hidden in the signals for detecting damage sensitive features in structural health monitoring. Depending on the structure being studied, there are various types of data extracted from the HHT and EMD. This data include intrinsic mode functions, instantaneous frequency, phase, amplitude, and damping. The next section discusses the implementation of this strategy on smart sensor platform.
Smart Sensor System
Realization. The implementation of the decentralized approach is composed of a modal identification algorithm and middleware services. Major numerical routines utilized in this approach include empirical modal decomposition (EMD), quick sort, and Hilbert transform. These functions are either developed from scratch or adapted from functions previously written in C language. The performance of these functions is examined on the IRIS system. Middleware services for the SHM include data aggregation, reliable communication, and synchronized sensing. These techniques are coded as C functions and compatible with TinyOS.
The time synchronization and reliable data delivery mechanisms in the framework can be implemented, respectively, by using suitable existing techniques; however, this issue is beyond the scope of this paper. The main focus of this paper is on the design of distributed algorithms for WSN-based SHM. When the synchronized sensing is completed, the data acquired will be processed immediately. The measured acceleration time histories and the intermediate processed results, such as the structural modal parameters, are sent back to the back-end server, where damage alarm or other applications will be executed.
Numerical Studies
The objective of the numerical studies in this section is to investigate the performance of the proposed distributed modal identification method for structural health monitoring based on the embedded processing capability of smart sensors. An original sine function signal, = 100 * sin(24 * ) + 100 * sin(12 * ), for simulation is selected in order to identify its dominant frequencies.
Cheraghi et al. [28, 29] suggested a band-pass filtering scheme in order to retain the interested frequencies only. In the present study, the signal is filtered with various bands according to the former Fourier transformation results. The first range is from 1 to 1.5 Hz, and the second range is from 3.5 to 5 Hz. The amplitudes at other frequency ranges are much lower than the bands mentioned before. Figure 2 illustrates the IMF and phase angle obtained from on-board computing and offline computing, respectively, for the first frequency case. From Figure 2 it can be seen that for all frequency cases, the IMF and phase calculated on IRIS sensor have very good agreement with those obtained by offline calculation method. After resolving the phase by the least square method, the frequencies in this example as listed in Table 3 can be obtained. The first and second frequencies measured from the on-board computing are 1.91 Hz and 3.82 Hz, respectively. In contrast to 1.98 Hz and 3.76 Hz from the offline computing, the errors are 3.6% and 1.5% for the first and second frequency, respectively. The major influencing factors resulting in these errors may be due to the limited CPU power, accumulated errors, and data package lagging in numerical processing. However, these errors are small and ignorable in engineering applications. In general, it can be concluded that the on-board computing technique of smart sensor based on HHT algorithm is reliable, and the smart characteristics of wireless sensor could be used for the SHM purpose.
Validation Test and Result Analysis
In an attempt to further investigate the onboard computing capabilities in smart sensors, the same methodology is applied to examine an in-house cable-stayed bridge model built in a laboratory. The vertical vibration signals of the bridge model in the tests is measured by the IRIS installed along the bridge deck. White noise loads are applied through two magnetic vibration generators underneath the bridge deck. The same test is carried out for 15 times with the sampling frequency of 50 Hz, and the duration of each record is about 1 sec.
Test Structure.
The test structure represents a reducedscale model of Shandong Binzhou Yellow River cable-stayed Bridge (see Figure 3) . The two-span bridge model is mainly made of aluminum. Effective stiffness criterion is utilized in the reduced-scale dynamic-elastic bridge model design. Additional masses are added so the bridge model which gives similar dynamic characteristics within the range of the prototype bridge. The bridge model is eventually built in a ratio of 1 : 40 to the prototype bridge considering lab conditions and costs (see Figure 4) . Table 4 lists the specific mechanical parameters of the bridge model. Several experiments have been previously done with various configurations of this structure [30] based on the similarity theory, in order to show that the reduced-scale bridge model with added masses has a good degree of similarity with the prototype bridge.
Finite Element Analysis.
In order to verify the accuracy of testing results and provide dominant frequency ranges, a full three-dimensional finite element model is developed using ANSYS. The geometry and member details of the model are based on the design data of the laboratory test bridge model. The main structural members are composed of stay cables, floor beams, and towers, all of which are discreterized by different finite element types.
The modeling of stay cable can be realized in ANSYS by employing the 3D tension-only truss elements (LINK8) and utilizing its stress-stiffening capability. Each stay cable is modeled by one element, which results in 60 tension-only truss elements in the model. Two steel main girders are modeled as the 3D elastic beam elements (BEAM4) for simplicity, since they are the structural members possibly subjected to tension, compression, bending, and torsion. There are in total 508 elements of this type. Towers consist of both equivalent and variable sections so that they are discreterized by BEAM188 elements with a total number of 140. All piers and platforms are modeled by the solid elements (SOLID45), of which there are 852 elements. The diaphragms are modeled by 80 beam elements (BEAM44). In addition, 210 concentrated mass elements (MASS21) are used to include the mass of equilibrium blocks, parapet, and anchors that are nonstructural members.
The complete model consists of 1371 nodes and 1500 elements resulting in 8202 active degrees of freedom (DOFs). The model represents the bridge in its current as-built configuration and structural properties. The first three vertical bending modal shapes of bridge model from FEA are shown Mathematical Problems in Engineering 7 in Figure 5 , and their corresponding natural frequencies are listed in Table 5 .
Testing Results.
After obtaining the encouraging results from FE analysis, the application of the proposed approach is examined experimentally on the cable-stayed bridge model. The band-pass filtering used in this experimental test should be carefully implemented in order to take into account the frequency components that are only sensitive to the bridge model. According to the afore mentioned FE analysis, it is concluded that band-pass filters with the band-pass frequency of 3.5-5.0 Hz, 8.0-9.5 Hz, and 10.0-11.0 Hz (corresponding to the first three bridge vibration modes), respectively, can give rise to the best resolution for modal parameter identification.
Typical experimental results of this investigation are presented in Figures 6 and 7 for the first natural frequency case, respectively. Figure 6 shows the original experimental acceleration signal from a typical wireless sensor node. Figure 7 shows the band-pass filtered signal and the IMF along with phase obtained both by on-board computing and offline computing for the first natural frequency case. It can be found that the estimated IMF obtained by the on-board computing method is in excellent agreement with the offline computing counterpart. Based on the IMF and phase values, we can calculate the natural frequency based on the least square method. Similar to the first natural frequency, the second and third natural frequency can be obtained using the same procedure. The natural frequencies obtained from the on-board computing are shown in Table 5 , and they are compared with the results from the offline computation and FE analysis. For all three cases, the largest relative error of natural frequency obtained from the on-board computing to that from the offline computing is only 2.6% (in the first case). It can be seen that the proposed embedded method has achieved the modal parameters comparable with those obtained using the traditional method, but the energy consumption has greatly been reduced.
Conclusions
In this study, an application of the HHT-based decentralized data processing approach is proposed based on smart wireless sensors, and it has been verified with both simulation and experiment. The basic concept is to analyze the structural vibration signals through the EMD and HHT, taking advantage of on-board computing capability of smart sensor. The proposed approach is programmed and embedded into the data processing module of a smart sensor. The performance of decentralized HHT is assessed in terms of accuracy of the identified modal properties of the test structure.
A laboratory cable-stayed bridge model is employed to investigate the performance of decentralized HHT on the IRIS wireless sensor platform. The offline data processing approach is selected as a reference for numerical comparison, and finite element analysis has been introduced to provide necessary modal information of the structure. Results from both simulation and experiment show that in all dominant frequency cases the smart sensor implemented with on-board HHT algorithm can identify the modal parameters such as the natural frequency at the same resolution as the traditional offline approach. More importantly, the proposed method could locally compute these coefficients and transmit them to the central location, instead of transmitting the entire data. Therefore, this method increases the efficiency in wireless communication for real applications of SHM.
Overall, the proposed modal identification technique in this study is a low cost and effective tool for SHM. Based on the experimental results, we can see that there is a great potential to develop a practical and reliable modal identification procedure for WSN-based structural health monitoring. Despite the successful implementation of the HHT and EMD methods on the laboratory scale, some issues must yet be taken into account when considering real-world applications, where a large number of sensors will be densely deployed over a large structure.
