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Let k be an algebraically closed field of characteristic p #O and 
g E k[x, y] be a polynomial in two variables. Affine surfaces in Ai defined 
by equations of the form z pm =g were briefly introduced by 0. Zariski in 
[20]. Using techniques of purely inseparable descent developed in his 1964 
Tata notes [ 191, P. Samuel calculates the divisor class group of several 
examples of these surfaces for the case m = 1. P. Blass studies their 
geometry in [2], where he calls them “Zariski surfaces.” K. Baba in [l] 
and J. Lang in [14] develop techniques for studying their divisors for the 
case m > 1. 
A question that has remained unanswered for some time (see [S, 
p. 1701) is “What is the divisor class group of the surface X defined by 
zp = g for a generic g?” 
Partial results were obtained by J. Lang in [ 12, 131 and P. Blass solves 
this problem for p > 5, m = 1, and deg(g) divisible by p in [4]. Inspired by 
Blass’ paper, which is based on notes by P. Deligne, this article answers 
this question for all m 2 0, deg( g) > 4, and p > 5. We show that the group 
of Weil divisors of X is 0 under these conditions. The argument combines 
techniques of the fundamental group developed by Grothendieck in SGAI 
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[lo, pp. 105-1441 and purely inseparable descent from Samuel’s notes 
c191. 
Consider a generic polynomial with indeterminate coefficients, F= 
C T,,x’yj, where 0 d i +j< n, n > 4, and the ring R = L[x, y, z]/(zp” - F) 
where T, are algebraically independent transcendentals over k and where 
L = k(T,). We show that R is a UFD (see II(3.3)). We then show (II(3.5)) 
that for a sufficiently general polynomial ge k[x, ~1, Cl(z”” =g) = 0 also. 
Finally, we prove a higher dimensional analog of this result (II(4.5)) by 
reducing to the two dimensional case. The paper is divided into to 
chapters. The first chapter studies the action of G = Gal(L/k( T,)) on the 
set of singularities of F. It is shown that G induces the full symmetric group 
on these singularities. A more careful examination of this action is 
conducted in the remainder of this chapter to study the action of G on the 
hessian of F evaluated at a singular point (see I(6.3)). Chapter I follows 
closely the methods used in Blass and Lang’s book [S, Chap. IV] but 
several changes had to be made because we no longer have that the degree 
of F is divisible byp. 
The key to Blass’ proof in [4] was his study of the curves on a 
desingularization f X (see [S. pp. 267, 382]), but this technique depends 
largely on the fact that X has no singularities at inlinity. At a critical point 
Blass exploits a result of W. Lang concerning the Picard group of a non- 
singular surface in characteristic p. But we could not take advantage of this 
approach since X will have singularities at infinity when the degree of F is 
not divisible byp. 
These difficulties w re overcome by applying the techniques of purely 
inseparable descent [ 19, pp. 55-761. It turns out that the goup of Weil 
divisors of X is isomorphic to the group of polynomial logarithmic 
derivatives of the derivation D = F,.(d/dx) - F.,(d/ay) on L[x, y] (11( 1.1)). 
By evaluating these logarithmic derivatives atpoints where F, and FY meet 
(II(2.3)) we were able to embed the group of logarithmic derivatives into 
a Z/pZ-vector space contained in L. We then analysed the action of 
G = Gal(L/k( T,)) on this subspace to show that the group of Weil divisor 
of X is 0 (11(3.2)), bypassing the need to go to a desingularization ofX. 
Techniques from several previous articles are used. Thus this paper 
represents the accumulation of several years of experience investigating 
Zarisi surfaces. Itis the hope of these writers that in a subsequent paper the 
characteristic 2 and 3 case of this problem will be solved. 
The authors thank P. Blass who introduced us to this problem and who 
helped in preparing an announcement of this paper [7]. Also we thank 
P. Deligne for some useful suggestions and W. Heinzer for his help with 
some of the proofs. 
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0. NOTATION AND DEFINITIONS 
(0.1) k = k is an algebraically closed field of characteristic p > 5. T, are 
indeterminates algebraically independent over k, 0 < i +j < n, where n > 4 is 
a fixed positive integer not divisible by p. 
C stands for Co <, +, G n unless stated otherwise. 
F,, F,b, means aF/ax, aF/+, etc. 
H(F) = F,,&, - Ft,. = hessian of F. 
L = k( T,), the algebraic closure of k( T,). 
G = Gal(L : k( T,,)). 
A = Spec(k[ Till). 
E= Spec(kCTvlCx3 YIAL !,.)I. 
D = SpeWT,il Cx, Y, wl/(1”,, F ,, w2 -H(F))). 
There are natural morphisms 
DAELA. 
If X + A is a morphism, E, will denote the scheme E x A X and n, the 
projection n,: E, --f X. If U c A is open or closed, rc,: E, -+ U has the 
foregoing meaning with respect to the inclusion map U + A. Also the same 
conventions are applied to the maps D -+ E, D -+ A, X -+ E, X + A. 
(0.2) Closed points of A will be identified with polynomials of degree 
n in k[x, ~1. Let Vc A correspond to polynomials g E k[x, y] of degree n 
such that g., and gJ do not meet at infinity. V is open and dense in A. To 
see this let h be the highest degree form of g. Then g E V if and only if the 
resultant of h,(x, 1) and h,(x, 1) does not equal 0. Let R be the resultant 
of H,(x, 1) and HJx, 1) where H is the highest degree form of F. Then 
I/= Spec(k[T,][l/R]), which is an atline open subset of A. 
Now define a subset U c V as follows: g E U if and only if g E V and g has 
only non-degenerate singularities (i.e., g = g,. = 0 implies hessian of g f 0). 
It will be shown below that U is a non-empty open subset of V (see (3.6)). 
(0.3) With F as above, let R = L[x, y, z]/(z” - F(x, y)) and 
S= Spec R. Then it will be shown below that S has a set of isolated 
singularities denoted Sing(S). All of the singularities are rational double 
points. The number of singularities is (n - 1)2. The elements of Sing(S) will 
be denoted by capital letters P, Q, . . . . etc. When their coordinates need 
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to be written, we will write Q = (a,, a,, a3). Thus we define H(Q) = 
F&y - q(% 4). 
(0.4) Let X be a noetherian scheme, Et(X) the category of finite ttale 
coverings of X. Let 1;2 be an algebraicially closed field. 6: Spec Sz -+X, a 
geometric point of X. Let YE Et(X). Ff( Y) is the set of liftings 
If W + X is a morphism, we then obtain a base change functor 
Et(X) -+ Et(W), which will be denoted by Rw or simply R. If X and Y are 
schemes, Xu Y denotes the disjoint union of X and Y. 
(0.5) In the following definition the ground field is assumed to be 
algebraically closed of characteristic # 2. A and B are smooth curves with 
B irreducible and 7~: A + B a finite separable morphism. 
(0.6) DEFINITION. n: A -+ B is called very simple over a point q E B if 
there exists a point pen-‘(q) such that e(p) =2 (ramification i dex is 2); 
further, for all p’ #p in rt ~l(q), e(p’) = 1 (71 is unramified at p’) 
(0.7) DEFINITION. Let S, T be two finite sets, m: S+ T a two-to-one 
and onto mapping. The following commutative diagram is called a double 
jlip: 
0.9 I I id, 
S --f--+ T, 
where gs is an automorphism of S such that there are two elements 
A, BET with preimages {A,, A,}, (B,, B2} in Sand such that 
a,(A,)=A, os(A,) = A, 
as(B, I= & as(&) = B,. 
Also g‘s is the identity on S- {A,, AZ, B,, B2}. 
(0.8) If A is a Krull ring, Cl(A) will denote the divisor class group of 
A (see [19, p. 43 for the definition). By a surface, we will mean an 
irreducible, reduced, two-dimensional quasi-projective ariety over an 
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algebraically closed field. If E is a normal surface, Cl(E) will denote the 
divisor class group of the coordinate ring of E. 
(0.9) A; stands for afline n-space over k. k” is the set of all n-tuples of 
elements of k. For g E k[x, y], S, = {(cc, /?) Ek2 : g,(cl, /I) = g,(cc, /3) = 0). 
I. THE EFFECT OF GALOIS ACTION ON SINGULAR POINTS 
This chapter follows closely the outline that appears in [S, pp. 265-301-j. 
For this reason we will only include proofs of results when the argument 
substantially differs from those used to prove the corresponding results in 
[S]. We will reference the remaining theorems unless the arguments are 
quite short and important to the understanding of the main results in 
Section 6. 
1. PRELIMINARIES ON THE FUNDAMENTAL GROUP 
This section, except for a few modifications, appears in Blass and Lang’s 
book [5]. It is included here for purposes of completeness and clarity but 
the proofs are omitted. 
Let i: Y + X be a morphism of locally neotherian connected (regular) 
schemes. Let 6: Spec Q + Y be a geometric point of Y, where s2 is an 
algebraically closed field. We will abuse notation and let b also denote the 
corresponding eometric point of X. 
1.1. Recall (see [lo, pp. 14&142]) the definition of the induced 
homomorphism 
i, : n,( Y, b) -+ X,(X, b). 
Consider the diagram of functors, 
Ed Y) A Et(X) 
I 
4 
I 
Fh” 
ENS ENS. 
(For the description of the category ENS see [lo, p. 1461.) 
We have that rci( Y, b) = Aut(F,Y) and rr,(X, b) = Aut(Ft). 
By SGAI (see [lo, p. 1421) there is an isomorphism of functors 
where ~7 = id(Ff) and np = id(Fl . R). 
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If o E nl( Y, b) = Aut(Fl), we define 5 = i*(a) by the diagram 
Fi( W) A F,Y( WY) 
I 
bw 
I 
UWY P 
F,X( WI - F,Y( WY). 
1.2. PROPOSITION. Assume WE Et(X) is irreducible, then n I(X, b) acts 
transitively on Ff( W) for any base point b in X [S, p. 275, (2.1.1)]. 
1.3. PROPOSITION. Let WEEt(X) be irreducible and assume that 
R(W) = W, decomposes into W, = s( Y) u T where s: Y + W, is a section 
and T is irreducible. Then for any base point b E X the action of 71, (X, b) on 
Ff( W) is transitive and twice transitive [S, p. 275, (2.1.2)]. 
1.4. PROPOSITION. Let WE Et(X), R(W) = W,,E Et( Y), and let b be a 
base point in Y. Suppose that the action of n,( Y, b) on Fl( W,) includes a 
transposition, then the action of n,(X, 6) on Ft( W) includes a transposition 
also. Furthermore, if b’ is any other base point in X not necessarily in Y, the 
action of a,( X, b’) on Fc( W) also includes a transposition [S, p. 276, 
(2.1.3)]. 
1.5. PROPOSITION. Let V, WE Et(X), m: V-P W an Ptale covering of 
degree 2; set V, = R(V), W,= R(W), and my: V, -+ W, the induced cover- 
ing. If there is a a E x1( Y, b) such that the diagram 
F;(G)- F,Y( WY) 
I 
WY 
I 
OWY 
FbyU’y)- F:( WY) 
is a double flip, then the diagram 
Ff( VI - F,x( W 
by 
I 
o&v 
I 
cl VI - 43 w 
is also a double flip [S, p. 276, (2.1.4)]. 
1.6. Remark. Under the assumptions of (1.5), if b’ is any base point in 
X, the action of x,(X, b’) on FtJ V) + Fb.( W) includes a double flip. This 
is a consequence of a diagram chase and the fact that Fb and FhC are 
isomorphic functors. 
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2. PRELIMINARIES ON CURVES 
In this section 7~: A -+ B is a finite separable morphism of smooth curves 
with B irreducible, where the ground field k is assumed to be algebraically 
closed of characteristic # 2. 
The next result which is used in the proof of (2.2) and (2.3) is omitted 
in the expositions in [4, 51. Because the proof is far from trivial and central 
to the proofs of (2.2) and (2.3), we include it together with the proofs of 
(2.2). For the proof of (2.3) the reader is referred to [S]. 
2.1. LEMMA. Assume that n is very simple over a point q E B. Let Q, be 
the local ring of q in B, and fiq be the henselization f Oq. Then 
where S is the disjoint union of sections over Spec c?, and 8 is a uniformizing 
parameter in Q. 
Proof: Let W= Spec T be an afline open neighborhood of q in B. Then 
rc -’ ( W) = Spec R is an affine open neighborhood of A containing the fibre 
n-‘(q) of q in A. By hypothesis x-‘(q) consists of one point p1 that has 
ramification index 2 and a finite number of remaining points pZ, . . . . pn 
where rt is unramified. Then Spec(Bq) xg A = Spec(&q @= R). fiq @ R is a 
finite integral extension of gq and is therefore a direct sum 
fiq@R= @;=i Ri where Rj=fiqQOp,. (See [16, Theorem (43.15), p. 1851.) 
Since the local rings fiq and C&are discrete valuation rings with residue 
fields k, it is also the case that cJ~ and Ri are discrete valuation rings with 
residue fields k. (See [17, Theorem (5.11.11), p. 1931.) Furthermore for 
i > 1, R is a finite unramified integral extension of c?~. On the other hand, 
RI is a finite integral extension of fiq whose maximal ideal has ramification 
index 2 [17, Theorem (5.11.11), p.1931. 
The fact that R, is unramihed over c?~ and has the same residue field for 
i > 1 implies that R, = c!?~ for i > 1 by Nakayama’s lemma. 
Now let t be a parameter for R,. Then 3a #O, b, CE Bq such that 
at2 + bt + c = 0 since R, is separable over c?~ of degree 2. Let v be the valua- 
tion of R,, which agrees with the valuation on opL by [17, Proposi- 
tion(5.11.11) p. 1931. Then v(c)>0 and since CE@~ this shows that 
v(c) 3 2. It then follows that v(b) >O and hence v(b)> 2. Let s be a 
parameter for sq. Then v(s)=2. Thus if v(a)>0 then v(a)>2 and 
(a/s) t2 + (b/s) t+ (c/s) = 0 with a/s, b/s, c/s E aq. Therefore we can assume 
that a is a unit above and hence that a = 1. So that t* + bt + c = 0. After 
completing the square we have that (t + b/2)2 = b*/4 - c E &. Because 
a(b) 2 2 we see that v(( t + b/2)’ = 2 and that 8 = (t + b/2)2 is a parameter 
for fiq. 
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If we let fi = t + b/2, then fiq E fiq[$] s R, , and fiq[$] is a local 
ring dominating Bq with residue field k and dominated by R, [ 16, p. 179, 
(43.2)]. Since R, is unramified over oq[@] we have that R, = c?~[$] 
and that Spec(fiqxx.A)= Spec &q[fi] US, as in the statement of the 
lemma. 
2.2. THEOREM. Assume that x: A + B is very simple over a point q E B. 
Let B”= B- {q} and A0 = K’( B’). Assume that the induced morphism 
A0 -+ B” is ttale. Then for uny base point b E B, the action of n,( B”, b) on 
Fb(Ao) contains a transposition. 
Proof Let 0q be the local ring of q in B and fiq be the henselization f
oq. We may take flq c k(BO)sep, the separable closure of the function field 
of B”. Consider the Cartesian diagram 
Spec(&) xg A - A 
I I Spec(Q) - B. 
If i? is the field of fractions of fiqy, we obtain the induced diagram 
Spec(K) x 8 A - A 0 
I I 
Spec( K) - B”. 
By (2.1), Spec(Bq) xg A~Spec(fi~[,/%])uS, where S is the union of 
sections over Spec(fiq), thus a trivial covering, and 8 is a uniformizing 
parameter in fiq. Correspondingly, the second diagram can be rewritten as 
3 u Spec Q/5) - A0 
I I 
Spec( E) - B”, 
where again 3 is a disjoint union of several copies of Spec(k). 
We have morphisms Spec k( B”) -+ Spec K + Spec k( B,) -+ B,. Thus we 
obtain a geometric point b of Spec R and the corresponding geometric 
point b, ofB”. 
By Grothendieck [ 10, p. 143, Proposition 8.11 we have n,(Spec K, b) = 
Gal(k(B,) : R), which acts on F~pecX(~~ Spec K($)) and it clearly 
induces a transposition. Consequently, rr, (B’, b,) induces a transposition i
F,B(A’) by (1.4). 
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2.3. THEOREM. Let D --r4 A -+z B be finite morphisms of smooth curves 
with z very simple over q, 4 very simple over p, and z(p) = q. Let 
B’=B-(q}, A’=n-‘(B’), and Do = 4 ~ ‘(A’). Assume that the induced 
morphisms Do + A0 and A0 + B0 are etale. Then for any base point b in B” 
the action of z,(BO, b) on the diagram F,(D’) --) F,(A’) includes a double 
flip [S, p. 278, Theorem C23. 
3. GEOMETRY OF THE MAPPINGS E+A, E,-+ V, E,+ U, D-+E 
3.1. PROPOSITION. E is smooth, irreducible, and isomorphic to an affine 
space over k of dimension equal to the dimension of A. 
Proof: Obvious. 
3.2. PROPOSITION. n,: E, + V is a finite map. 
Proof g E k[x, y] is an element of V if and only if the highest degree 
form of g, say g,,, is such that (g,), and (g,)Y have no common factors in 
k[x, y] which is equivalent to g, having distinct linear factors. So that 
g E: V and only if the discriminant of g,(x, 1) with respect o x is not 0. 
Let F, be the highest degree form of F. Let HE k[ T,j] be the discrimi- 
nant of F,,(x, 1) with respect to x. Now let R,(x) and R,(y) be the 
resultants of F, and F, with restpect o x and y, respectively. Then 
deg, R,(x) = deg, R,(y) = (n - 1)2 and the coeffkient of x(‘- ‘I2 in R,(x) 
and y (+ ‘I2 in R2( y) is H[ 17, p. 185, Theorem (5.1 l.l)]. Furthermore, 
R,(x), R,(~)E(F,, F,.)k[T,][x, y] [17, p. 186, Corollary (5.11.2)]. Thus 
we conclude that V= Spec k[ TV] [ l/H] and E, = Spec(E’) where E’ = 
k[ T,] [x, y][ l/H]/(F,, F,). Furthermore R,(x)/H and R2( y)/H are manic 
polynomials in x and y, respectively, with coefficients in k[ Tlj] [ l/H] and 
since R,(x)/H and R,(y)/H both belong to the ideal generated by F, and 
FY in k[T,][x, y][ l/H], it follows that E’ is a finitely generated 
k [ T,] [ l/H] module. 
3.3. COROLLARY. U c V is open and dense. 7~~: E, + U is Ptale [S, 
p. 282, (3.1.3)]. 
3.4. COROLLARY. For any base point bg U, the action of 7c,(U, b) on 
Fb( E,) is transitive. 
Proof E, is a dense open subscheme of E, hence irreducible. The 
corollary now follows from (1.2). 
3.5. PROPOSITION. D is irreducible and normal and 4: D -+ E is finite of 
degree 2 [S, p. 282, (3.1.5)]. 
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3.6. THEOREM. There exists a point g E V such that z-‘(g) consists of 
(n - l)* unramified points (at which n is &tale). k(E) is a field extension of 
k(A) of degree (n- l)*. 
Proof. Assume first that n # 2 (modp). Let g = xy + (l/n)(x” -y”). 
gI=y+Xn-‘, gl.=x-y-1, and the hessian of g is H=-(l+(n-l)* 
X “-2Yn-2). 
Then g E V since xn - y” has distinct factors. 
z-‘(g) is the set of points in k* where g, and gy meet. We have 
that g,, g.,., and H are never simultaneously 0. For if (a, h) E k* is a point 
where g, = gY = H = 0, then (n- 1)2~‘zP2bnP2+ 1 =0 implies that 
‘“,,l’ ‘anP1bnP1 +ab=O, which implies that ((n-l)‘- l)ab=O since 
a =-band6”~‘=a.Thereforen(n-2)ah=Oandhencea=b=O.But 
then H(a, b)= - 1. 
Therefore, in fact gE U by Definition (0.2). So that z-‘(g) consists of 
(n - l)* unramified points by (3.3). Because n is separable by (3.3) it 
follows that [k(E) : k(A)] = (n - 1 )2. 
If n = 2 (modp), the same argument works with g=x+xy+ 
(1lnN-f -Y”). 
3.7. COROLLARY. The surface S has (n - 1)’ singularities atfinite distan- 
ces [S, p. 287, (3.1.12)]. 
3.8. COROLLARY. The map D, -+ E, is finite and ttale qf degree 2. The 
degree of thefield extension k(A)c k(D) is 2(n- l)* [S, p, 287, (3.1.13)]. 
3.9. COROLLARY. All of the singularities of S are nondegenerate [S, 
p. 2871. 
4. CONSTRUCTION OF A SPECIAL PENCIL 
This section begins by producing an example of a g E V - U, such that 
x-‘(g) is a set of (deg rr) - 1 distinct elements. 
4.1. EXAMPLE. Let n # 1,2 (modp) and aE k be a root of the polyno- 
mial f(y)=(n- l)2y’*(nP2) + 1. Let h= -a(n’-2n)/(n- 1)‘. Let g=hx+ 
xy + (l/n)(x” - y”). 
Then g,=b+y+x”-‘, g4.=x-ynP1, and the hessian H= -(n-l)* 
X nP2yn-2- 1. g,=g,. = 0 implies y’“-“‘+y+b = 0 and g, = H= 0 
implies (n - 1)’ ynCn ~ *) + 1 = 0. Therefore g,Y = g, = H = 0 implies b + y - 
(l/(n- l)*)y=O or y=a. Note that the derivative of ~‘“~~)*+y+ b 
is (n - 1)2 ynCne2) + 1 so that g, and gY intersect in n* - 2n distinct 
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points of k2, at the point (a”-‘, a) with multiplicity 2 and all others with 
multiplicity 1. Note also that the surface zp =g has (deg rc) - 2 non- 
degenerate singularities and one degenerate singularity. If 12 = 1 (mod p) 
then g = xy + fx’ + i y3 + y” - xn is an example with these same properties 
and if n = 2 (mod p) g = i(xI1 - y”) - x” ~ ’ + xy + x, is another. 
4.2. PROPOSITON. Assume n # 1,2 (modp). Let L be the line in 
Spec k[ T,] corresponding to polynomials of the form 
j-y + bx + xy + ; (x” - y”), 2 E k, 
where b is as in (4.1). Let nL: E, -+ L be the induced morphism. Then (a) E, 
is an irreducible and smooth curve; (b) there is exactly one ramified point, 
which we will denote by Q, lying over g; (c) e(Q) = 2. 
Proof E, is isomorphic to Spec(k[x, y, i]/(b+y+x”- ‘, ~SX-y”-‘)) 
rSpec(k[x, y]/(b+y+x”~‘))rSpeck[x], which is a line. This proves 
(a). 
E, -+ L is isomorphic to the projection to the Spec(k[A])-axis of the 
space curve in Spec k[x, y, A] defined by the two equations 
b+y+.~‘l~~l=~+,~-y’l~‘=O. 
g corresponds to the point 1= 0. 
The matrix of partials with respect to x, y, and jti s 
(n-l).? 2 1 0 
1 (1 -n)y” ’ 1  
or 
g 
g:: 
g ‘;r 0 1 gyy 1 . 
From (4.1) we have that if i = 0, then det [ i;; “,;;I # 0 for every point of the 
space curve except point Q defined by i = 0, x = a” ~ ‘, y = a. x + a*- ’ is a 
uniformizing parameter at Q. We note that the hessian has a simple zero 
at Q and e(Q) = 2. All of this follows from the matrix and (4.1). 
4.3. Now consider the map D, + E,- -+ L. D, is isomorphic to the 
curve in 4-space 
Speck[x,y,L,w]:J+s-y+‘=O, 
b+y+x”-‘=O, w 
2 2 
=grligv., -g,,.. 
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The jacobian matrix is 
All points with w # 0 are obviously smooth. If a = 0 and o = 0, then we 
are at the point P given by ~=a”-‘, y=a, 1=0, o=O by (4.1). 
We compute the matrix of partial derivatives at P and obtain 
[ 
(n- 1)a (n-2)(n-- I) 1 I o- 
1 -(n- i)u”-’ 0 0 
-(n-1)2(n-22)a(“Z--31~+1) -(n-1)2(rz-22)a(“2~2” 1) 0 oM 
which is easily seen to have rank 3 since n(n - 1 )(n - 2) # 0 (mod p). 
Thus P is a nonsingular point of D, also. 
w is a uniformizing parameter at P and CO’ = g.,, g,,,. - gt,. has a zero of 
order 2 at P. 
Therefore the projection 7rL. 4,: D, -+ L (L corresponds to the 
Spec kc,?] axis) has ramification index 4 at P. Also c,$~(P) = Q and 
e,,(Q) = 2, so that e@,(P) = 2. 
4.4. LEMMA. D, is irreducible. 
Proof: It follows from (4.3) that D, is isomorphic to Spec(B) where 
B=k[x,o] :&=q(x) with q(x)=-(n-1)2x”-1(-b-x”-1)“-‘-1. 
q(x) is not a square of some other polynomial. For if this is the case 
then q(x) would have n(n - 1)/2 roots in common with q’(x) = (n - 1)3 
xn-2(-b-x’7-‘)“p2(b+nx”-‘). But x=0 or b+x”-‘=O implies 
q(x) = 1. Therefore q(x) and q’(x) have at most n - 1 common roots. 
Hence o2 - q(x) is an irreducible polynomial and B is an integral domain, 
which shows that D, is irreducible. 
4.5. Remark. If n = 1 (mod p) we let L be the line in Spec k[ Tq] corre- 
sponding to polynomials of the form g + Ly, ;i E k, where g is as in (4.1). 
If n = 2 (modp) we let L be defined by polynomials of the form g + %y, 
A E k, where g is as in (4.1). 
We leave it as an exercise to show that (4.2k(4.4) hold in these cases. 
The next theorem then summarizes what we have shown in Sections 3
and 4. 
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4.6. THEOREM. There exists a point g E V - U and a smooth rational 
curve L, closed in V, such that g E L and Lo = L n U is open and dense in L 
and closed in U. Let L, be the open subset of L defined by Lo v { g >. Then 
we have induced coverings 
D, - E, - L 
u v U 
DL, - E Ll - L, 
u u U 
D .-E LL LL’ - L, 
with D,, jQELl very simple over Q and E,, -+n L, very simple over g such 
that PeDL,, &P)=Q, 7c(Q)=g, e,(P)=2, e,(Q)=2. 
4.7. Remark. Do -+ E, and E, + L, are etale maps. Lo E U is closed. 
Therefore by base change [ 11, p. 268, Proposition 10.11 D,, -+ EL, and 
E LCJ + Lo are kale maps also. 
4.8. Remark. Lo= L n U is obtained from L by removing the finitely 
many points over which rr: EL -+ L is ramified. From the matrix in (4.3) we 
see that D,, is smooth. g corresponds to A = 0. Thus we conclude from 
(4.2)-(4.5) that EL, E,,, and D,, are smooth irreducible curves. 
5. THE ACTION OF 71, 
5.1. PROPOSITION. Let b: Spec Q -+ Lo be any geometric base point; then 
(a) The action of x,(L,, b) on FkC(ELC) includes a transposition. 
(b) The action of 7t,(Lo, b) on Fk”(D,,,) + Fk”(E,,) includes a double 
flip. 
Proof: (a) Follows from (2.2), (4.6), (4.7) and (4.8). (b) Follows from 
(2.3), (4.6) (4.7), and (4.8). 
5.2. PROPOSITION. For any geometric point b in U, 
(a) The action of 7~,( U, b) on F,(D o) includes a transposition, 
(b) The action of z,(U, b) on FJDo) -+ F,(E,) includes a doubleflip. 
Proof. (a) Use (1.4) and (5.1). (b) Use (1.5) (1.6) and (5.1). 
5.3. Let Z = Spec k[ T,,,,, T ,, T,, , T02, . ..I. Z corresponds to polyno- 
mials g such that zp =g has a singularity at the origin. Z,; then 
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corresponds to polynomials g in U such that zp =g has a singularity atthe 
origin. 
5.4. THEOREM. For each base point b in Z,, there exists un A E Ff”(Ez,.) 
whose stabilizer in~c~(Z”, 6) acts transitively on FJE,,;) - {A} [5, p. 295, 
(3.3.1)]. 
5.5. COROLLARY. x,( U, b) acts on Fb(ELI) transitively and twice trans- 
itively for any base point b in U [S, p. 295, (3.3.2)]. 
5.6. THEOREM. For any geometric base point b: Spec l2 -+ U, the action 
of 7~,( U, b) on F,(E,) is the full symmetric group. 
Proof The action is transitive and twice transitive by (5.5), contains a 
transposition by (5.2), and is independent of base point by (1.2). 
6. THE ACTION OF G ON Sing(S) 
Recall that F= &Gi+icn T, xiyj, L = k( T,), S = Spec(L[x, y, z]/ 
(z” - F)), G = Gal(L : k(T,)), and Sing(S) = {Q EL’ : Fx(Q) = F,(Q) = O}. 
6.1. THEOREM. G = Gal(k( T,j) :k( T,)) acts on Sing(S) as the fufl sym- 
metric group. 
Proof: Let b: Spec(k(T,)) + Spec(k(TU)) be the base point of U such 
that Fb(ELI) z Sing(S). We have by Grothendieck [ 10, p. 1433 a surjective 
homomorphism G + rcnl( U,b). The identification Sing(S) 1: Fb(EU) is 
G-equivariant, where G acts on F,(E,) via G + ;n,( U, b). The result now 
follows by (5.6). 
6.2. THEOREM. There exists a ~7 E G such that 0 induces the identity on 
Sing(S) but for some pair of singularities Q, # Q2 E Sing(S); a(,/=) = 
-da, a(&%%)= -dm, and a(m)=JH(Q) for all 
Q E Sing(S) with Q # Q, and Q # Q2. 
Proof: Choose b as in the proof of (6.1). Then Fb(Du) N the set of pairs 
(Q, t) where Q E Sing(S), t2 = H(Q), t E L = k( TO). Denote this set of pairs 
by P. The map Fb(Du) -+ F,(E,) corresponds to the projection (Q, t ) to 
Q. We then have a commutative diagram 
I I 
Sing(S) A FtAEtiL 
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where G acts on F,(D.) and Fh(EU) via the surjection G + x1(0’, h). This 
theorem is now a consequence of (5.2). 
6.3. THEOREM. For every pair of singularities Ql # Q2 E Sing(S), there 
exists a (TE G such that CJ induces the identity on Sing(S) but 
d,:IH(p,))= -J%, dJ’m)= -JIH(e2, and dml= 
,/‘Hce, for all Q E Sing(S) with Q # Q, and Q # Q2. 
ProoJ The result is an immediate consequence of (6.1) and (6.2) 
6.4. Remark. Theorem (6.1) (6.2), and (6.3) hold if n is divisible by p. 
This was proved by P. Blass in [4]. We will use this fact in the proof of 
Therem 3.2 in the next chapter. 
II. THE GROUP OF WEIL DIVISORS OF S 
1. TECHNIQUES OF PURELY INSEPARABLE DESCENT 
For the definition of a Krull domain and the divisor class group of a 
Krull domain the reader is refered to Samuel’s notes [ 19, pp. l-41. All of 
the rings studied in this article are noetherian integrally closed domains 
and are thus Krull domains [ 19, p. 61. If R is a noetherian integrally closed 
domain, then X= Spec(R) is regular in codimension one and the group of 
Weil divisors of X and the divisor class group of R as defined in Samuel’s 
notes are isomorphic (see [ 11, p. 1301). 
Although this paper assumed that char k > 5, the results of this chapter 
in Sections 1 and 2 remain true for all characteristics p # 0. This chapter 
does not assume that deg(g) # 0 (modp). 
Let gg k[x, y] be such that g, and gy have no common factors in 
k[x, y]. Define a derivation D on k(x, y) by D=g,.(a/ax)-gg,(8/3y). D is 
called the jacobian derivation for g on k(x, y). 
For each non-negative integer m, let A, = k[xP”‘, ypm, g] and let 
X, c A : be the surface defined by Z~ = g. Then A, = k[x, y]. We denote 
the quotient field of A, by E,,. It is easy to show [ 14, p. 4043 that each 
A, is isomorphic to the coordinate ring of X, and is noetherian integrally 
closed and hence a Krull ring. Since AP, EA,~, 1 GA,,, is integral over 
A m + 1. By Samuel [ 19, pp. 19-201 there is a well defined homomorphism 
4,: C4&+, ) + CZ(A,). Define D,: E, -+ E, as follows. 
Given u E E,, it can be written as M = ~~ZII; ’apmg’ for unique 
CC, E k(x, y). Then define 
D,(a) = 1 (Dcx~)~~ g’. 
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In [ 143 Lang showed that D, is a derivation on E, which he called the 
rn th order jacobian derivation. 
For each m b 1, let 5$, be the additive group of logarithmic derivatives 
of D, in A,,,. Thus Ym= {f-‘D,,(~)EA, :f~E,,,j. 
1.1. THEOREM. (a) There exists aE k[x, y] such that Dp= aD. (b) D, is 
a k-derivation on E,; (c) ker D, n A,, = A,,,+, ; (d) ker 4, z Tm, the group 
of logarithmic derivatives of D, in A,,,; (e) D”, = aPD,; (f) the order of 2 
is pM for some M < deg(g) (deg(g) - 1)/2. (See [ 14, pp. 393, 394, 4041). 
The next result is known as Ganong’s formula. It was first conjectured 
by R. Ganong [S] and proved by J. Lang in [14] for the case 
deg(g,) = deg(g) - 1. Stohr and Voloch then proved it for arbitrary 
g E k[x, y] in [ 181, where it was used to study the Cartier operator. 
1.2. THEOREM. Let D be the Jacobian derivation for g on k(x, y). Then 
for all c1 E k(x, y) 
DP-‘E-aaa= -is,, g’V(gp-‘-‘a), 
where DP=aD andV=82PP2/axPP’ayPP’. (See [14, p. 3951.) 
1.3. THEOREM. Let D: K + K be a derivation of a field K of charac- 
teristic p # 0. Let K’ = ker(D) and [K: K’] =p. An element t E K is a 
logarithmic derivative (i.e., there exists an x E K such that t = Dxlx) if and 
only ifDPP1(t)-at+tP=O where DP=aD [19, p. 64, (3.2)]. 
1.4. THEOREM. Let A, = k[xPm, yp”, g] and YM be the group of 
logarithmic derivatives of D, in A,,,. Let t = a{” + a:” g + . ‘. + rpmgpmml E 
A,,,. Then teYm if and only if 
(1) V(g’a,)=Ofor O<i<p- 1, O<j<p”- 1, andj#O (modp), and 
(2) V(gicr,)=Cr,P+(p-,r-,I)p,m~I) for O<~<p(“~~‘-l and OQi< 
p - 1. (See [ 14, p. 4041.) 
1.5. THEOREM. Let D = g,(a/ax) - g,(a/ay) be the jacobian derivation 
and /IE k[x, y] be such that DP=/ID. Zf (a, b)E k’ is such that g,(a, b)= 
g,(a, b)=O, then B(a, b)=(B(a, b))‘pP”‘2 where R=gt,,-g.Yrg-PP. (See [6, 
Theorem 3.41.) 
1.6. LEMMA. Let t = CT=“=, ’ clpm gJ E A,,,. If t E d;p, then the degree of each 
01~ is less than or equal to deg( g) - 2. Furthermore, t = 0 tf and only ifa0 = 0. 
(See [ 6, Corollary 3.61.) 
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2. ZARISKI SURFACES WITH g, AND g, MEETING TRANSVERSALLY 
In this section we consider Zariski surfaces X: zp = g such that g, and g.,. 
meet transversally and in the maximum number of points of k’. This 
number is (n - 1)2 if n #O (modp), n* - 3n + 3 otherwise, where 
n = deg( g). Such a g we will say satisfies condition (*). When n # 0 (mod p) 
this is equivalent o saying that g E U (see [ 15; 4, p. 2681). In both of these 
cases, polynomials gE k[x, y] satisfy (*) for a general choice (see (I(3.6)) 
and [S, p. 2821). 
2.1. THEOREM. Let g satisfy condition (*). Then for each m > 0, 
6p, N YO, the group of logarithmic derivatives of D = g,(a/ax) -g.,(a/i?y) in 
kCx, ~1. 
Proof We claim that if t = Cy:; r apm gJ E YM, then each M, = 0 with 
j> 0. We proceed by induction on v(j) = the highest power of p that 
divides j. If u(j) = 0, then by (1.2) and (1.4), Dpm~ ‘aj - aclj = 0. 
Let Q E k* be such that g,(Q) = g,(Q) = 0. If we substitute the coor- 
dinates of Q for x and y in the equation Dp ‘(c~~)-aor,= 0 we obtain 
(R(Q))+ I)/* c.x~(Q)=O by (1.5). Therefore u,(Q)=0 for each QES,= 
{Q E k* : g,(Q) =g,.(Q) = 0). Assume then that clj # 0. 
Since g, and g, have no common factors in k[x, y], C(~ can be factored 
as 01, = sv where s, u E k[x, y] with s relatively prime to g, and v relatively 
prime to g,. Then be Bezout’s theorem g, and s meet in at most 
(n - 1) deg(s) points of k2 and g,. and v meet in at most (n - 1) deg(v) 
points. Therefore rxj is 0 at most (n- 1) deg(s) + (n - 1) deg(v) = 
(n- 1) degcr,< (n- l)(n-2) points of S, by (1.6). Since S, has at least 
n2 - 3n + 3 points, xj must be identically 0.
Now let tf=~$“,“p’ fiPCrn -“g’ where pi = CX,,~. Then since (t’)” = t it 
follows from ( 1.1) and (1.3) that t’ E Ym ~~ 1. If we proceed now by induction 
on m, we obtain the desired claim. (The case m = 0 is obvious.) Thus from 
the above claim and (1.3) we see that t E 9* if and only if t = agrn where 
CX~ E k[x, y] is such that (Dp-‘xO - aao)pm = -CITY+‘. Taking the p”th root, 
we have that t E 9, if and only if t = a$’ where a, E Y0 by (1.3), from which 
it follows that the map CI~ -+ a$’ from Y0 to 9m is an isomorphism. 
From the proof of (2.1) we have the following fact. 
2.2. LEMMA. Let g satisfy (*). Then if t E Z0 - {0}, t(Q) # 0 for some 
QeSg. 
For each Q E S, let m d enote a root of the polynomial CD* = R(Q) 
in k. Then let Z/pZ . m be the additive cyclic subgroup of k generated 
by m. Given t E &, it follows from (1.3) that Dp-‘t - at = -tp. By 
(1.7) this implies that (t(Q))P = (Jm)pP ’ t(Q). Thus t(Q) E Z/pZ 
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JR(Q). Thus we obtain a group homomorphism @: sPO + @ Pts, Z/pZ 
,:‘Hle, defined by @(t) = (t(Q)),,,. From (2.2) we have 
2.3. LEMMA. Let g satisfy (*). Then @ is an injection. 
3. THE MAIN THEOREM 
3.1. LEMMA. The group of permutation 6(S) acts on (Z/pZ)‘. Let T be 
the group of automorphism of (Z/pZ))” corresponding to an even number of 
sign changes. Then the action of 6(S) x T on (Z/p.Z)” is irreducible (i.e., zf 
H is an invariant subgroup of (Z/pZ)” under this action then H = 0 or 
H = (Z/pZ)“). 
Proof Let H# 0 be invariant under this action. Let (n,, n2, . . . . n,) # 
iT E H. We may assume that n, # 0. Since H is invariant under T, 
;ii:; ;,:i 
n3, . . . . n,) E H. Then (n,, n2, . . . . n,) - (-n,, -n2, n3, . . . . n,) = 
, . . . . 0) E H. For the same reason, (2n,, -2n,, 0, . . . . 0) E H (just 
change the sign of the second and third entry), so that (2n,, 2n,, 0, . . . . 0) + 
Pl, - 2n,, 0, . . . . 0) = (4n,, 0, . . . . 0) E H. Since n, # 0 this implies that 
(1, 0, 0, . . . . 0) E H. Because H is invariant under 6(S), 
ei = (0, . . . . 0, 1, 0, . . . . 0) E H 
rth component 
for each i = 1, . . . . s. Thus H = (Z/pZ)‘. 
3.2. MAIN THEOREM. Let k be an algebraically closed fit&i of charm- 
teristic p > 5, n > 4 an integer. Let ( T, : 0 6 i + j 6 n} be a set of algebrai- 
cally independent variables over k, L = k( T,), F= Co <, +, G 1, Tiix’yJ, and 
A = L[xr, yr, G]. Then Cl(A) = 0. 
Proof By (1(3.9)), F satisfies (*). By (2.3), Y,, can be identified with a 
subgroup of @Q.s,Z/pZ.m h w ere Y0 is the group of logarithmic 
derivatives of D = I$.( 3/8x) - F,( 8/ay) in L[x, y] and R = FtY - F,x:,, F . If 
t E Tand CJ E Gal(L : k(t,)) then a(t) E $P since the coefficients of F belong 
to k(T,). By (1(6.1)), (I(6.3)) and (1(6.4)), Y0 is invariant under the action 
of G(S)x Ton CijgESGZ/pZ.~. F rom (1.1 )(f), (3.1), and the remark 
at the introduction to this section it follows that Y0 = 0 since the order of 
so is at most pn(n- 1 l/2 < pn2 ~ 3n + 3 < pcard(Sc). 
3.3. COROLLARY. For each m 3 0, Cl(X,,,) = 0 where X,, is defined by 
zpm = F over L. 
481!132!2-7 
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Proqf: By (1.1) the kernel of the homomorphism 4, : Cf(A, + ,) + 
CQA,) is isomorphic to 9m for each m > 0. By (2.1) and (3.2) it follows 
that 4, is an injectin for each m. Since CI(A,)=O and the coordinate ring 
of X,, is isomorphic to A,, the result follows. 
3.4. Remark. Given gE k[x, y], the coordinate ring of zpm =g is 
isomorphic to A, = k[xPm, ypni, g], but the reader should note that in 
general these rings are not k-isomorphic. Let I be the ideal in k[x, y, z] 
generated by zp = g and let 0: k[x, y, z] -+ A, be the map which sends 
x+xpm,y+ypm, z + g, and c( -+ CI~“’ for all a E k. Since k is perfect his map 
is clearly surjective. Since the dimension of A, is 2 and the transcendence 
degree of k(x, y, z) over k is 3, the kernel of 0 is a height one prime 
containing Z, so that I= ker 8. Thus k[x, y, z]/I is isomorphic to A,. 
In [ 151 Lang shows that if the divisor class group of zp = F is 0 as in 
(3.2) then the class group of zp = g is 0 for all g in a dense open subset W 
of A. Therefore by (1. l), (2.1) and (3.2) we have 
3.5. COROLLARY. There exists a dense open subset W of A such that 
for gE W, Cl(zp” =g) = 0 (i.e., Cl(z”” =g) = 0 for u general choice qf 
gek[x> ~1.1 
4. THE HYPERSURFACE CASE 
4.1. Now let Ti, i2.. i, be algebraically independent variables over an 
algebraically closed field k of characteristic p 6 5, where 0 6 i, + 
i,+ ... +i,<n and n>4 is a fixed integer. Let L=k(T,,..,,) and F= 
c ost,+ +i,Gn Tili Z,,,,,I x;‘xi:...xt. Let R = L[x,, . . . . x,,z]/(zp-F). Let 
S = Spec R. 
For each j, let 0,: L(x,, . . . . x,) + L(x,, . . . . x,) be the derivation defined 
by 
a 
Di=Fy&F ~ 
I il ax, +, 
The following results are proved in [ 13, p. 6171. 
4.2. THEOREM. Let A = L[xf ,..., x;, F]. Then(i) R 1 A, (ii) fi1.l: D,-‘(O) 
f-l L[X,) . ..) x,] = A, and (iii) Cl(F) injects into V= {(t-ID,& . . . . t-ID,- , t): 
tEL(x ,,..., x ) and t-‘D,tEL[x ,,..., x ]}. 
It follows from (3.2) that the group of logarithmic derivatives of Dj in 
L(x2 > ..‘5 x~~ 1 3 x,j+ 1 T “‘) x,) [x,, x,] is 0 for each ,j = 1, . . . . r - 1. Therefore 
V = 0 in (4.2). Thus we have 
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4.3. THEOREM. Let F and L be as in (4.1). Let X G AL be the hyper- 
surface defined by zp = F. Then Cl(X) = 0. 
As in Section 1 we now define rings A,,, = L[xT, . . . . xFm, F], correspond- 
ing derivations D,,,i on A,, and hypersurfaces X,,, :zp” = F for each m b 0. 
Then one can prove in an analogous way that CI(X,) = 0 for each m and 
that the hypersurface zpm = g(x,, . . . . x,) has 0 class group for a general 
choice of gek[x,, . . . . x,]. We state these two results leaving the details to 
the reader. For more information on Zariski hypersurfaces see [13]. 
4.4. THEOREM. For each m 3 0, let X,,, c A’, be the hypersurface defined 
by zpm = F, with F and L as in (4.1). Then Cl(X,,) = 0. 
4.5. THEOREM. The hypersurface zpm = g(x,, . . . . x,) has 0 divisor class 
group for a general choice of g E k[x,, . . . . x,]. 
4.6. The divisor class group of zPm = F(x,, . . . . x,) for r > 2, p = 2 or 3 is 
unknown for a generic F as of this writing. 
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