Abstract-A well-known method by Anderson and Moore for optimal quadratic feedback design with guaranteed convergence rate for linear time-invariant systems is generalized to linear complex-valued time-varying systems and convergence rates. The resulting method is applied to observer design and illustrated by solving the problem of flux estimation in induction machines. A pre-assigned time-varying convergence rate is shown to improve the observer's transients in comparison with a constant one. The suggested design technique can be readily utilized for nonlinear state-affine systems.
I. BACKGROUND
Consider a linear time-invariant systeṁ x = Ax + Bu y = Cx (1) where x ∈ R n , u ∈ R m , y ∈ R , (A, B) is a controllable pair and A, B, C are real matrices of suitable dimensions. The problem of optimal quadratic control of (1) with a prescribed degree of stability was first solved in [1] and later presented in book format in [2] .
LetP be the stationary solution (i. e.P = lim t→−∞ P(t, t 0 )) of the Riccati equation αt . Since α can be chosen freely and beforehand, the latter property is referred to as prescribed degree of stability.
Generalizing the method of Anderson-Moore to a timevarying case, Linear-Quadratic (LQ) optimality of the design † Systems and Interaction, Luleå University of Technology, SE-971 87
Luleå, SWEDEN, e-mail: Stocks@ltu.se ‡ Information Technology, Uppsala University, SE-75105 Uppsala, SWE-DEN, e-mail: Alexander.Medvedev@it.uu.se is usually sacrificed for the sake of simplicity. In [3] , the stabilization ofẋ = A(t)x + B(t)u (2) with the transition matrix Φ A (t, t 0 ) being the unique solution toΦ A (t, t 0 ) = A(t)Φ A (t, t 0 ); Φ A (t 0 , t 0 ) = I is considered assuming that the controllability gramian
is non-singular and bounded from above. Then, for any α > 0, the control law
, ∞) stabilizes (2) with a prescribed degree of stability of at least 1 2 α. Compared to the original method of [1] , the controllability conditions are formulated in terms of the original (untransformed) process matrices.
In a dual to the work of [3] approach, the problem of state reconstruction in state-affine systems of the typė x = A(u)x y = Cx has been solved in [4] (and followed up in [5] ) by the observerẋ
where P is the solution to the Lyapunov equation
Any vector norm · of the estimation error e =x − x satisfies e(t) ≤ ke − 1 2 αt , t ≥ 0 and some constant k, whose value depends only on the initial conditions and u. It worth to notice here that the actual upper bound provided in [4] relates to the convergence of a Lyapunov function and does not take into account the fact that the estimation error norm converges as a square root of it, thus necessitating the factor 1 2 in the exponential. The observer exists when, for some t 0 , u satisfies the "persistency" property
The existence condition in (4) involves the desired α and is therefore supposed to be checked for each design. Summing up, the approaches suggested in [3] , [4] achieve guaranteed constant convergence rate in linear time-varying systems. However, some of the design degrees of freedom as well as optimality are lost due to the use of a Lyapunov equation instead of the Riccati equation. Besides, none of the existing design methods can be readily applied to a case of time-varying α. The latter is quite useful in applications since the actual convergence rate of a time-varying system is typically also time-varying notwithstanding the stipulated constant upper bound. By enforcing a time-varying guaranteed convergence rate, a more consistent closed-loop behavior of the observer or controller can be obtained.
The contribution of the present paper is the following.
• The optimal design method with prescribed stability rate by Anderson and Moore is generalized to linear complex-valued time-varying systems and convergence rates.
• Existence conditions of the optimal feedback are formulated in terms of the plant properties independent of the desired closed-loop system convergence rate.
• The relationship between the approaches in [1] , [2] and in [3] , [4] , [5] is clarified.
• The resulting design method is illustrated by an application to flux estimation in induction machines.
II. PROBLEM FORMULATION

Considerẋ
= Ax + Bu
where x ∈ C n , u ∈ C m , y ∈ C and matrices A, B, C and D are time-varying complex-valued matrices of corresponding dimensions. For the sake of brevity, the argument of timevarying matrices and vectors is dropped whenever it does not lead to confusion.
For the purpose of reconstructing x in (5) from the measurements of u and y, introduce an observeṙ
wherex is an estimate of x and K is the observer (generally time-varying) gain. Defining the estimation error e = x −x, the corresponding error system becomeṡ e = (A − KC)e
The task is to design K so that e → 0 at a given guaranteed convergence rate.
III. OBSERVER DESIGN
The observability gramian of (5) 
where · H denotes Hermitian adjoint. System (5) (or the pair (C, A)) is said to be uniformly observable on I if there is a constant δ o > 0 such that the two following conditions hold
for some α l , α u > 0, f (·) : R → R is bounded on bounded intervals, and · p is the induced matrix p-norm. Uniform controllability of system (5) (or of the pair (A, B)) is defined dually to observability considering the controllability gramian
Lemma 1: Let α(t) be a function R → R and |α(t)| ≤ α max , t ∈ I, where α max is a constant. Then (C, A + B) ) is a uniformly observable (controllable) pair on the same interval. Proof: The proof is given only for the observability case taking into account the duality of that for controllability. Define
2 αI (t, t 0 ) By differentiating, using properties of transition matrices and reordering terms one obtainṡ
and thus Φ 1 2 αI (t, t 0 ) commutes with any compatible matrix.
Since
equation (9) implies that condition (8) whenever it does for Φ A and vice versa. Utilizing (9), the observability gramian O A+
Recalling (10) and the fact that e γ(τ,t0) is continuous in τ enables the use of the Generalized mean value theorem of integral calculus for some point ξ
Since e γ(ξ,t0) is a scalar constant, condition (7) Remark 2: The results of Lemma 1 also hold for α(t) ∈ C, which can be verified by slightly modifying the proof.
Let the feedback matrix K be given by
where P(t 0 ) = P 0 , Q is chosen so that
and G is a time-varying matrix of suitable dimensions. The estimation error of the observer is then governed bẏ
Theorem 1 (Bounded positive definite solution): Assume that for some constant α max |α(t)| ≤ α max , α(t) ∈ R, t ∈ I (H, A) is an uniformly observable pair on I and P 0 > 0. In addition, let at least one of the following alternatives hold:
I: (A, G) is a uniformly controllable pair on I II:
for some c l , c u > 0. Proof: First notice that (11) can be written aṡ A) ((A, G) ) which implies upper and lower boundness of P(t) > 0. II: LetP denote the solution of (11) for G = 0. Written in terms ofP −1 , (11) takes the form
The Lyapunov equation above has exactly the same structure as equation (3) . For a uniformly observable pair (H, A + for some c l , c u > 0. Notice here that for α(t) ≡ 0, matrix differential equation (15) converges for matrices A leading to diverging dynamics (in the sense of (13)) and diverges for matrices A leading to converging ones. Therefore, condition (13) safeguards the boundness ofP. Now, consider the solution to (11) for an arbitrary G. The matrix R = P −P satisfieṡ
Therefore P = R +P ≥P ≥ c l I. The fact that P is as well upper bounded can be concluded from Lemma 2.1 in [7] observing that the upper bound on the solutions of the Riccati equation provided in it holds without assuming controllability of (A, G). Therefore P ≤ c u I, where c u ≥ c u . Finally, Lemma 1 proves that (H, A + 1 2 αI) being uniformly observable is equivalent to uniform observability of (H, A), hence upper and lower boundness of P(t) > 0 follows for alternative II.
Remark 3: Notice that the solution to Riccati equation (11) continuously depends on α for P(t 0 ) ≥ 0. Let P 1 and P 2 satisfẏ
for some α 1 (t) ≤ α 2 (t), t ∈ I and P 1 (t 0 ) = P 2 (t 0 ) ≥ 0. Denote ∆P(t) = P 2 (t) − P 1 (t). The evolution of ∆P is given by
Being initialized at ∆P(t 0 ) = 0, the Riccati equation above maintains ∆P(t) ≥ 0. Thus α 2 − α 1 ≥ 0, t ∈ I implies P 2 (t) − P 1 (t) ≥ 0, t ∈ I. Theorem 2 (Exponential Convergence): Assume that the conditions of Theorem 1 hold and α(t) ≥ α min ≥ 0, t ∈ I for some constant α min . Then a solution to (12) converges exponentially with a rate of e(t) ≤ λ e 45th IEEE CDC, San Diego, USA, Dec. [13] [14] [15] 2006 WeIP5.3
Proof: Consider the Lyapunov function candidate V = e H P −1 e and its derivativė
By integrating the equation above and taking into account the boundness (due to Theorem 1) and symmetricity of P, it follows that for some λ , λ ≥ 0.
Remark 4:
In practice, Alternative I of Theorem 1 can always utilized to achieve stability and convergence if (H, A) is a uniformly observable pair, since G is a design degree of freedom. On the other hand, Alternative II allows for the choice G = 0. However, care must be taken to select α ensuring the "instability" ( cf (13)) of A+ 1 2 αI. This basically reduces the approach of Alternative II in Theorem 1 to the case treated in [4] , [5] or, dually, in [3] for the controller design.
Remark 5: The transformation approach suggested for LTI systems in [2] is still valid in the time-varying case. Introduce
The state equation of (5) reads then in terms of the new variables asẋ
and (17) precisely gives the relationship between the convergence of x and that of x α . This actually paves the way to a simple alternative proof for the observer convergence rate corresponding to Alternative I in Theorem 1. Preservation of controllability and observability under the transformation should yet be checked independently. Neither Alternative II can be treated in this framework. Therefore, the approach undertaken in the present paper is unifying for the original work by Anderson-More and the later contributions in the field of state-affine systems. Remark 6: Since Riccati equation (11) is solved for evaluating the feedback gain K in (6), the design is optimal in the sense of minimizing the criterion
The matrices Q, G, P 0 and the function α(t) represent the design degrees of freedom.
IV. SIMULATION EXAMPLE
A simulation example is provided in this section to support the theoretical results above. The problem of magnetic flux estimation in the induction machine (IM) is chosen to demonstrate a technical application of time-varying complexvalued linear models. However, the example is not intended as a perfect solution to the underlying industrial problem but just as a pure illustration with some technical relevance. For instance, no comparison with the numerous alternative flux observers is given in this brief paper. The mathematical model used in the sequel is developed to achieve a parsimonious description of the motor dynamics and all necessary details about it can be found in [8] . Generalized models for faulty IMs, concisely presented, can be found in [9] and [10] .
The electrical part of the IM is linear, time-varying and described by
whereū cS is the normalized stator voltage,ψ cS is the normalized stator flux,x cS is the normalized stator pseudo flux and ı cS is the stator current. The parameters for the electrical part correspond to those of a certain real-life general-purpose IM and amount to K S = 133.1, µ = 0.08726, α S = 191.0 and α r = 95.42. To complete the model, an equation for the mechanical part is needed as well,
whereω is the electrical rotor speed andM l is the normalized load on the IM. The parameters of the mechanical part are α m = 0.1, δ = 4 · 10 6 . Throughout the simulations, it is assumed thatω is measured, hence only the state variables of the electrical part are to be estimated. The mechanical equation is used to generate suitable values ofω and is not part of the estimation problem. The simulations have been performed to imitate a start-up of the IM, i.e. with the initial conditionsψ cS (0) =x cS (0) = 0 andω(0) = 0, since the time-varying dynamics of the motor are most prominent in this mode. The IM is also supposed to be driven by a symmetrical normalized voltage source with a frequency of 50 Hz, i.e.ū cS = e j100πt , and run without mechanical loadM l = 0.
To estimate the state vector of the electrical part of the IM
observer (6) is employed. In Riccati equation (11) integrated together with the observer and yielding the feedback gain K, the following parameters are used. To begin with, the guaranteed convergence rate of the Lyapunov function is kept constant α = 100. The design matrices are given as G = 0, Q = 1 and P(0) = I. The design is thus based on the Lyapunov equation.
The initial values of the state estimates are randomly selected asψ cS (0) = −5.617 − j0.950 x cS (0) = −2.829 + j7.716 45th IEEE CDC, San Diego, USA, Dec. [13] [14] [15] 2006 WeIP5.3
implying e(0) 2 = 10, where · 2 denotes euclidean norm. The evolution of the euclidean norm of the observer's estimation error is depicted in Fig. 1 . Note that e 2 ≤ 10e
To emphasize the effect of the Riccati-based time-varying feedback, the convergence of the estimation error with the observer running without output estimation error feedback (i. e. K = 0) e ol 2 is also shown in the same figure. In Fig. 2 , the maximum and minimum singular values (σ{P}) and (σ{O}), respectively, are depicted. Clearly, the solution to the Riccati equation stays bounded and the motor is observable, the latter is also predicted in [11] . However, at the lower angular velocities in the beginning of the simulation the observability of the electrical part of the IM is yet quite poor.
In Fig. 1 , a drastic decrease in the estimation error is seen in the very beginning of the plot. Such high frequency transients are undesirable in motor control where flux observers are broadly employed. This calls for a time-varying α that allows for a smoother and more consistent behavior of the flux estimate, see Fig. 3 . There A simulation with a significantly increased value of the matrix Q is depicted in Fig. 4 where α = 100, Q = 100, G = 0 and P(0) = I. Higher values of Q lead to faster convergence of the estimation error, also compared to the upper bound given by α.
In most cases, the bound based on the guaranteed convergence rate is on the conservative side. An example where a good agreement between the upper bound and actual performance is observed can be seen in Fig. 5 . The following design parameters are used α = 100, Q = 1, G = 10 optimization criterium. A case of an increased value of P(0) = 10I is simulated, Fig. 6 . Other design parameters are α = 100, Q = 1, G = 10 −3 C H .
V. CONCLUSIONS
The classical design method for achieving guaranteed convergence rate in solving optimal linear-quadratic problems suggested by Anderson and Moore is generalized to timevarying systems and convergence rates in application to observer synthesis. Existence conditions of the design methods are formulated in terms of the original plant parameters. Connections of the developed technique with gramian-based controller and observer design methods are pointed out. The available degrees of freedom are illustrated by simulation with respect to the magnetic flux estimation problem in the induction machines. 
