The use of mixed variational formulations in mathematical modeling, as well as their numerical implementation, are well known areas of mathematical and numerical analysis that have been well-investigated in the literature. In this paper, we study a mixed variational problem subject to perturbations, where the noise term is modelled by means of a bilinear form that has to be understood to be "small" in some sense. For this new formulation we provide a result that guarantees existence and uniqueness of the solution. We introduce the corresponding Galerkin method and study its convergence. We also analyze the associated inverse problem and we show how to solve it by means of an extension of the Generalized Collage Theorem which extends previous results by the same authors. Numerical examples show how the method works in a practical context.
of inverse problems has attracted a lot of attention in the literature. Very often, in fact, the inverse problem is ill-posed, while the direct problem is well-posed. When a problem is well-posed, it has the properties of existence, uniqueness, and stability of the solution [25] . On the other hand, an ill-posed problem lose one or more of these desirable properties. This makes the analysis of inverse problems very challenging from a numerical perspective: even when the direct problem is easily solvable, the corresponding inverse problem can be very complex and difficult to solve.
The literature is quite rich in papers proposing ad-hoc methods to address ill-posed inverse problems: These methods usually involve a minimization problem which includes a regularization term that stabilizes the numerical algorithm. One can see [26, 27, 31, 32, 33, 34, 35] and the references therein to get better details about these approaches.
Quite recently other approaches have been introduced to deal with inverse problems when the corresponding direct problem can be viewed as the solution to a fixed point equation and analyzed through the well-known Banach's fixed point theorem. These approaches rely on the so-called Collage Theorem, that it is a simple consequence of the above mentioned Banach's theorem (see [2, 3] ). In fractal imaging, these results have been used extensively to approximate a target image by the fixed point (image) of a contractive fractal transform [3, 4, 22, 24, 28, 30, 36] . Over the last few years, the same philosophy has been used to deal with inverse problems for ordinary and partial differential equations. The fact that an ordinary (and even a partial) differential equation can be formulated as a fixed point equation in a specific complete metric space makes provides the gateway to pursuing analysis based on some of the above results. Indeed, solution frameworks and related results have been established for case of inverse problems for different families of ordinary differential equations (see [9, 15, 16, 17, 18, 19] ), as well as for partial differential equations (see [5, 11, 12, 20, 21, 23, 29] ).
In this paper, we explore systems of mixed variational equations, both from the direct problem and inverse problem point of view. The paper is organized as follows. Section 2 presents a general formulation of a system of mixed variational equations. In this section both existence and uniqueness of a solution as well as a Galerkin numerical method are analyzed and discussed. Section 3 presents the formulation of the inverse problem and provides a numerical example. Section 4 concludes the paper.
Mixed Variational Equations
Many problems in numerical analysis can be formulated and studied by means of mixed variational equation. One can refer to the Babuška-Brezzi theory (see, for instance, [6, 13] and some of its generalizations [12, 11] ). What we discuss in this paper, instead, is a modified variational equation that included some kind of perturbation. The perturbation term is modelled by means of a new bilinear form, that has to be interpreted to be small in some sense. Next subsection presents the analysis of the direct problem and a result of existence and uniqueness. The following subsection, instead, is dedicated to the analysis of a Galerkin numerical scheme to deal with this problem.
The Direct Problem
In the sequel, let E and F be two real Hilbert spaces, a : The problem under consideration is the following:
.
(2.1)
The following result states a sufficient condition that guarantees existence and uniqueness of the solution.
Theorem 2.1 Let E and F be real Hilbert spaces, J be a nonempty set and assume that for all
are continuous and bilinear forms,
and for some α j , β j > 0 there hold
If in addition
and its dual space E * × F * with the corresponding dual norm, that is,
According to conditions (i), (ii) (iii) and [1, 8] , for all j ∈ J the bounded and linear operator
is an isomorphism, i.e., given (
Using the fact that the set of isomorphisms between two Banach spaces is open (see [14] ), in order to state the existence of a unique solution for the perturbed mixed system (2.2) it is enough to show that
But this inequality holds, since in view of [1, 8] and (iv) we have that
Therefore [14] , if T j : E × F −→ E * × F * is the continuous and linear operator given at each
then T j is an isomorphism, which guarantees the existence of a unique solution (x j , y j ) ∈ E × F for (2.2), and Galerkin method for such a problem.
Example 2.3
Given Ω = (0, 1) 2 , Γ = ∂Ω, δ ∈ R and f ∈ H 1 0 (Ω), let us consider the boundary value problem:
If one takes w := −∆ψ, then this problem is equivalent to
Then, multiplying its first equation by a test function v ∈ H 1 0 (Ω), and integrating by part, we arrive at
On the other hand, when multiplying the second equation of (2.5) by a test function φ ∈ H 1 0 (Ω), and, proceeding as above, we write it as 
This system adopts the form of (2. 
Therefore, in order to approximate the solution of the corresponding inverse problem we must simul- 
The Galerkin Algorithm
Let us also suppose that
and there exist α n , β n > 0 such that
and for ρ n := max 1 α n , 1 β n 1 + a n α n , 1 β 2 n a n 1 + a n α n , there holds
Then, given (x, y) ∈ E × F , there exists a unique (x n , y n ) ∈ E n × F n such that a(x n , ·) |En + b(·, y n ) |En = x, · |En b(x n , ·) |Fn + c(y n , ·) |Fn = y, · |Fn .
Proof. It follows from Theorem 2.1, by means of standard arguments. 2
We conclude the section by illustrating these results with the discretiztion of Example 2.3: with δ ∈ R and f ∈ H 1 0 (Ω). We take δ = 1/15, and the function f ∈ H 1 0 (Ω) defined for (x, y) ∈ (0, 1) 2 in order to have the solution ψ 0 (x, y) := 10 3 (x(x − 1)y(y − 1)) 4 .
Let us recall the definition of Schauder basis of Haar type. This is a collection of functions
{h k } k≥1 in L 2 (0, 1) that satisfies the following orthogonality property
where δ ij is the Kronecker symbol. Now let us build a basis for H 1 0 (0, 1) based on the collection of function h i . For this purpose, let us define g 1 (t) := 1 and, for all i > 1,
It is easy to demonstrate (see [10] ) that the collection of function {g k } k≥1 is a Schauder basis for the Hilbert space H 1 (0, 1). Following from this result, it is easy to prove that {g0 k } k≥1 , where g0 k = g k+2 is a basis for H 1 0 ((0, 1)). We now use the following bijective mapping from N onto N × N to define a bivariate basis for H 1 0 ((0, 1) 2 ): let [] stand for "integer part" and let σ : No −→ N × N be the mapping given by
then the basis {G0 k } k≥1 defined as G0 n (s, t) = g p 0(s) * g q 0(t), (s, t ∈ (0, 1))
where σ(n) = (p, q), is a basis for the Hilbert space H 1 0 ((0, 1) 2 ).
We can now use this basis to construct finite dimensional subspaces of the real Hilbert spaces above: For each m ≥ 1, let us consider the finite-dimensional subspaces of E and F E m = F m = span{G0 1 , G0 2 , . . . , G0 m }, Then, the corresponding discrete problem is: find (w m , ψ m ) ∈ E m × F m , the unique solution of the discrete system
We show, in the following tables, the numerical results obtained for m = 9, 25, 81. The value (w 0 , ψ 0 ) denotes the exact solution of the continuous problem with δ given above. The inverse problem can be formulated as follows: Findĵ ∈ J, where J is a compact subset of R p such that (ŵ,ψ) is an approximate solution to the system
Defining, as in the previous section, the following quantities, and we suppose that ργ ≤ Γ < 1.
Then the inverse problem can be solved by minimizing the following objective function
The optimization problem has been discretized over a truncated basis of H 1 0 as in [5] and [20] and the minimization algorithm has been implemented using the MAPLE 2018 optimization toolbox. The optimal solution provides the estimation of the unknown parameters of the model. The next section illustrates a numerical implementation of the algorithm.
A Numerical Simulation
We start with the system in the example, setting δ = −2 and choosing f (x, y) such that the solution u(x, y) to the problem is 10 3 surface contour plots are shown in Figure 1 . Then we sample the numerical solution on a uniform grid of 9 × 9 interior points of [0, 1] 2 . We interpolate each set of 81 points, with low-amplitude relative noise added, to build two target functionsû andŵ. We feed these representations into our generalized collage theorem machinery; Eq. 3.1 is finite dimensionalized by working with a uniform finite-element basis on [0, 1] with 81 interior nodes. Finally, knowing f (x, y), we recover C 1 , C 2 , C 3 so thatû and w are approximate solutions to the system
The true values are C 1 = 1, C 2 = 1,C 3 = −2. The results are presented in Table 1 . The number in the final column of the table is the value of the generalized collage distance. We say that for low relative noise values, the method does reasonably well. 
Conclusion
In this paper we have studied the direct problem and the inverse problem for perturbed mixed variational equations. We have shown conditions that guarantee the existence and uniqueness of the solution to the direct problem and formulated the inverse problem as an optmization problem using an extension of the Collage Theorem. We have also provided a numerical Galerkin scheme to approximate the solution to this model. A potential application to a fourth-order PDE example is also illustrated: by substitution one can reduce this example to a perturbed mixed variational problem and then use the theory and the numerical treatment presented in this work to solve it.
