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Abstract
We consider estimation of the ratio of arbitrary powers of two normal generalized variances based on
two correlated random samples. First, the result of Iliopoulos [Decision theoretic estimation of the ratio
of variances in a bivariate normal distribution, Ann. Inst. Statist. Math. 53 (2001) 436–446] on UMVU
estimation of the ratio of variances in a bivariate normal distribution is extended to the case of the ratio of
any powers of the two variances. Motivated by these estimators’ forms we derive the UMVU estimator in the
multivariate case. We show that it is proportional to the ratio of the corresponding powers of the two sample
generalized variances multiplied by a function of the sample canonical correlations. The mean squared errors
of the derived UMVU estimator and the maximum likelihood estimator are compared via simulation for
some special cases.
© 2007 Elsevier Inc. All rights reserved.
AMS 2000 subject classiﬁcation: 62F10; 62H12
Keywords: Canonical correlations; Generalized variance; Hypergeometric function of matrix argument; Unbiased
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1. Introduction
The generalized variance of a multivariate distribution is deﬁned to be the determinant of its
covariance matrix. The notion is introduced by Wilks [29] as a univariate measure of multivariate
dispersion. For instance, a value close to zero implies that the population is concentrated about a
space of lower dimension. Later on, it is used by several authors in order to examine the efﬁciency
of vector-valued estimators.
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The estimation of the generalized variance, mainly from a decision theoretic point of view,
attracted in the past three decades the interest of many researchers; see for example Shorrock and
Zidek [24], Sinha [25], Sinha and Ghosh [26], Pal [18], Kubokawa and Konno [15] and Gupta and
Ofori-Nyarko [5] for estimation undermultivariate normality aswell asKokonendji andPommeret
[14] and Kokonendji [13] who worked in the context of natural exponential families. Conﬁdence
intervals for the generalized variance have been provided by Sarkar [21,22] and Iliopoulos and
Kourouklis [8].
In the case of comparing the variabilities of two multivariate populations, a natural measure is
the ratio of their generalized variances. Holgate [6], Papageorgiou et al. [19], Zacks [30], Tripathi
et al. [28] have used among others this ratio in order to deﬁne the asymptotic relative efﬁciency of
two estimators of the same vector-valued parameter having asymptotically normal distributions.
Estimation of the ratio of the generalized variances of two multivariate normal populations has
been considered by Iliopoulos and Kourouklis [9] and more recently by Kim [12] in a Bayesian
context.Amorehonestmeasure for the overall variabilities’ comparison is the ratio of standardized
generalized variances which takes into account the dimensionalities of the distributions. For a
p-variate distribution with covariance matrix , the standardized generalized variance is deﬁned
as ||1/p. The concept has been ﬁrst introduced by SenGupta [23] and recently revisited by Peña
and Rodríguez [20] under the name “effective variance”.
Consider the following situation. A random sample is drawn from a population and on each
individual p characteristics are measured. The characteristics can be divided in two groups con-
sisting of q1 and q2 variables respectively (with q1 + q2 = p) and the researcher wish to rank
these groups according to their overall dispersion, so that the next time to collect only the less (or
more) dispersed variables’ group. If the covariance matrix is partitioned as
 =
(
11 12
21 22
)
, (1)
where 11 is q1 × q1, 12 is q1 × q2, 22 is q2 × q2 and 21 = ′12, then a natural measure
comparing the groups’ overall variabilities is the ratio of the generalized variances |11|/|22| or,
in order to address the possibility of different dimensions, the ratio of the standardized generalized
variances |11|1/q1/|22|1/q2 . (For ranking populations according to their generalized variances
under independence see [12].) Another example of correlated random vectors of which their
variabilities are to be compared is when q variables are measured on the same individual before
and after some treatment. This corresponds to the special case q1 = q2.
The aim of this paper is to derive the UMVU estimator of the ratio of arbitrary powers of
the two generalized variances under the above context assuming multivariate normality for the
p-dimensional vector. Note that this problem has no straightforward solution since the two sample
generalized variances are now correlated. In the past, Iliopoulos [7] had considered estimation of
two correlated normal variances. In that paper it had been shown that the UMVU estimator of
11/22 is given by
1,1 = n − 3 + 2r
2
n − 1
s11
s22
, (2)
where s11, s22 are the corresponding sample variances and r is the sample correlation coefﬁcient.
The rest of the paper proceeds as follows. In Section 2 the UMVU estimator of the ratio of
arbitrary powers of the variances in a bivariate normal distribution is derived. Although this
corresponds to the special case q1 = q2 = 1, the result will lead us to the derivation of the
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UMVU estimator in the general case. In Section 3 some preliminary notions about zonal poly-
nomials and hypergeometric functions of matrix argument are ﬁrst reviewed and then the main
result is stated. In Section 4 a small simulation study is performed in order to compare the mean
squared errors (MSEs) of the derived estimator with that of the maximum likelihood estima-
tor (mle). Section 5 contains some remarks and an appendix contains some proofs and other
technical results.
2. UMVU estimators of the ratio of powers of two variances
Let (X11, X21), . . . , (X1n,X2n) be a random sample from a bivariate normal distribution with
known mean  = (1, 2)′ ∈ R2 and unknown covariance matrix  = (ij ) > 0. Set  =
12/
√
1122. Let also A = (aij ) =
(∑n
=1 (Xi − i )(Xj − j )
)
be the complete sufﬁcient
statistic. It is well known thatA follows a bivariate Wishart distribution with n degrees of freedom
and parameter matrix denoted by W2(n,). Iliopoulos [7] showed that givenK = k, a negative
binomialNB(n/2, 1−2) random variable, a11, a22 and r2 = a212/(a11a22) are independent with
distributions
a11 ∼ 11(1 − 2)2n+2k, a22 ∼ 22(1 − 2)2n+2k and r2 ∼ Beta
( 1
2 + k, n−12
)
.
Let , 	 be nonnegative real numbers. By an invariance argument (see [7]), in order to ﬁnd the
UMVU estimator of 11/
	
22 it is reasonable to seek among estimators of the form 
(r
2)a11/a
	
22.
For n > 2	 the expectation of such an estimator is
E
{

(r2)
a11
a
	
22
}
=
∞∑
k=0
f (k; 2)E{
(r2)|k}E{a11|k}E{a−	22 |k}
=
∞∑
k=0
(1 − 2) n2 
(
n
2 + k
)

(
n
2
) 2k
k!

(
n
2 + k + 
)

(
n
2 + k − 	
)

(
n
2 + k
)2 

11
	22
×[2(1 − 2)]−	
⎡
⎣∫ 1
0

(t)

(
n
2 + k
)

(
1
2 + k
)

(
n−1
2
) t 12+k−1(1 − t) n−12 −1 dt
⎤
⎦
= 

11
	22
2−	(1 − 2) n2 +−	

(
n−1
2
)

(
n
2
)
×
∞∑
k=0

(
n
2 + k + 
)

(
n
2 + k − 	
)

(
1
2 + k
)
[∫ 1
0

(t)tk−
1
2 (1 − t) n−32 dt
]
2k
k!
and is equal to 11/
	
22 if and only if
2−	

(
n−1
2
)

(
n
2
)
∞∑
k=0

(
n
2 + k + 
)

(
n
2 + k − 	
)

(
1
2 + k
)
[∫ 1
0

(t)tk−
1
2 (1 − t) n−32 dt
]
2k
k!
= (1 − 2)− n2 −+	 =
∞∑
k=0

(
n
2 +  − 	 + k
)

(
n
2 +  − 	
) 2k
k! .
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Equating the coefﬁcients of the two power series we conclude that it must hold
2−	

(
n
2 +  − 	
)

(
n
2
) ∫ 1
0

(t)tk−
1
2 (1 − t) n−32 dt=

(
n−1
2
)

(
n
2+−	+k
)

(
1
2+k
)

(
n
2+k+
)

(
n
2+k−	
) ,
k = 0, 1, 2, . . . ,
or, by making the transformation t = e−y ,
2−	

(
n
2 +  − 	
)

(
n
2
) ∫ ∞
0
e−ky
(e−y)e−
1
2 y(1 − e−y) n−32 dy
=

(
n−1
2
)

(
n
2 +  − 	 + k
)

(
1
2 + k
)

(
n
2 + k + 
)

(
n
2 + k − 	
) , k = 0, 1, 2, . . . .
The right-hand side of the above equation is the (unilateral) Laplace transform of g(y) = 2F1(− , 	; n−12 ; 1 − e−y)e− 12 y(1 − e−y) n−32 (cf. [3], p. 810), where
2F1(a, b; c; x) =
∞∑
=0
(a)(b)
(c)
x
!
is the Gauss hypergeometric function. Here, (a)0 ≡ 1 and (a) = a(a + 1) . . . (a + − 1), 1,
denotes the hypergeometric coefﬁcient (or Pochhammer symbol). Thus, we conclude that

(t) = 2
	−
(
n
2
)

(
n
2 +  − 	
) 2F1
(
−, 	; n − 1
2
; 1 − t
)
and that the following result holds:
Proposition 2.1. For n > 2	 the estimator
,	 =
2	−
(
n
2
)

(
n
2 +  − 	
) 2F1
(
−, 	; n − 1
2
; 1 − r2
)
a11
a
	
22
is unbiased for 11/	22.
Since ,	 is a function of the complete sufﬁcient statistic A, it is the UMVU estimator of
11/
	
22. Note that for  = 	 = 1 the estimator reduces to that in (2) since
2F1
(
−1, 1; n − 1
2
; 1 − r2
)
= n − 3 + 2r
2
n − 1 .
In closing this section, we note that from the standard theory of the multivariate normal dis-
tribution it turns out that Proposition 2.1 holds also in the case of unknown  but with aij =∑n
=1 (Xi − X¯i)(Xj − X¯j ), where X¯i = n−1
∑n
=1 Xi, i, j = 1, 2, and n replaced by n− 1.
3. Powers of the ratio of generalized variances
Let us now consider the more general case. Suppose that we observe a random sample
X1, . . . , XN from a p-variate normal distribution with mean  ∈ Rp and covariance matrix
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 > 0. Let , 	 be nonnegative real numbers. We wish to estimate
,	 = |11|

|22|	 ,
where 11, 22 are as in (1). The form of the unbiased estimator of 11/
	
22 given in Proposition
2.1 indicates that for estimating ,	 we should also employ a (matrix variate) hypergeometric
function. In the next subsectionwe review some facts about zonal polynomials and hypergeometric
functions of matrix argument in order to make the paper self-contained.
3.1. On hypergeometric functions of matrix argument
For any m × m symmetric matrix X and any nonnegative integer k it holds
(trX)k =
∑

C(X),
where trX denotes the trace of the matrix X,  = (k1, . . . , km), k1 · · · km0, ranges over
the set of partitions of k and C(·) denotes the zonal polynomial corresponding to the partition
, see James [10], Muirhead [16, Chapter 7] or Takemura [27]. The zonal polynomial C(X) is a
symmetric homogeneous polynomial of degree k = ∑ kj on the eigenvalues x1, . . . , xm of the
matrix X. In particular,
C(0)(X) = 1, C(1)(X) =
∑
j
xj and C(1,1)(X) = 43
∑
i<j
xixj . (3)
By the homogeneity of the zonal polynomial it holds C(bX) = bkC(X) for any constant b.
Notice also that if  has more nonzero parts than the rank of X then C(X) = 0 and when X is
positive deﬁnite it holds C(X) > 0 for all  consisting of at most m parts (see [16, Corollary
7.2.4]).
Let a1, . . . , a, b1, . . . , b be real numbers. The corresponding generalized hypergeometric
function of matrix argument is deﬁned as
F(a1, . . . , a; b1, . . . , b;X) =
∞∑
k=0
∑

(a1) . . . (a)
(b1) . . . (b)
C(X)
k! ,
where the inner sum is taken over all partitions  = (k1, . . . , km) of k and
(a) =
r∏
j=1
(
a − j − 1
2
)
kj
=
r∏
j=1
kj∏
i=1
(
a − j − 1
2
+ i − 1
)
is the generalized hypergeometric coefﬁcient. In the above expression, r is the number of nonzero
parts of the partition . A particular case we will often use in the sequel corresponds to  = 1,
 = 0, where it holds
1F0(a;X) =
∞∑
k=0
∑

(a)
C(X)
k! = |Im − X|
−a, 0 < X < Im. (4)
Here Im is the m × m identity matrix and 0 < X < Im means that both X and Im − X must be
positive deﬁnite.
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For any partition  = (k1, . . . , km) set
m(a, ) = m(m−1)/4
m∏
j=1

(
a + kj − j − 12
)
, a > (m − 1)/2.
For  = (0) this becomes the standard multivariate gamma function and in that case we will write
m(a, (0)) = m(a) as usual. Notice also that (a) = m(a, )/m(a).
Let ,  be partitions of t, k, respectively. There exist unique constants g such that
C(X)C(X) =
∑

gC(X),
where  ranges over the set of partitions of t + k. Moreover, it holds the generalized binomial
expansion
C(Im + X) = C(Im)
k∑
t=0
∑

(


)
C(X)
C(Im)
, (5)
where the inner summation is over all partitions  of t . Here, the quantities ( ) are the general-
ized binomial coefﬁcients which are also uniquely deﬁned and they can be evaluated via certain
recurrence relations (see for example [2]). Note that C(Im) is given by
C(Im) = 22kk!
(m
2
)

∏r
i<j (2ki − 2kj − i + j)∏r
i=1(2ki + r − i)!
,
where r is again the nonzero parts of  (cf. [1]) or by the easy-to-prove equivalent expression
C(Im) = 22kk!
(
m
2
)

∏m
i<j (2ki − 2kj − i + j)∏m
i=1(2ki + m − i)!
,
where kr+1 = · · · = km = 0. (Note that the second expression is much more convenient for
symbolic programming purposes.)
We will need also some matrix integrals. Let  be an m × m positive deﬁnite matrix, B be a
symmetric matrix and c, d > (m − 1)/2. Then, for any partition ,∫
X>0
|X|d−m+12 etr(−X)C(XB) dX = m(d, ) ||−dC(B−1), (6)
where etr(B) ≡ exp{tr(B)}, and∫
0<X<Im
|X|d−m+12 |Im − X|c−m+12 C(XB) dX = m(c)m(d, )
m(c + d, ) C(B). (7)
The proofs of the above results can be found in Muirhead ([16], Theorems 7.2.7 and 7.2.10,
respectively). The following has been proved by Kabe [11]:∫
0<X<Im
|X|d−m+12 |Im − X|c−m+12 C(XB)2F1(a, b; c; Im − X) dX
= m(c)m(d, )m(c + d − a − b, )
m(c + d − a, )m(c + d − b, ) C(B). (8)
Finally, the last matrix integral is provided by the following lemma the proof of which can be
found in Appendix A.
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Lemma 3.1. For any partitions ,  it holds∫
0<X<Im
|X|d−m+12 |Im − X|c−m+12 C(XB)C(X)2F1(a, b; c; Im − X)dX
= m(c) C(B)
C(Im)
∑

g
m(d, )m(c + d − a − b, )
m(c + d − a, )m(c + d − b, ) C(Im). (9)
3.2. A suitable decomposition of the Wishart density
Recall that if A ∼ Wp(n,), i.e. a p-variate Wishart distribution with n degrees of freedom
and parameter matrix  > 0, then its probability density function (pdf) is
pdf(A) = |A|
n−p−1
2 etr(− 12−1A)
p
(
n
2
)
2
np
2 || n2
, A > 0,
providednp. Partition as in (1) aswell asA in an analogousmanner.Moreover assumewithout
loss of generality that q1q2 and set as usual 11·2 = 11 − 12−122 21 and 22·1 = 22 −
21 
−1
11 12. It is well known that A11·2 = A11 − A12A−122 A21 follows the Wishart distribution
Wq1(n − q2,11·2) and is independent of A12 and A22. Moreover, A22 ∼ Wq2(n,22) and the
conditional distribution of A12 given A22 is (matrix variate) normal Nq1×q2(12−122 A22,11·2 ⊗
A22), where A ⊗ B denotes the Kronecker product of the matrices A and B. Consequently,
A12A
−1/2
22 |A22 ∼ Nq1×q2(12−122 A1/222 ,11·2 ⊗ Iq1) and
B = A12A−122 A21|A22 ∼ Wq1(q2,11·2,12−122 A22−122 21),
i.e. a noncentral Wishart distribution with noncentrality parameter 12−122 A22
−1
22 21. Thus,
pdf(A11·2, A22, B)= pdf(A11·2)pdf(A22)pdf(B|A22)
= |A11·2|
1
2 (n−p−1)etr(− 12−111·2A11·2)
2
1
2 q1(n−q2)q1
(n−q2
2
) |11·2| 12 (n−q2)
|A22| 12 (n−q2−1)etr(− 12−122 A22)
2
1
2nq2q2
(
n
2
) |22| 12n
×|B|
1
2 (q2−q1−1)etr(− 12−111·2B)etr(− 12−111·212−122 A22−122 21)
2
1
2 q1q2q1
( q2
2
) |11·2| 12 q2
×0F1
(
q2
2
; 1
4
−111·212
−1
22 A22
−1
22 21
−1
11·2B
)
, A11·2, A22, B>0
(cf. [16] or [4]).Making the transformationA11 = A11·2+B,R2 = A−1/211 A12A−122 A21A−1/211 with
Jacobian |A11| 12 (q1+1) and using the identity −122 + −122 21−111.212−122 = −122·1, we conclude
that for A11, A22 > 0 and 0 < R2 < Im,
pdf(A11, A22, R2)= 1
2
pn
2 q1
(n−q2
2
)
q1
( q2
2
)
q2
(
n
2
) || n2
×etr(− 12−111·2A11
)|A11| 12 (n−q1−1)etr(− 12−122·1A22)|A22| 12 (n−q2−1)
×|R2| 12 (q2−q1−1)|Iq1 − R2|
1
2 (n−p−1)
×0F1
(
q2
2 ; 14A1/211 −111·212−122 A22−122 21−111·2A1/211 R2
)
. (10)
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Replace now the hypergeometric function in (10) by its series expansion and write || =
|11·2||22·1||Iq1 − P 2|−1, where P 2 = −1/211 12−122 21−1/211 0, to get the equivalent
expression
pdf(A11, A22, R2)=
∞∑
k=0
∑

|Iq1−P 2|
n
2
C
( 1
4A
1/2
11 
−1
11·212
−1
22 A22
−1
22 21
−1
11·2A
1/2
11 R
2)( q2
2
)
 k!
×
{
|A11| 12 (n−q1−1)etr(− 12−111·2A11)
2
1
2nq1 q1
(
n
2
) |11·2| 12n
}
×
{
|A22| 12 (n−q2−1)etr(− 12−122·1A22)
2
1
2nq2 q2
(
n
2
) |22·1| 12n
}
×
{
q1
(
n
2
)
q1
( q2
2
)
q1
(n−q2
2
) |R2| 12 (q2−q1−1)|Iq1 − R2| 12 (n−p−1)
}
,
A11, A22 > 0, 0 < R2 < Im.
Let ﬁnally K be a random vector with probability mass function
P{K = } = |Iq1 − P 2|
n
2
(n
2
)

C(P
2)
k! , (11)
where  = (k1, k2, . . .) ranges over the set of partitions of nonnegative integers having at most q1
nonzero parts and k = ∑ kj . The validity of the above probability mass function is ensured by
(4) and the nonnegative deﬁniteness of P 2. It can be easily seen that the conditional distribution
of A11, A22, R2 given K =  has density
pdf(A11, A22, R2|K = )= C
( 1
4A
1/2
11 
−1
11·212
−1
22 A22
−1
22 21
−1
11·2A
1/2
11 R
2)(
n
2
)

( q2
2
)
 C(P
2)
×
{
|A11| 12 (n−q1−1)etr(− 12−111·2A11)
2
1
2nq1 q1
(
n
2
) |11·2| 12n
}
×
{
|A22| 12 (n−q2−1)etr(− 12−122·1A22)
2
1
2nq2 q2
(
n
2
) |22·1| 12n
}
×
{
q1
(
n
2
)
q1
( q2
2
)
q1
(n−q2
2
) |R2| 12 (q2−q1−1)|Iq1 − R2| 12 (n−p−1)
}
,
A11, A22 > 0, 0 < R2 < Im.
This is valid for any  as long asP 2 > 0which is equivalent to12 	= 0. Notice that whenP 2 = 0,
i.e. the two groups are mutually independent, (11) gives mass 1 at  = (0). Moreover, both zonal
polynomials in the last expression vanish (they equal 1) and we arrive at the well-known result
that A11, A22 and R2 are independent.
3.3. The UMVU estimator of ,	
We are now ready to state the main result of the paper. Let n = N orN−1 according to whether
 is known or not. Let alsoA = ∑Ni=1(Xi −)(Xi −)′ or∑Ni=1(Xi −X¯)(Xi −X¯)′, respectively.
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Then, A ∼ Wp(n,). In what follows, we assume that np. Deﬁne q(1) = min{q1, q2} and
q(2) = max{q1, q2} and set R2 = A−1/211 A12A−122 A21A−1/211 or A−1/222 A21A−111 A12A−1/222 according
to whether q(1) = q1 or q2.
Proposition 3.1. For n > q2 − 1 + 2	, an unbiased estimator of ,	 is
,	 =
2	q2−q1q(2)
(
n
2
)
q(1)
(
n
2 + 
)
q(1)
(
n
2 − 	
)
q(1)
(
n
2 +  − 	
)
q1
(
n
2 + 
)
q2
(
n
2 − 	
) 2F1
(
−, 	; n − q(2)
2
; Iq(1) − R2
)
×|A11|

|A22|	 .
Moreover, ,	 has ﬁnite variance if n > q2 − 1 + 4	.
Proof. Integrating successively with respect to R2, A11 and A22 using (8) and (6), it can be
veriﬁed that for any  with length at most q(1) it holds
E{,	|K = } =
(
n
2 +  − 	
)
(
n
2
)

|Iq(1) − P 2|−	 ,	.
Now (4) gives
E{,	} = |Iq(1) − P 2|
n
2 +−	 ,	
∞∑
k=0
∑

(n
2
+  − 	
)

C(P
2)
k!
= |Iq(1) − P 2|
n
2 +−	 ,	 |Iq(1) − P 2|−
n
2 −+	 = ,	.
The hypergeometric function is bounded, therefore the above estimator has ﬁnite variance if and
only if E{|A11|2} < ∞ and E{|A22|−2	} < ∞. The assumption 0 guarantees the ﬁniteness
of the ﬁrst expectation whereas the second one is ﬁnite if and only if n > q2 − 1 + 4	. 
Since ,	 is a function of the complete sufﬁcient statistic, it is the UMVU estimator of ,	.
The most interesting cases arise for (, 	) = (1, 1) and (1/q1, 1/q2), the ﬁrst corresponding to the
ratio of generalized variances and the second to the ratio of standardized generalized variances.
In the ﬁrst case, the UMVU estimator has a nice simple form.
Corollary 3.1. Let r21 , . . . , r2q(1) be the eigenvalues ofR2, i.e. the squares of the sample canonical
correlations. Then,
1,1 = (n − q1 − 2)!
(n − q2)!
⎧⎨
⎩(n − p)(n − p − 1) + 2(n − p)
∑
i
r2i + 2
∑
i<j
r2i r
2
j
⎫⎬
⎭ |A11||A22|
is unbiased for |11|/|22| and its variance is ﬁnite when n > q2 + 3.
In the special case q1 = 1 the estimator becomes
1,1 = (n − 3)!
(n − p + 1)!
{
(n − p)(n − p − 1) + 2(n − p)r2
} a11
|A22| ,
where r2 = a−111 A12A−122 A21 is the square of the sample multiple correlation coefﬁcient since in
this case the multiple correlation coefﬁcient is the only canonical correlation.
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When (, 	) = (1/q1, 1/q2) the hypergeometric function has no vanishing terms. However,
we can use instead an approximation up to terms of order 1/n. Since
2F1
(
− 1
q1
,
1
q2
; n − q(2)
2
; Iq(1) − R2
)
= 1 − 2C(1)(Iq(1) − R
2)
q1q2(n − q(2)) + O(n
−2)
= 1 − 2(q(1) −
∑
i r
2
i )
q1q2(n − q(2)) + O(n
−2),
we may use the estimator
′1/q1,1/q2 =
q(2)
(
n
2
)
q(1)
(
n
2 + 1q1
)
q(1)
(
n
2 − 1q2
)
q(1)
(
n
2 + 1q1 − 1q2
)
q1
(
n
2 + 1q1
)
q(2)
(
n
2 − 1q2
)
×
{
1 − 2(q(1) −
∑
i r
2
i )
q1q2(n − q(2))
}
|A11|1/q1
|A22|1/q2
for estimating 1/q1,1/q2 . Note that its variance is ﬁnite for n > q2 − 1+ 4/q2. In the special case
p = 2q (such as the “before-after case”), the unbiased estimator of 1/q,1/q takes the form
1/q,1/q = 2F1
(
− 1
q
,
1
q
; n − q
2
; Iq − R2
)( |A11|
|A22|
)1/q
with corresponding O(n−1)-approximation
′1/q,1/q =
{
1 − 2(q −
∑
i r
2
i )
q2(n − q)
}( |A11|
|A22|
)1/q
.
Due to the presence of the hypergeometric function, the variance of ,	 has in general a
complicated form. The following lemma gives an expression for its second moment:
Lemma 3.2. The conditional second moment of ,	 given K =  is
E{2,	|K = }
= 2,	|Iq(1) − P 2|2(−	)
×q(2)
(
n
2
)
q1
(
n
2+2
)
q2
(
n
2−2	
)
q(1)
(
n
2+
)
q(1)
(
n
2−	
)
q(1)
(
n
2+ − 	
)
q1
(
n
2+
)2 q2 (n2 − 	)2
(
n
2 + 2
)

(
n
2 − 2	
)
(
n
2
)

( q(2)
2
)

×
∞∑
s=0
s∑
t=0
∑

∑

(−1)t
s!
(−)(	)(
n−q(2)
2
)

(

) C(Iq(1) )
C(Iq(1) )
×
∑

g
( q(2)
2
)

(
n
2 +  − 	
)
(
n
2 + 
)

(
n
2 − 	
)

C(Iq(1) )
C(Iq(1) )
.
Applying Lemma 3.2 with  = 	 = 1 and assuming for simplicity q(1) = q1 we get
E{21,1|K = } = 21,1
(n + 2)!(n − q1 − 2)!(n − q2 − 4)!
(n − 4)!(n − q1 + 2)!(n − q2)!
(
n
2 + 2
)

(
n
2 − 2
)
(
n
2
)

( q2
2
)
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×
{
(n − p)(n − p − 1)
(
n
2
)

( q2
2
)
(
n
2 + 1
)

(
n
2 − 1
)

+2(n − p)
∑

g(1)
(
n
2
)

( q2
2
)
(
n
2 + 1
)

(
n
2 − 1
)

C(Iq1)
C(Iq1)
+3
2
∑

g(1,1)
(
n
2
)

( q2
2
)
(
n
2 + 1
)

(
n
2 − 1
)

C(Iq1)
C(Iq1)
⎫⎬
⎭ ,
which is a somewhat simpler expression, although still difﬁcult to handle in order to evaluate the
(unconditional) variance of the UMVU estimator.
4. Simulated comparison of UMVU estimator and mle
A natural competitor of ,	 in estimating ,	 is the mle
ˆ,	 = n	q2−q1 |A11|

|A22|	 .
It would be interesting to compare these two estimators with respect to their MSEs. The (scaled)
MSE of ˆ,	 can be easily calculated by ﬁrst conditioning on K =  and using successively
(7) and (6). After marginalization over  and application of the Euler relation (cf. [16, Theorem
7.4.3])
2F1(a, b; c;X) = |Im − X|c−a−b 2F1(c − a, c − b; c;X), 0 < X < Im,
we get
E
⎧⎨
⎩
(
ˆ,	
,	
− 1
)2⎫⎬
⎭=
(n
2
)2(	q2−q1) q1 (n2 + 2)q2 (n2 − 2	)
q1
(
n
2
)
q2
(
n
2
) 2F1 (−2, 2	; n2 ;P 2)
−2
(n
2
)	q2−q1 q1 (n2 + )q2 (n2 − 	)
q1
(
n
2
)
q2
(
n
2
) 2F1 (−, 	; n2 ;P 2)+1.
On the other hand, as already seen, the variance (and thus the MSE) of the UMVU estimator
cannot be easily calculated. Therefore, we performed a simulation study. More speciﬁcally, we
compared theMSEs of the two estimators of ,	 for the above-mentioned “most interesting” cases
(, 	) = (1, 1) and (1/q1, 1/q2) for selected values of the canonical correlations and sample sizes.
It turns out that when q1q2, 1,1 and ′1/q1,1/q2 always beat the correspondingmle’s. On the other
hand, for q1 > q2 which estimator is better depends on the dimensions as well as on the canonical
correlations: When q1 = q2 + 1 and all canonical correlations are large, ˆ1,1 is better than 1,1.
On the contrary, when some canonical correlations are small the opposite holds. For q1 > q2 + 1
the mle has always smaller MSE than the UMVU estimator. Another interesting aspect is that, in
the presence of correlation, the bias of ′1/q1,1/q2 seems to be quite small even for small sample
sizes. This is very satisfactory since the original UMVU estimator cannot be calculated. Some
results are shown in Tables 1 and 2. For the interested reader, more tables containing simulation
results can be found at http://www.unipi.gr/faculty/geh/prgv_sim.pdf
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5. Some ﬁnal remarks
It is interesting to see what happens when the two groups are perfectly correlated. Denote by
Y1 and Y2 the q1- and q2-dimensional vectors, respectively, containing the variables of the two
groups and assume for the sake of notation simplicity that q1q2. By the term perfect correlation
we mean that there exists a q1 × q2 constant matrix B of ranq q1 such that Y1 = BY2 almost
surely. Then, 11 = B22B ′ > 0 and 12 = B22 and
P 2 = (B22 B ′)−1/2(B22)−122 (22 B ′)(B22 B ′)−1/2 = Iq1 ,
i.e. all canonical correlations equal 1. Similar relations hold also (almost surely) for the complete
sufﬁcient statistic A : A11 = BA22B ′, A12 = BA22 and R2 = Iq1 . Depending on the dimensions
q1, q2 and , 	 there are now three possibilities:
1. q1 = q2 and  = 	: In this case , = |BB ′|, i.e. a constant. Since the hypergeometric
function in the expression of , equals 1 almost surely (because Iq1 −R2 = 0 almost surely),
the UMVU estimator estimates , exactly. Note that this is the case for the mle too.
2. q1 = q2 and  	= 	: In this case the estimand ,	 is a constant multiple of |22|−	. On the
other hand, both UMVU estimator and mle are constant multiples of |A22|−	.
3. q1 < q2: Here ,	 = |B22B ′|/|22|	 which is a rather strange quantity. From the form of
the UMVU estimator of ,	 we conclude that
E
{ |BA22B ′|
|A22|	
}
= 2q1−	q2 q1
(
n
2 +  − 	
)
q2
(
n
2 − 	
)
q2
(
n
2
)
q1
(
n
2 − 	
) |B22B ′||22|	 .
Notice that it was not straightforward to arrive at this expression. In fact, it seems to be new
since it is notmentioned in the large list of expectations related to theWishart distribution in the
book of Gupta and Nagar [4]. Actually, it is a consequence of the fact that |BA22B ′|/|A22|	
has the same distribution as a product of powers of independent chi-squared random variables.
This is stated explicitly in Appendix A (see Proposition A.1).
As a ﬁnal remark suppose that we want to estimate the quantity
,	, = |Iq1 − P 2|
|11|
|22|	 .
Similarly to Proposition 3.1, it can be shown that the UMVU estimator of ,	, is
,	, = 2	q2−q1
q2
(
n
2
)
q1
(n−q2
2
)
q1
(
n
2 − 	
)
q1
(
n
2 +  − 	 − 
)
q1
(n−q2
2 + 
)
q2
(
n
2 − 	
)
×2F1
(
 − ,  + 	;  + n − q2
2
; Iq1 − R2
)
|Iq1 − R2|
|A11|
|A22|	 .
Some meaningful choices for , 	,  are the following:
• When  = 	 =  = 1, 1,1,1 = |11·2|/|22|, i.e. it compares the overall variability of the ﬁrst
group when the second group’s variables are ﬁxed with that of the second group.
• When  = 	 = 0,  = 1, 0,0,1 = |Iq1 − P 2|. Although not relevant to the ratio of the
generalized variances, this is an important quantity. It is related to the likelihood ratio test
for the hypothesis of independence between the two groups (i.e. testing that 0,0,1 = 1).
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In this case the UMVU estimator takes the form
0,0,1 = (n − 2)!(n − p)!
(n − q1 − 2)!(n − q2)! 2F1
(
1, 1; n − q2
2
+ 1; Iq1 − R2
)
|Iq1 − R2|.
Of course, for q1 = 1 this estimator agrees with the one provided by Olkin and Pratt [17] for
the square of the multiple correlation coefﬁcient.
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Appendix A.
Proof of Lemma 3.1. Set the left-hand side of (9) equal to f (B). Then, for anym×m orthogonal
matrix H it holds
f (HBH ′)=
∫
0<X<Im
|X|d−m+12 |Im − X|c−m+12 C(XHBH ′)C(X)
×2F1(a, b; c; Im − X) dX
=
∫
0<U<Im
|U |d−m+12 |Im − U |c−m+12 C(UB)C(U)2F1(a, b; c; Im − U) dU
= f (B),
where we have made the change of variables U = H ′XH . Recall the fundamental property of
zonal polynomials,
∫
O(m) C(XHBH
′) dH = C(X)C(B)/C(Im), where dH is the invariant
measure on the orthogonal group O(m) normalized so that
∫
O(m) dH = 1. Then,
f (B)=
∫
O(m)
f (B)dH =
∫
O(m)
f (HBH ′) dH
=
∫
O(m)
∫
0<X<Im
|X|d−m+12 |Im − X|c−m+12
×C(XHBH ′)C(X)2F1(a, b; c; Im − X) dX
=
∫
0<X<Im
|X|d−m+12 |Im − X|c−m+12 C(X)2F1(a, b; c; Im − X)
×
[∫
O(m)
C(XHBH
′) dH
]
dX
=
∫
0<X<Im
|X|d−m+12 |Im − X|c−m+12 C(X)2F1(a, b; c; Im − X) C(B)C(X)
C(Im)
dX
= C(B)
C(Im)
∑

g
∫
0<X<Im
|X|d−m+12 |Im − X|c−m+12 C(X)2F1(a, b; c; Im−X) dX
= C(B)
C(Im)
∑

g
q(c)q(d, )q(c + d − a − b, )
q(c + d − a, )q(c + d − b, ) C(Im)
with the last integral being given by (8). 
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Wenowstate twogeneral resultswhich are needed for provingCorollary 3.1.Their proofs follow
easily from the deﬁnitions of the generalized hypergeometric coefﬁcient and the multivariate
gamma function, respectively.
Lemma A.1. Let m be a positive integer. Then
(
m
2
)

(−m2 ) 	= 0 if and only if
(a) the partition  consists of at most m nonzero parts and
(b) k1m/2, if m is even, and k2(m + 1)/2, if m is odd.
Lemma A.2. Let m1m2. Then, for any a > (m2 − 1)/2 it holds
m2(a)/m1(a) = 
1
2m1(m2−m1)m2−m1(a − m1/2)
with the convention 0(a) ≡ 1.
Proof of Corollary 3.1. By Lemma A.1 it turns out that (1)(−1) 	= 0 only for  = (0), (1)
and (1, 1). For these partitions we have
(1)(0) = (1)(1) = 1, (1)(1,1) = 1/2, (−1)(0) = 1, (−1)(1) = −1, (−1)(1,1) = 3/2,
and (
n − q(2)
2
)
(0)
= 1,
(
n − q(2)
2
)
(1)
= n − q(2)
2
,(
n − q(2)
2
)
(1,1)
= (n − q(2))(n − q(2) − 1)
4
.
Hence,
2F1
(
1,−1; n − q(2)
2
; Iq(1) − R2
)
= 1 − 2C(1)(Iq(1) − R
2)
n − q(2) +
3C(1,1)(Iq(1) − R2)
2(n − q(2))(n − q(2) − 1)
= (n − p)(n − p − 1) + 2(n − p)
∑
i r
2
i + 2
∑
i<j r
2
i r
2
j
(n − q(2))(n − q(2) − 1) ,
where the last equality arises by substituting C(1)(Iq(1) − R2) =
∑
(1 − r2j ) = q(1) −
∑
r2j and
C(1,1)(Iq(1) −R2) = 43
∑
i<j (1− r2i )(1− r2j ) = 43
{ q(1)(q(1)−1)
2 − (q(1)−1)
∑
j r
2
j +
∑
i<j r
2
i r
2
j
}
.
Next, using Lemma A.2 we get
2q2−q1
q(2)
(
n
2
)
q(1)
(
n
2
) q(1)
(
n
2 + 1
)
q(1)
(
n
2 − 1
)
q1
(
n
2 + 1
)
q2
(
n
2 − 1
) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
2q2−q1q2−q1
(n−q1
2
)
q2−q1
(n−q1
2 − 1
) if q(1) = q1,
2q2−q1q1−q2
(n−q2
2
)
q1−q2
(n−q2
2 + 1
) if q(1) = q2.
In the ﬁrst case we have
2q2−q1
q2−q1
(n−q1
2
)
q2−q1
(n−q1
2 − 1
) = 2q2−q1 q2−q1∏
j=1

(n−q1
2 − j−12
)

(n−q1
2 − 1 − j−12
) = (n − q1 − 2)!
(n − q2 − 2)! ,
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whilst in the second
2q2−q1
q1−q2
(n−q2
2
)
q1−q2
(n−q2
2 + 1
) = 2q2−q1 q1−q2∏
j=1

(n−q2
2 − j−12
)

(n−q2
2 + 1 − j−12
) = (n − q1)!
(n − q2)! .
The assertion will be completed after observing that both results equal (n − q1 − 2)!/(n − q2)!
when divided by (n − q(2))(n − q(2) − 1). 
Proof of Lemma 3.2. The most difﬁcult part in the evaluation of the expression
E{2,	|K = } ∝∫ ∫ ∫
2F1
(
−, 	; n − q(2)
2
; Iq(1) − R2
)2 |A11|2
|A22|2
pdf(A11, A22, R2|K = ) dR2 dA11 dA22
is the integrationwith respect toR2. However, replacing one hypergeometric function by its power
series representation and using the generalized binomial expansion in (5) we may write
2F1
(
−, 	; n − q(2)
2
; Iq(1) − R2
)
=
∞∑
s=0
∑

(−)(	)(
n−q(2)
2
)

C(Iq(1) − R2)
s!
=
∞∑
s=0
∑

(−)(	)(
n−q(2)
2
)

C(Iq(1) )
s!
×
s∑
t=0
∑

(

) (−1)t
C(Iq(1) )
C(R
2)
and integrate term by term using Lemma 3.1. The rest is a routine calculation. 
Proposition A.1. Let A ∼ Wp(n,), where np and  > 0. For any q × p constant matrix B
of rank q < p and any , 	 ∈ R it holds
|A|
|BAB ′|	
d= ||

|BB ′|	
q∏
j=1
Y
−	
j
p∏
j=q+1
Y j ,
where d= stands for “has the same distribution as” andYi ∼ 2n−i+1, i = 1, . . . , p, are independent
random variables.
Proof. Assume ﬁrst that  = Ip. The proof will be based on the fact that |A11|, |A22·1| are inde-
pendent having the same distribution as
∏q
i=1 Yi ,
∏p
i=q+1 Yi , respectively, where Yi ∼ 2n−i+1,
i = 1, . . . , p, are mutually independent. From matrix algebra we know that since rank(B) = q,
there exist a q × q positive deﬁnite matrix M and a p × p orthogonal matrix H such that
B = M(Iq 0)H , where 0 denotes the q × (p − q) matrix of zeros. Recall that, when  = Ip, A
and HAH ′ have the same distribution and notice that BB ′ = M(Iq 0)HH ′(Iq 0)′M ′ = MM ′.
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Then,
|A|
|BAB ′|	 =
|HAH ′|
|M(Iq 0)HAH ′(Iq0)′M ′|	
d= |A|

|M(Iq 0)A(Iq 0)′M ′|	 =
|A11||A22·1|
|MA11M ′|	
= |MM ′|−	|A11|−	|A22·1| d= |BB ′|−	
q∏
j=1
Y
−	
j
p∏
j=q+1
Y j .
For general , write ﬁrst
|A|
|BAB ′|	 =
|||−1/2A−1/2|
|(B1/2)(−1/2A−1/2)(B1/2)′|	
and then follow the same steps as above with −1/2A−1/2 and B1/2 in the place of A and B,
respectively. 
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