The work described in the present paper will deal with the mathematical and empirical analysis of the properties of different ways of performing the reduction of data gathered through a complex measurement instrument; the specific case of a probe for the time-resolved measurement of skin friction absolute value and direction will be studied in order to deduce a general conclusion about the matter.
List of symbols a, b
Height and width of a rectangular section C f Skin friction coefficient D H Hydraulic diameter E 1 Signal from wire 1 E 2 Signal from wire 2 E 0, 1 Offset signal from wire 1 E 0, 2 Offset signal from wire 2 E D Difference signal from the two wires E M Mean signal from the two wires f Physical frequency f * Scaled frequency, f * = f U CL,u /H H
Step height Re H Step Reynolds number U CL,u 
Introduction
In general, a measurement instrument is a device aimed at converting some kind of physical quantity to another one, in order to obtain a reading. However, in order to obtain appropriate values for the quantity of interest, it is necessary to know the transfer operator connecting the readable value to the measurand. This knowledge is obtained through the calibration, for which a suitable definition could then be the operation of determining the functional relationship between the output of an instrument and the value of the quantity it should measure. Clearly, this relationship is of paramount importance for the appropriate use of the instrument. Also, it is important to keep in mind that, this being an experimentally determined operational, its mathematical expression can assume several different aspects.
The experimenter must face this choice and select the most suitable function. This can prove to be a non-trivial task, as instruments often tend to exhibit different behaviours in different regions of the calibration range.
Moreover, the choice of the variable(s) to be put in relation to the measurand is also important, as different choices will underline different properties of the instrument and different aspects of the phenomenon the instrument should measure.
In the present paper, the calibration of an instrument will be analysed as an iterative process; the feedback is provided by careful analysis of results obtained by applying successive calibration procedures to raw data measured in a complex test case, whose behaviour is sufficiently well known; a schematic block-diagram of the process is sketched in figure 1 . Specific interest will be devoted to the analytical formulation standpoint of calibration data reduction.
The discussion will be carried on about a probe for the measurement of instantaneous value and direction of skin friction developed by CNR-CSDF and DIASP-PoliTo [14] .
Instrument description and experimental setup
The instrument whose calibration will be discussed in the present paper is aimed at measuring the skin friction, or wall shear stress, on a solid wall over which air flows. The measurement of this quantity is of great interest in fluid dynamics research and application, but at the same time it is quite difficult to perform. Several techniques have been developed with this aim; descriptions and comparisons of the most important of these can be found, for instance, in [7, 8, 11] .
The probe discussed here consists of two parallel independent electrically heated wires (sensors) over a single cavity and was thoroughly described in [14] . Because of its structure, the device can be classified as a surface hot wire. A recent review of this class of instruments was presented in [16] . The working principle of the device can be briefly described as follows. Consider a cavity in a wall as depicted in figure 2 . Inside it, a complex circulation flow will be induced by the shear stress generated by the external flow on the fluid lying within the cavity. It is expected that the cavity flow will have different intensities and signs depending on the absolute value and the direction of the shear stress. The wires, mounted over the cavity, will be cooled by the surrounding flow; the amount of heat exchange between the flow and the sensors is related to the velocity at the cavity upper boundary and therefore to the shear stress. Moreover, one of the sensors will be in the wake of the other so that air passing over it will be warmer; this means the heat exchange from this wire to the fluid will be lower, causing the wire signal to be lower. By evaluating the sign of the difference between the two wires' signals, it will then be possible to deduce the direction of the cavity flow velocity and thus that of the shear stress. The interested reader will find in [14] a complete description of the assumptions underlying this working model together with a complete series of validation tests. Details of the probe construction are reported in the appendix.
Calibration procedure
The probe needs to be calibrated as the several physical phenomena involved in its working principle imply the presence of a large number of empirical parameters preventing the possibility of theoretically deriving a characteristic curve; also, the building imperfections and the free convection effects could influence the response and will be (implicitly) accounted for through the calibration. This operation is performed in the two-dimensional channel of the DIASP laboratory, paying appropriate attention to probe flush-mounting. This channel was built specifically for skin friction probe calibration and has a section of 28 × 2 cm 2 (aspect ratio 14:1) and a length of 6.8 m; the calibration section is located 3.5 m, i.e. 94 hydraulic diameters (D H , defined as the diameter of a circular section having the same area and the same perimeter as the considered section), downstream from the inlet section. A fully developed ('frozen') channel flow is thus ensured in this section, allowing one to compute time-averaged skin friction from the measurement of the pressure difference between two sections of the channel, through the formula
where p and x are the pressure difference and the streamwise distance between the two sections, respectively, while b and a are the dimensions of the section. This calibration procedure is a quasistatical one in the sense that the calibration reference quantity is the timeaveraged value of the skin friction, and the variable read is the time-averaged voltage. The application of a statical calibration to a dynamic sensor is the origin of various problems, as described e.g. in [2] .
• The response to static versus dynamic signals may very well be different; this problem is avoided in the procedure described here, as an actual shear layer is employed for the calibration, i.e. the skin friction is continuously varying (although its average value is constant), so the probe is indeed subject to a dynamical solicitation.
• As the instrument response is nonlinear, on the other hand, this operation will be acceptable only if the response can be approximated by a linear behaviour within the fluctuation range of each calibration point: actually, if it were not, the calibration data would be affected by a strong bias. Therefore, data collected during calibration were also checked under this standpoint.
• A reduction in the measured skin friction distribution can be caused by the response decrease consequent to the low-pass nature of the frequency response. This can be avoided by using a probe with an adequate frequency response; the probe used in the present work was shown in [14] to be satisfactory under this standpoint, both by directly measuring the response to known frequencies and by comparing unsteady results to values documented in the literature (see, e.g. [2] ).
Several measurement sets were performed with a prototype probe in order to check the repeatability of the calibration. Each set coincided with a full calibration procedure according to the following steps: Note that this way of proceeding will produce a couple of calibration curves for each set (hence, for each probe): one for the 'forward' position and one for the 'reverse' position. Reduced data from a typical one-direction calibration set are reported later in figure 8 , where the skin friction measured during calibration is reported as a function of the calibration variable ζ IV (to be defined in section 3.1); data from the other half of the calibration set are similar. The complete calibration curve is hence composed of two branches, one for each sign of the skin friction. In section 3 the algorithm for the branch selection will be described.
Effects of probe misalignment and incorrect flushmounting have been checked by rotating the probe by known angles and by mounting it unflush by known values; these experiments and their results are thoroughly described in [14] .
Test signals
The iterative process aimed at studying the properties of an instrument requires a suitable set of test values/signals. These must be chosen in accordance with the use to which the instrument itself is aimed.
The probe was originally developed, and is indeed currently used, for performing measurements in the region of separated flow downstream from a backward-facing step. This is a classical research test case for separated flows because it displays several useful features (see, e.g. [15] ).
Measurements were performed at several step Reynolds numbers (Re H = UCL,u H ν ) along the wall downstream from the step; an example of the results thus obtained is presented later in figure 12 , where mean skin friction coefficient distributions, obtained through different data reduction techniques, are compared to a result obtained by Kim and co-workers (see [10] ) via direct numerical simulation (DNS); deeper analysis of this figure will be carried out in section 4.
For the analysis of the instrument performance, it will be sufficient to consider only a few of these data points. In order to provide a complete and severe test of the calibration variables and functions, the test points must satisfy the following requirements:
(i) they must be such that the function τ W (t) includes several crossings of the zero because, as will be shown in section 3, this is a very critical situation for the computation; (ii) they must be such as to provide a wide range of τ W instantaneous values in order to allow a check of the computations across the whole calibration range; (iii) they must include both high-gradient and low-gradient regions for the evaluation of the unsteady performance of the methods.
The step employed in our laboratory is inserted into the lower wall of a 7 × 30 cm 2 quasi-two-dimensional channel, downstream from the section where the flow reaches the 'frozen' conditions. The step is built in Plexiglass and is 22 mm high, causing a 1:1.31 widening of the section. The wall of the channel downstream from the step is provided with a sled designed to carry the skin friction probe to any position in the range 4 mm < X < 400 mm, which allows a satisfactory sampling of the wall conditions both in the separated region and in the reattachment/relaxation ones [1, 5] .
Measurement points with the required features were found to be the ones where mean principal reattachment/secondary separation take place [13, 15] ; at such points, the flow direction frequently reverses. In particular, the point at X = 40 mm from the step in the Re H = 5100 test (test case 1) and the one at X = 130 mm in the Re H = 16 000 test (test case 2) were chosen. The first point is in the region of secondary separation and provides very low instant values of τ W , while the second is at the mean principal reattachment point and, although showing an almost zero mean value of skin friction, includes much higher instant values of the quantity here discussed. The requirements described above are thus met. respectively. A relatively short time period was reported for picture readability, but it must be recalled that the complete signal spans a 128 s time period. Corresponding signals from test case 2 are essentially analogous (although they show more frequent fluctuations).
A check of other parts of the same signals, and of signals at other points, showed that the section shown in figure 3 can be considered as representative as it contains all the typical features of signals from the probe discussed here.
Data reduction development
Once calibration data are collected as described in section 2.1, they need to be reduced. The probe is intended to providing two pieces of information, i.e. the absolute value of the skin friction and its direction. Based on the working principle described earlier, the direction can be easily obtained from the sign difference between the electrical signals (
if the forward flow direction is defined as the one in which air reaches wire 1 first, the direction correlation will be simply
Recalling that the calibration produces two data sets, for the forward and backward directions, this first information also brings the information for the choice between these sets. Note that both calibration curves obtained from the two data sets will go through the axis origin, but not necessarily with the same slope, so the resulting global curve will be non-differentiable at the origin. This fact does not cause any special problem; indeed, even at high sampling rates, gathered data are of a discrete nature, so the fact that one is computed through one branch of the curve and the following through the other can do no more harm than causing a small shift of the ideal straight line connecting the two. Also, because of the small difference between the slopes on the two sides of the origin, this error will fall within the experimental uncertainty.
In the present section the task of obtaining a calibration curve for the absolute value of skin friction will be discussed. This operation can be split into two parts: first, a combination of the sensor signals bearing an appropriate correlation to the measurand quantity ('calibration variable') must be identified; next, an interpolation function satisfactorily expressing the correlation must be obtained.
Calibration variables
Unless otherwise specified, all results presented in this section refer to the optimum calibration curve associated with the various variables (see section 3.2).
When the probe is exposed to a flow, both wires are subject to the secondary flow induced by τ W , although one of them is in the wake of the other, so that the skin friction value should be put in relation to a variable including them both. The simplest variable satisfying this request is the mean signal from the two
; this calibration variable will be indicated as ζ I , i.e. ζ I ≡ E M . Figure 4 reports the τ W behaviour obtained when ζ I is applied for data reduction in the subset range 0.25 s < T < 0.5 s of test case 1. This figure shows that the simple calibration variable employed here provides quite a smooth behaviour of the skin friction except at the sign changes. This behaviour cannot be accepted because it is evidently unphysical: the zero-crossings are expected to be as smooth as the rest of the signal 2 . In order to understand this misbehaviour and find a way to correct it, one must go back and reconsider the structure of the probe and the physical phenomena based on which it works. Consider now the interaction between the instrument and the flow. It is well known (see, e.g. [3] ) that separation/reattachment processes imply the presence of a velocity component normal to the wall. Now the instants when the skin friction changes sign are the ones when an instantaneous separation/reattachment occurs. The presence of the cavity under the wires implies that these components will cause a flow over the wires in the direction normal to the wall. This component is no longer related to the shear stress, which is by definition zero when there is no tangent to the wall component, but causes nonetheless a cooling of the sensors which is erroneously interpreted as a skin friction. Observe that this phenomenon starts to produce its effects some time before the instant of zero τ W and goes on for some time later; specifically, it influences the measurements while the tangentto-the-wall velocity component has such small values that the normal component is not negligible 3 . This is confirmed by the fact that, in the vicinity of the zeros, the τ W distribution exhibits a quite flat behaviour: the tangent velocity component time gradient is balanced by the corresponding normal velocity component gradient. Now, if one considers the local flow around the sensors, it will emerge that when the normal component produces its influence, the velocity vector will be such that the flow to which the two wires are subject will be more and more similar as the skin friction diminishes. Hence the signals will also tend to approach each other, i.e. their difference will tend to zero, as the skin friction tends to zero. This suggests that the calibration variable should be influenced by the signal difference. The simplest way to obtain this is to define a new calibration variable as follows:
The square root was introduced only for dimensional coherence: this way, ζ II has the dimension of volts just like ζ I . Figure 5 displays the τ W course in the same acquisition subset as figure 4 when this new variable is applied, evidencing that the zero-crossings are now smoother (although still steeper than most of the signal). However, when attention is focused on the behaviour of the skin friction at high values, the occurrence of very high peaks may be observed. An example of such peaks can be observed in figure 6 . Notice that skin friction peaks are to be expected, and at those same instants: indeed, they are also detected by computations performed with variable ζ I . It can 3 Note that it would be possible to get rid of the normal component by mounting the wires in direct contact to the wall: this way, because of the tangency condition, only the tangent component would survive. However, such a sensor disposition can be assimilated to a skin friction hot-film sensor, a class of probes which are known to be affected by excessive heat losses to the substrate. These probes are not reliable for measurements at very low skin friction values or high frequencies. As these are exactly the conditions for which the probe discussed here was designed, this way of solving the problem is to be discarded as non-viable. be observed that τ W fluctuates about moderate values across the whole range of the figures, except for the sudden peaks, which include only one or two data points and reach values several times larger than the surrounding points: there is no physical reason why such large and quickly vanishing gradients should appear in the τ W history. The reason for this behaviour was investigated through careful comparison of the signal mean and difference patterns with the calibration variable and the output. A sample comparison, highlighting the most important deductions obtained, is presented in figure 6 ; this figure displays the zoom of a region where two strong negative peaks were found. It may be observed that instantaneous values of skin friction are much higher than the ones observed in test case 1. It emerged that the locations of sudden high peaks coincide with positions where the calibration variable reaches values out of the calibration range. Also, it could be observed that this overshoot is caused by the signal difference reaching values higher than those observed during calibration. The solution to this further problem requires yet another deepening of the analysis of the physics on which the instrument works.
In this light, it cannot be expected that variable ζ II can perform properly for high values of skin friction; actually, the E D factor embedded into the definition of this variable is of use and has a physical significance around the flow reversal situations and, in general, at very low values of the skin friction (observe indeed that, when the skin friction is very low, the free convection effects will start to play a non-negligible role, introducing a vertical plume behaviour of the flow in the surrounding of the sensors, hence reducing their interaction and reproducing the situation at flow reversal). However, when the skin friction value increases, both the reason for the presence of this factor and its usefulness quickly vanish: if the flow is such as to provide a consistent cooling of both wires, there is no reason for the presence of the difference factor, as the real physical effect to be put in relation to the measurand is now the total heat loss from the wires. Also, fluctuations in the wake of the first wire could provoke large fluctuations of the heat exchange on the second wire. While these are damped in the E M factor, the difference enhances them. Hence, it is possible to state that the loss of reliability of variable ζ II for high τ W values is due to the concurring facts that ζ II has now a loose physical connection to the skin friction, and is affected by large spurious oscillations.
As a consequence of these facts, one can imagine using a variable that has a nonlinear dependence on E D ; in particular, it is required that this new variable has a strong dependence on E D at low values but becomes (almost) constant when the signal becomes high. Several functions of an independent variable have these properties; among them, the arctangent and the hyperbolic tangent were selected for the definition of the third and fourth calibration variables, which are therefore expressed as follows:
The correction factor K in both formulae has the aim of finetuning the value of E D from which the variable does not undergo its influence; this allows a tailoring of the variables on the specific experiment. However, this option should be used with some care as excesses in this field could introduce too much smoothing. The elaboration of the signal discussed earlier using variable ζ III is presented in figure 7 , where the history obtained with ζ II was also repeated for comparison. It is clear from this plot that the excessive spikes have been cleared from the τ W history, while in the rest of the examined field essentially no effect of the variable change is observable. Now the variable is bounded within appropriate limits and the behaviour is smooth around both the peaks and the zerocrossings. It will be shown in section 4 that, despite the difference in the analytical functions defining them, the performance of variables ζ III and ζ IV in the workframe discussed here is essentially the same; the latter was selected to become the one of standard use in our laboratory because of the following slight advantages from the mathematical standpoint:
• its asymptotic value is 1 instead of π/2; • the buffer region in between the linear and the asymptotic behaviour can be quite reduced in size without requiring very high values of K .
Calibration functions
In the present section the determination of a function for interpolating the selected calibration variable will be discussed by presenting some calibration functions that could be employed with the same variable (variable ζ IV ). Figure 8 displays the values obtained during a calibration with forward-directed flow (the behaviour in the reversedirection calibration is analogous, so only these will be discussed). Clearly, a polynomial is a viable choice for a function interpolating data in figure 8 . Physical considerations bring us to the conclusion that the curve must cross the axis origin: at zero-flow (and thus zero-τ W ) conditions, the Wheatstone bridges will provide only the offset signal so that ζ IV = E M = E D = 0, hence the zero-degree coefficient of the equation will be zero. The other coefficients can be determined through a least-squares evaluation once the degree of the polynomial is determined. This determination can be performed in an empirical way, i.e. several degrees are tried and analysed.
In figure 9 , the interpolation polynomials of order four to six thus obtained are plotted. It may appear that the three curves coincide, which they indeed essentially do for values of the calibration variable higher than about 0.4, and that they all provide a good interpolation of the experimental points. However, the zoom in the low-value region presented in figure 10 underlines that things are different here. Note that this is not a secondary detail, because the low-absolutevalue region is of paramount importance for a probe aimed at measuring τ W time-behaviour and direction in flows with recirculation. It can be immediately observed that the fourth-degree curve must be discarded as it provides negative values, which means that the final result would be a skin friction vector with the wrong sign. The fifth-degree curve is also inadequate, for a more subtle reason. Consider indeed the region ζ IV < 0.3; it can be observed that the curve takes on an almost constant behaviour. This means that all variations occurring in that region will be artificially filtered out, thus causing errors in high statistical moments and spectral analysis. These being the main objectives of time-resolved measurements, it is clear that this limitation cannot be accepted. This behaviour is illustrated in figure 11 , where 0.2 s cuts of the skin friction time behaviours computed with the two different polynomial interpolations are compared; for reference, the time behaviour of the interpolation variable (divided by ten for scaling reasons) is also reported. This is a region where the calibration variable is almost always around the critical values. Observe in particular the zone around t = 0.25 s: here, the calibration variable shows a remarkable degree of variation, which is faithfully followed by the skin friction computed by the sixth-degree polynomial, while the fifth-degree one produces an almost constant skin friction history; also note that this behaviour produces quite high slopes at the zero crossings (although not as high as when variable ζ I is used; see figure 4 ). 
Comparisons
Up to now, the calibration variables and functions have been compared to each other and their performance evaluated by arguing about the computed histories of skin friction in selected points. In the present section, comparisons will be performed for results over the whole separated/reattaching region of the flow described in section 2.2, introducing whenever possible results from the literature into the comparison. Measurements performed for the Re H = 5100 test run were employed. Figure 12 provides a comparison of the skin friction coefficient C f , defined as C f = τW 1/2ρUCL,u , computed through the different variables from the same raw data. As a reference, the skin friction distribution computed through DNS for the same step Reynolds number [10] is reported. The various experimental curves collapse quite well. This could have been expected, as the skin friction coefficient is the first statistical moment of the distribution, so it should be only weakly sensitive to the gradients' intensity. Moreover, all results coincide to a satisfactory degree with the numerical findings. However, some differences can be observed. In particular, variable ζ II shows relatively high skin friction at very low X/ X R values. This might appear to be a favourable property, as the DNS results show a definite peak in the same region. However, more careful inspection of the data indicates that the situation is not so simple. Indeed, while the reference data peak is very narrow, the one obtained by variable ζ II extends for almost all the secondary recirculation region. Moreover, point-topoint comparison indicates that the results from the other three variables essentially coincide with numerical results at the same abscissae; it appears that the problem can be reduced to an insufficient data point resolution. This deduction will be checked during future measurement sets. Finally observe that variable ζ II also provides an underestimate of the skin friction value in the recovery region, where the absolute value of the skin friction is relatively large; this is not surprising because, as discussed in section 3.1, this variable was designed to work properly at very low values of τ W . 
Mean values

Fluctuation results
Consider the skin friction fluctuation RMS value τ W (see figure 13) ; this quantity was scaled to the mean skin friction several step heights downstream of the reattachment, where τ W has essentially reached a new equilibrium situation. Unfortunately, no data could be found in the literature for comparison. It is nonetheless well known (see, e.g. [2] ) that, in a relaxed turbulent boundary layer, estimate provided by variable ζ I differs markedly from the ones obtained otherwise: specifically, the values are higher at every point and the peak value is reached at a noticeably larger value of the abscissa. This agrees with the fact that ζ I incorrectly treats the flow direction changes: indeed, the zone under consideration is the so-called 'reattachment region', where the flow direction changes frequently (see, e.g. [4, 6, 9, 10] ). As discussed in section 3.1, the inaccurate treatment of the reversals will introduce in such regions an extra amount of variance. The other variables show a good agreement with each other in the reattachment region. Finally, figure 13 provides a first proof of the essentially equivalent behaviour of variables ζ III and ζ IV when it comes to the measurement of unsteady properties.
Regarding the higher moments (skewness and flatness), the distributions obtained by reducing data through the four calibration variables are reported in figures 14 and 15, respectively. It can be observed in figure 14 that variables ζ III and ζ IV lead to a much more regular behaviour of the high moments with respect to the simpler data reduction methods, which introduce quite an oscillatory behaviour in the region up to X/ X R ≈ 1. It is interesting to observe that, in any case, the skewness value forecast at reattachment is null (within the experimental uncertainty), indicating that the process at that point is actually Gaussian; the same holds for the secondary separation point.
Spectral analysis
Because of its unsteady capabilities, the probe discussed in the present paper allows computation of skin friction spectra. Results obtained from data reduction using the various calibration variables will be presented here for test case 1. Figure 16 presents a comparison of the results obtained at X = 40 mm from the step. The data reported in the figure are the energy spectra computed through an FFT algorithm applied to the skin friction histories; every curve is scaled to the corresponding skin friction RMS value so that each of them has unit area. Physical frequencies f are reported on the abscissae axis. It is possible to observe that all elaborations show the presence of a distinct peak at f ≈ 12 Hz; also, the height of the peak is essentially the same in all cases. The corresponding scaled frequency f * ≈ 0.07 is in good agreement with the literature results for the flapping phenomenon (see, e.g. [5, 12] ), and specifically with the value of 0.06 found in [10] . On the other hand, remarkable differences are found when the comparison is made on the high end of the frequency scale. Observe in particular that the energy decrease obtained through variable ζ I is much less than what emerges from the others; the difference in energetic levels is more than one decade, and almost two decades when comparison is made for variables ζ III and ζ IV . The reason for this difference is a direct consequence of the erroneous treatment of the sign changes through variable ζ I : actually, as seen in section 3.1, this variable causes very steep gradients at sign changes, which is equivalent to adding a square-wave function to the actual signal. Now, it is well known that the Fourier transform of a square wave includes a relatively important energetic content at the high frequencies: the Fourier transform of the signal with the incorrect zerocrossing treatment caused by the use of ζ I will therefore display a spurious energization of the high frequencies. Also note that the problem is still present, albeit to a much lesser extent, with variable ζ II which, as noticed earlier, also shows excessive gradients at the sign changes. Finally, this plot confirms that variables ζ III and ζ IV are functionally equivalent: they clearly provide the same results throughout the frequency field, which means that the two data reduction formulae yield not only the same statistical results, but exactly the same energetic content, component by component. As will be evident from the following figures, the same holds for all data points, so that it can be safely stated that the choice between them, as announced in section 3.1, can be made freely.
The same observations are valid in the analysis of the positions X = 80 and 130, where high rates of direction change are again present. The difference is even more remarkable in these positions (see, e.g., figure 17, where the difference between the energetic content at 1 kHz as computed through variable ζ I or through variables ζ III -ζ IV is two full decades). The frequencies from which the different computations start to exhibit diverging properties are higher than in the previous case because, while the spurious square wave amplitude is essentially constant, the energetic content of the flow as a whole is much higher at the position analysed here.
Finally after reattachment, when the direction is essentially always the same, the difference is greatly reduced, figure 18 . Indeed, at the position presented here as an example (X = 320), it is virtually impossible to split variables ζ II , ζ III and ζ IV from each other. In more detail, essentially no difference can be found between the various spectral energy distributions up to f > 500 Hz; for higher frequencies, it is again possible to find a higher energetic content in the spectrum computed by variable ζ I , but this difference is reduced to a very small amount; this observation is clearly in agreement with the considerations made in the previous paragraphs.
Conclusions
In the present paper, the use of a probe for the instantaneous measurement of skin friction absolute value and sign was described. It was shown that the instrument application involves quite a complex calibration procedure; as a consequence of this fact, the data reduction is not straightforward and imposes a deep rethinking and understanding of the instrument working principle and physical layout.
The influence of different choices for the calibration variables was analysed in full detail, alongside the effect of calibration functions. It was shown that, depending on the level to which data are to be employed (only low statistical moments versus high moments and/or spectra), simpler variables can be sufficient or have to be replaced by more appropriate formulae. Conversely, it became evident that it is possible to obtain much better results from the same raw acquisitions through a deeper analysis of the instrument and its mathematical description. Examples were provided illustrating these themes in full detail.
The considerations developed here are intended to be a guide for other researchers interested in using the same instrument, but with little adaptation they can be applied to other instruments characterized by complex transfer functions and requiring empirical calibration.
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Appendix. Construction details
The two sensors, built with TSI ® 5 µm platinum-coated tungsten wire, were welded to two independent couples of needles. The distance between them is approximately 0.25 mm; their length is approximately 1.2 mm. Electrical power and control are provided by two DISA TM 55M01 highprecision electrical bridges designed for hot-wire anemometry (CTA, constant-temperature anemometer). An electronic feedback circuit keeps the wires at a constant temperature thus ensuring high frequency response for each independent wire. The wire overheating ratio employed in the present work is 1.8. The anemometers were independently set up for the two separate wires. It has to be remarked that, as the signals from the sensors can become tiny (cf section 4), especially in zones where the skin friction absolute value is small, the requirements on the electronic precision and stability are quite strong.
The signals of the two wires were recorded independently and simultaneously via a 16-bit National Instruments TM SCXI 1040 sample-and-hold module connected to a National Instruments TM NB-MIO-16-XL acquisition board installed in a PC.
