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Abstract
Title: Translation of logic program into stored objects in PostgreSQL DBMS
Anotation: This thesis focuses on the translation of logic program into stored ob-
jects in PostgreSQL DBMS. In the first part, it clarifies the basic concepts of logic
programming, the PL/pgSQL language and the theory of graphs. It also describes in
detail the algorithm of transformation of logic program into stored objects in Post-
greSQL DBMS and the PrologToPostgreSQL program, which deals with the trans-
formation. A great degree of attention is devoted to creating of the main function
respecting the relations between the stored functions and calling them in the most
effective order. In the future, this program will become the part of experimental
deductive database system. In the last part, the results of the testing are mentioned.
Keywords: logic program, stored database objects, PostgreSQL, deductive data-
base system
Abstrakt
Na´zev: Prˇeklad logicke´ho programu do ulozˇen´´ych objekt˚u SRˇBD PostgreSQL
Anotace: Tato diplomova´ pra´ce se zaby´va´ prˇekladem logicke´ho programu do ulozˇe-
ny´ch objekt˚u SRˇBD PostgreSQL. V prvn´ı cˇa´sti jsou objasneˇne´ za´kladn´ı pojmy ty´-
kaj´ıc´ı se logicke´ho programova´n´ı, programovac´ıho jazyka PL/pgSQL a teorie graf˚u.
Da´le je podrobneˇ popsa´n algoritmus transformace logicke´ho programu do ulozˇeny´ch
objekt˚u SRˇBD PostgreSQL a realizace programu PrologToPostgreSQL, ktery´ tuto
transformaci zajiˇst’uje. Velka´ pozornost je veˇnova´na vytvorˇen´ı hlavn´ı funkce, ktera´
respektuje vztahy mezi ulozˇeny´mi funkcemi a vola´ je v co nejvy´hodneˇjˇs´ım porˇad´ı.
Tento vytvorˇeny´ program se v budoucnu stane soucˇa´st´ı experimenta´ln´ıho deduk-
tivn´ıho databa´zove´ho syste´mu. V posledn´ı cˇa´sti jsou zmı´neˇny vy´sledky testova´n´ı
aplikace.
Kl´ıcˇova´ slova: logicky´ program, ulozˇene´ databa´zove´ objekty, PostgreSQL, deduk-
tivn´ı databa´zovy´ syste´m
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1 U´vod
Deduktivn´ı databa´zovy´ syste´m kombinuje vy´hody logicky´ch programovac´ıch jazyk˚u
a objektoveˇ-relacˇn´ıch databa´zovy´ch syste´mu˚. Logicke´ programovac´ı jazyky maj´ı vel-
kou vyjadrˇovac´ı schopnost, databa´ze zase umozˇnˇuj´ı rychle´ zpracova´n´ı velke´ho mnozˇ-
stv´ı dat.
Deduktivn´ı databa´zovy´ syste´m umozˇnˇuje ukla´da´n´ı fakt˚u a pravidel. Dı´ky definici
pravidel je mozˇne´ z ulozˇeny´ch fakt˚u odvozovat i informace, ktere´ nejsou explicitneˇ
uvedeny. Fakta jsou obdobou za´znamu˚ v objektoveˇ-relacˇn´ıch databa´z´ıch, pravidla
jsou obdobou relacˇn´ıho pohledu. Pravidla ale mohou by´t i rekurzivn´ı, takove´ relace
v objektoveˇ-relacˇn´ıch databa´z´ıch definovat nelze [23].
C´ılem te´to diplomove´ pra´ce je vytvorˇit aplikaci, ktera´ bude umozˇnˇovat trans-
formaci logicke´ho programu do ulozˇeny´ch objekt˚u SRˇBD PostgreSQL. Fakta budou
ulozˇena´ jako za´znamy v tabulka´ch a pravidla se transformuj´ı do ulozˇeny´ch funkc´ı
v jazyce PL/pgSQL. Aplikace bude soucˇa´st´ı syste´mu, ktery´ bude deduktivn´ı data-
ba´zovy´ syste´m implementovat.
Diplomova´ pra´ce je cˇleneˇna do kapitol. Na´sleduj´ıc´ı kapitola shrnuje za´kladn´ı
poznatky o logicke´m programova´n´ı, kapitola 3 se zaby´va´ SRˇBD PostgreSQL a pro-
gramovac´ım jazykem PL/pgSQL. Kapitola 4 poskytuje u´vod do teorie graf˚u. V 5. ka-
pitole se sezna´mı´me s algoritmem prˇevodu logicky´ch pravidel do jazyka PL/pgSQL.
Pote´ navazuje 6. kapitola, ktera´ popisuje implementaci aplikace PrologToPostgeSQL,
ktera´ tuto transformaci zajiˇst’uje. Za´veˇrecˇna´ kapitola shrnuje vy´sledky testova´n´ı
aplikace.
K pra´ci je prˇilozˇena uzˇivatelska´ prˇ´ırucˇka, UML diagram trˇ´ıd vytvorˇene´ aplikace
a obsah prˇilozˇene´ho DVD.
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2 Za´klady logicke´ho programova´n´ı
Logicke´ programova´n´ı je programovac´ı technika, ktera´ se za´sadneˇ liˇs´ı od klasicke´ho,
procedura´ln´ıho programova´n´ı. Programa´tor, ktery´ vytva´rˇ´ı program v procedura´l-
n´ım programovac´ım jazyku, p´ıˇse pomoc´ı prˇ´ıkaz˚u postup vy´pocˇtu. Tyto prˇ´ıkazy se
po spusˇteˇn´ı programu postupneˇ prova´deˇj´ı. Mus´ı se tedy vyja´drˇit nejen, co se ma´
vypocˇ´ıtat, ale i jak k tomu dospeˇt.
Naproti tomu vytvorˇit logicky´ program znamena´ zformulovat mnozˇinu fakt˚u
a pravidel. Tyto informace se ukla´daj´ı do databa´ze. C´ıl vy´pocˇtu se formuluje po-
moc´ı tzv. c´ılove´ klauzule (neboli dotazu). U´cˇelem vy´pocˇtu je zjiˇsteˇn´ı splnitelnosti c´ıle
a zobrazen´ı hodnot promeˇnny´ch, pro ktere´ je c´ıl splnitelny´. Logicke´ programova´n´ı
obvykle prob´ıha´ v interaktivn´ım rezˇimu. Zada´n´ı dotazu spousˇt´ı vy´pocˇet programu,
po zobrazen´ı vy´sledku se cˇeka´ na reakci uzˇivatele.
2.1 Symboly logicke´ho programovac´ıho jazyka
Tato cˇa´st pojedna´va´ obecneˇ o logicke´m programovac´ım jazyce. Pro lepsˇ´ı prˇehlednost
v dalˇs´ıch kapitola´ch zde vsˇak bude pouzˇita syntaxe logicke´ho programovac´ıho jazyka
Prolog. Tento programovac´ı jazyk je case-sensitive, za´lezˇ´ı tedy na velikosti p´ısmen.
2.1.1 Konstanta
Konstantu logicke´ho programu tvorˇ´ı cˇ´ıslice nebo rˇeteˇzec znak˚u. Rˇeteˇzec je bud’ ohra-
nicˇeny´ apostrofy nebo zacˇ´ına´ maly´m p´ısmenem a obsahuje pouze cˇ´ıslice, p´ısmena a
podtrzˇ´ıtko.
Naprˇ.: 3, deset, logicky_program, ’logicky program’, ’Velikonoce’
2.1.2 Promeˇnna´
Promeˇnna´ je rˇeteˇzec, ktery´ mu˚zˇe obsahovat alfanumericke´ znaky a podtrzˇ´ıtko. Aby
se promeˇnne´ odliˇsily od konstant, budeme promeˇnne´ oznacˇovat rˇeteˇzci, ktere´ zacˇ´ınaj´ı
velky´m p´ısmenem nebo podtrzˇ´ıtkem.
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Promeˇnne´ se vyskytuj´ı bud’ v c´ılove´m dotazu jako hledane´ hodnoty nebo v pra-
vidlech jako u´cˇastn´ıci vztahu.
Naprˇ.: X, Jmeno, _cinitel
2.1.3 Term
Term je definova´n na´sledovneˇ: Konstanty a promeˇnne´ jsou termy. Pokud je t term,
potom (t) je take´ term. Jsou-li t1 a t2 termy, potom t1 + t2, t1 − t2 , t1 ∗ t2 a t1/t2
jsou take´ termy [5].
Naprˇ.: 3, sobota, Jmeno, X + 1, Y / (Z-4)
2.1.4 Atom
Atom (neboli vy´skyt predika´tu) se zapisuje se ve tvaru:
predikatovy_symbol(t1, t2, ..., tn)
Predika´tovy´ symbol je rˇeteˇzec, ktery´ zacˇ´ına´ maly´m p´ısmenem a obsahuje pouze
cˇ´ıslice, p´ısmena a podtrzˇ´ıtko. Argumenty t1 azˇ tn jsou termy.
Naprˇ.: rodic(karel, X), potomek(A, B)
2.1.5 Pravidlo
Pravidlo ma´ tvar:
predikatovy_symbol(t1, t2, ..., tn) :- p1, p2, ..., pm.
Skla´da´ se z hlavy a teˇla a je ukoncˇene´ tecˇkou. Hlavu pravidla tvorˇ´ı atom, teˇlo
pravidla obsahuje konjunkci atomu˚. Za´rovenˇ plat´ı implikace teˇlo  hlava. Pokud
pro dane´ hodnoty promeˇnny´ch naby´vaj´ı vsˇechny vy´skyty predika´t˚u v teˇle pravidla
logicke´ hodnoty true, je pro tyto hodnoty pravdivy´ i vy´skyt predika´tu v hlaveˇ
pravidla.
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Naprˇ.: Vezmeˇme si za prˇ´ıklad rodinne´ vztahy. Pravidlem definujeme vztah prarodicˇ:
prarodic(X, Y) :- rodic (X,Z), rodic (Z, Y).
Pravidlo lze prˇecˇ´ıst takto: X je prarodicˇem Y, jestlizˇe X je rodicˇem Z a za´rovenˇ
Z je rodicˇem Y. Meˇjme definovane´ na´sleduj´ıc´ı vztahy: Karel je rodicˇ Jany a Jana je
rodicˇ Laury. Pokud si v pravidle prarodic za promeˇnnou X dosad´ıme konstantu ka-
rel, za Y laura a za Z jana, budou v teˇle pravidla pravdive´ oba vy´skyty predika´tu
rodic a t´ım pa´dem budeme mı´t definovany´ vztah prarodic(karel, laura).
Zde jsme si uvedli zjednodusˇeny´ tvar pravidel – omezili jsme se na formule
ve tvaru Hornovy´ch klauzul´ı. Neˇktere´ logicke´ programovac´ı jazyky dovoluj´ı pouzˇit´ı
libovolne´ formule v teˇle pravidla. V tom prˇ´ıpadeˇ se v teˇle pravidla mohou vyskytovat
i za´vorky a jine´ logicke´ opera´tory nezˇ konjunkce (konkre´tneˇ negaci a disjunkci).
2.1.6 Fakt
Fakt je tvrzen´ı, ktere´ vzˇdy naby´va´ logicke´ hodnoty true. Zapisuje ve tvaru:
predikatovy_symbol(t1, t2, ..., tn).
Jedna´ se tedy o pravidlo s pra´zdny´m teˇlem, kde termy t1 azˇ tn jsou konstanty.
Pouzˇit´ı promeˇnne´ v hlaveˇ pravidla s pra´zdny´m teˇlem nen´ı dovoleno.
Naprˇ: V prˇedchoz´ım prˇ´ıkladeˇ jsme na´sleduj´ıc´ı vztahy povazˇovali za definovane´: Karel
je rodicˇ Jany a Jana je rodicˇ Laury. Programoveˇ je ale definujeme pra´veˇ pomoc´ı
fakt˚u:
rodic(karel ,jana).
rodic(jana ,laura ).
2.1.7 Predika´t
Predika´t soubor pravidel se stejny´m predika´tovy´m symbolem a stejny´m pocˇtem
termu˚ v hlaveˇ pravidla, tedy stejnou aritou. Predika´t je bud’ pravdivy´ nebo neprav-
divy´, naby´va´ tedy funkcˇn´ı hodnoty true nebo false [4].
Naprˇ.: Z˚ustaneme u rodinny´ch vztah˚u jako v prˇedchoz´ıch prˇ´ıkladech. Vezmeˇme pre-
dika´t rodic(Rodic, Dite). Tento predika´t bude definovany´ dveˇma fakty:
4
Za´klady logicke´ho programova´n´ı Symboly logicke´ho programovac´ıho jazyka
rodic(karel ,jana).
rodic(jana ,laura ).
Predika´t rodic(Rodic, Dite) bude naby´vat funkcˇn´ı hodnoty true pouze pro
dvojice promeˇnny´ch (karel, jana) a (jana, laura) . Pro ostatn´ı hodnoty pro-
meˇnny´ch bude predika´t naby´vat funkcˇn´ı hodnoty false.
2.1.8 C´ılova´ klauzule
C´ılova´ klauzule (neboli dotaz) ma´ tvar:
?- C1, C2, ... Cn.
C1 azˇ Cn, jsou d´ılcˇ´ı c´ıle, jejichzˇ konjunkce tvorˇ´ı globa´ln´ı c´ıl. Maj´ı tvar atomu.
Zada´n´ı c´ılove´ klauzule spousˇt´ı vy´pocˇet programu. C´ılem vy´pocˇtu je zjistit:
 zda je c´ıl splnitelny´ - odpoveˇd’ ano/ne
 pro jake´ hodnoty je c´ıl splnitelny´ – n je pocˇet r˚uzny´ch promeˇnny´ch, ktere´
se vyskytuj´ı v dotazu. Odpoveˇd´ı je mnozˇina n-tic. Kazˇda´ n-tice je mnozˇina
hodnot, pro kterou byla c´ılova´ klauzule splneˇna.
Naprˇ.: Meˇjme logicky´ program definovany´ dveˇma fakty a jedn´ım pravidlem:
rodic(karel ,jana).
rodic(jana ,laura ).
prarodic(X,Y) :- rodic (X,Z), rodic (Z,Y).
Prˇ´ıklady c´ılovy´ch klauzul´ı:
?- rodic(jana ,laura).
Pta´me se, zda je Jana rodicˇem Laury. Dostaneme kladnou odpoveˇd’: yes.
?- rodic(X,jana).
Pta´me se tedy, kdo je rodicˇem Jany. Odpoveˇd’ bude X=karel.
?-prarodic(jana ,Y).
Pta´me se, cˇ´ı je Jana prarodicˇ. Jana nema´ zˇa´dne´ vnoucˇe, odpoveˇd’ tedy bude no.
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2.2 Rekurzivn´ı konstrukce pravidel
Vezmeˇme si prˇedchoz´ı prˇ´ıklad s definic´ı rodinny´ch vztah˚u. Pokud bychom chteˇli
definovat vztah potomek(Kdo, Ci), sˇlo by v nasˇem prˇ´ıpadeˇ definovat dveˇ pravidla:
potomek(X,Y) :- rodic(Y,X).
potomek(X,Y) :- prarodic(Y,X).
Tedy X je potomkem Y, jestlizˇe Y je rodicˇem nebo prarodicˇem X. Kdybychom
ale meˇli definovanou rozsa´hlejˇs´ı rodinnou linii, rˇekneˇme trˇeba 10 generac´ı, museli
bychom uzˇ definovat takovy´ch pravidel mnoho a nav´ıc by nebyla univerza´ln´ı – s naro-
zen´ım dalˇs´ı generace by relace potomek nebyla definova´na spra´vneˇ. V tomto prˇ´ıpadeˇ
je tedy mnohem prakticˇteˇjˇs´ı a spra´vne´ definovat rekurzivn´ı vztah:
potomek(X,Y) :- rodic(Y,X).
potomek(X,Y) :- rodic(Y,Z), potomek(X,Z).
Tedy X je potomkem Y, jestlizˇe je Y rodicˇem X nebo jestlizˇe existuje Z, jehozˇ
rodicˇem je Y a potomkem X. V teˇle pravidla potomek jsme tedy vyuzˇili opeˇt predika´t
potomek.
Dı´ky tomu je nasˇe definice pravidla potomek univerza´ln´ı a bude fungovat spra´vneˇ
pro jakkoliv velky´ rodokmen. U rekurzivn´ıch pravidel je d˚ulezˇite´ zajistit, aby se vy´-
pocˇet programu nezacyklil. Toho doc´ıl´ıme definic´ı ukoncˇovac´ı podmı´nky – mus´ıme
stanovit neˇjaky´ pevny´ bod, kde se rekurze zastav´ı. Tuto ukoncˇovac´ı podmı´nku v na-
sˇem prˇ´ıpadeˇ prˇedstavuje prvn´ı pravidlo: potomek(X,Y) :- rodic(Y,X). Da´le je
take´ d˚ulezˇite´, aby tato ukoncˇovac´ı podmı´nka byla definova´na drˇ´ıve nezˇ rekurzivn´ı
pravidlo a aby uvnitrˇ tohoto pravidla byl rekurzivn´ı predika´t co nejv´ıce vpravo [1, 3].
2.3 Logicky´ program
Logicky´ program je mnozˇina fakt˚u a pravidel. Na vlastnosti relac´ı se mu˚zˇeme do-
tazovat pomoc´ı c´ılove´ klauzule. Ta nen´ı soucˇa´st´ı programu, ale je prˇ´ıkazem k jeho
spusˇteˇn´ı [2]. Cely´ proces logicke´ho programova´n´ı prob´ıha´ na´sledovneˇ. Programa´tor
nejprve nap´ıˇse logicky´ program (mnozˇinu pravidel a fakt˚u) a ulozˇ´ı ho do textove´ho
souboru. Pote´ spust´ı beˇhove´ prostrˇed´ı, takzvany´ interpret. Pomoc´ı prˇ´ıkazu con-
sult nacˇte do pameˇti ulozˇeny´ logicky´ program. Pokud nacˇten´ı programu probeˇhne
spra´vneˇ, prˇepne se interpret do dotazovac´ıho rezˇimu a programa´tor mu˚zˇe zadat
c´ılovy´ dotaz. Zada´n´ım dotazu se spust´ı vy´pocˇet programu. Vy´pocˇet vycha´z´ı z lo-
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gicke´ho odvozova´n´ı. Strategie z´ıska´va´n´ı vy´sledk˚u za´vis´ı na konkre´tn´ı implementaci
logicke´ho programovac´ıho jazyka.
Pote´ se zobraz´ı vy´sledky vy´pocˇtu a cˇeka´ se na interakci uzˇivatele. Pokud je
programa´tor s vy´sledkem spokojen, stiskne kla´vesu enter a je zpeˇt v dotazovac´ım
rezˇimu. Pokud ho ale zaj´ıma´ dalˇs´ı rˇesˇen´ı c´ılove´ klauzule, mu˚zˇe stiskem strˇedn´ıku
spustit znovu vy´pocˇet, ktery´ se pokus´ı nale´zt jine´ rˇesˇen´ı. Pokud zˇa´dne´ dalˇs´ı rˇesˇen´ı
neexistuje, dostaneme negativn´ı odpoveˇd’.
2.4 Vy´pocˇet programu
Jak jizˇ bylo rˇecˇeno, vy´pocˇet se spousˇt´ı zada´n´ım c´ılove´ klauzule ve tvaru:
?- C1, C2, ... Cn.
Na promeˇnne´, ktere´ se v c´ılove´ klauzuli objevuj´ı, se va´zˇe existencˇn´ı kvantifika´tor
– pta´me se, zda existuj´ı takove´ hodnoty promeˇnny´ch, pro ktere´ je splneˇna konjunkce
d´ılcˇ´ıch c´ıl˚u. Beˇhem vy´pocˇtu jsou generova´ny dalˇs´ı c´ıle pomoc´ı logicke´ho odvozova´n´ı.
To zahrnuje unifikaci (porovna´va´n´ı c´ıl˚u s hlavami prˇ´ıkaz˚u), rezoluci (nahrazen´ı testo-
vane´ho c´ıle konjunkc´ı podmı´nek pro jeho splneˇn´ı) a backtracking (hleda´n´ı alternativ
pomoc´ı zpeˇtne´ho sledova´n´ı) [2].
2.4.1 Unifikace
Substituce je zobrazen´ı z mnozˇiny promeˇnny´ch do mnozˇiny termu˚. Substituci popi-
sujeme vy´cˇtem dvojic, ktere´ si odpov´ıdaj´ı.
δ = {X1 ← t1, . . . , Xn ← tn}
Tento za´pis znacˇ´ı substituci, ktera´ promeˇnne´ X1 prˇiˇrazuje term t1, . . . a pro-
meˇnne´ Xn prˇiˇrazuje term tn . Aplikace te´to substituce na formuli A znamena´, zˇe
ve formuli A nahrad´ıme kazˇdy´ vy´skyt promeˇnne´ X1 termem t1, . . . a kazˇdy´ vy´skyt
promeˇnne´ Xn termem tn. Vy´slednou formuli budeme oznacˇovat Aδ. Rˇ´ıka´me, zˇe sub-
stituce δ unifikuje formule A a C, jestlizˇe jej´ım proveden´ım z´ıska´me dveˇ shodne´
formule Aδ a Cδ [2].
7
Za´klady logicke´ho programova´n´ı Vy´pocˇet programu
Naprˇ: Meˇjme formule
rodic(karel ,X).
rodic(Y,Z).
Tyto dveˇ formule unifikuje substituce δ = {Y ← karel,X ← Z} . Po jej´ım prove-
den´ı z´ıska´me z obou r˚uzny´ch formul´ı shodnou formuli rodic(karel, Z). Podobneˇ je uni-
fikuje i substituce δ = {Y ← karel, Z ← X}, jej´ım proveden´ım z´ıska´me shodnou for-
muli rodic(karel, X). Unifikace dvou formul´ı tedy znamena´ nalezen´ı takove´ sub-
stituce termu˚ za promeˇnne´, aby vy´sledne´ formule byly shodne´. Mozˇny´ch substituc´ı
je samozrˇejmeˇ v´ıce, naprˇ´ıklad substituce δ = {Y ← karel,X ← laura, Z ← laura}
formule take´ unifikuje. Vy´sledna´ formule vypada´ takto: rodic(karel, laura). Tato
substituce je ale me´neˇ obecna´ nezˇ prˇedchoz´ı dveˇ. Ve vy´pocˇtu logicke´ho programu se
vzˇdy pouzˇ´ıva´ co nejobecneˇjˇs´ı unifikacˇn´ı substituce [2].
2.4.2 Rezoluce
Rezoluce je metoda odvozova´n´ı klauzul´ı v ra´mci predika´tove´ logiky 1. rˇa´du. Ma´
vlastnost, zˇe z libovolne´ sporne´ mnozˇiny klauzul´ı umozˇn´ı odvodit spor. Spor v ter-
minologii logicke´ho programova´n´ı odpov´ıda´ pra´zdne´ klauzuli. Za´kladn´ım krokem
je vytvorˇen´ı rezolventy, tedy nove´ klauzule, kterou lze odvodit z vy´choz´ıch klau-
zul´ı. Metoda odvozen´ı sporu pomoc´ı rezoluce spocˇ´ıva´ v systematicke´m prohleda´va´n´ı
vsˇech mozˇny´ch rezolvent. Vsˇechny mozˇne´ rezolventy generovane´ prˇi hleda´n´ı sporu
se nazy´vaj´ı strom rˇesˇen´ı u´lohy. Konkre´tn´ı implementace logicke´ho programovac´ıho
jazyka mu˚zˇe vyuzˇ´ıt libovolnou u´plnou strategii prohleda´va´n´ı stromu rˇesˇen´ı.
2.4.3 Backtracking
V neˇktere´m kroku vy´pocˇtu se mu˚zˇe sta´t, zˇe lze pokracˇovat v´ıce mozˇny´mi smeˇry.
Kazˇda´ implementace logicke´ho programovac´ıho jazyka si podle sve´ho krite´ria urcˇ´ı,
kterou veˇtv´ı bude pokracˇovat. Pokud vybrana´ veˇtev zavede vy´pocˇet k nesplnitel-
ne´mu c´ıli, je trˇeba vyzkousˇet ostatn´ı mozˇnosti. Pomoc´ı backtrackingu se tedy vra´t´ı
zpeˇt do posledn´ıho mı´sta, ve ktere´m bylo na vy´beˇr v´ıce mozˇnost´ı postupu a zvol´ı
doposud neproba´danou veˇtev vy´pocˇtu. Backtracking se take´ vyuzˇ´ıva´, pokud progra-
ma´tor v interaktivn´ım rezˇimu zˇa´da´ dalˇs´ı rˇesˇen´ı u´lohy.
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2.5 Prolog
Prolog je logicky´ programovac´ı jazyk (z anglicke´ho PROgramming in LOGic). Vznikl
ve Francii v na zacˇa´tku 70. let 20.stolet´ı. Prolog byl od pocˇa´tku vyuzˇ´ıva´n pro zpra-
cova´n´ı prˇirozene´ho jazyka (francouzsˇtiny) a pro r˚uzne´ vy´pocˇty v oblasti umeˇle´ inte-
ligence. Da´le je vyuzˇ´ıva´n v databa´zovy´ch syste´mech a expertn´ıch syste´mech a jako
podpora specializovany´ch cˇinnost´ı (naprˇ. prˇi projektova´n´ı v CAD syste´mech) [2, 6].
Da´le zde budou popsa´na neˇktera´ specifika Prologu, ktera´ je nutno zmı´nit pro
pochopen´ı dalˇs´ıch cˇa´st´ı te´to pra´ce.
2.5.1 Anonymn´ı promeˇnna´
Promeˇnne´, ktere´ pro na´s v dane´m vy´pocˇtu nemaj´ı zˇa´dny´ vy´znam, mu˚zˇeme za-
psat jako anonymn´ı promeˇnne´. Ty se znacˇ´ı podtrzˇ´ıtkem, tedy znakem ’ ’. Tyto
promeˇnne´ Prolog ve svy´ch vy´sledc´ıch nezobrazuje. Anonymn´ı promeˇnnou je mozˇne´
pouzˇ´ıt pouze v teˇle pravidla, v hlaveˇ je neprˇ´ıpustna´.
Definujme si predika´t muzikant, ktery´ bude definovat osoby, ktere´ hraj´ı na neˇjaky´
hudebn´ı na´stroj:
muzikant(X) :- hraje(X,Y).
V tomto pravidle na´s zaj´ıma´ pouze promeˇnna´ X, hodnota promeˇnne´ Y mu˚zˇe by´t
libovolna´. Mu˚zˇeme ji tedy nahradit anonymn´ı promeˇnnou:
muzikant(X) :- hraje(X,_).
Pokud se v pravidle vyskytuje v´ıce anonymn´ıch promeˇnny´ch, jsou povazˇova´ny za
r˚uzne´ promeˇnne´.
2.5.2 Disjunkce a negace
Neˇktere´ implementace Prologu dovoluj´ı pouzˇ´ıt v teˇle pravidel nebo v dotazu pouzˇit´ı
formul´ı obsahuj´ıc´ıch disjunkci a negaci. Disjunkce se v prologu znacˇ´ı strˇedn´ıkem,
tedy znakem ’;’, negace se znacˇ´ı kl´ıcˇovy´m slovem not [3].
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Naprˇ.: Vezmeˇme pravidla definuj´ıc´ı predika´t potomek, ktera´ uzˇ jsme drˇ´ıve pouzˇili.
potomek(X,Y) :- rodic(Y,X).
potomek(X,Y) :- rodic(Y,Z), potomek(X,Z).
Pokud implementace prologu dovoluje pouzˇ´ıt disjunkci v teˇle pravidla, mu˚zˇeme
tento za´pis zkra´tit. Dı´ky disjunkci mu˚zˇeme vytvorˇit jedno pravidlo, ktere´ je ekviva-
lentn´ı prˇedchoz´ım dveˇma pravidl˚um.
potomek(X,Y) :- rodic(Y,X); (rodic(Y,Z), potomek(X,Z)).
Naprˇ. Vezmeˇme predika´t hraje(Kdo, NaCo), ktery´ uzˇ jsme drˇ´ıve pouzˇili. Kdy-
bychom chteˇli definovat mnozˇinu osob, ktere´ nehraj´ı na zˇa´dny´ hudebn´ı na´stroj, vy-
padalo by to asi takhle:
nemuzikant(X) :- osoba(X), not(hraje (X,_)).
2.5.3 Opera´tory
Prolog je programovac´ı jazyk, ktery´ obvykle nezpracova´va´ numericke´ u´lohy. Prˇesto
ale zava´d´ı pojem opera´tor˚u. Kdybychom naprˇ´ıklad potrˇebovali secˇ´ıst dveˇ cˇ´ısla, mohli
bychom vyuzˇ´ıt funktor +, ktery´ scˇ´ıta´n´ı zajiˇst’uje. Za´pis by vypadal takto: +(A,B).
To je ale v rozporu se zvyklostmi matematicke´ho za´pisu, proto Prolog dovoluje
deklarovat funktory i jako opera´tory. Pote´ je mozˇny´ standardn´ı za´pis soucˇtu dvou
cˇ´ısel A+B.
Takto jsou v Prologu definova´ny za´kladn´ı relacˇn´ı opera´tory: =, \=, >, < (rovnost,
nerovnost, veˇtsˇ´ı, mensˇ´ı) atd. a aritmeticke´ opera´tory: +, -, *, mod (soucˇet, rozd´ıl,
soucˇin, deˇlen´ı modulo). Vy´znamny´m opera´torem je take´ opera´tor prˇiˇrazen´ı, znacˇeny´
kl´ıcˇovy´m slovem is . Prˇiˇrazen´ı hodnoty do promeˇnne´ na leve´ straneˇ prˇiˇrazovac´ıho
opera´toru probeˇhne azˇ pote´, co jsou zna´me´ hodnoty vsˇech promeˇnny´ch vy´razu na
prave´ straneˇ opera´toru.
Naprˇ.: ?- X=2, Y is X-1.
Odpoveˇd’ bude X=2, Y=1.
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PL/pgSQL je procedura´ln´ı programovac´ı jazyk urcˇeny´ pro programova´n´ı ulozˇeny´ch
funkc´ı syste´mu PostgreSQL.
3.1 PostgreSQL
PostgreSQL je objektoveˇ-relacˇn´ı databa´zovy´ syste´m. PostgreSQL se vyvinul z uni-
verzitn´ıho vy´zkumu, v soucˇasne´ dobeˇ patrˇ´ı mezi nevyspeˇlejˇs´ı Open Source data-
ba´zovy´ software. Svy´mi vlastnostmi, vy´konem i spolehlivost´ı konkuruje komercˇn´ım
softwar˚um, nav´ıc je k dispozici zcela zdarma [8].
3.2 Ulozˇene´ funkce
Ulozˇena´ funkce je ko´d, ktery´ je ulozˇen a prova´deˇn na straneˇ SQL serveru. Vsˇechny
klientske´ aplikace pak tuto funkci mohou jednodusˇe vyvolat. Pokud je potrˇeba funkci
modifikovat, ucˇin´ı se tak pouze na jednom mı´steˇ a vsˇechny klientske´ aplikace auto-
maticky zacˇnou pouzˇ´ıvat novou verzi. Prˇi slozˇiteˇjˇs´ıch vy´pocˇtech klient zas´ıla´ dotazy
na databa´zovy´ server, prˇij´ıma´ vy´sledky, zpracova´va´ je a zas´ıla´ dalˇs´ı dotazy na server.
Ulozˇene´ funkce umozˇnˇuj´ı prˇesunut´ı cele´ho vy´pocˇtu na server. T´ım odpada´ mezipro-
cesova´ komunikace i rezˇie s´ıteˇ a cely´ vy´pocˇet se tak znacˇneˇ urychl´ı. Ulozˇene´ funkce
ale nelze pouzˇ´ıt, pokud je beˇhem vy´pocˇtu vyzˇadova´na interakce s uzˇivatelem.
Ulozˇene´ funkce lze vytva´rˇet v neˇkolika jazyc´ıch. V za´kladn´ı distribuci jsou to
jazyky: SQL, C, PL/pgSQL, PL/Tcl, PL/Perl a PL/Python. Lze pouzˇ´ıt i mnoho
dalˇs´ıch jazyk˚u, ktere´ nejsou soucˇa´st´ı distribuce PostgreSQL a jsou vyv´ıjeny externeˇ
(naprˇ. PL/Java, PL/Php atd.). Pro programova´n´ı ulozˇeny´ch funkc´ı se nejcˇasteˇji
pouzˇ´ıva´ jazyk PL/pgSQL [7].
3.3 PL/pgSQL
Jazyk PL/pgSQL je procedura´ln´ı rozsˇ´ıˇren´ı jazyku SQL. Datove´ typy sd´ıl´ı s databa´-
zovy´m syste´mem, mu˚zˇe pouzˇ´ıvat veˇtsˇinu SQL prˇ´ıkaz˚u. Nav´ıc obsahuje konstrukce
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pro veˇtven´ı programu (IF, CASE), smycˇky (WHILE, FOR, LOOP), obsluhu vy´jimek
a dalˇs´ı konstrukce. Velmi vyuzˇ´ıvane´ je pouzˇit´ı kurzor˚u, tedy iterace nad mnozˇinou
za´znamu˚, ktere´ se z´ıskaj´ı prˇ´ıkazem SELECT. Tento jazyk nen´ı case-sensitive, mu˚-
zˇeme tedy pro na´zvy datovy´ch typ˚u, promeˇnny´ch i kl´ıcˇovy´ch slov libovolneˇ pouzˇ´ıvat
velka´ a mala´ p´ısmena, prˇi kompilaci se vsˇe prˇevede na mala´ p´ısmena (to samozrˇejmeˇ
neplat´ı pro rˇeteˇzcove´ konstanty) [9]. Pro lepsˇ´ı prˇehlednost je ale doporucˇeno psa´t
kl´ıcˇova´ slova velky´mi p´ısmeny a vsˇe ostatn´ı maly´mi.
S kazˇdou verz´ı PostgreSQL se zveˇtsˇuj´ı mozˇnosti ulozˇeny´ch funkc´ı, prˇ´ıkaz pro
vytvorˇen´ı funkce ma´ jizˇ hodneˇ slozˇitou strukturu. Zde si uvedeme jen jednoduchou
variantu funkce, ktera´ neodra´zˇ´ı vsˇechny mozˇnosti, ale ukazuje za´kladn´ı pouzˇit´ı jazyka
PostreSQL. Zjednodusˇena´ struktura je zde:
CREATE [OR REPLACE] FUNCTION
nazev (argument1 typ1 , argument2 typ2 , ..)
RETURNS navratovyTyp AS $body$
DECLARE
<deklaracˇnı´ cˇa´st - deklarova´nı´ promeˇnny´ch >
BEGIN
<teˇlo funkce - vlastnı´ prˇı´kazy >
END;
$body$ LANGUAGE plpgsql;
V hlavicˇce funkce tedy urcˇ´ıme na´zev funkce, jej´ı argumenty vcˇetneˇ datovy´ch
typ˚u a na´vratovou hodnotu funkce. V deklaracˇn´ı cˇa´sti mu˚zˇeme deklarovat promeˇnne´
a to ve tvaru: na´zev typ strˇedn´ık. Teˇlo funkce obsahuje blok prˇ´ıkaz˚u oddeˇleny´ch
strˇedn´ıkem. Prova´deˇn´ı funkce je vzˇdy ukoncˇeno prˇ´ıkazem RETURN.
Zde je prˇ´ıklad jednoduche´ funkce, ktera´ vra´t´ı absolutn´ı hodnotu soucˇtu dvou
cˇ´ısel:
CREATE OR REPLACE FUNCTION
abssum(a int , b int)
RETURNS int AS $body$
DECLARE
sum int;
BEGIN
sum = a+b;
IF (sum >= 0) THEN RETURN sum;
ELSE RETURN -sum;
END IF;
END;
$body$ LANGUAGE plpgsql;
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3.4 Kurzory
Uvnitrˇ metod je mozˇne´ vyb´ırat data z tabulek pomoc´ı prˇ´ıkazu SELECT. Ten vra´t´ı
mnozˇinu za´znamu˚, ktere´ je obvykle potrˇeba proj´ıt a zpracovat. Postupne´ procha´-
zen´ı vybrany´ch za´znamu˚ umozˇnˇuje tzv. kurzor. Kurzor je sva´zany´ s dotazem, jehozˇ
vy´sledky procha´z´ı. Vytvorˇ´ıme ho v deklaracˇn´ı cˇa´sti funkce.
nazev_kurzoru CURSOR FOR <dotaz >
Pokud naprˇ´ıklad chceme vytvorˇit kurzor pro procha´zen´ı vsˇech za´znamu˚ z tabulky
kniha, ktere´ maj´ı hodnotu atributu pocet_stran mensˇ´ı nebo rovnou padesa´ti, de-
klarujeme ho na´sledovneˇ:
cur1 CURSOR FOR
SELECT *
FROM kniha
WHERE pocet_stran <= 50;
V teˇle funkce pak vytvorˇ´ıme smycˇku, ktera´ za´znamy projde a umozˇn´ı jejich
zpracova´n´ı. Na zacˇa´tku smycˇky se vzˇdy aktua´ln´ı za´znam ulozˇ´ı do promeˇnne´, ktera´
ma´ vzˇdy stejnou strukturu, jako je struktura za´znamu vybrane´ho kurzorem [7]. Prˇes
tuto promeˇnnou pote´ prˇistupujeme k jednotlivy´m pol´ım za´znamu. Syntaxe iterace
nad kurzorem je:
FOR nazev_promenne IN nazev_kurzoru LOOP
<prˇı´kazy >
END LOOP;
Prˇedpokla´dejme, zˇe tabulka kniha ma´ atribut oblibena datove´ho typu boolean.
Do knihovny chod´ı l´ın´ı cˇtena´rˇi, kterˇ´ı maj´ı ra´di kra´tke´ knihy. Proto vsˇem kniha´m,
jejichzˇ pocˇet stran neprˇesa´hne 50, nastav´ıme atribut oblibena na true. Pocˇet knih,
ktere´ se noveˇ stanou obl´ıbeny´mi, budeme cˇ´ıtat v promeˇnne´ nove_oblibene.
nove_oblibene = 0;
FOR data IN cur1 LOOP
IF(data.oblibena == false) THEN
UPDATE kniha
SET oblibena = true
WHERE id = data.id;
nove_oblibene := nove_oblibene + 1;
END IF;
END LOOP;
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Nyn´ı vytvorˇ´ıme funkci nastav_kratke_na_oblibene(), ktera´ bude vyuzˇ´ıvat
vy´sˇe uvedeny´ kurzor. Vybere vsˇechny knihy, ktere´ maj´ı padesa´t nebo me´neˇ stra´-
nek. Vsˇechny vybrane´ knihy projde a neobl´ıbene´ zmeˇn´ı na obl´ıbene´. Vra´t´ı pocˇet
noveˇ obl´ıbeny´ch knih.
CREATE OR REPLACE FUNCTION
nastav_kratke_na_oblibene ()
RETURNS INTEGER AS $body$
DECLARE
nove_oblibene INTEGER;
cur1 CURSOR FOR
SELECT * FROM kniha
WHERE pocet_stran <= 50;
BEGIN
nove_oblibene = 0;
FOR data IN cur1 LOOP
IF( data.oblibena = false) THEN
UPDATE kniha
SET oblibena = true
WHERE id = data.id;
nove_oblibene := nove_oblibene + 1;
END IF;
END LOOP;
RETURN nove_oblibene;
END;
$body$ LANGUAGE plpgsql;
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4 U´vod do teorie graf˚u
V te´to kapitole budou uvedeny za´kladn´ı pojmy z teorie graf˚u a da´le r˚uzne´ zp˚usoby
prohleda´va´n´ı graf˚u. V posledn´ı cˇa´sti kapitoly se budeme zaby´vat hamilotonovsky´mi
kruzˇnicemi.
4.1 Za´kladn´ı pojmy
Graf je usporˇa´dana´ dvojice G = (V,E), kde V je mnozˇina vrchol˚u a E je mnozˇina
hran. Graf obvykle zna´zornˇuje vztahy mezi neˇjaky´mi objekty. Objekt˚um se tedy
prˇiˇrad´ı vrcholy a vztahy mezi objekty se zna´zorn´ı hranami mezi vrcholy. Hrana
vzˇdy spojuje dva vrcholy a mu˚zˇe by´t orientovana´ nebo neorientovana´. U orientova-
ny´ch hran se rozliˇsuje pocˇa´tecˇn´ı a koncovy´ vrchol. U neorientovany´ch hran neza´lezˇ´ı
na porˇad´ı vrchol˚u. Hrana, ktera´ spojuje vrchol se sebou samy´m, se nazy´va´ smycˇka.
Orientovany´ graf je takovy´ graf, ktery´ obsahuje pouze orientovane´ hrany. Ne-
orientovany´m grafem nazveme graf, jehozˇ vsˇechny hrany jsou neorientovane´. Prˇ´ıklad
orientovane´ho grafu G1 se smycˇkou u vrcholu v1 a neorientovane´ho grafu G2 je
na obra´zku 4.1. Existuj´ı i tzv. smı´ˇsene´ grafy, ktere´ maj´ı oba druhy hran, v praxi se
ale nepouzˇ´ıvaj´ı [11, 12, 15].
Cesta je takova´ posloupnost vrchol˚u, pro kterou plat´ı, zˇe z kazˇde´ho vrcholu vede
hrana do jeho na´sledn´ıka a zˇa´dny´ vnitrˇn´ı vrchol se v n´ı nevyskytuje v´ıcekra´t. Pokud
je pocˇa´tecˇn´ı a koncovy´ vrchol stejny´, jedna´ se o uzavrˇenou cestu neboli kruzˇnici [12].
Obra´zek 4.1: Orientovany´ a neorientovany´ graf.
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Obra´zek 4.2: Silneˇ a slabeˇ souvisly´ graf
Obra´zek 4.3: Graf a redukovany´ graf
4.2 Souvislost orientovany´ch graf˚u
Orientovany´ graf je silneˇ souvisly´, pokud se lze z kazˇde´ho vrcholu dostat oriento-
vanou cestou do jake´hokoliv jine´ho vrcholu. Graf je slabeˇ souvisly´, pokud se lze
z kazˇde´ho vrcholu neorientovane´ho grafu, ktery´ vznikne symetrizac´ı dane´ho orien-
tovane´ho grafu, dostat po cesta´ch do jake´hokoliv jine´ho vrcholu [12]. Na obra´zku
4.2 vid´ıme dva orientovane´ grafy G3 a G4. Graf G3 nen´ı silneˇ souvisly´, ale je slabeˇ
souvisly´. Graf G4 je silneˇ souvisly´, takzˇe je za´rovenˇ i slabeˇ souvisly´.
Maxima´ln´ı silneˇ souvisly´ podgraf grafu se nazy´va´ kvazikomponenta. V grafu
mu˚zˇeme vyhledat vsˇechny kvazikomponenty a sestrojit tzv. redukovany´ graf. Kazˇde´
kvazikomponenteˇ v p˚uvodn´ım grafu odpov´ıda´ jeden vrchol v redukovane´m grafu.
Pokud v p˚uvodn´ım grafu vede hrana z kvazikomponenty k1 do kvazikomponenty k2,
pak take´ v redukovane´m grafu vede hrana z vrcholu k1 do vrcholu k2 [10, 11]. Na
obra´zku 4.3 je zobrazen p˚uvodn´ı graf G a jeho redukovany´ graf R.
Redukovany´ graf je vzˇdy acyklicky´. Kazˇdy´ acyklicky´ graf lze acyklicky ocˇ´ıslovat.
Acyklicke´ cˇ´ıslova´n´ı je takove´ ocˇ´ıslova´n´ı vrchol˚u grafu (1,2, . . . n), zˇe pro kazˇdou
hranu, ktera´ vede z vrcholu vi do vj, plat´ı nerovnost i < j [11]. Na obra´zku 4.4 je
redukovany´ graf z prˇedchoz´ıho prˇ´ıkladu acyklicky ocˇ´ıslova´n.
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Obra´zek 4.4: Acyklicky ocˇ´ıslovany´ redukovany´ graf
4.3 Prohleda´va´n´ı graf˚u
Prohleda´va´n´ı graf˚u je systematicky´ postup k prozkouma´n´ı jejich struktury. Pro-
hleda´va´n´ım postupneˇ projdeme vsˇechny vrcholy. Zde budou uvedeny dva zp˚usoby
pr˚uchodu grafem – prohleda´va´n´ı do sˇ´ıˇrky a prohleda´va´n´ı do hloubky.
4.3.1 Prohleda´va´n´ı do sˇ´ıˇrky
Prohleda´va´n´ı do sˇ´ıˇrky zacˇ´ına´ v jednom vrcholu, da´le projde vsˇechny jeho sousedy,
pak sousedy jeho soused˚u a tak se pokracˇuje, dokud nenavsˇt´ıv´ı vsˇechny vrcholy.
V kazˇde´m kroku se tedy projdou vrcholy, ktere´ maj´ı stejnou vzda´lenost od pocˇa´tecˇ-
n´ıho vrcholu.
Kazˇdy´ vrchol si uchova´va´ sv˚uj stav – neobjeveny´, otevrˇeny´ nebo zavrˇeny´. Algo-
ritmus vyuzˇ´ıva´ frontu pro uchova´va´n´ı otevrˇeny´ch vrchol˚u. Na zacˇa´tku jsou vsˇechny
vrcholy neobjevene´. Postup je jednoduchy´, zacˇneme z libovolne´ho vrcholu, ten ozna-
cˇ´ıme jako otevrˇeny´ a ulozˇ´ıme ho do fronty. Na´sleduj´ıc´ı postup se opakuje, dokud
nen´ı fronta pra´zdna´: Vyjmeme z fronty vrchol. Najdeme vsˇechny vrcholy, do kte-
ry´ch z aktua´ln´ıho vrcholu vede hrana. Ty z nich, ktere´ jsou neobjevene´, ulozˇ´ıme do
fronty a oznacˇ´ıme jako otevrˇene´. Aktua´ln´ı vrchol oznacˇ´ıme jako zavrˇeny´.
Pokud jsou vsˇechny vrcholy zavrˇene´, algoritmus koncˇ´ı. V opacˇne´m prˇ´ıpadeˇ vy-
bereme libovolny´ neobjeveny´ vrchol, ze ktere´ho zacˇneme prohleda´vat a cely´ postup
opakujeme.
Asymptoticka´ slozˇitost tohoto algoritmu je O(V+H), kde V je pocˇet vrchol˚u a H
pocˇet hran grafu [18].
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4.3.2 Prohleda´va´n´ı do hloubky
Tento algoritmus je zalozˇen na backtrackingu. Zacˇne se v jednom vrcholu, pokracˇuje
jeho nenavsˇt´ıveny´m sousedem. Pokud takovy´ soused neexistuje, vra´t´ı se k prˇedcho-
z´ımu vrcholu. Postup je velmi podobny´ jako u prohleda´va´n´ı do sˇ´ıˇrky, pro uchova´va´n´ı
otevrˇeny´ch vrchol˚u se ale tentokra´t pouzˇ´ıva´ za´sobn´ık.
Zvol´ıme si libovolny´ vrchol, ze ktere´ho zacˇneme prohleda´vat, oznacˇ´ıme ho jako
otevrˇeny´ a vlozˇ´ıme ho do za´sobn´ıku. Potom se opakuje na´sleduj´ıc´ı postup, dokud
nen´ı za´sobn´ık pra´zdny´: Vyjmeme vrchol ze za´sobn´ıku, najdeme vsˇechny jeho neobje-
vene´ sousedy, oznacˇ´ıme je jako otevrˇene´ a vlozˇ´ıme je do za´sobn´ıku. Zavrˇeme aktua´ln´ı
vrchol. Pokud graf obsahuje neˇjake´ neobjevene´ vrcholy, vybereme z nich jeden, ze
ktere´ho graf zacˇneme znovu prohleda´vat.
Jestlizˇe jsou vsˇechny vrcholy zavrˇene´, prohleda´va´n´ı je ukoncˇeno. Asymptoticka´
slozˇitost je stejna´ jako u prohleda´va´n´ı do sˇ´ıˇrky, tedy O(V+H).
4.3.3 Tarjan˚uv algoritmus pro hleda´n´ı kvazikomponent
Tarjan˚uv algoritmus umozˇnˇuje vyhledat v grafu vsˇechny kvazikomponenty. Je za-
lozˇen na prohleda´va´n´ı do hloubky, ma´ take´ stejnou asymptotickou slozˇitost. Stejneˇ
jako prˇi prohleda´va´n´ı do hloubky se indexuj´ı vrcholy podle porˇad´ı nalezen´ı. Nav´ıc si
jesˇteˇ kazˇdy´ vrchol uchova´va´ nejnizˇsˇ´ı cˇ´ıslo vrcholu, do ktere´ho se lze dostat po orien-
tovane´ cesteˇ. Toto cˇ´ıslo se zjiˇst’uje prˇi zpeˇtne´m pr˚uchodu uzlu. Vsˇechny vrcholy,
ktere´ na konci algoritmu maj´ı toto cˇ´ıslo stejne´, patrˇ´ı do jedne´ kvazikomponenty
[11, 16].
Algoritmus pouzˇ´ıva´ za´sobn´ık. Do za´sobn´ıku se prˇida´vaj´ı vrcholy prˇi jejich prvn´ım
navsˇt´ıven´ı a odeb´ıraj´ı se azˇ po uzavrˇen´ı cele´ kvazikomponenty. Vrcholy z r˚uzny´ch
kvazikomponent se mezi sebou nikdy nepromı´chaj´ı, vsˇechny vrcholy jedne´ kvazikom-
ponenty se tak ze za´sobn´ıku odeberou najednou [11].
Zde bude popsa´n Tarjan˚uv algoritmus v jazyce Java, inspirovany´ pseudoko´dem
z webove´ stra´nky Algoritmy.net [16]. V popisu je pro zkra´cen´ı slovo kvazikompo-
nenta nahrazeno slovem komponenta.
Nejprve si definujeme globa´ln´ı promeˇnne´:
boolean [][] matrix;
int indexes [];
int lowLinks [];
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List <List <Integer >> components;
Stack <Integer > s;
int i = 0;
Dvourozmeˇrne´ pole matrix[][] reprezentuje matici sousednosti grafu. Do pole in-
dexes[] se budou ukla´dat indexy uzl˚u podle porˇad´ı nalezen´ı. V poli lowLinks[]
bude vzˇdy na indexu x ulozˇen nejnizˇsˇ´ı index uzlu, do ktere´ho vede cesta z uzlu x.
Components obsahuje seznam komponent. Kazˇda´ komponenta je ulozˇena jako sez-
nam integer˚u a bude obsahovat indexy vrchol˚u, ktere´ do dane´ komponenty patrˇ´ı.
Promeˇnna´ s reprezentuje za´sobn´ık. Promeˇnna´ i reprezentuje index a je inicializo-
vana´ na nulu.
private List <List <Integer >> tarjan(boolean [][] matrix) {
this.matrix = matrix;
indexes = new int[matrix.length ];
lowLinks = new int[matrix.length ];
for (int i = 0; i < indexes.length; i++) {
indexes[i] = -1;
lowLinks[i] = -1;
}
components = new ArrayList <List <Integer >>();
s = new Stack <Integer >();
for (int v = 0; v < matrix.length; v++) {
if (indexes[v] == -1) {
strongConnect(v);
}
}
return components;
}
Da´le vytvorˇ´ıme metodu tarjan(). Jako parametr j´ı prˇeda´me matici soused-
nosti matrix[][]. Ulozˇ´ıme ji do globa´ln´ı promeˇnne´. Vytvorˇ´ıme si pole indexes[]
a lowLinks[] o velikosti odpov´ıdaj´ıc´ı pocˇtu rˇa´dk˚u matice sousednosti. V cyklu pote´
inicializujeme vsˇechny prvky teˇchto pol´ı na hodnotu -1. Da´le vytvorˇ´ıme seznam kom-
ponent components a za´sobn´ık s. Pote´ v cyklu projdeme kazˇdy´ vrchol grafu. Pokud
vrchol jesˇteˇ nebyl navsˇt´ıveny´ (hodnota pole indexes[] na dane´m indexu je -1), za-
vola´me metodu strongConnect() a prˇeda´me j´ı jako parametr index vrcholu v. Pote´
vra´t´ıme objekt components - seznam komponent grafu.
19
U´vod do teorie graf˚u Prohleda´va´n´ı graf˚u
private void strongConnect(int v) {
indexes[v] = i;
lowLinks[v] = i;
index ++;
s.push(v);
for (int i = 0; i < matrix.length; i++) {
if (matrix[v][i]) {
int w = i;
if (indexes[w] == -1) {
strongConnect(w);
lowLinks[v]
= Math.min(lowLinks[v], lowLinks[w]);
} else if (s.contains(w)) {
lowLinks[v]
= Math.min(lowLinks[v], indexes[w]);
}
}
}
if (lowLinks[v] == indexes[v]) {
List <Integer > actList
= new ArrayList <Integer >();
int w;
do {
w = s.pop();
actList.add(w);
} while (w != v);
components.add(actList );
}
}
V metodeˇ strongConnect() nastav´ıme vrcholu v index a lowlink na hodnotu i.
Hodnotu i tedy ulozˇ´ıme do pol´ı indexes[] a lowLinks[] na index v. Pote´ index
i inkrementujeme o jednicˇku a vrchol v vlozˇ´ıme do za´sobn´ıku. V cyklu projdeme
vsˇechny vrcholy - aktua´ln´ı zpracova´vany´ vrchol oznacˇ´ıme w. Vrcholy, do ktery´ch vede
hrana z vrcholu v a ktere´ jesˇteˇ nebyly navsˇt´ıvene´, prohleda´me (zavola´me metodu
strongConnect() s jejich indexem).
Pote´ vrcholu v aktualizujeme hodnotu lowlink - prˇiˇrad´ıme mu mensˇ´ı z hodnoty
lowlink vrcholu v a lowlink vrcholu w. Pokud naraz´ıme na vrchol, ktery´ byl navsˇt´ı-
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veny´, ale nebyl uzavrˇeny´, take´ aktualizujeme vrcholu v hodnotu lowlink - prˇiˇrad´ıme
mu mensˇ´ı z hodnoty lowlink vrcholu v a indexu vrcholu w.
Pokud je vrchol v korˇenem komponenty, vytvorˇ´ıme novou komponentu a prˇida´-
va´me do n´ı prvky z vrcholu za´sobn´ıku, posledn´ım vlozˇeny´m vrcholem bude vrchol
v, pote´ prˇida´va´n´ı skoncˇ´ı. Vytvorˇenou komponentu vlozˇ´ıme do seznamu komponent.
Na konci algoritmu je v promeˇnne´ components ulozˇeny´ seznam kvazikomponent
grafu.
4.4 Hamiltonovske´ cesty a kruzˇnice
Hamiltonovska´ cesta je cesta, ktera´ procha´z´ı vsˇemi vrcholy grafu pra´veˇ jednou. Ob-
dobneˇ je definova´na hamiltonovska´ kruzˇnice – je to kruzˇnice, ktera´ procha´z´ı vsˇemi
vrcholy grafu pra´veˇ jednou [11]. Graf, ktery´ obsahuje hamiltonovskou kruzˇnici na-
zy´va´me hamiltonovsky´ graf.
Je zna´mo velke´ mnozˇstv´ı nutny´ch podmı´nek, ktere´ graf mus´ı splnˇovat, aby byl
graf hamiltonovsky´. Naprˇ´ıklad mus´ı by´t souvisly´ a kazˇdy´ vrchol mus´ı by´t nejme´neˇ
stupneˇ dva [13]. Da´le take´ existuj´ı neˇktere´ postacˇuj´ıc´ı podmı´nky, ktere´ zajiˇst’uj´ı ha-
miltonovskost neorientovane´ho grafu. Pokud je graf u´plny´ (tj. vede hrana mezi kazˇ-
dou dvojic´ı vrchol˚u), pak je vzˇdy hamiltonovsky´. Neˇktere´ dalˇs´ı podmı´nky ukazuj´ı, zˇe
graf nemus´ı by´t u´plny´, postacˇuje, kdyzˇ je dostatecˇneˇ husty´. Diracova podmı´nka rˇ´ıka´:
jestlizˇe je pocˇet vrchol˚u v veˇtsˇ´ı nezˇ trˇi a za´rovenˇ ma´ kazˇdy´ vrchol stupenˇ nejme´neˇ
v
2
, pak je graf hamiltonovsky´ [13]. Jesˇteˇ obecneˇjˇs´ı je Oreho podmı´nka: jestlizˇe pro
vsˇechny dvojice nesousedn´ıch vrchol˚u plat´ı, zˇe soucˇet jejich stupnˇ˚u je veˇtsˇ´ı nebo
rovny´ pocˇtu vrchol˚u grafu, pak je graf hamiltonovsky´ [19].
Nalezen´ı hamiltonovske´ cesty cˇi kruzˇnice je velmi slozˇite´. Hledat mu˚zˇeme pomoc´ı
backtrackingu, tedy upravene´ho prohleda´va´n´ı do hloubky. Projdeme vsˇechny mozˇne´
cesty v grafu a budeme zkoumat, jestli neˇktera´ z nich nen´ı hamiltonovskou cestou.
Pokud bychom nalezli hamiltonovskou cestu a z koncove´ho do pocˇa´tecˇn´ıho vrcholu
by vedla hrana, z´ıskali bychom tak hamiltonovskou kruzˇnici. To je ale velmi cˇasoveˇ
na´rocˇne´ – backtracking ma´ exponencia´ln´ı asymptotickou slozˇitost vzhledem k pocˇtu
vrchol˚u grafu. Lze ho tedy pouzˇ´ıt pouze pro male´ grafy [11, 19].
Existuj´ı neˇktere´ heuristicke´ postupy pro nalezen´ı Hamiltonovsky´ch cest a kruzˇ-
nic. Tyto algoritmy ale nemus´ı rˇesˇen´ı nale´zt, prˇestozˇe existuje. Nejzna´meˇjˇs´ı je Po´sova
heuristika. Tento algoritmus se snazˇ´ı prodluzˇovat cestu postupny´m prˇida´va´n´ım hran,
dokud je to mozˇne´. Pokud z koncove´ho vrcholu neexistuje hrana do neˇjake´ho volne´ho
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Obra´zek 4.5: Po´sova heuristika
vrcholu, postupujeme na´sledovneˇ: cestu pozmeˇn´ıme prˇida´n´ım hrany, ktera´ vede do
vnitrˇn´ıho vrcholu cesty a za´rovenˇ zrusˇen´ım hrany z tohoto vrcholu do vrcholu na´-
sleduj´ıc´ıho. T´ımto zp˚usobem otocˇ´ıme smeˇr cˇa´sti cesty a z´ıska´me jiny´ koncovy´ uzel,
z neˇhozˇ opeˇt zkousˇ´ıme cestu prodluzˇovat. Pra´veˇ kv˚uli otocˇen´ı smeˇru cˇa´sti cesty
algoritmus funguje pouze pro neorientovane´ grafy. Na obra´zku 4.5 je zna´zorneˇna
popisovana´ u´prava cesty [19].
Proble´m nalezen´ı hamiltonovske´ kruzˇnice je NP-teˇzˇky´ [11]. Pro nalezen´ı hamil-
tonovske´ kruzˇnice v orientovane´m grafu existuj´ı heuristiky zalozˇene´ naprˇ´ıklad na
hleda´n´ı mensˇ´ıch kruzˇnic a jejich na´sledne´ spojova´n´ı do veˇtsˇ´ı kruzˇnice. Zˇa´dna´ heu-
ristika ale nezarucˇuje nalezen´ı hamiltonovske´ kruzˇnice.
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5 Transformace logicke´ho programu do
PL/pgSQL
V te´to kapitole bude popsa´n algoritmus transformace logicky´ch pravidel do databa´-
zove´ho jazyka PL/pgSQL a vytvorˇen´ı hlavn´ı funkce, ktera´ bude spousˇteˇt vyhodno-
cova´n´ı dotazu.
Prˇedpokla´dejme, zˇe v databa´zi jizˇ pro kazˇdy´ predika´t existuje tabulka, ktera´ mu
svy´m na´zvem odpov´ıda´. Pocˇet atribut˚u tabulky odpov´ıda´ pocˇtu argument˚u predi-
ka´tu. Atributy tabulek maj´ı v na´zvu znak ’a’ a porˇadove´ cˇ´ıslo atributu. Pokud ma´
tedy tabulka cˇtyrˇi atributy, jejich na´zvy jsou a1, a2, a3 a a4. Vy´jimku v tomto ozna-
cˇova´n´ı tvorˇ´ı magicka´ pravidla, teˇmi se budeme zaby´vat v kapitole 5.1.2. Atributy
tabulky maj´ı urcˇeny´ datovy´ typ podle charakteru argument˚u v logicke´m pravidle.
Vyskytuj´ı se v nich pouze dva datove´ typy, a to cˇ´ıslo (numeric) a rˇeteˇzec neomezene´
de´lky (varchar). Datovy´mi typy se zde ale da´le nebudeme zaby´vat, protozˇe v algo-
ritmu transformace nehraj´ı zˇa´dnou roli. Budeme prˇedpokla´dat, zˇe atributy tabulky
jsou vzˇdy pra´veˇ takove´ho datove´ho typu, jakou promeˇnnou budeme potrˇebovat na
danou pozici vlozˇit.
Za´rovenˇ prˇedpokla´dejme, zˇe neˇktere´ tabulky jsou jizˇ naplneˇny daty. Tato data
odpov´ıdaj´ı fakt˚um v logicke´m programu. Pokud se v logicke´m programu vysky-
toval fakt xml(2,’books’,1,1), budeme prˇedpokla´dat, zˇe v databa´zi existuje ta-
bulka s na´zvem xml, ktera´ ma´ cˇtyrˇi atributy a1, a2, a3, a4 a obsahuje za´znam
(2,’books’,1,1).
5.1 Transformace logicky´ch pravidel
Ze vsˇech logicky´ch pravidel stejne´ho na´zvu se vygeneruje jedna ulozˇena´ funkce
v PL/pgSQL. Jak jizˇ bylo zmı´neˇno, algoritmus se liˇs´ı pro magicka´ pravidla. Zde
bude popsa´n za´kladn´ı algoritmus a da´le jeho modifikace pro magicka´ pravidla.
5.1.1 Generova´n´ı funkc´ı – origina´ln´ı algoritmus
Ze vsˇech pravidel se stejny´m identifika´torem se vytvorˇ´ı jedna ulozˇena´ funkce se
stejny´m na´zvem. Funkce bude vzˇdy obsahovat tolik kurzor˚u, kolik vy´skyt˚u pravi-
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del tohoto na´zvu bylo v logicke´m programu. Kazˇda´ funkce bude generovat data do
tabulky, ktera´ bude mı´t stejny´ na´zev jako tato funkce a bude vracet pocˇet vygene-
rovany´ch za´znamu˚.
Naprˇ:
intersection(Line1 , Line2 , Element , 1) :-
xml(Line1 , Element , Order , 1),
xml(Line2 , Element , Order , 1),
Line1 < Line2.
intersection(Line1 , Line2 , Element , Level1) :-
xml(Line1 , Element , Order , Level1),
xml(Line2 , Element , Order , Level1),
level_dec(Level2 , Level1),
intersection(Line1 , Line2 , _, Level2 ).
V prˇ´ıkladu ma´me predika´t s na´zvem intersection, vytvorˇ´ıme tedy ulozˇenou
funkci s t´ımto na´zvem. Funkce bude vracet pocˇet za´znamu˚ vlozˇeny´ch do tabulky.
V deklaracˇn´ı cˇa´sti funkce inicializujeme promeˇnnou rows, ktera´ bude tyto rˇa´dky
pocˇ´ıtat:
CREATE OR REPLACE FUNCTION
intersection ()
RETURNS INTEGER AS $body$
DECLARE
rows INTEGER;
Nyn´ı ve funkci vytvorˇ´ıme pro kazˇde´ vstupn´ı pravidlo jeden kurzor. Kurzory po-
jmenujeme postupneˇ cur1, cur2, cur3 atd. V nasˇem prˇ´ıkladu ma´me dveˇ pravidla,
funkce tedy bude obsahovat kurzory cur1 a cur2. Zacˇneme s prvn´ım kurzorem cur1,
ktery´ odpov´ıda´ prvn´ımu pravidlu:
cur1 CURSOR FOR
Za kl´ıcˇovy´m slovem FOR na´sleduje SQL dotaz. Nejprve se budeme zaby´vat cˇa´st´ı
dotazu FROM. Za kazˇdy´ fakt, vyskytuj´ıc´ı se v teˇle pravidla, vlozˇ´ıme do te´to cˇa´sti
referenci na tabulku, kl´ıcˇove´ slovo AS a jej´ı alias. Na´zev tabulky odpov´ıda´ na´zvu
faktu, alias k neˇmu prˇida´va´ jesˇteˇ porˇadove´ cˇ´ıslo (tj. po kolika´te´ se tato tabulka ve
FROM cˇa´sti vyskytuje). V nasˇem prˇ´ıkladeˇ ma´me v teˇle pravidla pouze dva fakty,
oba s na´zvem xml, proto FROM klauzule bude vypadat na´sledovneˇ:
FROM xml AS xml1 ,
xml AS xml2
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Ostatn´ı bloky v teˇle pravidla (ty, ktere´ nejsou fakta - v nasˇem prˇ´ıpadeˇ blok s arit-
meticky´m vy´razem Line1 < Line2) prozat´ım vynecha´me, budeme se jimi zaby´vat
azˇ v klauzuli WHERE. Nyn´ı se vra´t´ıme k prˇ´ıkazu SELECT.
Kazˇde´mu faktu v teˇle pravidla v databa´zi odpov´ıda´ tabulka se sloupci a1, a2,
a3 atd. podle pocˇtu argument˚u. Argumenty tohoto faktu si prˇedstavme jako alias
k dane´mu sloupci (podle porˇad´ı). V nasˇem prˇ´ıkladeˇ tedy fakt xml(Line1, Element,
Order, 1) odpov´ıda´ tabulce jme´nem xml1 se sloupci a1 alias Line1, a2 alias Ele-
ment, a3 alias Order. Posledn´ı argument je konstanta a odpov´ıda´ sloupci a4. To
same´ provedeme se vsˇemi fakty v teˇle pravidla:
xml1 xml2
a1 Line1 a1 Line2
a2 Element a2 Element
a3 Order a3 Order
a4 1 a4 1
V prˇ´ıkazu SELECT chceme vybrat vsˇechny sloupecˇky ze vsˇech tabulek, jejichzˇ
alias je uveden jako argument v hlavicˇce pravidla. Vsˇechny na´zvy alias˚u prˇevedeme
na mala´ p´ısmena. Naprˇ´ıklad prvn´ı argument v hlavicˇce nasˇeho pravidla je Line1.
Tento alias jsme prˇiˇradili sloupecˇku a1 v tabulce xml1, do prˇ´ıkazu SELECT tedy
uvedeme xml1.a1 AS line1. Jestlizˇe se na´m stejny´ alias vyskytuje ve v´ıce tabul-
ka´ch, mu˚zˇeme vybrat libovolny´ z nich. Nakonec se stejneˇ budou rovnat, jak uvid´ıme
ve WHERE klauzuli. Pokud je mezi argumenty konstanta, uvedeme v seznamu pro
vy´beˇr opeˇt tuto konstantu. V nasˇem prˇ´ıpadeˇ to bude vypadat na´sledovneˇ:
SELECT
xml1.a1 AS line1 ,
xml2.a1 AS line2 ,
xml1.a2 AS element ,
1
Nyn´ı dopln´ıme klauzuli WHERE. Vsˇechny sloupce, jejichzˇ aliasy se vyskytuj´ı ve
v´ıce tabulka´ch, mus´ıme ve WHERE klauzuli polozˇit do rovnosti. V nasˇem prˇ´ıkladu
se alias Element1 vyskytuje v tabulce xml1 u sloupce a2 a v tabulce xml2 u sloupce
a2. Ve WHERE klauzuli tedy prˇibude rovnost xml1.a2 = xml2.a2 .
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Pokud u neˇjake´ho atributu tabulky ma´me uvedenu konstantu, polozˇ´ıme tuto kon-
stantu rovnou hodnoteˇ dane´ho atributu. Naprˇ´ıklad v tabulce xml1 ma´me u sloupce
a4 uvedenou konstantu 1. Prˇida´me tedy podmı´nku xml1.a4 = 1 .
Nyn´ı se budeme zaby´vat i bloky v pravidlech, ktere´ nejsou fakta. V nasˇem prˇ´ıkla-
du ma´me aritmeticky´ vy´raz Line1 < Line2. Line1 odpov´ıda´ sloupci a1 v tabulce
xml1 a Line2 odpov´ıda´ sloupci a1 v tabulce xml2. Prˇida´me tedy podmı´nku xml1.a1
< xml2.a1.
Cela´ klauzule WHERE bude tedy vypadat na´sledovneˇ:
WHERE
xml1.a2 = xml2.a2 AND
xml1.a4 = 1 AND
xml2.a4 = 1 AND
xml1.a3 = xml2.a3 AND
xml1.a1 < xml2.a1
Blok v pravidlech mu˚zˇe take´ obsahovat prˇiˇrazen´ı (kl´ıcˇove´ slovo IS) nebo ne-
gaci (kl´ıcˇove´ slovo NOT). Teˇmito specia´ln´ımi prˇ´ıpady se budeme zaby´vat ve zvla´sˇtn´ı
kapitole.
V tabulce chceme mı´t pouze unika´tn´ı data. Abychom se vyhnuli vkla´da´n´ı dupli-
citn´ıch dat, vyuzˇijeme mnozˇinovy´ opera´tor mı´nus (EXCEPT) a od za´znamu˚ z´ıskany´ch
prˇedchoz´ım dotazem odecˇteme za´znamy, ktere´ se jizˇ v tabulce nacha´zej´ı:
EXCEPT
SELECT *
FROM intersection;
T´ım ma´me hotovou deklaraci prvn´ıho kurzoru. Druhy´ kurzor vytvorˇ´ıme podle
stejne´ho algoritmu. Jedine´, co by na´s mohlo zma´st je podtrzˇ´ıtko mı´sto na´zvu trˇe-
t´ıho argumentu pravidla. Podtrzˇ´ıtko znacˇ´ı tzv. anonymn´ı promeˇnnou. Ta se pouzˇ´ıva´
v prˇ´ıpadeˇ, kdy na´m na hodnoteˇ dane´ promeˇnne´ neza´lezˇ´ı. Zde je tedy deklarace dru-
he´ho kurzoru cur2:
cur2 CURSOR FOR
SELECT
xml1.a1 AS line1 ,
xml2.a1 AS line2 ,
xml1.a2 AS element ,
xml1.a4 AS level1
FROM
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xml AS xml1 ,
xml AS xml2 ,
level_dec AS level_dec1 ,
intersection AS intersection1
WHERE
xml1.a1 = intersection1.a1 AND
xml1.a2 = xml2.a2 AND
xml1.a3 = xml2.a3 AND
xml1.a4 = xml2.a4 AND
xml1.a4 = level_dec1.a2 AND
xml2.a1 = intersection1.a2 AND
level_dec1.a1 = intersection1.a4
EXCEPT
SELECT *
FROM intersection;
Zde koncˇ´ı deklaracˇn´ı cˇa´st funkce, nyn´ı vytvorˇ´ıme teˇlo funkce a inicializujeme
promeˇnnou rows na hodnotu nula.
BEGIN rows := 0;
Nyn´ı zpracujeme data urcˇena´ kurzory. Ve smycˇce projdeme vy´sledky dotazu,
ktery´ je s kazˇdy´m kurzorem sva´za´n. Kazˇdy´ za´znam se nejprve ulozˇ´ı do promeˇnne´
data a pote´ vsˇechny hodnoty ulozˇ´ıme do tabulky odpov´ıdaj´ıc´ı na´zvu funkce. Struk-
tura promeˇnne´ data odpov´ıda´ strukturˇe za´znamu z´ıskane´ho dotazem spjaty´m s kur-
zorem. V nasˇem prˇ´ıkladu v kurzoru cur1 vyb´ıra´me dotazem SELECT hodnoty: line1,
line2, element a 1. Hodnoty vkla´dane´ do tabulky z promeˇnne´ data budou tedy:
data.line1, data.line2, data.element a konstanta 1.
Po kazˇde´m vlozˇen´ı dat do tabulky inkrementujeme promeˇnnou rows o jednicˇku.
Cely´ cyklus odpov´ıdaj´ıc´ı prvn´ımu kurzoru bude vypadat na´sledovneˇ:
FOR data IN cur1 LOOP
INSERT INTO intersection
VALUES ( data.line1 , data.line2 , data.element , 1);
rows := rows + 1;
END LOOP;
Obdobneˇ vytvorˇ´ıme i cyklus odpov´ıdaj´ı druhe´mu kurzoru cur2:
FOR data IN cur2 LOOP
INSERT INTO intersection
VALUES ( data.line1 , data.line2 ,
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data.element , data.level1 );
rows := rows + 1;
END LOOP;
Nakonec vra´t´ıme pocˇet vygenerovany´ch rˇa´dek a funkci ukoncˇ´ıme.
RETURN rows;
END;
$body$ LANGUAGE plpgsql;
Cela´ PL/pgSQL funkce vygenerovana´ z logicke´ho pravidla v prˇ´ıkladu tedy bude
vypadat takto:
CREATE OR REPLACE FUNCTION
intersection ()
RETURNS INTEGER AS $body$
DECLARE
rows INTEGER;
cur1 CURSOR FOR
SELECT
xml1.a1 AS line1 ,
xml2.a1 AS line2 ,
xml1.a2 AS element ,
1
FROM xml AS xml1 ,
xml AS xml2
WHERE
xml1.a2 = xml2.a2 AND
xml1.a4 = 1 AND
xml2.a4 = 1 AND
xml1.a3 = xml2.a3 AND
xml1.a1 < xml2.a1
EXCEPT
SELECT *
FROM intersection;
cur2 CURSOR FOR
SELECT
xml1.a1 AS line1 ,
xml2.a1 AS line2 ,
xml1.a2 AS element ,
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xml1.a4 AS level1
FROM
xml AS xml1 ,
xml AS xml2 ,
level_dec AS level_dec1 ,
intersection AS intersection1
WHERE
xml1.a1 = intersection1.a1 AND
xml1.a2 = xml2.a2 AND
xml1.a3 = xml2.a3 AND
xml1.a4 = xml2.a4 AND
xml1.a4 = level_dec1.a2 AND
xml2.a1 = intersection1.a2 AND
level_dec1.a1 = intersection1.a4
EXCEPT
SELECT *
FROM intersection;
BEGIN rows := 0;
FOR data IN cur1 LOOP
INSERT INTO intersection
VALUES ( data.line1 , data.line2 ,
data.element , 1);
rows := rows + 1;
END LOOP;
FOR data IN cur2 LOOP
INSERT INTO intersection
VALUES ( data.line1 , data.line2 ,
data.element , data.level1 );
rows := rows + 1;
END LOOP;
RETURN rows;
END;
$body$ LANGUAGE plpgsql;
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Negace a vycˇ´ıslen´ı
Teˇlo pravidel mu˚zˇe kromeˇ fakt˚u a aritmeticky´ch vy´raz˚u obsahovat i negace (kl´ıcˇove´
slovo NOT) a vycˇ´ıslen´ı (kl´ıcˇove´ slovo IS). Zde uvedeme prˇ´ıklad pravidla, ktere´ tyto
klauzule obsahuje a postup, jak je prˇeve´st do jazyka PL/pgSQL.
level_inc(Level2 , Level1) :-
level(Level1),
xml(Line , Element , _, Level1),
Level2 is Level1 + 1,
not (xml(Line , _, _, Level1 )).
Postup prˇi vytva´rˇen´ı funkce je shodny´ jako v minule´m prˇ´ıpadeˇ. Vytvorˇ´ıme funkci
se stejny´m na´zvem, jako je na´zev predika´tu a deklarujeme potrˇebne´ promeˇnne´.
CREATE OR REPLACE FUNCTION
level_inc ()
RETURNS INTEGER AS $body$
DECLARE
rows INTEGER;
cur1 CURSOR FOR
V prˇ´ıkazu SELECT vyb´ıra´me vsˇechny sloupecˇky ze vsˇech tabulek, jejichzˇ alias
je uveden jako argument v hlavicˇce pravidla. Argument Level1 odpov´ıda´ atributu
a1 v tabulce level1. Argument Level2 je v logicke´m pravidle vycˇ´ıslen jako Level1
+ 1. Proto v prˇ´ıkazu SELECT prˇiˇrad´ıme alias level2 vy´razu level1.a1 + 1.
SELECT
level1.a1 + 1 AS level2 ,
level1.a1 AS level1
FROM
level AS level1 ,
xml AS xml1
Ve WHERE klauzuli kromeˇ klasicke´ho porovna´va´n´ı mus´ıme zohlednit i negaci,
tedy v nasˇem prˇ´ıkladu not (xml(Line, _, _, Level1)). Negaci do databa´zove´
funkce promı´tneme pomoc´ı kl´ıcˇovy´ch slov NOT EXISTS, za ktery´mi bude na´sledovat
vy´beˇr z databa´ze. Vyb´ırat budeme cely´ za´znam z tabulky, ktera´ svy´m na´zvem od-
pov´ıda´ na´zvu faktu uvnitrˇ negace. V nasˇem prˇ´ıpadeˇ tedy z tabulky xml. V tabulce
xml odpov´ıda´ argument Line sloupci a1 a argument Level1 sloupci a4. Ve WHERE
klauzuli tohoto vnorˇene´ho vy´beˇru mus´ıme opeˇt porovna´vat. Argument Line se jizˇ
drˇ´ıve vyskytovat v tabulce xml1 jako sloupec a1, argument Level1 se vyskytoval
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v tabulce Level jako sloupec a1. Cela´ WHERE klauzule tedy bude vypadat na´sle-
dovneˇ:
WHERE
level1.a1 = xml1.a4 AND
NOT EXISTS (
SELECT *
FROM xml
WHERE
xml.a1 = xml1.a1 AND
xml.a4 = level1.a1)
Dalˇs´ı pokracˇova´n´ı funkce se generuje stejneˇ, jako v prˇedchoz´ım prˇ´ıkladu:
EXCEPT
SELECT *
FROM level_inc;
BEGIN
rows := 0;
FOR data IN cur1 LOOP
INSERT INTO level_inc
VALUES ( data.level2 , data.level1 );
rows := rows + 1;
END LOOP;
RETURN rows;
END;
$body$ LANGUAGE plpgsql;
5.1.2 Generova´n´ı funkc´ı z magicky´ch pravidel
Vy´sˇe je popsa´na transformace klasicke´ho vstupn´ıho logicke´ho programu. Da´le mu bu-
deme rˇ´ıkat
”
origina´ln´ı program“. Kromeˇ origina´ln´ıho programu mu˚zˇe by´t na vstupu
i takzvany´ magicky´ program. Ten vznikne optimalizac´ı origina´ln´ıho logicke´ho pro-
gramu Metodou magicky´ch mnozˇin. Tuto metodu popisuje Martin Z´ıma ve sve´ di-
sertacˇn´ı pra´ci [5].
Magicky´ program vyuzˇ´ıva´ toho, zˇe se v argumentech c´ılove´ho dotazu nacha´zej´ı
konstanty. Tyto konstanty se promı´tnou i do pravidel programu. Vy´sledek c´ılove´ho
dotazu je ekvivalentn´ı s vy´sledkem v origina´ln´ım programu. Dı´ky optimalizaci je ale
vy´sledek z´ıska´n rychleji.
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Metoda magicky´ch mnozˇin ma´ neˇkolik fa´z´ı. Prvn´ı z nich se nazy´va´ zdoben´ı pro-
gramu. Predika´t, ktery´ ma´ za svy´m na´zvem podtrzˇ´ıtko a neˇkolik dalˇs´ıch znak˚u, se
nazy´va´ ozdobeny´. Tyto znaky jsou bud’
”
b“ nebo
”
f“ a budeme jim rˇ´ıkat rˇeteˇzec oz-
doben´ı. Rˇeteˇzec ozdoben´ı ma´ tolik znak˚u, kolik ma´ predika´t argument˚u. Tyto znaky
urcˇuj´ı, ktere´ argumenty jsou volne´ (f jako free) a ktere´ jsou va´zane´ (b jako bound).
Z ozdobeny´ch predika´t˚u se pote´ generuj´ı magicke´ predika´ty. Jejich na´zev zacˇ´ına´
znakem m a podtrzˇ´ıtkem, zbytek na´zvu je stejny´ jako u ozdobene´ho predika´tu.
Prˇ´ıkladem na´zvu magicke´ho pravidla je m_intersection_bbfb. Magicky´ predika´t
prˇeb´ıra´ od ozdobene´ho predika´tu pouze va´zane´ argumenty, vsˇechny volne´ argumenty
se vypust´ı. Magicky´ predika´t ma´ tedy tolik argument˚u, kolik je znak˚u ’b’ v jeho
rˇeteˇzci ozdoben´ı. Z tohoto d˚uvodu docha´z´ı prˇi zpracova´n´ı magicky´ch pravidel k male´
u´praveˇ algoritmu.
V origina´ln´ı verzi algoritmu jsou se sloupce tabulky cˇ´ısluj´ı podle porˇad´ı – ma´-li
predika´t v teˇle pravidla cˇtyrˇi argumenty, pak ma´ odpov´ıdaj´ıc´ı tabulka cˇtyrˇi sloupecˇky
a1, a2, a3 a a4, ktere´ argument˚um odpov´ıdaj´ı. Prˇi zpracova´n´ı magicke´ho pravidla
naprˇ. m_intersection_bbfb(Line1, Line2, Level2) ale za´lezˇ´ı na rˇeteˇzci ozdo-
ben´ı. Ten je v tomto prˇ´ıpadeˇ bbfb a oznacˇuje, zˇe p˚uvodn´ı trˇet´ı argument byl volny´
a byl tedy vypusˇteˇn. Argumenty u tohoto magicke´ho pravidla byly p˚uvodneˇ na po-
zic´ıch 1, 2 a 4. To znamena´, zˇe tabulka obsahuje sloupecˇky a1, a2 a a4, ktere´ podle
porˇad´ı odpov´ıdaj´ı argument˚um.
5.2 Generova´n´ı hlavn´ı funkce
Hlavn´ı funkce vola´ v cyklu vsˇechny vygenerovane´ funkce tak dlouho, dokud se budou
do tabulek zapisovat neˇjaka´ data. Pokud jizˇ zˇa´dna´ volana´ funkce data negeneruje,
hlavn´ı funkce se ukoncˇ´ı.
Pro kazˇdy´ soubor pravidel v logicke´m programu se vytva´rˇ´ı trˇi hlavn´ı funkce:
main_abc(), main_zyx() a main_clever(). Kazˇda´ vola´ funkce v jine´m porˇad´ı.
Prvn´ı dveˇ volaj´ı funkce v abecedn´ım porˇad´ı, chytra´ hlavn´ı funkce main_clever()
zohlednˇuje vza´jemne´ za´vislosti mezi funkcemi. Prˇedpokla´da´ se, zˇe vy´sledek i pocˇet
vygenerovany´ch rˇa´dek bude ve vsˇech prˇ´ıpadech stejny´ a take´ to, zˇe chytra´ hlavn´ı
funkce main_clever() bude o neˇco rychlejˇs´ı. Jestli je tento prˇedpoklad spra´vny´, se
dozv´ıme v kapitole 7.
Nejdrˇ´ıve se budeme zaby´vat hlavn´ımi funkcemi main_abc() a main_zyx(), ktere´
volaj´ı funkce v abecedn´ım porˇad´ı. Vytvorˇ´ıme funkci s dany´m na´zvem a deklarujeme
si dveˇ promeˇnne´. Do promeˇnna´ rows budeme ukla´dat celkovy´ pocˇet vygenerovany´ch
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rˇa´dek. Promeˇnna´ loop_rows bude uchova´vat pocˇet vygenerovany´ch rˇa´dek v aktu-
a´ln´ım cyklu.
CREATE OR REPLACE FUNCTION
main_abc ()
RETURNS INTEGER AS $body$
DECLARE
rows INTEGER;
loop_rows INTEGER;
Pote´ vytvorˇ´ıme teˇlo funkce. Promeˇnnou rows inicializujeme na nulu. Pote´ zaha´-
j´ıme cyklus a uvnitrˇ cyklu inicializujeme na nulu promeˇnnou loop_rows. Da´le bu-
deme volat jednotlive´ funkce. Porˇad´ı vola´n´ı funkc´ı bude v hlavn´ı funkci main_abc()
abecedn´ı. V hlavn´ı funkci main_zyx() budou funkce vola´ny v invertovane´m abeced-
n´ım porˇad´ı, tedy abecedneˇ pozpa´tku.
Kazˇda´ funkce vrac´ı pocˇet vygenerovany´ch rˇa´dek, tuto hodnotu budeme prˇicˇ´ıtat
do promeˇnne´ loop_rows. Cyklus se ukoncˇ´ı, kdyzˇ na konci cyklu bude tato pro-
meˇnna´ nulova´. V opacˇne´m prˇ´ıpadeˇ se k promeˇnne´ rows prˇicˇte hodnota promeˇnne´
loop_rows. Po skoncˇen´ı smycˇky funkce vra´t´ı celkovy´ pocˇet vygenerovany´ch rˇa´dek,
tedy promeˇnnou rows, a ukoncˇ´ı se.
Teˇlo funkce main_abc() bude vypadat na´sledovneˇ:
BEGIN
rows := 0;
LOOP loop_rows = 0;
loop_rows := loop_rows + child_fffb ();
loop_rows := loop_rows + intersection_bbfb ();
loop_rows := loop_rows + intersection_fbff ();
loop_rows := loop_rows + level_dec_fb ();
loop_rows := loop_rows + level_inc_fb ();
loop_rows := loop_rows + m_intersection_bbfb ();
loop_rows := loop_rows + m_intersection_fbff ();
loop_rows := loop_rows + m_level_dec_fb ();
loop_rows := loop_rows + m_level_inc_fb ();
loop_rows := loop_rows + m_self_bb ();
loop_rows := loop_rows + m_self_fb ();
loop_rows := loop_rows + self_bb ();
loop_rows := loop_rows + self_fb ();
EXIT WHEN loop_rows = 0;
rows := rows + loop_rows;
END LOOP;
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RETURN rows;
END;
$body$ LANGUAGE plpgsql;
Funkce main_zyx() by se liˇsila pouze v porˇad´ı rˇa´dek uvnitrˇ smycˇky – funkce by
byly vola´ny v opacˇne´m porˇad´ı.
5.2.1 Generova´n´ı chytre´ hlavn´ı funkce
Chytra´ hlavn´ı funkce main_clever() bude zohlednˇovat vza´jemne´ vztahy funkc´ı.
Jako prˇ´ıklad vezmeˇme na´m jizˇ zna´mou funkci intersection() (viz vy´sˇe). Kon-
kre´tneˇ na´s bude zaj´ımat, jaka´ data funkce vyb´ıra´, prˇipomenˇme si tedy klauzule
FROM v deklaraci kurzor˚u.
cur1:
FROM
xml AS xml1 ,
xml AS xml2
cur2:
FROM
intersection AS intersection1 ,
level_dec AS level_dec1 ,
xml AS xml1 ,
xml AS xml2
Funkce intersection() tedy vyb´ıra´ neˇktera´ data z tabulek xml, intersection
a level_dec a ukla´da´ je do tabulky intersection. Zˇa´dna´ tabulka nikdy nebude
obsahovat duplicitn´ı data (viz popis mnozˇinove´ho opera´toru EXCEPT). Z tohoto
d˚uvodu je jasne´, zˇe pokud se nebudou meˇnit data v tabulka´ch xml, intersection
a level_dec, nebude se meˇnit ani tabulka intersection. Da´ se tedy rˇ´ıci, zˇe funkce
intersection() je za´visla´ na tabulka´ch xml, intersection a level_dec.
Existuj´ı dveˇ mozˇnosti, jak se data do tabulky dostanou. Prvn´ı mozˇnost´ı je na-
plneˇn´ı tabulek na zacˇa´tku, tj. prˇed spusˇteˇn´ım hlavn´ıch funkc´ı na za´kladeˇ logicky´ch
fakt˚u. T´ımto zp˚usobem se pln´ı tabulky xml, data a atribut. Tato data se uzˇ v
pr˚ubeˇhu programu nemeˇn´ı a funkce s t´ımto na´zvem neexistuj´ı. Druhou mozˇnost´ı je,
zˇe v pr˚ubeˇhu programu vygeneruje data do tabulky stejnojmenna´ funkce. V pr˚u-
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Obra´zek 5.1: Graf za´vislosti funkc´ı
Obra´zek 5.2: Graf za´vislosti funkc´ı programu child_fffb.sql
beˇhu programu tedy mu˚zˇe tabulku level_dec zmeˇnit pouze funkce level_dec()
a tabulku intersection funkce intersection().
Funkce intersection() je tedy za´visla´ na funkci level_dec(). Za´rovenˇ je za´-
visla´ sama na sobeˇ, takove´ funkci rˇ´ıka´me rekurzivn´ı funkce. Za´vislosti mezi funkcemi
mu˚zˇeme zaznamenat pomoc´ı orientovane´ho grafu. Na obra´zku 5.1 jsou vyja´drˇeny
popisovane´ za´vislosti.
Na obra´zku 5.2 je graf za´vislost´ı funkc´ı, ktere´ byly vygenerova´ny ze zdrojove´ho
souboru child_fffb.pro. Vstupn´ı program v prologu a vygenerovany´ SQL skript
jsou k dispozici na prˇilozˇene´m DVD ve slozˇce tests\child\magic. Tento graf je
souvisly´. Nen´ı ale silneˇ souvisly´, lze ho tedy rozdeˇlit na kvazikomponenty. Kazˇda´
kvazikomponenta je na obra´zku 5.2 oznacˇena jednou barvou. Redukovany´ graf kva-
zikomponent je na obra´zku 5.3.
35
Transformace logicke´ho programu do PL/pgSQL Generova´n´ı hlavn´ı funkce
Obra´zek 5.3: Graf kvazikomponent
Obra´zek 5.4: Acyklicky ocˇ´ıslovany´ graf kvazikomponent
Graf ma´ cˇtyrˇi kvazikomponenty. Trˇi z nich obsahuj´ı pouze jeden vrchol, cˇtvrta´
obsahuje vsˇechny zbyle´ vrcholy. Graf kvazikomponent je ze sve´ podstaty acyklicky´,
lze jej tedy acyklicky ocˇ´ıslovat. Acyklicky ocˇ´ıslovany´ graf kvazikomponent je na
obra´zku 5.4. Acyklicky ocˇ´ıslovany´ graf kvazikomponent na´m ukazuje, jak jsou jed-
notlive´ skupiny funkc´ı na sobeˇ za´visle´. To snadno aplikujeme v nasˇ´ı chytre´ hlavn´ı
funkci.
Pro kazˇdou kvazikomponentu vytvorˇ´ıme vlastn´ı cyklus. Uvnitrˇ cyklu zavola´me
vsˇechny funkce, ktere´ obsahuje dana´ kvazikomponenta. Tyto cykly za sebe poskla´-
da´me v porˇad´ı acyklicke´ho cˇ´ıslova´n´ı. Pokud neˇjaka´ kvazikomponenta obsahuje pouze
jednu funkci, ktera´ nen´ı rekurzivn´ı (nen´ı za´visla´ sama na sobeˇ), nebudeme tuto funkci
vkla´dat do cyklu, ale zavola´me ji pouze jednou. Teˇmito u´pravami si usˇetrˇ´ıme zby-
tecˇne´ vola´n´ı funkc´ı, ktere´ uzˇ negeneruj´ı zˇa´dna´ data.
Porˇad´ı vola´n´ı funkc´ı uvnitrˇ kvazikomponent
Kazˇda´ kvazikomponenta je silneˇ souvisly´ graf. Abychom eliminovali zbytecˇne´ vola´n´ı
funkc´ı, ktere´ aktua´lneˇ negeneruj´ı zˇa´dna´ data, bylo by potrˇeba funkce volat co nejv´ıce
”
poporˇadeˇ“. Idea´ln´ı by bylo naj´ıt v kazˇde´ kvazikomponenteˇ Hamiltonovskou kruzˇnici
a funkce volat poporˇadeˇ tak, jak na kruzˇnici lezˇ´ı. Proble´m je, zˇe hleda´n´ı Hamilto-
novske´ kruzˇnice je algoritmicky velmi na´rocˇne´ (je to NP-u´plny´ proble´m), nav´ıc ji
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kvazikomponenta v˚ubec nemus´ı obsahovat. Bylo tedy nutne´ naj´ıt neˇjake´ univerza´ln´ı
a algoritmicky jednodusˇsˇ´ı rˇesˇen´ı.
Vhodny´m algoritmem se jev´ı prohleda´va´n´ı do hloubky – respektuje za´vislosti
funkc´ı v grafu a je velmi rychly´. Nejprve zavola´me funkce s prˇ´ımou rekurz´ı. Zby-
tek kvazikomponenty prohleda´me do hloubky a funkce serˇad´ıme podle porˇad´ı prˇi
prohleda´va´n´ı.
CREATE OR REPLACE FUNCTION
main_clever ()
RETURNS INTEGER AS $body$
DECLARE
rows INTEGER;
loop_rows INTEGER;
BEGIN
rows := 0;
rows := rows + m_self_fb ();
LOOP
loop_rows = 0;
loop_rows := loop_rows + m_intersection_bbfb ();
loop_rows := loop_rows + intersection_bbfb ();
loop_rows := loop_rows + m_self_bb ();
loop_rows := loop_rows + m_level_inc_fb ();
loop_rows := loop_rows + level_inc_fb ();
loop_rows := loop_rows + self_fb ();
loop_rows := loop_rows + m_intersection_fbff ();
loop_rows := loop_rows + m_level_dec_fb ();
loop_rows := loop_rows + level_dec_fb ();
loop_rows := loop_rows + intersection_fbff ();
EXIT WHEN loop_rows = 0;
rows := rows + loop_rows;
END LOOP;
rows := rows + self_bb ();
rows := rows + child_fffb ();
RETURN rows;
END;
$body$ LANGUAGE plpgsql;
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6 Realizace syste´mu
V te´to kapitole bude popsa´na realizace aplikace PrologToPostgreSQL, ktery´ prova´d´ı
transformaci logicky´ch pravidlech do ulozˇeny´ch objekt˚u PL/pgSQL.
6.1 Zada´n´ı
U´kolem prakticke´ cˇa´sti te´to diplomove´ pra´ce je vytvorˇit program, ktery´ bude prˇepi-
sovat logicka´ pravidla do ulozˇeny´ch funkc´ı databa´ze a generovana´ data pravidel do
odpov´ıdaj´ıc´ıch tabulek (dle algoritmu popsane´ho drˇ´ıve). Pro implementaci programu
byl zadavatelem urcˇen programovac´ı jazyk Java.
Program bude soucˇa´st´ı veˇtsˇ´ıho celku, nen´ı tedy nutne´ vytva´rˇet graficke´ uzˇivatel-
ske´ rozhran´ı. Bude se tedy jednat o konzolovou aplikaci, kterou bude mozˇne´ spustit
s parametry z prˇ´ıkazove´ rˇa´dky nebo vyuzˇ´ıt API1 pro vola´n´ı metod z jine´ho programu.
Vstupem programu bude textovy´ soubor s logicky´mi pravidly. Vy´stupem bude
soubor s ulozˇeny´mi funkcemi v PL/pgSQL nebo se vygenerovane´ funkce prˇ´ımo ulozˇ´ı
do databa´ze.
6.2 Architektura
V realizaci syste´mu byla pouzˇita dvouvrstva´ architektura. Datova´ vrstva vytva´rˇ´ı
vstupn´ı a vy´stupn´ı proudy, readery a writery. Aplikacˇn´ı vrstva tvorˇ´ı ja´dro imple-
mentace, zajiˇst’uje zpracova´n´ı vstupn´ıch soubor˚u, transformaci logicky´ch pravidel
do PL/PgSQL, vytvorˇen´ı hlavn´ıch funkc´ı a prˇeda´n´ı vy´sledne´ho textu do vy´stupn´ıho
proudu.
Aplikace je cˇleneˇna do bal´ık˚u podle toho, jak trˇ´ıdy tvorˇ´ı logicke´ celky. V ba-
l´ıku cz.zcu.dip.exceptions jsou obsazˇeny uzˇivatelsky definovane´ vyj´ımky. Bal´ık
cz.zcu.dip.io tvorˇ´ı datovou vrstvu aplikace, ktera´ se stara´ o vstupn´ı a vy´stupn´ı
proudy. Ostatn´ı bal´ıky tvorˇ´ı aplikacˇn´ı vrstvu. Bal´ık cz.zcu.dip.preparation se
stara´ o prˇ´ıpravu na samotnou transformaci – o parsova´n´ı argument˚u prˇ´ıkazove´ rˇa´dky
a vymaza´n´ı komenta´rˇ˚u ze vstupn´ıho souboru. V bal´ıku cz.zcu.dip.translator uzˇ
1API - Application Programming Interface, cˇesky programove´ rozhran´ı aplikace
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prob´ıha´ samotna´ transformace. Metoda runTransformation() ze trˇ´ıdy PrologTo-
PostgreSql je jaky´msi vstupn´ım bodem transformace, pokud se tedy transformace
bude spousˇteˇt z jine´ho programu, doporucˇuji vyuzˇ´ıt pra´veˇ tuto metodu. Generova´n´ı
hlavn´ıch funkc´ı prob´ıha´ v bal´ıku cz.zcu.dip.translator.mainFunc.
6.3 Knihovna Java Prolog Parser
Vstupn´ı soubor obsahuje pravidla v logicke´m programovac´ım jazyce. Je tedy nutne´
prove´st syntaktickou analy´zu a prˇeve´st vstupn´ı text do datovy´ch struktur. Pro
usnadneˇn´ı tohoto procesu byla pouzˇita knihovna Java Prolog Parser2.
Knihovna byla do verze 1.3.1 sˇ´ıˇrena pod licenc´ı GNU Lesser General Public
License. Tato licence aplikuje na program copyleftove´ restrikce, tedy jaka´koliv mo-
difikace programu mus´ı by´t sˇ´ıˇrena opeˇt pod touto licenc´ı. Pokud ale program pouze
pouzˇ´ıva´ knihovnu, nejedna´ se o odvozene´ d´ılo a licence se na neˇj nevztahuje [20].
Starsˇ´ı verze knihovny lze sta´hnout vcˇetneˇ zdrojovy´ch ko´d˚u a dokumentace na do-
movsky´ch stra´nka´ch knihovny.
Od verze 1.3.2 , ktera´ byla vyda´na v u´noru 2014, je jizˇ knihovna sˇ´ıˇrena pod licenc´ı
Apache 2.0. Jedna´ se tedy o svobodny´ software. Po uzˇivateli se pozˇaduje zachova´n´ı
autorstv´ı, ale neklade se omezen´ı na licenci, pod kterou se bude odvozene´ d´ılo sˇ´ıˇrit
[21]. Tuto verzi knihovny jizˇ nelze sta´hnout na domovsky´ch stra´nka´ch knihovny.
Podle slov autora knihovny Google zaka´zal publikova´n´ı bina´rn´ıch soubor˚u v Google
Code, proto lze nyn´ı knihovnu z´ıskat v centra´ln´ım Maven repozita´rˇi3. Lze zde z´ıskat
take´ zdrojove´ soubory a dokumentaci. V aplikaci byla pouzˇita tato nejnoveˇjˇs´ı verze
knihovny Java Prolog Parser.
Knihovna umozˇnˇuje parsovat program psany´ v Prologu v Edinburgske´m stylu. Na
za´kladeˇ nacˇteny´ch u´daj˚u je vytvorˇena struktura objekt˚u, ktere´ reprezentuj´ı p˚uvodn´ı
program. V te´to strukturˇe se lze snadno pohybovat, lze ji analyzovat a cˇ´ıst potrˇebne´
u´daje.
Edinburgsky´ styl umozˇnˇuje pouzˇ´ıvat pouze jednorˇa´dkove´ komenta´rˇe (rˇa´dka za-
cˇ´ına´ znakem %). Vstupn´ı soubory ale mohou obsahovat i blokove´ komenta´rˇe (ve
tvaru /* komenta´rˇ */). V pr˚ubeˇhu transformace logicky´ch pravidel do PL/pgSQL
se komenta´rˇe ignoruj´ı, nemaj´ı zˇa´dny´ vliv na podobu vy´sledne´ho programu. Nab´ız´ı
2Domovske´ stra´nky te´to knihovny jsou na adrese http://code.google.com/p/
java-prolog-parser .
3Konkre´tneˇ na adrese http://search.maven.org/remotecontent?filepath=com/
igormaznitsa/prologparser/1.3.2/prologparser-1.3.2.jar
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se tedy snadne´ rˇesˇen´ı – nejprve odstran´ıme komenta´rˇe ze vstupn´ıho souboru, pote´
pouzˇijeme knihovnu Java Prolog Parser.
6.4 Popis programu PrologToPostgreSQL
V te´to kapitole bude podrobneˇ popsa´n cely´ pr˚ubeˇh programu, budou zde popsa´ny
d˚ulezˇite´ trˇ´ıdy a metody aplikace.
6.4.1 Argumenty prˇ´ıkazove´ rˇa´dky
Program neobsahuje zˇa´dne´ uzˇivatelske´ rozhran´ı. Spousˇt´ı se z prˇ´ıkazove´ rˇa´dky spolu
s neˇkolika argumenty (viz uzˇivatelska´ prˇ´ırucˇka). Hlavn´ı trˇ´ıda ArgParser obsahuje
jedinou metodu main(). Ta zajiˇst’uje parsova´n´ı argument˚u prˇ´ıkazove´ rˇa´dky. Ulozˇ´ı
si tedy do prˇ´ıslusˇny´ch promeˇnny´ch jme´no vstupn´ıho souboru, jme´no vy´stupn´ıho
souboru a nastav´ı logicke´ promeˇnne´, ktere´ urcˇuj´ı, zda se ma´ vstupn´ı program zpra-
cova´vat jako magicky´ a zda se ma´ generovat chytra´ hlavn´ı funkce. Pote´ s teˇmito
parametry pouze zavola´ metodu runTransformation() ze trˇ´ıdy PrologToPost-
greSql.
6.4.2 Transformace
Metoda runTransformation() ze trˇ´ıdy PrologToPostgreSql zajiˇst’uje cely´ proces
transformace logicke´ho programu do PL/pgSQL. Postupneˇ vola´ metody z ostatn´ıch
trˇ´ıd, ktere´ vykona´vaj´ı d´ılcˇ´ı u´lohy. Pokud je transformace u´speˇsˇna´, vytvorˇ´ı se vy´stupn´ı
soubor s dany´m jme´nem a ulozˇ´ı se do neˇj funkce v PL/pgSQL.
Metoda ma´ osm parametr˚u. Protozˇe tato metoda se pravdeˇpodobneˇ bude volat
z dalˇs´ıch aplikac´ı, budou zde parametry podrobneˇ popsa´ny.
String inputFilePath Absolutn´ı nebo relativn´ı cesta ke vstupn´ımu souboru.
String outputFilePath Cesta k vy´stupn´ımu souboru. Pokud ma´ hodnotu null,
nebude se vy´stupn´ı soubor generovat.
boolean magicON Pokud ma´ hodnotu true, bude se vstupn´ı program zpracova´vat
jako magicky´. Prˇi hodnoteˇ false se bude zpracova´vat origina´ln´ım zp˚usobem.
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boolean cleverMainON Pokud ma´ tato promeˇnna´ hodnotu true, bude kromeˇ
abecedn´ıch hlavn´ıch funkc´ı vygenerova´na i chytra´ hlavn´ı funkce.
boolean dataON Pokud ma´ hodnotu true, budou se ze vstupn´ıho souboru kromeˇ
logicky´ch pravidel zpracova´vat i logicka´ fakta.
String url URL vy´stupn´ı databa´ze. Pokud ma´ hodnotu null, nebude se vy´stup do
databa´ze zapisovat.
String user Uzˇivatel databa´ze.
String password Heslo dane´ho uzˇivatele do databa´ze.
Da´le bude podrobneˇji popsa´n cely´ pr˚ubeˇh transformace.
6.4.3 Odstraneˇn´ı blokovy´ch komenta´rˇ˚u
Nejprve je nutne´ zbavit se blokovy´ch komenta´rˇ˚u ze vstupn´ıho souboru, protozˇe ta-
kove´to komenta´rˇe neumı´ zpracova´vat pouzˇita´ knihovna Java Prolog Parser. K tomu
se pouzˇije metoda getFileWithoutComments() z trˇ´ıdy CommentRemover.
Nejprve se vytvorˇ´ı docˇasny´ soubor, do ktere´ho se bude kop´ırovat text ze vstup-
n´ıho souboru kromeˇ blokovy´ch komenta´rˇ˚u. Je nutne´, aby jme´no docˇasne´ho souboru
bylo unika´tn´ı, abychom prˇ´ıpadneˇ neprˇepsali jiny´ jizˇ existuj´ıc´ı soubor. Jme´no souboru
je tedy tvorˇeno takto:
jmenoVstupnihoSouboru_aktualniCas.temp
Prˇi vytvorˇen´ı souboru se nav´ıc testuje, zda jizˇ takovy´ soubor neexistuje. Pokud
by na´hodou existoval, vygeneruje se nove´ jme´no souboru.
Pote´ se otevrˇe vstupn´ı soubor pro cˇten´ı a docˇasny´ soubor pro za´pis. Pote´ se
cˇte vstupn´ı soubor znak po znaku (to prob´ıha´ v metodeˇ stripFile()) a hleda´
se sekvence znak˚u /* , ktera´ znamena´ zacˇa´tek blokove´ho komenta´rˇe. Dokud tato
sekvence nen´ı nalezena, vsˇechny prˇecˇtene´ znaky se zapisuj´ı do docˇasne´ho souboru.
Po nalezen´ı zacˇa´tku komenta´rˇe se prˇestanou znaky zapisovat, pouze se da´le cˇtou ze
vstupn´ıho souboru a hleda´ se sekvence znak˚u */, ktera´ znamena´ konec komenta´rˇe.
Po prˇecˇten´ı cele´ho vstupn´ıho souboru se uzavrˇou vstupn´ı i vy´stupn´ı proudy a vra´t´ı
se vytvorˇeny´ docˇasny´ soubor.
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6.4.4 Nacˇten´ı struktury vstupn´ıho souboru
Od te´to chv´ıle budeme jako vstupn´ı soubor oznacˇovat docˇasny´ soubor vytvorˇeny´
v prˇedchoz´ım kroku. Jedna´ se o kopii p˚uvodn´ıho souboru, ktera´ ale neobsahuje
blokove´ komenta´rˇe.
Struktura vstupn´ıho logicke´ho programu se nacˇte do datovy´ch struktur, se kte-
ry´mi se bude v dalˇs´ıch kroc´ıch dobrˇe pracovat. Prˇiprav´ıme si mapu (tabulku) rules-
Map a seznam dataList. Mapa rulesMap bude mı´t kl´ıcˇe datove´ho typu String, ktere´
oznacˇuj´ı predika´tovy´ symbol (identifika´tor) pravidla a hodnoty budou objekty trˇ´ıdy
RulesWithEqualId. Trˇ´ıda RulesWithEqualId obsahuje seznam pravidel (objekty
trˇ´ıdy Rule) se stejny´m predika´tovy´m symbolem a neˇkolik metod pro jejich zpraco-
va´n´ı. Seznam dataList bude obsahovat objekty trˇ´ıdy Data.
Kdyzˇ je prˇipravena tato struktura, otevrˇe se vstupn´ı soubor pro cˇten´ı. V cyklu
se zacˇnou nacˇ´ıtat logicka´ fakta a pravidla s pomoc´ı knihovny Java Prolog Parser.
Kazˇdy´ fakt nebo pravidlo se nacˇte do objektu trˇ´ıdy PrologStructure (knihovn´ı
trˇ´ıda).
Pokud se jedna´ o fakt, vytvorˇ´ıme objekt trˇ´ıdy Data, v konstruktoru mu prˇeda´me
nacˇtenou strukturu. Do promeˇnne´ predicatName si ulozˇ´ıme na´zev predika´tu, do
seznamu rˇeteˇzc˚u valuesList si v cyklu nacˇteme vsˇechny argumenty predika´tu. Cely´
objekt ulozˇ´ıme do seznamu dataList.
Pokud se jedna´ o pravidlo, zjist´ıme identifika´tor te´to struktury, tedy predika´tovy´
symbol pravidla. Pokud takovy´ identifika´tor jesˇteˇ neexistuje v mapeˇ rulesMap, prˇi-
da´me ho jako kl´ıcˇ a jako hodnotu vytvorˇ´ıme novy´ objekt trˇ´ıdy RulesWithEqualId.
Vytvorˇ´ıme nove´ pravidlo, tedy novy´ objekt trˇ´ıdy Rule a v konstruktoru mu prˇeda´me
strukturu (objekt trˇ´ıdy PrologStructure). V mapeˇ podle identifika´toru najdeme
spra´vny´ objekt typu RulesWithEqualId a pomoc´ı metody addRule() do neˇj prˇi-
da´me vytvorˇene´ pravidlo. Uvnitrˇ te´to metody se pravidlo prˇida´ do seznamu rules
a pokud se jedna´ o pravidlo s prˇ´ımou rekurz´ı, nastav´ı se promeˇnna´ recursive na
true. T´ımto zp˚usobem se zpracuj´ı vsˇechna pravidla ze vstupn´ıho souboru.
6.4.5 Parsova´n´ı pravidel
Nad kazˇdy´m prˇidany´m pravidlem zavola´me metodu parseStructure() z trˇ´ıdy Rule.
Tato metoda projde strukturu pravidla, ktera´ mu byla prˇeda´na v konstruktoru a do
vlastn´ıch datovy´ch struktur si ulozˇ´ı d˚ulezˇite´ informace.
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Vytvorˇ´ı se mapa alias. V te´to mapeˇ bude potrˇeba mı´t prvky serˇazene´ v tom po-
rˇad´ı, ve ktere´m byly vkla´da´ny, proto se bude jednat o LinkedHashMap. Kl´ıcˇe budou
datove´ho typu String a hodnoty budou objekty trˇ´ıdy List<String> . Kl´ıcˇe tvorˇ´ı na´z-
vy logicky´ch promeˇnny´ch, ktere´ pote´ v ulozˇeny´ch funkc´ıch PL/pgSQL tvorˇ´ı aliasy
k atribut˚um tabulky. Hodnotu ke kazˇde´mu kl´ıcˇi tvorˇ´ı seznam rˇeteˇzc˚u, ktere´ v ulo-
zˇene´ funkci budou mı´t dany´ alias. Do mapy prˇida´me jako kl´ıcˇe vsˇechny argumenty
pravidla (tj. termy v hlaveˇ pravidla).
Vytvorˇ´ıme dalˇs´ı d˚ulezˇite´ objekty, do ktery´ch se budou ukla´dat informace o pravid-
lech. Vytvorˇ´ıme dva seznamy objekt˚u typu PrologStructure , do ktery´ch se budou
ukla´dat struktury, ktere´ se budou zpracova´vat azˇ pozdeˇji. Prvn´ı seznam s na´zvem
operatorsList bude uchova´vat struktury, ktere´ prˇedstavuj´ı aritmeticke´ vy´razy. Do
seznamu negationsList se budou ukla´dat predika´ty z teˇla pravidla, ktere´ jsou v ne-
gaci. Da´le vytvorˇ´ıme mapu facts, ktera´ bude mı´t kl´ıcˇe typu String a hodnoty typu
integer. Jako kl´ıcˇe se budou ukla´dat vsˇechny predika´tove´ symboly z teˇla pravidla
a jako hodnota se bude ukla´dat pocˇet, kolikra´t se v teˇle pravidla vyskytly.
Pote´ v cyklu projdeme vsˇechny bloky v teˇle pravidla a pro kazˇdy´ z nich zavola´me
metodu processTerm(). Zpracova´n´ı bloku se liˇs´ı podle toho, zda se jedna´ o predika´t
nebo o aritmeticky´ vy´raz.
Predika´t
Nacˇteme predika´tovy´ symbol. Pokud se jedna´ o negaci, prˇida´me strukturu do sezna-
mu negationsList a prˇejdeme k dalˇs´ımu bloku. Pokud se o negaci nejedna´, ulozˇ´ıme
predika´tovy´ symbol jako kl´ıcˇ do mapy facts a zapocˇteme jeho vy´skyt inkrementac´ı
hodnoty odpov´ıdaj´ı tomuto kl´ıcˇi.
Pokud se jedna´ o magicke´ pravidlo a za´rovenˇ je aktivn´ı magicke´ zpracova´va´n´ı
pravidel, vytvorˇ´ıme pole magicArr. Jedna´ se o pole integer˚u, jehozˇ velikost uda´va´
pocˇet va´zany´ch argument˚u a hodnoty urcˇuj´ı na jaky´ch indexech se va´zane´ argumenty
nacha´z´ı. Pokud tedy bude rˇeteˇzec ozdoben´ı fffb, magicArr bude mı´t tvar [4] –
jediny´ va´zany´ argument se nacha´z´ı na cˇtvrte´ pozici. Pro rˇeteˇzec ozdoben´ı bbfb bude
magicArr [1,2,4] – va´zane´ argumenty jsou na prvn´ı, druhe´ a cˇtvrte´ pozici.
Nyn´ı vytvorˇ´ıme alias jme´na tabulky. Jme´no tabulky odpov´ıda´ predika´tove´mu
symbolu. Alias jme´na tabulky tvorˇ´ı predika´tovy´ symbol spolu s indexem, ktery´ ur-
cˇuje, po kolika´te´ se tento predika´tovy´ symbol v teˇle pravidla vyskytl (lze vycˇ´ıst
z mapy facts). Pokud tedy ma´me naprˇ´ıklad predika´tovy´ symbol xml a v teˇle pra-
vidla se vyskytuje jizˇ podruhe´, bude alias jme´na tabulky xml2.
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Pote´ projdeme vsˇechny argumenty predika´tu a urcˇ´ıme atributy tabulky, ktere´ bu-
dou odpov´ıdat jednotlivy´m argument˚um. V tomto kroku se odliˇsuje magicke´ zpra-
cova´n´ı pravidel od klasicke´ho zpracova´n´ı. Nejdrˇ´ıve pop´ıˇseme klasicke´ zpracova´n´ı.
Jme´na atribut˚u tabulky se skla´daj´ı z p´ısmene ’a’ a z indexu, ktery´ urcˇuje porˇad´ı
argumentu. Vezmeˇme naprˇ´ıklad predika´t self_fb(Line2, Element2). Argumentu
Line2 odpov´ıda´ atribut a1 a argumentu Element2 odpov´ıda´ atribut a2. Pokud se
predika´t self_fb objevuje v teˇle pravidla poprve´, alias tabulky je self_fb1. Do
mapy alias prˇida´me dva rˇeteˇzce: do seznamu odpov´ıdaj´ıc´ımu kl´ıcˇi Line2 prˇida´me
rˇeteˇzec self_fb1.a1 a do seznamu odpov´ıdaj´ıc´ımu kl´ıcˇi Element2 prˇida´me rˇeteˇzec
self_fb1.a2.
Nyn´ı se zameˇrˇ´ıme na magicke´ zpracova´n´ı pravidel. To se bude liˇsit pouze v na´z-
vech atribut˚u pro jednotlive´ argumenty, prˇida´va´n´ı do mapy alias bude prob´ıhat
stejneˇ jako prˇi klasicke´m zpracova´n´ı. Prˇi magicke´m zpracova´n´ı pravidel vyuzˇijeme
jizˇ vytvorˇene´ pole magicArg. Naprˇ´ıklad pro predika´t m_intersection_bbfb(Line1,
Line2, Level2) bude magicArr vypadat takto: [1, 2, 4]. Atributy tedy budou
mı´t na´zvy a1, a2 a a4, ktere´ v tomto porˇad´ı odpov´ıdaj´ı argument˚um predika´tu.
Aritmeticky´ vy´raz
Zpracova´n´ı se liˇs´ı pro aritmeticky´ vy´raz s prˇiˇrazovac´ım opera´torem (is) a pro arit-
meticke´ vy´razy s ostatn´ımi opera´tory. Vy´razy s prˇiˇrazovac´ım opera´torem jsou zpra-
cova´ny ihned, ostatn´ı termy se pouze prˇidaj´ı do seznamu operatorsList a budou
zpracova´ny pozdeˇji. Nyn´ı prˇejdeme ke zpracova´n´ı vy´razu s prˇiˇrazovac´ım opera´to-
rem. Nejprve se budeme zaby´vat pravou stranou aritmeticke´ho vy´razu, tedy cˇa´st´ı za
kl´ıcˇovy´m slovem is. V te´to cˇa´sti zameˇn´ıme vsˇechny promeˇnne´ za konkre´tn´ı atribut
urcˇite´ tabulky. Vezmeˇme si za prˇ´ıklad aritmeticky´ vy´raz:
Level2 is Level1 + 1
Promeˇnnou Level1 mus´ıme zameˇnit za urcˇity´ atribut tabulky. Pod´ıva´me se do
mapy alias, kl´ıcˇem bude Level1 a ze z´ıskane´ho seznamu vybereme libovolny´ rˇeteˇzec.
Ten mu˚zˇe vypadat trˇeba takto: m_level_inc_fb1.a2. Upravena´ prava´ strana vy´razu
je tedy m_level_inc_fb1.a2 + 1. Tento rˇeteˇzec ulozˇ´ıme do mapy alias, jako kl´ıcˇ
k vybra´n´ı spra´vne´ho seznamu pouzˇijeme promeˇnnou v leve´ cˇa´sti vy´razu. V nasˇem
prˇ´ıpadeˇ tedy bude kl´ıcˇ Level2.
T´ımto postupem jsme naplnili datove´ struktury, ktere´ budou nezbytne´ pro ge-
nerovan´ı ulozˇeny´ch funkc´ı – mapy alias a facts a seznamy operatorsList a ne-
gationsList .
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6.4.6 Vytvorˇen´ı writeru
Nejprve si vytvorˇ´ıme writer, ktery´ bude ukla´dat vy´sledky transformace. V bal´ıku
cz.zcu.dip.io se nacha´z´ı abstraktn´ı trˇ´ıda Writer. Ma´ dveˇ abstraktn´ı metody
write() a close(). Metoda write() ma´ jeden parametr typu String a zajiˇst’uje
zapsa´n´ı prˇedane´ ulozˇene´ funkce. Metoda close() zajiˇst’uje korektn´ı ukoncˇen´ı vy´s-
tupu. Od trˇ´ıdy Writer jsou zdeˇdeˇne´ trˇ´ıdy FileWriter, JdbcWriter a JdbcAnd-
FileWriter.
Trˇ´ıda FileWriter zajiˇst’uje za´pis vygenerovany´ch ulozˇeny´ch funkc´ı do textove´ho
souboru. V konstruktoru pozˇaduje jako parametr jme´no souboru, pro ktery´ si vytvorˇ´ı
vy´stupn´ı proud. V metodeˇ write() jednodusˇe zap´ıˇse prˇedany´ text do vy´stupn´ıho
proudu. Metoda close() vy´stupn´ı proud uzavrˇe.
Trˇ´ıda JdbcWriter slouzˇ´ı pro ukla´da´n´ı PL/pgSQL funkc´ı prˇ´ımo do databa´ze.
Konstruktoru je nutne´ prˇedat trˇi parametry: url databa´ze, jme´no uzˇivatele a heslo.
Konstruktor vytvorˇ´ı spojen´ı s databa´z´ı. Metoda write() spust´ı prˇedany´ dotaz v da-
taba´zi. V metodeˇ close() se ukoncˇ´ı spojen´ı s databa´z´ı.
Trˇ´ıda JdbcAndFileWriter se pouzˇ´ıva´, pokud si uzˇivatel prˇeje vygenerovane´
funkce ulozˇit do souboru a za´rovenˇ je rovnou prˇedat databa´zi. Trˇ´ıda pouze vy-
uzˇ´ıva´ dvou vy´sˇe popsany´ch trˇ´ıd. V konstruktoru trˇ´ıdeˇ prˇeda´me cˇtyrˇi parametry:
jme´no vy´stupn´ıho souboru, url databa´ze, jme´no uzˇivatele a heslo. V konstruktoru
se vytvorˇ´ı objekt trˇ´ıdy FileWriter a objekt trˇ´ıdy JdbcWriter. V metodeˇ write()
a close() se pote´ pouze zavolaj´ı tyto funkce nad obeˇma objekty.
Podle toho, jake´ byly metodeˇ runTransformation() zada´ny parametry, vytvo-
rˇ´ıme prˇ´ıslusˇny´ typ writeru. Pokud je zada´no jme´no vy´stupn´ıho souboru, vytvorˇ´ıme
objekt trˇ´ıdy FileWriter. Pokud byly prˇeda´ny u´daje potrˇebne´ k databa´zove´mu spo-
jen´ı, vytvorˇ´ıme objekt trˇ´ıdy JdbcWriter. Pokud byly prˇeda´ny vsˇechny tyto u´daje,
vytvorˇ´ıme trˇ´ıdu JdbcAndFileWriter. Dı´ky deˇdicˇnosti pote´ bude mozˇne´ ke vsˇem
typ˚um writer˚u prˇistupovat jednotneˇ, jako ke trˇ´ıdeˇ Writer.
6.4.7 Generova´n´ı databa´zovy´ch za´znamu˚
V seznamu dataList ma´me ulozˇene´ objekty trˇ´ıdy Data. V cyklu vsˇechny objekty
projdeme a zavola´me nad nimi metodu getInsert(). Kazˇdy´ objekt v sobeˇ ma´ ulo-
zˇeny´ na´zev predika´tu predicatName a seznam argument˚u predika´tu valuesList.
V metodeˇ getInsert() se vytvorˇ´ı rˇeteˇzec ve tvaru:
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INSERT INTO predicatName (a1,a2, ... an) VALUES (val1,val2, ... valn).
PredicateName oznacˇuje na´zev tabulky, a1 azˇ an jsou na´zvy atribut˚u tabulky.
Jejich pocˇet odpov´ıda´ pocˇtu hodnot v seznamu valuesList. Pro magicke´ predi-
ka´ty jsou pravidla pro oznacˇova´n´ı sloupc˚u tabulky odliˇsna´, implementace generova´n´ı
spra´vne´ho oznacˇen´ı je popsa´na v kapitole 6.4.5. Hodnoty val1 azˇ valn jsou hodnoty
seznamu valuesList.
Rˇeteˇzce z´ıskane´ zavola´n´ım metody getInsert() pomoc´ı writeru zap´ıˇseme na
vy´stup.
6.4.8 Generova´n´ı ulozˇeny´ch funkc´ı
Pro kazˇdy´ seznam logicky´ch pravidel se stejny´m predika´tovy´m symbolem bude vy-
generova´na jedna ulozˇena´ funkce v PL/pgSQL. Seznamy pravidel se stejny´m iden-
tifika´torem jsou ulozˇeny jako hodnoty v mapeˇ rulesMap. V cyklu tedy projdeme
vsˇechny tyto objekty typu RulesWithEqualId, zavola´me nad nimi metodu get-
FunctionStr() a vy´sledny´ rˇeteˇzec ulozˇ´ıme do vy´stupn´ıho souboru. Nyn´ı podrobneˇji
probereme, co se uvnitrˇ te´to metody deˇje.
Tvorba ulozˇene´ funkce je vcelku prˇ´ımocˇara´ a je popsa´na v kapitole 5.1.1. Na-
p´ıˇseme hlavicˇku, jme´no funkce je shodne´ s predika´tovy´m symbolem pravidla. Pro
kazˇde´ pravidlo s t´ımto predika´tovy´m symbolem vytvorˇ´ıme jeden kurzor. SQL dotaz
spojeny´ s kazˇdy´m kurzorem z´ıska´me metodou getSelect(), kterou nad pravidlem
zavola´me. Tvorba tohoto dotazu bude popsa´na da´le. Pote´ v teˇle funkce pro kazˇdy´
kurzor vytvorˇ´ıme rutinu, ktera´ zajist´ı ulozˇen´ı vy´sledk˚u dotazu spjaty´m s kurzorem
do tabulek. Nap´ıˇseme ukoncˇen´ı funkce a vra´t´ıme vygenerovany´ rˇeteˇzec. Kazˇdy´ takto
vygenerovany´ rˇeteˇzec se pomoc´ı vytvorˇene´ho writeru zap´ıˇse na vy´stup.
Generova´n´ı SQL dotaz˚u pro jednotlive´ kurzory
SQL dotazy pro jednotlive´ kurzory se generuj´ı uvnitrˇ metody getSelect() ve trˇ´ıdeˇ
Rule. Nap´ıˇseme kl´ıcˇove´ slovo SELECT, da´le projdeme prvn´ıch n kl´ıcˇ˚u mapy alias,
kde n je pocˇet argument˚u pravidla (jedna´ se o LinkedHashMap, je tedy zarucˇeno sta´le´
porˇad´ı prvk˚u). Kazˇdy´ kl´ıcˇ vyp´ıˇseme spolu s kl´ıcˇovy´m slovem AS a libovolny´m rˇeteˇz-
cem ze seznamu, ktery´ odpov´ıda´ dane´mu kl´ıcˇi. Jednotlive´ bloky oddeˇl´ıme cˇa´rkou.
Pokud je kl´ıcˇem cˇ´ıslice, vyp´ıˇseme pouze tuto cˇ´ıslici.
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Cely´ blok mu˚zˇe vypadat naprˇ´ıklad takto:
SELECT
m_intersection_bbfb1.a1 AS line1 ,
m_intersection_bbfb1.a2 AS line2 ,
xml1.a2 AS element ,
1
Da´le na´sleduje kl´ıcˇove´ slovo FROM. Pote´ projdeme mapu facts a vyp´ıˇseme vzˇdy
kl´ıcˇ (tj. predika´tovy´ symbol), kl´ıcˇove´ slovo AS a predika´tovy´ symbol spolu s indexem.
Indexy zacˇ´ınaj´ı jednicˇkou a zveˇtsˇuj´ı se o jednicˇku azˇ do hodnoty uvedene´ v hodnoteˇ
mapy pro dany´ kl´ıcˇ. Jednotlive´ za´znamy od sebe oddeˇlujeme cˇa´rkou.
Naprˇ. pro dvojici hodnot v mapeˇ [xml, 2] vygenerujeme dva za´znamy
xml AS xml1 ,
xml AS xml2
Pote´ nap´ıˇseme kl´ıcˇove´ slovo WHERE. Projdeme celou mapu alias. Pokud je kl´ı-
cˇem cˇ´ıslo, da´me do rovnosti vzˇdy toto cˇ´ıslo s kazˇdy´m rˇeteˇzcem v seznamu, ktery´ kl´ıcˇi
odpov´ıda´. Jednotlive´ za´znamy oddeˇlujeme kl´ıcˇovy´m slovem AND. Naprˇ´ıklad pro dvo-
jici hodnot v mapeˇ [1, [m intersection bbfb1.a4, xml1.a4, xml2.a4]] vygenerujeme
trˇi za´znamy:
m_intersection_bbfb1.a4 = 1 AND
xml1.a4 = 1 AND
xml2.a4 = 1
Pokud je kl´ıcˇem rˇeteˇzec, da´me do rovnosti vsˇechny rˇeteˇzce v seznamu, ktery´ kl´ıcˇi
odpov´ıda´. Nen´ı nutne´ da´vat do rovnosti kazˇde´ dveˇ dvojice, stacˇ´ı polozˇit do rovnosti
prvn´ı rˇeteˇzec se vsˇemi ostatn´ımi. Naprˇ´ıklad pro za´znam v mapeˇ [line2, [self fb1.a1,
m intersection fbff1.a2, intersection fbff1.a2, xml1.a1]] vytvorˇ´ıme trˇi za´znamy:
self_fb1.a1 = m_intersection_fbff1.a2 AND
self_fb1.a1 = intersection_fbff1.a2 AND
self_fb1.a1 = xml1.a1
Nyn´ı prˇicha´z´ı na rˇadu zpracova´n´ı aritmeticky´ch vy´raz˚u a predika´t˚u, ktere´ byly
v negaci. Zacˇneme se zpracova´n´ım seznamu operatorsList , tedy zpracova´n´ım arit-
meticky´ch vy´raz˚u. Vsˇechny promeˇnne´ ve vy´razech mus´ıme zameˇnit za urcˇity´ atribut
tabulky. V mapeˇ alias jako kl´ıcˇ zada´me na´zev dane´ promeˇnne´ a z odpov´ıdaj´ıc´ıho
seznamu vybereme libovolny´ rˇeteˇzec. Takto upraveny´ aritmeticky´ vy´raz prˇida´me do
klauzule WHERE.
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Naprˇ´ıklad meˇjme aritmeticky´ vy´raz Line1 < Line2 a v mapeˇ alias meˇjme za´-
znamy:
[line1 , [m_intersection_bbfb1.a1, xml1.a1]]
[line2 , [m_intersection_bbfb1.a2, xml2.a1]]
Upraveny´ aritmeticky´ vy´raz bude vypadat takto:
m_intersection_bbfb1.a1 < m_intersection_bbfb1.a2
Tento vy´raz prˇida´me do klauzule WHERE.
Jako posledn´ı prˇicha´z´ı na rˇadu zpracova´n´ı seznamu negationsList , tedy pre-
dika´t˚u, ktere´ byli v negaci. Negace se promı´ta´ do WHERE klauzule pomoc´ı kl´ıcˇovy´ch
slov NOT EXIST, za ktery´m na´sleduje vy´beˇr z tabulky. Vyb´ıra´ se cely´ za´znam z ta-
bulky, jej´ızˇ jme´no je shodne´ s predika´tovy´m symbolem v negaci. Ve WHERE klauzuli
vnorˇene´ho dotazu mus´ıme da´t do rovnosti atributy aktua´ln´ı tabulky s atributy, ktere´
odpov´ıdaj´ı stejne´ promeˇnne´ (maj´ı stejny´ alias).
Naprˇ´ıklad pro predika´t v negaci not (xml(Line, _, _, Level2)) argument
Line odpov´ıda´ atributu xml.a1 a argument Level2 atributu xml.a4. Tyto atributy
mus´ıme da´t do rovnosti s atributy, ktery´m tyto promeˇnne´ odpov´ıdaly jizˇ drˇ´ıve.
Pozˇadovane´ informace opeˇt vycˇteme z mapy alias.
Meˇjme v mapeˇ za´znamy
[line , [m_self_bb1.a1, xml1.a1]]
[level2 , [level_inc_fb1.a1]]
Potom da´me do rovnosti atribut xml.a1 s atributem m_self_bb1.a1 (odpov´ıdaj´ı
promeˇnne´ line) a da´le atribut xml.a4 s atributem level_inc_fb1.a1 (odpov´ıdaj´ı
promeˇnne´ level2). Cely´ blok odpov´ıdaj´ıc´ı predika´tu v negaci not(xml(Line, _,
_, Level2)) bude vypadat takto:
NOT EXISTS (
SELECT *
FROM xml
WHERE
xml.a1 = level_inc_fb1.a1 AND
xml.a4 = level_inc_fb1.a1)
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Na konec SQL dotazu prˇida´me mnozˇinovy´ opera´tor EXCEPT. Ten z vy´sledk˚u
prˇedchoz´ıho dotazu odecˇte za´znamy, ktere´ uzˇ se v tabulce nacha´zej´ı:
EXCEPT
SELECT *
FROM nazev_funkce;
6.4.9 Generova´n´ı hlavn´ıch funkc´ı
Vytvorˇ´ıme si genera´tory hlavn´ıch funkc´ı. Trˇ´ıdy, ktere´ se zaby´vaj´ı generova´n´ım hlav-
n´ıch funkc´ı se nacha´z´ı v bal´ıku cz.zcu.dip.translator.mainFunc. Abstraktn´ı
trˇ´ıda MainFunctGenerator obsahuje jednu abstraktn´ı metodu getMainString(),
ktera´ vrac´ı ko´d hlavn´ı funkce. Da´le obsahuje neˇkolik metod, ktere´ vrac´ı cˇa´sti ko´du
hlavn´ı funkce. Od trˇ´ıdy MainFunctGenerator jsou zdeˇdeˇne´ dveˇ trˇ´ıdy Alphabet-
MainFunctGen a CleverMainFunctGen. Trˇ´ıda AlphabetMainFunctGen zajiˇst’uje ge-
nerova´n´ı funkc´ı v abecedn´ım porˇad´ı, trˇ´ıda CleverMainFunctGen zohlednˇuje vztahy
mezi funkcemi a snazˇ´ı se je volat v co nejvy´hodneˇjˇs´ım porˇad´ı.
Vytvorˇ´ıme si seznam mainGenList datove´ho typu MainFunctGenerator. Do se-
znamu vzˇdy vlozˇ´ıme dveˇ instance trˇ´ıdy AlphabetMainFunctGen, jedne´ z nich na-
stav´ıme promeˇnnou reverse na true. Pokud je zapnuto generova´n´ı chytre´ hlavn´ı
funkce, vytvorˇ´ıme i instanci trˇ´ıdy CleverMainFunctGen.
Pote´ projdeme cely´ seznam genera´tor˚u hlavn´ıch funkc´ı mainGenList, nad kazˇ-
dy´m z nich zavola´me metodu getMainString() a z´ıskany´ rˇeteˇzec pomoc´ı writeru
zap´ıˇseme na vy´stup.
Generova´n´ı abecedn´ıch hlavn´ıch funkc´ı
Trˇ´ıda AlphabetMainFunctGen zajiˇst’uje generova´n´ı funkc´ı v abecedn´ım porˇad´ı. V kon-
struktoru se ji prˇeda´va´ mapa rulesMap a logicka´ promeˇnna´ reverse. Pokud ma´
promeˇnna´ reverse hodnotu false, jme´no funkce se nastav´ı na hodnotu main_abc
a pravidla se budou rˇadit podle abecedy. Pokud ma´ promeˇnna´ reverse hodnotu
true, jme´no funkce je main_zyx a pravidla se budou rˇadit podle abecedy od konce
(reverzn´ı abecedn´ı porˇad´ı).
Postup generova´n´ı hlavn´ı funkce je velmi prˇ´ımocˇary´, text zacˇa´tku i konce funkce
je jasneˇ dany´. Zby´va´ pouze vygenerovat rˇa´dky uvnitrˇ smycˇky. Seznam vsˇech vygene-
rovany´ch funkc´ı je v mapeˇ rulesMap, ze ktere´ stacˇ´ı vybrat vsˇechny kl´ıcˇe. Tyto kl´ıcˇe
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serˇad´ıme podle abecedy (v prˇ´ıpadeˇ funkce main_zyx() v reverzn´ım porˇad´ı) a pro
kazˇdy´ na´zev funkce vygenerujeme jednu rˇa´dku ve tvaru:
loop_rows := loop_rows + nazev_funkce ();
Generova´n´ı chytre´ hlavn´ı funkce
Generova´n´ı chytre´ hlavn´ı funkce zohlednˇuje vztahy mezi funkcemi a je algoritmicky
na´rocˇne´. Zajiˇst’uje ho trˇ´ıda CleverMainGenerator , ktere´ se v konstruktoru prˇeda´
mapa rulesMap. Text chytre´ hlavn´ı funkce vrac´ı metoda getCleverMainString().
Nejprve si prˇiprav´ıme matici sousednosti matrix, ktera´ bude reprezentovat vztahy
mezi jednotlivy´mi funkcemi. Matice bude bina´rn´ı cˇtvercova´ a bude mı´t velikost od-
pov´ıdaj´ıc´ı pocˇtu kl´ıcˇ˚u v mapeˇ rulesMap. Rˇa´dky i sloupce odpov´ıdaj´ı vzˇdy jedne´
funkci v porˇad´ı, v jake´m jsou ulozˇene´ kl´ıcˇe v mapeˇ rulesMap. RulesMap je typu
LinkedHashMap, takzˇe je zarucˇeno sta´le´ porˇad´ı prvk˚u. Logicka´ hodnota true na po-
zici [i, j] v matici znamena´, zˇe uvnitrˇ funkce na pozici i se pracuje s vy´sledky funkce
na pozici j, tedy funkce i je za´visla´ na funkci j.
Nyn´ı vypln´ıme jednotlive´ rˇa´dky matice pomoc´ı metody getUsageArr() ze trˇ´ıdy
RulesWithEqualId. V te´to metodeˇ se vytvorˇ´ı bina´rn´ı pole prvk˚u o velikosti odpov´ı-
daj´ıc´ı pocˇtu kl´ıcˇ˚u v mapeˇ rulesMap a prˇedvypln´ı se logickou hodnotou false. Pote´
se nad vsˇemi pravidly ze seznamu rules zavola´ metoda setUsageArr(), ktere´ se
prˇeda´ vytvorˇene´ pole a serˇazeny´ seznam funkc´ı. Tato metoda vyhleda´ v pravidle
vsˇechny pouzˇite´ tabulky a postara´ se o zapsa´n´ı logicke´ hodnoty true na prˇ´ıslusˇne´
pozice. Takto vyplneˇne´ pole se pote´ pouzˇije jako rˇa´dka matice matrix.
Kdyzˇ je vyplneˇna matice sousednosti, mu˚zˇeme prove´st Tarjan˚uv algoritmus pro
nalezen´ı kvazikomponent v grafu. Tento algoritmus je implementova´n ve trˇ´ıdeˇ Tarjan-
StrongConnectedRecognizer a je podrobneˇ popsa´n v kapitole 4.3.3. Metoda get-
ComponentsList() vra´t´ı seznam kvazikomponent components, ktery´ obsahuje se-
znamy index˚u na´lezˇ´ıc´ıch do jedne´ kvazikomponenty. Seznam components je typu
List<List<Integer>> .
Kvazikomponenty mus´ıme serˇadit podle acyklicke´ho cˇ´ıslova´n´ı. K tomu slouzˇ´ı
metoda acyclicSortComponents() trˇ´ıdy CleverMainGenerator . Nejprve si vytvo-
rˇ´ıme pole integer˚u memberOfComp . Jeho velikost bude odpov´ıdat pocˇtu rˇa´dek matice
sousednosti a bude urcˇovat, ktera´ funkce patrˇ´ı do ktere´ kvazikomponenty. Tedy hod-
nota h na pozici p bude znamenat, zˇe funkce p patrˇ´ı do komponenty h. Projdeme
seznam komponent a pole vypln´ıme. Pote´ vytvorˇ´ıme matici sousednosti compMatrix
pro jednotlive´ kvazikomponenty. Bude se jednat o cˇtvercovou bina´rn´ı matici o ve-
likosti odpov´ıdaj´ıc´ı pocˇtu kvazikomponent. Nejprve inicializujeme vsˇechny hodnoty
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matice na logickou hodnotu false. Pote´ projdeme celou p˚uvodn´ı matici sousednosti
matrix, u vsˇech logicky´ch hodnot true zjist´ıme (z pole memberOfComp), jaky´m kom-
ponenta´m indexy na´lezˇ´ı a zap´ıˇseme true na prˇ´ıslusˇnou pozici matice compMatrix.
Po vyplneˇn´ı cele´ matice compMatrix mu˚zˇe zacˇ´ıt algoritmus acyklicke´ho cˇ´ıslova´n´ı.
Algoritmus je zalozˇen na hleda´n´ı pra´zdny´ch rˇa´dek v matici sousednosti. Pokud jsou
vsˇechny hodnoty v rˇa´dce v matici sousednosti false, znamena´ to, zˇe se jedna´ o
vstupn´ı vrchol grafu. Po nalezen´ı vstupn´ıho vrcholu tento vrchol ocˇ´ıslujeme a da´le
ho ignorujeme. Indexy, ktere´ se ty´kaj´ı jizˇ ocˇ´ıslovany´ch vrchol˚u prˇeskakujeme a hle-
da´me dalˇs´ı pra´zdny´ rˇa´dek v matici. Takto postupujeme dokud neocˇ´ıslujeme vsˇechny
vrcholy. Kvazikomponenty serˇad´ıme dle acyklicke´ho porˇad´ı.
V te´to chv´ıli zby´va´ jesˇteˇ serˇadit vrcholy uvnitrˇ jednotlivy´ch kvazikomponent.
K tomu slouzˇ´ı metoda sortNodesInComponents() trˇ´ıdy CleverMainGenerator.
V kazˇde´ kvazikomponenteˇ se na zacˇa´tek daj´ı vrcholy s prˇ´ımou rekurz´ı (u vrcholu
je smycˇka) a zbytek kvazikomponenty se prohleda´ do hloubky a vrcholy se serˇad´ı
podle porˇad´ı prˇi prohleda´va´n´ı.
Nyn´ı jsou v seznamu components acyklicky serˇazeny jednotlive´ kvazikomponenty
a vrcholy uvnitrˇ kvazikomponent jsou serˇazeny podle prohleda´va´n´ı do hloubky. Mu˚-
zˇeme tedy zacˇ´ıt generovat text chytre´ hlavn´ı funkce. Hlavicˇka a deklaracˇn´ı cˇa´st
funkce jsou pevneˇ dane´. Uvnitrˇ teˇla funkce budeme postupneˇ volat vsˇechny funkce
z jednotlivy´ch kvazikomponent. Pokud kvazikomponenta obsahuje pouze jeden vr-
chol, jednodusˇe ji zavola´me a zapocˇ´ıta´me pocˇet vygenerovany´ch rˇa´dek:
rows := rows + nazev_funkce ();
Pokud kvazikomponenta obsahuje v´ıce vrchol˚u, vytvorˇ´ıme pro ni smycˇku a jed-
notlive´ funkce budeme volat uvnitrˇ te´to smycˇky:
LOOP
loop_rows = 0;
loop_rows := loop_rows + nazev_funkce_1 ();
loop_rows := loop_rows + nazev_funkce_2 ();
loop_rows := loop_rows + nazev_funkce_3 ();
EXIT WHEN loop_rows = 0;
rows := rows + loop_rows;
END LOOP;
Takto vygenerujeme bloky ko´du pro vsˇechny kvazikomponenty a funkci ukon-
cˇ´ıme.
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6.4.10 Za´veˇrecˇna´ rutina
Vrat’me se zpeˇt do metody runTransformation() ze trˇ´ıdy PrologToPostgreSql.
Ko´d vsˇech vygenerovany´ch funkc´ı z´ıska´me jako na´vratovou hodnotu volany´ch me-
tod. Tento String zap´ıˇseme do vy´stupn´ıho souboru. Pote´ ukoncˇ´ıme vsˇechny vstupn´ı
i vy´stupn´ı proudy. Da´le smazˇeme docˇasny´ soubor, ktery´ obsahoval kopii zdrojove´ho
souboru bez komenta´rˇ˚u. T´ım program skoncˇ´ı.
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V te´to kapitole se zameˇrˇ´ıme na testova´n´ı spra´vnosti vygenerovany´ch funkc´ı. Vyjas-
n´ıme si vztah mezi programem v logicke´m a databa´zove´m prostrˇed´ı a da´le porovna´me
vy´konnostn´ı aspekty hlavn´ıch funkc´ı.
7.1 Program potomek
V te´to kapitole uka´zˇeme jednoduchy´ prˇ´ıklad programu v Prologu vcˇetneˇ neˇkolika
dotaz˚u. Pote´ si stejny´ prˇ´ıklad prˇevedeme do databa´zove´ho prostrˇed´ı a uka´zˇeme si, jak
pouzˇ´ıvat vygenerovane´ funkce a jak se dotazovat. Vy´sledky dotaz˚u v databa´zove´m
prostrˇed´ı porovna´me s vy´sledky obdobny´ch dotaz˚u v logicke´m prostrˇed´ı.
Vezmeˇme si jednoduchy´ program v Prologu1:
rodic(karel , jana).
rodic(jana , laura ).
potomek(X,Y) :- rodic(Y,X).
potomek(X,Y) :- rodic(Y,Z), potomek(X,Z).
Fakta definuj´ı dveˇ instance relace rodicˇ, pravidla rekurzivneˇ definuj´ı relaci poto-
mek. Pokud bychom v Prologu chteˇli vypsat vsˇechny dvojice, pro ktere´ tato relace
plat´ı, polozˇili bychom dotaz:
?- potomek(X,Y).
Zde je odpoveˇd’ Prologu, tedy vsˇechny mozˇne´ vy´sledky:
X = jana , Y = karel ;
X = laura , Y = jana ;
X = laura , Y = karel ;
false.
Vznikly celkoveˇ trˇi instance relace potomek.
1Vsˇechny soubory k tomuto prˇ´ıkladu jsou k dispozici v prˇilozˇene´m DVD ve slozˇce
tests\potomek
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Pokud bychom chteˇli veˇdeˇt, kdo je potomkem Jany, polozˇili bychom dotaz:
?- potomek(X,jana).
Odpoveˇd’ je:
X = laura ;
false.
Jediny´m potomkem Jany je Laura.
Nyn´ı si uka´zˇeme, jak bude vypadat tento program prˇevedeny´ do databa´zove´ho
prostrˇed´ı a jaky´m zp˚usobem budeme zjiˇst’ovat odpoveˇdi na dotazy.
Prˇedpokladem je mı´t vytvorˇene´ tabulky, ktere´ svy´m na´zvem odpov´ıdaj´ı predi-
ka´t˚um a pocˇet atribut˚u tabulky odpov´ıda´ pocˇtu argument˚u predika´tu. Datovy´ typ
atribut˚u tabulky odpov´ıda´ datove´mu typu argument˚u predika´tu. O konvenci po-
jmenova´va´n´ı atribut˚u tabulky jizˇ byla rˇecˇ v kapitole 5. V nasˇem prˇ´ıpadeˇ mus´ıme
mı´t vytvorˇenou tabulku rodic, ktera´ bude obsahovat dva sloupce rˇeteˇzcove´ho typu
s na´zvy a1 a a2. Da´le mus´ıme mı´t vytvorˇenou tabulku potomek, ktera´ take´ bude
obsahovat dva sloupce a1 a a2 rˇeteˇzcove´ho typu. Tabulky vytvorˇ´ıme t´ımto SQL
skriptem:
CREATE TABLE rodic(
a1 character varying ,
a2 character varying );
CREATE TABLE potomek(
a1 character varying ,
a2 character varying );
Kdyzˇ ma´me tento prˇedpoklad splneˇny´, mu˚zˇeme pomoc´ı vytvorˇene´ho programu
PrologToPostgreSQL vygenerovat data a funkce. Prˇeklad programu vypada´ takto:
INSERT INTO rodic (a1 , a2) VALUES (’karel ’, ’jana ’);
INSERT INTO rodic (a1 , a2) VALUES (’jana ’, ’laura ’);
CREATE OR REPLACE FUNCTION potomek ()
RETURNS INTEGER AS $body$
DECLARE
rows INTEGER;
cur1 CURSOR FOR
SELECT
rodic1.a2 AS x,
rodic1.a1 AS y
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FROM
rodic AS rodic1
EXCEPT
SELECT *
FROM potomek;
cur2 CURSOR FOR
SELECT
potomek1.a1 AS x,
rodic1.a1 AS y
FROM
rodic AS rodic1 ,
potomek AS potomek1
WHERE
rodic1.a2 = potomek1.a2
EXCEPT
SELECT *
FROM potomek;
BEGIN
rows := 0;
FOR data IN cur1
LOOP
INSERT INTO potomek(a1 , a2)
VALUES (data.x, data.y);
rows := rows + 1;
END LOOP;
FOR data IN cur2
LOOP
INSERT INTO potomek(a1 , a2)
VALUES (data.x, data.y);
rows := rows + 1;
END LOOP;
RETURN rows;
END; $body$
LANGUAGE plpgsql;
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Spusˇteˇn´ım tohoto ko´du se na´m do tabulky rodic ulozˇ´ı dva za´znamy:
rodic
a1 a2
karel jana
jana laura
A vytvorˇ´ı se funkce potomek().
Da´le program vygeneruje hlavn´ı funkce (zde je uvedena pouze jedna z nich):
CREATE OR REPLACE FUNCTION main_abc ()
RETURNS INTEGER AS $body$
DECLARE
rows INTEGER;
loop_rows INTEGER;
BEGIN
rows := 0;
LOOP
loop_rows = 0;
loop_rows := loop_rows + potomek ();
EXIT WHEN loop_rows = 0;
rows := rows + loop_rows;
END LOOP;
RETURN rows;
END; $body$
LANGUAGE plpgsql;
Po spusˇteˇn´ı tohoto ko´du se v databa´zi vytvorˇ´ı funkce main abc();
Nyn´ı jizˇ mu˚zˇeme spustit ko´d hlavn´ı funkce. Toho doc´ıl´ıme dotazem:
select main_abc ();
Funkce vra´t´ı hodnotu 3, to znamena´, zˇe byly vygenerova´ny celkem 3 za´znamy
v databa´zi.
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Nyn´ı se pod´ıvejme do tabulky potomek:
potomek
a1 a2
jana karel
laura jana
laura karel
V tabulce vid´ıme vsˇechny dvojice, ktere´ odpov´ıdaj´ı relaci potomek. Pouhy´ pohled
do tabulky na´m da´ odpoveˇd’, na kterou jsme se v Prologu ptali dotazem:
?- potomek(X,Y).
Nyn´ı si uka´zˇeme, jak v databa´zove´m prostrˇed´ı mu˚zˇeme zjistit, kdo je potomkem
Jany. V Prologu jsme pro tento u´cˇel zadali dotaz:
?- potomek(X,jana).
V databa´zi vykona´me SQL dotaz nad tabulkou potomek:
SELECT a1
FROM potomek
WHERE
a2 = ’jana ’;
Dostaneme odpoveˇd’: laura.
Na tomto jednoduche´m prˇ´ıkladu jsme si uka´zali, jaky´m zp˚usobem se pouzˇ´ıvaj´ı
funkce vygenerovane´ programem PrologToPostgreSQL a jak dostaneme v databa´zo-
ve´m prostrˇed´ı odpoveˇdi na dotazy. Za´rovenˇ jsme si uka´zali, zˇe v tomto prˇ´ıkladu se
odpoveˇdi v logicke´m i databa´zove´m prostrˇed´ı shoduj´ı.
7.1.1 Rekurze
V kapitole 2.2 jsme si rˇekli, zˇe pokud konstruujeme rekurzivn´ı pravidla, mus´ıme za-
jistit, aby se vy´pocˇet nezacyklil. Toho se doc´ıl´ı definic´ı ukoncˇovac´ı podmı´nky. Tato
podmı´nka mus´ı by´t definova´na drˇ´ıve nezˇ rekurzivn´ı pravidlo a take´ je nutne´, aby
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uvnitrˇ tohoto pravidla byl rekurzivn´ı predika´t co nejv´ıce vpravo. V prˇ´ıpadeˇ jedno-
duchy´ch pravidel je relativneˇ snadne´ to zajistit. Pokud ma´me ale velke´ mnozˇstv´ı
pravidel, ktere´ jsou na sobeˇ za´visle´ a graf za´vislosti tvorˇ´ı cyklus, mu˚zˇe uzˇ by´t velmi
obt´ızˇne´ urcˇit takove´ porˇad´ı pravidel, aby vy´pocˇet probeˇhl korektneˇ.
Po prˇevodu logicke´ho programu do databa´zove´ho prostrˇed´ı uzˇ toto nehroz´ı. Vez-
meˇme si naprˇ´ıklad tento program:
rodic(karel , jana).
rodic(jana , laura ).
potomek(X,Y) :- potomek(X,Z), rodic(Y,Z).
potomek(X,Y) :- rodic(Y,X).
Jedna´ se o podobny´ program, se ktery´m jsme jizˇ pracovali v kapitole 7.1 . Rozd´ıl
je v tom, zˇe jsou pravidla prohozena´ a v teˇle prvn´ıho pravidla jsou prohozene´ predi-
ka´ty. Prvn´ı pravidlo tedy obsahuje levou rekurzi a nav´ıc je toto rekurzivn´ı pravidlo
v programu drˇ´ıve, nezˇ ukoncˇovac´ı podmı´nka. Zkus´ıme interpretu Prologu prˇedlozˇit
tento program a zadat dotaz:
?- potomek(X,jana).
Tento dotaz nen´ı vyhodnocen, interpret vyp´ıˇse chybovou hla´sˇku
”
ERROR: Out of
local stack“, ktera´ oznamuje prˇetecˇen´ı za´sobn´ıku.
Pokud tento program prˇevedeme do databa´zove´ho prostrˇed´ı a polozˇ´ıme obdobny´
dotaz, dostaneme ocˇeka´vanou odpoveˇd’: laura.
V tomto jednoduche´m prˇ´ıkladu by bylo snadne´ dodrzˇet pravidla pro psan´ı rekur-
zivn´ıch pravidel a prˇedej´ıt tak zacyklen´ı interpretu Prologu. Ale u slozˇity´ch vztah˚u,
zvla´sˇteˇ pokud obsahuj´ı neprˇ´ımou rekurzi, je velmi teˇzˇke´ zajistit korektn´ı fungova´n´ı
programu.
7.2 Program child
V te´to kapitole si rozebereme rozsa´hlejˇs´ı prˇ´ıklad, ve ktere´m si uka´zˇeme vztah mezi
origina´ln´ım a magicky´m programem.
Vstupn´ı program v Prologu (v origina´ln´ı i magicke´ verzi) i odpov´ıdaj´ıc´ı ulozˇene´
funkce v PL/pgSQL byli doda´ny zadavatelem. Ulozˇene´ funkce byly psa´ny rucˇneˇ
a slouzˇili za´rovenˇ jako specifikace, co aplikace mus´ı umeˇt. Po vytvorˇen´ı aplikace
PrologToPostgeSQL bylo mozˇne´ zkontrolovat, jestli ulozˇene´ funkce vygenerovane´
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aplikac´ı odpov´ıdaj´ı funkc´ım vytvorˇeny´m rucˇneˇ. Pro porovna´n´ı byl pouzˇit program
KDiff32. Funkce si odpov´ıdaj´ı, liˇs´ı se pouze v neˇkolika drobnostech, naprˇ´ıklad v klau-
zuli WHERE jsou uvedene´ jine´ promeˇnne´, ktere´ ale odpov´ıdaj´ı stejne´mu aliasu, takzˇe
vy´znam z˚usta´va´ stejny´. Liˇs´ı se take´ porˇad´ı tabulek v klauzuli FROM a pro veˇtsˇ´ı
prˇehlednost je ve vygenerovany´ch funkc´ıch mezi na´zvem promeˇnne´ a jej´ım aliasem
kl´ıcˇove´ slovo AS.
Jak bylo rˇecˇeno v u´vodu, aplikace PrologToPostrgeSQL je vytva´rˇena jako sou-
cˇa´st deduktivn´ıho databa´zove´ho syste´mu. Navazuje na aplikaci, ktera´ transformuje
data ve forma´tu xml do Prologu3. Vstupn´ı data tohoto programu jsou fakta Prologu
z´ıskana´ pra´veˇ transformac´ı xml souboru do Prologu. Prologovska´ pravidla definuj´ı
vztahy mezi jednotlivy´mi predika´ty a umozˇnˇuj´ı vyhleda´vat vnorˇene´ elementy v p˚u-
vodn´ım xml souboru. Zde je p˚uvodn´ı xml soubor4:
1 <?xml version ="1.0" encoding ="UTF -8"?>
2 <books >
3 <book year ="2003" >
4 <author >Author1 </author >
5 <author >Author2 </author >
6 <author >Author3 </author >
7 <title >Title1 </title >
8 <review >Review1 </review >
9 </book >
10 <book year ="2002" >
11 <author >Author2 </author >
12 <author >Author3 </author >
13 <author >Author4 </author >
14 <title >Title2 </title >
15 <review >Review2 </review >
16 </book >
17 <book year ="2002" >
18 <author >Author4 </author >
19 <author >Author5 </author >
20 <author >Author1 </author >
21 <title >Title3 </title >
22 <review >Review3 </review >
23 </book >
24 </books >
2Domovske´ stra´nky programu KDiff3: http://kdiff3.sourceforge.net/
3Vı´ce o aplikaci a o algoritmu prˇevodu xml do Prologu v bakala´rˇske´ pra´ci [22].
4Soubor books.xml je k dispozici take´ na prˇilozˇene´m DVD ve slozˇce tests\child
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7.2.1 Origina´ln´ı program
Vsˇechny soubory, ktere´ se vztahuj´ı k tomuto programu, jsou k dispozici na prˇi-
lozˇene´m DVD ve slozˇce tests\child\original. Do interpretu Prologu nacˇteme
programy data.pro a child.pro. Zada´me dotaz:
?- child(A, B, C, ’book ’).
Hleda´me tedy elementy s na´zvem book. Promeˇnna´ B urcˇuje cˇ´ıslo rˇa´dku, na kte-
re´m element zacˇ´ına´. Promeˇnna´ C urcˇuje na´zev nadrˇazene´ho elementu a promeˇnna´
A rˇ´ıka´, na ktere´m rˇa´dku nadrˇazeny´ element zacˇ´ına´. Dostaneme odpoveˇd’:
A = 2, B = 3, C = books ;
A = 2, B = 10, C = books ;
A = 2, B = 17, C = books ;
false.
Tato odpoveˇd’ na´m rˇ´ıka´, zˇe existuj´ı trˇi elementy s na´zvem book. Vsˇechny maj´ı
nadrˇazeny´ element books, ktery´ zacˇ´ına´ na rˇa´dce 2. Elementy zacˇ´ınaj´ı na rˇa´dka´ch 3,
10 a 17.
Nyn´ı tento prˇ´ıklad pust´ıme v databa´zove´m prostrˇed´ı. Pomoc´ı skriptu tables.sql
si v databa´zi vytvorˇ´ıme potrˇebne´ tabulky. Skript data.sql vlozˇ´ı do tabulek vstupn´ı
data a skript child.sql v databa´zi vytvorˇ´ı potrˇebne´ funkce. Pote´ spust´ıme hlavn´ı
funkci main_abc() zada´n´ım dotazu:
select main_abc ();
Funkce vra´t´ı hodnotu 258. To znamena´, zˇe v databa´zi bylo vytvorˇeno 258 za´-
znamu˚. Pro zjiˇsteˇn´ı, kde se v p˚uvodn´ım xml dokumentu nacha´zej´ı elementy s na´zvem
book, zada´me dotaz:
SELECT a1 , a2 , a3
FROM child
WHERE a4 =’book ’;
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Dostaneme odpoveˇd’:
child
a1 a2 a3
2 10 books
2 17 books
2 3 books
Z´ıskali jsme stejne´ vy´sledky, jako v interpretu Prologu.
Vypra´zdn´ıme vsˇechny tabulky, ktere´ odpov´ıdaj´ı jme´n˚um funkc´ı a spust´ıme funkci
main_zyx(). Pocˇet vygenerovany´ch rˇa´dk˚u i vy´sledky nasˇeho dotazu jsou stejne´ jako
u funkce main_abc(). To same´ plat´ı i pro funkci main_clever(). Pocˇet vygenero-
vany´ch za´znamu˚ i vy´sledky dotazu z˚usta´vaj´ı stejne´.
Jesˇteˇ je nutne´ zmı´nit, zˇe origina´ln´ı program v databa´zove´m prostrˇed´ı po spusˇ-
teˇn´ı hlavn´ı funkce da´va´ odpoveˇdi na vsˇechny dotazy, ktere´ by bylo mozˇne´ polozˇit
i v interpretu Prologu. Pokud chceme polozˇit jaky´koliv jiny´ dotaz, nemus´ıme znovu
generovat zˇa´dna´ data, pouze se dota´zˇeme nad existuj´ıc´ımi tabulkami. Pokud bychom
se naprˇ´ıklad rozhodli zjistit, jake´ elementy jsou vnorˇene´ v elementu book definova-
ne´ho na rˇa´dku 10, stacˇilo by zadat dotaz:
SELECT a2 , a4
FROM child
WHERE
a1 = 10 AND
a3 = ’book ’;
61
Testova´n´ı aplikace Program child
Dostaneme odpoveˇd’:
child
a2 a4
12 author
13 author
14 title
15 review
11 author
Element book, ktery´ zacˇ´ına´ na rˇa´dce 10 ma´ celkem peˇt vnorˇeny´ch element˚u. Na
rˇa´dka´ch 11, 12 a 13 se nacha´zej´ı elementy s na´zvem author, na rˇa´dce 14 element
title a na rˇa´dce 15 element review.
7.2.2 Magicky´ program
Magicky´ program je optimalizace origina´ln´ıho programu pro jeden konkre´tn´ı do-
taz. Tento program je optimalizova´n pro dotaz ?- child_fffb(A, B, C, ’kon-
stanta’). Vsˇechny soubory, ktere´ se k tomuto programu vztahuj´ı, jsou k dispozici
na prˇilozˇene´m DVD ve slozˇce tests\child\magic.
Do interpretu Prologu zavedeme programy child_fffb.pro a data.pro. Pote´
zada´me dotaz:
?- child_fffb(A, B, C, ’book ’).
Dotazujeme se na stejnou veˇc, jako u origina´ln´ıho programu. Zaj´ıma´ na´s, na jake´
rˇa´dce se nacha´zej´ı elementy s na´zvem book, jak se jmenuje jejich nadrˇazeny´ element
a na jake´ rˇa´dce se nacha´z´ı. Z´ıska´me vy´sledky:
A = 2, B = 3, C = books ;
A = 2, B = 3, C = books ;
A = 2, B = 3, C = books ;
A = 2, B = 3, C = books ;
A = 2, B = 3, C = books ;
A = 2, B = 3, C = books ;
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Stejny´ vy´sledek vyp´ıˇse interpret jesˇteˇ neˇkolikra´t, pote´ chv´ıli nereaguje a nakonec
vyp´ıˇse hla´sˇku
”
Out of local stack“. Na obra´zku 5.2 jsou zobrazeny za´vislosti predi-
ka´t˚u tohoto programu. Graf obsahuje cyklus. Interpret Prologu vzhledem k neprˇ´ıme´
rekurzi nen´ı schopny´ dotaz spra´vneˇ vyhodnotit.
Zkus´ıme prˇ´ıklad prˇeve´st do databa´zove´ho prostrˇed´ı. Pomoc´ı skript˚u tables.sql
vytvorˇ´ıme potrˇebne´ tabulky, skriptem data.sql je napln´ıme vstupn´ımi daty a spusˇ-
teˇn´ım skriptu child_fffb.sql vytvorˇ´ıme ulozˇene´ funkce. Konstantu, kterou v do-
tazu chceme pouzˇ´ıt zada´me do tabulky m_child_fffb na pozici a4. V nasˇem prˇ´ıpadeˇ
vlozˇ´ıme konstantu book. Pote´ spust´ıme vy´pocˇet zada´n´ım dotazu:
SELECT main_abc ();
Funkce vra´t´ı cˇ´ıslo 70. V databa´zi bylo vytvorˇeno 70 za´znamu˚. To je oproti origi-
na´ln´ı verzi programu o pozna´n´ı me´neˇ. Pod´ıva´me se do tabulky child fffb:
child fffb
a1 a2 a3
2 17 books
2 10 books
2 3 books
Tabulka obsahuje pouze data, ktera´ jsou odpoveˇd´ı na dotaz, pro ktery´ byl tento
magicky´ program vytvorˇen. Odpoveˇd’ na dotaz se shoduje s odpoveˇd´ı origina´ln´ıho
programu. Neprˇ´ıma´ rekurze v za´vislostech mezi funkcemi nebyla prˇeka´zˇkou pro
spra´vne´ vyhodnocen´ı dotazu.
Pokud mı´sto hlavn´ı funkce main_abc() spust´ıme hlavn´ı funkci main_zyx() nebo
main_clever(), dostaneme stejny´ pocˇet vygenerovany´ch za´znamu˚ a vygenerovana´
data se budou shodovat.
7.3 Porovna´n´ı hlavn´ıch funkc´ı
Ke kazˇde´mu programu se vygeneruj´ı trˇi hlavn´ı funkce: main_abc(), main_zyx()
a main_clever(). Prvn´ı dveˇ hlavn´ı funkce ve sve´m teˇle volaj´ı ostatn´ı funkce v abe-
cedn´ım porˇad´ı, chytra´ hlavn´ı funkce zohlednˇuje jejich vza´jemne´ vztahy. Prˇi testova´n´ı
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Obra´zek 7.1: Graf za´vislosti cˇasu vy´pocˇtu programu na zvolene´ hlavn´ı funkci.
se potvrdila domneˇnka, zˇe na porˇad´ı vola´n´ı funkc´ı neza´lezˇ´ı a zˇe tedy vsˇechny hlavn´ı
funkce generuj´ı stejna´ data.
V te´to kapitole zkus´ıme zjistit, zda chytra´ hlavn´ı funkce pozitivneˇ ovlivn´ı dobu
vy´pocˇtu. V prˇedchoz´ıch prˇ´ıkladech jsme pracovali s tak maly´mi daty, zˇe doba vy´po-
cˇtu byla zanedbatelna´ a tud´ızˇ neporovnatelna´.
Vezmeˇme si opeˇt program child. Tentokra´t vsˇak bude zpracova´vat veˇtsˇ´ı vstupn´ı
soubor5, aby cˇasy vy´pocˇtu byly veˇtsˇ´ı.
Na obra´zku 7.1 vid´ıme graf za´vislosti cˇasu vy´pocˇtu programu na zvolene´ hlavn´ı
funkci. Na ose x jsou trˇi varianty hlavn´ı funkce, na ose y je cˇas vy´pocˇtu programu
v milisekunda´ch. Modrou barvou jsou zna´zorneˇny cˇasy vy´pocˇtu origina´ln´ıho pro-
gramu, r˚uzˇovou barvou cˇasy vy´pocˇtu magicke´ho programu.
Z grafu vid´ıme, zˇe optimalizace v podobeˇ magicke´ho programu je opravdu u´cˇinna´.
Cˇas vy´pocˇtu odpoveˇdi na stejny´ dotaz se oproti origina´ln´ımu programu zkra´til prˇi-
blizˇneˇ na cˇtvrtinu. Za´rovenˇ vid´ıme, zˇe chytra´ hlavn´ı funkce v prˇ´ıpadeˇ origina´ln´ıho
programu zkra´tila cˇas vy´pocˇtu prˇiblizˇneˇ o polovinu. V prˇ´ıpadeˇ magicke´ho programu
nen´ı urychlen´ı tak zrˇetelne´, doba vy´pocˇtu se zkra´tila prˇiblizˇneˇ o 30 procent.
Vy´pocˇet programu byl spousˇteˇn na studentske´m serveru students.kiv.zcu.cz.
Cˇasy vy´pocˇtu jsou pr˚umeˇrem z deseti meˇrˇen´ı. Vy´sledky jsou relevantn´ı pro konkre´tn´ı
5Vstupn´ı xml soubor i vygenerovana´ data v Prologu a SQL jsou k dispozici v prˇilozˇene´m DVD
ve slozˇce tests\child\main_function
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program a vstupn´ı soubor. Pro jine´ programy, ktere´ maj´ı jine´ vztahy mezi funkcemi,
se vy´sledky mohou liˇsit.
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8 Za´veˇr
Hlavn´ım te´matem te´to diplomove´ pra´ce je popis a realizace algoritmu, ktery´ prˇeva´d´ı
logicky´ program do ulozˇeny´ch objekt˚u SRˇBD PostgreSQL. Tomu prˇedcha´z´ı teore-
ticka´ cˇa´st, ve ktere´ jsou objasneˇny za´klady logicke´ho programova´n´ı, pra´ce s pro-
cedura´ln´ım jazykem PL/pgSQL a u´vod do teorie graf˚u.
Vytvorˇena´ aplikace PrologToPostgreSQL umozˇnˇuje prˇevod logicky´ch fakt˚u do
za´znamu˚ databa´zovy´ch tabulek. Logicka´ pravidla jsou transformova´na do ulozˇeny´ch
funkc´ı v jazyce PL/pgSQL. Prˇi kazˇde´ transformaci je vytvorˇena hlavn´ı funkce, ktera´
postupneˇ spousˇt´ı vytvorˇene´ funkce a umozˇnˇuje tak vy´pocˇet odpoveˇd´ı na dotazy.
Aplikace bude soucˇa´st´ı rozsa´hle´ho syste´mu tvorˇ´ıc´ıho experimenta´ln´ı deduktivn´ı da-
taba´zovy´ syste´m. Z toho d˚uvodu se jedna´ pouze o konzolovou aplikaci, prˇedpokla´da´
se, zˇe se bude pouzˇ´ıvat sp´ıˇse jako knihovna a komunikace bude prob´ıhat prˇes API.
Prˇi vy´voji aplikace byla zvla´sˇtn´ı pozornost veˇnova´na vytvorˇen´ı chytre´ hlavn´ı
funkce, ktera´ respektuje vztahy mezi jednotlivy´mi funkcemi a snazˇ´ı se je volat v co
nevy´hodneˇjˇs´ım porˇad´ı. Prˇi testova´n´ı se uka´zalo, zˇe pouzˇit´ı te´to hlavn´ı funkce vy´razneˇ
zrychluje vy´pocˇet programu.
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A Uzˇivatelska´ prˇ´ırucˇka
Pro spusˇteˇn´ı aplikace je nutne´ mı´t nainstalovanou Javu verze 1.6 nebo vysˇsˇ´ı. Ve
stejne´ slozˇce jako spustitelny´ soubor PrologToPostgeSQL.jar je nutne´ mı´t slozˇku
s na´zvem PrologToPostgreSQL_lib a uvnitrˇ te´to slozˇky mus´ı by´t ulozˇeny dveˇ po-
trˇebne´ knihovny: postgresql-9.3-1101.jdbc41.jar a prologparser-1.3.2.jar.
Program PrologToPostgeSQL se spousˇt´ı z prˇ´ıkazove´ rˇa´dky v na´sleduj´ıc´ım tvaru:
java -jar PrologToPostgreSQL.jar inputFile
[-out outputFile] [-db url user password]
[-clever] [-magic] [-data]
Prvn´ı argument je povinny´ a urcˇuje vstupn´ı soubor. Je mozˇne´ zadat absolutn´ı
nebo relativn´ı cestu ke vstupn´ımu souboru. Prˇep´ınacˇe -out a -db urcˇuj´ı vy´stup
programu. Je nutne´ definovat alesponˇ jeden typ vy´stupu. Za prˇep´ınacˇem -out na´-
sleduje cesta k vy´stupn´ımu souboru (absolutn´ı nebo relativn´ı). Za prˇep´ınacˇem -db
na´sleduj´ı dalˇs´ı trˇi parametry - url, user a password, ktere´ definuj´ı prˇ´ıstup do data-
ba´ze. Prˇep´ınacˇ -clever zp˚usob´ı, zˇe se kromeˇ abecedn´ıch hlavn´ıch funkc´ı vygeneruje
i chytra´ hlavn´ı funkce. Pokud bude zada´n argument -magic, bude se vstupn´ı soubor
zpracova´vat jako magicky´. Dojde tedy k male´ u´praveˇ algoritmu prˇevodu logicke´ho
programu do ulozˇeny´ch funkc´ı Pl/pgSQL. Prˇep´ınacˇ -data zp˚usob´ı, zˇe se ze vstup-
n´ıho souboru kromeˇ logicky´ch pravidel zpracova´vat i logicka´ fakta. Pokud nen´ı zada´n
zˇa´dny´ argument, je vypsa´na na´poveˇda.
Beˇhem zpracova´n´ı je vypsa´no jme´no vytvorˇene´ho docˇasne´ho souboru, ktery´ obsa-
huje kopii vstupn´ıho souboru s vy´jimkou blokovy´ch komenta´rˇ˚u. Pokud transformace
probeˇhne v porˇa´dku, je vypsa´na hla´sˇka
”
Finished.“ a je vypsa´no jme´no vy´stupn´ıho
souboru nebo url vy´stupn´ı databa´ze. Pokud se povede smazat docˇasny´ soubor, vy-
p´ıˇse se hla´sˇka
”
Temp file deleted.“. Pokud se beˇhem zpracova´n´ı vyskytne neˇjaka´
chyba, je vypsa´na chybova´ hla´sˇka.
Pouzˇit´ı PrologToPostgreSQL jako knihovny
Vytvorˇ´ıme si Java projekt, prˇipoj´ıme soubor PrologToPostgreSQL.jar jako kni-
hovnu. Pokud to SDK neudeˇla´ za na´s, prˇipoj´ıme jesˇteˇ knihovny postgresql-9.3-
1101.jdbc41.jar a prologparser-1.3.2.jar. Pote´ vytvorˇ´ıme objekt trˇ´ıdy Pro-
logToPostgreSql, mu˚zˇeme si ho prˇetypovat na rozhran´ı PrologToPostgreSqlAPI:
PrologToPostgreSqlAPI api = new PrologToPostgreSql ();
Pote´ nad vytvorˇeny´m objektem zavola´me metodu runTransformation(). Me-
toda ma´ osm parametr˚u:
String inputFilePath Absolutn´ı nebo relativn´ı cesta ke vstupn´ımu souboru.
String outputFilePath Cesta k vy´stupn´ımu souboru. Pokud ma´ hodnotu null,
nebude se vy´stupn´ı soubor generovat.
boolean magicON Pokud ma´ hodnotu true, bude se vstupn´ı program zpracova´-
vat jako magicky´. Prˇi hodnoteˇ false se bude zpracova´vat origina´ln´ım zp˚uso-
bem.
boolean cleverMainON Pokud ma´ tato promeˇnna´ hodnotu true, bude kromeˇ
abecedn´ıch hlavn´ıch funkc´ı vygenerova´na i chytra´ hlavn´ı funkce.
boolean dataON Pokud ma´ hodnotu true, budou se ze vstupn´ıho souboru kromeˇ
logicky´ch pravidel zpracova´vat i logicka´ fakta.
String url URL vy´stupn´ı databa´ze. Pokud ma´ hodnotu null, nebude se vy´stup do
databa´ze zapisovat.
String user Uzˇivatel databa´ze.
String password Heslo dane´ho uzˇivatele do databa´ze.
Pokud naprˇ´ıklad chceme spustit transformaci pro vstupn´ı soubor in.pro, vy´stupn´ı
soubor out.sql a chceme generovat chytrou hlavn´ı funkci, zavola´me metodu run-
Transformation() s teˇmito parametry:
api.runTransformation ("in.pro", "out.sql", false ,
true , false , null , null , null);
Metoda runTransformation() vrac´ı hodnotu true, pokud transformace pro-
beˇhla v porˇa´dku. Pokud se vyskytne neˇjaka´ chyba a transformace neprobeˇhne spra´vneˇ,
vrac´ı hodnotu false.
B UML diagram trˇ´ıd
C Obsah DVD
Prˇ´ılohou te´to diplomove´ pra´ce je DVD, ktere´ ma´ na´sleduj´ıc´ı strukturu:
 readme.txt – Textovy´ soubor, obsahuj´ıc´ı popis jednotlivy´ch adresa´rˇ˚u ulozˇe-
ny´ch na me´diu.
 doc – Obsahuje elektronickou verzi te´to diplomove´ pra´ce.
 PrologToPostgreSQL – Obsahuje vsˇechny soucˇa´sti programu, jako jsou spus-
titelny´ soubor a zdrojove´ ko´dy.
– bin – Obsahuje spustitelnou verzi programu a potrˇebne´ knihovny.
– doc – Vygenerovana´ programa´torska´ dokumentace.
– src – Obsahuje zdrojove´ ko´dy programu a UML diagram trˇ´ıd.
– lib – Obsahuje knihovny, ktere´ program pouzˇ´ıva´.
 tests – Obsahuje vsˇechny logicke´ programy i SQL skripty, ktere´ byly pouzˇity
prˇi testova´n´ı
– potomek – Obsahuje soubory vztahuj´ıc´ı se k programu potomek.
– child – Obsahuje soubory vztahuj´ıc´ı se k programu child.
– books.xml – Vstupn´ı xml soubor programu.
– original – Slozˇka se soubory pro origina´ln´ı verzi programu.
– magic – Slozˇka se soubory pro magickou verzi programu
– main functions – Veˇtsˇ´ı data pro porovna´n´ı vy´konu hlavn´ıch funkc´ı.
