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Resumen
La criptograf´ıa contempora´nea se halla en un proceso de bu´squeda de v´ıas alternativas para la
consecucio´n de unos mı´nimos a la hora de proteger tanto el intercambio como el almacenamiento
de informacio´n. Hasta ahora el nivel de proteccio´n alcanzado descansaba sobre la imposibilidad
pra´ctica de efectuar, en un tiempo razonable, una cierta cantidad de ca´lculos. As´ı ocurre en la
criptograf´ıa de clave secreta, donde la dificultad con la que se topa el atacante es, en u´ltima in-
stancia, la longitud de la clave empleada, y en la criptograf´ıa de clave pu´blica, donde se aprovecha
la dificultad asociada a la resolucio´n de ciertos problemas matema´ticos como la factorizacio´n de
nu´meros grandes y el del logaritmo discreto. En el caso de la criptograf´ıa de clave pu´blica, las
operaciones involucradas en el cifrado y descifrado de informacio´n hacen que el proceso sea ex-
cesivamente lento. A esto hay que an˜adir la posibilidad de que un futuro no demasiado lejano la
capacidad de co´mputo se vea enormemente incrementada como consecuencia de la aparicio´n del
computador cua´ntico. Es por ello que no resulta peregrina la idea de buscar otras maneras de
cifrar informacio´n de menor carga computacional y que, frente a las citadas amenazas, proporcio-
nen un nivel de seguridad igual al proporcionado en la actualidad por los criptosistemas cla´sicos.
Es aqu´ı donde entra en juego el caos. Los sistemas cao´ticos son sistemas dina´micos con una serie
de propiedades entre las que destacan la gran sensibilidad respecto a las condiciones iniciales y los
para´metros de control que rigen su evolucio´n temporal. En efecto, si se consideran las secuencias
temporales generadas a partir de sendas observaciones de un cierto sistema dina´mico cao´tico para
dos configuraciones iniciales mı´nimamente distintas, se comprueba que presentan una divergencia
creciente. Es decir, al principio las muestras temporales que vamos obteniendo son casi iguales, a
continuacio´n empiezan a diferenciarse para, finalmente, ser totalmente distintas. Lo mismo ocurre
si se analiza un sistema dina´mico cao´tico para una misma configuracio´n inicial y diversos valores
del para´metro o para´metros que controlan la dina´mica o evolucio´n temporal del observable aso-
ciado al sistema en cuestio´n. De esta forma, tanto la configuracio´n inicial como el para´metro o
para´metros de control de un sistema cao´tico pueden ser interpretados como claves de un sistema
criptogra´fico, mientras que la serie temporal a la que lleva la observacio´n del sistema puede ser
explotado como veh´ıculo para portar la informacio´n de forma subrepticia. En esta l´ınea, la u´nica
manera de recuperar la informacio´n consistir´ıa en la regeneracio´n del sistema cao´tico, cosa que so´lo
se puede lograr si se conocen con gran precisio´n tanto su configuracio´n inicial como el para´metro
o para´metros que controlan su dina´mica.
Ahora bien, ¿es factible inferir la configuracio´n inicial y para´metro o para´metros de control
del sistema por mero ana´lisis de la serie temporal a la que da lugar el sistema cao´tico? Pues
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4bien, en lo que sigue se tratara´ de responder la pregunta para el caso de un tipo espec´ıfico de
sistemas cao´ticos, los sistemas dina´micos discretos (o mapas) unimodales, a trave´s del estudio de
su dina´mica simbo´lica. En el cap´ıtulo 1 se presenta una contextualizacio´n de este problema, al
mismo tiempo que se sen˜alan de forma ma´s prolija los objetivos que se pretenden saldar con este
trabajo. En el cap´ıtulo 2 se definen detalladamente las funciones matema´ticas que van a dar cuerpo
a los sistemas dina´micos discretos unimodales aludidos. Adema´s, se explica que´ son las secuencias
simbo´licas y co´mo se pueden ordenar. Este orden permitira´ establecer una relacio´n directa entre las
secuencias simbo´licas y las condiciones iniciales de los sistemas dina´micos implicados. Ahora bien,
no sera´ hasta el cap´ıtulo 3 cuando se estudien las implicaciones de ese orden respecto del para´metro
que controla la dina´mica de nuestros sistemas. All´ı se vera´ que el orden creciente de las secuencias
simbo´licas informa de un crecimiento del valor del para´metro de control, lo que significa que la
observacio´n de secuencias simbo´licas aporta informacio´n sobre aquel valor. De esta forma, en los
cap´ıtulos 3 y 4 se habra´ introducido y desarrollado una manera de convertir una serie temporal en
una secuencia de s´ımbolos, as´ı como la posibilidad de ordenar esas secuencias en correspondencia
con la condicio´n inicial y el para´metro de control. En el cap´ıtulo 5 se dejara´ patente que es viable
enunciar el orden ya explicitado en base a los co´digos de Gray. Estos co´digos son muy conocidos
en el a´mbito de la teor´ıa de la comunicacio´n y, en nuestro caso, permiten una comprensio´n ma´s
intuitiva del problema que nos ocupa y un proceso de inferencia ma´s liviano e inmediato. En este
u´ltimo sentido, un paso ma´s sera´ la definicio´n del concepto de GON , el cual permite convertir el
formato binario tras un co´digo de Gray en un nu´mero real en el intervalo [0, 1]. Se vera´ que el
crecimiento o decrecimiento de ese nu´mero GON va acompan˜ado del crecimiento o decrecimiento
de las secuencias simbo´licas, de acuerdo al orden definido en el cap´ıtulo 3 y 4. En resumidas cuentas,
mediante los cap´ıtulos referidos se habra´ logrado transformar una serie temporal en una secuencia
de s´ımbolos, la cual puede ser interpretada como un co´digo de Gray y convertida en un nu´mero
real entre 0 y 1. Adema´s, se habra´ dejado constancia de que al aumentar o disminuir el valor
del para´metro de control la serie temporal desencadenada es tal que el GON asociado tambie´n
aumenta o disminuye. De similar forma, habra´ quedado patente que, fijado el para´metro de control,
si se modifica la condicio´n inicial se registra un cambio del nu´mero GON implicado. Esto, y segu´n
se probara´ mediante simulaciones en el cap´ıtulo 5 para el caso del mapa log´ıstico y el mapa de
Mandelbrot, permitira´ aproximar tanto el valor del para´metro de control como la condicio´n inicial
que desencadena una secuencia simbo´lica dada. En definitiva, se probara´ la solvencia de la teor´ıa de
la dina´mica simbo´lica como herramienta de criptoana´lisis y, adema´s, la conveniencia de no emplear
mapas cao´ticos unimodales en el disen˜o de nuevos criptosistemas.
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Cap´ıtulo 1
Introduccio´n
En el presente trabajo se efectu´a un ana´lisis de un determinado conjunto de sistemas discre-
tos unidimensionales. Un sistema dina´mico discreto unidimensional esta´ caracterizado por una
expresio´n del tipo
xn+1 = f(xn, µ). (1.1)
Si se considera un cierto valor inicial x0, es posible generar una serie nume´rica de la forma
{x0, x1 = f(x0, µ), x2 = f(x1, µ), . . .}. Los sucesivos valores referidos por la serie en cuestio´n de-
pendera´n tanto de la condicio´n inicial como del valor del para´metro µ. Supongamos que se tiene
acceso a un subconjunto de K valores de aquella secuencia de nu´meros, pero no se sabe cua´l es
el valor del para´metro µ. Si el conjunto de K valores es interpretado como una serie temporal,
nuestro objetivo sera´ predecir nuevos valores en base a los que ya conocemos. Una primera alterna-
tiva es sugerida por el teorema de los retrasos de Takens [Tak81]. Dicha propuesta lleva a cabo la
reconstruccio´n dina´mica del espacio de estados del sistema dina´mico subyacente en base a la serie
temporal de K valores. Existen una gran cantidad de trabajos que explotan tal teorema, as´ı como
las posteriores aportaciones de [Aba96, Fra89]. No obstante, tal enfoque so´lo es viable si los datos,
o lo que es lo mismo, los K valores con los que se cuentan no llevan impl´ıcito ruido alguno, pues
de lo contrario el espacio de estados reconstruido no se corresponde con el determinado por (1.1).
Adema´s, la implementacio´n del esquema de reconstruccio´n dina´mica es bastante complejo e im-
plica, en la mayor´ıa de los casos, la utilizacio´n de herramientas de ardua configuracio´n, como son
las redes neuronales [ME99, AE01], la transformada wavelet [CHFH95, AV05] o filtros adaptativos
[EMC97, ME98, ME02].
Una segunda opcio´n es hacer uso de la teor´ıa de la dina´mica simbo´lica, siempre y cuando
la funcio´n f(x) responda a una series de exigencias mı´nimas. En efecto, si f(x) es una funcio´n
unimodal, esto es, si so´lo presenta un punto cr´ıtico (un ma´ximo o un mı´nimo), es factible generar,
a partir de una cierta secuencia nume´rica una secuencia simbo´lica que, en u´ltima instancia, es
asimilada como una secuencia binaria, es decir, un conjunto de ceros y unos. Para ello se considera
el conjunto {xi, xi+1, . . . , xi+K−1} de K valores obtenidos mediante la iteracio´n de (1.1), a partir
de un cierto valor inicial x0 y un determinado µ. Sea y0 el punto cr´ıtico de f(x). Cada uno de
los xi va a ser comparado con y0 de forma que se le hace corresponder un determinado s´ımbolo
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Si ∈ {L,R}. As´ı, se tiene que
Si =
L si xi < y0R si xi ≥ y0 . (1.2)
Pues bien, el objetivo sera´ utilizar la secuencia simbo´lica recie´n introducida para inferir el valor
del para´metro µ. Al retener so´lo la informacio´n concerniente a la posicio´n relativa de los valores xi
respecto de y0, el enfoque ofrecido a trave´s de la dina´mica simbo´lica suaviza el impacto de valores
xi ruidosos a la hora de recuperar µ. Adema´s, los resultados teo´ricos derivados del estudio de la
dina´mica simbo´lica son la u´nica herramienta que se precisara´ en este u´ltimo contexto, constata´ndose
una significativa reduccio´n de la complejidad del esquema de recuperacio´n de µ.
1.1. Antecedentes
Segu´n resen˜a [HZ98], los or´ıgenes del estudio de la dina´mica simbo´lica datan de mediados del
siglo XIX, si bien los primeros documentos concluyentes al respecto son [Had98] y [Mor21]. En
1938 Morse y Hedlung desarrollan una teor´ıa topolo´gica de los sistemas dina´micos que aborda
la dina´mica simbo´lica [MH38]. Sin embargo, sera´ en 1973 cuando aparecera´ el que, hasta hoy,
es el trabajo ma´s importante en el campo de la dina´mica simbo´lica [MSS73]. Dicho trabajo fue
llevado a cabo en el contexto de la teor´ıa combinatoria, aunque muy pronto sus resultados fueron
trasladados al campo de la dina´mica de sistemas. En efecto, [MSS73] pone de relieve la posibilidad
de detectar y localizar o´rbitas perio´dicas de sistemas discretos unimodales sin ma´s que analizar las
secuencias simbo´licas construidas a partir de los mismos. Posteriormente, en [DGP78] se presenta
la herramienta de composicio´n ∗ que pon´ıa de relieve la estructura auto-similar apreciable en los
diagramas de bifurcacio´n. Es a partir de este momento cuando se comienza a hablar de la teor´ıa
de Dina´mica Simbo´lica Aplicada.
Posteriormente, y siempre sobre los resultados cosechados en [MSS73], aparecen una serie de
publicaciones que ampl´ıan y matizan aspectos de la dina´mica simbo´lica. De entre este conjunto de
aportaciones destaca [WK87]. En este art´ıculo se ensancha el espectro de funciones de iteracio´n f(x)
sobre las que es posible aplicar los resultados de la dina´mica simbo´lica. En efecto, [WK87] prueba
que las exigencias impuestas por [MSS73] pueden ser relajadas. Asimismo, [WK87] demuestra una
serie de lemas y teoremas que en [MSS73] carec´ıan de demostracio´n. Pero, sobre todo, [WK87]
introduce una formulacio´n mucho ma´s elegante y fa´cil de manejar.
Sucintamente, [MSS73] y [WK87] informan de la existencia de un ordenamiento de las secuencias
simbo´licas obtenidas a partir de un sistema dina´mico definido de forma similar a (1.1). Es ma´s, se
demuestra que ese ordenamiento se corresponde con el del para´metro µ. Es decir, al aumentar el
valor de µ se verifica un crecimiento de las sucesivas secuencias o patrones generados conforme el
orden recie´n citado. Pues bien, en [ARPM98b] se hace notar que ese orden puede ser interpretado
en base a los co´digos de Gray. Dicho de otra forma, [ARPM98b] resalta que, si f(x) es una funcio´n
continua, unimodal y co´ncava, al aumentar el valor de µ las secuencias simbo´licas que se generan a
partir de y0, y en base a (1.1), esta´n ordenadas segu´n la codificacio´n presentada por Gray [Gra53].
Posteriormente, [Cus99] traza el nexo de unio´n entre lo descrito en [ARPM98b] y lo que ya hab´ıa
sido referido por [MSS73] y [WK87]. De este modo, las aclaraciones introducidas por [Cus99]
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hacen ver que el trabajo de [ARPM98b] supone la introduccio´n de un orden equivalente a los ya
mencionados por [MSS73] y [WK87]. Ahora bien, esa nueva o´ptica del orden de las secuencias
simbo´licas de un mapa unidimensional resulta ma´s fa´cil de manejar, hecho que se puso au´n ma´s
de relieve a ra´ız de [ARPM98a], [AMRP03] y [WHZ04]. En este u´ltimo art´ıculo se expande aquel
concepto de orden en base a los co´digos de Gray y se introduce el Nu´mero Gray de Orden oGON (del
ingle´s Gray Ordering Number). Adema´s, en [WHZ04] se presenta un algoritmo construido sobre
el GON que permite obtener el valor de µ que genere una cierta secuencia simbo´lica ligada a un
mapa unimodal dado segu´n (1.1).
1.2. Objetivos
La meta esencial de la labor recogida en este documento es la de explorar y explotar la potencia
de la teor´ıa de la dina´mica simbo´lica en el terreno del criptoana´lisis de criptosistemas ca´oticos.
Esta virtud ya ha sido destacada por [AMRP03], donde se utiliza el concepto de GON para
desarrollar un criptona´lisis de una versio´n simplificada del criptosistema cao´tico propuesto en
[Bap98]. Grosso modo, existe un conjunto de criptosistemas cao´ticos que transforman una cierta
informacio´n generando informacio´n cifrada a trave´s de un proceso de enmascaramiento apoyado en
un sistema definido de modo similar al recogido en la ecuacio´n (1.1). De esta forma, si fuera posible
encontrar una v´ıa a trave´s de la cual reproducir la dina´mica de (1.1), se estar´ıa en condiciones
de recuperar la informacio´n original en base a la cifra generada por el criptosistema cao´tico en
cuestio´n. Pues bien, el ana´lisis de la dina´mica simbo´lica de determinado tipo de sistemas dina´micos
discretos permite deducir valores referentes al para´metro o para´metros que determinan la evolucio´n
temporal de los mismos, lo que, en ciertos casos [AMRP03], puede ser de gran ayuda a la hora de
implementar el criptoana´lisis de un criptosistema cao´tico.
Con la premisa recie´n esbozada, se comenzara´ presentando los aspectos esenciales de la teor´ıa
de la dina´mica simbo´lica aplicada siguiendo la l´ınea marcada por [WK87]. En esta primera fase las
secuencias simbo´licas son generadas a trave´s de un proceso iterativo tal que
xn+1 = f(xn), (1.3)
mientras que en un segundo estadio, y bajo el auspicio de [MSS73], se incluye en la dina´mica un
para´metro de forma que el mecanismo autorecurrente de generacio´n de valores y, por ende, de
s´ımbolos queda referido mediante
xn+1 = λf(xn). (1.4)
Se mostrara´n una serie de consideraciones esenciales respecto al v´ınculo patente entre el orde-
namiento de las secuencias simbo´licas y el crecimiento del para´metro λ. Tras esto, se demostrara´ que
ese orden tambie´n puede expresarse mediante los co´digos de Gray, segu´n queda referido en [ARPM98b],
[Cus99] y [WHZ04]. Con objeto de hacer ma´s notoria y evidente la relacio´n entre un cierto co´digo
Gray y un determinado valor de para´metro, se definira´ el concepto de Nu´mero de Orden Gray o
GON. La evaluacio´n y ana´lisis del GON en funcio´n de λ y de la condicio´n inicial x0 permitira´n
llegar a una serie de conclusiones que, en u´ltima instancia, sera´n suficiente para disen˜ar estrategias
o algoritmos que propicien la determinacio´n bien de λ, bien de x0, por mera observacio´n de una
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secuencia simbo´lica o patro´n. Dichos procedimientos sera´n puestos en liza considerando un tipo
espec´ıfico de funcio´n f(x), la funcio´n log´ıstica.
Hasta este punto todos los resultados, comentarios y conclusiones consignados son relativos a
funciones f(x) co´ncavas unimodales. Mostraremos que todo lo explicitado, una vez se hayan intro-
ducido los matices oportunos, es aplicable a funciones f(x) unimodales convexas, como es el mapa
de Mandelbrot, en virtud a que los mapas unimodales co´ncavos y convexos son topolo´gicamente
conjugados [Rom97, pa´g. 16].
Cap´ıtulo 2
Secuencias simbo´licas: a´mbito,
universalidad y orden
Conforme al estudio desarrollado en [WK87], en este cap´ıtulo se procedera´ al ana´lisis de la
dina´mica simbo´lica de un cierto tipo de funciones. Para ello, en primer lugar, se detallan las
caracter´ısticas y propiedades que identifican a esa clase de funciones para, a continuacio´n, explicitar
el procedimiento que posibilita la generacio´n de secuencias simbo´licas a partir de las mismas. Tras
esto, se presenta un criterio para ordenar las secuencias simbo´licas. Dicho criterio dara´ pie a la
presentacio´n de un concepto de gran utilidad en el a´mbito de la teor´ıa de la dina´mica simbo´lica
aplicada. El concepto en cuestio´n es el de patro´n legal. Para concluir el cap´ıtulo, se desarrollara´ la
idea de extensio´n armo´nica de un patro´n, la cual hace posible la generacio´n de nuevos patrones
legales a partir de patrones legales conocidos.
2.1. Definicio´n del a´mbito de trabajo
La clase de funciones que van a constituir el substrato del presente trabajo se nota como F .
Esta familia de funciones esta´ constituida por las funciones f definidas en el intervalo I = [−1, 1],
de modo que cada funcio´n f es unimodal y satisface:
1. f es continua en I y f(1) = f(−1) = −1
2. f alcanza su ma´ximo fmax ≤ 1 en un subintervalo [am, bm] ⊂ I tal que am ≤ bm
3. f es estrictamente creciente en [−1, am] y estrictamente decreciente en [bm, 1]
Definicio´n 2.1. Se define un patro´n P o secuencia LR como P = A1A2 · · ·Ak, con Ai ∈ {L,R}
y 1 ≤ i ≤ k <∞. El conjunto de todos estos patrones queda designado como P.
Definicio´n 2.2. Se define el valor y0 = (am + bm) /2.
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Definicio´n 2.3. Para cada f ∈ F y cada P ∈ P se definen las siguientes aplicaciones:
fL(x) = f−1(x) ∩ ([−1, am) ∪ {y0}) , ∀x ∈ f(I),
fR(x) = f−1(x) ∩ ([bm, 1) ∪ {y0}) ,∀x ∈ f(I),
fP (x) = fA1fA2 · · · fAk(x), si {x, fAk(x), fAk−1fAk(x), . . . , fA2fA3 · · · fAk(x)} ⊂ f(I).
Definicio´n 2.4. Si y1 = fAk(y0), y2 = fAk−1(y1), . . . , yk = fA1(yk−1), la secuencia {y0, y1, . . . , yk}
de puntos en I constituye la ruta inversa generalizada de P . Dicha ruta es representada como
WP,f . Se dice que yk es el punto final de WP,f y se nota L(WP,f ) = yk.
2.2. Universalidad de los patrones
A continuacio´n, se presenta un teorema que demuestra que el orden en R de los puntos finales
para los diversos patrones es independiente del tipo de funcio´n f ∈ F seleccionado.
Teorema 2.1. Sean f, g ∈ F y P,Q ∈ P, de modo que P = A1A2 · · ·Ak y Q = B1B2 · · ·Bn.
Asumiendo que fP (y0), fQ(y0), gP (y0), gQ(y0) esta´n bien definidas, se tiene que
L(WP,f ) < L(WQ,f ) (2.1)
si y so´lo si
L(WP,g) < L(WQ,g). (2.2)
Demostracio´n. La demostracio´n del teorema se llevara´ a cabo en base a las caracter´ısticas de
monoton´ıa de la funciones de la clase F , de forma que todos los comentarios y conclusiones son
aplicables a todas las funciones de la familia. Por ello, ese conjunto de resultados a los que llegaremos
constituira´n, en u´ltima instancia, la prueba de la relacio´n de equivalencia patente entre (2.1) y (2.2).
En primer lugar, se considera el caso en el que A1 6= B1. En esta situacio´n, la condicio´n referida
mediante la inecuacio´n (2.1) obliga a que A1 = R y B1 = L, hecho que, unido a las caracter´ısticas
de monoton´ıa de la funcio´n g, hace que se cumpla (2.2). Por otro lado, si A1 = B1 es preciso
analizar las siguientes situaciones:
a) A1 = B1 = R. Dentro de este caso se tienen las siguientes situaciones:
a.1) k = 1. Dado que se cumple (2.1), necesariamente n ha de ser mayor que 1, esto es, se
tiene que n > 1, de lo contrario P = Q = R, es decir, L(WP,f ) = L(WQ,f ), lo que
no corresponde a lo dictado por (2.1). Por otro lado, el intervalo I se divide en dos
regiones simbo´licas. Todos los puntos x tales que x ∈ [−1, y0) esta´n en la regio´n L,
mientras que los x tales que x ∈ (y0, 1] esta´n en la regio´n L. Pues bien, se tiene que
para todo x en la regio´n L la funcio´n de preima´genes fR(x) aumenta a medida que x
disminuye, siendo en x = y0 donde se alcanza el valor mı´nimo de fR(x) para los puntos
x de la regio´n L (mirar Fig. 2.1). Por el contrario, si x pertenece a la regio´n R, entonces
fR(x) es una funcio´n decreciente con ma´ximo para x = y0. Esto fuerza B2 = L, de lo
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Figura 2.1: Preima´genes para una funcio´n perteneciente a la clase de funciones F .
contrario incurrir´ıamos en contradiccio´n con respecto a (2.1). Tanto en cuanto todas
la inferencias efectuadas son motivadas por las caracter´ısticas de monoton´ıa de f , las
mismas conclusiones se sacan respecto de g y, consiguientemente, se cumple (2.2).
a.2) n = 1. Asumiendo que se se da la situacio´n resen˜ada por (2.1), si n = 1 y A1 = B1 = R,
para que se cumpla (2.1) es necesario que k > 1 y que A2 = L. En efecto, si x pertenece
a la regio´n L definida sobre intervalo de partida I, la funcio´n de preima´genes fL(x)
es decreciente con respecto a x con ma´ximo fL(y0), lo que sen˜ala la necesidad de que
A2 se igual a L, si se cumple (2.1). Finalmente, g es equivalente a f en lo referente a
monoton´ıa y, por ello, se cumple (2.2).
a.3) k 6= 1, n 6= 1. Los patrones son P = RA2 · · ·Ak ≡ RP ′ y Q = RB2 · · ·Bn ≡ RQ′. En
base a esta nueva representacio´n de los patrones, y teniendo presente la monoton´ıa de
la funcio´n f , la inecuacio´n (2.1) conduce a
L(WP ′,f ) < L(WQ′,f ). (2.3)
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De similar manera, (2.2) lleva a
L(WP ′,g) < L(WQ′,g). (2.4)
Si el primer s´ımbolo de P ′ es distinto del primer s´ımbolo de Q′, estaremos en la primera
situacio´n evaluada, esto es, aquella en la cual el primer s´ımbolo de P ′ es L y el de Q′ es
R. De no ocurrir esto, habr´ıa que proseguir con la eliminacio´n de s´ımbolos de cabecera
hasta que contemos con un u´nico s´ımbolo o exista una discrepancia entre las cadenas
derivadas a partir de las originales P y Q. En este u´ltimo supuesto, esa diferencia,
segu´n lo marcado por (2.1), queda constatada mediante la presencia de una cadena
(la obtenida a partir de P ) encabezada por una L y una segunda cadena (la generada
segu´n Q) encabezada por R. En cualquier caso, la imposicio´n de (2.1) refrenda, en u´ltima
instancia, (2.2).
b) A1 = B1 = L
b.1) k = 1. En primer te´rmino, n ha de ser mayor que uno, de lo contrario no se cumplir´ıa
(2.1). Por otro lado, fL(x) es una funcio´n creciente respecto de x. Esto hace que para
x en la regio´n L toda preimagen sea inferior a fL(y0), mientras que para x en la regio´n
R todas la preima´genes son mayores que fL(y0). Por tanto, para que se satisfaga (2.1)
se ha de tener B2 = R. Dado que g presenta las mismas caracter´ısticas de monoton´ıa, y
dado que todo el razonamiento se ha llevado sobre las mismas, se tiene que (2.2) tambie´n
se cumple.
b.2) n = 1. Si k = 1 estar´ıamos contradiciendo lo que sen˜ala la ecuacio´n (2.1). Es decir, k > 1.
Adema´s, fL(x) es una funcio´n creciente respecto de x, con lo que la u´nica manera de
garantizar que L(WP,f ) < L(WQ,f es imponiendo A2 = L. De nuevo, la argumentacio´n
en pro de lo sostenido por (2.1) se ha efectuado sobre consideraciones referentes a la
monoton´ıa de f , y como a ese efecto g es equivalente a f , la verificacio´n de (2.1) lleva
impl´ıcita la de (2.2).
b.3) k 6= 1, n 6= 1. Esta situacio´n ya fue analizada para el caso A1 = B1 = R. El tipo de
ana´lisis es ide´ntico al ya practicado, por lo que, de nuevo, confirmamos que la imposicio´n
de la inecuacio´n (2.1) fuerza (2.2).
2.3. Ordenacio´n de patrones
Una vez ha sido definido el conjunto de secuencias simbo´licas y se ha probado su cara´cter
gene´rico con respecto a las funciones de la familia F , la siguiente tarea sera´ establecer algu´n criterio
que permita comparar secuencias simbo´licas con el objeto de que dicho conjunto de secuencias quede
estructurado. Es decir, es necesario introducir algu´n criterio para discernir entre secuencias, esto
es, hace falta catalogarlas, ordenarlas con objeto de posibilitar ulteriores inferencias. A este efecto
se define el orden en P.
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Definicio´n 2.5. Dados dos patrones P,Q ∈ P, se dice que P es menor que Q (o que P precede a
Q) si y so´lo si L(WP,f ) < L(WQ,f ) para cada f ∈ F . Si P is menor que Q se escribe P < Q.
Con objeto de analizar el orden de los patrones, se hara´ uso de la funcio´n tria´ngulo:
f0 ∈ F : f0 =
 2x+ 1 si − 1 ≤ x ≤ 0−2x+ 1 si 0 ≤ x ≤ 1 . (2.5)
Esta funcio´n da pie a un tipo especial de ruta inversa al considerar un patro´n. Dicha ruta se conoce
como ruta inversa esta´ndar.
Definicio´n 2.6. Para cada P ∈ P se llama ruta inversa esta´ndar de P a la ruta inversa WP,f0 ,
mientras que el punto final de esa ruta esta´ndar sera´ el valor esta´ndar de P .
Cada uno de los patrones de P da lugar un valor esta´ndar concreto, de modo que todos esos
valores esta´ndares esta´n ordenados segu´n el orden natural de los o´rdenes reales. Pues bien, ese orden
patente en los valores esta´ndares no es sino una consecuencia inmediata del orden subyacente a P.
Definicio´n 2.7. Sea LP = L(WP,f0). Se define el conjunto de nu´meros reales
E = {LP : P ∈ P} . (2.6)
El conjunto ordenado {P, <} es isomorfo a E (dotado del orden de los nu´meros reales).
Una primera propiedad del orden definido en P puede expresarse en forma de proposicio´n.
Proposicio´n 2.1. Para dos patrones P y Q cualesquiera, siempre se puede encontrar un patro´n
entre ellos.
Demostracio´n. La demostracio´n de esta proposicio´n se hara´ trabajando con el mapa tria´ngulo, pues
el teorema 2.1 demuestra la generalidad de cualquier observacio´n referente a la dina´mica simbo´lica,
aunque la misma derive del ana´lisis de una funcio´n concreta en F . En primer lugar, se definen δL =
1/2 y δR = −1/2. Para x ∈ I y A ∈ L,R, se tiene que fA0 (x) = δA(x− 1). En consecuencia, para
P = A1A2 · · ·Ak−1Ak tenemos, fAk0 (0) = −δAk , fAk−10 fAk0 (0) = fAk−10 (−δAk) = δAk−1 − δAk−1δAk
y
LP = fP0 (0) = −δA1 − δA1δA2 − · · · − δA1δA2 · · · δAk =
k∑
i=1
i∏
j=1
δAj . (2.7)
En efecto, la ecuacio´n (2.7) demuestra la proposicio´n 2.1.
En lo que ha precedido, al hacer referencia a una cierta secuencia P en P de longitud n era
necesario explicitar los n s´ımbolos que la conforman. Con intencio´n paliativa a efectos de notacio´n,
se introduce el concepto de sucesio´n de potencias.
Definicio´n 2.8. Si P es un patro´n en P, podemos escribir
P = Li(1)RLi(2)R · · ·Li(m−1)RLi(m), (2.8)
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donde i(1), . . . , i(m) son nu´meros enteros positivos y m ≥ 1. Se define la sucesio´n de potencias
de P relativa a L como el conjunto de m elementos {i(k)}mk=1. El conjunto L de todas las sucesiones
de potencias relativas a L sera´
L = {{i(1), i(2), . . . , i(m)} |1 ≤ m <∞, i(k) es un nu´mero entero positivo} . (2.9)
La ecuacio´n (2.7) mediante sucesiones de potencias queda expresada
LP = −
i(1)∑
j=1
2−j +
m∑
r=2
(−1)r
K(r)∑
j=K(r−1)+1
2−j , (2.10)
donde K(r) = i(1)+ · · ·+ i(r)+ r− 1. Esta ecuacio´n nos permite trabajar con un orden <l de tipo
lexicogra´fico.
Definicio´n 2.9. Para dos sucesiones de potencias {i(k)}m1 y {j(p)}n1 ambas en L, se dice que
{i(1), . . . , i(m)} <l {j(1), . . . , j(n)} (2.11)
si y so´lo si se satisface una de las tres siguientes condiciones:
1. Existe r tal que 1 ≤ r ≤ mı´n(m,n) de modo que i(β) = j(β) para β = 1, . . . , r − 1 y
(−1)ri(r) < (−1)rj(r).
2. m < n, i(β) = j(β) para β = 1, . . . ,m, siendo m impar.
3. m > n, i(β) = j(β) para β = 1, . . . , n, siendo n par.
De este modo, el orden en P queda expresado de forma algebraica mediante la proposicio´n que
figura a continuacio´n.
Proposicio´n 2.2. {i(1), . . . , i(m)} <l {j(1), . . . , j(n)} si y so´lo si
m∑
β=1
(−1)β [i(β) + 1] /xβ <
n∑
β=1
(−1)β [j(β) + 1] /xβ , (2.12)
donde x ≥ 2 + ma´x {i(1), . . . , i(m), j(1), . . . , j(n)}.
Demostracio´n. En primer te´rmino, supongamos que i(1) = j(1),. . . ,i(β − 1) = j(β − 1), i(β) 6=
j(β), con β ≤ mı´n(m,n). Tambie´n se asume que β es par. La condicio´n 1 de la definicio´n 2.9
informa que {i(1), . . . , i(m)} <l {j(1), . . . , j(n)} si y so´lo si j(β) > i(β). Se escoge x ≥ 2 +
ma´x {i(1), . . . , i(m), j(1), . . . , j(n)}. Por otro lado, j(β) > i(β) y
[i(β) + 1]x−β+(x−1)x−β−1+(x−1)x−β−2+· · · < [i(β) + 1]x−β+x−β = [i(β) + 2]x−β ≤ [j(β) + 1]x−β ,
llevan a
[j(β) + 1]x−β−(x−1)−β−1−(x−1)x−β−3 · · · > [i(β) + 1]x−β+(x−1)x−β−2+(x−1)x−β−4+ · · ·
Dado que x ≥ 2 + ma´x {i(1), . . . , i(m), j(1), . . . , j(n)}, se cumple
[j(β) + 1]x−β − [j(β + 1) + 1]x−(β+1) − [j(β + 3) + 1]x−(β+3) · · · >
[j(β) + 1]x−β − (x− 1)−β−1 − (x− 1)x−β−3 · · · ,
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y
[i(β) + 1]x−β + (x− 1)x−β−2 + (x− 1)x−β−4 + · · · >
[i(β) + 1]x−β + [i(β + 2) + 1]x−β−2 + [i(β + 4) + 1]x−β−4 + · · · ,
Para β impar se sigue un procedimiento similar que llevara´ a concluir que {i(1), . . . , i(m)} <l
{j(1), . . . , j(n)} implica (2.12).
Por otro lado, para (2.12) y β par se tiene
[j(β) + 1]x−β − [j(β + 1) + 1]x−(β+1) + [j(β + 2) + 1]x−(β+2) − [j(β + 3) + 1]x(−β+3) + · · · <
[j(β) + 1]x−β + [j(β + 2) + 1]x−(β+2) + [j(β + 4) + 1]x−(β+4) · · · ,
y
[i(β) + 1]x−β − [i(β + 1) + 1]x−(β+1) + [i(β + 2) + 1]x−(β+2) − [i(β + 3) + 1]x(−β+3) + · · · >
[i(β) + 1]x−β − [i(β + 1) + 1]x−(β+1) − [i(β + 3) + 1]x−(β+3) · · · .
Adema´s, x ≥ 2 + ma´x {i(1), . . . , i(m), j(1), . . . , j(n)} conduce a
[j(β) + 1]x−β + [j(β + 2) + 1]x−(β+2) + [j(β + 4) + 1]x−(β+4) · · · <
[j(β) + 1]x−β + (x− 1)x−(β+2) + (x− 1)x−(β+4) · · · ,
y
[i(β) + 1]x−β − [i(β + 1) + 1]x−(β+1) − [i(β + 3) + 1]x−(β+3) · · · >
[i(β) + 1]x−β − (x− 1)x−(β+1) − (x− 1)x−(β+3) · · · .
Es decir, tenemos que
[j(β) + 1]xβ + (x− 1)x−(β+2) + (x− 1)x−(β−4) + · · · >
[i(β) + 1]xβ − (x− 1)x−(β+1) − (x− 1)x−(β−3) − · · · ,
lo que, a su vez, permite expresar
[j(β) + 1]x−β > [i(β) + 1]x−β − {(x− 1)x−β−1 + (x− 1)x−β−2 + (x− 1)x−β−3 + · · ·} > i(β)x−β .
Esto es j(β) + 1 > i(β)⇒ j(β) > i(β).
En segundo te´rmino, supongamos i(β) = j(β), β = 1, 2, . . . , n y n par. La condicio´n 2 de la
definicio´n 2.9 dice que {i(1), . . . , i(m)} <l {j(1), . . . , j(n)} si y so´lo si m > n. En este caso se
tendra´ que
− [1 + i(n+ 1)]x−n−1 + [1 + i(n+ 2)]x−n−2 − · · · < 0,
lo cual implica (2.12) y viceversa. La misma argumentacio´n se aplica para el caso en el que i(β) =
j(β) para β = 1, 2, . . . ,m con m impar y m < n. De este modo la demostracio´n de la proposicio´n
queda completa.
Para cerrar este apartado, la definicio´n 2.5 y la proposicio´n 2.2 llevan al siguiente teorema:
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Teorema 2.2. Sean P,Q un par de patrones en P con valores esta´ndar LP y LQ, respectivamente,
y cuyas sucesiones de potencias relativas a L son {i(p)}m1 y {j(p)}n1 . Son equivalentes:
1. P < Q,
2. LP < LQ,
3. {i(1), . . . , i(m)} <l {j(1), . . . , j(n)},
4.
∑m
β=1(−1)β [i(β) + 1] /xβ <
∑n
β=1(−1)β [j(β) + 1] /xβ,
donde x ≥ 2 + ma´x {i(1), . . . , i(m), j(1), . . . , j(n)}.
2.4. Patrones legales y rutas inversas legales
Un subconjunto de patrones dentro del conjunto P de gran importancia es el de los llamados
patrones legales o lp. Este tipo de patro´n sera´ el pilar fundamental de toda la teor´ıa recogida en
el siguiente cap´ıtulo, teor´ıa que tiene como meta esencial hallar un me´todo que haga viable la
deduccio´n de la configuracio´n propiciante de una cierta secuencia simbo´lica en el caso espec´ıfico
de un tipo determinado de funciones F (aquellas que definen un proceso iterativo que da lugar a
series temporales de esencia cao´tica). Una vez ha sido puesto de relevancia la importancia de tal
tipo de secuencias, se procede a definirlas.
Definicio´n 2.10. Dado P ∈ P y cualquier f ∈ F , si el punto final L(WP,F ) de la ruta WP,f es
mayor que cada uno de los puntos de WP,f , entonces el patro´n P es patro´n admisible o patro´n
legal, es decir, P es una lp (del ingle´s legal path). Se dice que WP,f es una ruta inversa legal o
admisible o lip (del ingle´s legal inverse path) si y so´lo si P es una lp.
La expresio´n en clave de proposicio´n de la nocio´n de patro´n legal exige la definicio´n de subse-
cuencia por la derecha o por la izquierda de un cierto patro´n.
Definicio´n 2.11. Para cualquier secuencia simbo´lica o patro´n P = A1A2 · · ·Ak ∈ P, se denomina
A1A2 · · ·Ai, para 1 ≤ i ≤ k, subpatro´n por la izquierda de P , mientras que AiAi+1 · · ·Ak
sera´ un subpatro´n por la derecha de P . El conjunto vac´ıo ∅ es un subpatro´n (por la de derecha
o por la izquierda) de P con longitud 1. Para f ∈ F la ruta inversa W∅,f y el punto final L(W∅,f )
es en ambos casos y0.
A partir de la definicio´n 2.5 se puede demostrar fa´cilmente la siguiente proposicio´n:
Proposicio´n 2.3. Un patro´n P es una lp si y so´lo si cada subpatro´n por la derecha (incluyendo
∅) de P precede a P .
La anterior proposicio´n y el teorema 2.2 conducen a:
Teorema 2.3. Supongamos P = Li(1)RLi(2)R · · ·Li(m−1)RLi(m). Entonces P es una lp si y so´lo
si
1. i(1) = 0,
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2. i(2) ≥ ma´x {i(3), . . . , i(m)},
3. si i(β) = i(2) (2 < β ≤ m), entonces
{i(β + 1), . . . , i(m)} <l {i(3), . . . , i(m)} .
2.5. Armo´nicos y contigu¨idad de armo´nicos
Segu´n lo expuesto, se cuenta con sendos criterios para la ordenacio´n de patrones y la identi-
ficacio´n de un subconjunto especial de patrones, las rutas legales o lp. Con la intencio´n de poder
construir nuevas rutas legales a partir de lp conocidas, se introducen los conceptos de armo´nico y
antiarmo´nico de un patro´n:
Definicio´n 2.12. Sea P un patro´n cualquiera. Se dice que el primer armo´nico de P en el sentido
de Metropolis-Stein-Stein (MSS) es el patro´n HMSS(P ) = PµP , donde µ = L si P contiene un
nu´mero impar de R’s, y µ = R en otro caso.
Definicio´n 2.13. Sea P un patro´n cualquiera. Se dice que el primer antiarmo´nico de P en el
sentido de Metropolis-Stein-Stein (MSS) es el patro´n AMSS(P ) = PµP , donde µ = R si P contiene
un nu´mero impar de R’s, y µ = L en otro caso.
Definicio´n 2.14. La extensio´n armo´nica de orden j, i.e., H(j)MSS(P ), es el patro´n generado al
aplicar la construccio´n armo´nica a P j veces.
Definicio´n 2.15. La extensio´n antiarmo´nica de orden j, i.e., A(j)MSS(P ), es el patro´n generado al
aplicar la construccio´n antiarmo´nica al patro´n P j veces.
Las definiciones recie´n presentadas permiten introducir un par de teoremas de gran importancia,
en la medida que facilitan au´n ma´s la generacio´n y ordenacio´n de rutas legales:
Teorema 2.4. Si P es una lp, su primer armo´nico es tambie´n una lp y, en consecuencia, todos
los sucesivos armo´nicos tambie´n lo son.
Demostracio´n. Sea P = A1A2 · · ·Ak yH = PAP . Para f ∈ F se tieneWH,f = {y0, . . . , yk, yk+1, . . . , y2k+1}.
Segu´n la paridad de P se pueden dar dos situaciones:
1. P tiene un nu´mero par de Rs, hecho que fuerza A = R. Dado que yk+1 = fA(yk), se tiene que
yk+1 > y0. Por otra parte, dado que f(x) es una funcio´n decreciente para x > y0, al calcular
inversas segu´n la rama R de f(x), las preima´genes que se van obteniendo aumentan a medida
que disminuye x. Dicho de otra forma, si se computan las preima´genes t1 y z1 (t1 y z1 esta´n
en la regio´n R de I) de un par de puntos t0, z0 tales que z0 > t0, se comprobara´ que en los
puntos finales se fragua una inversio´n del orden relativo de partida. Esto es, z1 < t1. En el
caso general de que los puntos finales se determinen segu´n la ruta inversa P , esa inversio´n
del orden relativo existira´ siempre que el patro´n en cuestio´n presente un nu´mero impar de
Rs. En nuestro caso, P presenta un nu´mero par de Rs, con lo que y2k+1 = fP (yk) es mayor
que yk+1 = fP (y0).
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2. P tiene un nu´mero impar de Rs, de modo que A = L. Ahora se cumple que yk+1 < y0 y,
teniendo presente que P invierte el orden relativo de los puntos de partida yk+1 y y0 por
contener un nu´mero impar de Rs, y2k+1 = fP (yk) > yk = fP (y0).
En definitiva, y2k+1 > yk sea cual sea la paridad de P . Por otro lado, al ser P una lp, se cumple
que yk > yi ∀i < k. Como f(x) es una funcio´n decreciente para x > y0 y creciente para x < y0,
se satisface yi 6∈ (y0, yk+1) para i menor que k (mirar Fig. 2.2).
Sea I0 = [y0, yk+1]. Se cumple yk 6∈ fAi···Ak(I0), de lo contrario se tendr´ıa que yi−1 =
fk+1−i(yk) ∈ fk+1−i
(
fA1···Ak (I0)
)
= I0, lo que contradice la anterior conclusio´n. Finalmente,
dado que yk−i+1 = fAi···Ak(y0) < yk y yk 6∈ fAi···Ak(I0), y2k+2−i = fAi···Ak(yk+1) cae a la izquier-
da de yk. En consecuencia, y2k+2−i < yk < y2k+1.
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Figura 2.2: Preima´genes de los puntos de la ruta inversa consignada mediante P .
Teorema 2.5. Para los patrones P = A1A2 · · ·Ak ∈ P y Q = PAP , donde A es bien L
o´ R, se cumple que no existe un patro´n legal intercalado entre P y Q, con respecto al orden
de P. Dicho de otro modo, considerando cualquier funcio´n f ∈ F y su ruta inversa WQ,f =
{y0, . . . , yk, yk+1, . . . , y2k+1}, no existe ruta inversa legal relativa a f cuyo punto final este´ con-
tenido en el intervalo (yk, y2k+1).
Demostracio´n. Sea xn ∈ I1 el u´ltimo punto de la ruta inversa WS,f = {x0, . . . , xn}, donde I1 =
(yk, y2k+1), S = B1B2 · · ·Bn ∈ P e x0 = y0. En primer lugar, se considera el caso n ≤ k. Se tiene
que
xn−1 = f(xn) ∈ f(I1) = (yk−1, y2k),
xn−2 = f (2)(xn) ∈ f (2)(I1) = (yk−2, y2k−1),
xn−3 = f (3)(xn) ∈ f (2)(I1) = (yk−3, y2k−2),
...
x0 = f (n)(xn) ∈ f (n)(I1) = (yk−n, y2k+1−n).
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Ahora bien, por definicio´n
(yk−n, y2k+1−n) = fAn+1···Ak (y0, yk+1) ,
intervalo que queda a la derecha o a la izquierda de x0 pero que nunca lo contiene, ya que yk−n e
y2k+1−n presentan la misma posicio´n relativa a y0 (los dos puntos esta´n a la derecha o la izquierda
de y0, pues han sido calculados a partir de puntos distintos pero siguiendo el mismo patro´n de ruta
inversa). En conclusio´n, para n ≤ k, xn 6∈ (yk, y2k+1).
Si n > k,
xn−k−1 = f (k+1)(xn) ∈ f (k+1)(I1)
= ff (k)(I1) = f ((y0, yk+1))
= (fmax, yk).
Si xn−k−1 ∈ [y2k+1, 1), dado que yk < y2k+1, esto implica que xn < xn−k−1, situacio´n no posible
en el caso de que S sea una lp. Si xn−k−1 ∈ (yk, y2k+1), el razonamiento que se sigue es el mismo
que se aplico´ a xn para n ≤ k. De este modo, si n − k − 1 ≤ k se llega a una contradiccio´n. Si
n − k − 1 > k, entonces xn−2(k+1) ∈ (yk, fmax), etc. Se repite el proceso para xn−3(k+1) y, en
caso que sea necesario, para sucesivos valores hasta hallar algu´n xi > xn, circunstancia que hace
imposible que S sea una lp. De esta forma, el teorema queda demostrado.
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Cap´ıtulo 3
Secuencias MSS
En este cap´ıtulo, y segu´n lo presentado en [MSS73], el tipo de aplicacio´n que se emplea para
efectuar el estudio de la dina´mica simbo´lica es de la forma
Tλ(xn) : xn+1 = λF (xn) = fλ(xn), (3.1)
donde F ∈ F1 y F1 ⊂ F , es decir, las funciones contenidas en F1 presentan las propiedades definidas
en el apartado 2.1 ma´s una serie de propiedades adicionales, si bien el intervalo de definicio´n de
e´stas es I = [0, 1] en lugar de [−1, 1]. Dado que el ana´lisis que se acometera´ encuentra fundamento
en las propiedades de continuidad y monoton´ıa de las funciones involucradas, el cambio de intervalo
de trabajo no tiene repercusio´n alguna.
Hasta ahora las secuencias simbo´licas han sido consideradas como rutas de inversio´n, esto es,
la ligadura que en cada momento sen˜ala cua´l de las dos inversas correspondientes a un cierto valor
F (x) debe ser tenida en cuenta. De esta forma, si se tiene una secuencia de s´ımbolos S = S1S2 . . . Sn,
donde Si ∈ {R,L} y n es la longitud de la secuencia, se determinara´n las sucesivas inversas
partiendo del punto cr´ıtico y considerando el brazo de inversio´n segu´n sen˜ale el s´ımbolo Si (si
Si = R nos quedamos con la inversa por la derecha, mientras que Si = L refiere la inversa por la
izquierda), donde i va decreciendo desde n hasta 1. En lo que sigue se articulara´ un procedimiento
de cara´cter sime´trico. As´ı, partiendo del punto cr´ıtico e iterando la ecuacio´n (3.1), se obtendra´ una
secuencia S concreta. En esta nueva perspectiva se hablara´ de itinerario de un punto en lugar de
ruta de inversio´n, te´rmino que se define como figura a continuacio´n.
Definicio´n 3.1. Supongamos que fλ(x) es una aplicacio´n del intervalo I sobre s´ı mismo. Sea x
un cierto valor contenido en el intervalo I. A partir de este ese punto se itera la ecuacio´n (3.1)
llevando a la secuencia de valores
{
f
(0)
λ (x), f
(1)
λ (x), f
(2)
λ (x), f
(3)
λ , · · · , f (i)λ (x), · · ·
}
, donde f (i)λ (x) =
fλ
(
f
(i−1)
λ (x)
)
= fλ
(
f
(i−1)
λ
(
f
(i−2)
λ (x)
))
= · · · = fλ (fλ (· · · fλ(fλ(x)) · · · ). Se define el itinerario
de un punto x ∈ I como la secuencia finita o infinita Ifλ(x) = I0I1I2 · · · . Para i ≥ 0, Ii = R si
f
(i)
λ (x) > y0, Ii = L si f (i)λ (x) < y0, Ii = C si f (i)λ (x) = y0. La secuencia Ifλ(x) termina tras la
primera C.
El estudio que se pondra´ en liza se ocupa de la identificacio´n y extrapolacio´n del conjunto de
valores de λ sobre los que informa la resolucio´n de la ecuacio´n
T
(k)
λ (y0) = y0, (3.2)
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proceso que permite definir el concepto de secuencia MSS.
Definicio´n 3.2. Se definen las secuencias de Metropolis, Stein y Stein o, de forma simplificada,
secuencias MSS a las que se obtienen al calcular el itinerario Ifλ(fλ(y0)) para los distintos
valores de λ que resultan de resolver (3.2). Si λi, i = 1, 2, . . . es ese conjunto de soluciones, las
secuencias MSS vendra´n dadas como Pλi = Ifλ(y0) = Liλi (1)RLiλi (2)R · · ·RLiλi (m), esto es, cada
secuencia MSS tiene asociada la sucesio´n de potencias {iλi(1), iλi(2), . . . , iλi(m)}. Por u´ltimo,
haremos referencia al valor de λ que da lugar a un cierto patro´n P , que es secuencia MSS,
mediante la notacio´n λP . As´ı, λR es el valor de λ que genera la secuencia RC, mientras que λRLR
da lugar a la secuencia RLRC, ambas secuencias MSS.
Proposicio´n 3.1. Toda secuencia MSS es una o´rbita superestable.
Demostracio´n. Sea f(x) = λF (x). Se tiene que
∂
∂x
f (k)(x) = f ′
(
f (k−1)(x)
)
· f ′
(
f (k−2)(x)
)
· · · f ′ (x) .
La derivada con respecto a x en y0 de f(x) es cero, ya que y0 es el punto cr´ıtico de la funcio´n
unimodal F (x). Matema´ticamente, pues, se cumple que
f ′(y0) = 0⇒ ∂
∂x
f (k)(x) = 0,
circunstancia que prueba que toda solucio´n de (3.2) da lugar a una o´rbita superestable al iterar
(3.1) desde el punto cr´ıtico y0, lo que, por su parte, implica que toda secuencia MSS es una
secuencia superestable.
Junto con el concepto de secuencia MSS, el cuerpo teo´rico que se desarrollara´ tiene como
segundo pilar la nocio´n de un determinado criterio para ordenar secuencias de s´ımbolos. La siguiente
definicio´n recoge ese criterio.
Definicio´n 3.3. Sea S el conjunto de secuencias de longitud finita o no finita constituidas como
sucesio´n de s´ımbolos R o L, excepto el u´ltimo elemento de la secuencia que siempre es igual a
C. Se define un orden lineal sobre S del siguiente modo. En primer lugar, se tiene L < C < R.
Sean S = {Si} y T = {Ti} dos secuencias en S. Sea i el primer ı´ndice en el que difieren. Si i = 0,
entonces S < T si y so´lo si S0 < T0. Si i > 0 y S0S1 · · ·Si−1 = T0T1 · · ·Ti−1 tiene un nu´mero par
de Rs, entonces S < T si y so´lo si Si < Ti. En el caso de que i > 0 y S0S1 · · ·Si−1 = T0T1 · · ·Ti−1
tenga un nu´mero impar de Rs, S < T si y so´lo si Si > Ti. A este tipo de orden se le notara´ <S .
El siguiente estadio vendra´ dado por la necesidad de buscar una correspondencia entre el orden
<S y el orden natural de los nu´meros reales del intervalo I. Esta relacio´n queda expresada en forma
de lema.
Lema 3.1. Sea F ∈ F1 e I = [0, 1]. Si Ifλ(x) < Ifλ(y) para x, y ∈ I, entonces x < y.
Demostracio´n. Se llevara´ a cabo la demostracio´n por reduccio´n al absurdo. Por tanto, de partida
se asume que la implicacio´n es falsa. Para cada u y v en I tales que
Ifλ(u) < Ifλ(v)
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v ≤ u.
Sea d(u, v) el primer entero para el cual Ifλ(u) e Ifλ(v) difieren. Adema´s, se seleccionan x, y que
cumplan las condiciones anteriores y tales que i = d(x, y) sea el valor mı´nimo. Cabe distinguir tres
situaciones distintas:
1. Si i = 0⇒

I0(x) = L o´ C, I0(y) = R
o´
I0(x) = L, I0(y) = C o´ R
En cualquier caso se deduce que x < y, hecho que contradice la hipo´tesis de partida.
2. i > 0 e I0(x) = I0(y) = L. Esta igualdad hace que el primer s´ımbolo de los itinerarios puede
ser ignorado a la hora de ordenar. Por tanto, el supuesto de partida lleva a
Ifλ (fλ(x)) < Ifλ (fλ(y)) .
Esto significa que
fλ(x) < fλ(y),
pues de lo contrario existir´ıa un valor menor que i. Como I0(x) = I0(y) = L, entonces
x, y < y0, lo que, unido a que fλ es creciente en [0, y0], hace que
x < y
3. i < 0 e I0(x) = I0(y) = R. Teniendo en cuenta que las dos secuencias que estamos compara-
ndo empiezan por el mismo s´ımbolo, es preciso comparar el itinerario a partir de fλ(x) y de
fλ(y) respectivamente, esto es, habra´ que verificar si Ifλ(fλ(x)) < Ifλ(fλ(y)) para x > y.
Por hipo´tesis, x > y. Adema´s, x e y son mayores que y0, es decir, esta´n en una regio´n donde
la funcio´n f es decreciente. En definitiva, se satisface que f(x) < f(y). De este modo, y
tambie´n como consecuencia de la premisa impuesta de partida, Ifλ(fλ(x)) > Ifλ(fλ(x)), lo
que contradice el aserto original, i.e., Ifλ(x) < Ifλ(y).
En resumen, las tres situaciones llevan a conclusiones que contradicen la asuncio´n de partida,
circunstancia que demuestra la validez del lema.
A partir de una secuencia S ∈ S de longitud n es posible derivar un conjunto de subsecuencias,
sin ma´s que prescindir de forma paulatina de sus s´ımbolos de cabecera.
Definicio´n 3.4. Sea S ∈ S una secuencia de longitud n. Se define la subsecuencia Si como la que se
obtiene a partir de S al despreciar sus primeros i s´ımbolos. Es decir, si S = S0S1S2 · · ·Si · · ·Sn−1,
Si = SiSi+1 · · ·Sn−1.
La ordenacio´n respecto de la secuencia original S de las distintas Si, permite presentar la idea
de secuencia ma´xima frente a desplazamientos.
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Definicio´n 3.5. Una cierta secuencia S ∈ S, de longitud n, se dice que es ma´xima frente a
desplazamientos si es mayor que las subsecuencias resultado de desplazar hacia la derecha i
posiciones la secuencia original, para i = 1, 2, . . . , n − 1. En otras palabras, S es ma´xima frente a
desplazamientos si S > Si para todo nu´mero entero i en el intervalo [0, n− 1].
Para concluir esta presentacio´n de los conceptos y herramientas fundamentales que se empleara´n
a lo largo del cap´ıtulo, se enuncia un teorema que identifica un tipo espec´ıfico de secuencias ma´ximas
frente a desplazamientos, dentro del cual esta´n comprendidas las secuencias MSS.
Teorema 3.1. Sea F ∈ F1 e I = [0, 1]. Para cualquier λ ∈ [0, 1/Fma´x], Ifλ(λ · Fma´x) es ma´xima
frente a desplazamientos. En particular, una secuencia MSS es ma´xima frente a desplazamientos.
Demostracio´n. Teniendo en cuenta que λ > 0, que ∀j > 0 y que ∀x ∈ I,
f
(j)
λ (x) ≤ λ · Fmax, (3.3)
si se supone que Ifλ(x) no es ma´xima frente a desplazamientos, entonces existe algu´n j > 0 tal
que
Ifλ(λ · Fma´x) < Ifλ
(
f
(j)
λ (λ · Fma´x)
)
.
En base al lema 3.1,
λ · Fma´x < f (j)λ (λ · Fma´x),
lo que contradice (3.3).
Por otro lado, sabemos que una secuencia MSS se construye iterando la funcio´n fλ para un
valor de λ que hace que se cumpla la ecuacio´n (3.2), y tomando como condicio´n inicial el punto
cr´ıtico y0. Es necesario observar que el primer s´ımbolo de la secuenciaMSS no es C sino el s´ımbolo
que corresponde a λ · F (y0), esto es, la primera iteracio´n de fλ. Ahora bien, F (y0) = Fma´x, con lo
que la secuencia MSS asociado a λ sera´ el itinerario Ifλ(λ · Fma´x) y, en conclusio´n, la secuencia
MSS sera´ ma´xima frente a desplazamientos.
3.1. Ana´lisis de la existencia y unicidad de o´rbitas n−perio´di-
cas
En [BMS86] se lleva a cabo un ana´lisis del tipo de funcio´n λF (x) basa´ndose en sus propiedades
de continuidad y convexidad. En la seccio´n que nos ocupa se recogen las principales ideas all´ı consig-
nadas, con la intencio´n de poner de manifiesto, en primera aproximacio´n, la equivalencia entre el
orden natural del para´metro λ y el orden de las secuencias simbo´licas a las que el para´metro da
lugar al iterar (3.1) a partir de y0. No obstante, las conclusiones que figuran bajo el ep´ıgrafe de esta
seccio´n son de naturaleza parcial, esto es, hara´ falta extrapolar y generalizar dichas conclusiones
para que las mismas sean aplicables en un contexto global. Esta labor sera´ la que quedara´ cerrada
en la siguiente seccio´n, con lo que esta constituye una preparacio´n o acercamiento paulatino a los
teoremas y resultados finales de aquella.
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3.1.1. Teoremas ba´sicos
Antes de nada, se presentan un par de lemas fundamentales que sera´n utilizados en las sucesivas
demostraciones.
Lema 3.2. Sea 0 ≤ a < b. Si f es co´ncava y decreciente en [a, b], entonces xf(x) es co´ncava en
[a, b].
Lema 3.3. Sean g : [a, b]→ [c, d] y f : [c, d]→ R. Si g es decreciente en [a, b] y f es creciente en
[c, d], entonces h = f ◦ g es decreciente en [a, b]. Si, adema´s, f y g son co´ncavas, entonces h es
co´ncava.
En general F (x) va a ser una funcio´n unimodal con valor ma´ximo en x = y0 = 12 , co´ncava,
creciente en [0, 1/2) y decreciente en (1/2, 1]. Adema´s, F (0) = F (1) = 0 y F (1/2) = 1. Sobre esta
funcio´n de F (x) se define un conjunto de funciones tal y como figura seguidamente:
Definicio´n 3.6. De forma recursiva, y sobre el intervalo [0, 1], se definen las funciones gn, hn como
sigue:
h0(λ) = 1 (3.4)
y para n ≥ 0,
gn+1(λ) = λ · hn(λ), (3.5)
hn+1(λ) = F (gn+1(λ)). (3.6)
En las figuras ?? y ?? se representan las funciones hn(λ) y gn(λ) para F (λ) = 4λ(1 − λ) y
diversos valores de n.
Atendiendo a las caracter´ısticas ba´sicas de F (x), es fa´cil inferir la siguiente proposicio´n.
Proposicio´n 3.2. Si F (x) es una funcio´n unimodal con valor ma´ximo en x = 12 , co´ncava, creciente
en [0, 1/2) y decreciente en (1/2, 1], de modo que F (0) = F (1) = 0 y F (1/2) = 1, y las funciones
hn, gn vienen dadas por las ecuaciones (3.4) y (3.6) respectivamente, se cumple que hn(1/2) =
1, hn(1) = hn(0) = 0 ∀n > 0.
Demostracio´n. Sabiendo que hn(λ) = F
 1︷ ︸︸ ︷λ · F
 2︷ ︸︸ ︷λ · F
· · · n−1︷ ︸︸ ︷λ · F (λ)
, se tendra´ hn(0) = F (0) =
0 = hn(1). Por otro lado, si λ = 1/2⇒ λ · F (λ) = 1/2, hn(1/2) = F (1/2) = 1.
Por induccio´n es fa´cil comprobar que se cumple:
Proposicio´n 3.3. hk−1(λ) = 12λ ⇔ (λF )(k)
(
1
2
)
= 12 .
Demostracio´n. Teniendo en cuenta que F ( 12 ) = 1, que
(
λF ( 12 )
)(k) = λ·F
 1︷ ︸︸ ︷λ · F
· · · k−2︷ ︸︸ ︷λ · F
 k−1︷ ︸︸ ︷λ · F ( 12 )
,
y que hk−1(λ) = F
 1︷ ︸︸ ︷λ · F
· · · k−2︷ ︸︸ ︷λ · F (λ)
, se comprueba que (λF )(k)( 12 ) = 12 si y so´lo si
hk−1(λ) = 12λ .
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De este modo, los valores de λ que generan o´rbitas de per´ıodo k al iterar λF (x) a partir de
x = 12 , son aquellos que determinan la interseccio´n de hk−1(λ) y la hipe´rbola y =
1
2λ . La siguiente
proposicio´n presenta una serie de implicaciones derivadas de las proposiciones 3.2 y 3.3.
Proposicio´n 3.4. Sea F (x) es una funcio´n unimodal con valor ma´ximo en x = 12 , co´ncava,
creciente en [0, 1/2) y decreciente en (1/2, 1], de modo que F (0) = F (1) = 0 y F (1/2) = 1. Sean
las funciones hn, gn segu´n el par de ecuaciones (3.4) y (3.6). Si λn representa un valor de λ para
el cual λF (x) da lugar a o´rbitas de per´ıodo n, entonces se tiene que gn(λn) = 12 y hn(λn) = 1.
Demostracio´n. En efecto, para λn se tiene que hn−1(λn) = 1/(2λn). Sabiendo que gn(λ) =
λhn−1(λ), se llega a gn(λn) = λnhn−1(λn) = λn · 12λn = 12 . Este resultado, por su parte, im-
plica que hn(λn) = F (gn(λn)) = F (1/2) = 1.
Con objeto de asegurar que un cierto valor de λ propicie o´rbitas de per´ıodo k, y no menor, se
introduce la proposicio´n consignada seguidamente.
Proposicio´n 3.5. Si para un cierto valor de λ se tiene que
hk−1(λ) =
1
2λ
, (3.7)
hi(λ) 6= 12λ para i < k − 1, (3.8)
entonces tal valor de λ da lugar a o´rbitas de per´ıodo k y no menor. Adema´s, los nu´meros h0(λ) = 1,
h1(λ),. . . , hk−1(λ) son todos distintos.
Demostracio´n. La primera parte de la proposicio´n se corresponde con la proposicio´n 3.3. Respecto
a la segunda, si no se cumpliera entonces existir´ıan i, j tales que 0 ≤ i < j ≤ k − 1, hi(λ) =
hj(λ). Ahora bien, esto implica que hi+l(λ) = hj+l(λ), para l = 0, 1, 2, . . .. En particular, si
l = k − 1 − j, entonces hi+k−1−j(λ) = hk−1(λ) = 12λ , lo cual constituye una contradiccio´n. Por
tanto, la proposicio´n queda demostrada.
Por induccio´n se comprueba que
(λF )(k) (1/2) = gk(λ), para k = 1, 2, . . . , 0 < λ < 1, (3.9)
lo que implica que
hj−1(λ) < 1/(2λ)⇔ gj(λ) < 1/2⇔ (λF )(j)(1/2) < 1/2, (3.10)
y
hj−1(λ) > 1/(2λ)⇔ gj(λ) > 1/2⇔ (λF )(j)(1/2) > 1/2. (3.11)
As´ı, se tendra´ un s´ımbolo igual a R cuando hj(λ) > 12λ , mientras que hj(λ) >
1
2λ implica un s´ımbolo
igual a L. En definitiva, la secuencia MSS correspondiente a un cierto λ puede ser calculada
utilizando los valores hn.
Por otro lado, el hecho de que los valores h0(λ) = 1, h1(λ),. . . , hk−1(λ) sean distintos entre s´ı,
hace posible introducir el siguiente concepto:
Definicio´n 3.7. Se define la estructura de o´rbita asociada a un cierto λ generador de una
o´rbita perio´dica de per´ıodo k, como la permutacio´n de nu´meros enteros pi tal que
hpi(0)(λ) > hpi(1)(λ) > · · · > hpi(k−1)(λ).
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3.1.2. Existencia, unicidad y l´ımite del primer ma´ximo λ para o´rbitas
n−perio´dicas.
A la hora de tratar de localizar los valores de λ que llevan a o´rbitas superestables, el primer hito
lo constituye la determinacio´n del valor del para´metro de control conducente a o´rbitas de per´ıodo
2. Si la funcio´n F es no lineal, el siguiente teorema aporta la informacio´n relativa al citado valor.
Teorema 3.2. Si F es no lineal en [ 12 , 1], entonces existe un u´nico valor λ2 ∈ (1/2, 1) /h1(λ2) =
F (λ2) = 1/(2λ2). La secuencia MSS correspondiente a λ2 es R. Si λ ∈
(
1
2 , λ2
)
, 1/(2λ) < h1(λ) y
si λ ∈ (λ2, 1), h1(λ) < 1/(2λ). La funcio´n g2 es co´ncava en
(
1
2 , 1
)
.
Demostracio´n. Dado que F es no lineal en [ 12 , 1], existe x0 entre
1
2 y 1 tal que (x0, F (x0)) cae por
encima de la recta l(x) = 2(1− x), esto es, la recta que une los puntos ( 12 , 1) y (1, 0). Dicha recta
es, adema´s, la tangente a la hipe´rbola y = 1/(2x) en x = 1/2, de modo que F tiene puntos por
encima de la hipe´rbola en el intervalo
(
1
2 , 1
)
. Como F (1) = 0, existira´ un valor λ2, 12 < λ2 < 1 tal
que h1(λ2) = F (λ2) = 1/(2λ2). Por u´ltimo, dado que F es co´ncava en [1/2, 1], este valor ha de ser
u´nico. El hecho de que g2 sea co´ncava en (1/2, 1) se deriva del lema 3.2.
En el supuesto de que F sea lineal, el teorema procedente queda de la siguiente forma:
Teorema 3.3. Si F es lineal en el intervalo [1/2, 1], entonces λ2 = 12 es el u´nico valor de λ tal que
h1(λ) = 1/(2λ). Sin embargo, existe un u´nico λ3 tal que λ2 < λ3 < 1, h2(λ3) = 1/(2λ3). Es ma´s,
F (λ) < h2(λ) < 1/(2λ) en (λ3, 1), g3 es co´ncava en (λ3, 1) y la secuencia MSS correspondiente a
λ3 es RL.
Demostracio´n. Sabemos que F (x) es una funcio´n co´ncava y decreciente en [1/2, 1], de forma que
F (1/2) = 1 y F (0) = 0. Por ello, y como consecuencia de suponer F (x) lineal en [1/2, 1], en dicho
intervalo se tiene que F (x) = 2(1 − x). Es decir, h1(λ) = 2(1 − λ) y los valores de λ para los
que existen o´rbitas de per´ıodo 2 son aquellos que hacen h1(λ) = 1/(2λ). La u´nica solucio´n de esta
u´ltima ecuacio´n es λ = 12 . Por otro lado, h2(λ) = F (g2(λ)), donde g2(λ) = 2λ(1−λ). En el intervalo
[1/2, 1] se cumple que F (x) es co´ncava decreciente, lo que implica, segu´n el lema 3.2, que g2(λ)
tambie´n lo es en dicho intervalo lo que, a su vez y segu´n el lema 3.3, lleva a que h2 sea decreciente
y co´ncava en [1/2, 1]. Esto, por otro lado, hace que la solucio´n de la ecuacio´n h2(λ) = 1/(2λ) sea
u´nica e igual a λ3.
Como informa la proposicio´n 3.2, h2(1/2) = 1 y h2(0) = 0. Adema´s, h2(λ) es co´ncava decreciente
y, por tanto, F (λ) < h2(λ) ∀λ ∈ [1/2, 1]. Lo que es ma´s, F (λ) = h1(λ) < h2(λ) < 1/(2λ) en (λ3, 1).
Es decir, h0(λ3) = 1 > h2(λ3) > h1(λ3) y, en consecuencia, la estructura de o´rbita asociada a λ3 es
(0, 2, 1), mientras que la secuencia MSS generada por λ3 es RL. Por u´ltimo, el lema 3.2 informa
que g3 es co´ncava en (λ3, 1).
En consecuencia, so´lo existe o´rbita superestable de per´ıodo 2 si F es no lineal. El patro´n de
tal o´rbita es R (se ha omitido la C final). Si F es lineal, el segundo per´ıodo mı´nimo de o´rbita
superestable es 3, y el patro´n asociado es RL. El teorema que consta a continuacio´n demuestra
que no existe valor de λ entre 12 y λ2 tal que de´ lugar a una secuencia MSS, donde λ2 es el valor
de λ que da lugar al patro´n R, si F es no lineal, o RL si F es lineal.
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Teorema 3.4. Para λ ∈ ( 12 , λ2 = λR), se satisface 1/(2λ) < F (λ) < h2(λ) y 1/(2λ) < h1(λ) ≤
h3(λ) ≤ h4(λ) ≤ · · · ≤ h2(λ) ≤ h0(λ). En particular, no hay per´ıodos entre 12 y λ2, y IλF (λ) = R∞.
Demostracio´n. Para λ ∈ ( 12 , λ2) se tiene que 1/(2λ) < F (λ) , pues λ2 es el u´nico valor para el
que h1(λ) = F (λ) = 1/(2λ). De esto se sigue que g2(λ) = λF (λ) > 12 . Dado que F (λ) ≤ 1,
1
2 < g2(λ) ≤ λ. Por tanto, h2(λ) = F (g2(λ)) ≥ F (λ) > 1/(2λ). Para λ ∈ (12 , 1),
1/(2λ) < h1(λ) ≤ h2(λ) ≤ h0(λ).
Multiplicando por λ,
1
2
< g2(λ) ≤ g3(λ) ≤ g1(λ).
Teniendo en cuenta que F (x) es decreciente en [1/2, 1], en base a lo anterior, se cumple
F (g2(λ)) ≥ F (g3(λ))
F (g3(λ)) ≥ F (g1(λ)).
Consiguientemente,
h1(λ) ≤ h3(λ) ≤ h2(λ).
Si se repite el proceso indefinidamente se demuestra el teorema, el cual prueba que para λ ∈ ( 12 , λR)
no existe hi(λ) que corte la hipe´rbola 12λ y, en consecuencia, no hay ningu´n valor de λ que de lugar
a una o´rbita superestable.
Ya tenemos determinado el patro´n de las o´rbitas de per´ıodo 2 y 3. La pregunta que surge es:
¿que´ patro´n corresponde a las o´rbitas de per´ıodo 4, 5, 6, . . . ? La respuesta, de nuevo, es formulada
en clave de teorema.
Teorema 3.5. Supongamos n > 1 y λ2, . . . , λn determinados de forma que se verifica (λiF )(i)
(
1
2
)
=
1
2 para i = 2, . . . , n. Supongamos adema´s que
1. λ2 < · · · < λn,
2. Para cada n > 2 la estructura de o´rbita de λn es (0, n− 1, n− 2, . . . , 2, 1),
3. Para cada n > 2 la secuencia MSS para λn es RLn−2,
4. hi−2(λ) < hi−1(λ) < 1/(2λ) en (λi, 1), i = 3, . . . , n,
5. gn es co´ncava en (λn−1, 1).
Entonces existe un u´nico λn+1 > λn tal que hn(λn+1) = 1/(2λn+1). Es ma´s, las asunciones 2 y 3
se satisfacen para λn+1 y cada uno de los siguientes asertos es cierto:
i. hn−1(λ) < hn(λ) < 1/(2λ), para λn+1 < λ < 1,
ii. gn+1 es co´ncava en (λn, 1).
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Demostracio´n. Por asuncio´n, se tiene que gn(λ) = λhn−1(λ) es co´ncava en (λn−1, 1). Las proposi-
ciones 3.2 y 3.4 informan que gn(λn−1) = λn−1hn−1(λn−1) = λn−1, gn(λn) = 12 y gn(1) = 0. Por
tanto, gn es co´ncava y decreciente en (λn, 1).
Dado que hn(λn) = 1 y hn(1) = 0, existe algu´n λn+1 ∈ (λn, 1) tal que hn(λn+1) = 1/(2λn+1).
El lema 3.3 nos dice que hn es co´ncava en (λn, 1) y, en consecuencia, λn+1 es u´nica.
Para λ ∈ (λn, λn+1) se cumple hn−1(λ) < 1/(2λ) < hn(λ). En (λn+1, 1), gn−1(λ) = λhn−2(λ) <
λhn−1(λ) = gn(λ) < 12 ⇒ F (gn−1(λ)) = hn−1(λ) < F (gn(λ)) = hn(λ) < 1/(2λ).
Como hn(λ) es co´ncava en (λ, 1), hn(λn) = 1, hn(1) = 0 y 0 ≤ hn(λ) ≤ 1 para λ ∈ (λn, 1), se
concluye que hn es decreciente en (λn, 1) y, segu´n el lema 3.2, gn+1(λ) es co´ncava en (λn, 1).
Las asunciones 4 y i informan que h1(λ) < h2(λ) < . . . < hn(λ) < 1/(2λ) < h0(λ), para
λn+1 < λ < 1. Por ello, la secuencia MSS para λn+1 es RLn−1, mientras que su estructura de
o´rbita sera´ (0, n, n− 1, . . . , 2, 1).
Hasta este punto se ha mostrado que existe el siguiente orden en lo referente al para´metro λ
propiciador de o´rbitas superestables con per´ıodo creciente:
λR < λRL < λRL2 < . . . .
Ahora bien, ¿existe el l´ımite de la secuencia {λR, λRL, λRL2 , . . .}? La respuesta es afirmativa a la
vista del lema 3.4.
Lema 3.4. Se tiene que
l´ım
n→∞λRL
n = 1. (3.12)
Demostracio´n. Sea λ∞ el l´ımite de la secuencia creciente λ2, λ3, λ4, . . .. Por supuesto, λ∞ ≤ 1.
Supongamos que λ∞ < 1. Se considera la recta que une (1, 0) con (λ∞, 1/(2λ∞)). Se elige n tal
que λn sea mayor que el valor de la primera coordenada del punto de interseccio´n de esta recta
con la recta y = 1. Ahora bien, hn(λn) = 1, hn(λn+1) = 1/(2λn+1) y h(1) = 0, lo que contradice
la concavidad de hn. En consecuencia, el lema esta´ demostrado.
Todas las observaciones contenidas en esta seccio´n pueden ser resumidas y reformuladas a modo
de teorema.
Teorema 3.6. Para cada n > 1 existe un valor ma´ximo de λ, denotado por λn, para el cual
(λnF )(n)
(
1
2
)
= 12 . Adema´s, se tiene
1. 12 ≤ λ2 < λ3 < λ4 < · · · ,
2. para cada n > 2 la estructura de o´rbita de λn es (0, n− 1, n− 2, · · · , 2, 1),
3. para cada n > 2, la secuencia MSS para λn es RL(n−2),
4. para cada n > 2, λn da lugar a la u´nica o´rbita n−perio´dica cuya secuencia MSS asociada
es RLn−2,
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5. l´ım
n→∞λn = 1,
6. si F es lineal en [1/2, 1] no hay λR y si F es no lineal existe un λR u´nico, el cual se notara´ λ2.
Demostracio´n. La primera parte del teorema se demuestra partiendo de los teoremas 3.2 y teorema
3.3 , y mediante induccio´n sobre el teorema 3.5. La segunda y tercera parte del teorema ya han
sido demostradas a trave´s de la verificacio´n del teorema 3.5.
Para comprobar que λn propicia la u´nica o´rbita n−perio´dica con secuenciaMSS igual a RLn−2,
basta tener en cuenta que λn es el u´nico valor de λ mayor que λn−1 y que da lugar a una o´rbita
n−perio´dica. Si λ ∈ (λi, λi+1), i = 2, . . . , n − 2, desencadena una o´rbita n−perio´dica, entonces
hi−1(λ) < 1/(2λ) < hi(λ), con la que la secuencia MSS asociada ha de tener una R en la posicio´n
i+ 1. Con esto queda demostrada la parte 4 del teorema.
La parte 5 del teorema no es sino el lema 3.4, mientras que el apartado 6 es la expresio´n conjunta
de los teoremas 3.2 y 3.3.
3.1.3. Existencia y unicidad del segundo ma´ximo para λ generador de
o´rbitas n−perio´dicas
Dado que se ha constatado la existencia de o´rbitas superestables del tipo RLn, para n > 1,
cabe plantear la cuestio´n de la existencia de o´rbitas superestables entre el par RLn y RLn+1. El
objetivo de este nuevo apartado sera´, pues, la elucidacio´n de esta posibilidad, tarea que parte del
siguiente lema.
Lema 3.5. Si λ ≥ λRL, entonces F (λ) < 12 .
Demostracio´n. Sea c ∈ [ 12 , 1] tal que F (c) = 12 . Adema´s, se sabe que
h2(λ) = F (g2(λ)) = F (λ · h1(λ)) = F (λ · F (g1(λ))) = F (λ · F (λ · h0(λ))) = F (λF (λ)).
Dado que por hipo´tesis F (c) = 12 , se comprueba que h2(c) = F (
c
2 ). Pues bien, si c ∈ [ 12 , 1],
entonces c2 ∈ [ 14 , 12 ]. Si F (x) fuera lineal, para x < y0 = 12 dicha funcio´n vendr´ıa expresada como
F (x) = 2 · x. En este supuesto se tendr´ıa, consiguientemente, que F ( c2 ) = 2 · c2 = c. Sin embargo,
F (x) puede ser no lineal pero, en cualquier caso, es una funcio´n co´ncava. Por tanto, para x ∈ [0, y0]
se satisface F (x) ≥ x, lo que particularizando constata que F ( c2 ) ≥ c. Siguiendo la misma l´ınea de
razonamiento, para x ∈ [y0, 1] se tiene que F (x) ≥ 2 · (1−x), con lo que c ≥ 34 , pues 2 · (1−x) = 12
si y so´lo si x = 34 . Si a esto se an˜ade que
3
4 >
1√
2
, podemos escribir c > 1√
2
, circunstancia que se da
si y so´lo si c > 12·c . Finalmente, teniendo en cuenta que h2(c) = F (
c
2 ) ≥ c > 12·c y que h2(λ) ≤ 12λ
si λ ∈ [λRL, 1] (teorema 3.5), se infiere que c < λRL. Como F (x) es decreciente en [y0, 1], se cumple
que F (λ) < 12 para todo λ mayor que c y, en particular, para todo λ mayor que λRL.
El resultado de la anterior seccio´n y el lema recie´n enunciado, permiten alcanzar una serie de
resultados que, en conjunto, adquieren el cariz de teorema.
Teorema 3.7. Para cada n ≥ 5 hay un segundo valor ma´ximo de λ tal que (λF )(n) ( 12) = 12 . Este
segundo ma´ximo de λ es el u´nico valor que da lugar a o´rbitas n− perio´dicas con secuencia MSS
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igual a RLn−3R. Es ma´s, para n ≥ 5, λRLn−4 < λRLn−3R < λRLn−3 y la estructura de o´rbita de
λRLn−3R es (0, n− 1, n, n− 2, . . . , 2, 1) .
Demostracio´n. De la seccio´n 3.1.2 se sabe que:
1
2 < λRLn−4 ,
gn−1(λRLn−4) = λRLn−4 ,
gn−1(λRLn−3) = 12 ,
gn−1(1) = 0,
gn−1 es co´ncava en (λRLn−4 , 1).
Sea z el mayor nu´mero de modo que gn−1(z) = λRLn−4 . Teniendo presente que hn−1(λRLn−4) =
F (gn−1(λRLn−4) = F (λRLn−4), y dado que λRL < λRLn−4 , el lema 3.5 implica que F (λRLn−4) < 12 .
Por otro lado, gn−1 es co´ncavo y decreciente en [z, λRLn−3 ], de forma que, segu´n el lema 3.3, hn−1
es decreciente en [z, λRLn−3 ]. Esto, unido a que hn−1(λRLn−3) = 1, hace que exista un u´nico valor
de λ ∈ (z, λRLn−3) tal que hn−1(λ) = 1/(2λ). Recurriendo a los resultados de la seccio´n 3.1.2
(demostracio´n del cuarto apartado del teorema 3.6), la estructura de o´rbita asociada a este λ es
(0, n−1, n, n−2, . . . , 2, 1) y la secuenciaMSS asociada es RLn−3R. Claramente, no existe valor de
λ fuera del intervalo [λRLn−4 , λRLn−3 ] que tenga asociada esta secuencia MSS y no hay otro valor
en este intervalo tal que hn−1(λ) = 1/(2λ), ya que λRLn−4 < λ < z implica que gn−1(λ) > λRLn−4 y
hn−1(λ) = F (gn−1(λ)) < F (λRLn−4) ≤ F (λRL). Ahora bien, el lema 3.5 informa que F (λRL) < 12 ,
lo que obliga λ > 1, esto es, un valor no permitido para λ.
3.1.4. Existencia de λ desencadenante de RLR
Teniendo presente que, para n > 1, se cumple
λRLn < λRLn+1R < λRLn+1 ,
cabe preguntarse si la desigualdad tambie´n se ve satisfecha para n = 0. Despejar esta duda sera´ la
siguiente misio´n, y su producto, otra vez, un teorema.
Teorema 3.8. Supongamos que F (x) es no lineal para x ∈ [ 12 , 1] y que la derivada por la izquierda
en x = 12 es cero. Entonces existe λ ∈ (λR, λRL) tal que (λF )(4)
(
1
2
)
= 12 . La secuencia para ese λ
es RLR.
Demostracio´n. En base al teorema 3.2, existe λR en ( 12 , 1). Como F es co´ncava, F tiene derivada
por la derecha y por la izquierda en el intervalo (0, 1). Teniendo presente que h3(λ) = 1/(2λR) y
que h3(λ) > 12λ para λ ∈ ( 12 , λR) (teorema 3.4). Por otro lado, si designamos K+(x) a la derivada
por la derecha de una funcio´n K respecto de x, se expresa
h+3 (λR) = F
+(λR)g+3 (λR)
= (F+(λR))(1 + λRh+2 (λR))
= F+(λR) + λRF+(λR)h+2 (λR).
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Debido a la concavidad de F , F+(λR) es menor que la pendiente de la recta que une los puntos
(1/2, 1) y (λR, F (λR)), donde F (λR) = 12λR . Adema´s, F
+(λR) es mayor que la pendiente de la
recta que pasa por los puntos (λR, 1/(2λR)) y (1, 0). En consecuencia,
1
2λR(λR − 1) ≤ F
+(λR) ≤ −1
λR
<
−1
2λ2R
,
ya que λR es mayor que 12 , de forma que se cumple que 2 · λ2R > λR, es decir, −12λ2R >
−1
2λR
. Por otro
lado, g2(λR) = 12 y g2 decreciente en [λR, 1]. Esto lleva a
h+2 (λR) = F
−(g2(λR))g+2 (λR) = F
− (1/2) g+2 (λR) = 0.
Esto prueba que h+3 (λR) = F
+(λR) < −1/(2λ2R), es decir, h3(λ) es una funcio´n decreciente en un
entorno de λR y,por consiguiente, para valores de λ a la derecha de λR, h3(λR) < 1/(2λ). Adema´s,
h3(λRL) = 1, hecho que implica que exista λ ∈ (λR, λRL) tal que h3(λ) = 1/(2λ). Finalmente, el
primer s´ımbolo de la secuenciaMSS a la que da lugar ese valor de λ viene dado por h0(λ) = 1, valor
que es mayor que 12λ y, por tanto, el primer s´ımbolo sera´ R. El segundo s´ımbolo lo determina h1(λ).
Como h1(λ) = F (λ) y F (λ) es una funcio´n decreciente de modo que F (λR) = 1λR , se tendra´ que
para el valor de λ que nos ocupa, se satisface h1(λ) < 12λ . Es decir, el segundo s´ımbolo de la
secuencia es una L. Respecto al tercer s´ımbolo, hay que analizar h2(λ). Pues bien, dicha funcio´n
necesariamente ha de ser mayor que 1λ para nuestro valor de λ, de lo contrario la secuencia MSS
implicada ser´ıa RLL ≡ RL2. Sin embargo, el teorema 3.5 nos dice que λRL2 es mayor que λRL.
En definitiva, el tercer s´ımbolo de la secuencia MSS debe ser una R y el valor de λ involucrado se
notara´ λRLR.
3.1.5. Existencia del tercer per´ıodo ma´ximo, RLn−4R2, y del cuarto per´ıodo
ma´ximo, RLn−4RL. Unicidad del cuarto per´ıodo ma´ximo
Siguiendo la misma directriz de las secciones precedentes, es obligado inquirir en relacio´n al
patro´n que pudiera existir entre el par RLnR y RLn, con n mayor que 0. Las pesquisas perpetradas
en este sentido conforman el siguiente teorema.
Teorema 3.9. Sea n > 5. Existe λRLn−4R2 ∈ (λRLn−4R, λRLn−4).
Demostracio´n. De partida se tiene que hn−1(λRLn−4R) = 1 y hn−1(λRLn−4R, λRLn−4) < 1/(2λRLn−4),
lo que implica que existe λ ∈ (λRLn−4R,λRLn−4 ) tal que hn−1(λ) = 1/(2λ). La secuencia MSS aso-
ciada es RLn−4RQ, donde Q es R si hn−2(λ) > 1/(2λ) y L en caso contrario. Pero hn−2(λRLn−4R)
esta´ sobre la hipe´rbola y hn−2(λRLn−4) = 1. Por tanto, hn−2 esta´ sobre la hipe´rbola en λ, ya que
existe un u´nico valor de λ correspondiente a la secuencia RLn−4R, para n > 5 y segu´n refiere el
teorema 3.7. Concluyendo, la secuencia para λ es RLn−4R2.
Para concluir con este esfuerzo por delinear aproximadamente el esqueleto sobre el que descansa
el orden de las secuencias simbo´licas, en su correspondencia con el conjunto de valores posibles de
λ, se aporta un teorema que embute un nuevo tipo de patro´n entre una pareja de tipos de patrones
cuya posicio´n relativa ya ha quedado fijada.
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Teorema 3.10. Sea d tal que F (d) = 12 y d ∈
(
0, 12
)
. Se elige n0 > 6 de modo que F (λRLn0−5) < d.
Si n ≥ n0, entonces existe un u´nico λRLn−4RL ∈ (λRLn−5 , λRLn−4R).
Demostracio´n. En primer lugar, hn−1(λRLn−5) = h2(λRLn−5). Dado que n > 6, λRL < λRLn−5 y
h2(λRLn−5) < 1/(2λRLn−5). Esto, unido a al hecho de que hn−1(λRLn−4R) = 1, hace que exista
λ ∈ (λRLn−5 , λRLn−4R)/hn−1(λ) = 1/(2λ). La secuencia asociada a tal λ es RLn−4Q1Q2. Ahora
bien, hn−3 esta´ por encima la hipe´rbola para λ ∈ (λRLn−5 , λRLn−4R), circunstancia que hace
Q1 = R. Por otro lado, hn−2(λRLn−5) = F (λRLn−5), hn−2(λRLn−4R) = 1/(2λRLn−4R) y hn−2(λ) <
1/(2λ) ∀λ ∈ (λRLn−5 , λRLn−4R). Por tanto, Q2 = L.
Queda por demostrar la unicidad. Segu´n el punto ii del teorema 3.5, la funcio´n gn−2 es co´ncava
en [λRLn−5 , 1]. Adema´s, gn−2(λRLn−5) = λRLn−5 , gn−2(λRLn−4) = 1/2 y gn−2(1) = 0. Sea z0
el nu´mero ma´s grande para el cual gn−2 alcanza su ma´ximo en (λRLn−5 , λRLn−4). Si n ≥ n0 y
λRLn−5 ≤ λ ≤ z0, y teniendo en cuenta que gn−2 es creciente en [λRLn−5 , z0],
hn−2(λ) = F (gn−2(λ)) ≤ F (gn−2(λRLn−5))
≤ F (λRLn−5).
Esto implica que
hn−2(λ) ≤ F (λRLn0−5) < d <
1
2
< 1/(2λ).
Esto quiere decir que z0 < λRLn−4R. Adema´s, tenemos que
hn−1(λ) = F (gn−1(λ)) = F (λhn−2(λ)) ≤ F (λd) ≤ F (d) = 12 < 1/(2λ).
Finalmente, gn−2 es decreciente en [z0, λRLn−4 ] y, por tanto, en [z0, λRLn−4R]. Por consiguiente,
hn−2 = F (gn−2) es creciente en [z0, λRLn−4R] desde un valor menor que 12 hasta 1/(2λRLn−4R),
lo que implica que gn−1(λ) = λhn−1(λ) es creciente en [z0, λRLn−4R] desde un valor menor que
1
2 a
1
2 . Es decir, hn−1 = F (gn−1) es creciente en [z0, λRLn−4R]. Con lo cual el teorema queda
demostrado.
3.2. Principales conclusiones
Si se analiza en detalle el procedimiento puesto en juego en la anterior seccio´n, se puede com-
probar que existe de forma subyacente una especie de proceso inductivo que permite, al menos eso
parece en primera instancia, identificar un nuevo patro´n MSS a partir de una pareja de patrones
de secuencias MSS dados. No obstante, la generalizacio´n de tal observacio´n demanda un substra-
to matema´tico que va a ser presentado a continuacio´n. Para comenzar, hace falta incorporar el
siguiente lema, el cual sera´ utilizado en las demostraciones de los posteriores teoremas.
Lema 3.6. Sea B = B1B2 · · ·Bn una secuencia de s´ımbolos, con Bi ∈ {R,L,C}. Si A > BC,
donde A es una secuencia ma´xima frente a desplazamientos y BC es otra secuencia de longitud
finita y ma´xima frente a desplazamientos, entonces A ≥ (BR)∞ y A ≥ (BL)∞. En particular, si A
es de longitud infinita o si es de longitud finita de forma que A 6= D∞, donde D es una secuencia
de longitud finita, entonces A > (BR)∞ y A > (BL)∞.
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Demostracio´n. En primer te´rmino, demostraremos A ≥ (BR)∞. Sea i + 1 el primer ı´ndice donde
BC y A difieren. De esta forma, se puede expresar
BC = B0B1 · · ·BiBi+1 · · ·BnC
y
A = B0B1 · · ·BiAi+1 · · · ,
con
Ai+1 6= Bi+1.
Se debe cumplir i + 1 ∈ [0, n+ 1]. Si i + 1 ≤ n, la demostracio´n es trivial. En lo que sigue se
considera i = n. En primer lugar, se supondra´ que B tiene un nu´mero impar de R′s. En este caso,
An+1 = L y A > (BR)∞. Si, por el contrario, B tiene un nu´mero par de R′s, entonces An+1 = R
y A 6= (BR)∞, lo que permite escribir
A =
paridad impar︷︸︸︷
BR BR · · ·BR︸ ︷︷ ︸
l parejas
B0B1 · · ·Bs−1Al(n+2)+s · · · ,
(BR)∞ = BR BR · · ·BR︸ ︷︷ ︸
l parejas
B0B1 · · ·Bs−1Bs · · ·BnR · · · .
Si el nu´mero de R′s en B0 · · ·Bs−1 es t, es posible distinguir cinco casos distintos en funcio´n de la
paridad de dicho valor t y de l:
1. l y t son nu´meros enteros pares. Dado que A es una secuencia ma´xima frente a desplazamien-
tos,
A = B0B1 · · ·Bs−1Bs · · ·BnRBR · · ·B0B1 · · ·Bs−1Al(n+1)+s · · · ≥ B0B1 · · ·Bs−1︸ ︷︷ ︸
paridad par
Al(n+2)+s · · · .
Lo que informa de que
Bs = R.
Por otro lado, de nuevo mediante un desplazamiento,
BRB0B1 · · ·Bs−1︸ ︷︷ ︸
paridad impar
Al(n+2)+s··· ≤ A =
paridad impar︷ ︸︸ ︷
BRB0B1 · · ·Bs−1Bs · · ·BnBR · · · ,
lo que implica Bs = L, incurriendo en una clara contradiccio´n. En conclusio´n, l y t no pueden
ser pares de forma simulta´nea.
2. l impar, t par. Al asumir que A es ma´xima frente a desplazamientos, se verifica
A =
paridad par︷ ︸︸ ︷
B0 · · ·Bs−1Bs · · · ≥ B0B1 · · ·Bs−1Al(n+2)+s · · · ,
hecho que impone Bs = R. Dado que BR presenta un nu´mero impar de R′s, que el nu´mero
de parejas BR en comu´n es un nu´mero impar (i.e., l es impar) y que t es par se cumple
A > (BR)∞.
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3. l par, t impar. El nu´mero de R′s que preceden a Bs es impar. Como A es ma´xima frente a
desplazamientos
A = B0 · · ·Bs−1︸ ︷︷ ︸
paridad impar
Bs · · · >
paridad impar︷ ︸︸ ︷
B0 · · ·Bs−1 Al(n+2)+s · · · ⇒ Bs = L
Ahora bien,
A = BR︸ ︷︷ ︸
paridad impar
paridad impar︷ ︸︸ ︷
B0 · · ·Bs−1 Bs > BRB0 · · ·Bs−1︸ ︷︷ ︸
paridad par
Al(n+2)+s · · · ,
que impone Bs = R, lo cual contradice el resultado anterior. Consiguientemente, l par y t
impar es una situacio´n que no se va a dar.
4. l > 1 impar, t impar. Como hasta ahora A es ma´xima frente a desplazamientos,
A =
paridad impar︷ ︸︸ ︷
B0B1 · · ·Bs−1Bs · · · > B0 · · ·Bs−1︸ ︷︷ ︸
paridad impar
Al(n+2)+s · · · ⇒ Bs = L.
Por otro lado, como l > 1,
A =
paridad par︷ ︸︸ ︷
BRB0 · · ·Bs−1Bs · · · > BRB0 · · ·Bs−1Al(n+2)+s · · · ⇒ Bs = R,
hecho que prueba la imposibilidad de la casu´ıstica considerada en este punto.
5. l = 1, t impar. De forma trivial se comprueba que A > (BR)∞.
La demostracio´n para A ≥ (BL)∞ se har´ıa de forma similar concluyendo la validez del teorema.
La duda que ha dejado como herencia el estudio previo a esta seccio´n puede ser detallada en
los siguientes te´rminos. Si se tiene un par de valores para el para´metro de control λ1 y λ2 , con λ1
menor que λ2, ¿es posible encontrar un tercer valor de λ que lleve a una secuencia MSS mayor
que la secuencia simbo´lica propiciada por λ1 pero menor que la asociada a λ2? El teorema que se
va enunciar sen˜ala la factibilidad de tal circunstancia y la demostracio´n del mismo se construye
sobre el lema 3.6 y las propiedades de monoton´ıa de la clase de funciones F1.
Teorema 3.11. Sea F una funcio´n unimodal, Lipschitz, continua y con una derivada continua en
un entorno de x = 12 . Supongamos que 0 ≤ λ1 < λ2 ≤ 1 y que A es una secuencia ma´xima frente
a desplazamientos. A es cualquier secuencia distinta de L∞, C, R∞ o RL∞. Si adema´s se asume
que
Iλ1F (λ1) < A < Iλ2F (λ2). (3.13)
Entonces existe un valor de λ ∈ (λ1, λ2) tal que
IλF (λ) = A. (3.14)
El teorema tambie´n se cumple si se invierten las desigualdades de (3.13).
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Demostracio´n. Se va a llevar a cabo una demostracio´n por reduccio´n al absurdo. En primer lugar,
se asume que la conclusio´n es falsa, es decir, se verifica la relacio´n consignada por la ecuacio´n
(3.13), pero no existe λ ∈ (λ1, λ2) que satisfaga (3.14). Se definen los conjuntos
UA =
{
λ|IλF (λ) < A, λ1 ≤ λ ≤ λ2
}
y
VA =
{
λ|IλF (λ) > A, λ1 ≤ λ ≤ λ2
}
y se demuestra, gracias a la hipo´tesis de partida, que ambos son abiertos. Se obtiene pues una
particio´n del intervalo [λ1, λ2] mediante dos conjuntos abiertos, disjuntos y no vac´ıos, lo cual es
una contradiccio´n, en virtud de la conexio´n de dicho intervalo. Por tanto, la clave de la demostracio´n
consiste en probar que UA (y de forma ana´loga VA) es un conjunto abierto.
Supongamos que λ0 ∈ UA. Debemos encontrar un entorno de λ0 contenido en UA. Se pueden
dar las dos siguientes situaciones:
1. Iλ0F (λ0) es de longitud infinita. Obse´rvese que λ0 debe ser distinto de 12 . Sea n el ı´ndice
de la primera posicio´n para la cual Iλ0F (λ0) y A no concuerdan. Se trata de construir un
entorno de λ0 donde las n primeras posiciones concuerdan con Iλ0F (λ0). Esto asegurara´ que
todos los elementos de ese entorno estara´n tambie´n en UA. Por la continuidad de x 7→ λF (x),
existe un entorno de λ0 de tal forma que su imagen esta´ contenida en (0, 12 ) o en (
1
2 , 1),
segu´n sea λ0F (λ0). Este argumento se puede repetir para x 7→ (λF )i(x) con i = 1, . . . , n− 1.
Tomando la interseccio´n de estos n− 1 entornos con (0, 12 ) o ( 12 , 1) (segu´n donde este´ λ0), se
obtiene el entorno deseado. En este argumento es fundamental que las primeras n iteraciones
de Iλ0F (λ0) son R o L y que se trata de un proceso finito.
2. Iλ0F (λ0) = BC, donde B es una secuencia de longitud k. Esto implica que los k primeros
te´rminos de Iλ0F (λ0), es decir, λ0, λ0F (λ0), . . . , (λ0F )k−1(λ0) son distintos de 12 y el te´rmino
(k+ 1)-e´simo es 12 , es decir, (λ0F )
k(λ0) = 12 , con lo que la secuencia BC es MSS o ma´xima
frente a desplazamientos. Obse´rvese que el itinerario de Iλ0F ( 12 ) es una permutacio´n del de
Iλ0F (λ0).
Repitiendo el argumento del caso anterior para la funcio´n (x, y) 7→ xF (y) para las k primeras
iteraciones, se obtienen entornos de λ0 y de 12 donde los itinerarios coinciden con el de
Iλ0F ( 12 ) en las posiciones 2, . . . , k+1. En particular, existen α, δ > 0 tales que si |λ−λ0| < α
y |x− 12 | < δ entonces la posicio´n relativa a 12 de los valores (λF )i(x) y (λ0F )i( 12 ) coinciden
para i = 1, . . . , k.
Por otra parte, sea M una constante Lipschitz para F , es decir, |F (x) − F (y)| < M |x − y|
para cualquier par de reales x, y y sea η > 0 tal que si |x − 12 | < η entonces |F ′(x)| <
(3(λ0 + α)k+1Mk)−1 (esta u´ltima acotacio´n en posible en virtud de la continuidad de la
derivada en F en 12 y dado que F
′(1/2) = 0). Entonces, si x1, x2 ∈ W =
(
1
2 − η, 12 + η
)
y
|λ− λ0| < α se tiene:
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|(λF )(k+1)(x1)− (λF )(k+1)(x2)| = |λF ((λF )k(x1))− λF ((λF )k(x2))|
< λM |(λF )k(x1)− (λF )k(x2)|
< λk+1Mk|F (x1)− F (x2)|
< λk+1Mk sup
x∈W
|F ′(x)||x1 − x2|
<
1
3
|x1 − x2|.
Teniendo en cuenta que (λ0F )k(λ0) = 12 y que por tanto (λ0F )
k+1( 12 ) =
1
2 y en virtud de la
continuidad de x 7→ (xF )k+1( 12 ), podemos encontrar ² > 0 con ² < α tal que si |λ− λ0| < ²,
entonces ∣∣∣∣(λF )(k+1)(1/2)− 12
∣∣∣∣ < mı´n(η/2, δ/2).
Estas dos u´ltimas desigualdades proporcionan informacio´n sobre la totalidad del itinerario
IλF (λ) para λ tal que |λ− λ0| < ² de la siguiente forma.
Para λ ∈ (λ0 − ², λ0 + ²) se define qλ mediante la ecuacio´n (λF )(k+1)(1/2) = 12 + qλ. Supon-
gamos en primer lugar que qλ > 0. Para x ∈
(
1
2 ,
1
2 + 2qλ
)
, y dado que |2qλ| < η, se tiene∣∣∣(λF )(k+1)(x)− (λF )(k+1)(1/2)∣∣∣ < 1
3
∣∣∣∣x− 12
∣∣∣∣ < 23qλ.
Por tanto,
∣∣(λF )(k+1)(x)− ( 12 + qk)∣∣ < qk, lo que implica que (λF )(k+1)(x) ∈ ( 12 , 12 + 2qk).
En particular, si x = (λF )k+1( 12 ), se deduce que
(λF )(2(k+1)−1)(λ) = (λF )(2(k+1))(1/2) ∈
(
1
2
,
1
2
+ 2qk
)
y repitiendo este argumento,
(λF )(l(k+1)−1)(λ) = (λF )(l(k+1))(1/2) ∈
(
1
2
,
1
2
+ 2qk
)
para l = 1, 2, . . . ,
Esto implica que en las posiciones mu´ltiplos de k + 1 el itinerario IλF (λ) presenta una R.
Para el resto de posiciones se argumenta de forma similar. Como |λ−λ0| < α podemos garanti-
zar que las k primeras posiciones de los itinerarios IλF (λ) e Iλ0F (λ0) coinciden. Como adema´s∣∣(λF )(l(k+1))(1/2)− 12 ∣∣ < δ, para l = 1, 2, 3, . . ., podemos afirmar que (λF )(l(k+1)+i)(1/2) y
(λ0F )(i)(1/2) presentan la misma posicio´n relativa respecto de 12 , para i = 1, . . . , k. En
definitiva, Il(k+1)−1+i(λ) = Bi, para i = 1, . . . , k, con lo que
IλF (λ) = (BR)∞.
Del mismo modo, si hubie´ramos supuesto que qλ < 0, habr´ıamos obtenido el itinerario
IλF (λ) = (BL)∞.
Resumiendo, para |λ0 − λ| < ²,
IλF (λ) ∈ {BC, (BR)∞, (BL)∞} .
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Falta por demostrar que IλF (λ) < A y que por tanto el intervalo de centro λ0 y radio ²
esta´ contenido en UA, lo que implica que UA es un conjunto abierto.
Hemos de considerar, pues, tres casos:
A no es (BR)∞ ni (BL)∞. Se tiene que BC < A. Por el lema 3.6, se deduce que
(BR)∞ ≤ A y que (BL)∞ ≤ A. Por encontrarnos en este caso, estas desigualdades son
estrictas. Esto implica que IλF (λ) < A.
A = (BR)∞. Entonces si |λ− λ0| < ², IλF (λ) = BC o´ (BL)∞, ya que, por la hipo´tesis
de partida, se asume que ningu´n valor de λ lleva a A = (BR)∞. Si BC < (BR)∞,
entonces, simplemente aplicando la definicio´n del orden de itinerarios, se deduce que
(BL)∞ < (BR)∞. Por tanto, en este caso tambie´n se tiene que IλF (λ) < A.
A = (BL)∞. Este caso se demuestra de forma similar al anterior.
Queda por tanto demostrado que UA es un conjunto abierto. De forma ana´loga se podr´ıa
demostrar que VA tambie´n es un conjunto abierto. Se construye as´ı una particio´n del intervalo
[λ1, λ2] mediante dos conjuntos abiertos, no vac´ıos y disjuntos (son disjuntos en virtud de la
hipo´tesis de partida). Pero esto es imposible, por la conexio´n de los intervalos. Por tanto, la
hipo´tesis de partida ha de ser falsa, es decir, existe λ ∈ [λ1, λ2] tal que IλF (λ) = A, con lo
que queda demostrado el teorema.
En todo lo expuesto se han identificado secuencias MSS y han sido localizados en el seno
del conjunto ordenado de patrones P. Sin embargo, en ningu´n momento se ha demostrado la
existencia de aquellos valores λ generadores de tales patrones. Un nuevo teorema da solucio´n a
esta interrogante.
Teorema 3.12. Sea F una funcio´n unimodal, continua, Lipstchitz, co´ncava y con derivada con-
tinua en un entorno de x = 12 . Para una secuencia A ma´xima frente a desplazamientos existe
un valor de λ para el cual se cumple IλF (λ) = A. Particularizando, hay un valor λ para cada
secuencia MSS.
Demostracio´n. La secuencia L∞ se consigue para λ < 12 . C se consigue mediante λ =
1
2 . Si
λ ∈ ( 12 , λR), se genera R∞. El estudio llevado a cabo en el apartado 3.1 informa de que, para
n ≥ 0, existe λ tal que IλF (λ) = RLnC. Si A 6= L∞, C o´ RL∞, entonces bien A = R∞ o existe
n ≥ 0 tal que
RLnC ≤ A < RLn+1C.
En cualquiera de esos casos la existencia de λ se deriva del teorema 3.11.
Para concluir este apartado, y con ello el cap´ıtulo, falta establecer la relacio´n patente entre
el concepto de ruta legal o lp, introducido en el cap´ıtulo anterior, y las secuencias MSS. Con
este objeto, se analizan en detalle los dos tipos de o´rdenes hasta ahora definidos, esto es, el orden
establecido para el conjunto de patrones P (definicio´n 2.1), al que designaremos <P , y el orden
sobre el conjunto de secuencias S, es decir, <S . Dicha relacio´n queda expresada a trave´s de la
siguiente proposicio´n.
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Proposicio´n 3.6. Los o´rdenes <S y <P son equivalentes en P.
Demostracio´n. En base al teorema 2.2, basta con demostrar que, dados dos patrones P y Q con-
tenidos en P, P <S Q si y so´lo si LP < LQ. Teniendo presente que If0(LP ) = PC y If0(LQ) = QC,
donde f0 viene dada por la ecuacio´n (2.5), el lema 3.1 sen˜ala que P <S Q implica LP < LQ, dicho
de otro modo, P <S⇒ P <P Q.
Por otro lado, dado P,Q ∈ P/LP < LQ, si Q <S P , la anterior demostracio´n implica que
LQ < LP , lo cual es una contradiccio´n. Si P =S Q, por definicio´n de LP (definiciones 2.3, 2.4 y
2.7), se tiene que LP = fP0 (y0) = fQ0 (y0) = LQ, lo que de nuevo constituye una contradiccio´n. En
conclusio´n, P <P Q⇒ P <S Q tal y como se pretend´ıa demostrar.
A modo ilustrativo se lleva a cabo la reinterpretacio´n de los teoremas 3.5, 3.7 y 3.9 en base al
concepto de orden lexicogra´fico dado en la definicio´n 2.9
Segu´n el teorema 3.5, λRLn < λRLn+1 . En realidad, λRLn da lugar, al comenzar a iterar desde
x = y0, a la secuencia simbo´lica P = RLnCRLnCRLnC · · · , mientras que λRLn+1 da lugar a
Q = RLn+1CRLn+1CRLn+1C · · · . Las series de potencias asociadas a los patrones P y Q son
({i(t)}) = (0, n) y ({j(t)}) = (0, n + 1) respectivamente. La primera diferencia entre ambas
series se detecta para t = r = 2. Segu´n la definicio´n 2.9, P < Q ⇔ (−1)ri(r) < (−1)rj(r),
como r es par e i(1) = n < j(1) = n+ 1, se cumple el teorema 3.5.
Segu´n el teorema 3.7, λRLn−4 < λRLn−3R < λRLn−3 . En este caso, las sucesiones de potencias
son ({i(t)}) = (0, n − 4), ({j(t)}) = (0, n − 3, 0),({k(t)}) = (0, n − 3). Sea P la secuencia
simbo´lica ligada a ({(i(t)}), Q la asociada a ({(j(t)}) y X la correspondiente a ({(k(t)}). La
primera discrepancia entre P y Q se tiene para t = r = 1. Como r es impar, i(1) = n − 4 y
j(1) = n− 3, se verifica i(r) > j(3) y, por tanto, P > Q. Por otra parte, j(t) = k(t) ∀t < 3
y el nu´mero de elementos de ({k(t)}) es un nu´mero par e inferior al nu´mero de elementos de
({j(t)}). En consecuencia, Q < X.
Segu´n el teorema 3.9, λRLn−4R < λRLn−4R2 < λRLn−4. Ahora las sucesiones de potencias
son ({i(t)}) = (0, n− 4, 0), ({j(t)}) = (0, n− 4, 0, 0),({k(t)}) = (0, n− 4). Sea P la secuencia
simbo´lica ligada a ({(i(t)}), Q la asociada a ({(j(t)}) y X la correspondiente a ({(k(t)}). La
primera discrepancia entre P y Q se tiene para t = r = 2. Como r es par y la longitud de
la serie ({(i(t)}) es mayor que la de ({(j(t)}), P < Q. Por otra parte, j(t) = k(t) ∀t < 3 y
el nu´mero de elementos de ({k(t)}) es un nu´mero par e inferior al nu´mero de elementos de
({j(t)}). En consecuencia, Q < X.
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Cap´ıtulo 4
Co´digos de Gray
En este cap´ıtulo se van a presentar los co´digos de Gray como una manera alternativa de repre-
sentar el orden ya mencionado y desarrollado en los anteriores cap´ıtulos. Tal y como fue resen˜ado,
en [ARPM98b] los co´digos de Gray fueron introducidos como un veh´ıculo para dinamizar todo
el proceso de comprensio´n y ana´lisis del orden de las secuencias simbo´licas, en general, y de las
secuencias MSS, en particular. Tras este art´ıculo, [Cus99] trazo´ el nexo de unio´n entre el orden
expresado en te´rminos de los co´digos de Gray y el orden tal y como fue desarrollado en [MSS73] y
en [WK87]. De esta forma, la aportacio´n de [Cus99] permitio´ incorporar la base teo´rica suficiente
para demostrar las observaciones debidas a [ARPM98b]. Por u´ltimo, en [WHZ04], y sobre las con-
clusiones de [ARPM98b] y [Cus99], se llego´ a una serie de teoremas referentes a caracter´ısticas
de los co´digos de Gray en el contexto de la dina´mica simbo´lica aplicada. Ahora bien, aunque en
[WHZ04] se enuncian tales teoremas, no aparece una demostracio´n expresa de los mismos, sino
que se remite a [MSS73], [WK87] y [Cus99]. Dicho esto, el objetivo a cubrir sera´, en primer lugar,
definir los co´digos de Gray y su aplicacio´n a la teor´ıa de la dina´mica simbo´lica para, a continuacio´n,
desgranar sus principales caracter´ısticas. Esta segunda fase, pues, estara´ centrada en los resultados
cosechados por [WHZ04], aunque en este caso se incorporara´n por primera vez de forma expl´ıcita
las demostraciones de los diversos teoremas a los que el ana´lisis conducira´. De este modo, las de-
mostraciones de tales teoremas ofrecen una novedad o aportacio´n respecto de lo que hasta ahora
figuraba en la literatura ([ARPM98b], [Cus99] y [WK87]).
4.1. Co´digos de Gray y nu´mero de orden Gray
Los co´digos de Gray fueron definidos por Frank Gray [Gra53] para minimizar el error en la
lectura de codificador de eje (encoder). Posteriormente, ha sido utilizados profusamente por la
seno de la teor´ıa de la informacio´n [PM98], el a´lgebra combinatoria [KS99], la electro´nica [HH89]
y los algoritmos gene´ticos [Gol89].
Sucintamente, los co´digos de Gray son co´digos binarios, es decir, secuencias de unos y ceros
que esta´n ordenadas de forma que secuencias adyacentes so´lo se diferencian en un bit. La tabla 4.1
contiene los 8 primeros co´digos de Gray para una clase concreta de los mismos denominada co´digos
binarios reflejados, pues la mitad de los co´digos se pueden obtener por mera reflexio´n especular de
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Orden Co´digo binario Co´digo Gray
0 000 000
1 001 001
2 010 011
3 011 010
4 100 110
5 101 111
6 110 101
7 111 100
Tabla 4.1: Correspondencia entre co´digos de Gray y co´digos binarios para 3 bits.
la otra mitad.
A partir de una secuencia simbo´lica se define un co´digo de Gray en los siguientes te´rminos.
Definicio´n 4.1. Sea P = pip2 . . . un cierto patro´n y G(P ) = g1g2 · · · gn su co´digo Gray asociado,
donde pi ∈ {L,R} y
gi =
1 si pi = R0 si pi = L .
Se define la funcio´n U(P ) = u1u2 · · ·un donde g1 = u1 y ui+1 = gi ⊕ ui+1, para i ≥ 1. Por
tanto, U(P ) devuelve la cadena binaria que corresponde a un cierto co´digo Gray, es decir, es la
codificacio´n en binario de la posicio´n que ocupa un co´digo Gray de n bits en el conjunto de 2n
posibles co´digos. Por su parte, G(P ) puede obtenerse a partir de U(P ) sin ma´s que hacer g1 = u1
y gi+1 = ui ⊕ ui+1 para i ≥ 1.
De la misma forma que un nu´mero expresado en base 2 puede ser convertido en un nu´mero en
base 10, los co´digos de Gray encuentran una representacio´n en base 10 a trave´s de lo que se ha
venido a llamar nu´mero de orden Gray.
Definicio´n 4.2. Sea G(P ) = g1g2 · · · gn un conjunto de bits que representa un co´digo Gray de
longitud n. Sea U(P ) = u1u2 · · ·un el co´digo binario correspondiente a G(P ). Se define el nu´mero
de orden Gray o GON (del ingle´s Gray Ordering Number) como
GON(P ) = 2−1 · u1 + 2−2 · u2 + · · ·+ 2−n · un. (4.1)
En determinadas situaciones sera´ necesario llevar a cabo la transformacio´n del formato binario
de un co´digo de Gray en un nu´mero en base 10, segu´n un procedimiento ligeramente distinto al
anteriormente detallado. En este sentido, el nu´mero en base 10 final se conocera´ como nu´mero de
orden Gray extendido.
Definicio´n 4.3. Para una cierta cadena de bits G(P ) = g1g2 · · · gn, que representan un co´digo
Gray, se define el GON ′(P ) o GON extendido como
GON ′(P ) = GON(P ) + 2−(n+1). (4.2)
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Figura 4.1: Ca´lculo del GON extendido correspondiente a un co´digo de Gray A = a1a2 · · · an−1. Se
tiene que GON ′(A) =
n∑
k=1
bk · 2−k, donde B = b1b2 · bn−1 es el nu´mero en base 2 correspondiente
al co´digo de Gray A y bn = 1.
4.2. Ordenacio´n de patrones
En los anteriores cap´ıtulos vimos que era posible ordenar las secuencias simbo´licas que nos
deparaba la iteracio´n de una cierta funcio´n perteneciente a la clase de funciones F1. Adema´s, se
verifico´ que, en el caso de que esas funciones vengan definidas en base a un para´metro de control,
el orden de las secuencias simbo´licas es coherente con el crecimiento del para´metro de control.
En este cap´ıtulo se va a llevar a cabo la reinterpretacio´n de ese orden desde la perspectiva de los
co´digos de Gray.
La definicio´n 4.2 y el hecho de que dos co´digos de Gray consecutivos so´lo se diferencien en un
bit (consecuencia de la definicio´n 4.1), llevan a la siguiente proposicio´n:
Proposicio´n 4.1. {i(1), . . . , i(m)} <l {j(1), . . . , j(n)} si y so´lo si GON ′(P ) < GON ′(Q).
Demostracio´n. El co´digo Gray correspondiente a una serie de potencias {i(1), . . . , i(m)} es
i(1)︷ ︸︸ ︷
0000 · · · 000 1
i(2)︷ ︸︸ ︷
0000 · · · 000 1 · · · 1
i(m)︷ ︸︸ ︷
0000 · · · 000
y la secuencia binaria correspondiente es
i(1)︷ ︸︸ ︷
0000 · · · 000 1
i(2)︷ ︸︸ ︷
1111 · · · 111 0
i(3)︷ ︸︸ ︷
0000 · · · 000 1
i(4)︷ ︸︸ ︷
1111 · · · 111 0
i(5)︷ ︸︸ ︷
0000 · · · 000 1 · · ·
Es decir, el bit Gray tras el grupo de i(r) L′s sera´ 1 si y so´lo si r es impar. En caso contrario, dicho
bit sera´ igual a 0.
Sean P , Q dos patrones en P cuyas series de potencias relativas a L son respectivamente
{i(1), . . . , i(m)}, {j(1), . . . , j(n)} y de modo que P < Q. En primer lugar, se considera el caso en
el que i(1) = j(1),. . . ,i(β − 1) = j(β − 1), i(β) 6= j(β), con β ≤ mı´n(m,n). Si β es par, y teniendo
en cuenta la primera condicio´n de la definicio´n 2.9,{i(1), . . . , i(m)} <l {j(1), . . . , j(n)} si y so´lo si
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i(β) < j(β). Teniendo en cuenta la representacio´n binaria de los patrones P y Q,
U(P ) =
i(1)︷ ︸︸ ︷
000 · · · 00 1
i(2)︷ ︸︸ ︷
111 · · · 11 0 · · · 1
i(β)︷ ︸︸ ︷
111 · · · 11 0
i(β+1)︷ ︸︸ ︷
000 · · · 00 1 · · · ,
U(Q) =
j(1)︷ ︸︸ ︷
000 · · · 00 1
j(2)︷ ︸︸ ︷
111 · · · 11 0 · · · 1
j(β)︷ ︸︸ ︷
111 · · · 11 0
j(β+1)︷ ︸︸ ︷
000 · · · 00 1 · · · ,
se colige que i(β) < j(β)⇔ GON ′(P ) < GON ′(Q). Si β es par, entonces se tiene
U(P ) =
i(1)︷ ︸︸ ︷
000 · · · 00 1
i(2)︷ ︸︸ ︷
111 · · · 11 0 · · · 0
i(β)︷ ︸︸ ︷
000 · · · 00 1
i(β+1)︷ ︸︸ ︷
111 · · · 11 0 · · · ,
U(Q) =
j(1)︷ ︸︸ ︷
000 · · · 00 1
j(2)︷ ︸︸ ︷
111 · · · 11 0 · · · 0
j(β)︷ ︸︸ ︷
000 · · · 00 1
j(β+1)︷ ︸︸ ︷
111 · · · 11 0 · · · .
En efecto, si GON ′(Q) > GON ′(P ), entonces i(β) > j(β), tal y como exige la primera condicio´n de
la definicio´n 2.9. De igual forma, si β es impar e i(β) > j(β), se tiene que GON ′(P ) < GON ′(Q).
En segundo te´rmino, se considera la situacio´n en la que m < n, i(β) = j(β) para β = 1, . . . ,m.
Segu´n la segunda condicio´n de la definicio´n 2.9, {i(1), . . . , i(m)} <l {j(1), . . . , j(n)} si y so´lo si m
es impar. Si m es par, la posicio´n de los patrones involucrados se determina mediante
U(P ) =
i(1)︷ ︸︸ ︷
000 · · · 00 1
i(2)︷ ︸︸ ︷
111 · · · 11 0 · · · 1
i(m)︷ ︸︸ ︷
111 · · · 11,
U(Q) =
i(1)︷ ︸︸ ︷
000 · · · 00 1
i(2)︷ ︸︸ ︷
111 · · · 11 0 · · · 1
i(m)︷ ︸︸ ︷
111 · · · 11 0 · · · ,
lo cual, teniendo en cuenta la definicio´n de GON extendido segu´n la ecuacio´n (4.2), lleva a
GON ′(P ) > GON ′(Q). Por el contrario, si m es impar, tenemos
U(P ) =
i(1)︷ ︸︸ ︷
000 · · · 00 1
i(2)︷ ︸︸ ︷
111 · · · 11 0 · · · 0
i(m)︷ ︸︸ ︷
000 · · · 00,
U(Q) =
i(1)︷ ︸︸ ︷
000 · · · 00 1
i(2)︷ ︸︸ ︷
111 · · · 11 0 · · · 0
i(m)︷ ︸︸ ︷
000 · · · 00 1 · · · ,
lo que implica que GON ′(P ) > GON ′(Q). Por tanto, {i(1), . . . , i(m)} <l {j(1), . . . , j(n)} si y so´lo
si GON ′(P ) < GON ′(Q).
En u´ltimo lugar, se tiene el caso n < m, i(β) = j(β) para β = 1, . . . ,m. Segu´n la segunda
condicio´n de la definicio´n 2.9, {i(1), . . . , i(m)} <l {j(1), . . . , j(n)} si y so´lo si n es par. Al igual que
en la situacio´n previa, y siguiendo el mismo procedimiento para su demostracio´n, se tiene que n es
par si y so´lo si GON ′(P ) < GON ′(Q), quedando, en consecuencia, demostrada la proposicio´n.
4.3. Admisibilidad de patrones
En el cap´ıtulo 3 se vio que la secuencias MSS, tambie´n llamadas patrones admisibles, con-
stituyen hitos fundamentales en la reconstruccio´n del orden del conjunto de patrones P. Es por
ello que interesa establecer un criterio que, en base al concepto de GON , permita elucidar si una
cierta secuencia simbo´lica es el patro´n asociado a una o´rbita superestable. Este criterio se conforma
mediante una proposicio´n.
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Proposicio´n 4.2. Un patro´n P es una lp si y so´lo si GON ′(P ) es mayor que el GON extendido
de todos sus subsecuencias por la derecha.
Demostracio´n. La proposicio´n 2.3 afirma que P es una lp si y so´lo si cada una de las subsecuencias
por la derecha (definicio´n 2.11) precede a P . Esto, segu´n la proposicio´n 4.1, exige que el GON
extendido de cada una de las subsecuencias por la derecha sea menor que el GON extendido de P ,
con lo que la proposicio´n queda demostrada.
4.4. Caracter´ısticas del GON
Este apartado recoge los resultados y teoremas que ya fueron enunciados, aunque no expl´ıcita-
mente demostrados, en [WHZ04]. Asimismo, se procedera´ a demostrar los mencionados teoremas.
Para comenzar se detalla co´mo se construye un patro´n a partir de una condicio´n inicial y una
funcio´n incluida en la clase de funciones F definida en 2.1.
Definicio´n 4.4. Sea x0 ∈ [−1, 1] e xi+1 = f(xi) para i = 0, 1, . . . , n y f ∈ F . Se define el patro´n
generado por x0 mediante f como
Pnf (x0) = A0A1 · · ·An, (4.3)
donde
Ai =
L si xi < y0R si xi > y0
Pues si se calcula el patro´n para un conjunto de condiciones iniciales ordenado de forma creciente
y, posteriormente, se determina el GON asociado a cada uno de los patrones se observa que esa
figura crece a medida que crece la condicio´n inicial. Esta observacio´n ya fue realiza en [WHZ04],
si bien no se aporto´ una demostracio´n matema´tica de la misma. A continuacio´n se explicita tanto
el teorema como la demostracio´n que concreta la propiedad resen˜ada.
Teorema 4.1. Sea f ∈ F y el intervalo de definicio´n I = [−1, 1]. ∀x, y ∈ [−1, 1], si x < y,
entonces GON(Pnf (x)) ≤ GON(Pnf (y)), es decir, GON(Pnf (x)) es una funcio´n mono´tonamente
creciente respecto de x.
Demostracio´n. Tal y como recoge el conjunto de propiedades de la familia de funciones F (apartado
2.1), f presenta un ma´ximo y es continua en el intervalo I de definicio´n, donde I = [−1, 1]. De
este modo, si f (n)(x) es el resultado de aplicar la funcio´n f de forma sucesiva n veces a la entrada
x, f (n)(x) presentara´ 2n−1 ma´ximos y 2 · (n − 2) + 1 mı´nimos, siendo n ≥ 2. Esto hace que
al considerar secuencias simbo´licas de longitud n, el intervalo original I quede dividido en 2n+1
subintervalos. Los valores de x incluidos en cada uno de esos intervalos tras n iteraciones dara´n
lugar a la misma secuencia simbo´lica. De esta forma, cada subintervalo quedara´ referenciado por
la secuencia simbo´lica a la que dan lugar los valores de x en e´l contenidos. Los subintervalos que
definen las distintas iteraciones del mapa son:
Iteracio´n 0. Subintervalos ⇒ I(0)0 = L, I(1)1 = R.
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(c) Tercera iteracio´n
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(d) Cuarta iteracio´n
Figura 4.2: Etiquetado de los intervalos en los que queda dividido el intervalo original al iterar segu´n
f(x). Cada uno de esos intervalos esta´ comprendido entre dos l´ıneas discontinuas verticales. Cada
intervalo define un conjunto de condiciones iniciales que, para un cierto nu´mero de iteraciones,
da lugar a la misma secuencia simbo´lica. Al movernos de un intervalo a cualquiera de los dos
adyacentes, se verifica un cambio en uno de los s´ımbolos constituyentes de la secuencia simbo´lica
generada.
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Iteracio´n 1. Subintervalos ⇒ I(1)0 = LL, I(1)1 = LR, I(1)2 = RR, I(1)3 = RL.
Iteracio´n 2. Subintervalos ⇒ I(2)0 = LLL, I(2)1 = LLR, I(2)2 = LRR, I(2)3 = LRL, I(2)4 = RRL,
I
(2)
5 = RRR, I
(2)
6 = RLR, I
(2)
7 = RLL.
Iteracio´n 3. Subintervalos ⇒ I(3)0 = LLLL, I(3)1 = LLLR, I(3)2 = LLRR, I(3)3 = LLRL, I(3)4 =
LRRL, I(3)5 = LRRR, I
(3)
6 = LRLR, I
(3)
7 = LRLL, I
(3)
8 = RRLL, I
(3)
9 = RRLR, I
(3)
10 =
RRRR, I(3)11 = RRRL, I
(3)
12 = RLRL, I
(3)
13 = RLRR, I
(3)
14 = RLLR, I
(3)
15 = RLLL.
Ahora supo´ngase que el teorema es cierto para la iteracio´n n:
Iteracio´n n. Subintervalos ⇒ I(n)0 = LL · · ·LL, I(n)1 = LL · · ·LR, I(n)2 = LL · · ·LRR, I(n)3 =
LL · · ·LRL,. . . , I(n)2n−1 = RL · · ·LR, I
(n)
2n = RL · · ·LL.
A partir de la hipo´tesis de induccio´n para n, se deduce que el tambie´n es va´lido para n+ 1:
Iteracio´n n+ 1. Subintervalos ⇒ I(n+1)0 = LL · · ·LL = I(n)0 L, I(n+1)1 = LL · · ·LR = I(n)0 R,
I
(n+1)
2 = LL · · ·LRR = I(n)1 R, I(n+1)3 = LL · · ·LRL = I(n)1 L,. . . , I(n+1)2n = RL · · ·LR =
I
(n)
2n−1R, I
(n+1)
2n+1 = RL · · ·LL = I
(n)
2n−1L.
Es decir, las etiquetas de los intervalos esta´n ordenadas de izquierda a derecha. Dicho de otro
modo, el GON del patro´n generado por un valor inicial es una funcio´n creciente con respecto a x.
Ahora bien, dicho GON se mantendra´ constante dentro de cada uno de los subintervalos I(n)j . En
definitiva, para x ∈ I(n)j e y ∈ I(n)j+1 se tiene que GON(Pnf (x)) < GON(Pnf (y)), mientras que para
x, y ∈ I(n)j se satisface GON(Pnf (x)) = GON(Pnf (y)).
Con objeto de hacer una serie de precisiones adicionales relativas a la dependencia del GON
respecto de la condicio´n inicial, es preciso introducir un par de definiciones.
Definicio´n 4.5. Sean f(x) ∈ F . Si x ∈ I genera la secuencia simbo´lica Pn+1f (x) de n+1 s´ımbolos,
se define la secuencia simbo´lica ζnf (x) de n s´ımbolos como la subsecuencia obtenida a partir de
Pn+1f (x) al despreciar el primer s´ımbolo. Por ello, ζ
n
f (x) es denominada secuencia simbo´lica
desplazada un s´ımbolo hacia la izquierda.
Definicio´n 4.6. Sea f(x) ∈ F . Si x ∈ I genera la secuencia simbo´lica Pn+mf (x) de n+m s´ımbolos,
se define la secuencia simbo´lica ζn,mf (x) de n s´ımbolos como la subsecuencia obtenida a partir
de Pn+mf (x) al despreciar los primeros m s´ımbolos. Por ello, ζ
n,m
f (x) es denominada secuencia
simbo´lica desplazada m s´ımbolos hacia la izquierda.
Sabemos que para f ∈ F el valor ma´ximo se obtiene cuando x es el punto cr´ıtico, es decir,
y0. Dado que el GON es creciente con respecto a la condicio´n inicial, se tiene que el GON(ζnf (x)
alcanza su ma´ximo cuando x = y0. En forma de teorema queda:
Teorema 4.2. ∀x ∈ I y f ∈ F se satisface GON(ζnf (x)) ≤ GON(ζnf (y0)).
Demostracio´n. Para f ∈ F se tiene que f(y0) = fmax. Por otro lado, si consideramos secuencias
simbo´licas de n s´ımbolos, el intervalos original I queda dividido en 2n subintervalos, de forma que
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los puntos contenidos en cada uno de los mismos dan lugar a la misma secuencia simbo´lica. Un
cierto patro´n Pf (x) define una ruta inversa generalizada, la cual tiene asociado un punto final
yk = x. Pues bien, si x = fmax, entonces yk = fmax y , por tanto, la secuencia simbo´lica que
genera es la etiqueta del intervalos situado ma´s a la izquierda, es decir, el de mayor GON . Esto,
por otra parte, no es ma´s que una consecuencia del teorema 4.1. Si hacemos n → ∞, cada uno
de los n subintervalos en los que la dina´mica simbo´lica divide a I contiene un u´nico punto. Dado
que el teorema 4.1 informa que el GON crece de izquierda a derecha, el punto contenido ma´s a la
izquierda ha de ser fmax, pues el orden de patrones fue definido en base a los puntos finales de los
mismos.
Para x = y0 se cumple que f(x) = fma´x, es decir, se alcanza el ma´ximo. Si fmax es mayor que
y0, entonces f (2)(y0) es el mı´nimo de la funcio´n f (2)(x). Como el GON es una funcio´n creciente
respecto de la condicio´n, se cumple que GON(ζn,2f (x) alcanza su mı´nimo cuando x es igual al
punto cr´ıtico y0. Al igual que antes, esta observacio´n se constituye en teorema. La demostracio´n
del mismo es ide´ntica a la del anterior teorema y, por ello, no se incluye.
Teorema 4.3. Si f ∈ F y fma´x = f(y0) es mayor que y0, entonces ∀x ∈ I GON(ζn,2f (x)) ≥
GON(ζn,2f (y0)).
Por u´ltimo, cabe abordar el caso en el que la funcio´n f(x) viene definida mediante un para´metro
de control, segu´n ocurr´ıa en el cap´ıtulo 3. En esta l´ınea, el orden que se ha definido sobre la base
del concepto de GON , permite reformular mediante un teorema la relacio´n entre el orden de las
secuencias simbo´licas y el orden del conjunto de los nu´meros reales, es decir, el conjunto al que
pertenece el para´metro de control. El aludido teorema aparece acompan˜ado de su demostracio´n,
la cual no aparece de forma expl´ıcita en la literatura.
Teorema 4.4. Sea F ∈ F y f(x) = λF (x). Sean λi, para i = 1, 2, . . . las soluciones de la ecuacio´n
f (k)(y0) = y0. Si λi ≤ λj, entonces GON(ζnfλi (y0)) ≤ GON(ζ
n
fλj
(y0)). Es ma´s, GON(ζnfλ(y0)) es
una funcio´n creciente con respecto a λ.
Demostracio´n. Los teoremas 3.5, 3.7 y 3.9, junto a los teoremas del valor intermedio (teorema
3.11 y el teorema 3.12), prueban que los patrones a los que dan lugar los diversos valores λi
esta´n ordenados segu´n el crecimiento de dicho para´metro. Es decir, si λ1 < λ2 < · · · · · · , entonces
Pλ1 < Pλ2 < · · · , donde Pλi es la secuencia simbo´lica obtenida iterando f(x) con λ = λi y a partir
de x = y0, esto es, Pλi = ζf (y0) para λ = λi. Finalmente, para valores de λ que no son soluciones
de (λF )(k)(y0) = y0, se tiene que los patrones generados siguen el mismo orden referido a trave´s
de los λi debido a la continuidad de las funciones hn(λ). En efecto, sean λi, λj dos soluciones
adyacentes de la referida ecuacio´n de forma que λi < λj . En este punto es preciso mencionar que n
ha de ser mayor o igual que el ma´ximo de {ki, kj}, esto es, so´lo se tendra´n en cuenta las secuencias
MSS de per´ıodo menor o igual a n. Si λi da lugar a una o´rbita de per´ıodo ki, esto implica que
hki−1(λi) = 1/(2λi). Por lo mismo, hkj−1(λj) = 1/(2λj). Para λ ∈ (λi, λj), las distintas funciones
hn(λ) mantienen su posicio´n relativa respecto a 1/(2λ). Por otro lado, se tiene Pλi = BiC y
Pλj = BjC de forma que Pλi < Pλj , siendo Bi y Bj dos secuencias simbo´licas de igual o distinta
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longitud finita. Tanto Pλi como Pλj son de longitud menor que n. Pues bien, pueden darse cuatro
situaciones diferentes considerando hk(λ) segu´n refiere la definicio´n 3.6:
1. hki−1(λ) creciente en un entorno de λi y hkj−1(λ) creciente en un entorno de λj . En este
contexto, para λ inferior a λi pero muy pro´xima, se obtiene Pλ = BiLB′i, mientras que para
λ > λi pero muy pro´xima a λi, se satisface Pλ = BjLB′j ≡ BiRB′i. Las secuencias B′i y B′j
son secuencias de longitud finita de forma que Pλ esta´ constituida por n s´ımbolos. Como
R > C, entonces Pλ > Pλi . Por otro lado, L < C, por lo que Pλ < Pλj .
2. hki−1(λ) creciente en un entorno de λi y hkj−1(λ) decreciente en un entorno de λj . Ahora,
para λ inferior a λi pero muy pro´xima, se obtiene Pλ = BiLB′i, mientras que para λ > λi
pero muy pro´xima a λi, se satisface Pλ = BjRB′j ≡ BiRB′i. Las secuencias B′i y B′j son
secuencias de longitud finita, mientras que Pλ es de longitud n. Dado que R > C, se cumple
que Pλ > Pλi . Por otro lado, Bi < Bj , por lo que Pλ < Pλj .
3. hki−1(λ) decreciente en un entorno de λi y hkj−1(λ) creciente en un entorno de λj . Se tiene
que para λ inferior a λi pero muy pro´xima, se obtiene Pλ = BiRB′i, mientras que para λ > λi
pero muy pro´xima a λi, se satisface Pλ = BjLB′j . Las secuencias B
′
i y B
′
j son secuencias de
longitud finita de forma que Pλ esta´ constituida por n s´ımbolos. Sabiendo que Pλi < Pλj , se
infiere que Bi < Bj , concluyendo que Pλ > Pλi . Por otro lado, L < C, por lo que Pλ < Pλj .
4. hki−1(λ) decreciente en un entorno de λi y hkj−1(λ) decreciente en un entorno de λj . Se
tiene que para λ inferior a λi pero muy pro´xima, se obtiene Pλ = BiRB′i, mientras que para
λ > λi pero muy pro´xima a λi, se satisface Pλ = BjRB′j ≡ BiLB′i. Las secuencias B′i y B′j
son secuencias de longitud finita, mientras que Pλ es de longitud n. Sabiendo que Pλi < Pλj ,
se deduce que Pλ > Pλi . Por otro lado, Bi < Bj , por lo que Pλ < Pλj .
Un u´ltimo teorema sobre la dependencia del GON de las secuencias simbo´licas respecto al valor
del para´metro de control es el que se enuncia a continuacio´n. De nuevo aparece la demostracio´n
del teorema, hecho que constituye una de las aportaciones de este trabajo.
Teorema 4.5. Sea F ∈ F y f(x) = λF (x). Sean λi, para i = 1, 2, . . . las soluciones de la ecuacio´n
f (k)(y0) = y0. Si λi ≤ λj, entonces GONλi(ζn,2f (y0)) ≥ GONλj (ζn,2f (y0)). Es ma´s, GONλ(ζn,2f (y0))
es una funcio´n decreciente con respecto a λ.
Demostracio´n. Los teoremas 3.2 y 3.3 indican que la primera secuencia MSS tras C es R o´ RL.
Adema´s, segu´n los teoremas 3.5, 3.7 y 3.9, las secuencias MSS siempre empiezan por RL. De esta
forma, se colige que el primer te´rmino de toda sucesio´n de potencias ligada a un secuencia MSS
es 0. Es necesario resen˜ar que las secuencias MSS resultan de despreciar el primer s´ımbolo de la
secuencia desencadenada por un cierto valor de λ partiendo de y0. Dicho de otra forma, en las
secuencias MSS se prescinde de la C de cabecera. Por ello, la secuencia ζn,2f es la que se consigue
al descartar la R de cabecera de toda secuencia MSS. Esto hace que la sucesio´n de potencias
(0, i(2), . . . , i(m)) pase a ser (i′(1), i′(2), . . . , i′(m′)) = (i(2), . . . , i(m)).
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Sean λi y λj dos valores de λ que dan lugar a sendas secuencias MSS. Supongamos que
λi < λj y que (i(1), i(2), . . . , i(n)), (j(1), j(2), . . . , j(m)) son las sucesiones de potencias de cada
una de las secuencias MSS involucradas. A partir de lo expuesto hasta ahora, se confirma que
λi < λj ⇒ (i(1), i(2), . . . , i(m)) < (j(1), j(2), . . . , j(n)). Segu´n esto se pueden tres situaciones
diferentes:
1. ∃r tal que 1 ≤ r ≤ mı´n(m,n)⇒ i(β) = j(β) para β = 1, . . . , r − 1 y (−1)ri(r) < (−1)rj(r).
Esto implica que ∃r tal que 1 ≤ r ≤ mı´n(m− 1, n− 1)⇒ i′(β) = j′(β) para β = 1, . . . , r− 1
y (−1)ri′(r) > (−1)rj′(r). Por tanto, GONλi(ζn,2f (y0)) ≥ GONλj (ζn,2f (y0)).
2. m < n, i(β) = j(β) para β = 1, . . . ,m y m es impar. Dado que m′ < n′, i′(β) = j′(β) para
β = 1, . . . ,m′ y m′ es par, se concluye que GONλi(ζ
n,2
f (y0)) ≥ GONλj (ζn,2f (y0)).
3. m > n, i(β) = j(β) para β = 1, . . . , n y n es par. Dado que m′ > n′, i′(β) = j′(β) para
β = 1, . . . , n′ y n′ es impar, se tiene que GONλi(ζ
n,2
f (y0)) ≥ GONλj (ζn,2f (y0)).
Cap´ıtulo 5
Aplicacio´n de los co´digos de Gray
al estudio de mapas
unidimensionales
Para concluir este trabajo se aplicara´n los resultados cosechados hasta ahora al estudio de
dos mapas cao´ticos unimodales: el mapa logistico y el mapa de Mandelbrot. Se comprobara´n los
distintos teoremas relativos al GON que fueron enunciados en el anterior cap´ıtulo. Esos teoremas
evidenciaban el hecho de que el GON es una funcio´n creciente con respecto a la condicio´n inicial
empleada en la generacio´n de las secuencias. Haremos notar co´mo en el caso del mapa de Mandel-
brot en lugar de crecer el GON disminuye a medida que se hace aumentar el valor de la condicio´n
inicial. Esto se debe a que la funcio´n de iteracio´n del mapa de Mandelbrot tiene unas propiedades
de monoton´ıa sime´tricas respecto a las de la clase de funciones F . En el caso de Mandelbrot la
funcio´n de iteracio´n es decreciente para valores de x por debajo del punto cr´ıtico, mientras que
es creciente para valores por encima de dicho punto. Esta observacio´n, junto con otras de similar
ı´ndole, van a permitir trazar la relacio´n de conjugacio´n topolo´gica existente entre los dos mapas
objeto de ana´lisis.
Adema´s de verificar experimentalmente la validez del cuerpo teo´rico previamente desgranado,
la relacio´n de dependencia del GON con respecto a la condicio´n inicial y al para´metro de control
de la dina´mica de los mapas, va a permitir crear un conjunto de algoritmos que hara´n factible la
deduccio´n de una aproximacio´n del valor del para´metro de control y de la condicio´n inicial que dan
lugar a un secuencia simbo´lica dada. En [WHZ04] ya aparec´ıa un algoritmo para la inferencia del
para´metro de control a partir de una secuencia simbo´lica. No obstante, los comentarios que all´ı se
efectuaban al respecto de la solvencia del me´todo, no hac´ıan mencio´n a una serie de limitaciones
intr´ınsecas que aqu´ı sera´n sacadas a colacio´n. Por otro lado, en [WHZ04] se menciona que, conocido
el valor del para´metro de control y la secuencia simbo´lica, es posible recuperar el valor de la
condicio´n inicial que dio lugar a la mencionada secuencia. Sin embargo, en dicha fuente no aparece
enunciado el algoritmo, cosa que se llevara´ a cabo en el presente documento.
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5.1. Dina´mica simbo´lica aplicada al mapa log´ıstico
El mapa log´ıstico viene definido mediante
xk+1 = µxk(1− xk), (5.1)
es decir, F (x) = 4x(1 − x) y fλ(x) = λF (x), donde λ = µ4 . Se tiene λ ∈ [0, 1] ⇒ µ ∈ [0, 4]. La
figura 5.1 muestra de forma gra´fica que F (x) es una funcio´n unimodal co´ncava y continua.
0 0.2 0.4 0.6 0.8 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
xi
x i
+1
Figura 5.1: Funcio´n de iteracio´n F (x) del mapa log´ıstico.
Teniendo presente el teorema 4.1 se espera que, para un cierto valor de µ, el GON de las
secuencias simbo´licas generadas mediante fλ(x) sea una funcio´n creciente respecto de la condicio´n
inicial, es decir, el valor nume´rico a partir del cual se despliega el proceso iterativo que da lugar
a dichas secuencias simbo´licas. Esto es lo que se aprecia en la figura 5.2. Asimismo, cabe hacer
mencio´n a la incidencia de la seleccio´n de la longitud de las secuencias simbo´licas sobre las que
se trabajara´. La figura 4.2 deja traslucir que a medida que aumenta la longitud de las secuencias
simbo´licas (es decir, n), la anchura de los intervalos de condiciones iniciales disminuye, esto es,
existen cada vez menos puntos que den lugar a secuencias simbo´licas con el mismo GON . La
demostracio´n emp´ırica queda consignada por medio de la figura 5.3, donde µ = 3.678. Dicha gra´fica
evidencia que no es posible reducir la anchura de aquellos intervalos tanto como se desee. Dicho de
otra forma, siempre van a existir mesetas en la funcio´n GON(Pnfλ(x)), lo cual es consecuencia de
trabajar en un entorno de precisio´n finita.
Por otro lado, la figura 5.4 ilustra el teorema 4.4, mientras que la figura 5.5 hace lo propio
con el teorema 4.5. En ambos casos el nu´mero de Gray se calculo´ trabajando sobre secuencias de
16 s´ımbolos. Esas secuencias fueron obtenidas iterando la ecuacio´n (5.1) a partir de y0 = 12 . La
primera gra´fica prueba que el GON de las secuencias simbo´licas, sin la C de cabecera, es una
funcio´n creciente respecto de µ, mientras que la segunda muestra que el GON de las secuencias
obtenidas al prescindir de los dos primeros s´ımbolos (esto es, CR), es una funcio´n decreciente
respecto de µ.
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Figura 5.2: Evolucio´n del GON en funcio´n del valor inicial para distintos valores del para´metro
dina´mico para el mapa log´ıstico y con n = 16.
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Figura 5.3: Evolucio´n del GON en funcio´n del valor inicial para µ = 3.678, donde n es la longitud
de las secuencias simbo´licas.
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Figura 5.4: GON para secuencias simbo´licas obtenidas mediante el mapa log´ıstico a partir de
x = 0.5 y despreciando el primer s´ımbolo. Longitud de secuencia n = 16, incremento de µ igual a
10−7.
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Figura 5.5: GON para secuencias simbo´licas obtenidas mediante el mapa log´ıstico a partir de
x = 0.5 y despreciando los 2 primeros s´ımbolos. Longitud de secuencia n = 16, incremento de µ
igual a 10−7.
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5.1.1. Diagrama GON de bifurcacio´n
A trave´s del ana´lisis del GON es posible determinar los valores del para´metro µ que llevan a
que el mapa log´ıstico presente un comportamiento cao´tico. Con este objetivo, se aplica el siguiente
procedimiento:
Input: µ0
Valor del para´metro de control a partir del cual se va a calcular el diagrama GON de1
bifurcacio´n
Input: ∆µ
El algoritmo da lugar a una serie nume´rica tal que µi+1 = µi +∆µ con i ≥ 0 y µ0 siendo el2
valor de entrada recie´n citado. Para cada µi se calcula el GON de un conjunto de secuencias
simbo´licas obtenidas partiendo de un conjunto de condiciones iniciales
µ = µ03
Input: ∆x
El conjunto de condiciones iniciales a las que se acaba de hacer mencio´n, se crea haciendo4
xi+1 = xi +∆x de forma que xi+1 ≤ 1 x0 = 0
Determinar la sucesio´n de valores dados por (5.1) para i = 1, 2, . . . , n+ ν y despreciar los5
primeros ν valores (fase transitoria)
Calcular el GON de la secuencia simbo´lica dada por los n valores obtenidos en el punto6
anterior
Hacer x0 = x0 +∆x7
Si x0 ≤ 1, ir al paso 58
Hacer µ = µ+∆µ9
Si µ ≤ 4, ir al paso 310
Devolver el conjunto de valores GON calculados para cada µ11
Algoritmo 5.1.1: Algoritmo para la determinacio´n del diagrama GON de bifurcacio´n.
En la figura 5.6(b) aparecen representados los GON obtenidos mediante este procedimiento
para µ0 = 3, ∆µ = 10−4, ∆x = 10−3, ν = 100 y n = 16. En efecto, la semejanza entre la figura
5.6(b) y un diagrama de bifurcacio´n cla´sico (figura 5.6(a)) es ma´s que notoria. En consecuencia,
el GON es una herramienta va´lida a la hora de discriminar valores de µ que no conducen a un
comportamiento cao´tico. Por otro lado, tal y como sostienen los teoremas 4.4 y 4.5, los perfiles
superior e inferior del diagrama de bifurcacio´n del GON son GONλ(ζ
n,1
fλ
(y0)) y GONλ(ζ
n,2
fλ
(y0))
(figuras 5.4 y 5.5) respectivamente.
(a)
(b)
Figura 5.6: (a) Diagrama de bifurcacio´n para el mapa log´ıstico y µ ∈ [3, 4], (b)Diagrama de
bifurcacio´n del GON para un incremento de µ igual a 10−4, un transitorio de 100 iteraciones y
secuencias simbo´licas de longitud n = 16.
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5.1.2. Matriz GON
Para concluir con el estudio del GON obtenido mediante el mapa log´ıstico, se va a analizar la
evolucio´n de dicha figura a lo largo de las sucesivas iteraciones para un valor de µ. Supongamos
que se itera el mapa log´ıstico a partir de un cierto valor inicial y un determinado µ. Para la o´rbita
obtenida se consideran subo´rbitas de longitud n, de modo que entre una subo´rbita y la siguiente
existen τ iteraciones del mapa. De forma esquema´tica, las subo´rbitas son:
Subo´rbita 1 ⇒ {x1, x2, . . . , xn}
Subo´rbita 2 ⇒ {xn+τ+1, xn+τ+2, . . . , x2·n+τ}
...
En funcio´n del GON de las distintas subo´rbitas es posible definir una matriz GON , figura
que constituye una de las aportaciones del presente trabajo a la teor´ıa de la dina´mica simbo´lica
aplicada. Dicha figura es una matriz de dimensio´n K×N . Las K columnas de la primera fila son los
GON de las K primeras subo´rbitas, las K columnas de la segunda fila son los GON del siguiente
conjunto de K subo´rbitas, . . . Si µ es tal que el mapa log´ıstico presenta un punto fijo, entonces
el nu´mero de valores incluidos en la matriz es finito. Por otro lado, a medida que µ evoluciona
hacia zonas de comportamiento cao´tico, el nu´mero de valores diferentes de la matriz crece. Este
feno´meno fue comprobado experimentalmente tal y como constatan las figuras 5.7 y 5.8, donde
K = 2 y N = 10000. Adema´s, dichas gra´ficas ponen de relieve el cara´cter fractal que encierra la
que hemos llamado matriz GON .
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(c) µ = 3.59
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Figura 5.7: Relacio´n entre el GON de dos subsecuencias simbo´licas obtenidas a partir de una
secuencia simbo´lica generada para un valor determinado de µ y una condicio´n inicial arbitraria.
En el experimento se consideraron subsecuencias de longitud n = 16. Se calculo´ el GON de 10000
pares de subsecuencias, de forma que entre el primer s´ımbolo de la primera subsecuencia y el primer
s´ımbolo de la segunda existen 20 s´ımbolos de separacio´n (es decir τ = 20). El GON de la primera
subsecuencia es considerada como la coordenada x de un punto cuya coordenada y viene dada por
el GON de la segunda subsecuencia de una pareja.
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(b) µ = 3.8
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(c) µ = 3.9
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Figura 5.8: Relacio´n entre el GON de dos subsecuencias simbo´licas obtenidas a partir de una
secuencia simbo´lica generada para un valor determinado de µ y una condicio´n inicial arbitraria.
En el experimento se consideraron subsecuencias de longitud n = 16. Se calculo´ el GON de 10000
pares de subsecuencias, de forma que entre el primer s´ımbolo de la primera subsecuencia y el primer
s´ımbolo de la segunda existen 20 s´ımbolos de separacio´n (es decir τ = 20). El GON de la primera
subsecuencia es considerada como la coordenada x de un punto cuya coordenada y viene dada por
el GON de la segunda subsecuencia de una pareja.
5.1.3. Determinacio´n de µ a partir de una secuencia simbo´lica
El hecho de queGON(ζnfλ(y0)) sea el ma´ximo de la funcio´nGON(ζ
n
fλ
(x)), unido a queGON(ζnfλ(y0))
es una funcio´n creciente con respecto a µ = 4 · λ, es suficiente para indicar que es viable inferir el
valor de µ por simple ana´lisis de una secuencia simbo´lica. Dada una secuencia simbo´lica S obtenida
por iteracio´n del mapa log´ıstico y a partir de un cierto µ y condicio´n inicial x0, en [WHZ04] se
propone el algoritmo 5.1.2 con objeto de dilucidar el valor de µ.
Este algoritmo, en efecto, permite obtener un valor para µ tal que la secuencia simbo´lica
generada coincide con la dada como entrada. Ahora bien, ese valor, de forma general, no va a
coincidir con el valor real de µ, pues la funcio´n GON para µ distinto de 4 es tal que para un
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Input: S
Secuencia simbo´lica generada por el valor de µ que se quiere obtener. S ha de tener, como1
mı´nimo, M + n s´ımbolos
Input: M
Nu´mero de subsecuencias empleadas en la bu´squedad del GON ma´ximo2
Input: n
Longitud de cada una de las subsecuencias3
Determinar GON
(
ζn,mfλ (S))
)
para m = 1, . . . ,M4
Calcular Gma´x = ma´x{GON
(
ζn,mfλ (S))
)
}, m = 1, . . . ,M5
Hacer µL = 3, µR = 46
Hacer µ = µR+µL2 y determinar G = GON(ζ
n(y0)) = GON(P (µ/4))7
if G < Gma´x then8
Hacer µL = µ y volver al paso 79
else if G = Gma´x then10
Devolver µ11
else12
Hacer µR = µ y volver al paso 713
end14
Algoritmo 5.1.2: Algoritmo para la inferencia del para´metro de control de un mapa log´ıstico
a partir de una secuencia simbo´lica
mismo valor imagen se tienen infinitos valores de µ. Dicho de otra forma, al representar la funcio´n
GON frente a µ se aprecia la existencia de mesetas (figura 5.2). Tal y como se observo´ ma´s
arriba, al aumentar el valor de n se consigue disminuir la anchura de esas mesetas. Sin embargo, la
precisio´n finita con la que se trabaja hace que exista un valor l´ımite de n por encima del cual no se
observa estrechamiento de las mesetas. En consecuencia, contrariamente a lo que sen˜ala [WHZ04],
no basta aumentar M y n todo lo que se precise con el objeto de recuperar µ con exactitud. Es
ma´s, el algoritmo presentado no permite recuperar valores de para´metro correspondientes a zonas
de comportamiento puramente perio´dico con per´ıodo pequen˜o, pues en dichas regiones la funcio´n
GON(ζfnλ (y0) da lugar a mesetas cuya anchura no puede disminuirse aumentandoM y n. De forma
experimental se comprobo´ que para valores de µ radicados en dichas a´reas, el me´todo descrito va
a devolver bien µ = 3.125, bien µ = 3.25. Es decir, el algoritmo presentado no es operativo en
aquellos intervalos de µ que no conducen a un comportamiento “cao´tico”, aunque so´lo sea de forma
muy incipiente. Por otro lado, se llevaron a cabo una serie de pruebas con valores de µ en zonas
donde la anchura de las mesetas es suficientemente pequen˜a. Se observo´ que existe un valor de M
por encima del cual no es posible disminuir el error del valor de µ recuperado respecto del real.
Esto u´ltimo es una consecuencia directa de las caracter´ısticas del algoritmo propuesto. En efecto,
en la primera fase del algoritmo se lleva a cabo la bu´squeda del valor ma´ximo del GON de las
subsecuencias contenidas en la secuencia de entrada. Mediante este procedimiento se trata de hallar
una aproximacio´n al valor ma´ximo de la funcio´n GON(ζnfλ(x)), es decir, se intenta obtener el valor
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(b) µ = 3.68579101234, M = 36000
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(c) µ = 3.81004109501129, M = 36000
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(d) µ = 3.91274319810652, M = 36000
Figura 5.9: Error en la recuperacio´n de µ segu´n el me´todo basado en el GON .
GON(ζnfλ(0.5)). Ahora bien, la secuencia simbo´lica dada como para´metro de entrada al algoritmo
no tiene por que´ corresponder a una o´rbita que contenga el punto cr´ıtico, es decir, el valor 0.5.
El algoritmo que nos ocupa asume ,de forma erro´nea, que la ergodicidad del mapa log´ıstico hace
que, si la secuencia simbo´lica y, por tanto, la o´rbita implicada es suficientemente larga el punto
cr´ıtico esta´ contenido en dicha o´rbita. Sin embargo, la densidad del intervalo [0, 1] hace que la
probabilidad de que esto ocurra sea casi nula. En definitiva, so´lo se conseguira´ una aproximacio´n
de GON(ζnfλ(0.5)), de modo que el algoritmo posee de forma inherente un ruido que no se puede
eliminar mediante el aumento de la precisio´n de las operaciones matema´ticas.
Por otro lado, se verifico´ que para el valor umbral de M existe a su vez un valor umbral de n,
de modo que aumentar n una vez superado tal valor no lleva asociado mejora alguna, esto es, no se
consigue reducir el error. La figura 5.9 constituye un sumario del error registrado en la recuperacio´n
del para´metro de control µ para diversas situaciones.
5.1.4. Determinacio´n de o´rbitas superestables
Para determinar el conjunto de secuencias MSS asociadas al mapa log´ıstico se aplicara´n los
teoremas hasta ahora enunciados. En efecto, se sabe que una secuencia MSS es una secuencia
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ma´xima frente a desplazamientos, es decir, el GON extendido de la secuencia original es mayor
que el GON de cualquiera de las subsecuencias resultado de descartar el primer s´ımbolo de la
secuencia de partida, el segundo, el tercero y as´ı sucesivamente, hasta el bit k−e´simo, siendo k la
longitud de la secuencia MSS en cuestio´n. De esta forma, para una longitud ma´xima de secuencia
igual a K, se tiene un total de 2K secuencias posibles. Dentro de este conjunto so´lo las secuencias
simbo´licas ma´ximas frente a desplazamientos son admisibles. Una vez se sabe que un cierto conjunto
de s´ımbolos es una secuencia MSS, el siguiente paso sera´ determinar el valor del para´metro µ que
da lugar a la misma. Para ello, en principio, bastar´ıa aplicar el algoritmo aportado en la seccio´n
anterior. Ahora bien, tal y como se menciono´ ma´s arriba, la relacio´n entre un cierto GON y un
determinado valor de µ no es binun´ıvoca, esto es, para un mismo GON es posible encontrar un
nu´mero infinito de valores del para´metro µ (recordar que µ = 4 · λ) tales que GON(ζnfλ(y0))
representa el mismo valor. No obstante, dentro de ese conjunto de infinitos valores tan so´lo existe
un valor para el cual el bit K−e´simo de la secuencia MSS involucrada cambia de posicio´n relativa
a y0 = 12 . Dicho de otra forma, en torno al valor de µ que provoca un o´rbita superestable, el bit
K−e´simo pasa bien de ser R a ser L, bien de ser L a ser C. Imponiendo esta condicio´n adicional
es posible, partiendo del valor aproximado dado por el algoritmo del anterior punto, encontrar de
forma precisa el valor µ buscado. En la tabla 5.1 aparecen recogidos los valores de µ que dan lugar
a secuencias MSS para K = 8. Asimismo, la tabla sirve para ilustrar el teorema 4.4, pues, tal y
como dicho teorema informa, el GON crece a medida que aumenta el valor de µ. Cabe resen˜ar
que los patrones de o´rbitas superestables comienzan siempre por C y terminan por C, siendo C el
s´ımbolo que representa al punto cr´ıtico y0. En la tabla adjuntada se suprime la C de cabecera. Por
u´ltimo, la tabla constata que todas las o´rbitas superestables comienzan por R, hecho que lleva a
denominar mapas R a los mapas unimodales de funcio´n de iteracio´n co´ncava.
Para concluir este apartado, conviene sacar a colacio´n la informacio´n que la tabla 5.1 aporta
respecto de la figura 5.4. Esta figura representa una funcio´n creciente en relacio´n al para´metro µ, de
modo que en determinados intervalos la funcio´n se mantiene constante y, por ello, cada una de esas
regiones es referida como meseta. Pues bien, el inicio y fin de cada meseta no son sino valores de µ
que generan secuenciasMSS, hecho cuyo fundamento teo´rico fue expuesto y desarrollado a lo largo
del cap´ıtulo 3 al trabajar con las funciones hk(λ). All´ı se buscaban los puntos de interseccio´n entre
esas funciones y la hipe´rbola 12λ . Tales puntos de corte llevan impl´ıcito un cambio en la dina´mica
simbo´lica, es decir, en ellos se gesta la transformacio´n de un intervalo simbo´lico en otro distinto, en
virtud del cambio que experimenta un s´ımbolo que en la regio´n inmediatamente anterior al cruce
de funciones era R o´ L, pasando a ser C en el punto de interseccio´n, para terminar siendo L o´ C
en la zona inmediatamente posterior al corte.
5.1.5. Determinacio´n de puntos de Misiurewicz
Antes de nada es preciso definir que´ es un punto de Misiurewicz. Un punto de Misiurewicz
es una o´rbita que tras un cierto nu´mero de iteraciones o preper´ıodo presenta un comportamiento
perio´dico. En [PRM96a] se ofrece un conjunto bastante amplio de estos puntos. Pues bien, mediante
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Patro´n GON µ
C 0.5 2
RC 0.75 3.236067977. . .
RLRC 0.8125 3.498561699. . .
RLR3LRC 0.82421875 3.554640863. . .
RLR3C 0.828125 3.62755753. . .
RLR5C 0.83203125 3.662192504. . .
RLR6C 0.833984375 3.687216181. . .
RLR4C 0.8359375 3.701769154. . .
RLR4LRC 0.837890625 3.717116827. . .
RLR2C 0.84375 3.738914913. . .
RLR2LRLRC 0.849609375 3.761255195. . .
RLR2LRC 0.8515625 3.774214189. . .
RLR2LR3C 0.853515625 3.785779793. . .
RLR2LR2C 0.85546875 3.800770944. . .
RLC 0.875 3.831874055. . .
RL2RLC 0.890625 3.844568792. . .
RL2RLR2LC 0.892578125 3.853675277. . .
RL2RLR2C 0.89453125 3.870540984. . .
RL2RLR3C 0.896484375 3.879414053. . .
RL2RLRC 0.8984375 3.886045878. . .
RL2RLRLRC 0.900390625 3.892257638. . .
RL2RLRLC 0.90234375 3.899468951. . .
RL2RC 0.90625 3.90570647. . .
RL2R3LC 0.91015625 3.912046621. . .
RL2R3LRC 0.912109375 3.91779547. . .
RL2R3C 0.9140625 3.922193403. . .
RL2R5C 0.916015625 3.926277789. . .
RL2R4C 0.91796875 3.930472996. . .
RL2R4LC 0.919921875 3.934700511. . .
RL2R2C 0.921875 3.937536445. . .
RL2R2LRLC 0.923828125 3.940370474. . .
RL2R2LRC 0.92578125 3.944213496. . .
RL2R2LR2C 0.927734375 3.947735252. . .
Patro´n GON µ
RL2R2LC 0.9296875 3.951032165. . .
RL2R2L2RC 0.931640625 3.954484027. . .
RL2C 0.9375 3.960270127. . .
RL3RL2C 0.94140625 3.944213496. . .
RL3RL2RC 0.943359375 3.966192781. . .
RL3RLC 0.9453125 3.968976857. . .
RL3RLR2C 0.947265625 3.971413839. . .
RL3RLRC 0.94921875 3.973724256. . .
RL3RLRLC 0.951171875 3.97591958. . .
RL3RC 0.953125 3.977766422. . .
RL3R3LC 0.955078125 3.979542999. . .
RL3R3C 0.95703125 3.981408954. . .
RL3R4C 0.958984375 3.983139862. . .
RL3R2C 0.9609375 3.984747619. . .
RL3R2LRC 0.962890625 3.986273601. . .
RL3R2LC 0.96484375 3.987745495. . .
RL3R2L2C 0.966796875 3.989187348. . .
RL3C 0.96875 3.990267047. . .
RL4RL2C 0.970703125 3.991323685. . .
RL4RLC 0.97265625 3.992519523. . .
RL4RLRC 0.974609375 3.993577379. . .
RL4RC 0.9765625 3.994537809. . .
RL4R3C 0.978515625 3.995416669. . .
RL4R2C 0.98046875 3.996219596. . .
RL4R2LC 0.982421875 3.996944466. . .
RL4C 0.984375 3.997583118. . .
RL5RLC 0.986328125 3.998148112. . .
RL5RC 0.98828125 3.998641636. . .
RL5R2C 0.990234375 3.999057578. . .
RL5C 0.9921875 3.999397061. . .
RL6RC 0.994140625 3.999660939. . .
RL6C 0.99609375 3.999849362. . .
RL7C 0.998046875 3.999962348. . .
Tabla 5.1: Secuencias MSS y valor del para´metro dina´mico que las genera para el caso del mapa
log´ıstico y una longitud ma´xima de 8 s´ımbolos nma´x = 8
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el algoritmo de determinacio´n de µ que hemos propuesto, es posible deducir el valor de dicho
para´metro que da lugar a tales o´rbitas.
Al igual que antes, para la localizacio´n de los puntos de Misiurewicz, es necesario an˜adir una
condicio´n de contorno. En primer lugar, para poder llevar una aproximacio´n a un cierto punto de
Misiurewicz, el cual viene referenciado por un cierto patro´n, sera´ preciso poner en liza el algorit-
mo descrito en 5.1.3 para M = 1. Interesa, adema´s, que n sea lo mayor posible. En los sucesivos
experimentos se utilizo´ n = 50, pues la precisio´n finita de las operaciones llevadas a cabo hace
innecesario un valor superior. El valor de µ que se obtendra´ hace que, tras un transitorio suficien-
temente prolongado, el comportamiento perio´dico de la secuencia simbo´lica, que dicho para´metro
lleva asociada, no se corresponda con el dictado por el patro´n del punto de Misiurewicz en cuestio´n.
Por ello, se compara la secuencia simbo´lica que el para´metro obtenido propicia con la deseada. Si
el GON de la secuencia simbo´lica es mayor (menor) que el de la secuencia que sirve de patro´n, es
preciso disminuir (aumentar) el valor de µ. Esta disminucio´n (incremento) se llevara´ a cabo hasta
que el GON de la secuencia coincida con el del patro´n o, si no es posible, hasta que la diferencia
entre ambos GONs sea lo menor posible. En la tabla 5.2 se muestran los valores devueltos por esta
algoritmo para algunos de los puntos de Misiurewicz referidos por [PRM96a]. En la columna rela-
tiva al patro´n de los puntos de Misiurewicz abordados, la parte preperio´dica de los mismos aparece
entre pare´ntesis y siempre comienza por C. El resto del patro´n de un punto de Misiurewicz es la
parte perio´dica del mismo.
MSS inferior Para´metro MSS superior Para´metro Misiurewicz Para´metro
RLRC 3.49856169932770 RLR3C 3.62755752951552 (CRLR2)RL 3.59257231113921
RLR3C 3.62755752951552 RLR5LRC 3.64704880152190 (CRLR2)R3L 3.64307751468304
RLRC 3.49856169932770 RLR5C 3.66219250368658 (CRLR4)RL 3.65267544256844
RLRC 3.49856169932770 RLR2C 3.73891491297068 (CRL)R 3.67857351042829
RLR3C 3.62755752951552 RLR4C 3.70176915353796 (CRL)R 3.67857351042829
RLRC 3.49856169932770 RLR6C 3.68721618093415 (CRL)R 3.67857351042829
RLR3C 3.62755752951552 RLR6C 3.68721618093415 (CRL)R 3.67857351042829
RLR3C 3.62755752951552 RLR4C 3.70176915353796 (CRL)R 3.67857351042829
RLR3C 3.62755752951552 RLR4LRC 3.71711682740345 (CRLR4L)RL2 3.70916858434826
RLRC 3.49856169932770 RLR2LRLRC 3.76125519470708 (CRLR2LRL)R 3.75268484610832
RLRC 3.49856169932770 RLR2LRC 3.77421418890091 (CRLR)RL 3.76495152017972
RLRC 3.49856169932770 RLR2LR3C 3.78577979253125 (CRLR2LR)R2L 3.77421418890101
RLRC 3.49856169932770 RLR2LR2C 3.80077094387467 (CRLR2L)R 3.79109684048219
RL3RLC 3.96897685695554 RL3RLR3L2C 3.97356180464323 (CRL3RLR)RL2 3.96999172701734
RL6RC 3.99966093951726 RL6R3L2RC 3.99968178360539 (CRL4)L2R3 3.99968116023489
RL6RC 3.99966093951726 RL6R4L2C 3.99975869455581 (CRL5)LR4 3.99974916572224
Tabla 5.2: Secuencias MSS que marcan el l´ımite inferior y superior de regiones que contiene un
cierto punto de Misiurewicz
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5.1.6. Determinacio´n de la condicio´n inicial para µ dado
El hecho de que GON(Pnfλ(x)), para un cierto µ = 4 · λ, sea creciente respecto de x, permite
deducir el valor de x, si µ es conocido. Esta circunstancia fue comentada por [WHZ04], si bien
no se detallo´ un me´todo que la explotara. Con objeto de cubrir ese vac´ıo, se propone el siguiente
algoritmo:
Input: µ
Para´metro de control generador de la secuencia simbo´lica1
Input: GONentrada
GON de la secuencia simbo´lica S obtenida mediante el para´metro dado y la condicio´n inicial2
que se desea hallar
Hacer xR = 1, xL = 03
Hacer x = xR+xL24
Calcular GON(Pnfλ(x))5
if GON(Pnfλ(x)) < GONentrada then6
Hacer xL = x y volver al punto 47
else if GON(Pnfλ(x)) = GONentrada then8
Devolver x9
else10
Hacer xR = x y volver al punto 411
end12
Algoritmo 5.1.3: Determinacio´n de la condicio´n inicial para el mapa log´ıstico a partir de
una secuencia simbo´lica y para µ conocido.
En el algoritmo, GONentrada es el GON de la secuencia simbo´lica de longitud n generada
mediante el mapa log´ıstico a partir de x y un cierto µ. En la figura 5.10 se muestra el error al
recuperar la condicio´n inicial mediante el algoritmo recie´n presentado para distintos valores de µ
y de n. Se comprueba que a medida que la longitud de las secuencias simbo´lica aumenta el error
disminuye, hasta alcanzar una cota mı´nima. Adema´s, se aprecia que, en general, no se consigue un
error nulo. Este error residual responde a la precisio´n finita con la que se trabaja, la cual supone una
barrera casi infranqueable al aumentar y disminuir el valor de la condicio´n inicial en las diversas
iteraciones del algoritmo propuesto.
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(b) µ = 3.95333975311052, x0 = 0.423496256851051
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(c) µ = 3.78623562, x0 = 0.899423183
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(d) µ = 3.78623562, x0 = 0.0591825934710711
Figura 5.10: Error en la recuperacio´n del valor inicial mediante el ana´lisis de la secuencia simbo´lica
de un mapa log´ıstico
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5.2. Dina´mica simbo´lica aplicada al mapa de Mandelbrot
En esta seccio´n se llevara´ a cabo la demostracio´n emp´ırica de la equivalencia entre la dina´mica
simbo´lica de los mapas unimodales co´ncavos y los convexos, consecuencia ello de la existencia de
una relacio´n de conjugacio´n topolo´gica [HZ98, pa´g. 72] entre ambas familias de aplicaciones o
mapas. En este sentido, cabe mencionar que los algoritmos y evidencias experimentales de esta
seccio´n constituyen una de las aportaciones de este trabajo al estudio de la dina´mica simbo´lica de
las mapas cao´ticos unimodales.
Del mismo modo que el mapa log´ıstico es el mapa representativo por excelencia de las sistemas
dina´micos discretos unimodales co´ncavos o mapas R, el mapa de Mandelbrot lo es respecto de los
mapas unimodales de tipo L, esto es, de aquellos cuya funcio´n de iteracio´n es unimodal y convexa.
El mapa de Mandelbrot se define en los siguientes te´rminos:
xn+1 = x2n + c, (5.2)
donde c ∈ [−2,−0.25] y fc(x) = x2 + c. En efecto, tal y como se demuestra en [Rom97, pa´g.17],
los mapas de Mandelbrot y log´ıstico son topolo´gicamente conjugados y la relacio´n existente entre
los para´metros que controlan la dina´mica de los mismos es:
c =
µ(µ− 2)
4
, (5.3)
µ = 1 +
√
1− 4c. (5.4)
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Figura 5.11: Funcio´n de iteracio´n F (x) del mapa de Mandelbrot.
En el caso del mapa de Mandelbrot el punto cr´ıtico es y0 = 0. Adema´s, se tiene que c es
una funcio´n decreciente respecto a µ para µ < 1, circunstancia que, unida a la inversio´n de las
caracter´ısticas de monoton´ıa de la funcio´n de iteracio´n (mirar figuras 5.1 y 5.11), hace que toda la
teor´ıa de la dina´mica simbo´lica elaborada para mapas R se aplique directamente a los mapas de tipo
L sin ma´s que sustituir en las secuencias simbo´licas la R por L, y viceversa. Es decir, los teoremas de
admisibilidad y de ordenacio´n tambie´n se aplican al mapa de Mandelbrot, pero teniendo presente
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que ahora las series potencias son el nu´mero de s´ımbolos R consecutivos, esto es, son sucesiones de
potencias respecto de L. Del mismo modo, la monoton´ıa de la funcio´n GON tambie´n va a sufrir una
inversio´n. En la figura 5.12 vemos como el GON de las secuencias simbo´licas para diversos valores
de c es una funcio´n decreciente. Por su parte, la figura 5.13 indica que el GON de las secuencias
obtenidas al iterar mediante el mapa de Mandelbrot a partir de y0 y despreciando la C de cabecera,
es una funcio´n decreciente, mientras que aque´l que resulta de eliminar los dos primeros s´ımbolos
(CL) es una funcio´n creciente con respecto de c (figura 5.14). Por u´ltimo, el diagrama de bifurcacio´n
del GON del mapa de Mandelbrot aparece representado en la figura 5.15(b), aprecia´ndose como
reproduce al diagrama de bifurcacio´n original (Fig. 5.15(a)). Ana´logamente a lo que se obten´ıa para
el mapa log´ıstico, el perfil superior e inferior del diagrama de bifurcacio´n del GON viene definido
a trave´s de las funciones GON generadas al despreciar el primero, o los dos primeros s´ımbolos, de
la secuencia resultado de iterar el mapa a partir del punto cr´ıtico y0 (figuras 5.13 y 5.14).
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Figura 5.12: Evolucio´n del GON en funcio´n del valor inicial para distintos valores del para´metro
dina´mico para el mapa de Mandelbrot.
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Figura 5.13: GON para secuencias simbo´licas obtenidas mediante el mapa de Mandelbrot a partir
de x = 0 y despreciando el primer s´ımbolo. Longitud de secuencia n = 16, incremento de c igual a
10−7.
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Figura 5.14: GON para secuencias simbo´licas obtenidas mediante el mapa de Mandelbrot a partir
de x = 0 y despreciando los dos primeros s´ımbolos. Longitud de secuencia n = 16, incremento de
c igual a 10−7.
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Figura 5.15: (a) Diagrama de bifurcacio´n para el mapa de Mandelbrot y c ∈ [−2,−1],(b)Diagrama
de bifurcacio´n del GON del mapa de Mandelbrot para un incremento de c igual a 10−4, un tran-
sitorio de 100 iteraciones y secuencias simbo´licas de longitud n = 16.
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5.2.1. Determinacio´n de c a partir de una secuencia simbo´lica
La relacio´n de conjugacio´n topolo´gica ya mencionada, y emp´ıricamente puesta de relevancia en
el anterior apartado, permite recodificar el algoritmo presentado en la seccio´n 5.1.3 con la meta de
poder deducir el valor del para´metro de control c que propicia una cierta secuencia simbo´lica S.
El algoritmo en cuestio´n trabajara´ sobre secuencias de longitud n, mientras que la secuencia S de
partida contara´ con un mı´nimo de n+M s´ımbolos. De forma detallada, el procedimiento aludido
es:
Input: S
Secuencia simbo´lica generada por el valor de c que se quiere obtener. S ha de tener, como1
mı´nimo, M + n s´ımbolos
Input: M
Nu´mero de subsecuencias empleadas en la bu´squedad del GON ma´ximo2
Input: n
Longitud de cada una de las subsecuencias3
Determinar GON (ζn,m(S)) para m = 1, . . . ,M4
Calcular Gma´x = ma´x{GON (ζn,m(S))}, m = 1, . . . ,M5
Hacer cL = −2, cR = −0.86
Hacer c = cR+cL2 y determinar G = GON(ζ
n
fc
(y0)) = GON(Pnfc(c))7
if G > Gma´x then8
Hacer cL = c y volver al paso 79
else if G = Gma´x then10
Devolver c11
else12
Hacer cR = c y volver al paso 713
end14
Algoritmo 5.2.1: Determinacio´n de c para el mapa de Mandelbrot a partir de una secuencia
simbo´lica dada
5.2.2. Determinacio´n de o´rbitas superestables
Para una cierta secuencia simbo´lica que cumple el teorema de admisibilidad, y que por tanto es
una secuencia MSS u o´rbita superestable, es factible hacer uso del algoritmo recie´n expuesto con
a´nimo de inferir el valor de c que da lugar a la misma. En esta l´ınea, una vez el algoritmo nos haya
reportado una valor aproximado del para´metro, se pone en marcha una bu´squeda exhaustiva de c
incorporando la condicio´n de contorno que supone el hecho de que la secuencia simbo´lica con la
que se esta´ trabajando es una o´rbita superestable. En definitiva, se sigue la misma metodolog´ıa que
en el apartado 5.1.4, aunque teniendo en cuenta el cambio de signo de la monoton´ıa de la funcio´n
GON involucrada. En la tabla 5.3 se muestran algunos de los valores de c que desencadenan o´rbitas
superestables en el caso del mapa de Mandelbrot.
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Patro´n GON c
C 0.5 0
LC 0.75 -1
LRLC 0.8125 -1.310702641. . .
LRL3RLC 0.82421875 -1.381547484. . .
LRL3C 0.828125 -1.476014643. . .
LRL5C 0.83203125 -1.521817232. . .
LRL6C 0.833984375 -1.555282701. . .
LRL4C 0.8359375 -1.57488914. . .
LRL4RLC 0.837890625 -1.595680963. . .
LRL2C 0.84375 -1.625413725. . .
LRL2RLRLC 0.849609375 -1.656132563. . .
LRL2RLC 0.8515625 -1.674066091. . .
LRL2RL3C 0.853515625 -1.690142263. . .
LRL2RL2C 0.85546875 -1.71107947. . .
LRC 0.875 -1.754877666. . .
LR2LRC 0.890625 -1.772892903. . .
LR2LRL2RC 0.892578125 -1.785865646. . .
LR2LRL2C 0.89453125 -1.810001386. . .
LR2LRL3C 0.896484375 -1.822756322. . .
LR2LRLC 0.8984375 -1.832315203. . .
LR2LRLRLC 0.900390625 -1.841288562. . .
LR2LRLRC 0.90234375 -1.851730049. . .
LR2LC 0.90625 -1.860782522. . .
LR2L3RC 0.91015625 -1.870003881. . .
LR2L3RLC 0.912109375 -1.878382602. . .
LR2L3C 0.9140625 -1.884803572. . .
LR2L5C 0.916015625 -1.890775424. . .
LR2L4C 0.91796875 -1.896917995. . .
LR2L4RC 0.919921875 -1.903116773. . .
LR2L2C 0.921875 -1.907280091. . .
LR2L2RLRC 0.923828125 -1.911444631. . .
LR2L2RLC 0.92578125 -1.917098277. . .
LR2L2RL2C 0.927734375 -1.922285778. . .
Patro´n GON c
LR2L2RC 0.9296875 -1.927147709. . .
LR2L2R2LC 0.931640625 -1.932243967. . .
LR2C 0.9375 -1.940799807. . .
LR3LR2C 0.94140625 -1.94178209. . .
LR3LR2LC 0.943359375 -1.949574903. . .
LR3LRC 0.9453125 -1.953705894. . .
LR3LRL2C 0.947265625 -1.957325051. . .
LR3LRLC 0.94921875 -1.960758987. . .
LR3LRLRC 0.951171875 -1.964024337. . .
LR3LC 0.953125 -1.966773216. . .
LR3L3RC 0.955078125 -1.969419121. . .
LR3L3C 0.95703125 -1.972199838. . .
LR3L4C 0.958984375 -1.974780859. . .
LR3L2C 0.9609375 -1.977179587. . .
LR3L2RLC 0.962890625 -1.979457505. . .
LR3L2RC 0.96484375 -1.981655786. . .
LR3L2R2C 0.966796875 -1.98381025. . .
LR3C 0.96875 -1.985424253. . .
LR4LR2C 0.970703125 -1.987004348. . .
LR4LRC 0.97265625 -1.988793274. . .
LR4LRLC 0.974609375 -1.990376381. . .
LR4LC 0.9765625 -1.991814173. . .
LR4L3C 0.978515625 -1.993130255. . .
LR4L2C 0.98046875 -1.994332967. . .
LR4L2RC 0.982421875 -1.995419033. . .
LR4C 0.984375 -1.996376138. . .
LR5LRC 0.986328125 -1.997223025. . .
LR5LC 0.98828125 -1.997962916. . .
LR5L2C 0.990234375 -1.998586589. . .
LR5C 0.9921875 -1.999095682. . .
LR6LC 0.994140625 -1.999491438. . .
LR6C 0.99609375 -1.999774049. . .
LR7C 0.998046875 -1.999943522. . .
Tabla 5.3: Secuencias MSS y valor del para´metro dina´mico que las genera para el caso del mapa
de Mandelbrot y una longitud ma´xima de 8 s´ımbolos nma´x = 8.
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5.2.3. Determinacio´n de puntos de Misiurewicz
Con la premisa de cerrar la argumentacio´n en pro de la simetr´ıa entre el mapa log´ıstico y el de
Mandelbrot, a efectos de la teor´ıa de la dina´mica simbo´lica aplicada, se desarrolla un procedimiento
que conduce a identificar los valores de c que son puntos de Misiurewicz. En este sentido, la
aplicacio´n del algoritmo ba´sico, para M = 1 y una longitud de secuencia suficiente (esto es,
para n ≈ 50), posibilita llegar a un valor aproximado del valor c detra´s de un cierto patro´n de
Misiurewicz. La bu´squeda exhaustiva de c implica comparar el GON del patro´n referencia, es decir,
el que corresponde al punto de Misiurewicz, y el que genera el valor de c con el que hasta ahora
se cuenta. Si el GON calculado es mayor que el esperado, entonces hay que aumentar el valor
de c. Si por el contrario el GON es menor que el asociado a la secuencia simbo´lica del punto de
Misiurewicz, procede una reduccio´n del valor de c. La aplicacio´n de esta metodolog´ıa, para una
pequen˜a muestra de los puntos de Misiurewicz mencionados en [PRM96b], permite presentar la
tabla 5.4.
Misiurewicz Para´metro
(CLRL2)LR −1.43035763245153
(CLRL2)L3R −1.49646468715515
(CLRL4)LR −1.50917175090235
(CLR)L −1.54368901269212
(CLRL2R)L −1.54368901269272
(CLRL4R)LRL2 −1.5848986046056
(CLRL3)LR −1.58948440097939
(CLRL2RLR)L −1.64431846549796
(CLRL)LR −1.66123922723663
(CLRL2R)L3RL −1.67942089698681
(CLR3LRL)LR2 −1.95521271463738
(CLR4)R2L3 −1.99952176576453
(CLR5)RL4 −1.99962376431332
Tabla 5.4: Algunos puntos de Misiurewicz junto con el valor de c que los genera.
Cap´ıtulo 6
Conclusiones y l´ıneas futuras de
trabajo
En el trabajo realizado se ha demostrado que la dina´mica simbo´lica es una herramienta va´lida
para determinar de forma aproximada los valores del para´metro que controla la dina´mica de un
mapa cao´tico unimodal, como es el caso de los mapas log´ıstico y de Mandelbrot. Esto constituye
un mensaje de alerta en el contexto de la criptograf´ıa cao´tica, pues son muchas las ocasiones en
las que esos mapas son empleados para cifrar con el objeto de hacer inaccesible informacio´n a
terceras partes. Ahora bien, segu´n lo expuesto, si no se actu´a con cautela a la hora de disen˜ar
un criptosistema cao´tico, puede que la informacio´n que constituye la cifra del criptosistema sea
suficiente para colegir el valor del para´metro que controla la dina´mica del mapa empleado. Es
decir, el criptosistema nunca debe dar lugar a una cifra que sea directamente compendio de valores
resultado de iterar el mapa o, si lo hace, el conjunto de valores que queda al descubierto no debe
ser lo suficientemente grande como para que una evaluacio´n de la dina´mica simbo´lica haga viable
la determinacio´n del para´metro.
Aunque es cierto que los algoritmos que se han propuesto permiten obtener una buena aproxi-
macio´n del para´metro de control detra´s de una secuencia simbo´lica, no hay que olvidar las limita-
ciones que a este respecto fueron sen˜aladas. Es por ello que el trabajo a realizar en un futuro
inmediato va a estar centrado en la construccio´n de un procedimiento de aproximacio´n ma´s exacto
del valor GON(ζnfλ(0.5)) para que, de esta manera, el algoritmo de recuperacio´n del para´metro de
control sea lo ma´s inmune posible frente a ese ruido inherente al que se hizo mencio´n en la seccio´n
5.1.3. Otro frente que exige una mayor profundizacio´n es el que atan˜e al estudio de las matrices
GON . Se menciono´ que existe una relacio´n directa entre el aspecto o forma de esas matrices y la
regio´n del diagrama de bifurcacio´n en la que se encuentra localizado el para´metro que las genera.
Parece conveniente, pues, estudiar si es factible precisar au´n ma´s esa relacio´n de modo que la
simple observacio´n de una matriz GON haga viable inferir el valor del para´metro de control que
esta´ detra´s.
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