Surface codes offer a very promising avenue towards fault-tolerant quantum computation. We argue that two-dimensional interacting networks of Majorana bound states in topological superconductor/semiconductor heterostructures hold several distinct advantages in that direction, both concerning the hardware realization and the actual operation of the code. We here discuss how topologically protected logical qubits in this Majorana surface code architecture can be defined, initialized, manipulated, and read out. All physical ingredients needed to implement these operations are routinely used in topologically trivial quantum devices. In particular, we show that by means of quantum interference terms in linear conductance measurements, composite single-electron pumping protocols, and gate-tunable tunnel barriers, the full set of quantum gates required for universal quantum computation can be implemented.
I. INTRODUCTION
Surface code architectures are currently being recognized as potentially very powerful platforms for quantum information processing (QIP) and universal quantum computation [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] . Based on relatively simple two-dimensional (2D) array structures, the distinguishing hallmark of code-based QIP is redundancy: a rather small number of logical (or information) qubits is integrated into the background of a much larger number of physical qubits. The latter are built from local combinations of elementary hardware qubits and act as so-called stabilizers of the code, i.e., they are subject to readout operations projecting the system to a well-defined code state. The encoding of relatively few logical qubits into a large entangled code space provides a highly potent resource for error detection/correction and fault tolerance in quantum operations. In fact, as long as the microscopic error probability for physical qubit manipulations stays below a rather benign threshold of order ≈ 1% [8] [9] [10] [11] , logical qubits enjoy a topological protection with exponentially small error rates for increasing ratio of physical to logical qubits [4] . Somewhat less obvious, this encoding strategy also makes the boundaries between hardand software less rigid than in other QIP approaches. For example, whether a given physical qubit acts as stabilizer or as storage space for logical information in each computation cycle will be decided by the code protocols and the applied measurement pattern. To a certain degree, error handling can then be reduced to simply tracking errors by classical software. An excellent and detailed review of the surface code approach to quantum computing has been given by Fowler et al. [10] .
However, there is a price to be paid for the high levels of flexibility and fault tolerance in QIP based on surface codes, namely the tremendous hardware overhead introduced by the code space. Referring to Refs. [8] [9] [10] for detailed estimates, the realization of a useful system (allowing for well-protected QIP) of just a few dozen logical qubits might require to assemble thousands of physical qubits. This means that maximal efficiency will be critically important to the design of scalable surface code platforms, raising questions both concerning the physical realization of the code and, equally important, its operation: Realization.-What levels of physical qubit integration can be reached at nanoscopic or mesoscopic length scales? How much hardware overhead is required to define, manipulate, and read out logical qubit states? To what extent is the manipulation of individual qubits detrimental to the operation of the code, say, with regard to generated heat or radiation levels? If external electromagnetic fields are necessary, can their cumulative effects be kept at bay when large numbers of qubits are integrated? Operation.-Can one address qubits with logarithmic efficiency [11] , e.g., via non-invasive multiplexer schemes? Recalling that code-based QIP relies on the repeated readout of many stabilizers, can such measurements be performed at sufficient speed, say, with a cycle time of a few microseconds? Can the full set of logical gates required for universal quantum computation be realized at tolerable efforts? How can one avoid decay and dephasing of qubits due to residual interactions, e.g., with readout or manipulation devices, or between qubits themselves?
In Ref. [12] , we have argued that topological hybrid superconductor/semiconductor architectures featuring Majorana bound states might evolve into a platform performing favorably with regard to many of the above criteria. (For reviews on Majorana states in such devices, see Refs. [13] [14] [15] [16] . Majorana surface codes are also discussed in Refs. [17] [18] [19] [20] .) Given that not even a single topological semiconductor qubit has been realized so far, this asser-tion may seem presumptuous. However, current striking developments in the materials foundations of topological semiconductor devices, including experimentally observed signatures of Majorana states, see Refs. [21] [22] [23] [24] [25] [26] [27] , give rise to cautious optimism that the realization of functioning device architectures is but a matter of time. Two developments in particular seem of key importance. First, progress in the growth of high-quality superconductor/semiconductor interfaces has been instrumental to the formation of hard excitation gaps and to the protection of Majorana states [22] [23] [24] [25] [26] . Second, the successful realization of 2D superconductor/semiconductor heterostructures [27, 28] suggests that it may be advantageous to switch from nanowire architectures to genuine 2D layouts. For concreteness, we describe the wire construction below. However, we do not expect that the analogous formulation of a 2D architecture will differ on a conceptual level. Once realized, either structure will be accessible in terms of the full spectrum of device manipulations and measurement protocols of mesoscopic quantum electronics, including (i) quantum interferometry by point contact measurements of the linear conductance, (ii) access by quantum dots that allow one to pump single electrons on and off the code, and (iii) the option to connect and disconnect qubits from the code by tuning selected voltages.
To make these statements more concrete, let us start with a brief synopsis of the key features of a Majorana surface code, see also Sec. II below. Its skeleton structure is defined by a regular square lattice of socalled Majorana-Cooper boxes (MCBs) linked by tunnel bridges, see Fig. 1 . Each MCB corresponds to two topological semiconductor nanowires proximitized by a common, floating superconducting island. The nanowires in the setup of Fig. 1 are parallel, which means that a homogeneous parallel magnetic Zeeman field can synchronously drive them into a topological phase [13] [14] [15] . Within the topological phase, each wire supports Majorana zero-energy end states, giving rise to a total of four states per MCB. Each Majorana state is assumed to be individually tunnel-coupled to an external lead electrode, and to a quantum dot (or single-electron transistor). We note that the implementation of these access units does not require significant hardware beyond that defining the MCBs as such. Below we will augment the hardware described in Ref. [12] by local interference links between nearby pairs of external leads. Such links can be realized as gate-tunable tunnel bridges that may be switched on and off as needed. Once in place, they will allow for interferometric transport measurements of Majorana strings (e.g., bilinears), which will in turn be instrumental to the manipulation of logical operators. We note that topological T-junctions required, e.g., for the braiding of Majorana fermions [29] are not needed in our approach.
Assuming a large capacitive charging energy, backgate voltages may be tuned to effect charge quantization on each MCB [30] [31] [32] . The low-energy state of a given MCB is then equivalently described by an effective spin-1/2 degree of freedom [33] [34] [35] [36] [37] [38] . These spin-1/2 variables are the elementary hardware qubits of our system and can be described by Pauli matrices (x,ŷ,ẑ) l for MCB no. l. We assume tunnel bridges linking neighboring MCBs into the checkerboard pattern of Fig. 1 . This coupling generates spin-1/2 ring-exchange processes around the elementary plaquettes (loops) of the 2D lattice which may be described as products of MCB Pauli operators, either of fourẑ l or of fourx l . The emerging two types of composite physical qubits, denoted byẐ andX in Fig. 1 , are the stabilizers of the surface code. Physically, one may think of the stabilizer qubit as the Z 2 -valued flux captured by the lattice ring-exchange processes.
Our basic approach to the repeated stabilizer measurement is quantum interferometry (cf. Refs. [39, 40] ): Current passing through two terminals adjacent to a plaquette can pass around this loop in clockwise or anticlockwise direction, and the interference between these paths identifies qubit states through conductance measurements. This single-step measurement protocol neither requires ancilla qubits, cf. also Refs. [19, 20] , nor hardware beyond that already present in the system. Via the above-mentioned interference links, similar interferometric transport measurements can determine the eigenvalues of arbitrary Majorana bilinears and strings, including those of the qubit operators (x,ŷ,ẑ) l .
We have proposed the basic access hardware and sketched how to perform elementary code operations in Ref. [12] , including stabilizer readout and the controlled creation of anyonic excitations. Here we take the crucial next step and demonstrate how the semiconductorbased code architecture may become a potent platform for QIP. This includes the initialization, manipulation, protection, and readout of logical qubits in most general terms. In doing so, we try to strike a middle ground, avoiding excessive levels of material-specific details, yet aiming to be specific enough to let the reader judge on the concrete perspectives of the approach. Our goal is to provide a comprehensive introduction to QIP in this code architecture, up to and including the implementation of a minimal set of gates for universal quantum computation.
The information content held by a surface code depends on its effective ground-state degeneracy, which in turn is governed by the number of holes in the code. Holes can be effectively created by excluding individual stabilizers from the readout operation applied to the majority of physical qubits in each computation cycle. This solution, which resembles the software hole of Ref. [10] , may be implemented by only switching on (via gate voltage changes) the respective tunnel couplings between probe leads and the code when a readout is performed. We note that it is not sufficient to simply turn off the respective bias voltage in the idle state. For instance, unbiased leads can still decohere the system. Hardware holes may be created by gate-blocking the intra-code connections along a loop which defines a chosen stabilizer, or a group of stabilizers. In general, it will be necessary to employ hybrid strategies comprising elements of both . The MCB is a floating superconducting island with four Majorana end states γj=1,...,4 (red dots) of topological semiconductor wires, which can be implemented, e.g., as 90-deg rotated H-shaped device [12] (for an illustration, see top right corner). The fermion parity on a given MCB,P = γ1γ2γ3γ4, is constrained by Coulomb blockade, see Eq.
(1), and Majorana bilinears define Pauli operators (x,ẑ), see Eq. (2). Majorana states on neighboring MCBs are linked by tunnel bridges (solid black lines). Away from (near) boundaries, minimal plaquettes involve products of eight (six) Majoranas. These stabilizers are either of typeX (blue) orẐ (yellow), corresponding to products of four (three)x orẑ operators, resp., see Eq. (6) . Note that near the top/bottom Z-type (left/right X-type) code boundaries, onlyẐ (X) stabilizers appear. Stabilizer eigenvalues are read out by conductance measurements, see Eq. (8) . By using leads (small circles) tunnel-coupled to γ0 and γ1, resp., one measures the two adjacent (colored) stabilizers. Majorana bilinears can be read out by adding interference links between leads (dotted lines). By using leads attached to γ5 and γ6, we can measurê z = iγ5γ6, cf. Eq. (10). This Pauli operator readout affects the neigboring (blue)X stabilizers, which anticommute withẑ. By pumping a single electron between two quantum dots (indicated by squares), one generates a string operator. With dots attached to γ7 and γ8, the latter isx = iγ7γ8 and flips the two adjacent (yellow)Ẑ stabilizers.
the soft-and hardware realization of holes. For example, when a stabilizer is inactive or remains idle, it may be advantageous to ramp down its connection to the rest of the code so as to minimize unwanted perturbations. The coupling can then be turned on again prior to initialization, readout, manipulation, or related operations.
It is obvious that experimental efforts will first focus on structures simpler than that of a large 2D code. This includes 1D chains that may implement so-called repetition codes [41] which do not achieve the full computational power of a 2D surface code. Nonetheless, many of the manipulation and readout tools needed for QIP in the 2D code can already be implemented and tested using small MCB chains or arrays. In a related work [42] , we shall discuss minimal models composed of just a few tunnel-coupled MCBs. We also note that the Majorana surface code approach does not rely on the non-Abelian braid operations underlying alternative approaches to Majorana-based quantum computing [43] [44] [45] [46] [47] [48] [49] [50] [51] [52] , cf. Ref. [19] for a detailed discussion. All its operations are performed through conductance measurements, pumping protocols, and/or gate voltage changes. Our logical gate implementations are different, and sometimes much simpler, than those suggested for bosonic codes [10, 41, [53] [54] [55] [56] , other Majorana code realizations [18] [19] [20] , or platforms relying on non-Abelian braiding. Given the challenging demands imposed by scalability [11] , we believe that these signatures may be of critical importance for the successful realization of large-scale systems.
The remainder of this paper is structured as follows. We start out in Sec. II with a discussion of the different hardware hierarchies defining our code architecture. In order to keep the paper self-contained, Sec. II also summarizes the key results of Ref. [12] . In Sec. III, we show how logical qubits are defined. Basal quantum operations are discussed in Sec. IV, where we demonstrate how logical qubits can be initialized, moved, braided, manipulated, and read out in this architecture. To that end, we will also introduce a powerful class of generalized pumping protocols. In Sec. IV F, we offer an analysis of potential challenges and/or error sources. With those basal operations at hand, the implementation of a full set of quantum gates for universal quantum computation is possible using established quantum circuits [10, 19, 57] , see Sec. V. The paper ends with concluding remarks in Sec. VI. Finally, we note that we often use units with = 1 below.
II. MAJORANA SURFACE CODE HARDWARE
A. Majorana-Cooper box
The elementary unit of our architecture is the Majorana-Cooper box (MCB), described in detail in Refs. [33] [34] [35] [36] [37] [38] and schematically illustrated in Fig. 1 . In the following we briefly introduce the MCB, where the emphasis will be on its subsequent integration into a surface code structure. Interested readers may find a concrete proposal for the hardware layout of an MCB in Ref. [12] . An isolated MCB consists of a mesoscopic swave superconducting island in contact to two semiconductor nanowires with strong spin-orbit interaction (e.g., InAs or InSb). On each wire a pairing gap is induced by the proximity effect, which we assume to be so large that continuum quasiparticles can be ignored. Residual quasiparticle poisoning effects are discussed in Sec. IV F. When subjected to a sufficiently strong Zeeman field, the wires enter a topological regime with Majorana bound states near their ends [13] [14] [15] . We here consider wires long enough that direct tunnel couplings between different end states are negligible, but finite-coupling effects are briefly addressed in Sec. IV F.
In effect, as illustrated in Fig. 1 , we then have four zeroenergy Majorana states described by Hermitian operators, γ j = γ † j , which satisfy a Clifford anticommutator algebra, {γ j , γ j } = 2δ jj [13] [14] [15] . Recalling that a conventional fermion can be built from two Majorana fermions, the presence of four zero-energy Majorana states implies a four-fold degeneracy. This degeneracy gets lifted by the Coulomb blockade, which has to be taken into account because we consider a floating (not grounded) island with a large single-electron charging energy E C ≈ 1 meV [25] . For notational simplicity, we shall consider the same E C for all MCBs below. In what follows, the effective energy scales of the problem are assumed to be below both the proximity-induced pairing gap and the charging energy.
Since Cooper pairs and Majorana fermions both represent zero-energy states, the Hamiltonian of a single MCB contains only the capacitive charging energy contribution,
where the parameter n g can be tuned by a backgate voltage. The operatorN has integer eigenvalues (N ) and counts the fermion number on the MCB. Within our low-energy framework, these fermions are either bound in Cooper pairs or belong to the Majorana sector. Under Coulomb valley conditions, i.e., for n g close to integer values, the charging energy then enforces a well-defined ground-state value for N , even if weak tunnel couplings to other code parts are present. Depending on our choice for n g , this value is either even or odd. Since the number of electrons bound in Cooper pairs is always even, a parity constraint emerges in the Majorana sector [33] ,
reducing the four-fold to a two-fold degeneracy. With charge fluctuations being frozen out by Coulomb blockade, the low-energy dynamics of the MCB is then described by an effective spin-1/2 variable. The associated Pauli operators (x,ŷ,ẑ) correspond to bilinear combinations of Majorana operators and afford the representation [33, 37, 38] 
Note that this representation is consistent with standard Pauli matrix relations,xŷ = iẑ and so on. Using the parity constraint (1), each Pauli operator can equivalently be expressed by the complementary pair of Majorana operators, e.g.,x = ∓iγ 3 γ 4 . For 2D arrays of MCBs, it is convenient to choose an alternating representation as illustrated in Fig. 1 . For MCB no. l, Pauli operators (x l ,ŷ l ,ẑ l ) are assigned for l in an odd column (containing three MCBs in Fig. 1 ), but the unitarily transformed representation (ẑ l , −ŷ l ,x l ) will be used for even columns (with two MCBs in Fig. 1 ). This convention leads to a maximally transparent representation of stabilizer operators in terms of MCB Pauli operators, see Eq. (6) below. The tunnel coupling between Majorana state no. j of an MCB and an attached lead or quantum dot with fermion operator Ψ is described by the tunneling Hamiltonian [30, 31, 38] 
where t j is a complex tunneling amplitude and the phase operatorφ is conjugate to the number operator, [φ,N ] = 2i. The factor of two means that e iφ creates a Cooper pair, N → N + 2, and hence the out-tunneling process contained in Eq. (3) annihilates a single electron charge on the island. The representation (3) manifestly splits the tunneling process into a transfer of charge and the charge-neutral Majorana dynamics.
B. MCB network
We next consider a network of MCBs as shown in Fig. 1 , where MCB no. l has the fluctuating superconducting phase ϕ l . Neighboring MCBs are coupled through short tunnel bridges connecting specific pairs of Majorana states (γ l , γ l ). Describing each contact in terms of the tunneling Hamiltonian (3) with tunnel amplitude t l between γ l and the respective bridge fermion Ψ l , the effective MCB-MCB tunneling Hamiltonian follows by second-order perturbation theory,
where t ll t * l t l G(l, l ) contains the low-energy fermion propagator of the bridge. For a sufficiently short bridge, retardation effects in this propagator are negligible and the coupling constants t ll are effectively time-and/or energy-independent. As an example with the above properties, one may think of tunnel bridges that include short non-proximitized nanowire segments connecting adjacent MCBs. Such small-sized connectors typically form junction dots, i.e., few-level systems where electrostatic gating makes the t ll couplings tunable. For |t ll | 0.33E C , the ground state of the system enters a frustrated 2D Ising phase which is not useful for QIP purposes [18] . We therefore focus on the regime |t ll | E C throughout. The presence of the exponentiated phase operators in Eq. (4) indicates that a single tunneling process kicks both participating MCBs out of their respective charge ground states, leaving the system in an excited charge state with energy of order E C . One option to go back to the charge ground state is given by a trivial reverse tunneling event along the same link which only adds an irrelevant additive constant to the effective low-energy code Hamiltonian. Dropping such constants, the leadingorder process for relaxing back to the charge ground state comes from ring exchange along the elementary plaquettes involving four MCBs. The integration over the transient times of order E −1 C where the system is virtually excited is most conveniently done by applying a SchriefferWolff transformation [58] . We then obtain the effective low-energy code Hamiltonian [12] 
where n runs over all elementary plaquettes of the 2D network. Ignoring the code boundaries for the moment, this defines stabilizer operatorsÔ n as products of the eight Majorana operators comprising a minimal loop,
j . The coefficients c n in Eq. (5) involve the product of the four tunnel amplitudes around this loop. Note that the fluctuating phases ϕ l have dropped out of Eq. (5) due to the Schrieffer-Wolff projection to the charge ground state of each MCB. A key feature of the Hamiltonian (5) is that all contributing operators commute, [Ô n ,Ô n ] = 0, since two plaquettes either share two or no Majorana operators. Each stabilizer operator is Hermitian,Ô n =Ô † n , and squares to unity,Ô 2 n = 1. The Hilbert spaces defined by the two possible eigenvalues ±1 then correspond to the simultaneously measurable physical qubits of the Majorana surface code.
It is well known that interacting Majorana plaquette models as given in Eq. (5) can be mapped to (planar versions of) Kitaev's celebrated toric code model [18, 19, 59, 60] , which features long-range entanglement and topological order. In fact, our perturbative construction of Eq. (5) directly mirrors Kitaev's original derivation of the toric code from a strongly anisotropic variant of his honeycomb model [61] , cf. Ref. [18] . We note that Refs. [62] [63] [64] [65] [66] discuss similar interacting Majorana networks which may yield alternative code constructions different from a surface code.
The mapping to the toric code also confirms that stabilizers must come in two different types,Ô n =X or O n =Ẑ, see Fig. 1 . Indeed, by using the MCB Pauli operators (x,ŷ,ẑ) l introduced above, we observe that away from lattice boundaries, everyX (Ẑ) stabilizer operator is equivalently expressed as product of the fourx (ẑ) Pauli operators on the adjacent MCBs numbered by
The product is thus taken along the minimal path surrounding the respective plaquette. Again in agreement with the planar toric code, stabilizers located at the boundaries of the system only involve three Pauli (six Majorana) operators, see Fig. 1 . It is worth noting that one could also take the fermion parity operatorŝ P l , defined as the product of the four Majorana operators on MCB no. l, as a third type of stabilizer. This fact suggests the possibility of a Majorana surface code equipped with three different types of stabilizers (X,Ẑ,P), cf. Refs. [19, 20] . Under strong Coulomb blockade conditions, however, the parity constraint (1) locks allP l stabilizers into specific eigenstates. In what follows, we therefore employ only the (X,Ẑ)-type stabilizers as active physical qubits. In contrast to the commonly studied toric code model with just two couplings [61] , we observe that the coupling constants Re(c n ) in Eq. (5) may effectively assume random values due to, e.g., the presence of tunnel phases or device imperfections. The temporal evolution of the system thus contains a large number of uncorrelated random phases exp[±iRe(c n )t] which lead to dephasing between corresponding stabilizer states with eigenvalues ±1. Protection of logical qubits against such dephasing processes forms an essential part of QIP with the surface code and can be effected, e.g., by reducing the respective t ll couplings through gate voltage changes, see Sec. III A below. Errors could also arise from higher-order corrections to the code Hamiltonian in Eq. (5). For |t ll | E C , however, all sub-leading contributions beyond Eq. (5) are suppressed by at least a factor (|t ll |/E C ) 2 . Such terms are not expected to seriously deteriorate the operation of the code. In any case, they can be handled in error correction along with the aforementioned and other (more severe) error sources, see Sec. IV F.
We conclude that the spin-1/2 variables represented by the MCB Pauli operators (2) constitute the elementary hardware qubits in our setup. Their definition is linked to the existence of topologically protected Majorana states. We therefore expect that these qubits come with long coherence times and thus represent attractive platforms for QIP operations in general [42] . Physical qubits (stabilizers) are then defined as products of four MCB Pauli operators along the minimal loops of the 2D lattice, see Eq. (6) . For the definition of logical qubits, see Sec. III below.
C. Access hardware
Before moving on to the discussion of code operations, we introduce the hardware elements needed for initialization, manipulation, and readout of qubits. In particular, we will describe the implementation of tunnel conductance probes (including interference links), singleelectron pumping, and the use of gate voltages. None of these elements involves the application of radiation fields. All access operations should be performed in the quasi-adiabatic limit, i.e., at frequency scales well below the thresholds where radiation might be produced. The above elements could be integrated directly within the 2D code structure and do not require device technology beyond that needed to build the code itself. In view of the simplicity and flexibility of this architecture, alternative readout and/or manipulation schemes may also be implemented in an efficient manner, see Sec. IV F and Refs. [19, 42] .
Tunnel conductance probes
We consider all Majorana states to be endowed with tunable tunnel connectors to external probe leads. The presence of a weak tunnel coupling λ l between a specific Majorana fermion γ l and the lead fermion Ψ l (near the corresponding tunnel contact) will be described by a tunneling operator, see Eq. (3) with Ψ → Ψ l , γ j → γ l , ϕ →φ l , and t j → λ l . These connections are essential for two-terminal interferometric transport measurements, which are our designated readout instrument for stabilizers, as well as for non-stabilizers like the MCB Pauli operators (2). For the latter type of readout, we need a tunnel link locally connecting the respective pair of leads. Such links allow for additional interference terms in the conductance which are sensitive to nonstabilizer eigenvalues, see below and Sec. IV A.
We first describe the measurement and readout of stabilizer eigenvalues. To that end, consider two neighboring Majorana states on adjacent MCBs, say, γ 0 and γ 1 in Fig. 1 , which are connected by the effective tunnel matrix element t 01 . Both Majorana states are also tunnel-coupled to separate probe leads. The application of a small bias voltage between these leads generates current flow, and the corresponding linear conductance, G 01 , can be computed from an effective transfer Hamiltonian H 01 . The latter follows by lowest-order expansion in λ 0,1 , where we also perform a Schrieffer-Wolff transformation in order to project to the charge ground state on each MCB, similar to the steps leading to Eq. (5). We obtain
with α = −32λ 0 λ * 1 /(5t * 01 E C ). Equation (7) features a superposition of a constant term (ξ), describing tunneling via the direct link ∼ t 01 , with two subleading terms of tunneling around nearby loops. The latter involve the Majorana stringsÔ u/d around the upper (u) and lower (d) plaquette adjacent to the contacted pair γ 0 γ 1 , with the coefficients c u,d in Eq. (5). We find ξ = (5/16)η|t 01 | 2 /E C with a dimensionless asymmetry parameter η ∼ ∆n g,0 ∆n g,1 + O(∆n 4 g ); the full expression for η can be found in Ref. [12] . Importantly, η depends on detuning parameters ∆n g,l=0,1 off the respective particlehole symmetric point (with integer n g,l ) at which the addition/removal of one charge unit to/from the MCB costs precisely the same energy (E C ). If at least one detuning vanishes, the term ∼ ξ will be absent in Eq. (7). This cancellation of the direct process can be traced back to a destructive interference between different time-orderings of tunneling events. By varying the backgate voltage parameters n g,l , one can then optimize the amplitude of the interference signal between the direct path and the loop contributions in the conductance readout below.
With the normal density of states ν l=0,1 of the respective probe lead, second-order perturbation theory in H 01 , see Eq. (7), yields the tunneling conductance
(8) Evidently the conductance is sensitive to the stabilizer eigenvalues O u,d = ±1, where we tacitly assume that the conductance measurement implies a projection to the corresponding eigenstates, cf. Refs. [39, 40] . Apart from a stabilizer-independent contribution with g = ξ 2 + |c u | 2 + |c d | 2 , the conductance (8) contains quantum interference terms between the direct link and individual loops, g u/d = 2ξRe(c u/d ), and a two-loop interference term with g ud = 2Re(c u c d ).
The coefficients (g, g u , g d , g ud ) will show random variations between readout configurations (γ l , γ l ) targeting different pairs of stabilizers. However, for a given pair, they are presumably time-independent and can be parametrically altered by variation of the backgate parameters n g,l/l and/or tunnel couplings t ll . Numerical values for these coefficients can be obtained by conductance measurements for the four different plaquette configura-
, where we anticipate that plaquettes can be flipped in a controlled manner by pumping protocols. Once the coefficients {(g, g u , g d , g ud ) ll } have been determined for all neighbor pairs by this initial calibration procedure, performing a (sequential or parallelized) measurement of the conductances along a set of ≈ N links (for a code with N MCBs) will determine all stabilizer eigenvalues.
Next we discuss the projective measurement and readout of non-stabilizer operators. These basal quantum operations will be extended to logical qubits in Sec. IV A, while here we introduce the needed hardware elements and conductance interferometry principles. For concreteness, we consider the Pauli operatorẑ = iγ 5 γ 6 in Fig. 1 , with eigenvalues z = ±1, where a suitably designed interferometric conductance measurement will be sensitive to this eigenvalue, see Eq. (10) below. In order to per-form such a measurement, one can use the external leads already needed for stabilizer readout. In addition, we now require an interference link locally connecting both leads (away from MCBs) through a tunnel matrix element τ . To lowest order in the tunnel couplings λ 5, 6 , transport between both terminals is again governed by a transfer Hamiltonian (H 56 ). Repeating the steps leading to Eq. (7), we now obtain
with t z ∼ λ 5 λ *
6 /E C . The two-terminal conductance follows from perturbation theory as in Eq. (8),
After an initial calibration step, a conductance measurement thus determines z, where the measurement again implies a projection to the respective eigenstate ofẑ. We note that the amplitude of the interference signal can be optimized by tuning the link parameter τ . By using different lead pairs attached to the same MCB, one may access all Pauli operators (x,ŷ, andẑ) on this box. Similarly, for leads coupled to different MCBs, readout of other non-stabilizer operators (e.g. the string operators below) is possible, cf. Sec. IV A.
Single-electron pumping
Whereas conductance interferometry is our proposed readout tool, adiabatic charge pumping of single electrons onto and off the code by means of tunnel-coupled quantum dots will be tailor-made for the controlled manipulation of qubits. For simplicity, we assume that each quantum dot can accommodate only a single electron (occupation number n = 0, 1), where the level energy is gatetunable. When the tunnel couplingλ l to the corresponding Majorana state γ l is finite, by a suitable gate voltage change, one can pump (or absorb) one elementary charge into (from) the code [46, 47] . The tunneling Hamiltonian is given by Eq. (3) with γ j → γ l , t j →λ l ,φ →φ l , and
l is the fermion operator for the dot. Clearly, a single tunneling event will drive the respective MCB outside its charge ground state, and dot operations categorically have to be performed in pairs to maintain charge neutrality of the code. We here assume that the pumping operation is performed in an adiabatically slow way, at rates to be studied momentarily, although weak deviations from adiabaticity are not detrimental if combined with a measurement of the final dot occupations. Such control measurements collapse the system of dots into a definite state, thus eliminating diabatic errors that could spoil the code operation [67] .
Denoting the initial charge configuration of the dot pair by (n l , n l ) = (1, 0), consider a gate-voltage protocol resulting in the final state (0, 1). This process transfers precisely one electron through the code, entering via the Majorana state γ l and exiting via γ l . The transfer Hamiltonian H ll describing this process can be obtained by similar steps as those leading to Eq. (7) above, where we find
The transfer amplitude T ll has been specified up to a prefactor of no interest here, andŜ ll represents string operators describing intra-code electron transfer processes. In general, Eq. (11) involves a linear superposition of many contributions from different tunneling paths γ l → γ l between the selected end-point Majorana states. For an arbitrary path with m tunneling events between neighboring MCBs (γ lj → γ l j with tunnel links j = 1, . . . , m), the string operator is given by the product of these 2m Majorana operators in addition to the end-point Majorana states [68] ,
For |t lj l j | E C , the dominant term in Eq. (11) comes from the shortest path(s) with minimal number m of tunnel bridges. To give an example, for neighboring MCBs, we have m = 1 and the leading contribution takes the formŴ ll = iγ l1 γ l 1 . When γ l (and/or γ l ) coincides with a Majorana operator in a given pathŴ ll , the destructive interference mechanism described above for the stabilizer readout configuration in Eq. (7) is activated. The path contribution to Eq. (11) can then be quenched by tuning the backgate parameter n g (n g ) on MCB no. l (l ) to an integer value.
SinceŴ ll in Eq. (12) stems only from intra-code tunneling processes ∼ γ lj γ l j between neighboring MCBs, such operators commute with all stabilizers, [Ŵ ll ,Ô n ] = 0. This also implies that any two string operatorsŜ ll are equivalent up to (products of) stabilizer operators. In a stabilized code state, the full operator content of the pumping process is therefore identified by the terminal Majorana operators. In fact, the two stabilizer operatorsÔ n containing γ l are flipped by the above pumping protocol, since γ l anticommutes with those two operators but commutes with all others. Similarly, the two stabilizers that contain γ l will be flipped. It is then clear that depending on the distance between γ l and γ l , by such a charge transfer process one can either flip zero, two, or four stabilizers. The case of no stabilizer flips corresponds to the above stabilizer readout scheme, see Eq. (7). In accordance with the planar toric code rules [61] , stabilizers of each type thus can only be flipped in pairs. For instance, by pumping a single electron from γ 7 → γ 8 in Fig. 1 , the two adjacentẐ plaquettes will be flipped. Since both γ 7 and γ 8 belong to theX plaquette in between, this stabilizer is flipped twice and hence remains invariant. We note that each string operator (12) can alternatively be written as product of MCB Pauli operators along a path from γ l to γ l . In particular, for the above pumping process,Ŝ = iγ 7 γ 8 =x connects the two flippedẐ stabilizers in Fig. 1 .
A single-electron pumping process can be considered adiabatic if it occurs on times scales long against τ ad , where the energy scale τ −1 ad = |T ll | corresponds to the leading-order contribution to H ll . Under these circumstances, the process will adiabatically transform an initial state |Ψ initial into the final state |Ψ final ∼Ŝ ll |Ψ initial . We observe that when both dots are tunnel-coupled to Majorana states on the same box, the pumping protocol implements elementary Pauli operations, cf. Eq. (2). In Sec. IV E, we will discuss powerful generalizations of the above protocols.
Gate voltage adjustments
The application of a static voltage to electrodes in spatial proximity of code elements can be used to adjust several important parameters of the code. For instance, by tuning the MCB backgate parameters n g,l , one can alter the strength of path contributions to electron tunneling and optimize the interference signal for stabilizer readout operations. Similarly, by changing the voltage on gates near the tunnel bridges connecting neighboring MCBs, we may control the matrix elements t ll . For example, a minimal hole can be cut into the code by severing the four connections of a single stabilizer loop.
III. LOGICAL QUBIT IMPLEMENTATION
In Kitaev's original work on the toric code [61] , a stabilizer system wrapped onto a surface of toroidal geometry was shown to exhibit topological ground-state degeneracy 2 2g , where g is the genus of the surface. The number 2g thus counts the unconstrained binary degrees of freedom. In principle, the latter are good candidates for topologically protected logical qubits due to their encoding into a stabilized code space. However, toroidal surfaces are difficult to realize in terms of 2D device technology, and the resulting qubits are almost impossible to address and/or read out. Later on, it was realized that the torus topology can be effectively simulated in terms of a planar geometry [2, 3], thereby paving the way for the surface code approach.
A simple example for a planar code patch with boundaries suitable to the definition of logical qubits is shown for our architecture in Fig. 1 . The shunting of Majorana states defines Z-type (or X-type) boundaries, where onlŷ Z (orX) stabilizers appear at the respective boundary. The ground state, |Ψ , of the code Hamiltonian (5) has to satisfy the conditionsÔ n |Ψ = O n |Ψ with eigenvalues O n = sgn[Re(c n )]. However, these conditions are not sufficient to uniquely determine |Ψ . This can be seen by comparing the number of constraints (given by the number of stabilizers: 17 in Fig. 1 ) to the number of independent hardware qubits (MCBs: 18 in Fig. 1) . We conclude that for the example in Fig. 1 , one unconstrained degree of freedom remains. It corresponds to Pauli operatorsẐ topo (X topo ) defined as product of all z (x) MCB Pauli matrices along an arbitrary path connecting the two Z-type (X-type) code boundaries. Albeit (Ẑ topo ,X topo ) encodes a logical qubit, this option is not very interesting since it just yields a single qubit, independent of the size of the code patch.
As we discuss below, the ground-state degeneracy of such surface codes can be effectively enhanced by the controlled creation of holes. The drilling of such a hole may be implemented in our code architecture, e.g., by switching off the tunnel couplings t ll surrounding a minimal plaquette, see below. We anticipate that such a procedure will represent a trade-off game, since for a dense pattern of holes, erroneous flips of the encoded logical qubits will become likely. We here introduce logical qubits in analogy to their definition in the bosonic surface code approach by Fowler et al. [10] . However, our Majorana surface code architecture comes with two differences of central importance.
First, Fowler et al. employ ancilla qubits (called measurement qubits in Ref. [10] ) in addition to the physical qubits (data qubits in Ref. [10] ). By entangling four data qubits with a measurement qubit through a sequence of controlled-NOT (CNOT) operations, projective stabilizer readout becomes possible. In our case, since readout is performed by conductance measurements using interference loops, see Sec. II C, neither measurement qubits nor additional CNOT operations are necessary. Compared to the bosonic variant, the present Majorana code architecture thus offers a significant reduction of hardware overhead together with a simpler single-step stabilizer measurement, see also Ref. [19] .
Second, Fowler et al. implement a logical qubit by stopping certain CNOT operations between measurement and data qubits [10] . Since our Majorana code realization does not contain measurement qubits, we here need to proceed in a different manner. In fact, it is necessary to implement a combined software-hardware hole. First, to exclude a stabilizer from the cyclic readout procedure, the gate-tunable tunnel couplings λ l and λ l between the code and the respective leads, cf. Sec. II C, will remain turned off. This gives a software hole but is not yet sufficient to define a useful logical qubit, since the two qubit eigenstates should be (nearly) degenerate to avoid large dephasing errors, cf. Sec. II B. To achieve this goal, one may reduce the tunnel couplings t ll by suitable gate voltage changes. The respective plaquette energy Re(c n ) in Eq. (5) thus decreases and one physically cuts a hardware hole into the code. Residual small plaquette energies can be handled in error correction, and to measure adjacent stabilizers one can sequentially turn on selected couplings t ll again.
As reviewed in Ref. [10] , one can form larger holes for implementing logical qubits by combining several (d) ad-
Figure 2. Logical qubits in the Majorana code architecture (only a part of a larger 2D code is shown). By ceasing to measure the stabilizerẐ1 (yellow, top left corner), one obtains the Z-cut qubit (Ẑ1,X1). The Pauli-X1 string connectsẐ1 to an X-type boundary (one choice is shown as red line). Similarly, (X2,Ẑ2) is an X-cut qubit, where we stop measuringX2 (dark blue). The string operatorẐ2 (blue line) connectsX2 to a Z-type boundary, where an alternative choiceẐ 2 =Ẑ δẐ2 is shown as well. Next, the X-type double-cut qubit (XA,ẐA) is built from two single-cut qubits (X3,Ẑ3) and (X4,Ẑ4). We useXA =X3 and the string operatorẐA =Ẑ3Ẑ4 connectingX3 andX4. Similary, the Z-type double-cut qubit (ẐB,XB) is formed from (Ẑ5,X5) and (Ẑ6,X6). ChoosingẐB =Ẑ5, both plaquettes are connected by the internal string operatorXB =X5X6. Finally, by readout of the MCB Pauli-x operator connectingẐ6 andẐ7 (probe leads shown as orange circles), logical information can be moved fromẐ6 →Ẑ7, i.e., the double-cut qubit B is then encoded between stabilizers no. 5 and 7, see Sec. IV B.
jacent holes. (The number d is the so-called code distance in terms of physical qubits.) The fault-tolerance threshold theorem [11] states that as long as error probabilities for elementary quantum operations remain below a moderate threshold value of order ≈ 1%, logical error rates become exponentially small with increasing d. This exponential scaling justifies the notion of topologically protected logical qubits [11] . In what follows, we mostly describe the case d = 1, with the understanding that a highly efficient reduction of logical errors is offered by increasing d. All operations are implemented such that they directly can be adapted to the case d > 1.
A. Single-cut qubits
Let us start with the most elementary logical qubit realizable in our code architecture, where one forms a hole for just a single plaquette. According to the above discussion, the removal of the corresponding constraint on |Ψ leaves one binary degree of freedom undetermined. Since we have Z-and X-type stabilizers, two different types of logical qubits are possible, and by not measuringẐ (orX) we obtain a Z-cut (or X-cut) qubit, respectively.
Suppose now that we have chosen a stabilizer, say,Ẑ 1 in Fig. 2 . By convention, we take the Pauli-Z operator for this Z-cut qubit as the stabilizer operatorẐ 1 itself. However, to define a logical qubit, we also need to identify the conjugate Pauli operatorX 1 anticommuting witĥ Z 1 . This operator should not lead out of the code space spanned by simultaneous eigenstates of all other stabilizers. Obviously, onceX 1 has been constructed, the Pauli-Y operator will also be available by virtue of the relationẐ 1X1 = iŶ 1 . Below we use the shorthand notation (Ẑ 1 ,X 1 ) for the resulting single-cut logical qubit.
An operatorX 1 with the required features can be constructed as product of all MCB Pauli-x operators connecting the internal X-type boundary around the open Z 1 plaquette to an X-type code boundary along an arbitrary path, see Fig. 2 . Note that this construction giveŝ X 1 as a string operator which trivially commutes with all X-type stabilizers but also with all otherẐ stabilizers (apart fromẐ 1 ). The latter fact follows becausê X 1 contains an even number (zero or two) ofx operators that are conjugate to theẑ operators appearing in a givenẐ. The only stabilizer affected by the string will beẐ 1 , with anticommutator {X 1 ,Ẑ 1 } = 0, because the terminal Pauli-x operator present inX 1 anticommutes with precisely oneẑ inẐ 1 . Alternatively, switching from the spin-1/2 to the Majorana language, one can understand the above properties by noting thatX 1 shares a single Majorana operator withẐ 1 but an even number of Majoranas with all other stabilizers of the code.
Summarizing, the two operators (Ẑ 1 ,X 1 ) define a logical qubit embedded into the code space of the system. An X-cut qubit may be defined analogously by ceasing the measurement of an X-type stabilizer, say,X 2 in Fig. 2 . With the conjugate Pauli operatorẐ 2 , which connects theX 2 -plaquette to a Z-type boundary via a string ofẑ operators, we arrive at the logical qubit (X 2 ,Ẑ 2 ).
We emphasize that the definition of the string operatorsX 1 andẐ 2 is not unique. For instance, instead ofẐ 2 , equivalent choices can be written asẐ 2 =Ẑ δẐ2 , differing fromẐ 2 by an arbitrary product operatorẐ δ of Z-type stabilizers, see Fig. 2 for an example. However, in a stabilizer eigenstate ofẐ δ , the difference betweenẐ 2 andẐ 2 reduces to a known sign corresponding to the measurement outcome Z δ = ±1. The only nontrivially related string operators in a fully stabilized code are those extending from the selected plaquette to different code boundaries. In that case,Ẑ 2 andẐ 2 differ by the string operatorẐ topo defined above. Likewise, for the Z-cut qubit, the string operatorX 1 =X δX1 is then related toX 1 via the operatorX δ =X topo . In a similar way, if a code patch contains multiple holes, string operators adopt definitions differing by the not-measured stabilizers, depending on which side they pass around the hole(s). This property will be used extensively below in our implementation of CNOT and/or phase gates.
B. Double-cut qubits
Next we discuss how to implement a double-cut (or internal) qubit. This type of qubit serves to disconnect logical information from the code boundary, such that all operations appear as for an infinite system. In order to obtain a double-cut qubit, two single-cut qubits may be stitched together. For instance, consider the two X-cut qubits (X 3 ,Ẑ 3 ) and (X 4 ,Ẑ 4 ) in Fig. 2 . We use a redundant encoding scheme, where the two-qubit state always remains in the, say, even-parity subspace defined by X 3 X 4 = +1. Such a constraint can be imposed by initial preparation and then kept throughout the computation by employing only a subset of qubit operators as detailed below. The even subspace is spanned by {| + + 34 , | − − 34 }, where the first (second) quantum number in each ket refers to the eigenvalue X 3 = ±1 (X 4 = ±1) of the respective single-cut qubit. Eigenstates of Pauli-Z operators are here denoted byẐ|0 = +|0 andẐ|1 = −|1 , while Pauli-X eigenstates are written as |± = (|0 ± |1 )/ √ 2. We next identify |+ A = |++ 34 and |− A = |−− 34 as the basis states of an X-type double-cut qubit (X A ,Ẑ A ). To complete the definition of this qubit, we have to specify the anticommuting Pauli operatorsX A andẐ A . To that end, let us first observe that any measurement of X 3 alone suffices to stabilize the code since X 4 = X 3 is then directly known as well. This fact suggestsX A =X 3 (or equivalently,X A =X 4 ) as convenient choice for the Pauli-X operator. One easily verifies that the above |± A states are directly eigenstates ofX A with eigenvalues X A = ±1. The conjugate Pauli-Z operator can then be chosen asẐ A =Ẑ 3Ẑ4 , which anticommutes witĥ X A =X 3 (orX 4 ) and givesẐ A |± A = |∓ A . For plaquettesX 3 andX 4 located away from the code boundaries (as in Fig. 2) ,Ẑ A can be represented by an internal string operator not involving boundary degrees of freedom. Indeed, allẑ operators appearing in the stringẐ 4 will square to unity when combined withẑ operators from the same part of the path inẐ 3 , see Fig. 2 . In effect, only theẑ operators along the internal path connectinĝ X 3 andX 4 will then contribute toẐ A .
We conclude that an X-type double-cut qubit (X A ,Ẑ A ) can be obtained by the combination of two X-type single-cut qubits. We can thereby redundantly encode an arbitrary qubit state,
with complex-valued coefficients α, β. In Sec. IV, we describe how such a state may be initialized, manipulated, and read out using the hardware elements introduced in Sec. II. By following basically the same steps as just outlined, one can also implement a Z-type double-cut qubit. This is illustrated in Fig. 2 for the qubit (Ẑ B ,X B ) formed from the single-cut qubits corresponding toẐ 5 andẐ 6 (orẐ 7 ). Furthermore, completely analogous arguments apply to redundant encoding schemes using the odd subspace. The choice regarding which subspace is employed follows from the last stabilization cycle before a pair of stabilizers is left open to form the double-cut qubit. Since all proper double-cut operators work within this subspace, this qubit property will be kept throughout the computation (unless errors occur which need to be handled in error correction).
IV. BASAL QUANTUM LOGICAL OPERATIONS
So far, we have discussed the implementation of a physical qubit network and how logical qubits may be immersed into it. Starting from there, the realization of QIP will advance in three hierarchical stages. At the base level, we need protocols to manipulate logical information, that is to initialize logical qubits, to change their state, to move and braid them, and to read them out. These basal operations are constructed from interferometric conductance measurements and/or electron pumping protocols, relying on the access hardware in Sec. II C. This will pave the way towards the second stage, the realization of a minimal set of logical gates for universal quantum computation. The third level implements algorithms and will not be discussed here.
It is important to realize that the required number of basal operations increases dramatically at each consecutive level. Let us briefly illustrate this point, where we also provide a short overview over this central section. First, given the capability to initialize and read out qubit states and/or string operators, see Sec. IV A, the movement of a logical qubit from one plaquette to an adjacent one will require interferometric readout, control measurements, and qubit flips depending on outcomes, see Sec. IV B. Second, the formation of the braid transformation, which is instrumental to the realization of the workhorse gate of most QIP operations, the CNOT, then requires several qubit moves, see Sec. IV C. Third, more complex operations in turn involve sequences of CNOT and/or Hadamard operations. Furthermore, the realization of phase gates hinges on the availability of ancilla states, where we propose the possibility to prepare Pauli eigenstates on a separate auxiliary system, followed by a state injection process transferring the state to a code qubit, see Sec. IV D. Next, in Sec. IV E, we show how to prepare and manipulate qubit states in terms of general electron pumping protocols. In Sec. IV F, we then offer a discussion of likely error sources and challenges in our code architecture. While a description of quantum error correction is beyond the scope of our work, we expect that (given this toolkit of basal operations) one can largely follow the surface code strategies reviewed in Refs. [10, 11] .
In view of this proliferation of complexity, maximum efficiency and reliability in these basal operations will be decisive for success. This is, we believe, where the present approach has great advantages to offer. The fact that qubit measurements and state changes are realized via relatively undemanding single-step operations as compared to, say, the five-step ancilla-state-based CNOT protocol proposed for bosonic codes [10] , will have an exponential impact on the complexity of later design stages. Below we propose a set of basal QIP operations realizing the first development stage. With these operations in place, the implementation of all gates needed for universal quantum computation is possible as summarized in Sec. V. However, the essential novelties of our approach are contained in the present section.
A. Initialization and projective measurements
For the initialization of stabilizer eigenstates, we may simply take the last readout result. In case the string eigenstate of a double-cut qubit is needed, we can utilize interferometric conductance measurements of MCB Pauli operators, see below and Sec. II C. To that end, starting from a stabilized state, say, for qubit (X A ,Ẑ A ) in Fig. 2 , one first measures all constituent Pauli-ẑ operators contributing to the string operatorẐ A . The intermediately affected stabilizers outside of qubit A then re-enter theẐ aX b x aẑb Figure 3 . Similar to Fig. 2 but illustrating string operator measurements, whereŜ =xaẑ b is measured by conductance interferometry using the marked leads (orange and blue circles) sharing an interference link (green). Noting the equivalent representationŜ =XaẐ b , an arbitrary state |ψ can be moved from the Z-type double-cut qubit (Ẑa,Xa) to the adjacent X-type qubit (X b ,Ẑ b ). An alternative approach employs the stabilizer product operatorM =ẐaX b , see main text.
readout cycle, and theẐ A -string eigenstate (identified by outcomes z = ±) remains.
Various other operations also require the initialization/readout of MCB spin-1/2 states in definite Pauli (x,ŷ, orẑ) eigenstates and/or the projective measurement of short string operators. General string operators are written as product of a few MCB Pauli (or twice as many Majorana) operators. Equivalently, they can be represented by (at most) two double-cut qubit string operators and, if multiple non-equivalent strings between two end-points are used, a number of stabilizer operators of the surface code, cf. Secs. II C and III. The initialization (measurement) of MCB Pauli and/or string eigenstates (operators) can then be effected by conductance interferometry as described next.
First, a given MCB spin can be sent into a Pauli eigenstate by connecting a pair of leads (equipped with an interference link) to the two Majorana states corresponding to the Pauli operator in question, see Eq. (2). Fig. 2 illustrates such a measurement for the Pauli-x operator connecting the stabilizersẐ 6 andẐ 7 . The conductance then contains an interference contribution sensitive to the measured Pauli eigenvalue, see Eq. (10), and the measurement projects the system to the corresponding eigenstate. In case that the opposite eigenstate is needed, one can employ a single-electron pumping process (see Sec. II C) to flip to the other eigenvalue. Alternatively, if only so-called Clifford operations (mapping Pauli to Pauli operators) are performed, such flips can be processed by classical software, see Ref. [10] for details.
Next we describe how to measure string operators. As concrete example, an implementation of the Hadamard gate is possible by measuring the string operatorŜ = x aẑb =X aẐb in Fig. 3 , see Secs. IV B and V B below. Noting thatŜ affords an equivalent representation as a product of four Majorana operators, one can accessŜ-eigenstates by activating the leads connected to the outermost of these four Majoranas, see Fig. 3 . For leads sharing an interference link, in close analogy to Eq. (10), the conductance will then depend on the eigenvalue S = ±1. This interferometric measurement also implies a projection to the corresponding string eigenstate.
An alternative measurement offering similar functionality can be employed for the stabilizer product operator M =Ẑ aXb . To this end, one may activate the tunnel links surroundingẐ a andX b in Fig. 3 , while quenching the one shared by both stabilizers. Projection onto individual eigenstates is thus avoided, and an adjacent pair of leads in stabilizer readout configuration (cf. Sec. II C) may access M = ±1. In this intra-code interferometry approach, no interference links are required beyond those already needed for MCB Pauli operator readout.
B. Moving logical qubits
Any gate implementation involves the transfer of logical qubits, either as part of the process itself, or to move information to some desired storage zone afterwards. In the following, we first discuss a single-cell shift where the target qubit is of the same type as the source qubit, followed by the description of how to perform a state transfer between adjacent qubits of different (Z/X) type. Extended motion paths can then be realized by iteration.
Same-type qubits
We start by describing the state transfer between two same-type qubits. For concreteness, let us consider the single-cut qubit (Ẑ 6 ,X 6 ) in Fig. 2 , assumed to be prepared in an arbitrary state |ψ . We wish to move |ψ from this source qubit a, withẐ a =Ẑ 6 , to the adjacent target qubit b, given by (Ẑ 7 ,X 7 ) in Fig. 2, withẐ b =Ẑ 7 . From the last stabilization cycle, the target qubit has been prepared in a known stabilizer state, say, the Pauli-Z eigenstate |0 b with eigenvalue Z b = +1. We thus start from the product initial state
where all operations are designed such that only qubits explicitly addressed during the move are affected and all other physical qubit states can be factored out. When the move is completed,Ẑ a has become part of the stabilizer readout cycle, whileẐ b is left open and then contains the state |ψ . We note that there is no need to specify where the string operatorsX a andX b terminate. In fact, our protocol will directly apply to a double-cut qubit, say, (Ẑ B ,X B ) in Fig. 2 with both strings ending atẐ 5 . In order to move the logical information, one needs to perform a projective measurement that entangles the source and target qubits. Such a measurement can be implemented by readout of the MCB Pauli operatorx ab =X aXb , cf. also Fig. 2 , which we have already described in Secs. II C and IV A. Note thatx ab is precisely the string operator connectingẐ a andẐ b . Assuming the measurement outcome x ab = +1, the state |Ψ 1 found after the readout is projected to the corresponding eigenstate ofx ab . (For the other outcome x ab = −1, see below.) Switching to the Pauli-X basis and taking into account X aXb = x ab = +1, we find the (not normalized) state
For generic α, β, this is an entangled state of the source and target qubits. We now includeẐ a in the next stabilizer readout cycle (assuming outcome Z a = +1) but cease to measureẐ b . Switching back to the Pauli-Z basis and projecting the source qubit to |0 a , we arrive at
Evidently, we have achieved a perfect transfer of the state |ψ from the source to the target qubit.
In the above discussion, we have made three assumptions about measurement outcomes, namely Z b = +1 for the initial, x ab = +1 for the intermediate, and Z a = +1 for the final readout. However, different outcomes can be accomodated by applying suitable Pauli-flip operators to the target qubit. In particular, the state |Ψ 2 in Eq. (16) can be reconstructed from the bare final state |Ψ 2 bare obtained from the above protocol,
where the first (second) Pauli operator is only applied for x ab = −1 (for Z a Z b = −1). For Clifford-only operations, as mentioned above, the Pauli flips in Eq. (17) can be taken into account by the classical software used for processing measurement outcomes. We conclude that this protocol for moving quantum information by one unit cell between same-type stabilizers can be employed for arbitrary outcomes. As with any unitary quantum operation, such a qubit move affords either a Schrödinger interpretation, in which the state changes as |ψ a ⊗|0 b → |0 a ⊗|ψ b , or a Heisenberg view, in which states remain invariant but the logical qubit operators change as (Ẑ,X) a → (Ẑ,X) b . The picture in which operators, rather than states, are subject to manipulation will often be more convenient in the description of logical qubit operations below.
Different-type qubits
Finally, by a modified version of the above protocol, we can also transfer a state |ψ between different (Z/X) types of logical qubits, see Fig. 3 . In that case, we start from an initial two-qubit state
where the state |ψ is stored on the Z-type qubit a, and the X-type target qubit b has been prepared in the X b = + eigenstate, see Fig. 3 . Instead of a single MCB Pauli operator, in the present case we have to measure the string operatorŜ =x aẑb in Fig. 3 in order to perform the move operation. Note thatŜ is equivalent to the product of the internal string operators of both qubits, S =X aẐb . This measurement can be done as described in Sec. IV A, and we momentarily assume the outcome S = +1.
To show that theŜ-measurement indeed effects the state transfer from a to b, we observe that in analogy to Eq. (15), the projection to S = +1 yields the intermediate state
Letting qubit a enter the stabilizer readout cycle and assuming the outcome Z a = +1, we arrive at the final configuration
Recalling that the Hadamard (Ĥ) operation effectively exchangesX andẐ operators [57] , the final state of qubit b is interpreted as the target state of anĤ-operation applied to the initial state |ψ of qubit a. For other measurement outcomes, one again has to apply Pauli-flip operators (or classical post-processing) to qubit b.
Finally, a variant of this protocol can be implemented by using the stabilizer product operatorM =Ẑ aXb . After initial preparation of a string eigenstate Z b = ±1 and entangling qubits a and b via measurement ofM, one then obtains the Hadamard-transformed state on qubit b by measurement of the string operatorX a .
We conclude that the state |ψ initially stored on thê Z a stabilizer of qubit a has been transferred to storage in theX b stabilizer of qubit b. Since they are of different (Z/X) type, this transfer effects a Hadamard gate on the logical state, cf. Sec. V B below.
C. Braiding logical qubits
The motion of logical qubits leaves information unchanged unless the strings forming part of the construction of cut-qubits are crossed. By contrast, when moving one qubit around another one, such a crossing must necessarily occur. Using the same convention for string definitions (cf. Sec. III) before and after this qubit braid transformation, the crossing enforces a transformation of qubit operators equivalent to the fundamental CNOT operation, see below and Sec. V A. In the following we illustrate this concept for the basic braid operation of transferring a Z-type qubit around an X-type qubit.
To this end, consider (Ẑ A ,X A ) and (X B ,Ẑ B ) in Fig. 4 with the shown convention for string operators. We aim to move A along a closed loop encircling B. This operation affects B because in the process, theẐ B -stringẐ emanating from theX B plaquette must be crossed, i.e., (Ẑ A/B ,X A/B ) initial → (Ẑ A/B ,X A/B ) final changes both qubits. To understand how, imagineẐ A moved along the loop in Fig. 4 , for instance by a sequence of single-step movements as described in Sec. IV B. Up to a known sign, this brings (Ẑ A ) final = (Ẑ A ) initial back to the original configuration. We stress that the same initial and final conventions are taken to define the string operatorsX A and Z B , which escape directly towards the top and the right boundary in Fig. 4 , respectively. The string operatorX A will then change as (X A ) final =X loop (X A ) initial , where the loop operatorX
comprises the product of all MCB Pauli operatorsx l,l+1 adding to the string along its stepwise extension around the loop in Fig. 4 . The operator (21) affords the alternative representationX
whereX j denotes theX operators tiling the area surrounded by the loop. The equivalence of both representations follows from the fact that of the 4×4 Pauli-x operators entering the product ofX j operators in Eq. (22), all those sitting on links in the bulk of the area will pairwise square out. The uncompensatedx at the loop boundary are precisely those appearing in Eq. (21) . Now, of the fourX j stabilizers appearing in the product (22) , three are part of the readout cycle and thus only contribute a known sign to the result. The only exception isX 0 =X B , and (up to that sign) we arrive at
Finally, the change ofẐ B follows from the interpretation in which the motion of A around B is viewed as one of B around A. This amounts to a crossing of theẐ B -string with theX A -string, and by the argument above, we have (Ẑ B ) final = (Ẑ A ) initial (Ẑ B ) initial . At the same time,X B remains unchanged in the process,
These braiding rules are summarized by the four basic transformation laws (with identityÎ)
The braid operation is of paramount importance in that it implements the CNOT operation on the two qubits A and B, see Sec. V A.
D. State injection
It may often be convenient to initialize a state in a separate auxiliary system, where the state is subsequently injected into a target logical qubit near the boundary of the bulk surface code. A setup allowing for such a state injection process is shown in Fig. 5 , where an auxiliary MCB with Pauli operators (x a ,ŷ a ,ẑ a ) is tunnel-coupled to a MCB within the code but located at its boundary. This process can be particularly helpful for generating the ancilla states needed for phase gate implementations (see Sec. V) since the state preparation can be optimized on a separate device away from the code.
Initially, the auxiliary MCB a is assumed to be decoupled, i.e., tunnel couplings to the code are turned off. We then imagine preparing an arbitrary state |ψ = α|0 + β|1 on this MCB, without affecting the decoupled code state. For instance, Pauli eigenstates can be directly initialized as discussed in Sec. IV A. As target qubit, we consider the double-cut qubit (Ẑ b ,X b ) near the code boundary in Fig. 5 . Assuming the initialization Z b = +, we thus start from
We next switch on the tunnel couplings connecting MCB a to the code, and cease to measure the twoẐ-stabilizers defining the target qubit. To achieve the state transfer from a to b, we then perform a projective measurement of the operatorX * =X bxa (green square in Fig. 5 ), which anticommutes with bothẐ b andẑ a . This can be done by conductance interferometry using a pair of leads attachedẐ to (say) the upper two Majorana states in theX * -loop, similar to the stabilizer readout described in Sec. II C. We can verify the state transfer from MCB a to the code qubit b as follows. By writing |Ψ 0 in the Pauli-X basis for both qubits and then projecting to theX * -eigenstate with, say, X * = +, we obtain the intermediate state
We now disentangle both qubits by measuringẑ a on MCB a via conductance interferometry. Assuming the outcome z a = +, we arrive at the final state
For other outcomes, one may have to apply Pauli flip operators as described for a qubit move in Sec. IV B.
We have thereby injected an arbitrary ancilla state |ψ from the auxiliary MCB (where it has been prepared) to a target qubit of the surface code. Another injection step can then take place as soon as the logical information on the target qubit has been transported away from the code boundary.
E. Multi-step pumping protocols
A major challenge for any universal quantum computation scheme is to implement a non-Clifford gate such as the general phase gateP (θ), where the single-qubit operatorP (27) performs a Bloch sphere rotation around the Z-axis. In particular, theT -gate (also called π/8-gate) follows by choosing the phase angle θ = −π/8 [57] . As discussed in Sec. V D below, it may be advantageous to realize the phase gate operation on an arbitrary logical qubit state |ψ by first generating ancilla states usingP (θ). Such a state can then be consumed in a quantum circuit that entangles the logical and ancilla qubit during intermediate steps of the protocol, where the (perfect copy of an) initial ancilla state is given by
For a successful phase gate implementation, we thus have to be able to accurately prepare this specific ancilla state.
In what follows, we show that this task can be achieved in our code architecture by means of a four-step adiabatic electron pumping protocol. The latter can be experimentally realized by sweeping gate voltages on quantum dots which in turn are tunnel-coupled to individual Majorana states, see Sec. II C.
As ancilla qubit, we consider the Z-type double-cut qubit (Ẑ,X) in Fig. 6 . By means of an interferometric measurement, see Sec. IV A, the qubit is assumed to be initially prepared in the |+ -eigenstate of the internal string operatorX. We show below that the state |A θ in Eq. (28) can then be generated by a multi-step pumping protocol employing two pairs of single-level quantum dots denoted by (0,2) and (3,4) in Fig. 6 . Each dot has a gatetunable level energy ε j and is attached to the respective Majorana operator γ j (with j = 0, 2, 3, 4). The system will be operated in a parameter regime where each dot pair holds a single electron. For simplicity, we consider antisymmetric energy configurations, where only the two energies ε a/b with
are changed during the protocol. With the large positive energy scale D, by slowly varying ε a from −D → +D (or in reverse order +D → −D), a single electron will be adiabatically pumped from dot 0 → 2 (or vice versa). By sweeping ε b , we can similarly pump an electron between dots 3 and 4. Let us first address the dot pair a = (0, 2) with fermion
It is instructive to describe this dot pair by the equivalent spin-1/2 operator S a = (S 
where
We denote the eigenstate of S z a to eigenvalue ±1/2 as | ↑ / ↓ a . The corresponding occupation number states on this dot pair are |10 02 = | ↑ a andẐ |01 02 = | ↓ a , see Fig. 6 . By steps as detailed in Sec. II C, after a Schrieffer-Wolff projection to the charge ground state of the MCBs, transfer processes between dots (0, 2) are then encoded by the effective spin-1/2 Hamiltonian
The transfer operatorT a comes from summing over all possible tunneling paths through the code which connect the two dots. We here assume that physical qubits surrounding the double-cut qubit in Fig. 6 are either in a stabilized state or turned off (see Sec. II C). In either case, there are only two different path contributions to T a , where the complex-valued amplitudes t x a and t y a depend on the intra-code tunnel couplings t ll along the respective paths. They also contain an overall prefactor due to the dot-Majorana tunnel couplings, cf. Eq. (11) .
The first path ∼ t x a proceeds along the direct γ 0 → γ 1 link in Fig. 6 . Since it includes in-and out-tunneling events via γ 0 , the Majorana operator γ 0 appears twice and thus squares out. Hence this contribution toT a involves the internal string operatorX = iγ 1 γ 2 , see Eq. (31). The second path involves an additional loop around the stabilizerẐ, which generates the Pauli operatorŶ = −iẐX and thereby explains the term ∼ t y aŶ in Eq. (31) . Because of the destructive interference mechanism discussed in Sec. II C, we obtain t 
Similarly, processes employing the dot pair b = (3, 4) can be described in the spin language. Defining spin-1/2 operators S b as in Eq. (30) (31) with a → b. However, the respective coupling ratio |t y b /t x b | is now much smaller, since the longer path encircling theẐ plaquette is both subject to destructive interference and suppressed by orders in |t ll |/E C , see Fig. 6 .
Using a four-step shuffling sequence alternating between dot pairs a and b, single electrons are then transferred back and forth between the two dots in a given pair. This forced transfer process employs interfering tunneling paths running through the code itself and will allow us to manipulate the logical qubit state in a controllable manner. In fact, gate voltage sweeps of ε a/b are equivalent to independent magnetic field changes, where the field is always oriented along the respective z-axis and may induce spin flips | ↑ a/b → | ↓ a/b or vice versa. The two spins S a,b in turn interact with the code qubit (Ẑ,X), see Eq. (31), resulting in a gate-voltage steered motion of the qubit state on the corresponding Bloch sphere. Our protocol starts out from the initial spin configuration | ↑↑ ab , corresponding to dots 0 and 3 (2 and 4) in an occupied (empty) state. It then consists of four steps, see Fig. 6 ,
(32) After the cycle has been completed, the initial spin configuration is reached again. In each step, either ε a (t) [during steps (i,iii)] or ε b (t) [during (ii,iv)] is varied, whereas the respective other parameter is held constant at large absolute value |ε b/a | = D |T b/a |, i.e., H b/a does not influence that part of the protocol.
The full system then includes the code qubit (Ẑ,X) and the (a, b) spins, i.e., the two dot pairs. We start from the initial product state
with arbitrary code qubit state |ψ . In order to prepare the ancilla state |A θ , one puts α = β = 1/ √ 2 such that |ψ = |+ , cf. Eq. (28) . For a study of the subsequent time evolution under the time-dependent steering protocol in Eq. (32), it is convenient to introduce the effective parity operatorŝ
which have eigenvalues P a/b/tot = ±1. We observe that during steps (i,iii) of the above protocol,P a is conserved, [P a , H] = [P a , H a ] = 0, since H b here reduces to an irrelevant constant as explained above. Similarly,P b is conserved during steps (ii,iv). In addition, the operatorP tot in Eq. (34) is conserved during the entire protocol, and we can separately consider the parity sectors P tot = ±1. Let us first discuss the P tot = +1 sector, where one effectively starts from the initial state |0 ⊗ | ↑↑ ab with amplitude α, see Eq. (33). (For P tot = −1, see below.) Under the protocol (32), the effective parities P a,b develop as
In each step of the protocol, by exploiting conservation of P tot and one of the P a/b parities, only two basis states are dynamically relevant. For instance, during step (i) where P a = +1 is conserved, those two states are |0 ⊗ ↑↑ ab and |1 ⊗ | ↓↑ ab . On the other hand, during step (iii) with conserved parity value P a = −1, they are given by |0 ⊗ | ↓↓ ab and |1 ⊗ | ↑↓ ab , see Fig. 6 . The physics during step (i,iii) is then described by the respective simple 2×2 Hamiltonian
The corresponding Hamiltonian for steps (ii,iv) follows by letting a → b in Eq. (36) . Similarly, by taking into account the constraints (35) and the above discussion, the state after each of the four steps in Eq. (32) will be given by
up to a crucial phase factor discussed next. We now analyze the steered qubit motion on its Bloch sphere in more detail. During step (i), spin a is flipped, | ↑ a → | ↓ a , and the qubit state is dragged from the north to the south pole, |0 → |1 , at azimuthal angle
Since the entire qubit motion proceeds under this angle, the latter can be read off from H (Pa=+1) a by letting ε a → 0, see Eq. (36) . In the next step (ii), which is governed by H
, spin b is also flipped by a respective gate sweep applied to dot pair (3, 4) . Thereby the code qubit is forced to move back to the north pole but under the different azimuthal angle δ (ii)
This difference to Eq. (38) arises because spin b employs the transfer operatorT b instead ofT a . We then proceed with step (iii), where spin a returns to the state | ↑ a and thereby drives the qubit once more from north to south pole. This happens at the azimuthal angle δ Since we move directly between both poles (with different azimuthal angles), one easily obtains
The Berry phase can thus be decomposed into two parts depending only on t parameters. With θ a = δ
where ϕ a/b is the relative phase difference between t To complete the discussion, we now address the other parity sector P tot = −1, where one starts out from the initial state |1 ⊗ | ↑↑ ab with amplitude β, cf. Eq. (33) . The corresponding time evolution can be recovered from the above expressions for P tot = +1 by the replacement P a/b → −P a/b , implying δ 
the solid angle for P tot = −1 follows as Ω − = −Ω + , and hence the Berry phase −θ will be picked up. In effect, with α = β = 1/ √ 2 in Eq. (33) By alternative choices of dots for the pump protocol, one may change the parametric dependencies of the phase gate angle θ. Using the quantum dot 0 → 0 (yellow square) in Fig. 6 , the ratio of tunneling amplitudes |t x a /t y a | becomes independent of the scalet/E c . Still, now adjusting the backgate parameter n g of the box hosting γ 0 in Fig. 6 , one may tune and/or quench the tunneling amplitude t x a . To leading order, the protocol then yields the phase angle θ ∼ ∆n g whilet/E c can be changed independently.
Last we address the effect of errors, see also Sec. IV F below. First, energy splittings between the Z = ± qubit states can result from the static stabilizer Hamiltonian (5) or from the Majorana-dot tunnel couplings entering the pumping Hamiltonian, cf. Eq. (36) . However, noting that our four-step protocol involves intermediate parity flips in both subsectors, P a/b → −P a/b , we observe that as long as the control parameters ε a/b (t) run back and forth in a time-reversed manner during the respective steps (i,iii) and (ii,iv), dynamical phases cancel out automatically. Even under imperfect gate control, see the lower panel of Fig. 6 , such contributions are expected to echo out. In particular, by n > 1 repetitions of a protocol with small phase angle θ/n, the Berry phase θ comes with a more efficient cancellation of dynamical phases. Second, assuming time-reversed gate sweeps, the four-step pumping sequence (32) affords a topological protection in the control parameter space (ε a , ε b ), i.e., the pumped phase will be independent of the precise time dependence of ε a/b (t) as long as the intermediate steps of the protocol in Eq. (32) are reached. Third, we note that small deviations from adiabaticity are permitted if diabatic errors are eliminated by intermediate charge measurements on the dots [67] . We emphasize that the static code parameters yielding θ in Eq. (41) can be adjusted and fine-tuned. Since the protocol forms a closed loop in control parameter space, in principle, it can be run indefinitely. For instance, after preparing the desired ancilla state |A θ , this state can be post-processed or verified by state tomography. One can then readjust the code parameters in order to optimize the protocol. Finally, charge dephasing may be a challenge, in particular if the anticrossing energy |T a/b | is very small. Extensions of the protocol (cf. Refs. [67, 69] ) should be possible and can be used to tackle some of the challenges outlined here. We leave a detailed investigation to future work.
To conclude, the presented phase gate protocol follows from a gate-steered rotation in the hybrid low-energy subspaces of the quantum dots and the code qubit. Such control and rotations are possible since single-electron tunneling events generate logical string operators acting on the code space, see Sec. II C. As electrons traverse the code, these strings drag along Z-and X-type excitations, which can be created and braided in nontrivial interleaved pumping sequences. In the manipulations applied to our code architecture, the coupling to different Pauli operators or strings naturally arises from superpositions of tunneling paths through the code.
F. Errors and challenges
Having discussed a framework of elemental quantum logical operations sufficient to the implementation of gates, we are now in position to address likely sources of errors or other physical mechanisms detrimental to the functioning of the system. Generally speaking, we expect the topological protection of the elementary Majorana particles (on which our approach is based) to manifest itself in long coherence and qubit life times. This may turn out to be an important mechanism keeping the need for active error correction at tolerably low levels. Second, a general advantage of the stabilizer code approach is that Clifford gates do not require active error correction [57] . Measurement errors then merely need to be kept track of, which can be done by classical software [10] . We thus are confident that the present Majorana-based code can be implemented with a reasonably low operational overhead. Likely error sources and/or challenges include:
Dynamical phase errors
These errors are caused by the effectively random (but static) coupling constants generated by tunneling processes encircling single or multiple stabilizers. As a consequence, the time evolution even of stationary states leads to dynamical phases. The ensuing errors are correctable if, in each cycle, they affect less than half of the stabilizers defining an encoded logical qubit [10, 11] . Generally, it will thus be advantageous to reduce or quench off the tunnel couplings contributing to a logical qubit. Increasing the physical to logical qubit ratio then exponentially suppresses the remaining detrimental tunneling terms, and therefore provides exponential protection against dephasing errors.
MCB errors
A second class of dynamical errors has its origin in the less than perfect design of the MCBs. The functioning of our approach rests on the approximate degeneracy of the two quantum states realized by a MCB in the strong charging limit. That qubit degeneracy gets lifted when the Majoranas constituting it hybridize with each other, e.g., due to the finite length of the MCB semiconductor quantum wires. The actual splitting for realistic geometries is not yet known and additional experiments on simple Majorana-based qubits will be needed to estimate these error rates. In terms of MCB Pauli operators (2), such residual overlaps act as effective magnetic fields. In general, these Pauli errors are correctable.
A qualitatively different class of errors originates in quasiparticle poisoning. For example, quasiparticles may jump on and off neighboring MCBs. Such processes are efficiently suppressed by the charging energy, which in practice results in charge stability over very long times (hours). Nonetheless, quasiparticle poisoning can have detrimental consequences to the operation of the surface code when Cooper pairs on a given MCB are likely to break up -a process which has been experimentally verified to occur at time scales beyond 10 ms for single nanowires [24] . If the electrons recombine with two different Majorana states, this will create a Pauli error, which is straightforward to detect via an observable change of the stabilizer states connecting to the MCB. Such Pauli errors can again be corrected. On the other hand, if only one quasiparticle recombines with a Majorana state, the error is hard to correct since the system leaves the computational subspace. Such an event will manifest itself in a flip of the fermion parity operatorP l on a single MCB, in addition to flips of the adjacentẐ andX stabilizers. This error is not correctable anymore, since we do not read out the operatorP l needed to unambiguously detect it in the present scheme.
Once such an error has occurred, we are left with an out-of-subspace Majorana system plus an isolated quasiparticle. The latter may remain idle on the MCB for some time. Eventually, the original state of the system gets restored (vanishing of the error) or recombination with another Majorana state takes place (return to the computational subspace plus a Pauli error). If the outof-subspace time exceeds typical operation times and/or quasiparticle poisoning errors occur on logical qubits, the functioning of the code gets compromised. Fortunately, errors of this type betray themselves via correlated flips of neighboring stabilizersẐ andX. If they turn out to be important, measurements of the box parity operatorŝ P l should be implemented. However, this will require a modified approach than presented here.
Conductance interferometry and readout scheme
Our conductance readout schemes require reference arms for path interference. Quantum coherence will only be preserved if the length of these arms is shorter than the phase coherence length in the relevant material. Since the distance between (zero-energy) Majorana states on a given MCB should be larger than the coherence length in the topological superconductor [13, 14] , this sets a minimum length for the reference arms as well. The magnitude of a realistic topological gap is not known, but one expects a decay length of Majorana states in the µm regime [25] . However, even if the coherence length of the reference arm is of order µm, the conductance measurement has to be done at low voltages to avoid decoherence of interference signals. All factors considered, it might be favorable to use a topological wire to extend the coherence of the reference arm, similar to the interferometer suggested by Fu [30] . (We note that such long links are needed only along the wire direction in Fig. 1. ) Again one will have to rely on experimental progress to determine what the best solution is, and therefore we leave this as an open challenge.
Another important issue is to perform stabilizer measurements on a sufficiently fast time scale. However, the conductance in the readout scheme will be small because the MCBs are operated in the cotunneling regime, and hence the necessary integration time might be long. A different option is to read out tunneling times by charge measurements, which means that one could change the design by replacing the normal leads with dots and charge sensors [42] . This is a known technology with readout times below microseconds [71] and offers the advantage that only one dot needs to be coupled to each Majorana state (instead of a lead and a dot). Also in this case, actual experimental realizations will determine the best strategy. An interesting question, where the answer depends on the actual readout strategy, is how fast a projective measurement can be. It will also be important to understand better, on a theoretical level, the time scales for projective measurements when the measured quantities are tunneling rates rather than the transferred charge.
2D vs 3D architecture
When discussing hardware solutions, errors, and their countering, one should have in mind that the 3D integration envisioned in Ref. [12] , cf. also Fig. 1 , with controllable tunnel junctions connecting the code to another layer containing gate electrodes and probe leads, may be difficult to realize. This is not a fundamental obstacle, but something that still needs to be developed along with the topological wire layouts. The first demonstration experiments should therefore be designed in a purely 2D setup [42] , where one can also address charge vs conductance readout and the role of quasiparticle poisoning.
V. LOGICAL GATES FOR UNIVERSAL QUANTUM COMPUTATION
We now turn to logical gates in the present code architecture, which can be implemented by known quantum circuits [10, 19, 57, 72] once the basal quantum operations in Sec. IV have been realized. We consider the set {Ĉ,Ĥ,Ŝ,T } of elementary gates, containing the CNOT C, the HadamardĤ, and the phase gatesŜ andT . This set is sufficient for universal quantum computation [57] .
SinceT 2 =Ŝ, theŜ-gate is formally not necessary for a minimal set, but access to a simple and efficient realization is highly desired in practice.
A. Controlled-NOT gate
We first recall that in the Schrödinger picture, the CNOT acts on a two-qubit state as |ψ A ⊗ |ψ B → C(|ψ A ⊗ |ψ B ), where the unitary operator
flips the target qubit B iff the control qubit A is in a down-state [57] . The Schrödinger description ofĈ in Eq. (43) is equivalent to a Heisenberg transformation,
This transformation is recovered by the braiding-induced manipulation of operators in Eq. (23), see Sec. IV C. Since all other transformations of the two-qubit operator algebra can be constructed from Eq. (23), those four rules are sufficient to fully characterize the CNOT gate [57] . As shown in Sec. IV C, cf. also Fig. 4 , the rules in Eq. (23) can be directly implemented by braiding a pair of different-type logical qubits. We note that the CNOT operation for same-type qubits can also be obtained by a variant of our protocol. However, since braiding is limited to differenttype qubits, one then needs additional ancilla qubits serving as target of an intermediate CNOT, cf. Refs. [10, 19] . Last, as both qubit move and braid operations allow for straightforward iteration on qubits with larger stabilizer and/or string distances (d > 1), the corresponding extension of the CNOT follows directly.
B. Hadamard gate
The Hadamard gate applies the operatorĤ = (X + Z)/ √ 2 on a single logical qubit state, |ψ →Ĥ|ψ , mapping Z-eigenstates |0 /1 to X-eigenstates | + /− (Schrödinger) or, equivalently, exchangingX/Ẑ →Ẑ/X (Heisenberg) [57] . An important advantage of the Majorana surface code comes from the fact that theĤ-gate can be realized by moving logical information between adjacent qubits of different (X/Z) type [19] . This process effectively exchangesX andẐ operators. Fortunately, such moves can be performed in a rather simple manner in our code architecture, see Sec. IV B. The key ingredient is an interferometric conductance measurement of a string operator, as illustrated in Fig. 3 for the case of minimal string extension (with code distance d = 1). An alternative scheme employs stabilizer product operators, see also Sec. IV B.
In order to improve error resilience, a d > 1 generalization of either approach to qubits with longer connecting strings and/or larger holes is possible. In the latter case, sequential application of the above manipulations to all |ψ |A S Ŝ |ψ Ĥ |A S Ĥ Figure 7 . Quantum circuit forŜ-gate implementation [10] . We start from |Ψ initial = |ψ ⊗ |AS , with an arbitrary state |ψ stored on the logical qubit and the Y -eigenstate |AS , see Eq. (45), on the ancilla qubit. One then applies a CNOT (with the ancilla as target), followed by a Hadamard on the ancilla. Repeating this sequence once more, one arrives at |Ψ final = (Ŝ|ψ ) ⊗ |AS . constituent elementary qubits implements the Hadamard gate. Similarly, for longer strings, ≈ d sequential nonstabilizer measurements are needed. Fault tolerance is then retained because all measured operators commute with local pairs ofẐ-andX-type stabilizer (or string) operators, thus allowing for error checks.
C. S gate
We now turn to the implementation of theŜ-gate, which acts on a single logical qubit state |ψ by creating a π/2 phase shift between the up-and down-components. Using the phase gate operatorP (θ) = e iθẐ in Eq. (27) , this is achieved by the operator S = e iπ/4P (−π/4) = diag(1, i).
To realize theŜ-gate, we consider the two-qubit protocol in Fig. 7 [10, 57] , which employs an ancilla qubit in addition to the logical qubit. Here the ancilla is prepared in the Pauli-Y eigenstate
or, equivalently, |Ā S =Ŝ † |+ . Note thatŶ |A S = |A S andŶ |Ā S = −|Ā S , where |A S is equivalent to |A θ=−π/4 in Eq. (28) . By applying a sequence of CNOT and Hadamard gates, the circuit in Fig. 7 arrives (in the absence of errors) at the product state |Ψ final = (Ŝ|ψ )⊗|A S , containing the desired stateŜ|ψ on the logical qubit. At the same time, one recovers the original ancilla state.
TheŜ-gate implementation then boils down to a reliable generation of |A S ancilla states. In principle, these could be obtained by directŶ -measurements on the qubits of the code. However, since many ancilla states have to be generated in practice, an attractive alternative is offered by the state injection approach in Sec. IV D.
Here one first prepares MCB Pauli-ŷ states on a separate auxiliary box. In a second step, this MCB qubit state is transferred (injected) to a selected ancilla qubit in the code. Given that this preparation scheme relies on projective measurements, the obtained states are expected |ψ |A θ M ZP (2θ)P (θ)|ψ Z = ± Figure 8 . Quantum circuit for implementing a phase gatê P (θ), see Eq. (27) , with arbitrary angle θ [72] . TheT -gate follows for θ = −π/8, see Eq. (46) . Starting from the twoqubit state |Ψ initial = |ψ ⊗ |A θ , with arbitrary state |ψ on the logical qubit and the ancilla state |A θ in Eq. (28), a CNOT is followed by a Pauli-Z measurement (MZ ) on the ancilla (outcome Z = ±1). Double lines indicate classical information processing, whereP (2θ) is applied to the logical qubit iff Z = −1. The final logical qubit state isP (θ)|ψ .
to naturally have high fidelity with |A S in Eq. (45) [73] , possibly obviating the need for magic state distillation [5] . This route can offer a significant reduction of the large ancilla preparation overhead needed in other surface code architectures (see e.g. Ref. [10] and references therein), and could thereby pave the way towards an efficient experimental realization of Clifford operations.
D. T gate
With the set {Ĉ,Ĥ,Ŝ} discussed up to now, we can only perform Clifford operations [57] . The GottesmanKnill theorem [74] states that a Clifford-only quantum computer offers no quantum speedup since Clifford-based computations can be carried out efficiently on a classical computer [11] . Although such a system can still be highly useful as platform for many QIP tasks, universal quantum computation requires an additional nonClifford gate, for example theT -gate [57] . This gate is equivalent to the θ = −π/8 phase gate, T = e iπ/8P (−π/8) = diag(1, e iπ/4 ),
and is also used to achieve universality in other Majorana-based quantum computation approaches, see, e.g., Refs. [51, 69] . Possibly with minor modifications, our proposal, see Sec. IV E and below, can be useful to (or make use of) those schemes as well. Our phase gate implementation uses the quantum circuit in Fig. 8 , which entangles a logical qubit containing an arbitrary state |ψ with an ancilla qubit state |A θ . The latter follows by applyingP (θ) to the |+ -eigenstate of the ancilla, see Eq. (28) . After a CNOT, one measures the ancilla Pauli-Z component (outcome Z = ±1). For Z = +1, one directly obtains the desired stateP (θ)|ψ on the logical qubit. However, for Z = −1, one obtainŝ P (−θ)|ψ and then has to apply the operatorP (2θ) to correct the result. Since for θ = −π/8, the operator P (2θ) represents the relatively simple Clifford operation S in Eq. (44) , when using the circuit in Fig. 8 , theTgate will be much easier to realize than arbitrary-θ phase gates. The above protocol also can be used to implement theŜ-gate (θ = −π/4), whereP (2θ) is equivalent to the Pauli operatorẐ. However, since one here loses the ancilla state, theŜ-gate implementation in Sec. V C is more efficient if ancilla preparation constitutes the bottleneck.
In order to implement theT -gate in our code architecture, one may first generate the ancilla states |A θ=−π/8 by the multi-step electron pumping protocol in Sec. IV E. These states are then processed by the circuit in Fig. 8 , which yields the desired logical qubit gate,T |ψ . For elementary QIP tasks and first experimental checks, we expect that our pumping protocol can directly yield ancilla states of sufficiently high fidelity. In such basic cases, phase gate operations may directly be applied to logical qubit states without the need for additional magic state distillation steps [5] , thus resulting in a significantly reduced overhead in both hardware and operation. The above route towards tunable phase gates also works for setups composed of a few elementary MCB qubits [42] .
VI. CONCLUSIONS
We have discussed a Majorana surface code platform based on topological semiconductor qubits, where the nodes of the network are Majorana-Cooper boxes hosting four Majorana bound states. The fermion parity of each MCB is fixed by the charging energy, leading to a two-level (spin-1/2) system protected by the nonlocal properties of Majorana states. These nonlocal properties give a natural anisotropic coupling [18] between neighboring MCBs, which is ideal for a surface code implementation where stabilizers, consisting of products ofx orẑ Pauli operators surrounding a plaquette, are being measured. Building on this platform, we here took the crucial next step to introduce concrete and arguably realistic ways of operating this surface code architecture. It is worth noting that the Majorana surface code avoids the use of extra measurement qubits as in bosonic codes [10, 41, 55, 56] , where our readout protocols are based on interfering electron paths and employ purely electrical measurements as opposed to readout via coupling to microwave photons (see, e.g., Refs. [19, 20] ).
The surface code architecture presented here offers a fault-tolerant set of gates, including CNOT and Hadamard. To complete the group of Clifford gates, we have shown how theŜ-gate can be implemented via state injection of an ancilla state into the code, which for advanced QIP tasks may be augmented by a magic state distillation protocol. In order to make the surface code computation universal, one needs a single non-Clifford gate, for example a phase gate with arbitrary phase angle. We here take advantage of the unique characteristics of the Majorana surface code hardware to propose qualitatively new implementations of gate operations in terms of a multi-step single-electron pumping protocol. This protocol has the interesting property that it always gives a phase gate, where the phase angle of the gate is protected in the sense that it depends on fixed and tunable tunnel coupling amplitudes but not on the detailed timing of the protocol, cf. Sec. IV E. In this respect, it is similar to other schemes for adiabatic non-Clifford gates [46, 51] .
In view of currently unknown experimental perspectives, the realization of hybrid platforms comprising different types of Majorana based architectures [43] [44] [45] [46] [47] [48] [49] [50] [51] [52] may offer practical advantages. With the state injection protocol in Sec. IV D, we have proposed a route to couple other systems to the Majorana surface code or to related setups composed of MCB-based qubits. To investigate the feasibility of our surface code proposal, first experimental tests should focus on select building blocks of the full setup. This will allow one to characterize important system parameters, e.g., life times of MCB qubits, readout times, and so on. Among the first steps could be to demonstrate error correction in devices containing a few qubits, similar to what has been done for bosonic codes with superconducting qubits [41, [53] [54] [55] . Besides considering specific error correction schemes, such tests would also be necessary to investigate the feasibility of using MCBs as fundamental qubits in simpler system containing a few boxes. In a forthcoming publication [42] , we will address the prospects for QIP in few-MCB systems in a design reasonably close to currently realized Majorana devices [24, 25] .
To conclude, we hope that our proposal will stimulate further experimental and theoretical work towards quantum computation based on Majorana systems. In particular, we believe that the idea of using parity-fixed Majorana boxes with four Majorana states as elementary qubits opens very promising perspectives in this context.
