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An Invariance Principle for 
a Finite Dimensional Stochastic Approximation Method 
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Communicated by L. Schmetterer 
For the application of the classical Robbins-Monro procedure in a Hilbert space 
the statistician generally has to observe infinite dimensional vectors. A modified 
procedure is proposed, which works in appropriate finite dimensional subspaces of 
growing dimension. For this procedure an invariance principle is given together 
with some applications. 0 1984 Academic Press, Inc. 
1. INTRODUCTION 
Let H be a real separable infinite dimensional Hilbert space with a 
complete orthonormal system (ei / i E N}. The scalar product in H is denoted 
by ( , ), the corresponding Hilbert space norm by ]( I]. Further, let L(H, H) 
be the Banach space of bounded linear operators from H to H with identity 
operator I. An estimate for the zero point 8 of a regression functionf: H -+ H 
based on observations of f with a random measurement error can be 
obtained according to the procedure of Robbins and Monro [7], 
with random elements X,, and V, in H, where V, can be interpreted as a 
measurement error in the observation off (X,). For observing a function 
value of f-possibly with measurement error-it is, because H is of infinite 
dimension, in general necessary to observe an infinite sequence of real 
numbers, namely the sequence of Fourier coeffkients of the element in 
question, which implies that in this case the above procedure is not 
applicable. 
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In this paper we give an invariance principle for a modification of the 
Robbins-Monro procedure, in which the zero point 13 off is approximated in 
appropriate finite dimensional subspaces of H, whose dimensions are 
stepwise enlarged during the recursion. This finite dimensional approx- 
imation is achieved by use of projections. 
Let k(n), n E N, be a monotone sequence of real numbers tending to 
infinity and v),,, nE N, be the projection from H onto 
L, := span({e ,,..., ekcn) }). We then use the recursion formula 
X n+ 1 =x” - $ cp,uv,) - VA nE N, (1.1) 
where X, is a random element with values in L, and V,, n E N, are H- 
valued random elements; all random variables are defined on a probability 
space (Sz, ?I, P). In (1.1) for n 2 2 the random variables X, take values in the 
finite dimensional subspace L,- i, and for the computation of X,,, , only 
elements of L, are used. 
2. AN AUXILIARY RESULT 
Fabian [3] proved asymptotic normality of a sequence of random 
variables in Rk which are defined by a rather general recursion formula. 
Walk [9] proved an invariance principle for H-valued random elements in a 
more special recursion. The following generalization of Theorem 1 in [9] is a 
special case of a result of Berger [l] which concerns Fabian’s scheme in H 
(compare also Pantel [6]). C onvergence in probability will be denoted by p’ 
and convergence in distribution by +’ in the sequel. 
Instead of [9, Theorem 1, Eq. (16)] we use the recursion 
X n+1= 
( 1 
1 
I-$ x,+;v.+;;,r,, nE N, (2.1) 
with L(H, H)-valued random elements A,, n E N, and H-valued random 
variables Xi, I’,, T,,, n E iN, where for n f N, V,, are measurable with 
respect to the u -field generated by (X,,...,XJ. Further we assume that 
there exists A E L(H, H) with 
A,+A (n 4 co) a.s.. (2.2) 
If (with notations as in [9, Theorem 11) (13) and conditions (17)-(21) are 
fulfilled, the assertion of Theorem 1 holds. This can be proved directly by 
showing that the difference between the sequences defined by [9, Eq. (16)] 
and (2.1) tend to zero in probability. 
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3. THE INVARIANCE PRINCIPLE 
With the result of Part 2 we get the following invariance principle for the 
process defined by (1.1). 
THEOREM. Let (XJneN be defined as in (1. 1 ), where f: H + H is a 
measurable function with zero point 8 E H, which is difSerentiable at t3 with 
first derivative A, and random variables X, in p,(H) and V,, in H such that 
Q E II Vnllz < 00 and neN E(V, I X, ,..., X,)=0 a.s. (3.1) 
and 
inf{()e u(“*-A’I(: u E R,} < 1. (3.2) 
Further we assume 
and 
IIV - v,> AR, II -+ 0 (n + co), (3.3) 
w-uW+o (n + co), (3.4) 
x,+e (n --* CD) as.. (3.5) 
Let S E L(H, H) be an S-operator, i.e., a symmetric, positive semidefinite, 
compact operator with Jinite trace, and S” be a covariance operator of V,, 
given X, ,..., X, with 
+o (n + 00)~ 
fJ~lEllVjl12~trace(S) @-,a), (3.7) 
and 
Q + $ E(II vjII*X~l/v,Ip>rjl IX,,.*.,xj)TO (n+ ~0). (3.8) 
r>o J-1 
Then for the sequence of random elements 2, in C,[O, 1] with sup-norm 
defined by 
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with R,=n(X,+,-0), 
Z,aG w a> 
holds, with 
G(t) = W(t) + (Z-A)/ e(‘“U)cA-2r) W(b) du, O<t<l, 
(O,ll 
where W is a Brownian motion in H with W(0) = 0, E W(1) = 0, and 
covariance operator S of W( 1). 
Remarks. (a) Condition (3.5) follows, if additionally 
3 Q IIf(x)ll < 4 llxll + 4 
d,$ U?, XEH 
and 
Q inf (x - Kf-(x)) > 0 
EE(O.1) Ea-ellsl/E 
are satisfied (see 151). 
(b) Condition (3.3) is fulfilled if A = c,Z + c,B with real constants c,, 
c, and a Hilbert-Schmidt operator B. 
(c) Except for (3.3) and (3.4) the assumptions of the Theorem are the 
same, which Walk [9] needed for an invariance principle for the classical 
Robbins-Monro procedure in a Hilbert space. 
Assumption (3.3) (see the proof below) is used to show that 
vvz-%4(x,--8)+0 ( n + co) almost in first mean. ll(Z - on) A )( does 
not converge to zero, because in this case A would be a compact operator, 
which implies, because H is of infinite dimension, that zero is in the 
spectrum of A, in contradiction to condition (3.2). 
If the covariance operator S of W(1) is nonzero, the invariance principle 
implies \/;; (X, - 19) + G( l), so that fi (X, - 8) + 0 almost in first mean 
does not hold. 
That one needs a growth condition like (3.4) is immediately seen by 
observing that, iff(x) = x - 8, V, s 0, n E IN, and X, = 0, one has 
X ’ i rpit9, nEN. -- 
??+l-- n i=, 
Proof of the Theorem. Consider the function F: H + L(H, H), x -+ F[x], 
where 
F[x](Y) = AY + 
(x - RY> 
IIX - a2 
(f(x) - A (x - 4)P xfe 
= AY, otherwise. 
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There holds F[0] = A, V,,,f(x) = F[x](x - 0) and, because f is differen- 
tiable in B with first derivative A, F is continuous in 19. For n E N we have 
X nt1 -o= I-% (xn-8)+~B,+K3~~Tn, ( 1 
where 
and 
T, = fi (A - q,A)(X, - 8). 
We now show that the conditions of the auxiliary result of Part 2 are 
satisfied. 
The measurability conditions are apparently fulfilled and because of (3.5) 
and the continuity of F in 6 we get 
IIAn --A II < IIFlX,l - F[@llI -+ 0 (n+co) as. 
Next we show T,, + 0 (n -+ co) almost in first mean, i.e., 
v 3 llT,ll@-,O (n -+ co). 
E>O fJ’E¶ I R’ 
P(R’)> 1-E 
Starting with e E (0, 1) fixed it follows from (3.5) by Egorov’s theorem that 
3 X,+8 (n-+ a> 
R’EOl 
P(R’)>l-& 
uniformly in a’, i.e., 
Y 3 v t/ IlXn(w) - a< 6. 
s>o men4 n>m wsR’ 
We now define a new sequence (Xi)naN by 
x: :=Kn+lX,~~Y,+,-e11<61 
1 
x;,, :=x;-- 
n+m CD,+m7m + & JT+my 
where 
S(x) :=f(x), if jlx-6Ijl<s 
:= Ax, otherwise. 
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On a’, X; and X,,+,,, coincide, n E N. Therefore Xh + 8 (n + co) uniformly 
in 0’. For 6 suffkiently small one obtains (as in [9]) that (nE 11X: - 611’) is 
bounded. Because X,, E p,,(H), n E N, we have 
T,=~(Z--rp,)Arp,(X,--)--(Z--rp,)A(e--yl,e), 
and with (3.3) and (3.4) there follows 
(i,, IITn+mll df’)* ~0(1)(n+m)Ellx~-811*+0(1)-,0 
(n --) 03). 
Let 9 be a covariance operator of vn given X, ,..., X,. Observing that s”” 
and S” are related by 
P = pnS”cpn a.s. 
it is not difficult to show that (3.6~(3.8) hold with Vj and S’ replaced by pj 
and .!?. The assertion now follows with the result of Part 2. 
4. APPLICATIONS 
In this section we consider two applications. Let H = L* [0, T] be the 
Hilbert space of square integrable functions on [0, T], 0 < T < co, with 
scalar product (f, g) = lff(t) g(t) dt and complete orthonormal system 
ei(t) =m sin(it(lr/r)), i E N, 0 < t < T. 
EXAMPLE 4.1 (Estimation of the Expectation of a Stochastic 
Process). Let X = {X, : 0 < t < T} be a real valued stochastic process with 
measurability of the mapping (w, f)+ X,(w) and Ej,T Xf dt < 00. To 
estimate the expectation function B with 0(t) = EX, we estimate the zero 
point of the function 
f:H-+H, jyxpx-e. 
Assume Y,, n E N, to be independent and identically distributed H-valued 
random variables with the same distribution as X and set with X, = 0, 
683/15/2-8 
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where V,, = Y, - 0. By the Theorem we obtain for Z, (defined as there) 
z,Aw (n + oo>, 
where W is a Brownian motion in H with W(0) = 0, EW(l) = 0, and 
covariance operator S of W( 1). Here S is the covariance operator of the H- 
valued random variable X. 
EXAMPLE 4.2 (Estimation of a Conditional Expectation). The following 
example from filter theory was considered by Walk [lo] in a more general 
situation (compare also [4]). Let y = {v(t): 0 < t < T} be an H-valued 
random variable, where the stochastic process y is stationary with Ey(t) = 0 
and bounded R(s, t) = &Y(S) y(t), 0 < s, t < T, and w  = {w(t): 0 < t < T} is a 
Brownian motion in R with Ew(t) = 0 and I%(s) w(t) = min(s, t}, 0 <s, 
t < T, such that y, w  are uncorrelated. Let the process z = {z(t): 0 < t < T} 
be defined by 
z(t) = jt y(s) ds + w(t), O<t<T. 
0 
Then we have (see [4]) 
WV) I z(t), 0 < t< T> = jo= B(s) dz(s), 
where B is the only L2-solution of 
8(s) + I’ O(u) R(s, u) du - R(T, s) = 0; O<s<T. 
0 
Define J H + H by f(x) = x + Bx - h, where h(t) = R(T, t), 0 < t < T, 
and B E L(H, H) is given by 
Bx=g with g(s) = !“‘x(u) R(s, u) du. 
0 
We want to estimate the zero point 0 of the fuction $ Suppose ( Y”)“~ N is a 
sequence of independent and identically distributed H-valued random 
variables with the same distribution as y, which are independent of the 
a,,(H)-valued random variable X, . For n E N define 
and 
W) = y,V’)y,(t), O<t<T, 
B,x = g, with g,(s) = jar x@)Y,(s)Y,(~) du. 
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For estimating 0 we use the recursion formula 
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V,=(B--B,)X,+h,-h. 
If 
(i) 1: l,’ (R(s, t))2 ds dt < 1, and 
(ii) suP(,,o,[o,,l~ E(Y(s)Y(~))2 < 03 
are satisfied, we obtain according to the above remark 
X,+0 (n -+ co) a.s.. 
If furthermore (3.4) and (3.2) with A = Z + B (this is implied by I(B (1 < 4) 
are fulfilled, the Theorem yields the invariance principle 
where Z, and G are defined as in the Theorem and S is the covariance 
operator of the H-valued random variable g with 
g(t) = I’ +)(R(G s) - v(t) Y(S)) ds + YWJV) - R CT> t>, Q<t<T. 
0 
The proof consists of verifying that the conditions of the Theorem are 
satisfied, where at first one shows by the lemma of Chung [3] that 
E I/X,, - 8(12 -+ 0 (n -+ co). 
In the above example B is the solution of a Fredholm integral equation of 
the second kind. Such equations occur in other fields of probability theory 
and statistics, also (see [8]), and can be solved similarly. 
The idea of employing approximating spaces of finite dimension for 
solving a minimization problem by means of a stochastic recursive procedure 
has also been used by Bertran [2]. 
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