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ABSTRACT
Automatic multimodal emotion recognition is a fundamental subject of interest
in affective computing. Its main applications are in human-computer interaction.
The systems developed for the foregoing purpose consider combinations of dif-
ferent modalities, based on vocal and visual cues. This thesis takes the foregoing
modalities into account, in order to develop an automatic multimodal emotion
recognition system. More specifically, it takes advantage of the information ex-
tracted from speech and face signals. From speech signals, Mel-frequency cep-
stral coefficients, filter-bank energies and prosodic features are extracted. More-
over, two different strategies are considered for analyzing the facial data. First,
facial landmarks’ geometric relations, i.e. distances and angles, are computed.
Second, we summarize each emotional video into a reduced set of key-frames.
Then they are taught to visually discriminate between the emotions. In order to
do so, a convolutional neural network is applied to the key-frames summarizing
the videos. Afterward, the output confidence values of all the classifiers from
both of the modalities are used to define a new feature space. Lastly, the latter
values are learned for the final emotion label prediction, in a late fusion. The
experiments are conducted on the SAVEE, Polish, Serbian, eNTERFACE’05 and
RML datasets. The results show significant performance improvements by the
proposed system in comparison to the existing alternatives, defining the current
state-of-the-art on all the datasets. Additionally, we provide a review of emotional
body gesture recognition systems proposed in the literature. The aim of the fore-
going part is to help figure out possible future research directions for enhancing
the performance of the proposed system. More clearly, we imply that incorporat-
ing data representing gestures, which constitute another major component of the
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Automatic Multimodal Emotion Recognition (MER) systems are essentially im-
portant in the field of affective computing. Nowadays, interaction between human
and an intelligent system has become popular and unavoidable. The importance of
this interaction has started a new research path which is frequently referred to as
Human-Computer Interaction (HCI) [124]. Machine learning is the main building
block of HCI [129, 247], which is based on intelligent algorithms. The signals
that are used in intelligent algorithms are divided into three categories, which
use audio, visual and audio-visual signals [144]. In order to make HCI more re-
alistic, the computer or the intelligent system needs to be able to recognize the
emotional state of the human who is interacting with such a system. Researchers
have made efforts to find ways for making automatic emotion recognition sys-
tems [198, 168, 311, 296, 252].
Despite technological advances in the field of HCI, there is still a lack of under-
standing of human emotions by computers. In order to have human-like interac-
tion, computers need to learn to understand the emotions. Emotional indications
such as facial expressions, gestures, eye movements or other body language signs
and vocal expressions are usually considered as criteria for recognizing the corre-
sponding emotional states.
Linguistic and paralinguistic features can be extracted from speech signals. In ad-
dition, the voice contains information about the speaker’s identity, as well as their
cultural background.
In this thesis, for the vocal and visual modalities, we investigate how we can ex-
tract the features, and which combination of them provides the best performance.
In Chapter 2, the vocal modality is explored. First, after extracting the vocal fea-
tures, various classifiers, such as boosting- and decision tree-based algorithms,
are applied, in order to provide a comparison between them. Next, we analyze
the parameters that can affect the features, and subsequently, the recognition rate.
Moreover, we investigate which features are language-independent, and which
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ones are classifier-independent.
We also fuse the visual modality, i.e. the data extracted from the face, with the
vocal one in Chapter 3. First, we extract the frames from a video stream. The num-
ber of frames that are kept for the analysis is reduced. In other words, we reduce
the sequence of frames in a way that only the frames that efficiently contribute to
distinguishing between the data corresponding to different classes are kept. We
extract geometric features such as distances and angles between facial landmarks.
Based on the reduced set of key-frames, we utilize deep learning through CNN
for classification.
Next, we fuse the modalities, and make new feature vectors as inputs for the clas-
sifiers. This process is described in detail in Chapter 4. We consider different
datasets in order to verify the robustness of the algorithm against possible real-
world distracting factors. The foregoing items include variations in the skin or
background color, lighting, age, gender and whether or not the subject is a native
speaker of the language.
As an extension of the above framework and application of facial expression
recognition, we perform the task of pain recognition based on facial images. We
omit the geometric face information, and apply a CNN to the fused data from
depth, thermal and RGB images, which is presented in Chapter 5. The goal is
to incorporate other modalities and output types, and inspect the resulting perfor-
mance in other aspects which could play roles in HCI.
In Chapter 6, we provide a comprehensive review of EBGR systems, in order to
research the usefulness of integrating gesture-based data into the emotion recogni-
tion system. It can be considered as a reference for expanding the work presented
in this thesis in the future works.
Finally, the thesis concludes by discussing the improvements we have achieved




In this chapter, the system we propose is robust against changes of language if they
are limited to three languages, namely, English, Polish and Serbian. Therefore, by
referring to language-independence of the system, we imply that it is independent
from those three mentioned languages only.
Abstract
Audio signals are commonly used in the context of HCI, based on linguistic abil-
ities and emotional statements. Every speech signal carries implicit information
about the emotions, which can be extracted by speech processing methods. An
important step in every automatic vocal emotion recognition system is to select
proper feature sets to be used for the classification of emotions. A robust emo-
tion recognition system should be able to handle different languages and different
classification methods. The main contributions of this chapter are proposing a
procedure for determining the most distinctive combination of the features, and
presenting a vocal emotion recognition system which is independent from the
spoken language and the classification method. More clearly, we achieve com-
paratively good recognition performances on different languages, independently
from the employed classification method.
2.1 Introduction
In the existing literature, audio-visual human emotion recognition has been dealt
with by means of numerous combinations of perceptions and features [323, 9, 36].
Computer-based vocal emotion recognition has been under investigation and re-
search for decades, and tends to attract more attention from scientists and engi-
neers, being influenced by the development of artificial intelligence [259, 260,
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152, 82, 57, 191, 169].
The capability of recognizing human emotions plays an essential role in many
HCI scenarios [327, 297, 9]. An effective vocal emotion recognition system
will help render the interaction between human and robot more naturalistic and
user-friendly [86, 242, 19]. It has numerous applications in many fields such as
business, entertainment [82], call center environments [229], games [14] and ed-
ucation [57]. Besides, the correct perception of the emotions can encourage the
timely detection of diseases that are known to affect the expressions of the feel-
ings [319, 229, 323].
Previous works on vocal emotion recognition have suggested and implemented
various algorithms, in order to figure out the best possible solution to this prob-
lem [221], including the case approaching it from a multi-class perspective. Multi-
class or multinomial classifiers are algorithms with the ability of separating more
than two classes. Multi-class classification approaches are of two sorts, namely,
single- and multi-labelled, which are distinguished from each other based on
whether they employ a binary logic or not. Single-labelled classifiers make use of
the induction rule [189].
Emotion recognition based on speech is reported to be rather simple for human
beings, to some extent, since they possess a natural talent to analyze such sig-
nals [138]. However, it may be significantly challenging for a machine. For ex-
ample, [68] deals with processing real-world speech data collected at a call center.
In [68], it is stated that one of the fundamental problems is to distinguish the com-
ponents of the speech signal related to a certain emotion from the ones naturally
produced as a part of the conversation. It is also stated that various “linguistic” and
“paralinguistic” features are present in any speech signal. Paralinguistic features
can be extracted by signal processing techniques. They are not dependent on the
content of the words, but they contain emotions. Among paralinguistic features,
“prosodic” ones are the most common [69].
Many classification techniques such as Meta Decision Tree (MTD) [28, 8], Support
Vector Machine (SVM) [262, 295] and Gaussian Mixture Model (GMM) [205,
235] have been adopted for vocal emotion recognition. Nwe et al. proposed a
text-independent method for speech-based emotion recognition, which benefits
from short-time Log Frequency Power Coefficients (LFPC) for representing the
speech signals, along with a discrete Hidden Markov Model (HMM) as the clas-
sifier [217]. Atassi et al., on the other hand, performed an analysis on high-level
features for vocal emotion recognition [13]. Besides, Wu and Liang employed
GMM, SVM and Multi-Layer Perceptron (MLP), to model the acoustic-prosodic
information, based on vocal features [309].
One of the prevalent classification methods used for vocal emotion recognition
in the literature is decision tree [8]. By definition, this algorithm randomly cre-
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ates a new decision-making structure at every iteration [189]. Decision trees work
based on splitting the data into two subsets. Several algorithms exist that are
constructed from more than one decision tree, and are referred to as ensemble
methods. Examples of the foregoing approaches include Bootstrap Aggregating
(bagging) decision tree [264], boosting tree [280], rotation forests [250] and the
RF algorithm [330].
In this chapter, we test the performance of stat-of-the-art classification methods in
terms of vocal emotion recognition, where as an extra module, an overall decision
is made on the basis of majority voting as well, i.e. corresponds to the choice
demonstrating the highest frequency of occurrence. This will help ensure that
the best possible classification choice is opted for, via implementing multi-mode,
rather than single-mode, analysis. To be more clear, it will further increase the
chances of accomplishing a higher recognition rate [278].
Next, we try to enhance the performance of the proposed method even further by
finding, i.e. ranking and selecting, more efficient features that would increase its
robustness against variations of language or classification method.
The remainder of this chapter is organized as follows. First, the datasets we
consider for the experiments will be overviewed. Next, we present a super-
vised learning-based vocal emotion recognition system by using RF, MSVM and
AdaBoost classifiers. We present the usage of majority voting as well. Finally, we
propose and test a comprehensive optimal feature selection framework.
2.2 Description of the Utilized Datasets
In this chapter, several emotional datasets will be used for testing the algorithms
we develop. Some of them are multipurpose, but the rest have specifically been
made for speech-based purposes. A description of the datasets will be provided in
what follows.
2.2.1 SAVEE
The SAVEE dataset contains recordings of four male subjects who aged from 27
to 31, and played six basic emotions, namely, anger, disgust, fear, happiness, sad-
ness and surprise, as well as the neutral state. In the dataset, 480 native British
English utterances are available, which consist of 60 samples for each of the men-
tioned emotional states, and 120 for the neutral. The subjects were recorded while
emotional and text prompts were displayed in front of them on a monitor. A video
clip and three pictures were included in the prompts for each emotion. The text
prompts were divided into three groups for each emotion, in order to avoid fa-
tigue. Each round of acting was repeated if necessary, in order to guarantee that
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(a) KL (angry) (b) JK (happy) (c) JE (sad) (d) DC (neutral)
Figure 2.1: Sample images showing different emotional states from the SAVEE dataset.
The images have been taken from [5].
Figure 2.2: A set of sample images from the eNTERFACE’05 dataset [193].
it has been performed properly. The samples were evaluated by 10 subjects, un-
der audio, visual and audio-visual conditions. A set of sample images from the
SAVEE dataset is shown in Fig. 2.1.
2.2.2 eNTERFACE’05
The eNTERFACE’05 dataset contains samples created from 42 subjects with dif-
ferent nationalities. All of them spoke English. From the subjects, 81% were
male, and the remaining 19% were female. 31% of the subjects wore glasses, and
17% of them had beard. A mini-DV digital video camera with a resolution of
800,000 pixels was used to record the samples at a speed of 25 frames per second
(FPS). A specialized high-quality microphone was utilized for recording uncom-
pressed stereo voice signals at a frequency of 48000 Hz in 16-bit format. The
microphone was located around 30 cm below the subject’s mouth, and outside of
the camera’s field of view. In order to ensure easy face detection and tracking, a
solid background with a dark gray color was used, which covered the whole area
behind the subjects while recording them. Each subject acted six different emo-
tional states, namely, anger, disgust, fear, happiness, sadness and surprise, as well
as neutral. A few samples from this dataset are shown in Fig. 2.2.
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Figure 2.3: A set of sample images from the RML dataset. The images have been taken
from [4].
2.2.3 RML
The RML includes 720 samples containing audio-visual emotional expressions.
Six basic emotions were considered, namely, anger, disgust, fear, happiness, sad-
ness and surprise. The recordings were performed in a quiet and bright atmo-
sphere with a plain background, by using a digital camera. Eight subjects partic-
ipated in the recordings, and spoke various languages, namely, English, Madarin,
Urdu, Punjabi, Persian and Italian, as well as different accents of English and Chi-
nese. By using 16-bit single channel digitization, the samples were recorded at a
frequency of 22050 Hz. The recording speed was set to 30 FPS. The duration of
each video is between 3 and 6 seconds. A set of sample images from the RML
dataset is shown in Fig. 2.3.
2.2.4 MIntPAIN
The new MIntPAIN dataset has multimodal pain data obtained by giving electrical
stimulation in five different levels (Level0 to Level4, where 0 implies no stimula-
tion and 4 implies the highest degree of stimulation) to 20 healthy subjects [147].
After prior ethical approval for the data collection, the subjects were invited to be
volunteer. They were adequately informed about the electrical pain stimulation
and overall data recording procedure. Each subject exhibited two trials during the
data capturing session, and each trial has 40 sweeps of pain stimulation. In each
sweep, they captured two data: one for no pain (Label0) and the other one for one
of the four pain levels (Level1-Level4). As a whole, each trial has 80 videos (50-
50 pain/non-pain ratio) for 40 sweeps. Among these, some sweeps are missing
for few subjects. This is due to the unexpected noise in the EMG reading of one
subject, talking by one subject during data capturing, and lake of VAS scale by
two experimental subjects.
Fig. 2.4 shows some full-frame samples of a recorded subject for the three differ-
ent modalities.
21
(a) RGB (b) Thermal (c) Depth
Figure 2.4: Examples of captured video frames in different modalities of the MIntPAIN
dataset. Thed depth image is histogram equalized for visualization purposes.
2.2.5 PES
While making the PES dataset, six emotions re taken into account: happiness,
sadness, disgust, fear, anger, and surprise, along with a neutral state [277]. It
consists of 40 samples for every emotion class (240 in total), spoken by native
Polish speakers.
2.2.6 GEES
The GEES includes recordings from six subjects, i.e. three males and three fe-
males. The emotions acted by the subjects are neutral, anger, happiness, sadness
and fear. The recordings involve one passage consisting of 79 words, 32 isolated
words, 30 long semantically neutral sentences and 30 short ones. Overall, 2790
recordings are available in the dataset, with a rough total duration of 3 hours.
Phonetic and statistical analyses of the dataset based on the general statistics of
the Serbian language, including syllables, accents and consonant sets, have shown
that it is phonetically fully balanced. The GEES dataset has been made in an ane-
choic studio with a sampling frequency of 22,050 Hz.the rest of the considered
datasets.
2.3 Supervised Learning-Based Vocal Emotion
Recognition
In this section, we propose a new vocal emotion recognition method. More
clearly, we perform multi-class classification. The general structure of the pro-
posed method is illustrated in Fig. 2.5. As shown in the diagram, first, the speech
signal including the set of emotions to be analyzed is produced. Taking into ac-
count speech signals from both genders is vital for verifying the applicability of
the system in terms of reliable performance, since there are fundamental differ-
22
Figure 2.5: Schematic representation of the general structure of the proposed vocal emo-
tion recognition system.
ences in their structural vocal features. The foregoing features are, mainly, rep-
resented through a set of parameters, including frequency, range and tone inten-
sity [105, 241].
Afterward, the features are extracted using signal processing techniques. The
quantitative features describing the variations of the speech signals are extracted,
holding a non-linguistic feature selection viewpoint. In accordance with the non-
linguistic approach, the variations of pitch and intensity are analyzed while ignor-
ing the linguistic information. The reliability of the latter quantities is affected by
the voice quality, which, independently from the word identity, is related to the
spectral properties [8].
The following two methods can be considered for cross-validation. Having in
mind the Leave-One-Out Cross-Validation (LOOCV), for every test sample, the
rest of the samples from the whole dataset are used for training. This procedure
continues until all the voice signals have been used once in the test. However,
when it comes to k-fold cross-validation, according to the Weka standard [31],
the best possible result is expectedly obtained when 10-fold cross-validation is
considered. In the case of 10-fold cross-validation, dividing the dataset to 10
parts, and using one tenth of the samples as the test set, reduces the number of
the samples in the training set, which weakens the learning performance, and de-
creases the recognition rate, compared to the case where only one voice signal is
considered for the test. The reason is that a higher number of training samples
results in a better training performance.
The results of the recognition process by the proposed method will be shown as
confusion matrices [287]. Each row of a confusion matrix represents the recog-
nition rate related to an emotion class, where each cell shows the number of the
voice signals of that class being classified into the class specified by the column
label. This means that the summation of the elements on every row should show
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the number of the voice signals included in the corresponding class. More clearly,
the numbers appearing on the diagonal of the confusion matrix represent the num-
ber of correctly recognized voice signals, while the rest denote the number of the
misclassification instances.
In the rest of this section, we will first describe the manner of extracting the vocal
features. The experiments are conducted on the SAVEE and PES datasets. The
happiness, sadness, fear, anger and neutral emotion labels are considered from
both of the datasets, in addition to surprise and disgust from SAVEE, and bore-
dom from the PES dataset. Then we will test the performance of the proposed
vocal emotion recognition system by using RF, MSVM and AdaBoost classifiers.
We will also apply majority voting, in order to check whether it is possible to
improve the performance by doing so. Finally, we will discuss and compare the
results.
2.3.1 Feature Extraction
As previously mentioned, emotions can be described from audio based on differ-
ent features which are representative of them. For example, anger can be described
by a faster speech rate, high energy and pitch frequency. The prosodic pattern
depends on the speaker’s accentuation, speaking rate, phrasing, pitch range and
intonation. Spectral features that are extracted from short speech signals are use-
ful for speaker recognition as well. The mentioned features can be summarized as
follows:
• Pitch can be estimated either in the time or frequency domain, or by using a
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where ℵ stands for the Discrete Fourier Transform (DFT) function, and
‖s‖ = ζ denotes the length of the signal. Moreover, ωnH is the Hamming
window, which is calculated as follows:
ωn





, 1 ≤ n ≤ ζ − 1. (2.2)
• Intensity measures the syllable peak, and represents the loudness of the
speech signal. The syllable peak is its central part, which usually is a vowel.
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where si shows the value of the speech signal at i, and α is its mean. More-
over, ζ is the length of the speech signal.
• If we consider a time delay τ , the auto-correlation function r(τ) maximizes







• Formant frequencies, f , are resonating frequencies of the speaker’s vocal








where Fs stands for the sampling frequency. Moreover, the real and imag-
inary parts of the speech signal in the frequency domain are shown by
re (F (s)) and im (F (s)), respectively. We consider the mean, standard de-
viation, minimum and maximum of the third formant and the fourth formant
bandwidth.
In what follows, the procedure required for extracting some of the most important
features will be discussed in more detail.
Formants and formant bandwidths show muscle and vocal fold tensions [172].
Additionally, according to [158, 282], the lip expression and the location and an-
gle of jaw and tongue can be extracted based on formants. In [246], it is said that
the sharpness of formants shows the sequences of vocal tract shape. In addition,
according to [139], formants contain data about the static and dynamic aspects of
the speech signal, such as morphology of the vocal tract, articulatory setting, the
style of speaking and dialect, which are helpful for extracting the emotion from
speech signals. Articulation, resonance, and loss of speech signal energy affect
the formants and their bandwidths. Lower formants are more sensitive to spectral
energy distribution. Formants can also be used for finding other features such as
Long-Term Average Spectrum (LTAS). Algorithm 1 represents the procedure of
formant extraction.
In general, the first and second formants with the lowest frequencies are the
most informative ones. However, the phonetic vowels that are used in different
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Algorithm 1 A pseudo-code representing the calculation of the first four formants
and their bandwidths.
Require: s: Sampled data
Require: Fs: sample rate of s
Require: fi: Formants(1,2,3,4)
Require: fbi: Formants Bandwidth(1,2,3,4)
Require: ζ: length of s
Ensure: H: Hamming window operator
Ensure: fft: Fast Fourier transform of windowed signal
Ensure: lpc: Linear prediction filter coefficients




X4 ← atant(im(roots), re(roots))
frqs, indices← sort(X4(Fs/2pi))
bw ← −1/2(Fs/2pi) ∗ log|indices|
for kk = 1 : length(frqs)
if (frqs(kk) > 90 & bw(kk) < 400)
formants(nn) = frqs(kk)
bw1(nn) = bw(kk)
nn = nn+ 1
end
end
fi ← formants(1− 4)
fbi ← bw(1− 4)
languages are not the same. In addition, their acoustic properties, which include
formants, are different. Therefore, in order to describe the front vowels precisely,
the third formant is needed as well. It is necessary for distinguishing between
the vowels with similar sounds. Moreover, according to [135, 66], the third and
fourth formants are important for analyzing the spectral properties of the voice
in the higher magnitudes, because they are stronger in shouting than in speaking
normally [201]. Besides, the necessity of using the first four formants for pre-
cisely analyzing the vocal features can be understood by noticing their usage in
the PRAAT software [25].
Standard deviation is one of commonly used statistics for projecting univariate
time series onto a scalar in order to calculate temporal data from the acoustic
contour [263, 91, 261]. According to [172]. One of the advantages of standard
deviation is that it can be used to extract the contribution of chunks and whole
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Algorithm 2 A pseudo-code representing the pitch extraction algorithm.
Require: s: Sampled data
Require: Fs: sample rate of s
Require: R1: Round toward positive infinity
Require: R2: Round toward negative infinity
Require: ζ: length of s
Ensure: H: Hamming window operator
Ensure: fft: Fast Fourier transform of windowed signal




X4 ← fft(log(|ζ3|+ eps)
Pitch← mean(X4(X1))
words to the prosodic structure of the speech. Other statistical features such as
minimum, maximum, percentiles, auto-correlation, variation and mean play an
important role in speech analysis [217, 252].
The pitch of a signal contains information about the emotional state, since it de-
pends on the tension of the vocal folds. The vibration rate of the vocal fold is
called the fundamental frequency. The method of extraction of pitch is summa-
rized in Algorithm 2.
Harmonics-to-Noise Ratio (HNR) is one of the features that are frequently used
in vocal emotion recognition and audio processing [180]. The value of HNR is
equal to the ratio of spectral energy in the voiced parts of the signal to the spec-
tral energy of the unvoiced parts [172]. It shows the ratio between harmonic and
aperiodic signal energy. The method of calculating standard deviation, auto cor-
relation, HNR and Noise-to-Harmonics Ratio (NHR) is provided in Algorithm 3.
NHR can also be used as a parameter for speech-based emotion recognition.
For example, in [65], a system for multi-dimensional voice assessment has been
proposed. NHR shows an overall evaluation of the noise that is present in the sig-
nal. It is useful for analyzing the noise in the amplitude, frequency, sub-harmonic
components and voice breaks of speech signals.
Intensity is another important feature, which represents the variations of speech
energy [179, 160]. The level and variations of acoustic signals’ intensities bear
significant information about the emotional states and their changes over time [293].
A pseudo-code for calculation of intensity is provided in Algorithm 4.
As aforementioned, it is possible to use linguistic or paralinguistic features. Over-
all, 95 paralinguistic features can be extracted from every speech signal. The
PRAAT software is used to extract the acoustic features from the voice signals.
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Algorithm 3 A pseudo-code representing the standard deviation, auto correlation,
HNR and NHR calculation.
Require: s: Sampled data
Require: Fs: sample rate of s
Require: ceil: Round toward positive infinity
Require: floor: Round toward negative infinity
Require: ζ: length of s
Ensure: H: Hamming window operator
Ensure: fft: Fast Fourier transform of windowed signal










The mean values of the features have been computed throughout the whole dura-
tion of the speech signals, in the time domain, directly from the acoustic wave-
forms, for the voiced parts only.
Fig. 2.6 shows the spectrograms of fear and happiness emotion speech signals. In
this figure, local minimum and maximum values have been highlighted with red
points. Their frequency range is from 0 to 5000 Hz. The speech signal might not
be continuous during the whole time interval, because of the interruptions of the
voice. As apparent from the figure, in the most cases, the speech signals represent-
ing the fear emotion demonstrate more smoothness, with more distance between
the frequencies corresponding to the local minimums and maximums, until the
middle of the spectrum, compared to that of the happiness. This is reversed in the
second half. This phenomenon and the variations of the duration of the speech
signals make differences between the emotions, and affect the recognition rate di-
rectly.
After extracting the features from every voice signal, all of them are kept in a
two-by-two array.
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Algorithm 4 A pseudo-code representing extraction of Intensity.
Require: s: Sampled data
Require: Fs: sample rate of s
Require: ζ: length of s
Ensure: H: Hamming window operator
T ← ζ;
n1 ← x ∗ x′





Figure 2.6: Different features extracted from the fear and happiness signals, using
PRAAT [25].
2.3.2 Classification by Using RF
RF is an ensemble method with a composite structure [34]. It is an extension of
bagging techniques, and is characterized by random selection of the features. The
fact that RF utilizes multiple randomly generated decision trees enables it to take
advantage of all the virtues of decision trees, ensemble methods and bagging ap-
proaches. Each of the decision trees is created by randomly choosing a subset of
the training set, and contains a certain number of samples [34, 185]. Each tree
classifier divides the feature space into a number of partitions, and its output for a
sample is determined according to the partition the data lies in. The RF classifier
predicts the class label of an input sample by performing majority voting on the
predictions made by the set of tree classifiers.
While bagging methods use deterministic decision trees, where the evaluation is
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based on all the features, RF only evaluates a subset of them. From technical
point of view, the RF decision making structure is similar to bagging algorithms.
In other words, RF is a learning ensemble consisting of a bagging of un-pruned de-
cision tree learners. However, despite bagging processes, it utilizes a randomized
selection of the features at each split. Due to this property, in terms of training, RF
is generally more efficient than bagging [211]. In other words, RF brings about
the capability of interconnecting the emotion recognition results.
As aforementioned, the RF and bagging algorithms have similar structures. One
of the principal functionalities of bagging is to average noisy and unbiased mod-
els, in order to reduce the variance of the whole model. It randomly generatesNS
subsets of the original set S through replacement.
According to [34], and using a similar notation, assuming that the dataset, S, con-
tains m signals with n features each, it could be represented as a block matrix,
consisting of a block, namely, F , containing the features, and an m-dimensional






where for i = 1, . . . ,m, j = 1, . . . , n, [F ](i,j) stands for the j
th feature of the ith
signal, and [l](i) denotes its class label. It could be inferred that the i
th signal is
tantamount to the ith row of the matrix F , i.e. [vi](j) = [F ](i,j).
In order to utilize a prescribed dataset for training the classifier, first, the value of
NS, i.e. the number of the subsets, should be determined arbitrarily. Every sub-
sequent subset of the dataset will have the same structure. In other words, every
voice signal will contain the same number of features as the global set, S. Thus
NS arbitrarily structured decision trees will be developed, with randomly cho-
sen data and variables. Since the subsets might repeat the voice signal rows, the
trees might overlap with each other. Noticing that NS subsets are created from
the whole dataset, which, as aforementioned, contains m voice signal in total, the
number of the voice signals allocated for each subset will be β = mNS .
At the test level, each input voice signal is searched for throughout the forest
containing the decision trees exhaustively. In other words, all the NS trees are
considered when searching for the training voice signals possibly matching the
test voice signal. Afterward, every decision tree, from its own perspective, reports
the most probable class the input voice signal belongs to, as a single vote. Fi-
nally, a class label is assigned to the input vector, based on majority voting from
the forest of the trees, which will be a basis for predicting the class that the test
voice signal is associated with. The RF classification algorithm is summarized by
a pseudo-code in Algorithm 5.
The settings for conducting the tests in the context of this study are such that
following the notation introduced in Section 2.3.1, NS is set to 15.
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Algorithm 5 A pseudo-code representing the RF classification method.
Require: NS: The number of training sets, which is equal to the number of trees
Require: S: The voice signals dataset
Require: m: The number of features in each feature vector
Require: vi, i = 1, . . . ,m: the ith voice signal
Require: Build tree: a function to construct of the trees
Ensure: output−label
for i=1 to NS do
Pick up the voice signals from S to make the ith training set, Si, randomly
and by replacement
Create a root for the Si to compare the feature values
Make a decision tree based on Si and the determined root nodes
Select one of the feature vectors for the ith decision tree by splitting
Choose the feature fi with the highest information gain
while exists a test voice signal do
Create the child nodes of the ith decision tree for the feature vectors
for i=1 to m do
Compare the content of the nodes of the ith decision tree with the
contents of the test feature vector
Call “build tree” to make the rest of the tree
end for
end while
Extract the emotion label from every decision tree
Perform majority voting between the extracted emotion labels to determine
the output−label
end for
The experimental results of applying the RF classifier to the SAVEE dataset are
presented in Table 2.1. It shows that the average vocal emotion recognition per-
formance using this method is 75.71%, with the best recognition rate of 100%
for anger. Table 2.2 presents the confusion matrix of the RF classifier applied to
the PES dataset. It shows an average recognition rate of 87.91%, with the best
accuracy for sadness, i.e. 100%.
2.3.3 Classification by Using MSVM
The confusion matrices standing for the results of MSVM classification with
LOOCV on the SAVEE and PES datasets are listed in Tables 2.3 and 2.4, re-
spectively. They show the average performance rates of 63.57% and 74.58%,
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Table 2.1: Confusion matrix for RF with LOOCV on the SAVEE dataset.
Happiness Sadness Anger Fear Neutral Surprise Disgust Recognition Rate (%)
Happiness 35 0 0 7 0 17 1 58.33
Sadness 0 51 0 0 1 0 8 85.00
Anger 0 0 60 0 0 0 0 100
Fear 16 0 0 31 0 8 5 51.66
Neutral 0 0 0 0 55 0 5 91.66
Surprise 11 0 0 6 2 41 0 68.33
Disgust 1 3 0 3 5 3 45 75.00
Average: 75.71
Table 2.2: Confusion matrix for RF with LOOCV on the PES dataset.
Happiness Sadness Fear Boredom Anger Neutral Recognition Rate (%)
Happiness 31 0 2 1 6 0 77.5
Sadness 0 40 0 0 0 0 100
Fear 0 0 36 0 2 2 90.00
Boredom 1 0 0 35 0 4 87.50
Anger 1 1 0 2 35 1 87.50
Neutral 0 0 3 1 2 34 85.00
Average: 87.91
respectively. One could infer that in case of the SAVEE dataset, the best accuracy
is achieved for anger with a performance rate of 100%. For the PES dataset, the
best performance is obtained for sadness, with a recognition rate of 100%.
2.3.4 Classification by Using AdaBoost
AdaBoost is another classifier that we apply to the SAVEE and PES datasets.
The AdaBoost classifier that we utilize contains 10 decision stumps [137, 307],
which are used as weak learners. The results are shown in Tables 2.5 and 2.6,
respectively, where the average recognition rates are 68.33% and 87.50%.
2.3.5 Majority Voting
In this section, the decisions of all the classifiers are combined by using majority
voting, in order to investigate whether it could improve the recognition rate, as
shown in Fig. 2.7. For inconclusive votes, class labels coming from the classifier
with the Least Root Mean Square Errors (LRMSE) is selected as the decision of
majority voting. The majority voting process is summarized in Algorithm 6.
The results of performing majority voting on the outputs of the aforementioned
classifiers are listed in Tables 2.7 and 2.8, for the SAVEE and PES datasets, re-
spectively. On the SAVEE dataset, majority voting has achieved a performance
of 70.71%, while RF has the best performance of all, which is 75.71%. However,
the best recognition rate on the PES dataset, i.e. 88.33%, is obtained by majority
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Table 2.3: Confusion matrix for MSVM with LOOCV on the SAVEE dataset.
Happiness Sadness Anger Fear Neutral Surprise Disgust Recognition Rate (%)
Happiness 26 2 0 16 0 12 4 43.33
Sadness 2 42 0 0 0 0 16 70.00
Anger 0 0 60 0 0 0 0 100
Fear 11 0 0 29 3 10 7 48.33
Neutral 0 0 1 3 46 1 9 76.66
Surprise 10 1 0 15 2 23 9 38.33
Disgust 1 3 0 4 6 5 41 68.33
Average: 63.57
Table 2.4: Confusion matrix for MSVM with LOOCV on the PES dataset.
Happiness Sadness Fear Boredom Anger Neutral Recognition Rate (%)
Happiness 32 0 3 0 5 0 80.00
Sadness 0 40 0 0 0 0 100
Fear 0 0 32 0 6 2 80.00
Boredom 1 0 1 30 0 8 75.00
Anger 6 0 11 4 18 1 45.00
Neutral 2 1 5 5 0 27 67.50
Average: 74.58
voting, while from the classifiers, RF has the best performance, which is 87.5%.
The average recognition rates are summarized in Table 2.9 for all the classifiers,
on the SAVEE and PES datasets.
2.3.6 Discussion
In all the confusion matrices, we can observe different numbers of instances where
a sample representing an emotion has been misclassified, e.g. the number of hap-
piness samples classified as fear is different from the number of fear samples
classified as happiness. In Table 2.3, from 60 samples of the happiness class, 16
are wrongly recognized as fear, while from 60 samples of the fear category, only
11 are misclassified as happiness. In order to analyze this observation, the level of
relative sparsity between the emotion classes was analyzed by applying Principal
Component Analysis (PCA) as a filter to happiness and fear samples from the
SAVEE dataset. It reduces the dimension of the feature vectors by choosing 95%
of the eigenvectors, which is the default in Weka [31].




(Xi − χn) (Xi − χn)T , (2.8)
where Xi stands for the ith observation, and χn is the sample mean. After com-
puting the eigenvalues λ1 ≤ λ2 ≤ · · · ≤ λk and eigenvectors e1, e2, . . . , ek
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Table 2.5: Confusion matrix for AdaBoost with LOOCV on the SAVEE dataset.
Happiness Sadness Anger Fear Neutral Surprise Disgust Recognition Rate (%)
Happiness 29 0 0 16 0 15 0 48.33
Sadness 1 46 0 0 0 1 12 76.66
Anger 0 0 59 0 1 0 0 98.33
Fear 15 0 0 30 0 10 5 50.00
Neutral 0 1 0 0 54 0 5 90.00
Surprise 16 1 0 9 0 31 3 51.66
Disgust 2 8 0 1 5 6 38 63.33
Average: 68.33
Table 2.6: Confusion matrix for AdaBoost with LOOCV on the PES dataset.
Happiness Sadness Fear Boredom Anger Neutral Recognition Rate (%)
Happiness 32 0 2 0 5 1 80.00
Sadness 0 40 0 0 0 0 100
Fear 0 0 37 0 2 1 92.50
Boredom 0 0 0 36 0 4 90.00
Anger 4 1 0 1 34 0 85.00
Neutral 0 0 3 3 3 31 77.50
Average: 87.50
of Σ, dimensionality reduction is performed by keeping enough eigenvectors to
represent the variance in the dataset, i.e. solving the following equation:
V −1ΣV = D, (2.9)
whereD is a diagonal matrix, and V contains the eigenvectors [146].
It accounts for the majority of the variance in the original data, as shown in
Fig. 2.8. After plotting the results of PCA, we could see that the label of misclas-
sified samples is equal to that of the class with a higher sparsity of the samples.
More clearly, if samples of an emotional state have a relatively high sparsity, sam-
ples of other emotional states can be mistaken with them more frequently than
the rest. This means that for example, since samples of the fear class are more
sparsely scattered compared to samples of the happiness class, happiness samples
being misclassified as fear is more likely than fear samples being misclassified as
happiness.
Fig. 2.9 shows a screen-shot of the PRAAT software’s results [24], which present
the acoustic features of seven emotions from the SAVEE dataset. These samples
contain different numbers of words. The number of words that are used in each
sample is provided in the corresponding caption.
In Fig. 2.10, we provide the pitch and intensity contours for samples from the
SAVEE dataset, which contain the happiness, sadness and neutral states, in order
to show the differences between them. We can observe that by considering the
same comparison line in all the plots, the pitch values for the sadness sample are
34
Figure 2.7: Schematic representing the process of majority voting.
Table 2.7: Confusion matrix for majority voting between MSVM, RF and AdaBoost on
the SAVEE dataset.
Happiness Sadness Anger Fear Neutral Surprise Disgust Recognition Rate (%)
Happiness 36 2 0 8 0 14 0 60.00
Sadness 0 56 0 0 0 0 4 93.33
Anger 0 0 59 0 1 0 0 98.33
Fear 18 0 0 26 1 9 6 43.33
Neutral 0 0 0 0 57 1 2 95.00
Surprise 15 2 0 10 0 33 0 55.00
Disgust 0 9 0 5 13 3 30 50.00
Average: 70.71
mostly above the line, but close to it, without perceptible variations. It can also be
noticed that the happiness contour shows more variations, higher peaks and lower
holes. Finally, the values related to the neutral state are under the line. This means
that pitch is discriminative enough to distinguish between different emotions in-
cluded in the SAVEE dataset, but the intensity contour is not showing a sufficient
change from one emotion to another.
The average recognition rates accomplished by the proposed vocal emotion
recognition system are also compared with the state-of-the-art methods which
have been tested on the same datasets, i.e. SAVEE and PES. The foregoing val-
ues clearly indicate the superiority of the system proposed in this chapter over its
competitors. Moreover, the proposed system reduces the computational complex-
ity by using 14 features only, while Yüncü et al. [321] have considered feature
vectors with 283 elements.
For training, they used a Binary Decision Tree (BDT) on seven emotional states,
namely, anger, fear, happiness, sadness, disgust, boredom and neutral. For clas-
sification, they used a BDT that had a SVM as a binary classifier at each level.
They used the German, Polish and English databases for creating the training and
validation sets, and finding the recognition performance. We consider their results
on the English database (SAVEE) as a reference for comparing and assessing the
performance of the method that we propose in this chapter. As it could be inferred
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Algorithm 6 A pseudo-code representing the majority voting method.
Require: < χi, ψi >: ith ordered pair of corresponding test and training sets
Require: τs: Number of samples in every dataset
Require: RMSE: Root mean square error of classification
Ensure: LSi: ith output label of MSVM
Ensure: LRi: ith output label of RF
Ensure: LAi: ith output label of AdaBoost
Ensure: LN i: ith output label of Majority voting
for i = 1 : τs
Get the < χi, ψi >







if 2 output labels or more are equal
LN i ← label
χi ← LN i
else
Find the RMSE of every classification
choose the label with minimum RMSE
End for
from the confusion matrices provided in Tables 2.7 and 2.8, the performance of
majority voting is not necessarily better than a classifier alone. For example, if
we have three classifiers, and the number of misclassifications with the first two
is greater than the third one, the performance rate of majority voting will be lower
than that of the third classifier. Therefore, the proposed method is not based on
one single classifier or majority voting performance alone, but on applying and
testing different recognition methods, and choosing the most efficient one, on a
particular dataset. More clearly, although we initially predicted that majority vot-
ing leads to the best results on all the datasets, the actual results of implementation
showed that majority voting can perform differently on different datasets, even if
the same sets of classifiers and features have been used.
Thus the properties of the vocal signals that are included in the datasets affect
the features that we extract from them. Therefore, majority voting can be uti-
lized in order to investigate the possibility of increasing the performance, even if
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Table 2.8: Confusion matrix for majority voting between MSVM, RF and AdaBoost based
on the PES dataset.
Happiness Sadness Fear Boredom Anger Neutral Recognition Rate (%)
Happiness 32 0 2 0 6 0 80.00
Sadness 0 40 0 0 0 0 100
Fear 0 0 38 0 0 2 95.00
Boredom 1 0 0 38 0 1 95.00
Anger 3 1 0 4 31 1 77.50
Neutral 0 0 3 4 0 33 82.50
Average: 88.33
Table 2.9: Summary of the recognition rates by different classification algorithms on the
SAVEE and PES datasets (in percent).
MSVM RF AdaBoost Majority voting
SAVEE 63.57 75.71 68.33 70.71
PES 74.58 87.91 87.50 88.33
marginal, using an ensemble technique, especially since it has a very low compu-
tational complexity. One of the reasons why our method is working better than
others is that we are using the best choice among single classifiers and majority
voting.
2.4 Efficient and Robust Feature Selection
Since we used the RF algorithm in Section 2.3, which is relatively strong and
accurate but time-consuming, we needed to select feature vectors with an afford-
able length, i.e. 14, in order to reduce the time-consumption, and find a balance
between the computational complexity and accuracy. However, numerous types
of features have not still been incorporated into the system, and the best possi-
ble performance is not guaranteed. More clearly, even given the relatively high
recognition rates that are accomplished by the proposed RF-based vocal emotion
recognition system, there might be an even more efficient combination of features
for this purpose. For example, one can investigate whether it is possible to im-
prove the recognition performance by using other features such as Mel-Frequency
Cepstral Coefficient (MFCC)s and Filter Bank Energies (FBE)s.
Therefore, in this chapter, we propose an algorithm for optimal feature selection,
i.e. a method for finding the best subset of the features for each language and
classifier. We also compare the recognition rate of our approach with the state-
of-the-art filter methods. We use four datasets with different languages, namely,
Polish, Serbian and English.
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(a) Happiness emotion class (b) Fear emotion class (c) Pairs of both
Figure 2.8: Illustration of the PCA of happiness and fear emotion classes, individually
and combined. In (a) and (b), the red squares show the sparsity of the samples in each
class. In (c), the bigger square shows the approximate region of existence of fear samples,
and the smaller one shows that of happiness samples.
Table 2.10: Comparison of the average recognition rates of the proposed method with






SAVEE RF 75.71 2016 Current work
SAVEE SVM 73.81 2014 [321]
PES Majority voting 88.33 2016 Current work
PES SVM 71.3 2014 [321]
PES BDT 79.3 2008 [274]
Also we use three different classifiers for testing the proposed method. Due to
their good performance, we applied two deep learning Neural Network (NN)s and
the stochastic gradient descent algorithm [29, 178]. As a second classifier, as
one of the most famous algorithms for the prediction of the class of new samples,
we applied the nearest–neighbor rule [304]. As the third classifier, the MSVM is
used, which includes multiple binary SVMs [55].
2.4.1 The Proposed Method
In this section, we present the proposed approach for selecting the features which
result in the development of language-independent vocal emotion recognition. For
this purpose, feature extraction is first explained. Then the feature selection model
is introduced. Our language-independent feature selection is flexible and can be
easily expanded on Nd datasets and Nc classifiers.
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(a) Happiness: four words (b) Anger: five words
(c) Surprise: six words (d) Sadness: nine words
(e) Fear: four words (f) Disgust: seven words
Figure 2.9: Images from PRAAT showing examples of emotional states from the SAVEE
dataset and the number of words for each state. The formants, pitch and intensity contour
are shown for each emotion by red, blue and green colors, respectively.
Feature Extraction
Making a reliable dataset for the recognition problem is the first step. Ineffi-
cient and insufficient choices of the features can cause overlaps and misclassifica-
tion [8].
The paralinguistic elements of the voice such as loudness, speed and other ele-
ments usually change between different languages. A description of some of the
features can be found in Section 2.3.1. The list of newly added paralinguistic fea-
tures utilized by the proposed method are listed as follows, with brief definitions:






I {sisi−1 < 0}, (2.10)




Figure 2.10: Contours showing pitch and intensity values for different emotional states
from the SAVEE dataset. The horizontal dotted lines have been drawn for comparing the
sparsities of the data.
• Cepstrum Coefficients (CC) can be utilized for separating the original sig-
nal from the filter. The signal can be truncated at different frequencies, in
order to extract different levels of spectral details. For example, in order
to analyze the vocal tract, low coefficients should be considered. Cepstrum
is calculated by finding the DFT of the log magnitude of the DFT of the
signal.






i(θ − 1) π
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]
, i = 1, 2, ...,MS , (2.11)
where MS is the number of cepstrum coefficients, Xθ, θ = 1, 2, ..., NF ,
is the log energy output of the θth filter, and NF denotes the number of
triangular band pass filters.
• FBEs and their derivatives are calculated by using a first order Finite Im-
pulse Response (FIR) filter. The filter has a coefficient αc. Short-time
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Table 2.11: Labels that represent the features we consider for testing our ranking strategy.
Feature Label Feature Label Feature Label Feature Label
Max of first formant x1 Std x22 MFCC11 x43 FBE6 x64
Max of second formant x2 Auto-correlation x23 MFCC12 x44 FBE7 x65
Max of third formant x3 Pitch x24 MFCC13 x45 FBE8 x66
Min of first formant x4 HNR x25 Mean (MFCC1) x46 FBE9 x67
Min of second formant x5 Min x26 Mean (MFCC2) x47 FBE10 x68
Min of third formant x6 Mean x27 Mean (MFCC3) x48 FBE11 x69
Std of first formant x7 vari x28 Mean (MFCC4) x49 FBE12 x70
Std of second formant x8 Max x29 Mean (MFCC5) x50 FBE13 x71
Std of third formant x9 Percentile x30 Mean (MFCC6) x51 Mean (FBE1) x72
Mean of first formant x10 ZCR x31 Mean (MFCC7) x52 Mean (FBE2) x73
Mean of second formant x11 ZCRdensity x32 Mean (MFCC8) x53 Mean (FBE3) x74
Mean of third formant x12 MFCC1 x33 Mean (MFCC9) x54 Mean (FBE4) x75
Median of first formant x13 MFCC2 x34 Mean (MFCC10) x55 Mean (FBE5) x76
Median of second formant x14 MFCC3 x35 Mean (MFCC11) x56 Mean (FBE6) x77
Median of third formant x15 MFCC4 x36 Mean (MFCC12) x57 Mean (FBE7) x78
Mean of max of formants x16 MFCC5 x37 Mean (MFCC13) x58 Mean (FBE8) x79
Mean of min of formants x17 MFCC6 x38 FBE1 x59 Mean (FBE9) x80
Mean of Std of formants x18 MFCC7 x39 FBE2 x60 Mean (FBE10) x81
Mean of mean of formants x19 MFCC8 x40 FBE3 x61 Mean (FBE11) x82
Mean of median of formants x20 MFCC9 x41 FBE4 x62 Mean (FBE12) x83
Intensity x21 MFCC10 x42 FBE5 x63 Mean (FBE13) x84
Fourier transform is required as well. The impulse function δ(n) is defined
such that δ(0) = 1. By passing it through a discrete filter, the impulse re-
sponse imp(n) is obtained. For a given input signal s(n), the output y(n)















(m− θ) mod (NF )
]
, (2.13)
where m = 0, 1, ..., NF − η and η is the length of the filter pulse [23].
• In [170], the following equation has been proposed for4MFCCs:
C(n) = DCT ∗ log (y(m)), (2.14)
where DCT is the discrete cosine transform.
The labels that we use for representing the features are listed in Table 2.11.
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Language-Independent Feature Selection Strategy
Let us consider that D =
{
d1, d2, ..., dNd
}
represents the set of all datasets, C ={
c1, c2, ..., cNc
}
is the set of all classifiers, and F =
{
x1, x2, ..., xNf
}
represents
the set of all extracted features.
In order to find a subset of language-independent features, our objective is to form
a subset F (i,j)top−ranked of m top-ranked features from the set F for the dataset di
and the classifier cj . This is achieved in the following ways:
• Our approach, by testing the dataset di with classifier cj , just taking into
account each feature separately, and comparing their recognition rates;
• In [210], five widely used filter methods were summarized, and compared
for the Serbian corpora:
1. Gain Ratio (GR) that evaluates the weight of a feature by measuring
the gate ratio with respect to the class;
2. Information Gain (IG) evaluates the weight of a feature by measuring
the information gain with respect to the class;
3. Correlation-based Feature Selection (CFS) evaluates the weight of a
feature by measuring the correlation between it and the class;
4. Relief (Rl) evaluates the feature weight by repeatedly sampling an
instance and considering the value of the given feature for the nearest
instance of the same and different classes;
5. Symmetrical Uncertainty (SU) that evaluates the feature weight by
measuring the symmetrical uncertainty with respect to the class.














where x(i,j)m is the mth feature of the dataset di, where classifier cj is applied.














we are selecting the set of common features for the classifier cj . Those features
are considered as “language-independent”.
Fig. 2.11 summarizes the procedure we use for performing language-independent
feature selection for the first classifier.
A pseudo-code representing the language-independent feature selection strategy
is provided in Algorithm 7.
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Figure 2.11: Feature selection strategy flowchart for language-independent analysis.
Classifier-Independent Features Selection Strategy
Similarly, to language-independent feature selection, in order to find a subset of
classifier-independent features, our objective is to form a subset F (i,j)top−ranked of
m top-ranked features from the set F for the classifier ci and the dataset dj . The
same as in the language-independent feature selection strategy, this is achieved by
testing the dataset dj with classifier ci just taking into account each feature sepa-
rately, and comparing their recognition rates.
In the case of classifier-independent feature selection, using filter methods is not
possible for feature ranking, since those methods are independent from the clas-
sifier. Therefore, the subset F (i,j)top−ranked can be represented as in equation 2.15,
where xm(i,j) is themth feature of the dataset dj where classifier ci is applied. Ob-
serving the intersection of subsets F (1,j)top−ranked, F
(2,j)












we are selecting the set of common features for the dataset dj . Those features are
“classifier-independent”. Fig. 2.12 illustrates the classifier-independent feature
selection for the first dataset.
A pseudo-code representing the classifier-independent feature selection strategy
is presented in Algorithm 8.
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Algorithm 7 A pseudo-code representing the language-independent feature se-
lection strategy.
Require: {xi, yi}: Training set
Ensure: N : Number of labeled sample
Output : language-independent feature subset
for all datasets D =
{
d1, d2, ..., dNd
}
for all datasets C =
{
c1, c2, ..., cNc
}
for all datasets F =
{
x1, x2, ..., xNf
}
for j = 1 : Nc























Language- and Classifier-Independent Features Selection Strategy
To obtain a subset of both language- and classifier-independent features, we need















Additionally, in Section 2.4.2, we will show the performance of each classifier
considering “special features” for classifier j that are made as a union of top







Most Effective Features Selection Strategy
In order to evaluate the effect of every feature in recognizing each of the emotions,
every time, a certain classifier and a particular feature are considered, and the
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Figure 2.12: Feature selection strategy flowchart for classifier-independent analysis.
overall recognition rate is calculated for each of the emotions separately. For
every emotion, the dataset is split into two sets, where one of the sets consists of
all the samples that represent the considered emotion, and the other one consists of
the rest of the samples. LOOCV is considered. After doing so on all the emotions,
a recognition rate is available for every emotion, which are helpful information for
assessing the level of suitability of the particular feature and classifier under study
for recognizing each of the emotions.
2.4.2 The Experimental Results and Discussion
In this section, we will apply the proposed method to the aforementioned datasets.
Then we will present and discuss the results.
First, we form a subset of m = 22 top-ranked features from each dataset. This is
achieved in two ways:
• By using our approach, i.e. by testing each dataset with each classifier and
comparing their individual performances in terms of recognition rates.
• By using filter methods such as GR, IG, Rl and SU only for language-
independent feature selection.
As aforementioned, in our experiments, we useNd = 3 datasets, namely, PES (Pol-
ish), SAVEE (English) and GEES (Serbian). Five emotional states, i.e. anger, fear,
neutral, happiness and sadness, are considered, and they are balanced within all
corpora. Every emotion is assigned to 40, 60 and 30 sample vectors in the PES,
SAVEE and GEES datasets, respectively. Due to the number of features that we
use in the experiments, every sample vector has 84 elements. Therefore, each ele-
ment represents a feature that we extract from all audio files, as shown in Fig. 2.13.
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Algorithm 8 A pseudo-code representing the classifier-independent feature selec-
tion strategy.
Require: {xi, yi}: Training set
Ensure: N : Number of labeled sample
Output : language-independent feature subset
for all datasets D =
{
d1, d2, ..., dNd
}
for all datasets C =
{
c1, c2, ..., cNc
}
for all datasets F =
{
x1, x2, ..., xNf
}
for j = 1 : Nd























In the next step, each dataset is divided into 84 parts corresponding to each fea-
ture separately. Every new dataset matrix has (40× 5 = 200), (60× 5 = 300) or
(30× 5 = 150) rows for the PES, SAVEE and GEES corpora, respectively. This
results in 84 column vectors with 200, 300 or 200 elements for the PES, SAVEE
and GEES datasets, respectively, as inputs for the classifiers. We use 10-folds
cross-validation.
Ranked features and the performance rates have been calculated for all possible
combinations of languages and classifiers used in this work. The procedures of
constructing the datasets and performing classification on them have been sum-
marized in Fig. 2.13.
In what follows, we will implement the language- and classifier-independent fea-
ture selection algorithms separately, and then the resulting performances will be
evaluated.
Language-Independent Feature Selection
In Tables 2.12 and 2.13, selected language-independent features are listed using
the proposed feature ranking strategy and state-of-the-art filter methods, respec-
tively. We can see that both approaches have in common the following features:
mean of FBE13, MFCC1, mean of MFCC1, intensity, FBE3, FBE9, FBE11 and
mean of FBE12.
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Figure 2.13: Schematic showing the dataset construction and classification strategy.
Table 2.12: All selected language-independent features using our feature ranking strategy.
















While trying to find classifier-independent features, the language is kept fixed,
and then 22 features with the best performances are selected. As aforementioned,
we consider the KNN, MSVM and NN classifiers. In Table 2.14, the selected
classifier-independent features for English, Polish and Serbian languages are pre-
sented.
Comparison of the Language- and Feature-Independent Strategies
According to the results listed in Tables 2.13, 2.12 and 2.14, the number of fea-
tures that are independent from the languages is fewer than the features that are
independent from the classification method. This shows that the changes of lan-
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Table 2.13: All selected language-independent features using state-of-the-art filter meth-
ods.

























Table 2.14: All selected classifier-independent features using our ranking strategy.
































guage have stronger effects on the performance of vocal emotion recognition sys-
tems than the changes of classification method.
The Performance of Language- and Classifier-Independent Features
In order to determine the optimum subset of features, the trainings are made by
using four subsets of the features, namely, “all features”, “22 best features”, “spe-
cial features” and “common features”. The performance of language-independent
features using state-of-the-art filter methods for each language is compared with
the performance of language-independent features using individual ranking. The
results of this comparison for each language are listed in Tables 2.15 to 2.17 for
the PES, SAVEE and GEES datasets, respectively. Bold values signify that the
results obtained using the features selected by the filter methods are outperformed
by the individual feature ranking of our approach. The lower performance of the
filter methods, where feature selection is a preprocessing step, shows that the cri-
terion used for the feature selection is not very well adopted to the classification
algorithm.
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Table 2.15: Comparison of the performance of language-independent features using state-
of-the-art filter methods and our ranking strategy on the PES dataset.




All features 53.50 61.00 66.50
22 best features GR/our approach 57.00/54.50 58.50/57.50 55.50/58.00
Common features GR/our approach 44.00/46.50 40.00/51.00 48.00/45.00
Special features GR/our approach 47.00/51.00 59.00/57.50 57.00/52.90
22 best features IG/our approach 57.50/54.50 57.00/57.50 53.50/58.00
Common features IG/our approach 50.50/46.50 50.50/51.00 46.00/45.00
Special features IG/our approach 57.00/51.00 59.50/57.50 58.00/52.90
22 best features Rl/our approach 60.50/54.50 59.50/57.50 62.00/58.00
Common features Rl/our approach 50.50/46.50 47.50/51.00 45.50/45.00
Special features Rl/our approach 58.00/51.00 60.00/57.50 60.50/52.90
22 best features SU/our approach 52.00/54.50 55.00/57.50 48.00/58.00
Common features SU/our approach 42.50/46.50 42.00/51.00 42.50/45.00
Special features SU/our approach 50.50/51.00 60.50/57.50 60.50/52.90
On the other hand, in Tables 2.18 to 2.20, the performance of classifier-
independent features using individual feature ranking is shown for all the feature
categories, for the PES, SAVEE and GEES datasets, respectively.
We also implemented another strategy that shows which features are more
effective for each emotion. Then AdaBoost with decision stumps on the GEES
is applied. Since AdaBoost is used to boost the performance of one-level deci-
sion trees (stumps) on binary classification problems, we made five datasets per
each emotion, with two labels, e.g. happy and not happy. Weighted features per
emotions and their recognition rates are shown in Table 2.21. The best subset
of features for recognizing each of the emotions is found, and the best for the
recognition rate is obtained accordingly. The highest performance in recognizing
the happiness emotion, i.e. 90%, is achieved by using a subset of features which
consists of mCC2, FBE9, CC4, F123-median-mean, pitch and mCC10. The fore-
going process is performed for all of the emotions. The best subset of features for
recognition of each of the emotions and the corresponding best recognition rates
are listed in Table 2.21. This method works well on different languages, and is a
useful strategy to check the relation of the features with particular emotions.
2.5 Conclusion
In this chapter, a vocal emotion recognition system was proposed and imple-
mented. To this end, features such as pitch, intensity, first through fourth for-
mants and their bandwidths, mean auto-correlation, mean HNR, mean NHR and
standard deviation were used. Each pair of the features was considered as a crite-
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Table 2.16: Comparison of the performance of language-independent features using state-
of-the-art filter methods and our ranking strategy on the SAVEE dataset.




All features 57.87 60.00 65.55
22 best features GR/our approach 61.39/58.61 51.11/54.16 46.39/53.33
Common features GR/our approach 42.77/46.66 43.89/43.61 43.89/46.94
Special features GR/our approach 57.22/59.16 48.89/52.50 48.05/48.89
22 best features IG/our approach 59.44/58.61 53.33/54.16 47.50/53.33
Common features IG/our approach 52.22/46.66 45.00/43.61 45.83/46.94
Special features IG/our approach 57.50/59.16 53.33/52.50 48.33/48.89
22 best features Rl/our approach 60.55/58.61 58.33/54.16 54.16/53.33
Common features Rl 57.22/46.66 45.58/43.61 45.83/46.94
Special features Rl/our approach 58.05/59.16 48.89/52.50 49.17/48.89
22 best features SU/our approach 59.44/58.61 53.33/54.16 47.22/53.33
Common features SU/our approach 46.94/46.66 44.16/43.61 44.44/46.94
Special features SU/our approach 55.28/59.16 52.22/52.50 46.39/48.89
rion for classifying the voice signals. In order to compare the performance of the
proposed method with the state-of-the-art alternatives, RF, MSVM and AdaBoost
classifiers were applied to the SAVEE and PES datasets. Majority voting was also
employed to make the final emotion recognition decision on the basis of the de-
cisions made according to each pair of the features. The overall recognition rates
using the MSVM were 63.57% and 74.58% on the aforementioned datasets, re-
spectively, which were 75.71% and 87.91% in case of RF. Using the AdaBoost
algorithm, 68.33% and 87.50% accuracies were achieved, respectively. The re-
sults of performing majority voting on all the three classifiers were average recog-
nition rates of 70.71% and 88.33% for the SAVEE and PES datasets, respectively.
Therefore, RF and majority voting would be chosen as the best approaches for the
SAVEE and PES datasets, with average recognition rates of 75.71% and 88.33%,
respectively. Thus we obtained improved results compared to the research by
Yüncü et al. [321]. The complexity of classification has been decreased as well.
More clearly, we considered only 14 feature, where Yüncü et al. have used feature
vectors with 283 elements.
Moreover, we proposed a systematic approach for analyzing the state-of-the-art
voice quality features, in order to obtain the set of features that can be used
for emotion recognition, regardless of the spoken language and method that is
adopted for the classification. First, feature ranking analysis was performed. Next,
the manner of finding the optimal subset of features for each language and clas-
sifier was described. We also compared our approach with state-of-the-art filter
methods based on the recognition rate. According to the obtained results, the
optimal sets of features which result in a reasonably good performance, and are
language- and classifier-independent could be found. It was shown that in some
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Table 2.17: Comparison of the performance of language-independent features using state-
of-the-art filter methods and our ranking strategy on the GEES.




All features 66.00 70.00 73.30
22 best features GR/our approach 74.00/70.67 78.00/70.66 76.00/75.33
Common features GR/our approach 58.67/42.00 52.00/52.00 52.67/52.67
Special features GR/our approach 64.00/64.66 70.67/76.00 74.00/70.33
22 best features IG/our approach 73.33/70.67 76.67/70.66 76.00/75.33
Common features IG/our approach 62.67/42.00 61.33/52.00 61.33/52.67
Special features IG/our approach 64.67/64.66 73.33/76.00 74.00/70.33
22 best features Rl/our approach 70.67/70.67 76.67/70.66 74.00/75.33
Common features Rl/our approach 41.33/42.00 47.33/52.00 46.67/52.67
Special features Rl/our approach 68.00/64.66 73.33/76.00 72.67/70.33
22 best features SU/our approach 73.33/70.67 76.67/70.66 76.67/75.33
Common features SU/our approach 60.67/42.00 50.67/52.00 50.00/52.67
Special features SU/our approach 63.33/64.66 71.33/76.00 70.67/70.33
Table 2.18: The performance of classifier-independent features using our ranking strategy
on the PES dataset.




All features 53.50 61.00 66.50
22 best features 54.50 57.50 58.00
Common features 54.50 56.50 49.00
Special features 43.00 54.50 52.50
cases, since the filter methods involve preprocessing, the criterion used for the
feature selection may not be very well adopted to the classification algorithm,
which might result in rather weak performances. Additionally, in the case of
classifier-independent feature selection, using filter methods for feature ranking is
not possible, since those methods are independent from the classifier. However,
comparing the results obtained using our approach for feature ranking and the
state-of-the-art filter methods, optimal sets of features which result in reasonably
good performances, and are language- and classifier-independent, were found. On
the other hand, wrapper methods where every subset that is proposed by the sub-
set selection measure is evaluated in the context of the learning algorithm, require
computationally so heavy algorithms that cannot be feasibly used for classifica-
tion purposes. Therefore, we did not use them for the purpose of our research.
Although we have used only three different corpora, namely, English, PES and
GEES, and three different classification methods, i.e. KNN, MSVM and NN, the
proposed strategy is flexible, and can be easily expanded to include an unlimited
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Table 2.19: The performance of classifier-independent features using our ranking strategy
for the SAVEE dataset.




All features 57.87 60.00 65.55
22 best features 58.61 54.16 53.33
Common features 58.33 52.22 48.33
Special features 63.05 51.67 49.16
Table 2.20: The performance of classifier-independent features using our ranking strategy
for the GEES.




All features 66.50 70.00 73.30
22 best features 70.67 70.66 75.33
Common features 66.00 66.00 65.33
Special features 52.00 65.33 63.33
number of languages and classifiers.
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Table 2.21: Weighted features per emotion by AdaBoost with decision stump on the
GEES.





































In this chapter, we investigate the problem of facial emotion recognition. First,
we reduce each video to a reduced set of key-frames where the frames which do
not show any difference with the previous ones are excluded. Then we extract
geometric relations, i.e. distances and angles between the landmarks. Next, we
train a CNN using the acquired data. The tests are performed on SAVEE, eN-
TERFACE’05, and RML datasets. The results show considerable enhancements
brought by the proposed method compared to the exiting alternatives.
3.1 Introduction
Recognition of human attitudes and mood during face-to-face human-robot in-
teraction are key elements in order to enable robots to interpret human socio-
communicative intentions [161, 322]. However, there are many difficulties to
overcome before robots can interact fluidly with human beings. In these scenar-
ios, emotion and expression recognition take a determinant role. Several applica-
tions can benefit from the analysis of emotions, ranging from mobile computing
and gaming to health monitoring and robotics. From a Computer Vision point of
view, emotion recognition is a challenging problem because of the inherent vari-
ability of expressions among subjects, different viewpoint, illumination, and the
presence of partial occlusions, just to mention a few.
According to [26], humans use coverbal signs to emphasize the implications of
their speech. These include body, finger, arm and head gestures, and facial ex-
pressions such as gaze and speech prosody. This is because 93% of human com-
munication is performed through nonverbal means, which consist of facial expres-
sions, body language and voice tone. Computerized Facial Expression Recogni-
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tion (FER) consists in face detection and tracking, feature extraction and recog-
nition [312]. First, the face is detected and tracked throughout a chain of images
constituting a video sequence. The examples of this solution include the (spatial)
ratio template tracker [10], the enhanced Kanade-Lucas-Tomasi tracker [243], the
AdaBoost learning algorithm [48], the robust face detection algorithm [71] or
the piecewise Bezier volume deformation tracker [70], among others. As facial
expressions are dependent on the translation, scaling or rotation of the head, both
motion-based and model-based representations are considered, i.e. geometric nor-
malization and segmentation.
The next step is to extract information from the detected face which can help to
distinguish the intended emotion [125]. The main two categories of facial features
are geometric and appearance features such as distances between two determined
facial landmarks or angles. The geometric features consist of the shapes of spe-
cific parts of the face, such as eyes, eyebrows and mouth, and the locations of
facial points, e.g. the corners of the eyes and mouth. The appearance features are
based on the whole face or a certain region in it. They can be extracted by using
texture filters such as Gabor. They concern the textures of the skin, which are
affected by wrinkles, furrows and bulges [222].
For the video, we represent the data by using key-frames, and then facial geomet-
ric relations and convolution. We use the state-of-the-art classifiers to learn each
feature space independently. The experiments are implemented on the SAVEE [143],
eNTERFACE’05 [193] and RML [315] datasets, showing significant improve-
ments in the recognition rates with respect to the state-of-the-art alternatives.
Based on the SAVEE dataset, Cid et al. [52] employed a set of edge-based fea-
tures is extracted, which is invariant to scale or distance from the user to the robot.
The Gaussian classifier with PCA is applied in Sanaul Haq et al. [116]. This work
used the visual features were related to positions of the 2D marker coordinates.
Gharavian et al. [102] investigated the performance of applying the fuzzy Adaptive
Resonance Theory MAPping (ARTMAP) classifier to the visual features. The
marker locations on the face were extracted, and the features were reduced by us-
ing PCA.
On the eNTERFACE’05 dataset, Datcu et al. [61] used a HMM as the classifier
on visual emotional moods. The video features included coordinates-based and
distance-based features. The coordinates-based features were also used in the
work of Paleari et al. [220]. The authors used NNs to improve MER. This work
increased the output performance by using features including seven segments of
the face for the visual part of the data. Jiang et al. [145] investigated the influence
of different sets of features for recognition. The distances between specific pairs
from 83 facial landmarks were considered as facial features. The authors applied
HMM for classification.
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In this work, as in most of the state-of-the-art, we summarize videos based on
key-frame representations and use two sets of complementary features to train
different vision-based classifiers: one based on spatial-relations of face landmarks
and the other based on convolutions learnt from a CNN.
3.1.1 Key-Frame Selection Strategy
The goal of key-frame selection is to find a set of representative frames from an
image sequence. However, most of the current methods are either computation-
ally expensive or cannot effectively capture the salient content of the video. In
general, there are several key-frame selection strategies, such as:
(1) Motion analysis based strategy—which compute the optical flow for each
frame in order to estimate whether or not the facial expression changes [114, 10].
The main drawback is that it captures local variations and may miss important
segments while longer segments might appear multiple times with similar con-
tent;
(2) Shot boundary based strategy—which takes the first, the middle, and the last
frames of each shot as the key-frame [72]. Although this strategy is very simple
and fast, usually these frames are not stable and do not capture the major visual
content;
(3) Visual content-based strategy—which uses multiple criteria (shot based, color
feature, and motion based criteria) [326]. Firstly, the first frame is selected as
key-frame, and then the current frame will be compared with other based on the
similarities defined by a color histogram. If a significant content change occurs,
then the new frame will be selected as the key-frame. The major drawback is that
it does not effectively capture the major or significant content of the video shot;
(4) Clustering-based strategy–which attempts to group frames with a similar pos-
ture. Each frame is assigned to a corresponding cluster, and those closest to the
centroid of each cluster are selected as key-frames [331, 123, 326]. The cluster-
ing methods demonstrate good performance in general; however, these methods
can be easily affected by noise and motion, may end up selecting key-frames only
from the dominant clusters and may overlook events which occur infrequently.
In this chapter, we aim to achieve automatic key-frame selection using a cluster-
ing based strategy. In order to deal with possible effects of noise and motion, we
perform clustering on a set of robust detected and tracked facial landmarks. It
provides a fast, simple, and accurate methodology to summarize face videos.
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3.2 Facial Emotion Recognition System
3.2.1 Visual Features
In order to classify a video with a particular emotion, several hundreds (or thou-
sands) of frames have to be processed. However, in most cases similar facial
expressions appear within the same video, which are representative of a particular
emotion. Here, we hypothesize that summarizing an emotion video by a set of a
few key-frames in terms of the variability of facial expressions will be enough in
order to describe and efficiently learn the contained emotion.
Key-Frames Definition
In order to define a set of key-frames per video, we base this work on geometric
features (areas around the mouth, eyes, eyebrows, and nose), that locate Nl=68
landmark points, as shown in Fig. 3.1. Facial features are detected and tracked
from the video files using FERA 2015 code1.
Obtaining the landmark locations from a video stream might cause the trouble of
being unable to fix the head poses. Therefore, initially, we extract the frames from
the recorded videos. Only the frames that contain frontal faces are kept. After-
ward, we align the faces, in order to fix the orientations of the frontal faces. Then
we detect the landmark positions. We adopt the vector of extracted landmarks
from one frame of video is P = [p1, p2, ..., p68]. All landmarks are grouped into
six regions. Points from 1 to 17 mark the face contour, points from 18 to 22
belong to the left eyebrow, 23 to 27 belong to the right eyebrow, 37 to 42 and
43 to 48 to the left and right eye, respectively, 28 to 36 to the nose and from 49
to 68 to the mouth region. The inner facial landmarks P = [p1, p2, ..., p49] of
each video are aligned with a mean shape, using landmarks such as: 20, 23, 26,
29 (eyes corners region) and 11-19 (nose region). Those points are not affected
by Activation Units and they are considered as stable. The mean facial landmarks
shape has been calculated before geometric features extraction. It is calculated for
each dataset by taking mean of 10 % randomly selected video frames from every
video. Performing a non-reflective affine transformation computing, the differ-
ence between stable point coordinates of the two shapes is minimized. Then, all
mean shape landmark coordinates are subtracted from the corresponding aligned
shape points. Vector of aligned landmarks for each frame is presented such as




49] resulting in 49*2=98 geometric features.
Each video is sampled by 25 frames per second. In order to select the most signif-
icant frames for each video, we apply k-means clustering, where k=4 is used for
the purpose of this work. As a key-frame, we adopted the landmarks coordinates
1https://github.com/TadasBaltrusaitis/FERA-2015
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Figure 3.1: Annotated facial distances for angles calculation.
of the closest image to centroids µj . For each instance, we assign it to a cluster
with the closest centroid ci := arg min |p′i − µj |.
After k-means clustering, from each video we select k vectors of landmarks
C = [c1, c2, ..., c68] and the number of samples becomes equal to N ′. Since each
landmark has x and y coordinates locating Nl=68 points, in a two-dimensional
Euclidean plane, they can be presented as ci = (ci,x, ci,y), where i ∈ {1, ..., Nl}.
Two examples of two summarizing videos with frames of angry emotions, each
one represented by 4 key-frames, are shown in Fig. 3.2. Note that visually we can
easily discriminate the target emotion by the automatically estimated key-frames.
Visual Descriptors
From the set of selected key-frames representing a video, we train two classifiers,
one based on a CNN and another based on geometric features.
For the geometric descriptor, we calculate the consecutive Euclidean distances
d(ci, ci+1) between the selected landmarks:
d(ci, ci+1) =
√
(ci+1,x − ci,x)2 + (ci+1,y − ci,y)2 (3.1)
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Figure 3.2: Examples of the four key-frames representing two videos of the angry emotion
of the eNTERFACE’05 dataset.
After that, we normalize them by dividing them with the length of the region
where the corresponding distance belongs to:
d̂(ci, ci+1) =
d(ci, ci+1)∑
j d(cj , cj+1)
(3.2)
According to the Fig. 3.1, j = 18, ..., 26 if the distance that we want to normalize
belongs to the eyebrows region, j = 37, ..., 41 or j = 43, ..., 46 if this distance
belongs to eye region, j = 49, ..., 59 mouth region, j = 32, ..., 35 nose region
or j = 6, ..., 11 if the distance that we want to normalize belongs to the chin
region. Those distances are shown in Table 3.1. Additionally, for each group
of landmarks, we calculate the angles between two lines defined by two pairs
of landmarks that share one common landmark. Therefore, for each triplet of




2 + d(ci, ck)
2 − d(cj , ck)2
2d(ci, cj)d(ci, ck)
(3.3)
According to a previous research paper in [38] and in [39], the region around eyes
and mouth are the regions that are the most significant in recognizing specific
emotions. Therefore, we selected landmarks and angles related to previous re-
search in the topic. In the second stage, we calculated the consecutive Euclidean
distances between the selected landmarks, and then we normalized them by divid-
ing with the length of the region to make them invariant to scale. For each group
of landmarks, we calculated the angles between two lines defined by two pairs of
landmarks that share a common landmark. Therefore, we come up with 10 angles
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Table 3.1: Visual feature distances before PCA.






18-19, 19-20, 20-21, 21-22, 23-24, 24-25, 25-26
26-27, 18-37, 20-38, 22-40, 23-43, 25-45, 27-46
37-38, 38-39, 39-40, 40-41, 41-42, 37-42
43-44, 44-45, 45-46, 46-47, 47-48, 43-48
49-50, 50-51, 51-52, 52-53, 53-54, 54-55
55-56, 56-57, 57-58, 58-59, 59-60, 49-60
32-33, 33-34, 34-35, 35-36, 32-49, 36-55
6-7, 7-8, 8-9, 9-10, 10-11, 11-12
Table 3.2: Visual feature angles before PCA.





38-37-42, 37-38-40, 38-40-42, 45-46-47, 43-45-46, 45-43-47
53-49-58, 52-55-58
in total. This keeps a low complexity of the methodology while providing dis-
criminative results. There are 10 angles in total selected for classification. Thus,
there are Nf=60 features in total extracted from the face region.
For further description, let’s consider that notation used for the training set is
x(i), y(i), where x(i) ∈ RN ′ is a vector of extracted features, y(i) is its associated
class and N ′ = 4 frames per video, represents the number of the samples after
4-means clustering. For one sample vector, we adopt that:
xj = d̂(ci, ci+1) (3.4)
where j = 1, ..., 44, and:
xj = ai (3.5)
where j = 45, ..., 54, and i ∈
[
1, ..., Nl − 1
]




In order to reduce the dimensionality of data from Nf dimensional feature vector
to r dimensional feature vector z(i) ∈ RrX1, we apply PCA as it is described
in [188]. PCA is computed from the correlation matrix and used in conjunction
with a Ranker search. Dimensionality reduction is accomplished by choosing
thirteen eigenvectors to account for some percentage of the 95% variance in the
original data. Attribute noise is filtered by transforming to the PC space, elimi-
nating some of the worst eigenvectors without transforming it back to the original
space. As an input to PCA, we selected the visual features shown in Table 4.15
such as contour of eyes, eyebrows, top of the nose, mouth outline and chin (from
6 to 12). Apart from those consecutive distances, we included vertical distances:
two distances between the region of the mouth and nose (32-49 and 36-55), and
distances between the eyes and eyebrows (18-37, 20-38, 22-40, 23-43, 25-45 and
27-46).
Classification according to Geometric Features
After applying PCA, we have obtained a new data set {z(i)j , y
(i)}. y(i) repre-
sents the associated class. For the classification of geometric features, we adopt
MSVM, which includes multiple binary SVMs [55], and RF [34]. RF is chosen
because it is simple and efficient, and MSVM is selected due to its fastness and
reasonable performance.
3.3 Classification
3.3.1 Geometric Visual Recognition
In order to compute the geometric visual recognition results, we apply 10-fold
cross-validation, where the original dataset is randomly divided into 10 subsam-
ples. Then, from those, one is treated as a test set, and the remaining nine are used
as the training data. The cross-validation process is then repeated 10 times, with
each of the 10 subsamples used once as the test data. At the end, the results from
the 10 test folds are averaged.
As classification methods, multiclass SVM, with the Polynomial Kernel and ex-
ponent parameter experimentally set to 1. For RF algorithm, we set the number of
trees to 10. Both classifiers are applied with and without PCA, by using the 10-
fold cross-validation. PCA is computed from the correlation matrix and used in
conjunction with a Ranker search. Dimensionality reduction is accomplished by
choosing eigenvectors to account for some percentage of the 95% variance in the
original data. After applying PCA, we selected 4 eigenvectors, that correspond to
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Table 3.3: Visual feature distances after PCA.











new 4 features in the projected space as combinations of original set of distances
and angles. The projected space presents the combination of 12 distances and 8
angles from the original dataset. Distances and angles after applying PCA figur-
ing in the projected space are listed in Table 3.3, and Table 3.4, respectively. New
feature space is presented in Table 3.5.
The geometric visual recognition results based on the three mentioned datasets
are represented in Table 3.6 by applying SVM and RF, with and without PCA. The
best results are obtained by the RF classifier, which for SAVEE, eNTERFACE’05
and RML datasets are 56.07%, 41.59% and 73.04%, respectively. According to
the results that are presented in Table 3.6, applying PCA leads to stronger results
only in the case of visual emotion recognition by using SVM. An important factor
that affects the recognition performance is the number of the samples which have
been used to train the system.
The visual datasets contain 1920, 2880 and 5052 sample frames from SAVEE,
RML and eNTERFACE’05 datasets, respectively. From each visual sample, 60
geometric features have been extracted.
After applying PCA on the dataset, it reduced the number of features to 20 were
kept for the linear characterization of the feature space. Given that we have more
visual samples due to the boosting on the data, the space that is projected by PCA
could take advantage of more information for the visual dataset. This may explain
why applying PCA to the visual dataset is beneficial. About the difference be-
tween the effect of PCA on the two classifiers, we should note that in the case of
RF, proportionality of the numbers of samples and features is needed in order to
explain the variations between the samples. In other words, RF generally needs a
larger number of samples to handle the randomization concept properly, and gen-
eralize the classifier at the level that is required for new test datasets. That is why
PCA improves the visual recognition performance in the case of SVM, but not in
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Table 3.4: Visual feature angles after PCA.























0.16* d(43,44)+0.16* d(38,39)+0.16* d(47,48)+0.16*(d41,42)+0.16* d(19,20)
0.255* d(49,50)+0.235* d(7,8)-0.231* d(10,11)-0.223*a37+0.215* d(21,22)
0.26*a43-0.254*a38-0.245* d(23,43)+0.241* d(32,36)-0.231* d(54,55)
-0.449*a40+0.41 *a20-0.309*a25+0.252*a45+0.233*a49
the case of RF.
3.3.2 CNN Visual Recognition
We also trained a CNN model by using the video samples represented by four
key-frames. The output of the CNN is a set of six confidence values, i.e. one per
emotion.
We used GoogLeNet [281]. It is a medium size network, and makes it easy to train
and test with more than 100 thousand images in each fold. The network, which
makes it easy based on the repetition of the inception module following the idea of
a network in the network. This module is repeated nine times inside GoogLeNet,
and is composed of the first level of 1×1 convolutions and a 3×3 max pooling, a
second level of 1×1, 3×3, and 5×5 convolutions, and a third level of inception
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Table 3.6: Geometric visual recognition rates by using SVM and RF as the classifier, with
and without applying PCA, based on SAVEE, RML and eNTERFACE’05 datasets.
Visual SVM SVM-PCA RF RF-PCA
SAVEE 36.10 51.88 56.07 52.86
RML 31.67 36.91 73.04 72.92
eNTERFACE’05 30.38 30.84 41.59 40.05
module with a filter concatenation step that joins all the previous results.
The width of inception modules ranges from 256 (in early modules) to 1024 fil-
ters (in top inception modules). Given the depth of the network, the ability to
propagate gradients back through all the layers is done by adding auxiliary clas-
sifiers connected to these intermediate layers on top of the output of the inception
modules. During training, their loss gets added to the total loss of the network
(multiplying by a factor of 0.3). At inference time, these auxiliary networks are
discarded.
The original images have been resized to 256×256 pixels; then during the training
phase, the network takes images as a random crop of 224×244 from the resized
dataset.
In order to be able to avoid beginning with an empty network and thus having an
expensive learning phase, we trained GoogLeNet weights with initial values com-
ing from an Age/Gender Face classification network pre-trained from hundreds of
thousands of different images, coming from a filtered mix of the Imdb-Wiki and
Adience [254] datasets. This previous network is specialized to detect details in
faces, and was a good starting point for the first layers of network filters.
For the learning rate, we use a step-down policy with a starting value of 0.01 and
an automatic decrease of 1/10 every 33% of the training phase.
We use Stochastic Gradient Descent (SGD) [29, 178] for the classification. The
batch size is 90 images, and the Nvidia Titan X GPU was used for computation.
30 epochs were applied.
The CNN method is applied to the SAVEE, eNTERFACE’05 and RML datasets.
The final recognition rates are 97.50%, 63.20% and 85.88%, as shown in Ta-
bles 3.7, 3.8 and 3.9, respectively.
It can be observed that the CNN results are higher than the geometric approach.
It is because CNN uses all the frames, but the geometric method only considers
four frames from every video. It can be seen by comparing the results presented
in Tables 3.6 and 3.8. For example, on the eNTERFACE’05 dataset, with the ge-
ometric approach, the highest average recognition rate has been 41.59%, but the
CNN has increased it to 63.56%, i.e. by 21.97%.
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Table 3.7: CNN results for the SAVEE dataset.
SAVEE Anger Disgust Fear Sadness Surprise Happiness Neutral Recognition rate (%)
Anger 13164 144 3 3 50 5 7 98.42
Disgust 233 13923 71 1 0 19 0 97.73
Fear 13 73 12944 20 10 337 98 95.92
Sadness 3 2 43 13540 10 0 100 98.85
Surprise 28 8 1 136 25781 0 1 99.33
Happiness 67 8 233 0 0 15834 0 98.09
Neutral 43 0 264 112 100 290 13007 94.14
Average rate (%) 97.50
Table 3.8: CNN results for the eNTERFACE’05 dataset.
eNTERFACE’05 Anger Disgust Fear Sadness Surprise Happiness Recognition rate (%)
Anger 11441 2443 1473 1817 2022 630 57.71
Disgust 2897 11305 1048 169 326 570 69.29
Fear 1390 776 7435 2318 2330 1555 47.05
Sadness 1035 1904 1922 11641 1288 250 64.53
Surprise 966 34 2364 1189 10321 976 65.12
Happiness 203 181 1547 346 979 11313 77.65
Average rate (%) 63.56
3.4 Conclusion
In this chapter, we proposed a visual emotion recognition system. As the first step,
a set of reduced key-frames were extracted from each video. They would repre-
sent the video in the sense of distinguishing the characteristics linked to the corre-
sponding emotional state. We extracted both geometric features standing for the
distances and angles between the facial landmarks and CNN-based features. Then
we collected all the values calculated for the features into two datasets, which are
considered suitable inputs for a CNN. We applied the foregoing procedure to the
SAVEE, RML and eNTERFACE’05 datasets, and used SVM, RF and CNN for
classification.
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Table 3.9: CNN results for the RML dataset.
RML Anger Disgust Fear Sadness Surprise Happiness Recognition rate (%)
Anger 14375 439 384 477 768 475 84.97
Disgust 466 16950 833 89 566 195 88.75
Fear 652 632 14198 98 724 1172 81.24
Sadness 414 59 98 16163 293 399 92.75
Surprise 616 552 1124 198 15543 877 82.19
Happiness 495 136 887 280 661 14329 85.35





In this chapter, we fuse the vocal and visual modalities. Specifically, from the
vocal modality, we use a combination of the language- and classifier-independent
features. They were determined in Chapter 2, and led to the highest recognition
rate. From the visual modality, we extract geometric relations, i.e. distances and
angles, between the facial landmarks from a reduced set of key-frames, as de-
scribed in Chapter 3. After applying a CNN to the selected frames, we map the
confidence values from all the modalities based on all the classifiers to a new
feature space. In other words, we combine the outputs in a late fusion, in order
to perform another round of training, and make the final emotion label predic-
tion. The eNTERFACE’05, RML and SAVEE datasets are used for testing the
proposed method. On each of the foregoing datasets, the results demonstrate the
superior performance of the proposed algorithm in comparison to the state-of-the-
art methods.
4.1 Introduction
As a general pattern ecognition problem, emotion recognition with a single modal-
ity used to be treated in two main stages: description and learning, also including
a possible preprocessing stage (e.g. face detection and tracking). When several
modalities are considered, fusion also takes place, either in an early or in a late
manner. Emotions also use to be associated with particular facial expressions.
Computerized facial expression recognition is used to perform face detection and
tracking, feature extraction, and recognition stages [312].
The fusion of multimodal data, according to [301], can be classified into data/fea-
ture level fusion, kernel based fusion, model-level fusion, score-level, decision-
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level fusion, and hybrid approaches for audio-visual emotion recognition. Early
MER results were presented by Wimmer et al. [306] which combined descriptive
statistics of audio and video low-level descriptors.
Researchers have made numerous efforts to improve the performance of emotion
recognition based on the fusion of audio and visual information [148]. The fusion
of multimodal data, according to [301], can be classified into data/feature level
fusion, kernel based fusion, model-level fusion, score-level fusion, decision-level
fusion, and hybrid approaches for audio-visual emotion recognition. Early MER
results were presented by Wimmer et al. [306] which combined descriptive statis-
tics of audio and video low-level descriptors.
The coordinates-based features were also used in the work of Paleari et al. [220].
Authors used NN to improve MER. This work increased the output performance
by using features including Energy and MFCC with their delta and acceleration
terms for the audio part, and applying Local Binary Patterns (LBP) to estimate
features in seven segments of the face for the visual part of the data.
Jiang et al. [145] investigated the influence of different sets of features for recogni-
tion. For the audio part, the authors used 14 MFCCs, together with their first-order
and second-order differential coefficients, resulting in a 42-dimensional audio fea-
ture vector. The distances between specific pairs from 83 facial landmarks were
considered as facial features. Authors applied HMM for classification.
Huang et al. [130] considered prosodic and frequency-domain for audio features,
and geometric and appearance-based features for facial expression description.
Each feature vector was used to train a unimodal classifier using a back-propagation
NN. They proposed a collaborative decision-making model using a genetic learn-
ing algorithm, which was compared to concatenated feature fusion, Back Propaga-
tion Network (BPN) learning-based weighted decision fusion, and equal-weighted
decision fusion methods.
In one of the most recent works, Gera et al. [101] surveyed the effects of changing
the features and methods on the eNTERFACE’05 dataset. The authors applied a
MSVM for classification. A 41-dimensional feature vector was computed from
Pitch, Energy, the first thirteen MFCCs and their first and second derivatives for
audio-based emotion recognition. The authors also considered face tracking and
geometric features for facial emotion recognition.
Related to the RML dataset, Wang et al. [301] investigated the influence of Kernel
Matrix Fusion (KMF) by using the unsupervised Kernel Principal Component
Analysis (KPCA) and supervised Kernel Discriminant Analysis (KDA) for audio-
visual emotion recognition. The authors used prosodic and spectral features for
audio representation, 2-D discrete cosine transform on determined blocks of im-
ages for visual feature extraction, and a weighted linear combination for fusion at
the decision level.
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Fadil al et. [87] employed the Deep MLP as the classifier and prosodic features
such as pitch, energy and linear prediction and cepstral coefficients for the audio
part and discrete Fourier coefficients and PCA projections of the face for the visual
part. Seng et al. [265] benefited from the combination of a rule-based technique
and machine learning methods to improve multimodal recognition.Bidirectional
Principal Component Analysis (BDPCA) and Least-Square Linear Discriminant
Analysis (LSLDA) were used for the visual cue. The extracted visual features
used the Optimized Kernel-Laplacian Radial Basis Function (OKL-RBF) neural
classifier. The audio cue was computed as a combination of prosodic and spectral
features.
4.2 Learning and Fusion
As aforementioned, before performing classification, it is necessary to extract vo-
cal features from the speech signals, as well as geometric features from the re-
duced sets of key-frames of the videos. Then we need to make a dataset containing
the feature vectors. In Sections 2.4.1 and 2.3.1, we presented the sets of features
used to describe the audio channel. All the extracted features are listed in Ta-
ble 4.1. For our experiments, we choose the SAVEE, RML and eNTERFACE’05
datasets, since they include both audio and video streams. All the 88 features that
we consider are listed in Table 4.1.
As presented in Section 3.2.1, from every video sample, four key-frames are
picked up which are considered sufficient for representing it. For the visual part,
as discussed in Section 3.2.1, from the estimated key-frames, both geometric and
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CNN-based features are computed. The geometric features are calculated accord-
ing to Eqs. (3.1) and (3.3). In order to reduce the dimensions of the feature space,
we apply PCA to the distance- and angle-based geometric features which are listed
in Tables 3.1 and 3.2, respectively. The resulting features are listed in Tables 3.3
and 3.4, respectively. In what follows, the process of performing fusion on the
data from different modalities will be discussed in detail.
The MSVM classifier was used to learn each feature space separately. Four in
total: three MSVM for audio, left, and mono audio channels, and one for geo-
metric visual features. A fifth classifier is obtained by the CNN model consid-
ering as input the computed key-frames. In all five cases, we collect the output
confidences of the classifiers (margin for SVM and probability for CNN) for
all possible target emotion labels. The margin of a training set {x(i), y(i)} (or
{z(i), y(i)} in case of PCA implementation) with respect to a corresponding clas-
sifier is presented as y(i)(ω(i)x(i)). The sign of the margin is positive if the
classifier ω(i) correctly predicts the label y(i). The absolute value of the margin
m(i) =
∣∣y(i)(ω(i)x(i))∣∣ = ∣∣ω(i)x(i)∣∣ represents the confidence in the predic-
tion. Finally, the output confidences of each classifier for all possible emotion
labels are considered as new features to be fused in a new descriptor which is
learnt again by a final multiclass SVM classifier applied to a new dataset, namely,
{m(i), y(i)}, where m(i) ∈ RN ′ is a vector of confidences, y(i) is its associated
class and N ′ represents the number of the samples after 4-means clustering. In
our case, the five trained initial classifiers provide six emotion confidences each,
creating a final feature space of 30 dimensions to be learnt by the final multiclass
SVM stacked classifier.
4.3 The Experimental Results
After training each classifier by using audio and video, we obtain the confidence
values for each emotion in every dataset. We also obtain confidences values from
CNN separately. Next, the confidence values are fused in order to train a stacked
classifier including SVM and RF, with and without PCA, in order to obtain final
emotion prediction.
In the SAVEE dataset, we recognize seven emotion classes. Six confidence values
are available per each emotion label. As we have three sets of data, i.e. audio,
visual and CNN, it results in 18 confidence values per sample. They are used as
features to train new multiclass SVM and RF classifiers with and without PCA,
in a stacked fashion, with the same experimental setup as in the previous experi-
ments. These steps are represented in Fig. 4.2. The confusion matrix of the fusion
result for SVM and RF classifiers with and without PCA are represented in Ta-
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(a) Corrupted (b) Corrected
Figure 4.1: Sample frames which have been misclassified. The images have been taken
from [193].
bles 4.2, 4.4, 4.3 and 4.5, respectively.
This procedure is repeated for eNTERFACE’05 and RML with six basic emo-
tions, as well. The fused dataset for each of them is built by 18 features. There are
six confidence values for each of the audio, visual signals and also CNN classifier.
The results are shown in Tables 4.6 to 4.13, respectively.
The fusion results for all three datasets and methods are summarized in Table 4.14.
The comparison of the fusion methods for each of the datasets is provided in Ta-
bles 4.15 to 4.17. The best results are obtained by RF, which are 99.72%, 98.73%
and 100% for the SAVEE, eNTERFACE’05 and RML datasets, respectively.
As mentioned previously, for MER, we fuse the confidence values resulted from
the vocal, facial and geometric recognition stages. This results in a higher recog-
nition rate compared to considering a single modality. After extracting the frames
from each video, it could be seen that some of them would not add useful infor-
mation to the system, because of defects, which reduces the recognition rate. A
few example frames that have resulted in misclassification are shown in Fig. 4.1.
The misclassification rates for the complement emotion sets are presented in Ta-
ble 4.18. The combinations are sorted based on the descending order of the mis-
classification rates. It can be seen that in a few cases, the currently used key-
frames cannot distinguish between all emotions successfully. For example, the
combination “fear and happiness” has one of the most significant misclassifica-
tion percentages.
The number of repetitions of each of the label combinations in the list of the
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Figure 4.2: Data fusion steps.
Table 4.2: Fusion by using the SVM on the SAVEE dataset.
SVM Anger Disgust Fear Sadness Surprise Happiness Neutral Recognition rate (%)
Anger 60 0 0 0 0 0 0 100.00
Disgust 4 54 0 2 0 0 0 90.00
Fear 0 0 58 1 1 0 0 96.67
Sadness 0 0 0 60 0 0 0 100.00
Surprise 0 0 0 0 60 0 0 100.00
Happiness 0 0 0 0 0 60 0 100.00
Neutral 0 0 0 0 0 0 120 100.00
Average rate (%) 98.10
first four combinations with the highest misclassification rates are shown in Ta-
ble 4.19. One can note that the repetition of fear as a highly misclassified label
is higher than the rest of the emotions. Similarly, Table 4.20 shows the numbers
of the repetitions of each of the emotions in the first four combinations with the
highest misclassification percentages, as well as their summations. Again, it can
be seen that fear has the highest number of repetitions in the combinations with
the highest misclassification rates.
4.4 Conclusion
We presented a system for audio-visual emotion recognition. Audio features in-
cluded prosodic features, MFCCs and FBEs. Visual features were computed from
estimated key-frames representing each video content in terms of representative
facial expressions. Visual data was described both by using geometric features
and by means of a CNN-based model. Four types of classification methods were
used, i.e. multiclass SVM and RF with and without applying PCA. After train-
ing the first classifier for each set separately, the output confidence values were
fused to define a new feature vector that was learnt by a second level classifier
- with the same type as the first level—in order to obtain the final classification
prediction. Experimental results were based on three different datasets, namely,
SAVEE, eNTERFACE’05 and RML. The RF classifier showed the best perfor-
mance over all the datasets. The recognition rates on the mentioned datasets were
99.72%, 98.73% and 100%, respectively. They showed improvements compared
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Table 4.3: Fusion by using the SVM–PCA on the SAVEE dataset.
SVM–PCA Anger Disgust Fear Sadness Surprise Happiness Neutral Recognition rate (%)
Anger 60 0 0 0 0 0 0 100.00
Disgust 0 60 0 0 0 0 0 100.00
Fear 0 0 59 0 1 0 0 98.33
Sadness 0 0 0 60 0 0 0 100.00
Surprise 0 0 0 0 60 0 0 100.00
Happiness 0 0 0 0 1 59 0 98.33
Neutral 0 0 0 0 0 0 120 100.00
Average rate (%) 99.52
Table 4.4: Fusion by using the RF on the SAVEE dataset.
RF Anger Disgust Fear Sadness Surprise Happiness Neutral Recognition rate (%)
Anger 60 0 0 0 0 0 0 100
Disgust 0 60 0 0 0 0 0 100
Fear 0 0 60 0 0 0 0 100
Sadness 0 0 0 60 0 0 0 100
Surprise 0 0 0 0 60 0 0 100
Happiness 0 0 0 0 0 60 0 100
Neutral 0 0 0 0 0 0 120 100
Average rate (%) 100
to previous state-of-the-art results on the same datasets and modalities, by 0.72%,
22.33% and 9.17%, respectively. Fear was the most repeatedly misclassified la-
bel. For future research, we plan to extend the set of key-frames to allow the
work to cover additional characteristics of the emotion videos in order to better
discriminate between fear and happiness, as well as between anger and disgust. In
the same way, we plan to extend the CNN part of the model to include additional
temporal information in the model by means of 3D convolutions and Recurrent
Neural Network (RNN)-LSTM [182].
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Table 4.5: Fusion by using the RF–PCA on the SAVEE dataset.
RF–PCA Anger Disgust Fear Sadness Surprise Happiness Neutral Recognition rate (%)
Anger 60 0 0 0 0 0 0 100
Disgust 0 60 0 0 0 0 0 100
Fear 0 0 60 0 0 0 0 100
Sadness 0 0 0 60 0 0 0 100
Surprise 0 0 0 0 60 0 0 100
Happiness 0 0 0 0 0 60 0 100
Neutral 0 0 0 1 0 0 119 99.16
Average rate (%) 99.88
Table 4.6: Fusion by using the SVM on the RML dataset.
SVM Anger Disgust Fear Sadness Surprise Happiness Recognition rate (%)
Anger 118 1 1 0 0 0 98.33
Disgust 0 120 0 0 0 0 100.00
Fear 1 2 116 0 1 0 96.67
Sadness 1 0 1 117 0 1 97.50
Surprise 0 0 0 1 118 1 98.33
Happiness 0 0 0 0 0 120 100.00
Average rate (%) 98.47
Table 4.7: Fusion by using the SVM–PCA on the RML dataset.
SVM–PCA Anger Disgust Fear Sadness Surprise Happiness Recognition rate (%)
Anger 119 1 0 0 0 0 99.17
Disgust 0 120 0 0 0 0 100.00
Fear 0 0 117 0 3 0 97.50
Sadness 0 0 1 117 0 2 97.50
Surprise 0 0 0 0 119 1 99.17
Happiness 0 0 0 0 0 120 100.00
Average rate (%) 98.89
Table 4.8: Fusion by using the RF on the RML dataset.
RF Anger Disgust Fear Sadness Surprise Happiness Recognition rate (%)
Anger 120 0 0 0 0 0 100
Disgust 0 120 0 0 0 0 100
Fear 0 0 119 1 0 0 99.16
Sadness 0 0 1 119 0 0 99.16
Surprise 0 0 0 0 120 0 100
Happiness 0 0 0 0 0 120 100
Average rate (%) 99.72
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Table 4.9: Fusion by using the RF–PCA on the RML dataset.
RF-PCA Anger Disgust Fear Sadness Surprise Happiness Recognition rate (%)
Anger 120 0 0 0 0 0 100
Disgust 0 120 0 0 0 0 100
Fear 0 0 119 0 1 0 99.16
Sadness 0 0 2 118 0 0 98.33
Surprise 0 0 0 0 120 0 100
Happiness 0 0 0 0 0 120 100
Average rate (%) 99.58
Table 4.10: Fusion by using the SVM on the eNTERFACE’05 dataset.
SVM Anger Disgust Fear Sadness Surprise Happiness Recognition rate (%)
Anger 203 1 0 1 6 1 95.75
Disgust 1 208 1 0 0 1 98.58
Fear 0 6 191 4 9 0 90.95
Sadness 0 0 0 203 8 0 96.21
Surprise 0 4 11 2 190 3 90.48
Happiness 1 2 0 0 2 201 97.57
Average rate (%) 94.92
Table 4.11: Fusion by using the SVM–PCA on the eNTERFACE’05 dataset.
SVM-PCA Anger Disgust Fear Sadness Surprise Happiness Recognition rate (%)
Anger 211 1 0 0 0 0 99.53
Disgust 1 208 2 0 0 0 98.58
Fear 0 0 205 1 4 0 97.62
Sadness 0 0 0 209 2 0 99.05
Surprise 0 0 5 2 202 1 96.19
Happiness 0 0 0 0 2 204 99.03
Average rate (%) 98.33
Table 4.12: Fusion by using the RF on the eNTERFACE’05 dataset.
RF Anger Disgust Fear Sadness Surprise Happiness Recognition rate (%)
Anger 210 2 0 0 0 0 99.06
Disgust 0 208 2 0 0 1 98.58
Fear 0 0 206 4 0 0 98.10
Sadness 0 0 2 208 1 0 98.58
Surprise 0 0 1 1 207 1 98.57
Happiness 0 1 0 0 0 205 99.51
Average rate (%) 98.73
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Table 4.13: Fusion by using the RF–PCA on the eNTERFACE’05 dataset.
RF-PCA Anger Disgust Fear Sadness Surprise Happiness Recognition rate (%)
Anger 204 2 0 1 3 2 96.23
Disgust 0 204 2 0 0 5 96.68
Fear 0 0 197 9 4 0 93.81
Sadness 0 0 4 204 3 0 96.68
Surprise 2 2 4 1 197 4 93.81
Happiness 3 3 0 0 1 199 96.60
Average rate (%) 95.64
Table 4.14: Comparison of all the fusion results for the three datasets.
Fusion result SVM SVM-PCA RF RF-PCA
SAVEE 98.1% 99.52% 100% 99.88%
RML 98.47% 98.89% 99.72% 99.58%
eNTERFACE’05 94.92% 98.33% 98.73% 95.64%
Table 4.15: Comparison of all the fusion methods’ recognition rates based on the SAVEE
dataset.
Emotion recognition system Recognition rate (%)
Dynamic Bayesian method [52] 96.20
Gaussian method with PCA [116] 99.00
ARTMAP NN [102] 96.88
Phoneme-Specific [162] 55.60
Our result by SVM 98.10
Our result by SVM with PCA 98.10
Our result by RF 100
Our result by RF with PCA 99.88
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Table 4.16: Comparison of all the fusion methods’ recognition rates based on the eNTER-
FACE’05 dataset.
Emotion recognition system Recognition rate (%)
Hidden Markov model [61] 56.30
NNs [220] 67.00
Unified hybrid feature space [192] 71.00
SVM [96] 71.30
KCFA and KCCA [301] 76.00
Bayesian network models [145] 66.54
Combinational method [130] 61.10
Local Phase Quantization [325] 76.40
Our result by SVM 94.92
Our result by SVM with PCA 98.33
Our result by RF 98.73
Our result by RF with PCA 95.64
Table 4.17: Comparison of all the fusion methods’ recognition rates based on the RML
dataset.
Emotion recognition system Recognition rate (%)
Deep networks MLP [87] 79.72
Kernel matrix fusion [301] 82.22
BDPCA, LSLDA, OKL and RBF [265] 90.83
Our result by SVM 98.47
Our result by SVM with PCA 98.89
Our result by RF 99.72
Our result by RF with PCA 99.58
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Table 4.18: Misclassification percentage of used key-frames by CNN method for each pair
label on a special dataset. {F: Fear, D: Disgust, H: Happiness, Sadness: SA, Surprise: SU
and anger: A}
Label SAVEE Label RML Label eNTERFACE’05
F + H 1.9703 F + H 5.9949 A + D 15.0394
A + D 1.356 F+ SU 5.0434 F+ SU 14.829
D+ F 0.5196 SU + H 4.2875 F + SA 12.6606
SA+ SU 0.2985 D+ F 3.9889 F + H 10.2289
A + SU 0.2408 A + SU 3.8985 A + SU 8.1467
F + SA 0.2311 A + F 3.0003 A + F 8.1124
A + H 0.2262 D + SU 2.9413 A + SA 7.451
D + H 0.0915 A + H 2.8781 SA+ SU 7.3206
A + F 0.0594 A + SA 2.5976 SU + H 6.4387
F+ SU 0.039 A + D 2.5174 D + SA 5.7951
A + SA 0.0222 SA + H 1.9788 D+ F 5.6668
D + SU 0.0154 SA+ SU 1.3642 D + H 2.368
D + SA 0.0108 D + H 0.9155 A + H 2.2855
SA + H 0 F + SA 0.5616 SA + H 1.8804
SU + H 0 D + SA 0.4023 D + SU 1.1063
Table 4.19: The numbers of repetitions of the label combinations with the highest mis-
classification rates in the three datasets.
Label
combination (%)
F + H A + D D+ F F+ SU SU + H SA+ SU F + SA
Repetition 3 2 2 2 1 1 1
Table 4.20: The numbers of repetitions of the labels in the combinations with the highest
misclassification rates, in each dataset, and in total.
Fear Happiness Anger Disgust Sadness Surprise
SAVEE 2 1 1 2 1 1
RML 3 2 0 1 0 2
eNTERFACE’05 3 1 1 1 1 1






In this chapter, we extend the MER system in order to develop a pain recognition
framework as application of the facial based emotion recognition system which is
fundamentally important in the context of HCI. The performance and stability of
the proposed method is evaluated in terms of properly detecting the indications of
pain, which is performed based on the facial cues extracted from multiple modal-
ities, namely, RGB, depth and thermal data. Similarly to the previous chapter, the
task of classification is performed by using a CNN.
5.1 Introduction
Traditionally it was accomplished by self-report or visual inspection by experts.
However, automatic pain assessment systems from facial videos are also rapidly
evolving due to the need of managing pain in a robust and cost effective way.
Among different challenges of automatic pain assessment from facial video data
two issues are increasingly prevalent: first, exploiting both spatial and temporal
information of the face to assess pain level, and second, incorporating multiple
visual modalities to capture complementary face information related to pain. Em-
ploying deep learning techniques for spatio-temporal analysis considering depth
and thermal along with RGB has high potential in this area. We provide a first
baseline results including 5 pain levels recognition by analyzing independent vi-
sual modalities and their fusion with CNN and LSTM models. From the exper-
imental evaluation we observe that fusion of modalities helps to enhance recog-
nition performance of pain levels in comparison to isolated ones. In particular,
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the combination of RGB, D, and T in an early fusion fashion achieved the best
recognition rate.
5.1.1 Related Work
International Association for the Study of Pain (IASP) defined ‘pain’ as “an un-
pleasant sensory and emotional experience associated with actual or potential tis-
sue damage, or described in terms of such damage”. It is a prevalent medical
problem and managing pain is a moral imperative, a professional responsibility
and a duty of medical practitioners [63]. However, the dualistic nature of pain has
been recognized throughout history containing both sensory and affective compo-
nents [196]. This dualistic nature states that pain is both a powerful somatic sensa-
tion as well as a powerful behavioral state of mind. To evaluate these dimensions
there are many different neuro-physiological tools or techniques which can be
used. The widely used technique to measure pain level is ’self-report’. However,
self-reported pain level assessment does not always effectively apt in practical
scenarios due to inconsistent metric properties across dimensions, efforts at im-
pression management or deception, as well as differences between clinicians’ and
sufferers’ conceptualization of pain [305]. Moreover, it requires cognitive, lin-
guistic and social competencies that make self-report unfeasible to use for young
children and patients with limited ability to communicate [190, 176, 177, 165].
Beside “self-report” of pain, visual pain expression can be revealed in the face
and expresses emotion valley regarding to experiencing pain [289]. It can also
provide the information about the severity of pain that can be assessed by us-
ing the Facial Action Coding System (FACS) of Ekman and Friesen [80, 271].
Prkachin first reported the consistency of facial pain expressions for different pain
modalities [237] and then together with Solomon developed a pain metric called
Prkachin and Solomon Pain Intensity (PSPI) scale based on FACS in [238]. Al-
though there is a debate about the correlation between self-reported pain and facial
pain expression [122], many works found significant relationship between these
two [58, 115, 174, 236, 239]. Another of the most widely used scales are the
Visual Analogue Scale (VAS) [94]. The VAS is a psychometric response scale,
which is often utilized to characterize subjective attitudes which cannot be directly
measured, on a continuous line between two end-points [94]. The VAS is capable
of characterizing both the level of pain intensity, the level of unpleasantness and
is able to shed light on both the somatic component and the affective component
in a relatively simplistic way.
The scales, like PSPI or VAS, provide notions to calibrate pain existence and in-
tensity by visual observations from facial images or videos either by a human
expert or an automated system. While human observation constitutes the ground
truth for the pain level for objective assessment, automated system for pain as-
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sessment based on facial image or video analysis tries to provide an effective
alternative to self-report or human expert for pain assessment. However, automat-
ically assessing pain level from facial image or video is rather challenging. This
is not only because of the challenges associated with finding the pain features
in the absence of enough visual difference between pain/non-pain facial frames.
This is also because of the presence of external factors like ’smiling in pain’ phe-
nomenon and/or gender difference (male’s vs female’s way of experiencing) to
pain [173, 175, 291]. These result to a non-linearly wrapped facial emotion levels
(due to the presence of pain) in a high dimensional space [270].
A vast body of literature was produced in the recent years to automatically mea-
sure pain levels from facial color RGB images or videos [58, 115, 174, 236, 239].
On the other hand, recent advances in facial video analysis using deep learning
frameworks such as CNN or Deep Belief Networks (DBN) provide the notion
of realizing non-linear high dimensional compositions [245]. Deep learning ar-
chitectures have been widely used in face recognition [181, 316, 131], facial ex-
pression recognition [320, 218, 159] and emotion detection [245, 215, 148]. Pain
level estimation using a deep learning framework was also proposed [329, 19].
Employing deep learning framework for pain level assessment from facial video
entails two kinds of information processing from facial video sequences: i) spa-
tial information, and ii) temporal information [142]. Spatial information provides
pain related information in the facial expressions of a single video frame. On the
other hand, temporal information exhibits the relationship between pain expres-
sions revealed in consecutive video frames and it provides a valuable information
about the behavioral state of subjects [273].
Besides the spatial and temporal information from facial images, many other fac-
tors such as face qualities (e.g. low face resolution or brightness) [121, 120,
119, 118, 19] and face capturing modalities (e.g. color RGB, depth and/or ther-
mal) play important role in automatic pain assessment. Face quality in pain as-
sessment was investigated in the literature [19] by using super resolved images.
However, multimodal pain detection from RGB-Depth-Thermal (RGBDT) im-
agery is a hardly explored area both in terms of availability of datasets and ef-
fective methodology for pain level classification. Lack of dataset in such area is
a major issue of concern [165] and employing effective methodology affects the
performance [141, 166]. Irani et al. collected a RGBDT dataset by employing
pressure pain on the shoulder of healthy subjects and employed SVM on spatio-
temporal features from different modalities to distinguish between different pain
levels [142]. However, the dataset is not publicly available.
In this work, we present the first state of the art publicly available multimodal
pain intensity dataset for RGBDT pain level recognition in sequences. We employ
a hybrid deep learning framework by combining a CNN and an RNN to exploit
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Figure 5.1: Preprocessing steps employed on the raw video frames of different modalities
to crop facial regions before deep learning of pain levels.
spatio-temporal information of the collected data for each of the modalities. Then,
we employ both early and late fusion strategies between modalities to investigate
both the suitability of individual modalities and their complementarity.
5.2 Deep Multimodal Pain Detection
In this section, we describe the methodological proposal in order to perform a
baseline analysis for the 5-level pain recognition on the presented dataset. We
test standard deep approaches to the three provided modalities. We then fuse the
modalities by employing both early and late fusion techniques. The pain scores
are measured by employing CNN (to exploit spatial characteristics) and a com-
bination of CNN and RNN (to exploit spatio-temporal characteristics) on both
individual and fused modalities. In this section, we first describe the preprocess-
ing steps and the architecture of the deep learning strategies considered. Finally,
we discuss the different fusion strategies that have been applied.
5.2.1 Preprocessing
Fig. 2.4 shows that the original RGBDT video frames present a large portion of
the subject body in the space of the acquisition room. For the experimental eval-
uation we just focus on face-based pain recognition. Thus, on the synchronized
data modalities, we applied face detection using the method of [195] on RGB
modality and cropped associated faces on D and T modalities by using computed





Figure 5.2: Faces from two subjects for all 5 pain levels (Level0 to Level4 from left to
right) for all different modalities. The depth images are depicted by editing the colormap
for visualization purpose.
5.2.2 Baseline Evaluation
We are providing time synchronization and homography matrices codes together
with the dataset. Time and space calibration steps are described in Section 2.2.4.
Fig. 5.2 shows examples of cropped dataset faces for the different annotated pain
levels and modalities.
Note the clear difficulty in performing visual assessment of this complex multi-
class problem, particularly for the second subject (at the right) in the Fig. 5.2
A list of key attributes of the dataset is shown in Table 5.1. The cropped faces
are then fed to deep learning frameworks for individual and fusion performance
analysis. In order to provide a baseline results on the presented dataset we use a
standard two step deep approach. First we apply a 2D-CNN for frame wise fea-
ture extraction and pain recognition. Secondly, an implementation of RNN called
LSTM [128] is used to estimate the temporal relations between the frames and to
perform sequence level pain recognition.
We fine-tuned the VGG-FACE model [225] pre-trained with faces. The model was
fine-tuned against different modalities, specifically RGB, depth and thermal, cre-
ating three different models used for feature extraction. Given the lack of existing
pre-trained models of faces on depth and thermal modalities and considering the
moderate amount of data of our dataset to train it with VGG-FACE from scratch,
we considered to use the same pre-trained model (RGB) for the fine-tuning of
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Table 5.1: Key attributes of the new Multimodal Intensity Pain (MIntPAIN) dataset ob-
tained by electrical stimulation
Attribute Value and comments
No. of subjects 20 healthy volunteers
Age range (22-42)y with mean 29.8y
Height range (1.60-2.00)m with mean 1.79m
Weight range (50.0-110.0)kg with mean 81.20kg
Pain levels (0-4), 0 for no-pain and (1-4) for four pain levels
Pain type Electrical stimulation (including both FES and
NWR in two trial) for (1-10) sec in each sweep
Self-report Using VAS ranging (0-10)
Visual Modalities RGB resolution 1920x1080 with fps<30
Depth resolution 512x424 with fps<30
Thermal resolution 640x480 with fps=30
Sequence details Total 9366 videos (50-50 pain/non-pain)
Average frames in each sequence are 20.07 (for RGB)
Duration of the sequences [1-10]sec
all three modalities. This allowed us to make important contributions by asking:
whether a model pre-trained against RGB data can also be used with similar data
captured in the other modalities like depth and thermal, and whether what the net-
work learned in RGB is still meaningful in the other modalities.
A 2D-CNN is unable to estimate long term temporal relations between frames.
Therefore, an LSTM is used to learn these temporal relations. The hybrid frame-
work is depicted in Fig. 5.3 along with different fusion strategies. First, we extract
facial features for the frames. We obtain the features of the fc7 layer of the fine-
tuned VGG-FACE and use them as input to the LSTM to exhibit hybrid deep
learning performance. Pain levels (labelled from 0-4) are predicted sequence-
wise, i.e. given an unknown sequence of Se frames Γi ∈ {Γ1, ...,ΓSe}, the target
prediction is the pain level of the fn frame. Thus, training is set so that the in-
formation contained in the past frames is used in order to predict the current pain
level.
5.3 The Experimental Results
In order to present the results, first we discuss the experimental setup. In terms of
experiments, we evaluate the dataset for CNN and LSTM 5-class pain recognition
both at frame and sequence levels for the different modalities.
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Figure 5.3: The block diagram of fusion strategies along with the deep hybrid classifica-
tion framework based on a combination of CNN and LSTM.
5.3.1 The Experimental Setup
We divided the 20 subjects of the proposed dataset in 5 disjoint sets and run 5-
fold cross-validation. Thus, each partition corresponds to 16 subjects for training
and 4 not previously observed subjects for testing. Results are reported as mean
per frame and sequence accuracy over all five classes. Sequence evaluation is ad-
dressed by majority voting of individual frames predicted labels of the sequence.
Since the examples of class 0, i.e. no pain, are several times more than the other
three classes we augment the samples belonging to the three classes to balance the
number of training examples. The data augmentation is performed by rotating the
cropped faces five degrees [147] to the right and left. Thus, giving us three times
more training examples.
5.3.2 CNN Independent Modality Evaluation
In this section, we discuss the challenges of fine-tuning a CNN on our dataset.
We fine-tune the VGG-Face network independently by each modality with a base
learning rate of 0.00001 and momentum 0.1. We train all the layers of the VGG-
FACE network. We train the fully connected layers 10 times faster than the con-
volutional layers. The results are compiled in Table 5.2. One can observe that the
accuracy achieved by independent modalities is near guess prediction given the
inherent complexity of the pain level recognition problem as well as the presence
of new subjects at test stage. Some samples of subjects of the dataset in Fig. 5.2
(more particularly, the second subject in the right) show the clear difficulty to per-
form pain level assessment by human observation. On the other hand, we observed
that fine-tuning D and T channels from a pretained RGB network provides some
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Table 5.2: VGG-Face CNN and LSTM results on independent modalities. The top row is
per frame accuracy and the bottom row is per sequence accuracy. The best scores are in
bold.
Modalities CNN-RGB CNN-T CNN-D LSTM-RGB LSTM-D LSTM-T
Mean Frame(%) 18.17 18.08 16.71 15.36 14.72 13.13
Mean Sequence (%) 18.55 18.33 17.41 15.36 14.72 13.13
Table 5.3: Early Fusion (EF) and Late Fusion (LF) results for different combinations
of the modalities. Top row is per frame accuracy and the bottom row is per sequence
accuracy. The best scores are in bold.
Fusion EF-RGB-T EF-RGB-D EF-D-T EF-RGB-DT LF-RGB-T LF-RGB-D LF-D-T LF RGB-D-T
Mean Frame (%) 23.85 24.62 23.12 32.40 21.80 23.20 22.50 25.20
Mean Sequence(%) 30.77 27.92 25.30 36.55 22.10 22.30 22.70 25.40
meaningful information. As we will see below in the case of fusion of modalities,
it will be demonstrated by the fact that the fusion of these fine-tuned modalities
enhance final performance in relation to isolated CNN models performance.
5.3.3 CNN-LSTM Independent Modality Evaluation
For learning the temporal relationships between frames we implement an LSTM.
The input to the LSTM are the per frame feature vectors extracted from the fc7
layer of the fine-tuned VGG-Face CNN. We implement the LSTM framework in
torch [53]. We implemented a LSTM for each modality. While training LSTM
we vary the hidden states between 64 and 256. We also try a single layer to a
three-layered deep LSTM. The learning rate is 0.001 and we trained the network
until 50 epochs. Results are shown in tab 5.2. We concluded that there are two
main reasons for the low performance of the hybrid CNN+LSTM system. First,
the low performance of the independent CNN based features signifies that the per
frame feature vectors are not discriminative enough to allow LSTM for a better
generalization. Secondly, we have limited the number of sequences to train the
LSTM. Although the influence of temporal information is clearly motivated in
the literature for pain assessment, we found that a simple state of the art baseline
based on LSTM with standard CNN features is not enough to provide good gen-
eralization capabilities in this scenario and based on the amount of provided data.
5.3.4 Fusion of Modalities
In order to analyze if different modalities can complement each other to enhance
pain level recognition performance, we ran early and late fusion analysis on all
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Figure 5.4: The confusion matrix corresponding to the early fusion of all three modalities.
four possible combinations of fusions against the three modalities. Early fusion
of modalities is used to fine-tune the VGG-Face network. On the other hand,
while doing late fusion the confidence scores of classes from different modalities
are combined with a Random Forest classifier. The training parameters are the
same to the training parameters for fine-tuning the VGG-Face network as in the
case of the independent modalities experiment. In Table 5.3, we show the results
of early fusion and late fusion for all combinations of modalities. From this Ta-
ble, we can observe that the best result is achieved by the early fusion of all three
modalities. The confusion matrix w.r.t. this result is shown in Fig. 5.4. It is also
apparent from the Table that both early fusion and late fusion strategies are more
discriminative than individual modalities. The sequence level accuracy is slightly
higher mainly because the majority voting may help in some cases to recover from
isolated frame miss-classifications because of the usage of majority voting proce-
dure.
We also experimented with features extracted from early fused data to train an
LSTM. Our preliminary experiments showed that the performance was not com-
parable to the early fusion experiments just with CNN, being in correlation to the
results obtained by LSTM in the case of isolated modalities evaluation.
5.4 Conclusion
In this chapter, we presented a pain recognition system, as an application of facial
expression recognition. We also introduced the first publicly available state-of-
the-art dataset for pain assessment from RGBDT sequences. The new dataset
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includes 20 subjects and has been annotated at frame level with 5 different lev-
els of pain. We also provided a first baseline based on standard CNN and LSTM
deep learning strategies. Furthermore, we performed both early and late fusion
of modalities in order to evaluate their complementary in order to enhance the
recognition performance of pain levels. From our evaluations, we observed that
fusion of modalities is more discriminative than training the classifiers with inde-
pendent ones for this task. The early fusion of all three modalities provided the
highest performance. These results support the usability of the different visual
data sources provided in the dataset. We also observed that the usage of LSTM
to learn long term dependencies in our data achieves poor performance for the
considered input fine-tuned VGG-features. Further work includes the analysis of
alternative appearance and temporal features from the different modalities, differ-
ent models for spatio-temporal inference, as well as fusion strategies in order to
provide further insights about the complementary of the three visual modalities.
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CHAPTER 6
EMOTION RECOGNITION BASED ON
BODY GESTURES
Abstract
During the last decade, automatic emotion recognition has attracted attentions of
numerous research communities. Although performing the foregoing task based
on face or voice is quite popular, doing so according to gesture has not been ex-
plored very vastly. Therefore, in this chapter, we provide a comprehensive survey
of gesture-based emotion recognition. We first discuss general issues such as
gender- and culture-dependence in the context of emotional body gestures, which
are a component of body language. Afterward, we define an overall framework
for automatic emotional body gesture recognition. It involves person detection
and static or dynamic body pose estimation, which may be performed based on
RGB or 3D information. The foregoing concepts have been widely investigated,
which has resulted in developing robust techniques for large-scale analysis. We
explore the recent literature on representation learning and emotion recognition
according to images of emotionally expressive gestures. We also explore multi-
modal strategies which combine information from face or voice with body ges-
tures, in order to enhance the recognition performance. We show that the amount
of available labeled data is not yet convincingly large. We also demonstrate that
there is still a lack of consensus on the properties of well-defined output spaces,
where representations are drawn according to shallow geometrical models.
6.1 Introduction
During conversations, people utilize nonverbal clues, including body gestures,
body movements and facial expressions, in order to better demonstrate their feel-
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ings. Body language makes the main difference between verbal contents and the
meanings they practically deliver. Body gestures and postures are essential ele-
ments of body language. Some examples are shown in Fig. 6.1.
Despite the fact that body language is a fundamental component of human so-
cial psychology, modern studies on it have been seriously popularized only since
1960s [227]. The Expression of the Emotions in Man and Animals by Charles
Darwin [60] may be considered the most important piece of work on body lan-
guage published before the 20th century. Numerous claims made by Darwin in the
foregoing study were later confirmed in subsequent investigations. Thus the afore-
mentioned piece of work by Darwin can be considered the main building block
of the present approach to body language. Among other observations, Darwin
inferred that people with different geographical backgrounds use approximately
identical types of facial expressions of emotion. Paul Ekman investigated a sim-
ilar concept, while concentrating on possible effects of cultural background on
facial expressions. More recently, in 1978, Ekman and Friesen [80] introduced
FACS for the purpose of modeling human facial expressions, which is still being
utilized in improved forms, as a descriptive anatomical model.
Ray Birdwhistell [35] realized that only 35% of the meaning intended by the
speaker is delivered through words, and the rest, i.e. 65%, by means of nonverbal
clues. By inspecting thousands of negotiation recordings, it was observed that in
60% - 80% of the cases, the decision is made under a strong impact of body lan-
guage. It was also concluded that during a phone conversation, words decide the
outcome, while in an in-person meeting, visual clues affect the decision signifi-
cantly more strongly that verbal messages [227].
Currently, the majority of researchers believe that words bear information, while
body movements are meant to establish relationships, or to replace verbal clues,
e.g. lethal look. Gestures constitute a fundamental category of nonverbal clues.
They consist of movements of head, hands or other parts of the body, which are
aimed to represent emotions, thoughts or feelings. They are mostly identical
throughout the world. For example, happiness is usually represented by smile,
and frowning stands for the feeling of being upset [227, 253, 81]. In [227], ges-
tures were categorized as follows:
• Intrinsic: For instance, presenting nodding in order to show consent or ap-
proval is thought to exist as an inborn capability, as even people who are
blind since birth do it;
• Extrinsic: An example is turning to the sides, which we learn during child-
hood, and is observed when an infant has had enough milk from the mother’s
breast, or when a child rejects a spoon when feeding suffices;
• Brought by natural selection: For instance, expanding one’s nostrils in order
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Figure 6.1: Body postures and gestures, facial expressions, touch, the use of personal
space, iris extension, hand or leg position, gaze direction, the manner of standing, sitting,
lying or walking, and eye movements are different components of body language, i.e.
nonverbal clues [136, 256]. They indicate the cognitive inner state of a person, includ-
ing emotions. In this chapter, we review the literature on automatically detecting body
postures and gestures, which are utilized by humans for the purpose of expressing their
emotions. The images have been taken from [276].
to oxygenate the body may happen while getting ready for a sharp action.
Before speech emerged, detecting others’ emotions or intentions based on their
behavior constituted the primary means of communication. Similarly, in interac-
tions between humans and computers, which are not natural, detecting the emo-
tional state of the user improves the efficiency and adaptability of the cooperation.
Although expressions of emotions are of different sorts, 95% of the studies inves-
tigating the topic of automatic emotion recognition have focused on facial infor-
mation [100]. Numerous pieces of work have considered vocal data as well. How-
ever, the literature utilizing gesture or posture data for automatic recognition of
emotions has been comparatively poor until recently, i.e. by the time relatively ro-
bust motion capture technologies started appearing. Moreover, only a few surveys
of the related studies exist. Kleinsmith et al. [164] concentrated on interpersonal
differences, the effect of cultural background and multimodal recognition. Kara et
al. [154] categorized body movements into four classes, namely, communicative,
functional, artistic, and abstract. In this chapter, we explore the recent techniques
in the context of automatic emotion recognition from body gestures. For surveys
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related to facial or vocal clues, the reader is referred to [54, 85, 12].
The rest of this chapter is organized as follows. In Section 6.2, we discuss general
topics related to the task of gesture-based automatic emotion recognition, while
focusing on gender- and culture-dependency aspects. A more detailed description
of a standard system devised for the aforementioned purpose will be provided
in Section 6.4. In Section 6.5, we provide an overview of the relevant publicly
accessible datasets, which can be utilized for training purposes.
6.2 Using Body Language for Expressing Emotions
Face and hands, respectively, provide the most useful pieces of information about
emotional states [203, 227]. For instance, whether the hands are turned inside,
i.e. towards the interlocutor, or hidden behind the waste, may indicate that the
person is honest or dishonest, respectively. As another example, especially during
political discussions and debates, taking gestures involving open hands represents
an indication of a trustworthy personality [227].
Head positioning is a useful source of information about emotional states as well.
In [227], it was realized that seeing the listener nodding encourages the speaker
to talk more. However, the pace of nodding may indicate both patience or impa-
tience. While the head remaining still in front of the interlocutor indicates a state
of being neutral, if the chin is lifted to the side, it may represent a feeling of arro-
gance or superiority. On the other hand, exposing the neck indicates submission.
In [60], it was observed that both humans and animals tilt their heads as a signal
of being interested in something, which is observed from women when they are
interested in men.
Although torso itself is not very informative, its angle with the body may be in-
dicative of a certain emotional state. For example, if the torso is in front of the
interlocutor, it might represent a state of being angry. However, orienting it to a
side may stand for self-confidence. On the other hand, leaning forward, accom-
panied with nodding or smiling, is considered a sign of curiosity [227].
The above concept shows that in order to detect emotional states according to body
postures or gestures, numerous parts of the body should be analyzed simultane-
ously. According to [269], different types of psychological behavioral protocols
may be utilized. An example set of general movement protocols for six basic
emotions is provided in Table 6.1.
6.2.1 Cultural Impacts
In [76, 155], it revealed that gestures may be considerably affected by the cultural
background. However, according to [227], especially in younger generations, an
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Table 6.1: General movement protocols for six basic emotions [109, 110, 113].
Emotion Body language
Fear When feeling fearful, a hyper-arousal body language is observed, such that
the heart beat rate goes high, which can be seen from the neck, the legs
and arms are crossing and moving, there are tensions in the muscles, hands
and arms are clenched, elbows are pulled inward, bouncy motions are ob-
served, legs are wrapped around objects, the breadth is held, and the body
posture is relatively conservative.
Anger When feeling angry, a palm-down posture is taken such that the body is
spread, the hands are placed on the waist or hip, the fists are clenched, the
hands are closed, one of the hands is lifted up, the hands are shaky, and the
arms are crossing.
Sadness When feeling sad, the body is shifted, dropped, extended and shrunk,
shoulders are bowed, the trunk is leaning forward, the face is covered with
the hands, body parts are covered by the hands or arms, hands are kept
lower, closed or moving slowly, and one f the hands may be touching the
neck.
Surprise When feeling surprised, sharp backward movements can be observed,
while the hands move towards the head, and possibly touch the head,
mouth or cheeks.
Happiness When feeling happy, the arms are open, and move, the legs are parallel
and possibly stretched apart, and feet point an object or person of interest,
while looking around.
Disgust When feeling disgusted, backing can be observed, while hands cover the
neck, or one hand covers the mouth, a hand may be up, the body is shifted,
and the orientation changes, which results in a movement to a side.
overall trend of convergence can be observed, due to the expansion of mass media
and globalization. More clearly, some postures may undergo changes in their im-
plications, or even disappear, because of the foregoing phenomenon. For instance,
the thumb-up symbol means "1" and "5" in Europe and Japan, respectively, while
using it may be considered offensive in countries such as Australia and Greece.
However, currently, it is being vastly used as an indication of consent [2].
According to [78], facial expressions of emotions are mostly similar across differ-
ent cultures, which may be true in case of postures as well. In [40], the impacts
of cultural background and media on expressions of emotions were investigated.
They observed that an American child and a Japanese one demonstrate highly
similar expressions of emotions. The related studies mostly inferred that body lan-
guage consists of essentially identical postures and gestures throughout the globe.
However, numerous countries need to be investigated across different countries, in
order to come up with a definitive conclusion. Therefore, typical studies concen-
trate on certain postures or gestures only. For example, according to [2], holding
one another’s hand in exchanging greetings may be considered respectful in some
countries, and unusual in some others.
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Figure 6.2: Illustrative examples of the differences between the ways women and men use
body language for communication. Sometimes, the pose itself may suffice for discrimi-
nating the gender. The images have been taken from [1].
6.2.2 The Role of Gender
Owing to female intuition, women are thought to be more perceptive than men [95].
According to [1], women and men use body language for communication differ-
ently from each other. A few illustrative examples are shown in Fig. 6.2. The
aforementioned differences may have been caused by the social responsibilities
and expectations, the composition of the body, clothes or makeup.
For example, sitting with crossed legs or ankles is attributed to feminine proper-
ties, since it is usually observed from women, either because of wearing miniskirts
or their body composition, which allows to do so. As another example, the cow-
boy pose from western movies is used by men as an indication of defending their
territory or showing their bravery, where they put the thumbs in the pockets or
belt loops, while the rest of the fingers point downwards. According to [227], a
similar pose can be observed from monkeys as well.
Overall, it can be said that women are more likely to express their feelings, while
men tend to demonstrate dominance [272]. Thus women are typically deemed rel-
atively more affective, caring, supportive or kind. However, the foregoing prop-
erties are currently fading away, due to the fact that they are thought to be gender
stereotypes [126].
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Figure 6.3: Modeling a human body as an ensemble of parts or based on a kinematic
logic, shown on the left and right, respectively.
6.3 Modeling Human Bodies and Emotions
In this section, we discuss the inputs and outputs of systems devised for automatic
detection of emotional states based on body gestures. In fact, these systems take
abstractions of human bodies and their dynamics as inputs, and by utilizing ma-
chine learning algorithms, map them to known abstractions of emotional states,
as outputs.
6.3.1 Modeling the Human Body
Brought by evolution, human bodies are capable of performing complex actions
resulting from the coordination of numerous parts, which are associated with dis-
tinguishable spatio-temporal patterns [22]. Moreover, certain combinations of ev-
eryday actions, such as drinking and walking, may be performed simultaneously,
without causing conflicts [313]. As shown in Fig. 6.3, abstraction of the human
body can be achieved through either a constrained composition of the body parts
or a kinematic logic drawn based on the human body structure.
The first strategy treats the human body as a combination of parts, e.g. hands,
torso and face, which can be individually detected. The detections can then be
refined according to the structure of human body. Grammar models and pictorial
structures are some examples. Pictorial structures are based on 2D layouts which
utilize a dedicated detector for every part. They are essentially object detectors
that can be used for human detection and pose estimation as well [92], as shown
in Fig. 6.4.
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Figure 6.4: Body pose estimation and tracking using a part-based model, where head and
hands are considered. The images have been taken from [288].
Figure 6.5: Pose estimation using ANN: (a) LSSVM [328], (b) Associative embedding
supervised CNN [207], (c) Hybrid architecture made of a deep CNN and an MRF [285],
(d) Replenishing back-propagated gradients [303] and (e) CNN and iterative error feed-
back processing [43].
On the other hand, grammar models [90] are object detection methods which can
be used for part-based human detection. Compositional relationships may be con-
sidered for defining an object based on a combination of others, where the human
body consists of limbs, face and torso, the latter itself being composed of mouth,
nose and eyes.
The second strategy for human body abstraction is based on thinking of it as a
combination of connected kinematic joints, i.e. a kinematic chain, which sim-
plifies the skeleton and the related mechanics. Acyclical tree graphs provide a
solution of this type, which is computationally relatively cheap, where the nodes
stand for the joints possessing certain degrees of freedom. The model can be either
in 2D, i.e. the result of projecting the data onto the image plane, or in 3D. More
advanced models consist of spheroids or cylinders, or can be based on 3D meshes.
In Fig. 6.5, an illustration of human body modeling using kinematic joints or deep
learning is provided.
6.3.2 Modeling Emotions
The most dominant approaches to affect modeling can be categorized into three
classes, namely, categorical, dimensional and componential [167], with examples
of each being shown in Fig. 6.6.













Figure 6.6: Examples of modeling affect based on a (a) Categorical [77], (b) Dimen-
sional [255] or (c) Hybrid [234] approach.
of emotions into distinct categories had been developed and popularized. Ek-
man [77, 79] suggested happiness, sadness, fear, anger, disgust, and surprise as
main discrete emotion classes, which are based on universal primary emotions
hypothesis. Due to its universality and simplicity, it has been most widely inves-
tigated and utilized in the context of affect recognition.
Dimensional approaches model emotions along a set of latent dimensions [106,
255, 302]. The dimensions consist of valence, standing for how pleasant or un-
pleasant an emotional state is, activation, denoting the level of tendency of the
person to act under the given emotion, and control, representing the amount of
control one may have over a certain emotional state. Dimensional approaches,
owing to their continuous evaluations, are theoretically more suitable for model-
ing sophisticated emotions. However, because of the diversity of the space, it may
be difficult to find the most suitable correspondence between the emotion which
has been detected and the associated gesture-based expression. Therefore, some
studies have proposed simplifying the problem through dividing the space into
positive and negative halves [324], or into quadrants [324].
Componential approaches are less common than the previous two types. They
possess descriptive potentials which are stronger than categorical models, but
weaker than dimensional models. However, they offer interpretations which are
more comprehensible than dimensional models. They use a hierarchical strategy
where every emotion can be a combination of the ones in the previous layers,
e.g. love is considered a combination of joy and trust. Moreover, higher levels
contain more sophisticated emotions. Plutchik [234] proposed one of the most
common methods of this type, referring to combinational emotions as dyads. By






































































Figure 6.7: The main components and pipeline of a typical EBGR system. The first step
consists in detecting the human, removing the background, and estimating the pose. For
doing so, either different parts of the body, such as hands, torso and head, are detected and
tracked, or a kinematic skeletal model is fitted to the image. Then a suitable representation
is calculated or learned, which will subsequently be utilized for mapping the data to an
emotion model, using pattern recognition.
anticipation and joy, usually can be felt. Secondary dyads such as guilt, being
considered a combination of joy and fear, may or may not be felt. However, ter-
tiary dyads such as delight, a combination of joy and surprise, may be felt very
rarely.
6.4 EBGR Systems
The main elements of an EBGR system, as shown in Fig. 6.7, will be reviewed in
this section. The first task is to decide what type of modeling strategy needs to
be applied to the input and outputs, i.e. human bodies and emotions, respectively,
which affects the subsequent stages of the design as well. Then according to
the present parts of the pipeline, either an available dataset can be utilized, or a
new one needs to be created. The rest of the components have to be compatibly
selected and incorporated, and then configured for an efficient performance. The
technical procedure usually starts with detecting the human from a frame, and
subtracting the background accordingly. Subsequently, the body pose needs to be
detected and tracked. Afterward, a suitable representation should be selected and
leaned, in order to map the data to the corresponding emotions. The latter requires
making use of learning approaches such as regression or classification.
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6.4.1 Detecting Humans
Usually, the output of human detection from a frame is a rectangle, i.e. bounding
box, enclosing the body. Due to the non-rigidity of the human body and clothing,
i.e. the alterations of the presentation, the foregoing task may be challenging. It
may be even worsened by occlusions or changes of lighting, under uncontrolled
experimental conditions.
Similarly to a general object detection framework, human detection consists in
finding candidate regions, representing them, classifying them as either human
or nonhuman, and then merging the former regions in order to come up with a
decision [209]. Availability of depth information helps more straightforwardly
subtract the background, as well as constrain the regions within which the hu-
man may possibly appear, which simplifies the problem. More recent techniques
might offer directly detecting the regions from the frame, or obviate the necessity
of implementing some of the above steps through merging the classification and
representation procedures.
Viola and Jones [294] proposed one of the earliest techniques for human detec-
tion, which was based on their face detection method. They utilized a cascade
framework for detection, as well as AdaBoost for automatically selecting the most
suitable set of features [294].
Making use of gradient-based features resulted in an improved performance in
terms of describing shapes. Dalal and Triggs [59] utilized Histogram of Oriented
Gradient (HOG) features for object detection, and demonstrated that they per-
form significantly better than features which are calculated based on intensity.
Currently, various types of features related to HOG exist, which are being utilized
under numerous sorts of detectors [73].
While preliminary studies on human detection did not take advantage of restric-
tions derived from human body structure, the emergence of concepts such as
Deformable Part Models (DPM) [89] greatly contributed to the performance of
the relevant systems. DPMs consider geometry priors in order to provide sets of
connected parts. Felzenswalb et al. proposed to deal with unknown part posi-
tions as latent variables, under a SVM-based classification scheme. As opposed
to global appearance, local appearance is more manageable, where the training
data may be shared throughout deformations. Some researchers have claimed that
except for the context of handling occlusions, considering components and parts
is not necessary [20].
Recently, utilizing Deep Neural Networks (DNN)s with substantial loads of train-
ing data has resulted in significant enhancements in the performance of various
machine learning methodologies. However, some studies [20] attributed no visi-
ble advantage to doing so, in terms of performance, compared to making use of
traditional approaches, such as DPM. Moreover, DNNs are notoriously slow, e.g.
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in pedestrian detection, particularly when employed along with sliding-window
classification frameworks. In order to improve the speed, numerous networks can
be used in a cascaded manner. In [11], a shallow network was considered in or-
der to decrease the number of candidate regions returned by the sliding window.
Afterward, the high-confidence candidates were fed into a deep network, which
resulted in a compromise between accuracy and speed. Later, for an optimal per-
formance, using a penalty term accounting for both detection errors and computa-
tional complexity was proposed, where features with different complexities were
cascaded. Complexity margins and losses started attracting attentions, where as
a consequence, computationally more expensive features tended to be selected in
relatively later stages [37]. The results indicated improvements in both accuracy
and speed. More comprehensive reviews of human detection techniques can be
found in [209, 73, 20].
6.4.2 Estimating the Body Pose
Detecting and tracking the body pose requires approximating the human body
parameters based on a body model, according to a frame or set of frames. In the
latter case, the pose may change from frame to frame [200].
Detecting the Body Pose
Various factors such as alterations of lighting, body parameters and background,
the large numbers of degrees of freedom and the high dimensions of search spaces,
human pose estimation is considered a difficult task [153]. Moreover, additional
constraints are required for avoiding impossible positions and occlusions.
Model fitting and learning are the main common approaches utilized for pose es-
timation. The former methods perform the task based on an inverse kinematic
problem [16, 283], where a prescribed model is fitted to the data. Maximum like-
lihood calculated based on Markov Chain Monte Carlo method or gradient space
similarity matching [268] may be utilized for estimating the body parameters.
However, the main drawbacks of model-based techniques are the fact that they
demand initialization, and their lack of robustness against local minimums [153].
Due to the computationally high costs of estimating body poses based on learn-
ing, the requirement of enormous numbers of labeled skeletal data, and the high-
dimensionality of the space, in [32, 97], it was proposed to utilize poselets for the
purpose of encoding the pose information. After performing skeletal tracking, the
results were classified using a SVM.
In [244], it ws proposed to consider parallelism in order to cluster the appear-
ances. In [107], tracking hash-initialized skeletons was performed based on range
images, by means of the Iterative Closest Point (ICP) procedure. In [151], for
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human body tracking, segmentation and classification were applied to the vertices
of 3D meshes.
In [153], for segmentation of upper-body parts and head, Haar-cascade classifiers
were utilized. The hybrid method they introduced takes advantage of fitting the
data to a model as well. Skin segmentation and extended distance transform in-
formation were also incorporated into the system, aiming to map the data to a
skeletal model.
The DeepPose [286] framework led to a significant enhancement in the way deep
networks are utilized for Human Pose Estimation (HPE), where 2D joint coor-
dinates were regressed. In [285], heatmaps were calculate according to different
resolutions of the same image, which results in finding features corresponding to
multiple scales.
CNNs, which perform considerably more efficiently than classical methods, have
been broadly utilized for 3D HPE [187, 56, 183, 49, 197]. However, they can be
applied to the few existing 3D datasets only. A multi-stage CNN was applied in
order to fuse probabilistic 3D pose information in [284]. Subsequently, they were
employed for the purpose of refining the 2D positions.
Numerous types of inputs and models may be utilized under deep learning frame-
works. In [208], using numerous top-down inferences by stacking multiple hour-
glasses was proposed, along with nearest neighbor upsampling. Moreover, they
suggested employing a part-based spatial model, together with Convolutional Net-
work (ConvNet). Thereby, the proposed system benefited from relatively high
spatial resolutions, due to the low computational complexity [285].
Dual Source-Convolutional Neural Network (DS-CNN) [88] has been used for
HPE as well. Sample results from the relevant studies are shown in Fig. 6.5. As-
sociative embedding tags and individual heatmaps were obtained for body parts
in [208]. Subsequently, multiple pose approximations were found through com-
paring the joint embedding tags. Then according to the heatmaps, 2D bounding
boxes were found, which represented the subject. The CNN they utilized was
2DPoseNet. Next, 3DPoseNet was employed for estimating the 3D pose through
regression, followed by perspective correction according to the camera parame-
ters.
Deep learning methods have been used for extracting features as well. For in-
stance, in [286, 208, 317], convolutional DNNs with seven layers were utilized
for detecting the human body, as well as regression and representation of joint
contexts. high-level global features were found from a set of sources in [219]. A
deep model was then employed for combining the features. In [285], Markov ran-
dom field was utilized along with a deep convolutional network, which resulted in
devising a part-based detector through taking advantage of multi-scale features.
In [206, 199], large-scale movements of body parts, as well as subtle motions,
101
such as those of fingers, were analyzed in order to detect gestures. RNN-LSTM
was then employed for merging the temporal data. In [299, 157, 310],RNNs with
continuous values of hidden layers were considered for propagating the data over
the set of frames.
Pose Tracking
Dynamics of human actions may be different from person to person. They might
be periodic, such as walking, running or waving, or nonperiodic, such as bending.
Moreover, they can be stationary, such as sitting, or nonstationary, i.e. transitional,
such as horizontal or vertical motions, skipping, getting up or jumping [300].
Tracking the pose through a sequence of frames starts with estimating the shape,
position and configuration of the body in the first frame, and then iterating the
foregoing task through the rest of the frames, such that the result is always con-
sistent with that of the previous frame [200].
If subjects were suits, markers or gloves, then the task of tracking the pose will be
facilitated. However, the foregoing requirements add to the hardware limitations,
which might make it impossible to achieve the aforementioned goal using a single
camera [200].
Utilizing Expectation Maximization (EM) is one way of developing a pose track-
ing framework. It associates foreground pixels to the body parts, and keeps up-
dating their locations throughout the rest of the frames [134, 133]. According
to [33], body model parameters can be approximated through projecting them
onto the space representing optical flow information, considering the products of
an exponential map. Intensity and the related optical flow data may be used for
obtaining body contours [64], which will then need to be aligned according to
the forces. The foregoing procedure is iteratively performed until convergence.
In [67], a particle filter model was employed for managing the high-dimensional
human movement configuration spaces. An annealing-based continuation con-
straint was imposed for making narrow peaks affect the fitness function.
Probabilistic directed graphs such as HMM can be used for modeling the tempo-
ral aspect of human body motions. Dynamic Bayesian networks [75, 83] provide
another alternative approach to tracking the human body pose. This is while ear-
lier studies have employed other methods, such as Static Pattern Matching (SPM)
and Dynamic Time Warping (DTW) [314]. It should be noted that usually, it is
necessary to perform initialization [200], or to resort to calibration movements for
detecting the body parts [149, 51].
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Figure 6.8: Sample images illustrating 3D pose tracking. From left to right, after segmen-
tation and 3D voxel reconstruction, the data are fed into the initialization and tracking
modules, followed by performing prediction through special filtering, and then updating
the result by means of the same filter [200].
Detecting and Tracking the Body Pose in 3D
Using voxelized 3D body shapes is another alternative for detecting and track-
ing the body [200]. For example, in [249], 3D kinematic models of hands were
tracked, where self-occlusions were handled using a layered template represen-
tation. However, extracting vexel-based reconstructions from the raw data is an
extra preprocessing task, which requires additional hardware for maintaining the
capability of performing the analysis in real-time [200]. The foregoing goal can
be accomplished either using a single camera [275, 140] or more [150, 33, 64].
A fully recursive computer vision platform referred to as DYNA was introduced
in [308], which defines features based on 2D blobs, based on multiple cameras,
in a probabilistic fashion. An extended Kalman filter was utilized for setting the
prior probabilities, where the 2D feature tracking framework receives feedback
from the 3D model. This technique is capable of dealing with behaviors repre-
senting serious actions, as opposed to passive physical motions, which illustrated
in Fig. 6.8 through a set of sample images.
According to [98], making human body models and tracking them in 3D can be
performed by utilizing tapered super-quadrics, which is applicable to more than
one human as well. The locations of body parts in the next frames can be predicted
through a kinematic model maintaining a constant acceleration. In the foregoing
context, the distances between the model contours and images are evaluated using
the undirected normalized chamfer criterion. They are then taken into account for
refining the locations of torso and head, followed by legs and arms.
Motion models [290] and silhouette information [266] are other alternative ap-
proaches to prediction, which are less common. As their main drawbacks, it can
be said that they are not as flexible as the rest of the techniques we discussed, are
less efficient, and demand extra preprocessing computations and manual interfer-
ences. For instance, pedestrian detection based on still images was investigated
in [257]„ utilizing silhouette information. Shapelet features were selected and
learned according to low-level gradient data. In [251], it was demonstrated that
the foregoing strategy leads to a less accurate performance compared to making
use of HOG features along with an RF classifier. Moreover, motion models can-
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not handle transmissions between motions, are sensitive to small changes, and are
incapable of handling undefined motions [202].
6.4.3 Representation Learning and Emotion Recognition
The last module of an EBGR system is responsible for creating a suitable repre-
sentation, and learning it, in order to map the data to the related target, i.e. the cor-
responding emotion, using classification. The foregoing topics will be discussed
in what follows.
Representation Learning
Static, dynamic and hybrid representations exist, which need to be selected based
on the type of the input. Additionally, the representation may involve data denot-
ing appearance, geometrical properties or body parts.
Gunes et al. [112, 108] proposed detecting the hands and face according to skin
color, where the motion of the centroids of the hands was taken into account for
finding the location relative to the neutral state. Based on the in-line rotations of
the torso and the hands, i.e. the upper-body parts, they defined motion protocols
which would help distinguish between the emotions, with the help of two experts.
The training and test procedures were carried out assuming that the first and last
frames would represent the neutral and peak emotional states, respectively, from
each gesture recording.
Vu et al. [298] proposed eight action units for defining the motions of legs, head,
waistline and hands. Kipp et al. [163] took a dimensional approach to analyze
static frames extracted from videos. They found features from the hands, and
evaluated their correlations with the known configurations corresponding to cer-
tain emotional states.
Glowinski et al. [103] concentrated on the attack and release parts of the motion
cue, in order to investigate the motions of the hands and face. Specifically, they
calculated the slopes of the lines connecting the first and last values to the first
and last relative extrema, respectively. Moreover, they found the number of local
maximums, as well as the ratio between the maximum and the duration of the
greatest peak, followed by assessing the impulsiveness.
Kessous et al. [156] calculated Contraction Index (CI), Silhouette Motion Im-
ages (SMI) and quantity of motion according to silhouette and hands blobs. Fluid-
ity, velocity and acceleration of the hand barycenter were found as well. Glowin-
ski et al. [104] used the same database as in [103], in order to extend their system.
The 3D position, velocity, acceleration and jerk were calculated for each joint of
an arm from a skeletal model. Kipp and Martin [163] found the locations of 151
emotional states for a dimensional analysis.
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Main, initial and final peaks of motions were detected on the basis of submotion
properties in [45], based on dynamic features. It was concluded that the timing
of the motions provides a useful indication of the characteristics of the emotional
state. According to [22], motion primitives can be represented by subactions de-
fined based on the features.
Hirota et al. [127] used DTW to match time series related to the hands. Altun
et al. [7] made use of Force Sensing Resistor (FSR) and accelerometers in their
analysis. Lim et al. [186] focused on 20 joints, while filming the subjects at 30
Frames Per Second (FPS). When analyzing every frame, they took into account
the 100 previous ones as well.
Saha et al. [258] made 3D skeletal models based on upper-body joints. Nine fea-
tures were calculated based on the distances, accelerations and angles between 11
joints belonging to the spine, shoulders, head and hands. Static and dynamic data
were employed at the same time, in order to find out the angle between the head,
shoulder center and spine, the maximum acceleration of the hands and elbows and
the distance between the spine and the hands.
Camurri et al. [41] selected CI, fluidity, velocity, acceleration and Quantity of
Motion (QoM) as features. Piana et al. [230] utilized 2D and 3D features simulta-
neously, where the latter included QoM, CI, Barycentric Motion Index (BMI) and
Motion History Gradient (MHG).
Patwardhan et al. [226] extracted static and dynamic 3D features from the upper
body and the face. Castellano et al. [47] proposed to use the velocity and acceler-
ation of the path taken by the barycenter of the hands as a feature. The foregoing
study was continued in [46], where speech accompanied body gesture and face
data in a multimodal framework. Moreover, in [103], a similar procedure was de-
vised for 3D features. Vu et al. [298] calculated the similarities between the input
samples and the gesture templates, resorting to AMSS [204].
Other more complex, but less common, representations have been utilized in the
literature as well. For example, Chen et al. [50] took advantage of HOG on the
Motion History Image (MHI) for analyzing the speed and direction, where Image-
HOG features from Bag-of-Words (BoW) were considered for evaluating the ap-
pearance. In [17], a multichannel CNN was applied for analyzing the upper body
in a deep learning manner. Botzheim et al. [30] performed temporal coding by
means of spiking NNs, where the dynamics were estimated making use of a pulse-
coded NN, based on the propagation of the pulses between the neurons and their
ignitions.
Emotion Recognition
Glowinski et al. [104] used frontal and lateral views of the body, in order to extract
features from the hands and head. The emotions were recognized by splitting the
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initial compact representation into groups enabling to categorize them into one
of the four quadrants of the arousal/valence space, namely, high-positive, such
as pride and amusement, high-negative, such as fear, hot anger and dispair, low-
negative, such as interest, pleasure and relief, and low-negative, such as sadness,
anxiety and cold anger.
Gunes and Piccardi [108] considered six categories of the emotional states, which
were resulted from combining emotions belonging to the original output space.
Namely, they were anger-disgust, anger-fear, anger-happiness, fear-sadness-surprise,
uncertainty-fear-surprise and uncertainty-surprise. The task of recognizing the
emotions was performed through naive upper-body representations. Three sub-
jects participated in collecting a relatively small database consisting of 156 sam-
ples. A Bayesian net led to the best performance, among the set of standard clas-
sifiers they utilized.
Castellano et al. [47] evaluated the performance of J48 decision tree, Hidden
Naive Bayes (HNB) and 1-nearest-neighbor with DTW classifiers in recogniz-
ing sadness, anger, pleasure and joy. DTW-1-nearest-neighbor resulted in the best
performance. Saha et al. [258] utilized skeletal geometric features in order to de-
tect fear, anger, happiness, relaxation and sadness. Ensemble Tree (ET) led to a
better performance than the rest of the classifiers they tested, namely, KNN, SVM
and BDT.
In [279], it was shown that in addition to gestures and other reflexive behaviors
related to face and voice, the context affects the impression of the emotional state
perceived by other humans. Kosti et al. [171] incorporated context information
related to the background into their analysis. They extracted features from both
the body and the background, using a hybrid system consisting of two low-rank
filter CNNs. They considered 26 emotional states, including pain, peace, fatigue
and affection.
Only a few studies on the joint impact of speech and gesture have been reported
in the literature. For example, in [318], three types of gestures, namely, relating
to the upper- and lower-body and the head, were taken into account. As regards
the vocal mode, MFCC and prosody [214, 215] were considered. Thereby, they
proposed a platform for modeling the interaction between gesture and speech, as
well as their combinational effect, from a psychological perspective. A similar
study was reported in [298], where neutral, happiness, disappointment and sad-
ness were recognized. Regarding gestures, 3D acceleration data and videos were
considered, where the open-source software Julius [3] was utilized for vocal emo-
tion recognition. The fusion of the aforementioned two modalities was performed
through majority voting, as well as best probability and weight criteria. Five sub-
jects were recorded in order to make a database of eight types of gestures and 50
Japanese words and phrases. It was demonstrated that the bimodal system per-
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forms more efficiently than each of its two components.
The literature on analyzing gestures and faces jointly is not very rich neither,
where one of the few examples has been reported by Gunes et al. [111]. They
fused the videos representing either of the aforementioned modalities at feature
extraction and emotion recognition levels, which resulted in an improved perfor-
mance. Caridakis et al. [42] incorporated vocal data as well, considered early and
late fusion, and reported considerable enhancements in the performance.
For analyzing noisy data, Psaltis et al. [240] proposed a multimodal system taking
advantage of late fusion and stacked generalization. The emotions their system
recognized were happiness, fear, anger, surprise and sadness. Through utilizing
facial action units and high representations of the gestures, they achieved a per-
formance which was favorable to that of each of the unimodal systems.
In [156], audio-video recordings of subjects were created when they were com-
municating with an agent, following a prescribed scenario. While acting eight
different emotions, German, French, Italian and Greek speakers from both gen-
ders spoke a sentence. A Bayesian classifier was applied to the data representing
gesture, face and voice. The multimodal system led to a recognition rate which
was 10% higher than the most efficient unimodal framework, where the system
analyzing gesture and voice simultaneously demonstrated the best performance.
6.4.4 Applications
Three main types of applications of EBGR systems are known [233, 231, 232].
The first type of the applications are in systems which need to detect the emotions
of the users. The second type relates to robots or avatars, which act as agents
in conversations. They are supposed to mimic a human-like behavior, in terms
of acting in a certain manner while having a specific feeling. The third type are
expected to actually feel the designated emotion, e.g. in stress-monitoring tools,
video telephony and video conferencing [44], video surveillance [228], violence
detection [223, 224, 21], psychological research tools [228] and synthesis or an-
imation of life-like agents [224]. Online shops and assistance for humans [248]
are other examples of applications of EBGR systems.
6.5 Databases
In this section, we review the most common public databases which can be used
for training EBGR systems. They might contain RGB or depth information, or
both. Table 6.2 provides a summary of the properties of the foregoing databases,
Table 6.3 lists the emotional states included in each of the databases, and Fig. 6.9
shows sample images from some of them.
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(a) (b) (c) (d) (e)
Figure 6.9: Sample images from databases utilized for training EBGR systems: (a) MSR-
Action 3D [184] (b) GEMEP-FERA [103, 15, 292], (c) LIRIS-ACCEDE [99, 18],
(d) HUMAINE [47, 46, 156, 74], (e) FABO [110].
6.5.1 RGB
Gunes and Piccardi [108] published one of the earliest databases of gesture record-
ings. It includes 206 samples representing six basic emotions, as well as boredom,
neutral, uncertainty and anxiety. They considered 156 samples for training, and
the rest, i.e. 50 samples, for the test.
Castellano et al. [47, 46] made a database consisting of 240 gesture recordings [132],
constituting a portion of the HUMAINE database [74]. Six male and four female
subjects participated in creating the database. They considered emotional states
being fairly distributed throughout the arousal/valence space, namely, pride, sad-
ness, anger, interest, despair, pleasure, joy and irritation. At 25 FPS, they filmed
the whole frontal bodies. A dark uniform background was used in order to facili-
tate silhouette extraction.
7000 audio-video recordings of emotional expressions are included in the GEMEP
database [103]. 10 actors have acted 18 emotional states. According to the rat-
ings, 150 recordings have been chosen in a structured manner. They have led to
the highest recognition performance. Sadness, anger, relief and joy, each being
from a different quadrant of the arousal/valence space, were recognized in the
aforementioned study, using 40 samples chosen from the aforementioned selected
set.
Kipp and Martin [163] published the Theater corpus, which has been made from
two movies inspired by the play Death of a Salesman. They are referred to as
DS-1 and DS-2.
Eight types of gestures from the home party scenario of the mascot robot system
were used to make a database in [298]. Four male and one female subjects, with
ages ranging from 22 to 30, and with Vietnamese, Chinese and Japanese nation-
alities, had participated in creating the recordings chosen for the database they
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utilized.
In [99], a portion of the LIRIS-ACCEDE database [18] was used. The upper-body
data related to 32 male and 32 female subjects, with ages ranging from 18 to 35,
was included in their database.
6.5.2 Depth
Baltrušaitis et al. [15] published the GEMEP-FERA database. It is a part of the
GEMEP corpus. The training and test sets were produced through the participa-
tion of 10 and six subjects, respectively, which shared three of the actors. The
upper bodies were filmed as short videos, with an average length of 2.67 seconds.
The beginning of each video does not represent the neutral state.
Saha et al. [258] stimulated 10 subjects with ages ranging from 20 to 30, so that
they would act fear, anger, happiness, relaxation and sadness. The participants
were filmed for 60 seconds, at 30 FPS. They calculated the Cartesian coordinates
of the body joints as well.
In [226], 15 subjects, i.e. five females and 10 males, with ages ranging from 25 to
45, acted the six basic emotional states, namely, disgust, anger, surprise, happy,
fear and sad. 10 subjects were Asians, and the rest were Americans. Frontal bod-
ies were filmed under controlled lighting conditions. The subjects stood within
the range 1.5 - 4 meters away from the camera while recording.
In [267], using the Kinect sensor and skeleton estimation, the UCFKinect database [194]
was created. Three female and 13 male subjects with ages ranging from 20 to 35
participated in the recordings. 16 actions, including run, punch and balance, were
acted five times, resulting in 1280 recordings in total. The data representing cloth-
ing and background were disregarded.
The MSR Action 3D database [? ] includes 20 actions, namely, horizontal arm
wave, high arm wave, hammer, forward punch, hand catch, draw x, high throw,
draw circle, draw tick, hand clap, bend, side-boxing, side kick, forward kick, ten-
nis swing, jogging, serve, tennis, golf swing, throw and pick up.
6.5.3 Hybrid: RGB + Depth
Psaltis et al. [240] created a database of facial expressions commonly seen in
games. Six emotional states, namely, neutral, anger, happiness, fear, surprise and
sadness, were considered. 450 recordings, each being 3 seconds long, were made
from 15 subjects. The videos start with a neutral expression, and then evolve
towards the peak emotional state. Each subject acted every emotional state five
times. The database offers separate recordings of body gestures and facial expres-
sions, as well as hybrid ones including both. In te aforementioned study, the action
units were extracted, and the features were tracked by means of dense-ASM. The
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Table 6.2: A list of the fundamental properties of selected databases utilized in the context
of EBGR. The table has been taken from [? ].






















Gunes et al., 2006 [110] FABO Digital camera Face and body Visual 10 NA 23 12 11 23 206 15 Uniform blue ∼3600
Glowinski et al., 2008 [103] GEMEP Digital camera Face and body Audiovisual 18 NA 10 5 5 1260 >7000 25 Uniform dark NA
Castellano et al., 2007 [47] HUMAINE Camera Face and body Audiovisual 8 8 10 4 6 240 240 25 Uniform dark NA
Gavrilescu, 2015 [99] LIRIS-ACCEDE Camera Face and upper body Visual 6 6 64 32 32 NA NA NA Nonuniform 60
Baltruvsaitis et al., 2011 [15] GEMEP-FERA Kinect Upper body Visual 5 7 10 NA NA 289 NA 30 Uniform dark 2.67
Fothergill et al., 2012 [93] MSRC-12 Kinect Whole body Depth NA 12 30 40% 60% 594 6244 30 Uniform white 40
Masood et al., 2011 [194] UCFKinect Kinect Whole body Depth NA 16 16 NA NA NA 1280 30 NA NA
Li et al., 2010 [184] MSR-Action 3D Structured light Whole body Depth NA 20 7 NA NA NA 567 15 Nonuniform NA
baseline set of FERA challenge was used for testing the proposed method.
The emoFBVP database [245] provides body gestures and facial expressions, as
well as voice and psychological signals, related to 23 emotional states acted by
10 professional actors. The range of emotional states covered by this database is
more diverse than all others. Each emotional state was acted six times by every
participant. Half of the recordings were made in standing state, and the rest in a
seated one. Skeletal information and facial features were tracked throughout the
sequences.
6.6 Discussion
In this section, we discuss some of the topics related to EBGR systems from a
comparative perspective.
6.6.1 Databases
Most of the available databases that can be used for training EBGR systems have
been made under controlled experimental conditions, using high-quality recording
devices. Thus the data they include is flawless, where professional actors mimic
the intended emotional states clearly and believably. Therefore, they usually do
not demand performing extra assessment or annotation procedures.
However, the recordings made under the above circumstances might not be ca-
pable of representing real-world conditions appropriately. Moreover, databases
mostly include basic emotions, while in reality, emotions might be combinational,
fuzzy or weak. As another issue, due to the ability of professional actors to take
the same expression in different forms, the resulting databases might contain nu-
merous redundant samples. Thus from the point of view of robustness, sponta-
neous emotions felt under natural situations may be preferable. For example, by
using TV programs, such as reality shows, live coverage or talk shows, it might be
possible to come up with more reliable databases for evaluating the performance
of EBGR systems. However, in case of doing so, it should be noted that dis-
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turbances and distractions such as occlusions, artifacts and noise usually exist in
the environment, as well as the fact that annotating the data by professionals will
then be necessary. Even if properly taken into account, the foregoing considera-
tions will not guarantee that the evaluation will be completely fair and trustworthy.
Moreover, using TV materials may be restricted under copyright regulations.
Therefore, as already performed in the context of emotion recognition from voice
or mimics, it may be wiser to stimulate emotions by means of staged situations,
through computer games, images, stories or videos. This strategy has been favored
by psychologists, in spite of the fact that the reactions made to the same stimuli
might differ, depending on the rest of the conditions. It is also worth noticing that
legal or ethical considerations might prevent making such recordings available to
the public, which results in the scarcity of relevant materials.
There is still a lack of consensus in the affective computing community on consid-
ering how many, and which, emotional states suffices for applications of EBGR
systems. As it can be seen from Tale 6.3, a wide spectrum of emotional states may
be utilized. Referring to Ekman’s model, many researchers have deemed it enough
to consider six basic emotions. Anger and sadness are included in the majority of
databases, as are disgust, surprise and fear, with a lower level of consistency.
However, many emotional states, e.g. tenderness, unconcern, uncertainty, shame
and aghastness, appear significantly less frequently in the related databases.
Moreover, the taxonomy used for naming emotional states is inconsistent across
different databases, which might be caused by the similarity of emotions or mis-
translations. Even basic emotions have not yet been consistently formulated by
the researchers. For example, happiness and joy might be used interchangeably,
while in reality, do not refer to the same feeling. In fact, joy is less sensitive
to environmental factors, and thus less transitory, than happiness. Happiness is
resulted from materials or earthly experiences, while joy is related to a more spir-
itual context. Consequently, it is more challenging to stimulate or mimic joy than
happiness. Due to the fact that databases have been created following different
arrangements, comparing their qualities is not straightforward. Thus since evalu-
ating the performance of EBGR systems is significantly affected by the nature of
the database to which they are applied, the resulting inferences may be unfair.
6.6.2 Representation Learning and Emotion Recognition
Representation Learning. Since some emotions are mainly represented by the
dynamic properties of body gestures, using dynamic features, either alone or in
combination with static ones, results in rich representations providing more effi-
cient performances compared to considering static features exclusively.
Among the upper- and lower-body parts shown in Fig. 6.10, hands have received
a particular attention, since independent analysis of motions of the hands and
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Figure 6.10: Illustration of upper- and lower-body parts while taking sample pos-
tures [84].
fingers along each of the axes provides a substantial resource of information for
recognizing gestures. The foregoing task is performed while considering the body
as a reference. On the other hand, obtaining data about the pose and inclination
of the body itself may be essential for recognizing many types of gestures.
Due to the scarcity of labeled databases required for training EBGR systems, and
the necessity of using enormous amounts of data for learning the representation
by means of deep networks, complex models of this type can rarely be found. On
the other hand, as aforementioned, the taxonomies utilized for managing output
spaces might be significantly inconsistent across different studies, which causes
challenges in transfer learning. Thus using unsupervised learning may be an alter-
native approach for alleviating the foregoing problems, which has not been tried
yet. In such a framework, the movement of human body can be represented and
leaned under a general model first, and then tuned for more complex movements
associated with emotions.
Emotion Recognition. In the majority of studies aimed at developing databases
to be utilized under EBGR frameworks, the output space has been reduced for the
sake of simplification, either through dividing it into quadrants, or by categorizing
emotions into groups, according to their apparent similarities. Although certain
methods have been developed intending to handle richer output spaces, most of
the studies reported in the literature have considered the basic emotions such as
joy, anger, sadness fear and pleasure only.
Evaluating the performance of different classifiers fairly is another requirement
for developing robust and efficient EBGR systems. Tables 6.5 and 6.6 show the
results of performing classification on two different databases, where the per-
formances have been compared based on changing the classifier. On the HU-
MAINE database, the J48 classifier has led to the highest performance rate. On
the database containing Kinect recordings, the ensemble tree classifier has per-
formed most accurately. Fig. 6.11 shows an illustrative plot comparing the perfor-
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Figure 6.11: Comparison of the performance rates (%) of different classifiers for EBGR
purposes. It should be noted that the classifiers have been applied to different databases.
The figure has been taken from [? ].
mance of different classifiers in tasks related to EBGR.
One of the important topics we investigated was employing a structured repre-
sentation where the movement of each body part is analyzed separately, and is
thought to contribute to the decision on the emotional state, given predefined pri-
ors. Then for refining the results of emotion recognition, one could incorporate
context information such as background.
One of the inferences we made was that by resorting to the virtue of complemen-
tary information brought by combining gesture recordings with facial or vocal
data, usually, the resulting multimodal system performs more efficiently than each
of the systems relying on a single source of information, independently from the
fusion strategy. Moreover, utilizing more complex representations alongside is
expected to further enhance the performance. However, the existing literature on
this topic, i.e. combining gesture with other modalities, is not very rich.
Low-quality samples usually reduce the recognition rate, since they do not com-
ply with the expected behavior. Moreover, theoretically, reducing the number of
emotional states with a fixed classifier and a fixed database should increase the
recognition rate.
Moreover, although some of the classifiers have achieved recognition rates of over
90% on certain databases, assuring the reliability of the system requires testing it
under different experimental conditions, including various types of background
and lighting. It is also worth noticing that different training and test procedures
and strategies may lead to different recognition rates.
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6.7 Conclusion
I this chapter, we defined a general pipeline for EBGR systems, and described
its technical characteristics in detail. The pipeline consisted of person detection,
pose estimation and tracking, representation learning and emotion recognition
based on gestures, which constitute an essential component of human commu-
nication through body language. We discussed the general challenges of finding
proper associations between body language patterns and emotional states, includ-
ing gender- and culture-dependency. It was also shown that the current literature is
mostly limited to shallow geometrical representations which are based on skeletal
models or body part information, relying on features such as orientations, dis-
tances, descriptors and motion cues. Although facial emotion recognition has re-
cently undergone significant advancements brought by the emergence of deep net-
works enabling learning more complex representations, the field of affect recogni-
tion from gestures has not benefited as much from such a strategy, mainly because
of a lack of suitable databases designated for the foregoing purpose, as well as
an inconsistency in the definition of the appropriate output space. The latter can
be clearly seen by paying attention to the numerous redundant emotional states
incorporated into the relevant databases. The aforementioned shortcomings need
to be alleviated, similarly to the area of facial emotion recognition, by coming
up with a consensus on the definition of a standard output space, as well as com-
plex enough representations and large amounts of labeled and unlabeled data to
be deeply learned for an efficient and reliable EBGR performance.
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Table 6.3: A list of emotional states included in a selected set of databases used for
training EBGR systems. F = FABO [110], G = GEMEP [103], T = Theater [163],
H = HUMAINE [47], LA = LIRIS-ACCEDE [99], GF = GEMEP-FERA [15]. The table
has been taken from [? ].
Dataset F G T H LA GF Frequency
Sadness • • • • • • 6
Anger • • • • • 5
Anxiety • • • 3
Disgust • • • 3
Fear • • • 3
Surprise • • 3
Boredom • • 2
Happiness • • 2
Interest • • 2
Contempt • 2
Despair • • 2
Irritation • • 2
Joy • • 2
Pleasure • • 2
Relief • • 2
Admiration • • 1
Neutral • 1





























Table 6.4: Overview of selected multimodal emotion recognition approaches. S=Speech,
F=Face, H=Hands, B=Body. The table has been taken from [? ].
Reference Modalities #samples #emotions Representation
Gunes Piccardi [108] F + B 206 6 Motion protocols
Castellano’s et al. [47] B 240 4 Multi cue
Castellano et al. [46] B 240 4 Multi cues
Glowinski et al. [103] B 40 4 Multi cues
Kipp Martin [163] B #119 6 PAD
Kessous et al. [156] S + F + B NA 8 Multi cues
Vu et al. [298] S + B 5 4 Motion protocols
Gavrilescu [99] B + H 384 6 Motion protocols
Table 6.5: Recognition rates of different classifiers while being applied to the HUMAINE
EU-IST database [46] for EBGR. The table has been taken from [? ].




Table 6.6: The recognition rates of different classifiers while being applied to a database of
Kinect-based gesture recordings consisting of recordings of 10 subjects with ages ranging
from 20 to 30 [258]. The table has been taken from [? ].








In this thesis, the problem of MER was investigated for the purpose of enhancing
the performance of interactions between humans and robots. We considered the
vocal and visual modalities in order to improve the state-of-the-art on the perfor-
mance of the foregoing task.
For the vocal modality, 14 paralinguistic features were selected and utilized, which
consisted of pitch, intensity, first through fourth formants and their bandwidths,
mean autocorrelation, mean harmonics-to-noise ratio, mean noise-to-harmonics
ratio and standard deviation. We considered the RF, MSVM and AdaBoost clas-
sifiers. The system was tested on the SAVEE and Polish datasets. Afterward,
majority voting was employed for making the final recognition decision. The per-
formance of MSVM was 63.57% and 74.58% on the SAVEE and Polish datasets,
which were 75.71% and 87.91% for RF, and 68.33% and 87.50% for AdaBoost,
respectively. The average recognition rates achieved by majority voting were
70.71% and 88.33% on the SAVEE and PES datasets, respectively. It should
be noted that the proposed system is capable of deciding on the best possible al-
gorithm from single classifiers or majority voting for the specific dataset under
study. Thus the recognition rates of the system on the SAVEE and PES datasets
were 75.71% and 88.33%, respectively. It means that the proposed method out-
performs the algorithm introduced by Yüncü et al. [321], who had considered 283
features, which is significantly larger than the length of the feature vectors in the
proposed method, i.e. 14.
However, by calculating more distinctive paralinguistic features such as MFCCs
and FBEs, it was still possible to improve the robustness of the vocal emotion
recognition system against changes of language or cultural background, as well
as for different classification methods. Therefore, we first performed analyses
on the features which have been utilized in the state-of-the-art methods for vocal
emotion recognition, and ranked them. Then we chose the most suitable sub-
set of features, i.e. the ones which would lead to the clearest distinction be-
tween the samples from different classes, i.e. we followed separate procedures
for language- and classifier-independent feature selection. However, the criteria
resulted from these procedures might not be compatible, which may reduce the
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recognition rate. Moreover, when it comes to comparing the proposed method
with filtering techniques, one of the obstacles was that they cannot be utilized
for classifier-independent feature selection. However, the proposed method led
to selecting features which could be used for classifying the samples relatively
efficiently. For the experiments, we considered three datasets, namely, SAVEE,
Polish and Serbian. KNN, MSVM and NN were utilized as classifiers. The pro-
posed method resulted in superior recognition rates compared to the most efficient
algorithms suggested in the literature, which had considered the same datasets for
testing purposes.
In the next step, we covered the visual modality as well, in order to prepare for
integrating it into the emotion recognition system, and develop a multimodal strat-
egy, which is the main objective of this thesis. The representative features of fa-
cial expressions were calculated for a set of reduced key-frames extracted from
each video. We considered both geometric features standing for the distances
and angles between the facial landmarks and CNN-based ones. Different types of
CNN were considered for the purpose of classification. On the eNTERFACE’05
dataset, we achieved 86.00% and 63.20% recognition rates for the vocal and visual
modalities, respectively, which are both higher than those of the state-of-the-art
approaches on the same dataset.
Afterward, we combined the vocal and visual modalities. The classifiers we uti-
lized were RF and MSVM, which were tried both with and without applying PCA.
The proposed system consisted of two layers of classifiers of the same type, where
after training the first one, its output confidence values were used to train the sec-
ond one based on a new feature space resulted from the fusion of the foregoing
values. Then the final prediction would be made by the second classifier. The sys-
tem was tested by using the SAVEE, eNTERFACE’05 and RML datasets. With
99.72%, 98.73% and 100% recognition rates on the foregoing datasets, respec-
tively, RF achieved the best performance among the classifiers we used, which
improve the state-of-the-art by 0.72%, 22.33% and 9.17%, respectively. It was ob-
served that the samples representing fear would be misclassified most frequently.
Therefore, in the ongoing works, one may consider utilizing a higher number of
key-frames in order to capture more detailed characteristics of the samples, and
consequently, create better distinctions between fear and happiness samples, as
well as between anger and disgust ones.
Although the principal aim of the project had been already accomplished, we also
expanded the proposed system by using different types of NNs, in order to make a
pain recognition algorithm. We introduced a pain assessment dataset consisting of
RGB-depth-thermal sequences. Recordings of 20 subjects were annotated at five
frame-based levels of pain. We introduced a baseline for incorporating tempo-
ral information by using 3D convolutions and RNN-LSTM [182]. We considered
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both early and late fusion strategies, in order to evaluate the complementary recog-
nition performance. The best results were achieved by combining the data from
all the three modalities, and the recognition rates in detecting the level of pain
demonstrated the applicability of the generated dataset for pain recognition. One
of the conclusions was that utilizing LSTM for learning long-term dependencies
might result in rather low recognition rates on fine-tuned VGG features.
Since gestures and postures indicating certain emotional states can also provide
distinctive information for a MER system, lastly, we provided a comprehensive
survey of EBGR systems proposed in the literature. We intended to come up with
hints for the task of incorporating the aforementioned modality into the system,
from various perspectives. We reviewed the existing general pipelines for EBGR,
and investigated the main outstanding obstacles. Based on numerous studies, we
discussed the related preprocessing, person detection and body pose estimation
approaches, followed by representation learning and classification. We explored
the underlying challenges in recognizing patterns of gestures and postures in-
volved in body language. We also discussed the effect of gender and cultural
background. It was inferred that the existing representations are based on naive
geometric or skeletal information extracted from parts of the body independently,
such as motion cues, distances, orientations or shape descriptors. Thus it was con-
cluded that the recent advancements in deep learning should be seriously followed
up in the upcoming works, in order to develop more powerful representations for
MER. It was also observed that despite the case of facial analysis, lack of suitable
datasets for EBGR has slowed down the progress. Another problem we realized
from the survey was that the considerable variousness of the attitudes to desig-
nating the emotional labels, as well as the existence of redundant or incomplete
taxonomies, has prevented a consensus on the desired type of the output. It is an
additional obstacle which needs to be tackled in the future studies.
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[276] Smrtić, N.: Asertivna komunikacija i komunikacija u timu. Ph.D. thesis,
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Üks afektiivse arvutiteaduse peamistest huviobjektidest on mitmemodaalne emot-
sioonituvastus, mis leiab rakendust peamiselt inimese-arvuti interaktsioonis. Emot-
siooni äratundmiseks uuritakse nendes süsteemides nii inimese näoilmeid kui ka
kõnet. Käesolevas töös uuritakse inimese emotsioonide ja nende avaldumise vi-
suaalseid ja akustilisi tunnuseid, et töötada välja automaatne multimodaalne emot-
sioonituvastussüsteem. Kõnest arvutatakse mel-sageduse kepstri kordajad, heli-
signaali erinevate komponentide energiad ja prosoodilised näitajad. Näoilmete
analüüsimiseks kasutatakse kahte erinevat strateegiat. Esiteks arvutatakse inimese
näo tähtsamate punktide vahelised erinevad geomeetrilised suhted. Teiseks võe-
takse emotsionaalse sisuga video kokku vähendatud hulgaks põhikaadriteks, mis
antakse sisendiks konvolutsioonilisele tehisnärvivõrgule emotsioonide visuaalseks
eristamiseks. Kolme klassifitseerija väljunditest (1 akustiline, 2 visuaalset) koos-
tatakse uus kogum tunnuseid, mida kasutatakse õppimiseks süsteemi viimases
etapis. Loodud süsteemi katsetati SAVEE, Poola ja Serbia emotsionaalse kõne
andmebaaside, eNTERFACE’05 ja RML andmebaaside peal. Saadud tulemused
näitavad, et võrreldes olemasolevatega võimaldab käesoleva töö raames loodud
süsteem suuremat täpsust emotsioonide äratundmisel. Lisaks anname käesolevas
töös ülevaate kirjanduses väljapakutud süsteemidest, millel on võimekus tunda ära
emotsiooniga seotud z̆este. Selle ülevaate eesmärgiks on hõlbustada uute uurimis-
suundade leidmist, mis aitaksid lisada töö raames loodud süsteemile z̆estipõhise
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