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(ϕ, τ)-MODULES DIFFÉRENTIELS ET REPRÉSENTATIONS
POTENTIELLEMENT SEMI-STABLES
par
Léo Poyeton
Résumé. — Soit K un corps p-adique et soit V une représentation p-adique de GK = Gal(K/K).
La surconvergence des (ϕ, τ )-modules nous permet d’attacher à V un ϕ-module différentiel à
connexion D†τ,rig(V ) sur l’anneau de RobbaB
†
τ,rig,K . On montre dans cet article comment retrouver
les invariants Dcris(V ) et Dst(V ) à partir de D
†
τ,rig(V ), et comment caractériser les représentations
potentiellement semi-stables, ainsi que celles de E-hauteur finie, à partir de la connexion.
Abstract. — Let K be a p-adic field and let V be a p-adic representation of GK = Gal(K/K).
The overconvergence of (ϕ, τ )-modules allows us to attach to V a differential ϕ-module D†τ,rig(V )
on the Robba ring B†τ,rig,K that comes equipped with a connection. We show in this paper how
to recover the invariants Dcris(V ) and Dst(V ) from D
†
τ,rig(V ), and give a characterization of both
potentially semi-stable representations of GK and finite E-height representations in terms of the
connection operator.
Table des matières
Introduction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
Plan de l’article. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
Remerciements. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1. (ϕ, τ)-modules et vecteurs localement analytiques. . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.1. Extensions de Kummer et (ϕ, τ)-modules. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.2. Vecteurs localement analytiques et pro-analytiques. . . . . . . . . . . . . . . . . . . . . 11
1.3. Anneaux de périodes et vecteurs localement analytiques. . . . . . . . . . . . . . . . 15
2. (ϕ, τ)-modules différentiels. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.1. Les invariants Dcris et Dst . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.2. (ϕ,N∇)-modules. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3. Caractérisation des représentations potentiellement semi-stables. . . . . . . . . . . . 25
3.1. Rappels sur les (ϕ,N,GM/K)-modules filtrés. . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.2. (ϕ,N)-modules filtrés et théorie de Kisin. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.3. Construction de (ϕ, τ)-modules à connexion. . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.4. Construction de (ϕ,N)-modules filtrés. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.5. Représentations potentiellement semi-stables. . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4. Représentations de E-hauteur finie. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.1. Potentielle semi-stabilité des représentations de E-hauteur finie . . . . . . . . 44
4.2. Passage du (ϕ, τ)-module d’une représentation à son (ϕ, τ ′)-module . . . . 49
Références. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
2 LÉO POYETON
Introduction
Soit K un corps p-adique et soit K une clôture algébrique de K. Pour étudier les repré-
sentations p-adiques de GK = Gal(K/K), Fontaine a construit dans [Fon90] une équivalence
de catégories V 7→ D(V ) entre la catégorie des représentations p-adiques de GK et celle des
(ϕ,ΓK)-modules étales. Un (ϕ,ΓK)-module est un espace vectoriel de dimension finie sur un
corps local BK de dimension 2, muni d’actions semi-linéaires compatibles d’un Frobenius ϕ et
de ΓK , et on dit qu’il est étale si le Frobenius est de pente 0. On peut en fait identifier BK à
l’anneau des séries formelles
∑
k∈Z akT
k, où la suite (ak) est une suite bornée d’éléments d’une
certaine extension non ramifiée F ′ de F , et telle que lim
k→−∞
ak = 0. L’extension cyclotomique
K(ζp∞) =
⋃
n≥1 K(ζpn), engendrée par les racines p
n-ièmes de l’unité, joue dans cette construc-
tion un rôle fondamental. La construction de ces (ϕ,ΓK)-modules étales repose en effet sur
le fait que les représentations p-adiques de HK = Gal(K/K(ζp∞)) sont classifiées par les ϕ-
modules étales sur BK , et c’est en rajoutant une action de ΓK = Gal(K(ζp∞)/K) qu’on obtient
l’équivalence de catégories V 7→ D(V ) énoncée précédemment.
Remarquant le rôle particulier joué par les extensions de Kummer vis-à-vis des représenta-
tions semi-stables dans les travaux de Breuil [Bre98] et Kisin [Kis06], Caruso a introduit dans
[Car13] une variante des (ϕ,ΓK)-modules de Fontaine, les (ϕ, τ)-modules, en remplaçant l’ex-
tension cyclotomique dans la théorie de Fontaine par une extension de Kummer K∞ =
⋃
n≥1 Kn
où Kn = K(πn) et (πn) est une suite compatible de racines pn-ièmes d’une uniformisante π de K
fixée. Comme dans le cas cyclotomique, les représentations p-adiques de Hτ,K = Gal(K/K∞)
sont classifiées par les ϕ-modules étales sur Bτ,K , un corps local de dimension 2 qu’on peut
identifier à l’anneau de séries formelles
∑
k∈Z akT
k, où la suite (ak) est une suite bornée d’élé-
ments de F , et telle que lim
k→−∞
ak = 0. Cependant, la comparaison avec la stratégie de Fontaine
s’arrête ici, puisque l’extension K∞/K n’est pas Galoisienne et on n’a donc pas de groupe à
faire agir. L’idée de Caruso est alors d’ajouter une action d’un élément bien choisi τ de GK ,
pas directement sur le ϕ-module mais après avoir tensorisé au-dessus de Bτ,K par une certaine
Bτ,K-algèbre B˜L munie d’une action de Gal(KGal∞ /K). Caruso montre alors que la catégorie de
ces (ϕ, τ)-modules étales est équivalente à celle des représentations p-adiques de GK .
Les anneauxBK etBτ,K n’ont malheureusement pas d’interprétation analytique satisfaisante,
ce qui les rend difficiles à manipuler, mais ils contiennent les anneaux respectifs B†K et B
†
τ,K
des séries surconvergentes, c’est-à-dire qui convergent et sont bornées sur une couronne bordée
par le cercle unité. Un des résultats fondamentaux concernant les (ϕ,ΓK)-modules étales est le
théorème principal de [Col99] qui montre que tout (ϕ,ΓK)-module étale provient par extension
des scalaires d’un (ϕ,ΓK)-module surconvergent défini sur B
†
K . Le pendant de ce théorème pour
les (ϕ, τ)-modules a été démontré récemment (voir [GL16] lorsque k est fini et [GP18] pour le
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cas général), c’est-à-dire que les (ϕ, τ)-modules étales sur Bτ,K proviennent par extension des
scalaires d’un (ϕ, τ)-module surconvergent sur B†τ,K .
La surconvergence des (ϕ,ΓK)-modules cyclotomiques a notamment permis à Berger [Ber02]
d’associer à toute représentation p-adique V un (ϕ,ΓK)-module sur l’anneau de Robba B
†
rig,K
constitué des séries A(T ) =
∑
k∈Z akT
k où la suite (ak) est une suite d’éléments de F ′ telle que la
série A(T ) converge sur une couronne bordée par le cercle unité (on ne suppose plus que la suite
(ak) est bornée), et d’obtenir et de retrouver les invariants Dcris et Dst associés à V via l’étude
de ce module. De plus, l’action infinitésimale de ΓK permet de munir ce (ϕ,ΓK)-module d’une
connexion ∇, dont l’étude poussée a permis à Berger de faire le lien avec les (ϕ,N)-modules
filtrés et de montrer comment caractériser les représentations potentiellement semi-stables à
partir de la connexion [Ber08].
On va dans cet article s’intéresser à des conséquences de la surconvergence des (ϕ, τ)-modules,
en montrant notamment qu’on peut adapter les constructions de Berger dans [Ber02] et [Ber08]
aux (ϕ, τ)-modules. Partant d’une représentation p-adique V de GK , la surconvergence des
(ϕ, τ)-modules permet, en tensorisant le (ϕ, τ)-module surconvergent avec l’anneau de Robba
B
†
τ,rig,K , d’associer à V un (ϕ, τ)-module D
†
τ,rig(V ), dont l’étude permet de retrouver les in-
variants Dcris et Dst associés à la représentation V . On pose B
†
τ,log,K = B
†
τ,rig,K [log(T )] et
D†τ,log(V ) = B
†
τ,log,K ⊗B†
τ,rig,K
D†τ,rig(V ). Si λ désigne l’élément défini dans [Kis06, 1.1.1] et si
prendre les invariants sous τ = 1 dans ce qui suit signifie que les éléments sont invariants sous
l’action de τ une fois qu’on a tensorisé par des B†τ,K-algèbres sur lesquelles l’action de τ est bien
définie, on a :
Théorème A. — Si V est une représentation p-adique de GK , alors
Dst(V ) = (D
†
τ,log(V )[1/λ])
τ=1 et Dcris(V ) = (D
†
τ,rig(V )[1/λ])
τ=1.
On dispose également d’isomorphismes de comparaison faisant le lien entre Dcris ou Dst et
D†τ,rig(V ) :
Théorème B. — Soit V une représentation p-adique de GK .
1. si V est semi-stable, alors
B
†
τ,log,K [1/λ] ⊗B†τ,K
D†τ (V ) = B
†
τ,log,K [1/λ] ⊗F Dst(V )
2. si V est cristalline, alors
B
†
τ,rig,K [1/λ] ⊗B†
τ,K
D†τ (V ) = B
†
τ,rig,K [1/λ] ⊗F Dcris(V ).
Si on souhaite attacher au (ϕ, τ)-module D†τ,rig(V ) une connexion, il semble naturel de consi-
dérer l’action infinitésimale de τZp , mais l’opérateur ainsi obtenu n’est pas défini sur D†τ,rig(V )
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mais sur un objet plus gros, puisque τ n’agit pas directement surD†τ,rig(V ). On va en fait montrer
qu’on peut renormaliser l’opérateur obtenu en une connexion N∇ qui a le bon goût de stabiliser
D†τ,rig(V ) et donc de lui conférer une structure de ϕ-module différentiel à connexion, ce qui
nous permet de définir la notion de (ϕ,N∇)-module sur B
†
τ,rig,K et de construire un foncteur
V 7→ D†τ,rig(V ) de la catégorie des représentations p-adiques de GK dans celle des (ϕ,N∇)-
modules sur B†τ,rig,K . L’avantage de considérer des (ϕ,N∇)-modules sur B
†
τ,rig,K plutôt que des
(ϕ, τ)-modules est que la connexion N∇ est déjà définie sur le ϕ-module, ce qui fait qu’on n’a pas
besoin de tensoriser par des Bτ,K-algèbres sur lesquelles l’action de τ peut être compliquée. Il y
a cependant plusieurs problèmes à travailler avec des (ϕ,N∇)-modules sur B
†
τ,rig,K. Le premier
problème est qu’on travaille avec des objets définis sur B†τ,rig,K , ce qui fait qu’on n’a pas de
bonne notion d’intégralité, là où les (ϕ, τ)-modules étaient au départ très liés aux modules de
Breuil-Kisin : si V est une représentation p-adique semi-stable à poids de Hodge-Tate négatifs,
alors le ϕ-module sous-jacent au (ϕ, τ)-module associé à V par la théorie de Caruso est en
fait engendré par un ϕ-module sur OF [[T ]][1/p] qui est exactement le module de Breuil-Kisin
associé à V par la théorie de Kisin [Kis06]. Le deuxième problème est qu’on peut avoir un
isomorphisme de (ϕ,N∇)-modules D
†
τ,rig(V ) = D
†
τ,rig(V
′) sans que V et V ′ soient isomorphes
en tant que représentations. En fait, la proposition 2.2.3 nous dit exactement quand cela peut
se produire : deux représentations p-adiques V, V ′ de GK sont telles que D
†
τ,rig(V ) = D
†
τ,rig(V
′)
en tant que (ϕ,N∇)-modules si, et seulement si, il existe un rang n ≥ 0 tel que V|GKn et V
′
|GKn
sont isomorphes en tant que représentations de GKn (ce qui semble raisonnable si on se rappelle
de l’opérateur N∇ provient de l’action infinitésimale de τZp).
Ensuite, en utilisant les (ϕ, τ)-modules différentiels à connexion, on peut généraliser les
constructions de Kisin dans [Kis06], en utilisant des démonstrations analogues à celles de
Berger dans [Ber08] pour les (ϕ,Γ)-modules, et associer à tout (ϕ,N,GM/K )-module filtré D
un (ϕ, τ)-module différentiel M(D), ce qui nous permet d’obtenir le résultat suivant :
Théorème C. — Le foncteur D 7→ M(D), de la catégorie des (ϕ,N,GM/K)-modules filtrés
dans la catégorie des (ϕ, τ)-modules différentiels sur B†τ,rig,K dont la connexion associée est
localement triviale, est une équivalence de catégories. De plus, le (ϕ,N,GM/K)-module filtré D
est admissible si et seulement si M(D) est étale.
Enfin, on s’intéresse aux représentations de E-hauteur finie (ce sont celles dont le (ϕ, τ)-
module associé admet un (ϕ, τ)-réseau sur OF [[T ]] et vérifient une condition technique sur le
conoyau du Frobenius), en montrant comment retrouver le théorème principal de [Gao19] à
partir des (ϕ,N∇)-modules :
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Théorème D. — Soit V une représentation p-adique de GK . Alors V est de E-hauteur finie
si, et seulement si, il existe n ≥ 0 tel que V|GKn est semi-stable à poids de Hodge-Tate négatifs.
On peut même montrer qu’un tel n est nécessairement borné par une constante ne dépendant
que deK. On montre également comment réinterpréter le fait d’être de E-hauteur finie en termes
de la connexion N∇ :
Théorème E. — Soit V une représentation p-adique. Alors V est de E-hauteur finie si et
seulement si D+τ,rig(V ) est unipotent.
On montre également comment passer du (ϕ, τ)-module associé à une représentation V et
relatif à une extension de Kummer donnée, au (ϕ, τ)-module associé à V mais relatif à une
autre extension de Kummer, en construisant un anneau Bτ,τ ′,K :
Théorème F. — Soit V une représentation p-adique de GK . Alors on a
Bτ,τ ′,K ⊗Bτ,K D(V ) = Bτ,τ ′,K ⊗Bτ ′,K D
′(V ).
De plus, on peut récupérer D(V ) en fonction de D′(V ) via la formule
D(V ) = (Bτ,τ ′,K ⊗Bτ ′,K D
′(V ))Hτ,K .
Plan de l’article. — Cet article comporte quatre chapitres, chacun divisé en plusieurs sec-
tions. Le premier chapitre est consacré à des rappels sur la théorie des (ϕ, τ)-modules de Caruso
et des anneaux de périodes associés, et à l’exposition de nombreux résultats concernant la théorie
des vecteurs localement analytiques dans le cadre des (ϕ, τ)-modules. Les vecteurs localement
analytiques ont été un ingrédient essentiel dans la démonstration de la surconvergence des (ϕ, τ)-
modules dans [GP18] et apportent un point de vue très utile pour étudier les (ϕ, τ)-modules
différentiels. On donne dans le deuxième chapitre la construction des (ϕ, τ)-modules différentiels
et (ϕ,N∇)-modules et on y montre les théorèmes A et B. Dans le troisième chapitre, on rappelle
les propriétés à connaître en ce qui concerne les (ϕ,N,GM/K)-modules filtrés et la théorie de
Kisin et on démontre le théorème C. Enfin, dans le quatrième et dernier chapitre, on s’intéresse
aux représentations de E-hauteur finie et on montre comment déduire des constructions du
chapitre 2 concernant les (ϕ,N∇)-modules les théorèmes D et E. On en profite également pour
donner une recette qui permet de passer du (ϕ, τ)-module associé à une représentation et relatif
à une extension de Kummer à son (ϕ, τ ′)-module relatif à une autre extension de Kummer, ce
qui est l’objet du théorème F, et on discute de la compatibilité de cette construction avec la
notion de E-hauteur.
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1. (ϕ, τ)-modules et vecteurs localement analytiques
1.1. Extensions de Kummer et (ϕ, τ)-modules. — Soit K un corps p-adique, c’est-à-
dire un corps de caractéristique 0, muni d’une valuation discrète pour lequel il est complet et
dont le corps résiduel est un corps parfait k de caractéristique p, i.e. K est une extension finie
totalement ramifiée de F =W (k)[1/p], où W (k) est l’anneau des vecteurs de Witt à coefficients
dans k.
Soit π0 = π une uniformisante de OK . On note aussi E(X) ∈ OF [X] le polynôme minimal de
π sur F qui est un polynôme d’Eisenstein, et on note e = [K : F ]. On fixe également une suite
compatible de racines pn-ièmes de π, c’est-à-dire une suite (πn)n≥0 telle que pour tout n ∈ N,
πpn+1 = πn. On pose Kn = K(πn) et K∞ =
⋃
n∈N Kn. On appelle extension de Kummer une
telle extension K∞/K. Les extensions Kn/K ne sont pas galoisiennes, en tout cas à partir du
moment où ζpn n’est pas dans K, et donc K∞/K n’est pas galoisienne. La clôture galoisienne de
K∞ est L = K∞ ·Kcycl. On note G∞ = Gal(L/K) et H∞ = GL = Gal(K/L), et Γ = Gal(L/K∞)
qui s’identifie à Gal(Kcycl/(K∞ ∩ Kcycl)) et donc aussi à un sous-groupe ouvert de Z×p . Pour
g ∈ GK et pour n ∈ N, il existe un unique élément cn(g) ∈ Z/pnZ tel que g(πn) = ζ
cn(g)
pn πn.
Comme cn+1(g) = cn(g) mod pn, la suite (cn(g)) définit donc un élément c(g) de Zp. De façon
équivalente, la suite (πn)n∈N définit un élément π˜ de l’anneau E˜+, et si g ∈ GK , il existe un
unique élément c(g) ∈ Zp tel que g(π˜) = εc(g)π˜.
L’application g 7→ c(g) est en fait un 1-cocycle (continu) de GK dans Zp(1), tel que c−1(0) =
Gal(K/K∞), et vérifie pour g, h ∈ Gal(K/K∞) :
c(gh) = c(g) + χcycl(g)c(h).
Par conséquent, si Zp ⋊ Z×p désigne le produit semi-direct de Zp par Z
×
p et où Z
×
p agit sur
Zp par multiplication, l’application g ∈ GK 7→ (c(g), χcycl(g)) ∈ Zp ⋊ Z×p est un morphisme de
groupes de noyau H∞. Le cocycle c se factorise à travers H∞, ce qui nous donne un cocycle
qu’on note toujours c : G∞ → Zp et qu’on appelle le cocycle de Kummer de l’extension K∞/K.
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Soit maintenant τ un générateur topologique de Gal(L/Kcycl) tel que c(τ) = 1 (c’est donc
l’élément correspondant à (1, 1) via l’isomorphisme g ∈ GL 7→ (c(g), χcycl(g)) ∈ Zp ⋊ Z×p ). La
relation entre τ et Γ est donnée par gτg−1 = τχcycl(g). On note également τn := τp
n
.
Le cas p = 2 est légèrement différent des autres et le résultat suivant montre pourquoi on
devra faire attention et parfois effectuer des modifications pour inclure ce cas de figure :
Proposition 1.1.1. — On a :
1. Si K∞ ∩Kcycl = K, Gal(L/K∞) et Gal(L/Kcycl) engendrent topologiquement G∞ ;
2. si K∞∩Kcycl 6= K, alors nécessairement p = 2 et dans ce cas Gal(L/K∞) et Gal(L/Kcycl)
engendrent un sous-groupe ouvert de G∞ d’indice 2.
En particulier, si p 6= 2, alors K∞ ∩Kcycl = K.
Démonstration. — Pour le premier point, voir [Liu08, Lemm. 5.1.2]. Pour le deuxième, voir
[Liu10, Prop. 4.1.5].
Pour bien faire la différence avec les anneaux définis dans le cadre cyclotomique, on mettra
en indice des anneaux relatifs à l’extension de Kummer un symbole τ . Il s’agit simplement
d’une notation, les anneaux ne dépendant pas du choix de l’élément τ mais uniquement de
l’extension de Kummer considérée. Ainsi, on notera HK = Gal(K/Kcycl) comme usuellement,
et Hτ,K = Gal(K/K∞) et, si A est une algèbre munie d’une action de GK , on pose AK = AHK
et Aτ,K = AHτ,K .
On définit E˜+ = lim
←−
x→xp
OCp = {(x
(0), x(1), . . . ) ∈ ONCp : (x
(n+1))p = x(n)} et on rappelle
que E˜+ est naturellement muni d’une structure d’anneau qui en fait un anneau parfait de
caractéristique p, complet pour la valuation vE définie par vE(x) = vp(x(0)). On note E˜ son
corps des fractions. La théorie du corps des normes (cf. [Win83]) permet d’associer à l’extension
K∞/K son corps des normes et de le plonger dans E˜. La famille (ζpn) et la famille (πn) définissent
chacune un élément de E˜+, qu’on notera respectivement ε et π˜. On pose u = ε − 1, et on
rappelle que vE(u) =
p
p−1 . L’image du plongement du corps des normes de K∞/K dans E˜
est alors Eτ,K := k((π˜)). Soit Eτ la clôture séparable de Eτ,K dans E˜. Comme Gal(K/K∞)
agit trivialement sur Eτ,K, tout élément de Gal(K/K∞) stabilise Eτ , ce qui nous donne un
morphisme Gal(K/K∞) → Gal(Eτ/Eτ,K). Par le théorème 3.2.2 de [Win83], c’est même un
isomorphisme.
On pose A˜ =W (E˜), A˜+ =W (E˜+), B˜ = A˜[1/p] et B˜+ = A˜+[1/p].
On définit maintenant un anneau Aτ,K à l’intérieur de A˜ de la façon suivante :
Aτ,K = {
∑
i∈Z
ai[π˜]i, ai ∈ OF lim
i→−∞
ai = 0}.
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Muni de la valuation p-adique vp(
∑
i∈Z ai[π˜]
i) = mini∈Z vp(ai), Aτ,K est un anneau de valuation
discrète qui admet Eτ,K comme corps résiduel. Si M/K est une extension finie, on note Eτ,M
l’extension de Eτ,K correspondant à M ·K∞/K∞ par la théorie du corps des normes.
Proposition 1.1.2. — Si M est une extension finie de K, alors Eτ,M est une extension sépa-
rable de Eτ,K et il existe une unique extension non ramifiée Bτ,M/Bτ,K , contenue dans A˜, de
corps résiduel Eτ,M et telle que Gal(Bτ,M/Bτ,K) ≃ Gal(Eτ,M/Eτ,K). On note Aτ,M son anneau
des entiers pour la valuation p-adique et on pose A+τ,M := A˜
+ ∩Aτ,M , B+τ,M := B˜
+ ∩Bτ,M .
Démonstration. — Comme B˜ est absolument non ramifié, et que Eτ,M/Eτ,K est séparable et
finie avec Eτ,M incluse dans le corps résiduel de B˜, il existe une unique extension Bτ,M de Bτ,K
(qui est donc automatiquement non ramifiée), contenue dans B˜, dont le corps résiduel est Eτ,M ,
et on a bien Gal(Bτ,MBτ,K) ≃ Gal(Eτ,M/Eτ,K) puisque l’extension est non ramifiée.
Comme Eτ =
⋃
M/F Eτ,M est la clôture séparable de Eτ,K , l’extension maximale non ramifiée
Bunrτ,K de Bτ,K dans B˜ est aussi la réunion des Bτ,M quand M parcourt les extensions finies de
K. On note alors Bτ l’adhérence de Bunrτ,K dans B˜ pour la topologie p-adique, et on note Aτ son
anneau des entiers (qui est aussi le complété de l’anneau des entiers de Bunrτ,K pour la topologie
p-adique). On a donc Aτ/pAτ = Eτ . Comme Bunrτ,K est stable sous l’action de GK∞ , c’est aussi
le cas de Bτ et on a Gal(Bunrτ,K/Bτ,M ) ≃ Gal(Eτ/Eτ,M ) ≃ Hτ,M := Gal(K/M ·K∞). Si M est
une extension finie de K, le théorème d’Ax-Sen-Tate (voir [Tat67, Thm. 1]) montre alors que
B
Hτ,M
τ = (Bunrτ )
HM = Bτ,M et donc que Aτ,M = AHτ,M .
Le Frobenius déduit de la fonctorialité des vecteurs de Witt sur B˜ définit par restriction des
endomorphismes de Aτ,K ,Bτ,K ,Aτ et Bτ , et envoie notamment [π˜] sur [π˜]p.
Soit A˜L = A˜H∞ (comme E˜L est parfait, on a aussi A˜L = W (E˜L)) et B˜L = A˜L[1/p]. Ces
anneaux sont munis d’un endomorphisme de Frobenius qui provient de celui sur B˜. On définit
également, pour r > 0, B˜†,r l’ensemble des éléments surconvergents de B˜ de rayon r, par
{
x =
∑
n≫−∞
pn[xn] tels que lim
k→+∞
vE(xk) +
pr
p− 1
k = +∞
}
et on note B˜† =
⋃
r>0 B˜
†,r l’ensemble des éléments surconvergents.
Définition 1.1.3. — On appelle (ϕ, τ)-module étale sur (Aτ,K , A˜L) (resp. (Bτ,K , B˜L)) tout
triplet (D,ϕD, G) où :
1. (D,ϕD) est un ϕ-module étale sur Aτ,K (resp. Bτ,K) ;
2. G est une action G∞-semi-linéaire de G∞ surM := A˜L⊗Aτ,KD (resp. surM := B˜L⊗Bτ,K
D) telle que G commute à ϕM := ϕA˜L ⊗ ϕD (resp. ϕM := ϕB˜L ⊗ ϕD), c’est-à-dire que
pour tout g ∈ G∞, gϕM = ϕMg ;
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3. en tant que sous Aτ,K-module de M , D ⊂MGal(L/K∞).
En particulier, si (D,ϕD, G) est un (ϕ, τ)-module étale sur (Aτ,K , A˜L), on définit V (D) :=
(A˜ ⊗
A˜L
D)ϕ=1 := (A˜ ⊗
A˜L
(A˜L ⊗Aτ,K D))
ϕ=1 comme la Zp-représentation de GK où GK agit
sur A˜L⊗Aτ,K D via G et GK agit diagonalement sur le produit tensoriel A˜⊗A˜L (A˜L⊗Aτ,K D).
Proposition 1.1.4. — Le foncteur qui à un (ϕ, τ)-module étale (D,ϕD, G∞) associe la Zp-
représentation de GK
V (D) := (A˜⊗
A˜L
M)ϕ=1,
induit une équivalence de catégories entre la catégorie des (ϕ, τ)-modules étales sur (Aτ,K , A˜L)
et celle des Zp-représentations de GK .
Démonstration. — Voir [GL16, Prop. 2.1.7].
La définition 1.1.3 n’est pas tout à fait la définition originale de Caruso mais celle de Gao et
Liu dans [GL16], qui a le bon goût d’être équivalente à celle de Caruso lorsque p 6= 2 via la
proposition précédente et de se généraliser au cas p = 2.
On rappelle au passage le résultat principal de [GP18] :
Théorème 1.1.5. — Soit V une représentation p-adique de GK , et soit D(V ) son (ϕ, τ)-
module associé sur (Bτ,K , B˜L), c’est-à-dire la donnée du ϕ-module D(V ) = (Bτ ⊗Qp V )
GK∞
et d’une action semi-linéaire de G∞ sur M(V ) = (B˜⊗Qp V )
GL .
Pour r ≥ 0, on définit D†,r(V ) = (B†,rτ ⊗Qp V )
GK∞ et M †,r(V ) = (B˜†,r ⊗Qp V )
GL .
Alors il existe r ≥ 0 tel qu’on ait
D(V ) = Bτ,K ⊗B†,r
τ,K
D†,r(V )
et
M(V ) = B˜L ⊗B˜†,r
L
M †,r(V ).
où B†,rτ,K = Bτ,K ∩ B˜
†,r.
Pour ce qu’on compte faire ensuite, on aura également besoin de savoir ce que devient le (ϕ, τ)-
module associé à la restriction d’une représentation V de GK à GM , où M est une extension
finie de K.
On pose M∞ := K∞ ·M , LM := L ·M et Hτ,M := Gal(K/M∞). Si V est une représentation
p-adique de GM , on peut définir D(V ) := (Bτ ⊗Qp V )
Hτ,M qui est naturellement muni d’une
structure de ϕ-module étale sur Bτ,M , et D˜(V ) := (B˜⊗Qp V )
GLM , qui est naturellement muni
d’une structure de ϕ-module étale sur B˜LM , muni d’une action de Gal(LM/M) qui commute à
l’action de ϕ.
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Définition 1.1.6. — On appelle (ϕ, τM )-module sur (Bτ,M , B˜LM ) la donnée d’un triplet
(D,ϕD,Gal(LM/M)),
où :
1. (D,ϕD) est un ϕ-module sur Bτ,M ;
2. Gal(LM/M) est une action Gal(LM/M)-semi-linéaire sur B˜LM de Gal(LM/M) sur D̂ :=
B˜LM ⊗Bτ,M D telle que cette action commute à ϕ := ϕB˜LM
⊗ ϕD ;
3. en tant que sous Bτ,M -module de D̂, on a D ⊂ D̂Hτ,M .
Si (D,ϕD,Gal(LM/M)) est un tel (ϕ, τM )-module, on définit V (D) := (Bτ ⊗Bτ,M D)
ϕ=1 et
V˜ (D) := (B˜⊗Bτ,M D)
ϕ=1 = (B˜⊗
B˜LM
D̂)ϕ=1.
Comme habituellement, un (ϕ, τM )-module est dit étale si le ϕ-module sous-jacent est étale.
Proposition 1.1.7. —
1. Les foncteurs D 7→ V (D) et V 7→ D(V ) sont quasi-inverses l’un de l’autre et induisent
une équivalence de catégories tannakiennes entre la catégorie des ϕ-modules étales sur
Bτ,M et celle des représentations p-adiques de GM∞ ;
2. V˜ (D)|GM∞ ≃ V (D) ;
3. Les foncteurs D 7→ V˜ (D) et V 7→ D˜(V ) sont quasi-inverses l’un de l’autre et induisent
une équivalence de catégories tannakiennes entre la catégorie des (ϕ, τM )-modules étales
sur (Bτ,M , B˜LM ) et celle des représentations p-adiques de GM .
Démonstration. — Le premier point est la proposition A.1.2.6 de [Fon90]. Le deuxième point
est une conséquence directe de [GL16, Lemm. 2.1.4] et de notre définition de (ϕ, τM )-module.
Pour le dernier point, on renvoie à la preuve de [GL16, Prop. 2.1.7].
Si on était parti au départ d’une représentation p-adique V de GK dont on a considéré la
restriction à GM , et si de plus on suppose que M∞/K∞ est galoisienne, alors (Bτ ⊗Qp V )
Hτ,M
est naturellement muni d’une action de Hτ,K/Hτ,M ≃ Gal(M∞/K∞). Comme de plus, (B˜⊗Qp
V )GL ⊂ (B˜⊗QpV )
GLM , l’action de GM/GLM en tant que sous-groupe de GK/GL sur (B˜⊗QpV )
GLM
coïncide avec celle de GM/GLM sur (B˜⊗Qp V|GM )
GLM . Ces considérations nous amènent à faire
la définition suivante :
Définition 1.1.8. — Si M/K est une extension galoisienne finie telle que M et K∞ soient
linéairement disjointes au-dessus de K, et si D = (D,ϕD,Gal(LM/M)) est un (ϕ, τM )-module
sur (Bτ,M , B˜LM ), on dit que D est muni d’une action de Gal(M/K) si GK agit sur D̂ :=
B˜LM ⊗Bτ,M D et si :
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1. D en tant que sous ensemble de D̂ est stable sous l’action de HK ⊂ GK ;
2. GLM agit trivialement sur D̂, et Hτ,M agit trivialement sur D ;
3. l’action de GM/GLM ⊂ GK/GL coïncide avec l’action de Gal(LM/M) sur D̂.
1.2. Vecteurs localement analytiques et pro-analytiques. — Soit G un groupe de Lie
p-adique et soitW uneQp-représentation de Banach de G. L’espaceW la des vecteurs localement
analytiques de W est défini dans [ST02a] et on va brièvement rappeler les définitions générales
ainsi que les propriétés des vecteurs localement analytiques qui seront nécessaires pour le reste
de l’article, en suivant la présentation de [BC16] et [Ber16].
On utilisera la notation multi-indice suivante : si c = (c1, · · · , cd) et si k = (k1, · · · , kd) ∈ Nd,
alors ck := (ck11 , · · · , c
kd
d ). On pose aussi k! = k1! × · · · × kd! et |k| = k1 + · · · kd. On note
également 1j le d-uplet (k1, · · · , kd) où ki = 0 si i 6= j et kj = 1.
On rappelle qu’un espace LB est un espace topologique localement convexe qui est limite
inductive d’une famille dénombrable d’espaces de Banach, et qu’un espace LF est un espace
topologique localement convexe qui est limite inductive d’une famille dénombrable d’espaces de
Fréchet.
Soit H un sous-groupe ouvert de G tel qu’il existe des coordonnées c1, · · · , cd : H → Zp
donnant lieu à une bijection analytique c : H → Zdp.
Définition 1.2.1. — On dit que x ∈ W est un vecteur H-analytique si l’application orbite
H →W donnée par g 7→ g(x) est analytique.
On dit que x ∈W est un vecteur localement analytique pour G si l’application orbite G→W
donnée par g 7→ g(x) est localement analytique, ou de façon équivalente, s’il existe un ouvert
H de G comme ci-dessus tel que x est H-analytique.
On note WH−an l’ensemble des vecteurs H-analytiques de W et W la l’ensemble des vecteurs
localement analytiques de W pour G.
Dans le cas particulier où U = Zdp ⊂ Q
d
p, l’ensemble des fonctions analytiques f : Z
d
p → W
s’identifie à l’ensemble des fonctions f : Zdp → W telles qu’il existe une suite (fk)k∈Nd avec
fk → 0 dans W , telle que f(x) =
∑
k∈Nd x
kfk pour tout x ∈ Zdp. L’espace des fonctions
analytiques Zdp → W s’injecte dans l’espace C
an(Zdp,W ), et est muni d’une norme || · || donnée
par ||f || = supk∈Nd ||fk|| qui en fait un espace de Banach.
De façon plus générale, si H est comme précédemment un sous-groupe ouvert de G tel qu’il
existe des coordonnées c1, · · · , cd : H → Zp donnant lieu à une bijection analytique c : H → Zdp,
et si w ∈ WH−an, alors il existe une suite (wk)k∈Nd avec wk → 0 dans W , telle que g(w) =∑
k∈Nd c(g)
kwk pour tout g dansH. De plus,WH−an s’injecte dans l’espace Can(H,W ). On peut
montrer (voir §10 et §12 de [Sch11]) que Can(H,W ) est naturellement muni d’une norme telle
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que, si || · ||H désigne la norme induite sur WH−an via l’injection Can(H,W ) et si w ∈WH−an,
alors ||w||H = supk∈Nd ||wk||. Cela fait de W
H−an un espace de Banach. La définition de W la
montre que W la = ∪HWH−an où H parcourt une suite de certains sous-groupes ouverts de G,
et on munit W la de la topologie de la limite inductive, ce qui fait de W la un espace LB.
Soient G,H deux groupes de Lie p-adiques et f : G → H un morphisme analytique de
groupes. Si W est une représentation de H, on peut aussi voir W comme une représentation de
G et on a directement le lemme suivant :
Lemme 1.2.2. — Si w est un vecteur localement analytique pour H alors c’est un vecteur
localement Qp-analytique pour G.
Lemme 1.2.3. — Soient W,X deux Qp-espaces de Banach et soit π :W → X une application
linéaire continue. Si f : G → W est une fonction localement analytique alors π ◦ f : G → X
est localement Qp-analytique.
Démonstration. — Voir [BC16, Lemm. 2.2].
Proposition 1.2.4. — Soit B un G-anneau de Banach et soitW un B-module libre de type fini
muni d’une action compatible de G. Si W admet une base w1, · · · , wd dans laquelle g 7→ Mat(g)
est une fonction analytique G→ GLd(B) ⊂Md(B), alors
1. WH−an = ⊕dj=1B
H−an · wj si H est un sous-groupe ouvert de G.
2. W la = ⊕dj=1B
la · wj.
Démonstration. — Voir [BC16, Prop. 2.3].
Soit W un espace de Fréchet, dont la topologie est définie par une suite (pi)i≥1 de semi-
normes. On note Wi la complétion de W pour pi, de telle sorte que W = lim←−i≥1 Wi. L’espace
W la peut en fait être défini si W est un espace de Fréchet (voir [Eme17] par exemple), mais en
général l’objet obtenu est trop petit, et on fait donc comme dans [Ber16, Déf. 2.3] la définition
suivante :
Définition 1.2.5. — Si W = lim
←−i≥1
Wi est une représentation de Fréchet de G, on dit que
w ∈ W est pro-analytique si son image πi(w) dans Wi est localement analytique pour tout i.
On note W pa l’ensemble de ces vecteurs.
On étend la définition de W la et W pa aux cas où W est respectivement un espace LB et
un espace LF. Remarquons que si W est LB, alors W la = W pa. Si W est un espace LF, alors
W la ⊂W pa mais W pa est en général plus gros.
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Proposition 1.2.6. — Soit B un G-anneau de Fréchet et soit W un B-module libre de type fini
muni d’une action compatible de G. Si W admet une base w1, · · · , wd dans laquelle g 7→Mat(g)
est une fonction pro-analytique G→ GLd(B) ⊂Md(B), alors W pa = ⊕dj=1B
pa · wj .
Démonstration. — Si w ∈W , on peut écrire w =
∑d
j=1 bjwj avec bj ∈ B. Si w ∈W
pa et i ≥ 1,
alors πi(bj) ∈ Blai pour tout i par la proposition 1.2.4 et donc bj ∈ B
pa.
Remarque 1.2.7. — Il est souvent pratique de pouvoir travailler avec une suite de sous-
groupes (Gn)n≥1 de G telle que G1 est un sous-groupe compact ouvert de G, Gn = G
pn−1
1
et Gn est un sous-groupe de G1 tel qu’il existe des coordonnées locales ci : G1 → Zp telles que
c(Gn) = (pnZp)d. On peut toujours trouver un tel sous-groupe puisqu’il suffit de se donner un
sous-groupe compact ouvert G0 de G qui est p-valué et saturé (voir [Sch11, §23,§26 et §27]
pour la définition et l’existence d’un tel sous-groupe), et de poser Gn = G
pn
0 .
Si on dispose d’une suite de sous-groupes (Gn)n≥1 vérifiant les conditions exposées dans la
remarque 1.2.7, et si w ∈W la, alors il existe n ≥ 1 tel que w ∈WGn−an et on peut écrire g(w) =∑
k∈Nd c(g)
kwk si g ∈ Gn, où (wk)k∈Nd est une suite de W telle que p
n|k|wk → 0. On pose
alors ||w||Gn = supk∈Nd ||p
n|k| ·wk||. Cette norme coïncide avec celle qu’on déduit de l’inclusion
WGn−an → Can(Gn,W ). Par le corollaire 3.3.6 de [Eme17], l’inclusion (WGn−an)Gn−an →
WGn−an est un isomorphisme topologique. En particulier, si w ∈WGn−an, alors wk ∈WGn−an
pour tout k ∈ Nd. Comme conséquence directe des définitions, on dispose du lemme et de la
proposition suivants :
Lemme 1.2.8. — Si w ∈WGn−an, alors
1. w ∈WGm−an pour tout m ≥ n.
2. ||w||Gm+1 ≤ ||w||Gm si m ≥ n.
3. ||w||Gm = ||w|| si m≫ 0.
Proposition 1.2.9. — L’espace WGn−an, muni de || · ||Gn , est un espace de Banach.
Lemme 1.2.10. — Si W est un anneau tel que ||xy|| ≤ ||x|| · ||y|| alors WH−an est aussi un
anneau et ||xy||H ≤ ||x||H · ||y||H pour x, y ∈WH−an. Si de plus, w ∈W×∩W la, alors 1w ∈W
la.
En particulier, si W est un corps, alors W la est aussi un corps.
Démonstration. — C’est exactement ce que montre la preuve du lemme 2.5 de [BC16]. Ce-
pendant, l’énoncé du lemme 2.5 d’ibid. ne prétend pas montrer que si w ∈ W× ∩W la, alors
1
w ∈W
la, et on en redonne donc la preuve ici.
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Soit w ∈WGn−an \ {0} avec g(w) =
∑
k∈Nd c(g)
kwk. On a alors
1
g(w)
=
1
w +
∑
k 6=0 c(g)kwk
=
1
w
·
1
1 +
∑
k 6=0 c(g)k · wk/w
.
En particulier, 1/w ∈WGm−an dès quem ≥ n est assez grand pour que supk 6=0 ||p
m|k| ·wk/w|| <
1 de sorte que g(1/w) =
∑
j≥0(−1)
j
(∑
k 6=0 c(g)
kwk/w
)j
/w.
Lemme 1.2.11. — Si D ∈ Lie(G) et n ≥ 1, alors D(WGn−an) ⊂ WGn−an et il existe une
constante CD telle que ||D(x)||Gn ≤ CD||x||Gn pour x ∈W
Gn−an.
Démonstration. — Voir [ST02b, Prop. 3.2].
Pour finir, on s’intéressera dans cet article au cas particulier où le groupe de Lie p-adique G
sera égal à G∞, et on va donc introduire des notations spécifiques à ce cas de figure.
Définition 1.2.12. — Si W est une représentation de G∞, on note W τ=1 et W γ=1 pour
respectivement WGal(L/Kcycl)=1 et WGal(L/K∞)=1, et on note
W τ−la, W τn−an, W γ−la,
pour respectivement
WGal(L/Kcycl)−la, WGal(L/Kcycl(πn))−la, WGal(L/K∞)−la.
SiW est une représentation G∞-localement analytique, on définit les opérateurs de dérivation,
respectivement dans la direction τ et la direction cyclotomique, par
∇τ :=
log τp
n
pn
pour n≫ 0
et
∇γ :=
log g
logp(χcycl(g))
pour g ∈ Gal(L/K∞) assez proche de 1.
Remarque 1.2.13. — Contrairement à ce que la notation pourrait indiquer, γ n’est pas un
élément de Gal(L/K∞). Dans le cas où Gal(L/K∞) est pro-cyclique (et donc en particulier
lorsque p 6= 2), on peut en fait montrer qu’on peut choisir un générateur topologique γ de
Gal(L/K∞) et que les notations sont alors cohérentes avec ce choix. La notation n’est donc
ambigüe que pour p = 2, néanmoins on fait ce choix par souci de simplifier les notations.
Si W est une représentation de G∞ et si W ′ = W γ=1, on appellera vecteurs localement
analytiques de W ′ (relativement à K∞/K) et on notera (W ′)la les éléments de (W la)γ=1 =
W τ−la,γ=1.
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1.3. Anneaux de périodes et vecteurs localement analytiques. — Dans cette section,
on va définir certains anneaux de périodes qui seront utiles par la suite et on va redonner certains
résultats concernant la structure des vecteurs localement analytiques et pro-analytiques dans
certains modules et anneaux de périodes.
Si r ≥ 0, on définit une valuation V (·, r) sur B˜+[ 1
[π˜]
] en posant
V (x, r) = inf
k∈Z
(k +
p− 1
pr
vE(xk))
pour x =
∑
k≫−∞ p
k[xk]. Si maintenant I est un sous-intervalle fermé de [0;+∞[, on pose
V (x, I) = infr∈I V (x, r). On définit alors l’anneau B˜I comme le complété de B˜+[1/[π˜]] pour la
valuation V (·, I) si 0 6∈ I, et comme le complété de B˜+ pour V (·, I) si I = [0; r]. On notera B˜†,rrig
pour B˜[r,+∞[ et B˜+rig pour B˜
[0,+∞[. On définit également B˜†rig =
⋃
r≥0 B˜
†,r
rig.
Soit I un sous-intervalle de ]1,+∞[ ou tel que 0 ∈ I. Soit f(Y ) =
∑
k∈Z akY
k une série
formelle telle que ak ∈ F et vp(ak)+
p−1
pe k/ρ→ +∞ quand |k| → +∞ pour tout ρ ∈ I. La série
f([π˜]) converge dans B˜I et on note BIτ,K l’ensemble des f([π˜]) avec f comme précédemment.
C’est un sous-anneau de B˜Iτ,K . Le Frobenius définit une application ϕ : B
I
τ,K → B
pI
τ,K . Si
m ≥ 0, alors ϕ−m(Bp
mI
τ,K ) ⊂ B˜
I
K et on note B
I
τ,K,m = ϕ
−m(Bp
mI
τ,K ), de telle sorte qu’on ait
BIτ,K,m ⊂ B
I
τ,K,m+1 pour tout m ≥ 0.
On notera aussi B†,rτ,rig,K pour B
[r;+∞[
τ,K . C’est un sous-anneau de B
[r;s]
τ,K pour tout s ≥ r et
on note B†,rτ,K l’ensemble des f(u) ∈ B
†,r
τ,rig,K tels que la suite (ak)k∈Z soit de plus bornée. Soit
B
†
τ,K = ∪r≫0B
†,r
τ,K . C’est un corps Hensélien (voir [M
+95, §2]) dont le corps résiduel est Eτ,K.
On note BIτ,K,m = ϕ
−m(Bp
mI
τ,K ) et B
I
τ,K,∞ = ∪m≥0B
I
τ,K,m et donc en particulier B
I
τ,K,m ⊂ B˜
I
K .
Pour M extension finie de K, il existe par la théorie du corps des normes une extension
séparable Eτ,M/Eτ,K de degré [M∞ : K∞]. Comme B
†
τ,K est Hensélien, il existe une unique
extension finie non ramifiée B†τ,M/B
†
τ,K de degré f = [M∞ : K∞] de corps résiduel Eτ,M (voir
[M+95]). Il existe par conséquent r(M) > 0 et des éléments x1, · · · xf ∈ B
†,r(M)
τ,M tels que
B
†,s
τ,M = ⊕
f
i=1B
†,s
τ,K ·xi pour tout s ≥ r(M). Si r(M) ≤ min(I), on pose alors B
I
τ,M la complétion
de B†,r(M)τ,M pour V (·, I), de telle sorte que B
I
τ,M = ⊕
f
i=1B
I
τ,K · xi.
On rappelle que Berger a construit dans [Ber02, § 2.4] un anneau B˜†log, qui est à B˜
†
rig ce
que Bst est à Bcris, en posant B˜
†,r
log := B˜
†,r
rig[log[π˜]] pour r ≥ 0, et en définissant alors B˜
†
log :=⋃
r≥0 B˜
†,r
log (on renvoie à [Ber02, Prop. 2.24] pour la construction de l’application log). On définit
également un opérateur de monodromie N sur B˜†log par
N(
n∑
i=0
ai log[π˜]i) = −
n∑
i=1
iai log[π˜]i−1.
Proposition 1.3.1. — L’opérateur de monodromie N vérifie
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1. gN = Ng pour tout g ∈ GK ;
2. Nϕ = pϕN .
Démonstration. — Voir [Fon94a, 3.2.3].
On pose B˜†τ,log,K := B˜
†
τ,rig,K [log[π˜]] = (B˜
†
log)
Hτ,K . On définit également un anneauB†τ,log,K , en
posant B†τ,log,K = B
†
τ,rig,K [log[π˜]]. Cet anneau est stable sous l’action de ϕ puisque ϕ(log[π˜]) =
p · log[π˜] par définition, et est un sous-anneau de B˜†log. On définit également un anneau B
†,r
τ,log,K
par B†,rτ,log,K = B
†,r
τ,rig,K [log[π˜]]. Comme le Frobenius induit une bijection de B˜
†,r
rig,K sur B˜
†,pr
rig,K , il
induit également une bijection de B˜†,rτ,log,K sur B˜
†,pr
τ,log,K .
En particulier, ϕ(B˜†,rτ,log,K) ⊂ B˜
†,pr
τ,log,K . On définit alors
B
†,r
τ,log,K,n = ϕ
−n(B†,p
nr
τ,log,K,n)
et
B
†,r
τ,log,K,∞ =
⋃
n≥0
B
†,r
τ,log,K,n,
qui sont des sous-anneaux de B˜†,rτ,log,K . On notera respectivement B
+
τ,rig,K , B
+
τ,log,K et B˜
+
log pour
B
†,0
τ,rig,K , B
†,0
τ,log,K et B˜
†,0
log.
On va maintenant redonner certains résultats concernant les vecteurs localement analytiques
et pro-analytiques dans les anneaux de périodes B˜IL, ainsi que certaines conséquences de la
surconvergence des (ϕ, τ)-modules. Pour I un sous-intervalle de [0;+∞), on définit D˜IL(V ) par
D˜IL(V ) = (B˜
I ⊗Qp V )
GL . Pour k ≥ 1, on pose rk = pk−1(p− 1).
Théorème 1.3.2. — Soit I = [rℓ; rk] ou I = [0, rk], et soit m ≥ m0 avec m0 comme dans
[GP18, Lemm. 3.4.2]. Alors on a :
1. (B˜IL)
τm+k−an,γ=1 ⊂ BIτ,K,m pour m ≥ m0 ;
2. (B˜IL)
τ−la,γ=1 = BIτ,K,∞ ;
3. (B˜†,rℓτ,rig,L)
τ−pa,γ=1 = B†,rℓτ,rig,K,∞.
Démonstration. — Voir [GP18, Thm. 3.4.4].
Proposition 1.3.3. — On a (B˜†,rτ,log,K)
pa = B†,rτ,log,K,∞.
Démonstration. — Le calcul des vecteurs pro-analytiques dans B˜†,rτ,rig,K est donné par le
théorème 1.3.2 et nous dit que (B˜†,rrig,K)
pa = B†,rτ,rig,K,∞. Remarquons également que log[π˜] ∈
(B˜†,rτ,log,K)
pa, puisque log[π˜] est invariant sous l’action de γ et qu’on a τk(log[π˜]) = kt+ log[π˜].
Si maintenant x ∈ (B˜†,rτ,log,K)
pa, on peut écrire x =
∑n
k=0 xk log[π˜]
k. Comme
N : B˜†,rτ,log,K → B˜
†,r
τ,log,K
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est une application B˜†,rrig,K-linéaire continue, le lemme 1.2.3 montre que N(x) ∈ (B˜
†,r
τ,log,K)
pa. En
itérant n fois l’opérateur N , on trouve que xn ∈ (B˜
†,r
τ,log,K)
pa. Comme log[π˜] ∈ (B˜†,rτ,log,K)
pa, on
en déduit que x−xn log[π˜]n ∈ (B˜
†,r
τ,log,K)
pa. En appliquant le même résultat à x−xn log[π˜]n, on
en déduit que xn−1 est aussi dans (B˜
†,r
τ,log,K)
pa, et par récurrence descendante sur k ∈ {0, · · · , n},
on en déduit que chacun des xk appartient à (B˜
†,r
rig,K)
pa. Comme (B˜†,rrig,K)
pa = B†,rτ,rig,K,∞, on en
déduit le résultat.
La surconvergence des (ϕ, τ)-modules a également plusieurs conséquences intéressantes qui
vont nous être utiles par la suite :
Lemme 1.3.4. — Soit V une représentation p-adique de GK et soit D†τ (V ) := (B
†
τ ⊗ V )
HK le
ϕ-module surconvergent associé, et soit r ≥ 0 tel que D†τ (V ) = B
†
τ,K ⊗B†,r
τ,K
((B†,rτ ⊗Qp V )
HK ).
Alors pour tout intervalle I compact tel que r ≤ min(I), les éléments de D†τ (V ) et D
†
τ,rig(V ),
vus comme des éléments de D˜IL(V ) sont des vecteurs localement analytiques pour G∞.
Démonstration. — On définit D˜†,rrig,L(V ) par
D˜†,rrig,L(V ) = (B˜
†,r
rig ⊗Qp V )
GL .
Dans la démonstration de [GP18, Thm. 6.2.6], les modules D†τ (V ) et D
†
τ,rig(V ) sont construits
comme des sous-objets de D˜†rig,L(V )
pa, de sorte que
D†,rτ (V ) ⊂ D
†,r
τ,rig(V ) ⊂ D˜
†,r
rig,L(V )
pa ⊂ D˜
[r;s]
L (V )
la
pour s ≥ r, ce qui montre le résultat.
On va maintenant s’intéresser à des conséquences de la démonstration de la surconvergence
des (ϕ, τ)-modules et principalement concernant un certain élément bγ ∈ A˜+L (c’est le t de
[Liu08, Exemple 3.2.3]) qu’on définit par bγ := tpλ , où t est le t usuel en théorie de Hodge
p-adique et λ =
∏
n≥0 ϕ
n(E([π˜])/E(0)) ∈ B+τ,rig,K est l’élément défini dans [Kis06, 1.1.1]. On
rappelle que, par [GP18, Lemm. 5.1.1], si I est un sous-intervalle de R avec min(I) assez grand,
alors bγ ∈ (B˜IL)
la. La surconvergence des (ϕ, τ)-modules nous permet de montrer des résultats
plus précis concernant cet élément, et d’obtenir la conséquence suivante :
Proposition 1.3.5. — On a t ∈ λ ·B†τ,L.
Démonstration. — Soit V = Qp(−1) comme représentation de GK . La surconvergence des
(ϕ, τ)-modules montre en particulier que le (ϕ, τ)-module associé à V est surconvergent, et
donc (B†τ ⊗Qp V )
Hτ,K est de dimension 1. En particulier, (B†τ ⊗Qp V )
Hτ,K est engendré par un
élément de la forme z ⊗ a 6= 0, et, quitte à diviser par un élément de Q×p , on peut supposer
que a = 1. Il existe donc z ∈ B†τ , z 6= 0, tel que, pour tout g ∈ Hτ,K , g(z) = χ(g)z. On en
déduit donc que z est invariant sous l’action de K∞ · Kcycl = L, et donc z ∈ B
†
τ,L. On fixe
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désormais un r > 0 tel que z ∈ B†,rτ,L et tel que 1/bγ ∈ B˜
†,r
L . Le lemme 1.3.4 montre que z ⊗ 1
est pro-analytique pour Gal(L/K), et donc z ∈ (B˜†,rrig,L)
pa.
Or, si γ est un générateur topologique de Gal(L/K∞), on a γ(bγ) = χ(γ)bγ , de sorte que
z/bγ ∈ B˜
I
L est invariant sous γ. De plus, z et 1/bγ étant des vecteurs pro-analytiques de
B˜
†,r
rig,L, c’est encore le cas de z/bγ . En particulier, on en déduit que z/bγ ∈ (B˜
†,r
rig,L)
pa,γ=1.
Or (B˜†,rrig,L)
pa,γ=1 = B†,rτ,rig,K,∞ par la proposition 1.3.2, de sorte que z/bγ ∈ B
†,r
τ,rig,K,∞.
Il existe donc un entier n tel que z/bγ ∈ ϕ−n(B
†,pnr
τ,rig,K), et donc ϕ
n(z/bγ) ∈ B
†,pnr
τ,rig,K . Mais
z et bγ sont des éléments bornés, appartenant à B˜
†
L et B˜
†
L ∩ B
†,pnr
τ,rig,K = B
†,pnr
τ,K , de sorte que
ϕn(z/bγ) ∈ B
†
τ,K . Comme bγ =
t
pλ , on en déduit que ϕ
n(t) = pnt ∈ ϕn(λ) · B†τ,L, et comme
ϕn(λ) = 1∏n−1
k=0
ϕk(E([π˜])/E(0)
· λ, on a bien t ∈ λ ·B†τ,L.
En particulier, bγ ∈ B
†
τ,L ⊂ B
†
τ , et donc on dispose d’un moyen très simple pour passer du
(ϕ, τ)-module d’une certaine représentation p-adique V de GK à sa tordue V (d) pour un certain
entier d. On rappelle que V (d) est la représentation p-adique de GK telle que V (d) = V en tant
que Qp-espaces vectoriels, et si x ∈ V (d) et g ∈ GK , alors g · x = χcycl(g)d(g · x)V , où (g · x)V
désigne l’élément g · x dans V .
Proposition 1.3.6. — Si V est une représentation p-adique de GK , si d est un entier relatif
et si D(V ) désigne le (ϕ, τ)-module associé à V , alors
D(V (−d)) = bdγ ·D(V ).
Démonstration. — C’est une conséquence directe de la proposition 1.3.5, puisque si (e1, · · · , en)
est une base du ϕ-module associé à V , alors (bdγe1, · · · , b
d
γen) est bien une base du ϕ-module
associé à V (−d) puisque bγ ∈ Bτ .
Kisin montre dans [Kis06] que les représentations semi-stables à poids de Hodge-Tate négatifs
sont de E-hauteur finie, et donc a fortiori de hauteur finie, c’est-à-dire que si V est semi-stable
à poids de Hodge-Tate négatifs, alors le ϕ-module sous-jacent au (ϕ, τ)-module Dτ (V ) est
engendré par un ϕ-module étale sur B+τ,K . Les propositions 1.3.6 et 1.3.5 montrent donc que,
étant donné une représentation semi-stable V quelconque de GK , il existe h(V ) ≥ 0 tel que
b
h(V )
γ est engendré par un un (ϕ, τ)-module étale D+ sur B+τ,K . En particulier, si rb est tel que
b−1γ ∈ B˜
†,rb , alors toute représentation semi-stable est surconvergente de rayon ≤ rb.
2. (ϕ, τ)-modules différentiels
2.1. Les invariants Dcris et Dst. — Soient
D†τ,rig(V ) = B
†
τ,rig,K ⊗B†
τ,K
D†τ (V ) et D
†
τ,log(V ) = B
†
τ,log,K ⊗B†
τ,K
D†τ (V ).
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Le théorème 1.1.5 montre que D†τ,rig(V ) et D
†
τ,log(V ) sont respectivement des B
†
τ,rig,K- et
B
†
τ,log,K-modules libres de rang d = dimQp(V ). Le but de cette partie est de montrer comment
récupérer Dcris(V ) et Dst(V ) à partir de ces modules.
Dans le cas particulier où V est semi-stable à poids négatifs, Kisin a montré que D+τ (V ) =
(B+τ ⊗Qp V )
Hτ,K est un B+τ,K-module libre de rang d, et on verra qu’on peut récupérer Dst(V )
à partir de D+τ,log(V ) = B
+
τ,log,K ⊗B+τ,K
D+τ (V ).
On va voir besoin pour la suite de certains résultats de la partie 3.2 de [Ber02], qu’on va
maintenant rappeler.
On rappelle que (voir par exemple la discussion précédant [Ber02, Prop. 3.4]), si on pose
D+st(V ) = (B
+
st ⊗Qp V )
GK , alors D+st(V ) = (B˜
+
log ⊗Qp V )
GK . De plus, si V est à poids de Hodge-
Tate négatifs, alors D+st(V ) = Dst(V ), et dans le cas général, on a Dst(V ) = t
−dD+st(V (−d))
pour d assez grand.
Proposition 2.1.1. — Si V est une représentation p-adique, alors (B˜†log ⊗Qp V )
GK est un
F -espace vectoriel de dimension finie, et le morphisme induit par l’inclusion de B˜+log dans B˜
†
log
D+st(V )→ (B˜
†
log ⊗Qp V )
GK
est un isomorphisme de (ϕ,N)-modules.
Démonstration. — Voir [Ber02, Prop. 3.4].
En particulier, une représentation V à poids négatifs est semi-stable si et seulement si elle
est B˜†log-admissible, et elle est cristalline si et seulement si elle est B˜
†
rig-admissible puisque ses
périodes sont tuées par N . Si les poids de Hodge-Tate de V ne sont pas négatifs, on peut tordre
V et on en déduit alors que V est semi-stable si et seulement si elle est B˜†log[1/t]-admissible et
elle est cristalline si et seulement si elle est B˜†rig[1/t]-admissible.
On se propose maintenant de faire le lien entre D†τ,rig(V ) et les invariants Dcris(V ) et Dst(V ).
Pour simplifier les notations, on notera (D†τ,log(V )[1/λ])
τ=1 (resp. (D†τ,rig(V )[1/λ])
τ=1) les élé-
ments de D†τ,log(V )[1/λ] (resp. D
†
τ,rig(V )[1/λ]) qui sont invariants sous l’action de τ en tant
qu’éléments de (B˜†log ⊗B†
τ,log
D†τ,log(V ))[1/λ] (resp. (B˜
†
rig ⊗B†τ,rig
D†τ,rig(V ))[1/λ]) via l’identifi-
cation x 7→ 1 ⊗ x. Remarquons en fait que, comme les éléments de B†τ,log,K , de B
†
τ,rig,K et
de D†τ (V ) sont invariants sous l’action de Hτ,K, les éléments de (D
†
τ,log(V )[1/λ])
τ=1 (resp.
(D†τ,rig(V )[1/λ])
τ=1) sont, considérés en tant qu’éléments de (B˜†log ⊗B†τ,log
D†τ,log(V ))[1/λ] (resp.
(B˜†rig ⊗B†τ,rig
D†τ,rig(V ))[1/λ]), à la fois invariants par τ et par Hτ,K donc par GK .
Théorème 2.1.2. — Si V est une représentation p-adique, alors
Dst(V ) = (D
†
τ,log(V )[1/λ])
τ=1 et Dcris(V ) = (D
†
τ,rig(V )[1/λ])
τ=1.
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Si de plus, V est semi-stable (resp. cristalline) à poids négatifs, alors
Dst(V ) = (D+τ,log(V ))
τ=1 (resp. Dcris(V ) = (D+τ,rig(V ))
τ=1).
Démonstration. — On a D†τ,log(V )[1/λ] ⊂ B˜
†
log[1/λ] ⊗Qp V et D
†
τ,rig(V )[1/λ] ⊂ B˜
†
rig[1/λ] ⊗Qp
V . Comme inverser λ dans B˜†rig revient à inverser t puisque λ/t ∈ B˜
†, on en déduit
que (D†τ,log(V )[1/λ])
τ=1 = (D†τ,log(V )[1/λ])
GK est inclus dans Dst(V ), et de même que
(D†τ,rig(V )[1/λ])
τ=1 = (D†τ,rig(V )[1/λ])
GK est inclus dans Dcris(V ).
On va maintenant montrer que Dst ⊂ (D
†
τ,log(V )[1/λ])
τ=1 et on va également montrer que
Dcris ⊂ (D
†
τ,rig(V )[1/λ])
τ=1. On va en fait se contenter de démontrer le premier point, le
deuxième s’en déduisant en faisant N = 0. Dans un premier temps, on va supposer que V
est à poids négatifs, de sorte que Dst(V ) = (B˜
†
log ⊗Qp V )
GK par la proposition 2.1.1. De
plus, comme D†τ (V ) a la bonne dimension, on a (B˜
†
log ⊗Qp V )
Hτ,K = B˜†τ,log,K ⊗B†τ,K
D†τ (V ).
On en déduit donc que Dst(V ) = (B˜
†
τ,log,K ⊗B†τ,K
D†τ (V ))
τ=1. Or GK agit trivialement sur
Dst(V ), ce qui fait que Dst(V ) est constitué de vecteurs localement analytiques. En particulier,
(B˜†τ,log,K⊗B†τ,K
D†τ (V ))
τ=1 est constitué de vecteurs localement analytiques (ou pro-analytiques)
de B˜†τ,log,K ⊗B†
τ,K
D†τ (V ) invariants par τ . Mais le lemme 1.2.4 montre que (B˜
†
τ,log,K ⊗B†
τ,K
D†τ (V ))
pa = (B˜†τ,log,K)
pa ⊗
B
†
τ,K
D†τ (V ). Le calcul des vecteurs pro-analytiques de B˜
†
τ,log,K ef-
fectué en 1.3.3 montre que (B˜†,rτ,log,K)
pa = B†,rτ,log,K,∞. En particulier, il existe un entier n
et une base (e1, · · · , ed) de D†τ (V ) tels que Dst(V ) = (⊕
d
i=1B
†,r
τ,log,K,n · ei)
τ=1. Mais comme
ϕ : Dst(V ) → Dst(V ) est bijective et commute à l’action de Galois, on en déduit que
ϕn(Dst(V )) = Dst(V ) et donc que Dst(V ) = (⊕di=1B
†,pnr
τ,log,K · ϕ
n(ei))τ=1, ce qui montre que
Dst(V ) ⊂ (D
†
τ,log(V )[1/λ])
τ=1.
Ce qu’on vient de faire montre que, si d est assez grand, on a l’inclusion Dst(V (−d)) ⊂
(D†τ,log(V (−d))[1/λ])
τ=1 . On a D†τ,log(V (−d)) =
td
λd
D†τ,log(V ) par la proposition 1.3.6 et on a
aussi Dst(V (−d)) = tdDst(V ). On a donc D
†
τ,log(V (−d))[1/λ] ⊂ t
dD†τ,log(V )[1/λ], et donc
Dst(V (−d)) ⊂ (D
†
τ,log(V (−d))[1/λ])
τ=1 ⊂ (tdD†τ,log(V )[1/λ])
τ=1 = td(D†τ,log(V )[1/λ])
τ=1
puisque t est invariant sous τ . Comme Dst(V (−d)) = tdDst(V ), on obtient alors
Dst(V ) = t−dDst(V (−d)) ⊂ t−dtd(D
†
τ,log(V )[1/λ])
τ=1 = (D†τ,log(V )[1/λ])
τ=1.
On en déduit donc le résultat pour V quelconque.
Dans le cas où V est semi-stable à poids négatifs, on sait que D+τ (V ) est un B
+
τ,K-module libre
de rang d et que Dst(V ) = D+st(V ) = (B˜
+
log ⊗Qp V )
GK . Comme D+τ,log(V ) ⊂ (B˜
+
log ⊗Qp V ), on
en déduit en prenant les invariants sous GK que (D+τ,log(V ))
τ=1 est inclus dans Dst(V ). Comme
D+τ (V ) a la bonne dimension, on a (B˜
+
log ⊗Qp V )
Hτ,K = B˜+τ,log,K ⊗B+
τ,K
D+τ (V ). On en déduit
(ϕ, τ)-MODULES DIFFÉRENTIELS ET REPRÉSENTATIONS POTENTIELLEMENT SEMI-STABLES 21
donc que Dst(V ) = (B˜+τ,log,K ⊗B+τ,K
D+τ (V ))
τ=1, et la même preuve que précédemment montre
alors que Dst(V ) ⊂ (D+τ,log(V ))
τ=1. Là encore, le cas cristallin s’en déduit en faisant N = 0.
Proposition 2.1.3. — On a les isomorphismes de comparaison suivants :
1. si V est semi-stable, alors
B
†
τ,log,K [1/λ] ⊗B†τ,K
D†τ (V ) = B
†
τ,log,K [1/λ] ⊗F Dst(V );
2. si V est cristalline, alors
B
†
τ,rig,K [1/λ] ⊗B†τ,K
D†τ (V ) = B
†
τ,rig,K [1/λ] ⊗F Dcris(V ).
Démonstration. — Là aussi, montrer le cas semi-stable suffit puisqu’on obtient le cas cristallin
en faisant N = 0. Par la proposition 2.1.2, on a Dst(V ) = (D
†
τ,log(V )[1/λ])
τ=1, donc a fortiori
Dst(V ) ⊂ D
†
τ,log(V )[1/λ] ⊂ B˜
†
τ,log,K [1/λ]⊗B†
τ,K
D†τ (V ). Réciproquement, [Ber02, Prop. 3.5] nous
dit que comme V est semi-stable, B˜†log[1/t]⊗FDst(V ) = B˜
†
log[1/t]⊗Qp V , et donc puisqu’inverser
t dans B˜†log revient à inverser λ et que D
†
τ (V ) ⊂ D
†
τ,log(V ) ⊂ B˜
†
log[1/λ] ⊗Qp V , on en déduit en
prenant les invariants sous Hτ,K que D
†
τ,log(V ) ⊂ (B˜
†
log[1/λ]⊗F Dst(V ))
Hτ,K = B˜τ,log,K [1/λ]⊗F
Dst(V ). En particulier, on a donc
B˜
†
τ,log,K [1/λ] ⊗B†τ,K
D†τ (V ) = B˜
†
τ,log,K [1/λ] ⊗F Dst(V )
et donc, en choisissant des bases {di} de Dst(V ) et {ei} de D†τ (V ), il existe une matrice A ∈
GLd(B˜
†
τ,log,K [1/λ]) telle que (ei) = A(di).
En particulier, il existe n ≥ 0 tel que λnA ∈ Md(B˜
†
τ,log,K), et il existe m ≥ 0 tel que
λmA−1 ∈Md(B˜
†
τ,log,K). On note (aij) les coefficients de A et (bij) ceux de A
−1. Alors pour tout
i,
λnei =
∑
j
(λnaij)dj
et
λmdi =
∑
j
(λmbij)ej .
Comme les (ei) et (di) sont des vecteurs pro-analytiques pour l’action de Gal(L/K) et inva-
riants sous γ (et λ aussi), c’est aussi le cas des (λnaij) et des (λmbij) par le lemme 1.2.10, de
sorte qu’il existe r ≥ 0 et ℓ ≥ 0 tels que les (λnaij) et les (λmbij) soient tous dansB
†,r
τ,log,K,ℓ par la
proposition 1.3.3. Comme ϕ définit un isomorphisme sur Dst(V ) et comme ϕ(D†τ (V )) engendre
D†τ (V ), les (ϕ
ℓ(ei)) et les (ϕℓ(di)) forment également une base respectivement de Dst(V ) et de
D†τ (V ), et ϕ
ℓ(A) ∈ GLd(B
†
τ,log,K), ce qui permet de conclure.
Remarque 2.1.4. — Si V est semi-stable à poids négatifs, on peut se demander si on a
B+τ,log,K ⊗B+
τ,K
D+τ (V ) = B
+
τ,log,K ⊗F Dst(V ).
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Dans le cas où V est semi-stable à poids négatifs, on a
B˜+τ,log,K ⊗F Dst(V ) = B˜
+
τ,log,K ⊗B+
τ,K
D+τ (V ),
et donc, en prenant les vecteurs pro-analytiques et en utilisant le lemme 1.3.4, on en déduit
comme dans la preuve de la proposition précédente que la matrice de passage d’une base de
Dst(V ) à une base de D+τ (V ) est dans GLd((B˜
+
τ,log,K)
pa). Malheureusement, contrairement au
cas précédent, si (e1, · · · , ed) est une base de D+τ (V ), alors (ϕ
n(e1), · · · , ϕn(ed)) n’a plus de
raison d’être une base de D+τ (V ), puisque la matrice de ϕ dans cette base est dans GLd(Bτ,K)∩
Md(B
+
τ,K) mais n’a pas de raison d’être dans GLd(B
+
τ,K). On en déduit donc seulement qu’on a
un isomorphisme de comparaison
B+τ,log,K,∞ ⊗B+
τ,K
D+τ (V ) = B
+
τ,log,K,∞ ⊗F Dst(V ).
2.2. (ϕ,N∇)-modules. — Si V est une représentation p-adique, on peut associer à son (ϕ,Γ)-
module cyclotomique sur l’anneau de Robba D†rig(V ) une connexion provenant de l’action in-
finitésimale de Γ, ce que Berger a étudié dans [Ber02]. La théorie des vecteurs localement
analytiques rend cette construction directe puisque les éléments de D†rig(V ) sont localement
analytiques (voir par exemple [KR09, §2.1]) et puisque la connexion ainsi associée n’est autre
que l’opérateur de dérivation dans la direction cyclotomique ∇γ : D
†
rig(V )→ D
†
rig(V ), défini par
∇γ(x) := lim
γ→1
(γ−1)x
logχ(γ) (voir [Ber02, §4.1] pour plus de détails). C’est une connexion au-dessus
de l’opérateur ∇γ : B
†
rig,K → B
†
rig,K , et cet opérateur ∇γ sur B
†
rig,K n’est autre que l’opérateur
d
du si K = F (on rappelle que u = [ε] − 1).
En gardant cette vision localement analytique des choses, la définition analogue dans le cas
des (ϕ, τ)-modules serait de simplement remplacer la connexion ∇γ sur D
†
rig(V ) dans le cas
cyclotomique par la connexion ∇τ sur D
†
τ,rig(V ) au-dessus de l’opérateur ∇τ : B
†
τ,rig,K →
B
†
τ,rig,K . Le problème est que l’action de τ ne se fait qu’après avoir tensorisé au-dessus de
B˜
†
rig,L, et qu’on n’a même pas ∇τ (B
†
τ,rig,K) ⊂ B
†
τ,rig,K . On dispose en revanche d’un espace
naturel sur lequel l’opérateur ∇τ est défini, à savoir (B˜
†
rig,L)
pa, et plus généralement on peut
définir une connexion ∇τ sur (B˜
†
rig,L ⊗D
†
τ,rig(V ))
pa = (B˜†rig,L)
pa ⊗D†τ,rig(V ).
Pour des raisons évidentes, on souhaiterait néanmoins renormaliser l’opérateur ∇τ de façon à
avoir ∇τ (B
†
τ,rig,K) ⊂ B
†
τ,rig,K . On définit donc un nouvel opérateur N∇ sur (B˜
†
rig,L)
pa, en posant
N∇ := −λt ∇τ . Remarquons que, comme
λ
t ∈ B˜
†
L et est localement analytique d’après [GP18,
Lemm. 5.1.1], l’opérateur N∇ : (B˜
†
rig,L)
pa → (B˜†rig,L)
pa est bien défini, et plus généralement, la
connexion N∇ : (B˜
†
rig,L⊗D
†
τ,rig(V ))
pa → (B˜†rig,L⊗D
†
τ,rig(V ))
pa est bien définie. De plus, comme
∇τ ([π˜]) = t[π˜] et comme λ ∈ B
†
τ,rig,K , on a bien N∇(B
†
τ,rig,K) ⊂ B
†
τ,rig,K , et le choix du signe est
fait pour que l’opérateur qu’on vient de définir sur B†τ,rig,K coïncide avec l’opérateur N∇ défini
par Kisin dans [Kis06], puisqu’on a avec cette définition N∇([π˜]) = −λ[π˜].
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Définition 2.2.1. — On appelle (ϕ,N∇)-module sur B
†
τ,rig,K un B
†
τ,rig,K-module libre D muni
d’un Frobenius et d’une connexion N∇ : D → D au-dessus de N∇ : B
†
τ,rig,K → B
†
τ,rig,K , c’est-
à-dire que pour tout m ∈ D et pour tout x ∈ B†τ,rig,K , N∇(x ·m) = N∇(x) ·m+ x ·N∇(m).
Proposition 2.2.2. — Si V est une représentation p-adique de GK , alors
N∇(D
†
τ,rig(V )) ⊂ D
†
τ,rig(V ).
Démonstration. — Le lemme 1.3.4 montre que D†τ,rig(V ) est inclus dans (D˜
†
L,rig(V ))
pa qui est
stable sous l’action de τ et donc par la connexion N∇. On va commencer par montrer que,
si x ∈ (D˜†L,rig(V ))
pa est invariant sous Gal(L/K∞), alors c’est aussi le cas de N∇(x), ce qui
nous donnera N∇(D
†
τ,rig(V )) ⊂ (D˜
†
L,rig(V ))
pa,γ=1. Soit donc x ∈ (D˜†L,rig(V ))
pa,γ=1, et soit g ∈
Gal(L/K∞). Comme N∇(x) = −λt∇τ (x) et que la relation entre τ et Gal(L/K∞) est donnée
par gτ = τχcycl(g)g, on en déduit que g(N∇(x)) = − 1χcycl(g)
λ
t∇τχcycl(g)(g(x)) = N∇(x).
On sait que (D˜†L,rig(V ))
pa,γ=1 = D†τ,rig(V )⊗B†τ,rig,K
B
†
τ,rig,K,∞ par la proposition 1.2.6 et le théo-
rème 1.3.2. En particulier, si (e1, · · · , ed) est une base de D†τ (V ), il existe m tel que les (N∇(ei)
appartiennent tous à D†τ,rig(V ) ⊗Bτ,rig,K ϕ
−m(B†τ,rig,K), de sorte que les ϕ
m(N∇(ei)) appar-
tiennent tous à D†τ,rig(V ). Comme la relation entre N∇ et ϕ est donnée par N∇ϕ =
E([π˜]
E(0) pϕN∇,
on en déduit que les N∇(ϕm(ei)) sont tous dans D
†
τ,rig(V ). Comme (ϕ
m(e1), · · · , ϕm(ed)) est
aussi une base de D†τ (V ), et donc a fortiori aussi une base de D
†
τ,rig(V ) et que N∇ stabilise
B
†
τ,rig,K , on en déduit le résultat.
En particulier, si V est une représentation p-adique de GK , la connexion N∇ associée à son
(ϕ, τ)-module différentiel D†τ,rig(V ) définit une structure de (ϕ,N∇)-module.
Proposition 2.2.3. — Si V, V ′ sont deux représentations p-adiques de GK , alors D
†
τ,rig(V ) et
D†τ,rig(V
′) définissent le même (ϕ,N∇)-module si, et seulement si, il existe n ≥ 0 tel que V et
V ′ sont isomorphes en tant que représentations de GKn.
Démonstration. — Dans cette preuve, on utilisera systématiquement le théorème de Kedlaya
[Ked05, Thm. 6.3.3] qui nous dit que tout ϕ-module étale sur B†τ,rig,K provient par extension
des scalaires d’un ϕ-module étale sur B†τ,K en jonglant entre les modules surconvergents et ceux
sur l’anneau de Robba, en gardant à l’esprit que ces données sont équivalentes.
S’il existe n ≥ 0 tel que V et V ′ sont isomorphes en tant que représentations de GKn ,
alors V et V ′ sont a fortiori isomorphes en tant que représentations de Hτ,K , de sorte que
D†τ,rig(V ) = D
†
τ,rig(V
′) en tant que ϕ-modules. Comme de plus, V et V ′ sont isomorphes en tant
que représentations de GKn , l’action de τ
pn est la même sur (B˜† ⊗Qp V )
GL et (B˜† ⊗Qp V
′)GL ,
de sorte que D†τ (V ), D
†
τ (V
′) sont isomorphes en tant que (ϕ, τp
n
)-modules sur (B†τ,K , B˜
†
L). Par
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définition de N∇, on en déduit que D
†
τ,rig(V ) = D
†
τ,rig(V
′) en tant que (ϕ,N∇)-modules sur
B
†
τ,rig,K .
Réciproquement, si V et V ′ sont deux représentations telles que D†τ,rig(V ) = D
†
τ,rig(V
′) en
tant que (ϕ,N∇)-modules sur B
†
τ,rig,K , il suffit clairement de montrer qu’il existe n ≥ 0 tel que
D†τ,rig(V ) = D
†
τ,rig(V
′) en tant que (ϕ, τp
n
)-modules sur (B†τ,rig,K , B˜
†
rig,L). Soient donc r ≥ 0 et
(e1, · · · , ed) des éléments de D†,rτ (V ) ∩D
†,r
τ (V
′) tels que (e1 · · · , ed) soit une base du ϕ-module
D†τ (V ) = D
†
τ (V
′). Soit s ≥ r et soit I = [r; s]. Par le lemme 1.3.4, les ei sont des vecteurs
localement analytiques de D˜IL(V ) = B˜
I
L ⊗B†,rτ
D†,rτ (V ) et de D˜
I
L(V
′) = B˜IL ⊗B†,rτ D
†,r
τ (V
′)
(remarquons qu’on a D˜IL(V ) = D˜
I
L(V
′) en tant que ϕ-modules par hypothèse). En particulier,
il existe n ≥ 0 tel que, pour tout i, exp(pn tλN∇)(ei) converge dans (D˜
I
L(V ))
la et (D˜IL(V
′))la, de
sorte que, pour tout i, l’action de τp
n
sur ei en tant qu’élément de D˜IL(V ) est la même qu’en tant
qu’élément de D˜IL(V
′). Comme on a une injection D˜†,rL (V ) → D˜
I
L(V ) (c’est une conséquence
directe de [Ber02, Lemm. 2.7]), on en déduit que l’action de τp
n
sur D˜†rig,L(V ) et D˜
†
rig,L(V
′)
coïncide, d’où le résultat.
Remarque 2.2.4. — La preuve de la proposition 2.2.3 montre en fait que deux (ϕ, τ)-modules
D,D′ sur B†τ,K,rig définissent le même (ϕ,N∇)-module si, et seulement si, il existe n ≥ 0 tel que
D et D′ sont isomorphes en tant que (ϕ, τp
n
)-modules, l’énoncé de la proposition correspondant
au cas particulier où D et D′ sont étales.
On va maintenant montrer comment associer à tout (ϕ,N∇)-module un (ϕ, τp
n
)-module pour
n assez grand.
Proposition 2.2.5. — Soit D un (ϕ,N∇)-module sur B
†
τ,rig,K . Alors il existe n ≥ 0 et D
′ un
(ϕ, τp
n
)-module sur (B†τ,rig,K , B˜
†
rig,L) tels que D = D
′ en tant que (ϕ,N∇)-modules.
Démonstration. — Je tiens à remercier Laurent Berger pour m’avoir fait remarquer qu’une telle
construction était possible en s’inspirant de [Ber13, Coro. 4.3]. Soit D un (ϕ,N∇)-module sur
B
†
τ,rig,K et soit r ≥ 0 tel que D soit défini sur B
†,r
τ,rig,K . Soit I = [r; s] avec s ≥ pr, de sorte que
I ∩pI 6= ∅. On pose pour k ≥ 0, Ik = pkI et Jk = Ik∩ Ik+1. Par [Ked05, Thm. 2.8.4], la donnée
de Dr est équivalente à la donnée d’un fibré vectoriel {Ek}k≥0, où les Ek sont des B
Ik
τ,K-modules
libres tels que
Ek+1 ⊗
B
Ik+1
τ,K
B
Ik
τ,K = Ek,
et il existe (e1, · · · , ed) ∈
⋂
k≥0 Ek tels que Ek =
⊕d
i=1B
Ik
τ,K · ei.
L’opérateur N∇ sur D induit un opérateur sur E0 = BIτ,K⊗B†,rτ,rig,K
Dr, donné par −[π˜]λ d
d[π˜]
⊗
N∇, qu’on notera toujours N∇. Cet opérateur est continu pour la topologie donnée par V (·, I),
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et donc il existe n ≥ 0 tel que, pour tout i ∈ {1, · · · , d}, la série donnée par
exp(
−t
λ
pnN∇(ei))
converge dans B˜IL vers un élément qu’on notera Tn,0(ei). Les ei formant une base de E0 sur
BIτ,K , ils forment par extension des scalaires une base de D˜
I
L := B˜
I
L⊗BIτ,K
E0 = B˜IL⊗B†,rτ,rig,K
Dr
sur B˜IL. On rappelle que B˜
I
L est muni d’une action continue de GK , et on étend Tn,0 en un
opérateur τp
n
-semi-linéaire de B˜IL en posant Tn(x · ei) = τ
pn(x)Tn,0(ei). Pour k ≥ 0, on note
E′k = B˜
Ik
L ⊗BIkτ,K
Ek.
Pour tout k ≥ 0, le Frobenius induit des bijections ϕk : Ek → Ek+1 et ϕk : E′k → E
′
k+1.
Pour x ∈ E′k, on pose Tn,k(x) = ϕ
k ◦ Tn(ϕ−k(x)), et on étend Tn,k à B˜
Jk
L ⊗B˜IkL
E′k+1 par semi-
τp
n
-linéarité. Comme ϕ commute à l’action de GK et avec −tλ N∇, on en déduit que Tn,k+1(x) =
Tn,k(x) sur
E′k+1 ⊗B˜
Ik+1
L
B˜
Jk
L = E
′
k ⊗B˜IkL
B˜
Jk
L ,
ce qui montre que la collection d’opérateurs {Tn,k}k≥0 est compatible à la structure de fibré
vectoriel sur B˜†,rrig,L donnée par la collection {E
′
k}k≥0, c’est-à-dire que les opérateurs {Tn,k}k≥0
se recollent en un opérateur τp
n
-semi-linéaire Tn sur B˜
†,r
rig,L⊗B†,rτ,rig,K
Dr, ce qui confère à D une
structure de (ϕ, τp
n
)-module sur (B†τ,rig,K , B˜
†
rig,L).
Cette structure de (ϕ, τp
n
)-module sur (B†τ,rig,K , B˜
†
rig,L) permet de lui associer un (ϕ,N∇)-
module D′ sur B†τ,rig,K tel que les ϕ-modules sous-jacents sont les mêmes (puisqu’on a simple-
ment ajouté une structure additionnelle au ϕ-module). L’action de τp
n
sur D˜′
I
L = B˜
I
L⊗
†,r
Bτ,rig,K
D′r
permet de reconstruire un opérateur N∇ sur D˜′
I
L, qui coïncide par construction avec l’opérateur
N∇ de départ sur DI , de sorte que les opérateurs N∇ sont les mêmes.
En particulier, siD est un (ϕ,N∇)-module étale, la proposition précédente permet de munirD
d’une structure de (ϕ, τp
n
)-module étale, et donc de lui associer une représentation p-adique Vn
de GKn . Si on considère W = ind
GK
GKn
Vn, alors W est une représentation de GK qui contient une
sous-représentation V dont la restriction à GKn est isomorphe à Vn, de sorte que D
†
τ,rig(V ) ≃ D
en tant que (ϕ,N∇)-modules sur B
†
τ,rig,K . Cela montre que travailler avec la catégorie des
(ϕ,N∇)-modules étales revient à travailler avec la catégorie des représentations p-adiques de GK
quotientée par la relation d’équivalence “V ≡ V ′ si et seulement si ∃n ≥ 0 tel que V|GKn ≃ V
′
|GKn
”.
3. Caractérisation des représentations potentiellement semi-stables
3.1. Rappels sur les (ϕ,N,GM/K)-modules filtrés. — Dans ce qui suit, M désigne une
extension galoisienne finie de K, et on notera GM/K le groupe de Galois de M/K. On note M0
l’extension maximale non ramifiée de F dans M , c’est-à-dire M0 =W (kM )[1/p].
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Définition 3.1.1. — Un (ϕ,N,GM/K)-module est unM0-espace vectoriel D de dimension finie
et muni d’une application σ-semi-linéaire injective ϕ : D → D tel que Nϕ = pϕN et d’une
action semi-linéaire de GM/K qui commute à ϕ et N .
Définition 3.1.2. — Un (ϕ,N,GM/K )-module filtré est la donnée d’un (ϕ,N,GM/K )-module
D et d’une filtration décroissante, exhaustive et séparée FiliDM sur DM = M ⊗M0 D par des
sous-M -espaces vectoriels stables par GM/K .
Remarque 3.1.3. — Il est équivalent de se donner une filtration sur DK = D
GM/K
M .
Définition 3.1.4. — On définit si D est un (ϕ,N,GM/K)-module filtré de dimension 1, tH(D)
comme le plus grand entier i tel que FiliDM 6= 0, et si y ∈ M×0 est une base de ϕ dans une
certaine base, alors vp(y) ne dépend pas du choix de la base, et on définit tN (D) = vp(y). En
dimension supérieure, on définit tN (D) := tN (detD) et tH(D) := tH(detD).
On dira qu’un (ϕ,N,GM/K)-module filtré est admissible si tH(D) = tN (D) et si pour tout
sous-(ϕ,N,GM/K)-module de D, muni de la filtration induite, on a tH(D′) ≤ tN (D′).
Remarque 3.1.5. — Cette définition d’admissibilité correspond en fait à ce que Fontaine ap-
pelait en fait dans [Fon94b, Déf. 4.4.3] faiblement admissible. Cependant, depuis la démons-
tration de l’équivalence « faiblement admissible implique admissible » dans [CF00], il semble
plus naturel de définir admissible de cette façon, sans rentrer en conflit avec la définition de
(ϕ,N)-module filtré admissible de Fontaine dans [Fon94b, 5.3.3].
Proposition 3.1.6. — La catégorie des (ϕ,N,GM/K)-modules filtrés admissibles est une sous-
catégorie pleine de la catégorie des (ϕ,N,GM/K)-modules filtrés, et elle est de plus abélienne.
Démonstration. — Voir [Fon94b, §4].
Théorème 3.1.7. —
Si V est une représentation p-adique de GK dont la restriction à GM est semi-stable, alors
Dst,M (V ) := (Bst ⊗Qp V )
GL est un (ϕ,N,GM/K)-module filtré admissible sur K.
Le foncteur Dst,L, de la catégorie des représentations p-adiques de GK dont la restriction à GM
est semi-stable dans celle des (ϕ,N,GM/K)-modules filtrés admissibles, est une équivalence de
catégories.
Démonstration. — Voir [Fon94b, Prop. 5.3.6].
3.2. (ϕ,N)-modules filtrés et théorie de Kisin. — On va rappeler dans cette section
comment Kisin dans [Kis06] construit des (ϕ,N∇)-modules sur B
+
τ,rig,K associés à des (ϕ,N)-
modules filtrés effectifs.
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On définit X˜n comme le complété de Kn ⊗OF A
+
τ,K pour la topologie ([π˜] − πn)-adique.
L’anneau X˜n est muni de sa ([π˜] − πn)-filtration, qui s’étend en une filtration sur le corps des
fractions de X˜n qu’on notera Y˜n := X˜n[1/([π˜]− πn)].
On dispose pour tout n ∈ N d’applications naturelles B+τ,K → B
+
τ,rig,K → X˜n données par
u 7→ 1⊗ u, et on peut étendre cette dernière application à B+τ,log,K en envoyant log[π˜] sur
log
((
[π˜]− πn
πn
)
+ 1
)
:=
∞∑
i=1
(−1)i−1
i
(
[π˜]− πn
πn
)i
∈ X˜n.
L’anneau A+τ,K est muni d’un Frobenius ϕ qui envoie [π˜] sur [π˜]
p et agit comme le Frobenius
absolu sur OF . On notera ϕF : A
+
τ,K l’application Zp[[[π˜]]]-linéaire qui agit sur OF via le
Frobenius absolu de OF , et ϕπ : A+τ,K → A
+
τ,K l’application OF -linéaire envoyant [π˜] sur [π˜]
p.
Ces applications induisent des applications ϕF et ϕπ sur BIτ,K pour tout I et sur B
†
τ,rig,K . On
récupère bien sûr ϕ via ϕ = ϕF ◦ ϕπ sur chacun de ces anneaux.
Toutes les définitions de ces objets sont faites par Kisin dans [Kis06, §1.1.1], mais on en
a changé les notations ici. On définit également la notion de ϕ-modules et représentations de
E-hauteur finie.
Définition 3.2.1. — On dit qu’un ϕ-module M sur B+τ,rig,K est de E-hauteur finie si le co-
noyau de l’application B+τ,rig,K-linéaire ϕ : ϕ
∗
M → M est tuée par une puissance de E([π˜]), et
on dit qu’un (ϕ,N∇)-module sur B+τ,rig,K est de E-hauteur finie s’il l’est en tant que ϕ-module.
On dit qu’une représentation V est de E-hauteur finie s’il existe dans D†τ,rig(V ) un ϕ-module
libre sur B+τ,rig,K , de pente 0 et qui est de E-hauteur finie.
Lemme 3.2.2. — Soit M un BIτ,K-module libre de type fini et soit N ⊂ M un sous-module.
Les assertions suivantes sont équivalentes :
1. N ⊂M est fermé ;
2. N est de type fini ;
3. N est libre de type fini.
Démonstration. — Voir [Kis06, Lemme 1.1.5].
Soit maintenant D un (ϕ,N)-module filtré effectif. On rappelle que, suivant la définition
3.1.2, la filtration de D est donnée sur DK = K ⊗F D. Pour n ≥ 0, on définit ιn l’application
composée :
B+τ,log,K ⊗F D
ϕ−nF ⊗ϕ
−n
−→ B+τ,log,K ⊗F D −→ X˜n ⊗F D = X˜n ⊗K DK
qu’on étend en une application
ιn : B
+
τ,log,K [1/λ] ⊗F D −→ Y˜n ⊗K DK .
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On définit maintenant
M(D) :=
{
x ∈ (B+τ,log,K [1/λ] ⊗F D)
N=0 : ιn(x) ∈ Fil0(Y˜n ⊗K DK) pour tout n ≥ 0
}
.
On remarque au passage que (B+τ,log,K [1/λ] ⊗F D)
N=0 est un B+τ,rig,K-module muni d’un Fro-
benius semi-linéaire déduit de ceux sur D et B+τ,log,K [1/λ], et d’un opérateur différentiel N∇
induit par N∇ ⊗ 1 sur B+τ,log,K [1/λ] ⊗F D.
Lemme 3.2.3. — Si on munit X˜n d’une structure de B
+
τ,rig,K-module via ϕ
−n
F , alors :
1. l’application X˜n ⊗B+
τ,rig,K
(B+τ,log,K ⊗F D)
N=0 −→ X˜n ⊗K DK induite par ιn est un iso-
morphisme ;
2. On a
X˜n ⊗B+τ,rig,K
M(D)−˜→
∑
j≥0
([π˜]− πn)−jX˜n ⊗K FiljDK
et ([π˜]− πn)−jX˜n ⊗K FiljDK = ϕnπ(E([π˜]))
−jX˜n ⊗K FiljDK .
Démonstration. — Voir [Kis06, Lemme 1.2.1].
Lemme 3.2.4. — Les opérateurs ϕ et N∇ sur (B+τ,log,K [1/λ]⊗FD)
N=0 induisent sur M(D) une
structure de (ϕ,N∇)-module sur B
+
τ,rig,K . De plus, on a un isomorphisme de B
+
τ,rig,K-modules
coker(1⊗ ϕ : ϕ∗M(D)→M(D))→˜ ⊕i≥0 (B+τ,rig,K/E([π˜])
i)hi ,
où hi = dimK griDK .
Démonstration. — Voir [Kis06, Lemme 1.2.2].
Si M est un ϕ-module de E-hauteur finie, Kisin définit dans [Kis06, §1.2.5] un ϕ-module
filtré associé, noté D(M), de la façon suivante : le F -espace vectoriel sous-jacent de D(M) est
M/[π˜]M, et l’opérateur ϕ est induit par celui de M. Il définit ensuite une filtration décroissante
sur ϕ∗M par :
Filiϕ∗M :=
{
x ∈ ϕ∗M : 1⊗ ϕ(x) ∈ E([π˜])iM
}
.
Le lemme 3.2.2 montre que c’est une filtration par des B+τ,rig,K-modules libres de type fini, dont
les parties graduées successives sont des modules de E([π˜])-torsion. Par transport de structure,
cela définit une filtration sur (1⊗ϕ)(ϕ∗M). Kisin montre ensuite dans [Kis06, §1.2.7] comment
construire à partir de cette filtration une filtration surD(M)K . Si maintenant,M est un (ϕ,N∇)-
module sur B+τ,rig,K de E-hauteur finie, on munit D(M) d’un opérateur K0-linéaire N , en
réduisant l’opérateur N∇ modulo [π˜], ce qui munit finalement D(M) d’une structure de (ϕ,N)-
module filtré. Kisin montre alors le théorème suivant :
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Théorème 3.2.5. — Les foncteurs D 7→ M(D) et M 7→ D(M) sont exacts et quasi-inverses
l’un de l’autre et induisent une équivalence de catégories tannakiennes entre les (ϕ,N)-modules
filtrés effectifs et la catégorie des (ϕ,N∇)-modules de E-hauteur finie sur B+τ,rig,K .
Démonstration. — Voir [Kis06, Thm. 1.2.15].
3.3. Construction de (ϕ, τ)-modules à connexion. — Dans cette section, on va générali-
ser les constructions de Kisin dans [Kis06] en adaptant les méthodes de Berger dans [Ber08].
On commence par définir la notion de (ϕ, τM )-modules sur (B
†
τ,rig,M , B˜
†
rig,LM ) :
Définition 3.3.1. — On appelle (ϕ, τM )-module sur (B
†
τ,rig,M , B˜
†
rig,LM ) la donnée d’un triplet
(D,ϕD,Gal(LM/M)), où :
1. (D,ϕD) est un ϕ-module sur B
†
τ,rig,M ;
2. Gal(LM/M) est une action Gal(LM/M)-semi-linéaire sur B˜
†
rig,LM
de Gal(LM/M) sur
D̂ := B˜†rig,LM ⊗B†τ,rig,M
D telle que cette action commute à ϕ := ϕ
B˜
†
rig,LM
⊗ ϕD ;
3. en tant que sous B†τ,rig,M -module de D̂, on a D ⊂ D̂
Hτ,M .
Définition 3.3.2. — Si M/K est une extension galoisienne finie telle que M et K∞ soient
linéairement disjointes au-dessus de K, et si D = (D,ϕD,Gal(LM/M)) est un (ϕ, τM )-module
sur (B†τ,rig,M , B˜
†
rig,LM ), on dit que D est muni d’une action de Gal(M/K) si GK agit sur D̂ et
si :
1. D en tant que sous ensemble de D̂ est stable sous l’action de HK ⊂ GK ;
2. GLM agit trivialement sur D̂, et Hτ,M agit trivialement sur D ;
3. l’action de GM/GLM ⊂ GK/GL coïncide avec l’action de Gal(LM/M) sur D̂.
On dispose d’un résultat de descente galoisienne pour les (ϕ, τM )-modules :
Proposition 3.3.3. — Si D = (D,ϕD,Gal(LM/M)) est un (ϕ, τM )-module sur B
†
τ,rig,LM
muni
d’une action de Gal(M/K), avec M/K une extension galoisienne finie, alors DHτ,K est un
(ϕ, τ)-module sur (B†τ,rig,K , B˜
†
rig,L) et D = B
†
τ,rig,M ⊗B†
τ,rig,K
DHτ,K .
Démonstration. — La démonstration est similaire à celle de [Ber08, Prop. I.3.2].
Le fait que D = B†τ,rig,M ⊗Bτ,rig,K D
Hτ,K en tant que ϕ-modules suit de [Ked04, Lemm.
2.6]. On va maintenant montrer que ϕ∗(DHτ,K ) = DHτ,K . Soit (yi) une base de D sur B
†
τ,rig,M
contenue dans DHτ,K , et soit x ∈ DHτ,K . On peut alors écrire x =
∑d
i=1 xiϕ(yi) avec xi ∈
B
†
τ,rig,M , et comme les yi et x sont fixés par Hτ,K, on a également que les xi ∈ B
†
τ,rig,K , et donc
x ∈ ϕ∗(DHτ,K ).
