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Abstract 
Comput ing Diversity in Undergraduate Admiss ions Decis ions 
by 
Jamie Chatman 
The Supreme Court decision in the University of Michigan case in 2003 ruled 
the university's admissions procedures unconstitutional, giving minorities an unfair 
advantage of acceptance. The ruling stated race may still be used in admissions deci-
sions to achieve diversity, but that race could not be used to give applicants preferen-
tial treatment in the admissions process. Motivated by this researcher, Juan 
Gilbert, developed a computer based clustering method to aid admissions committees 
in choosing diverse entering classes. This method was evaluated using undergraduate 
admissions data sets from two public universities. Gilbert's method suggested diverse 
entering classes but did not select well based on merit. A method of improvement 
is introduced that maintains the academic characteristics of the university through 
classification, while suggesting diverse entering classes more academically similar to 
those actually accepted. 
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Chapter 1 
Background 
1.1 Historical Perspective 
Throughout history, the court system has played a major part in the education 
system and university admissions procedures. This section is a brief overview of the 
legislation leading up to and the slow repeal of affirmative action. This chapter is the 
background which motivated the need for new admissions procedures, which adhere 
to constitutional rulings of how race could be used in university admissions decisions. 
One major motivation for affirmative action was to overcome past discrimination 
of minorities in the United States. Beginning during slavery, select states established 
Literacy Laws which prohibited slaves from learning to read or write, and if caught 
literate slaves and their teachers could suffer very harsh consequences [15]. It was 
not until slavery was abolished by the Emancipation Proclamation in 1863 and the 
13th Amendment in 1865 that former slaves were allowed to openly learn to read 
and write [31, 14]. However, the U.S. court system still played a major part in the 
education system. This can be seen in the US. Supreme Court case in 1896, Plessy 
v. Ferguson, which upheld racial segregation and the "separate but equal" doctrine 
[1]. This doctrine extended to the schooling of blacks and whites, and though blacks 
were allowed to obtain an education, they were prohibited from attending the same 
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schools as whites. Unfortunately, the schools for black were much less than equal to 
the schools for whites. The schools exclusively for blacks were poorly funded, had 
few resources, old books, and were in poor physical condition. 
It was not until 1954, during Brown v. Board of Education that the U.S. Supreme 
Court overturned the "separate but equal" doctrine, and legally prohibited school 
segregation [2]. However, the end of racial segregation was not legalized in higher 
education until 1956 during the Supreme Court case of Hawkins v. Board of Con-
trol [3]. Additionally, the Civil Rights Act of 1964 prohibited discrimination of any 
institutions that received federal funding, including all educational institutions. The 
statute also established the regulation of nondiscrimination practices among these 
institutions [4]. 
President Lyndon Johnson felt that it was not enough to simply prohibit discrim-
ination, but voiced his opinion that past segregation and discrimination of blacks 
could not be overcome without additional efforts to create equal opportunities for 
blacks. In 1965, President Johnson signed an order introducing affirmative action, 
which required government contractors to "take affirmative action to ensure that ap-
plicants are employed, and that employees are treated during employment, without 
regard to their race, color, religion, sex or national origin" [5]. 
Soon after affirmative action spread to the admission procedures of colleges and 
universities, white students began to file law suits against the state claiming that 
affirmative action practices led to reverse discrimination against majority groups. In 
the case of Regents of the University of California v. Bakke (1978), the University 
of California (UC), Davis had a separate admissions procedure for minority and dis-
advantaged students and reserved a specific number of spaces for the admission for 
these students. A white applicant, Allan Bakke, who was denied admissions to all 12 
medical schools to which he applied, claimed that he was denied admissions to UC 
Davis due to the fact they held a specific number of spaces for the minority students. 
He claimed the school excluded him on the basis of race, which was a violation of 
the equal protection clause of the Fourteenth Amendment, as well as the Civil Rights 
Act of 1964. The Supreme Court ruled in favor of Bakke, stating the admissions 
procedures were unconstitutional, and he was admitted into UC Davis. The court's 
decision further banned the use of racial quotas, but ruled the university could still 
use race as a factor in admissions decisions [25]. 
The original purpose of affirmative action, as stated by President Bill Clinton 
(1995) was "to give our nation a way to finally address the systemic exclusion of 
individuals of talent on the basis of their gender or race from opportunities to develop, 
perform, achieve and contribute" [13]. He further stated in a speech that affirmative 
action was never meant to give preferential treatment to unqualified individuals, use 
quotas, nor reject or select individuals exclusively based on race or gender [25]. 
Increasingly more law suits emerged to slowly remove affirmative action in other 
parts of the country. Similar to the Bakke case, Cheryl Hopwood and three other 
white students denied admissions to the University of Texas Law School, claimed that 
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the university violated the Fourteenth Amendment and the Civil Rights Act of 1964 
by using quota systems and admitting less qualified minority students. In Hopwood 
v. Texas (1996), an area of concern in the case was that the university not only 
had a separate admissions procedure for minority students, but set lower admissions 
standards for these students, which Hopwood's defense claimed was unconstitutional. 
The Fifth Circuit ruled in favor of Hopwood, which ended the affirmative action 
program at the university and ruled the earlier Bakke case decision of 1978 invalid. 
Later, as a result of the Hopwood decision, educational institutions in the Fifith 
Circuit were prohibited from using race as a basis of admissions decisions [25]. Soon 
following the Hopwood decision, in 1996 California voters passed Proposition 209, 
which banned all forms of affirmative action in public education, employment, and 
contracting [8]. 
A major court case and the main motivation for the computer based admissions 
program developed by Juan Gilbert discussed in this thesis, was the 1997 case Gratz 
v. Bollinger against the University of Michigan. The claim was that the university 
violated the equal protection clause in the Fourteenth Amendment and the Civil 
Rights Act of 1964 by the school's affirmative action admission procedures. The 
university used a point system in which it evaluated student applications. Minority 
students in this point system received 20 points solely on the basis of race or ethnicity. 
The Supreme Court ruled that assigning points to minority student solely on the basis 
of race could make race a deciding factor and was unconstitutional. The Court ruled 
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that race could still be used in admissions decisions, but not be used as a deciding 
factor on who to admit, or that students should not be given preference for acceptance 
solely based oil race [6]. 
Following the lead of the Fifth Circuit, in 1998 Washington passed a law which 
banned all affirmative action programs in the state. As well, Florida prohibited the 
use of race in university admissions decisions in 2000. Despite the numerous lawsuits 
and legal bans of affirmative action, the Supreme Court still endorses the use of 
affirmative action in university admissions [25]. 
1.2 Admiss ions Procedure M e t h o d s 
Undergraduate admissions departments have responded in many different ways to 
accommodate new laws and restrictions on how race can be used in making admissions 
decisions. When choosing students to accept into a university, it is ideal to take the 
entire application into consideration and for each individual to be evaluated on many 
different aspects. However, due to the large number of student applications and 
regulations on admissions procedures, colleges are using faster methods of selecting 
students. Some of the numerical methods used include accepting students with high 
class ranks, or creating numerical indices based on the student's GPA and SAT scores. 
6 
Year 
1863 
1865 
1896 
1954 
1956 
1964 
1965 
1978 
1996 
1996 
1997 
Event 
Emancipation Proclamation 
13th Amendment 
Plessy v. Ferguson 
Brown v. Board of Education 
Hawkins v. Board of Control 
Civil Rights Acts 
President Lyndon Johnson 
Regents of the University of 
California v. Bakke 
Hopwood v. Texas 
Proposition 209 
Gratz v. Bollinger 
Result 
President Abraham Lincoln ordered the freedom of slaves 
Officially abolished slavery, and former slaves were allowed 
to openly learn to read and write 
U.S. Supreme Court upheld the "separate but equal" 
doctrine; racial segregation legal 
U.S. Supreme Court overturn "separate but equal" 
doctrine; prohibit school racial segregation 
End racial segregation in institutions of higher education 
Prohibits discrimination of any institution that receives 
federal funding, including all education institutions 
Signs an order introducing "affirmative action" in hiring 
government workers; soon spread to educational 
institutions. 
U.S. Supreme Court banned the use of racial quotas in 
university admissions 
The Fifth Circuit ruled against University of Texas 
procedures to have separate admissions for minorities 
with lower admissions standards. As result, educational 
institutions in the Fifth Circuit were prohibited from 
using race in admissions procedures 
California voters passed a decision to ban all forms of 
affirmative action in public education, employment, and 
contracting 
U.S. Supreme Court ruled against University of 
Michigan's admissions procedures that gave additional 
points to student solely based on race, stating this was 
unconstitutional. The Courts ruled race could still be 
used in admissions to achieve diversity. 
Table 1.1 : Historical Overview of Affirmative Action in U.S. 
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1.2.1 Texas Top 10 Percent Rule 
In response to the Hopwood v. Texas court case in 1996, which ended affirmative 
action and the use of race in university admissions, in 1997 Texas passed, Texas House 
Bill 588 or the Top 10-percent rule [7]. The top 10-percent rule guarantees that any 
student that graduates in the top 10 percent of their class from any Texas high school 
was automatically admitted into any public university in Texas [25]. This admission 
was regardless of the student's SAT or ACT scores. Test scores may be submitted to 
provide information on whether a student may need to take remedial or orientation 
courses before their first semester. However, even though the Top 10 percent rule 
allowed for admissions into the university, it did not guarantee admission into specific 
departments, such as the School of Engineering, Music, and Architecture, which may 
have their own special admissions criteria [18]. 
The purpose of implementing the Top 10 percent rule was to provide a method 
of diversity and equal educational opportunities at Texas' public universities without 
using race explicitly in admissions decisions. In addition, supporters felt that this rule 
helped to deemphasize the overuse of standardized test scores [17]. Underrepresented 
minority students (i.e. Blacks, Hispanics and Native Americans), tend to have on 
average lower scores on standardized tests compared to Whites and Asians [11]. 
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1.2.2 Eligibility Index 
In the late 90's, many California public universities such as those in the University 
of California and California State University systems adopted a numerical method of 
determining a student's eligibility into the university based on GPA and standardized 
test scores, called the eligibility index. To be considered eligible for admissions, stu-
dents must have received a high school diploma or the equivalent and have grades of 
C or better in specific courses taken during high school required for eligibility (e.g. 4 
years of English classes), in addition to having a score above the minimum eligibility 
index. If a student has a GPA between 2.0 and 3.0, he or she must meet or exceed 
the minimum eligibility index requirement. 
Though there were a few different forms and purposes for the eligibility index, 
at California State and San Francisco State University, the index was based on a 
combination of GPA (on a 4-point scale) and either SAT or ACT scores. The index 
was calculated in two different ways depending on which standardized test was taken. 
When using the SAT test, two of the three SAT Math and SAT Verbal are used in 
the eligibility index. However, SAT-Writing score is not used in the calculation of 
the eligibility index. When using the ACT, the ACT composite score becomes the 
average all four individual sections of the test, including math, reading, English and 
science. 
The California State University (CSU) eligibility index was calculated as follows: 
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800(GPA) + SATMath + SATReading, SAT Student 
C SU Eligibility Index = < 
[ 200(GPA) + lO(ACTCamposite), ACT Student 
Students who graduated from a California high school need a minimum index score 
of 2900 with the SAT, or a score of 694 or above with the ACT to pass minimum 
eligibility requirements for admissions. Non-California students need a higher index 
score of 3502 with the SAT or 842 with the ACT. If a California resident has a 3.0 
GPA or above, they generally qualify for admission at California State University 
institutions, or 3.61 or above for non-residents to pass the eligibility requirements 
for general admissions. These students are not required to submit standardized test 
scores, though it is still recommended and used for purposes such as class placement. 
The eligibility index, with a different set of cut-off limits and higher GPA limit, 
may also be used to determine qualification of all students for scholarship and award 
money. [30]. 
For the fall of 2006 and later, the University of California adopted a new eligi-
bility index slightly different than the one previously described. The minimum GPA 
for eligibility increased to 3.0 in core preparatory courses taken during high school, 
specified by the university. The eligibility index now includes the writing section of 
each standardized test, the SAT-Writing section or the ACT-Writing section. Also, 
all students are required to take at least two different SAT subject tests and their 
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two highest scores are also computed into the index. Minimum cut-offs vary by high 
school GPA [28]. 
1.2.3 Holistic Evaluation 
Some admissions departments tend not to use these generalized numerically objec-
tive approaches in determining eligibility for acceptance, such as the new procedures 
adopted by the University of Michigan. Instead each individual's complete applica-
tion is reviewed and evaluated in many different areas. The mission is to take a more 
holistic view of each individual applicant, instead of just focusing on numerical scores 
or class rank. The University of Michigan focuses on the evaluation of applicants in 
three main areas: 1) academic achievement and quality, 2) personal characteristics, 
and 3) recommendation letters. 
The first area of review for an application, at the University of Michigan, using this 
holistic method is academic achievement. A student's academic record is reviewed, as 
well as the rigor of the course load, including the number of Advanced Placement and 
honors courses taken. The student's GPA is taken into consideration, as well, the high 
school the student attended, the courses offered and the grading system at that school. 
Standardized tests are also required, along with the writing section. The second 
area of evaluation is the personal characteristics of the student such as race, culture, 
socioeconomic background, geographic location, extracurricular activities, service, 
and leadership. Student's honors and awards are considered along with demonstrating 
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interest and respect for other cultures, or other areas in which the student can add to 
the diversity of the university through different experiences. The final area of review 
is the recommendations from the high school counselors and teachers, emphasizing 
the quality and potential of the applicant. Each application is read by at least two 
reviewers [27]. 
Once these three areas have been evaluated, an overall rating is given to each 
application and an overall recommendation decision is made placing each applicant 
in one of five categories: 1) high admit, 2) admit, 3) admit with reservation, 4) 
deny with reservation, and 5) deny. Students who are given high admit statuses are 
considered for top merit scholarship programs. Even though this process evaluates the 
complete application to get a total assessment of the applicant, the process of holistic 
evaluation at a large university such as the University of Michigan is time-consuming 
and extremely expensive. 
After the 1997 court case Gratz v. Bollinger, in which the Supreme Court ruled 
against the University of Michigan's affirmative action admission procedures, the 
University of Michigan created a revised holistic evaluation method of their admission 
procedures. Using the holistic evaluation, a student's race and culture background is 
taken into account, without giving preferential treatment to to the applicant based 
on race. A complete listing of the University of Michigan's undergraduate admission 
evaluation ratings is located in Appendix A. 
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1.3 Statistical Methods used in Admissions 
1.3.1 Application Quest 
The author of Applications Quest, Juan Gilbert, describes his computer algorithm 
as "a dynamic software tool that clusters applications, thereby giving admissions 
professionals a new perspective on holistic evaluation" [20]. The computer based 
program was designed to help improve the holistic evaluation process, by speeding 
up the application process for large universities. 
Applications Quest uses a numerical measure to summarize the overall similarity 
between two applicants and then groups similar students into clusters. The program 
then chooses a pre-specified number of students from each cluster to be given strong 
consideration for admission to the university. Applications Quest is also a visualiza-
tion tool for rapidly reviewing and comparing applications. The author purports that 
the process provides a holistic comparison of the applicants, and subsequently creates 
a diverse admissions class [20]. 
1.3.1.1 Distance Measure 
Before similar students can be placed into clusters, there must be some method of 
comparison among student's information. A numerical distance measure between stu-
dents will measure the pair-wise similarity between two student applications. Gilbert 
uses the squared Euclidean distance in Applications Quest. College applications in-
clude both numerical information, such as GPA and SAT scores, as well as nominal 
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or categorical information, such as race and gender. 
To compare the similarity between two students both types of data are compared 
slightly differently. Using GPA as an example of a numeric variable, the similarity in 
scores between two students is determined by taking the difference of GPA between 
the two students and dividing this number by the theoretical maximum GPA score 
(4.0 on a 4-point scale). This standardized quantity is squared to give a similarity 
score for GPA. This process is repeated for each numeric variable and the similarity 
score for each variable is summed to give a total summation for the numeric variables. 
The difference is divided by the maximum value to force each variable onto the same 
scale [0,1]. 
The nominal variables, for example gender, are treated as indicator functions. If 
two students have the same gender, they are given a distance score of 0 and if they 
have different genders they are given a distance score of 1, and similarly with the 
other nominal variables. The sum of the nominal distance scores are then added to 
the sum of the numeric scores, giving an overall similarity measure. Gilbert then 
takes this score and multiplies it by 100 divided by the number of variables to scale 
the overall similarity score between 0 and 100, which he thought would make the score 
easier to interpret for admission officers. The higher the distance score, the greater 
the difference between the two students. The equation for the squared Euclidian 
Distance used in Applications Quest is given below: 
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nc / \ 2 nn 
it=i x K 7 fc=i 
<% = 4 x (—J (i-i) 
In the equation above, a ^ represents the kth variable of the ith applicant [29], 
nc denotes the number of continuous variables, and nn denotes the number of nom-
inal variables. Also, Iai k=a. k is the indicator function, which returns 1 if the kth 
categorical variable for student i is equal to the kth variable for student j , and 0 
otherwise. 
Applications Quest performs a pair-wise comparison of each student application, 
which means that every applicant is compared to every other applicant and a simi-
larity score is recorded in a distance matrix. If there are m student applications, the 
similarity matrix would have m by m entries, with zeros along the diagonal of the 
matrix, as a student compared with itself would have a distance measure of 0. The 
distance matrix is symmetric with m(m + l)/2 pairwise distances in the off-diagonal 
entries. 
1.3.1.2 Clustering Method 
There are many different ways to cluster or group similar students. Gilbert uses 
hierarchical clustering in Applications Quest. There are two types of hierarchical 
clustering, divisive and agglomerative clustering, which are both available to use in 
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Applications Quest. Hierarchical clustering proceeds by either sequentially merging or 
dividing clusters. The number of clusters is pre-specified by the user, corresponding 
to the number of students the user would like to suggest for acceptance. The process 
of hierarchical clustering ends, in Applications Quest, when the pre-specified number 
of clusters is obtained. 
Hierarchical Divisive Divisive clustering is the process of beginning with one large 
cluster containing every student in a denned applicant pool and dividing into smaller 
clusters until there is one student per cluster or until the specified number of clusters 
is obtained [24]. The process begins by choosing the two students with the largest 
distance score determined by the similarity matrix to divide the entire group into two 
distinct clusters. These two students become the centroids, or the centers for the two 
new clusters. Each remaining applicant is compared to these two centroids and are 
placed in the cluster where the difference between that student and the centroid is 
the minimum [16]. The cluster containing the two students with the largest distance 
is chosen to be divided next, by choosing two new centroids within that cluster that 
have the largest distance. This process is repeated in Applications Quest until the 
prespecified number of clusters is obtained [21]. 
Hierarchical Agglomerative Assuming that each individual is a cluster, the pro-
cess of merging clusters until there is one large cluster or until a pre-specified number 
of clusters is obtained, is called agglomerative clustering [16]. The process begins by 
selecting the two students with the smallest difference measure and merging these 
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students into a cluster, which results in one less cluster. This merging process is con-
tinued until the pre-specified number of clusters is obtained [24]. However, to continue 
the process of merging clusters, it is necessary to measure the distance between two 
clusters. Applications Quest uses the average linkage method to measure the distance 
between clusters. The average linkage method takes the average difference between 
all elements of one cluster compared pair-wise to the second cluster [21]. 
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Chapter 2 
Data and Analysis of Current Admissions 
Procedures 
This chapter describes the data sets received from two different schools that 
were used in this project to evaluate the Gilbert Method. A descriptive analysis of 
the current admission procedures and characteristics of students that were accepted 
and denied from each school are also included. 
2.1 Data 
The data sets used for this project came from two well-known public universi-
ties in two different states. To maintain confidentiality, the schools will be referred 
throughout this document as School A and School B. School A is a mid-sized (18,000 
students), 4-year technical university that attracts competitive students, while School 
B is a large (30,000 student) 4-year liberal arts university that attract a much broader 
range of students and offers a broader range of majors and departments. 
School A. School A provided student application information for all 9,498 students 
applying to the university for the Fall of 2006. A small number of students (18) 
were not included in the data set provided by the university, who could possibly be 
identified from the demographic information provided. 
Students were excluded from the analysis at School A if: 1) they reported being 
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athletically recruited (102); 2) they cancelled their application before receiving an 
application status (22); 3) they had missing information for GPA, SAT-Math, SAT-
Verbal, or raters scores summarizing written essay or extracurricular activities (887). 
The final data set for School A that was used for analysis contained 8,487 students. 
School B. Since the electronic records for Fall of 2006 were not available, School 
B provided the student application information for all 11,019 student applicants for 
the Fall of 2007. 
Students were excluded from the analysis at School B if: 1) they reported being 
athletically recruited (109); 2) they cancelled their application before receiving a 
application status, had an incomplete application that prevented the application from 
being reviewed, or had an unknown admission status (2255); 3) they had missing 
information for GPA, or no standardized test scores listed [both SAT and ACT scores 
were missing] (209). One student was also excluded from School B because he/she 
was the only student with a missing gender. The final data set for School B that was 
used for analysis contained 8445 students. 
Please note that this project is not meant to challenge any of the admissions 
decisions. The final data used in this analysis does not contain the full applicant 
pool information and the results presented in this dissertation are not suitable for 
analyzing any discrimination in the application process. 
Variable Definition The data sets from both schools were comprehensive and 
contained more variables that could reasonably be used in this project. Table 2.1 
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provides a list of all variables received from both schools. The data set for School A 
contained 14 variables and School B contained 19 variables. 
School A 
1. Admission Status (Accepted/Denied) 
2. Race/Ethnicity 
3. Gender 
4. Prospective Major 
5. Geographic Region 
6. Legacy Status 
7. If Athletically Recruited 
8. GPA (4.0 scale) 
9. SAT-Math 
10. SAT-Verbal 
11. SAT-Writing 
12. Rater score of Personal Essay 
13.Rater score of Extracurricular Activities 
14. If Applicant Placed on Wait-List 
School B 
1. Admission Status (Accepted/Denied) 
2. Race/Ethnicity 
3. Gender 
4. Prospective Major 
5. Geographic Region 
6. Legacy Status 
7. If Athletically Recruited 
8. GPA (4.0 scale) 
9. SAT-Math 
10. SAT-Verbal 
11. SAT-Writing 
12. SAT-Essay 
13. ACT-Math 
14. ACT-English 
15. ACT-Reading 
16. AGT-Science 
17. ACT-Composite Score 
18. ACT-Essay 
19. Class Rank Percentile 
Table 2.1 : List of Application Variables Collected by School 
Standardized Test Scores. The process by which standardized test scores were 
required and recorded differed for each of the two schools used in the project. For 
School A, the SAT test was required. ACT test information, though optional, was not 
recorded in electronic data form, and,not provided. At School B, a student applying 
could choose to submit SAT scores and/or ACT scores. While School A had three 
Standardized test scores 1) SAT Math, 2) SAT-Verbal and 3) SAT Writing, School 
B had 10 standardized test measures 1) SAT-Math, 2) SAT Verbal, 3) SAT-Writing, 
4) SAT-Essay, 5) ACT-Composite Score, 6) ACT-English, 7) ACT-Science, 8) ACT-
Math, 9) ACT-Reading and 10) ACT-Essay. 
The allowance of multiple standardized tests for applicants at School B causes a 
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dilemma in the use of the Gilbert Method on how to compare students that only took 
the SAT test to students that only took the ACT test. The most popular conversion 
tables of ACT to SAT, convert the ACT-composite score to the combined SAT7Math 
and Verbal scores, which result in a loss of information. For example, SAT-Math and 
ACT-Math scores are important for students majoring in the mathematical sciences 
or engineering, however a combined or composite score does not allow this individual 
variable to be taken into account during the admission process. Most conversions 
between these standardized tests are created by matching the scores for the rank 
percentiles. Since there are many different versions of these conversions, the rank 
percentiles for the SAT Math and Verbal or the ACT Math or English were used 
for test takers in 2007 [23, 10]. Each student's Math and Verbal/English test score 
was converted to a rank percentile, ranging from 1 to 99. If a student took both 
the SAT and ACT tests, the test with the highest sum rank percentile was used in 
the evaluation. Thus, each student has only one math percentile score, consisting of 
either the student's rank percentile on the SAT-Math or on the ACT-Math. Also, each 
student has only one verbal percentile score, consisting of either the students rank 
percentile on the SAT-Verbal or the ACT-English. The math and verbal percentile 
scores both come from the same standardized test. These specific sections of both 
•standardized tests were identified by the admissions department at School B as being 
primarily used in the general admissions, process. 
In the Analysis of School A, SAT-Writing was not used because about 7.3% of the 
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students had missing information for this variable. As well, according to School A, 
SAT Writing was not used in making general admission decisions for the applicants 
in the data set provided. At School B, the ACT and SAT Essay scores were requested 
to complement the numeric scores summarizing personal essay. However almost 30% 
of the applicants did not have either an ACT or SAT Essay score, and students 
application status did not depend on the student submitting these scores. Thus, this 
variable was not used in the evaluation of the Gilbert method. 
Class Rank. Class rank percentiles were only provided by School B. However 14% 
of applicants did not have a class rank. The admissions department at School B 
indicated that class rank would not hurt an applicant, but could only possibly help 
in the admissions process, if the class rank was very high. Due to the large number 
of missing data in the class rank variable, the variable was not used in the evaluation 
of the Gilbert Method. 
Race. The race variable was left as the school coded race, to give a more accurate 
representation of the admissions methods used at each university. School A uses 
7 race labels: White, Asian, Black, Hispanic, Native American, Multiracial, and 
Unknown Race. School B only uses 6 race labels: White, Asian, Black, Hispanic, 
Native American, and Other Race. 
Legacies. Legacies at both universities are defined as students with relatives who 
attended, are currently attending, or who graduated from the university. 
Essay and Extracurricular Score. The essay score and extracurricular scores at 
22 
School A are scores created by the admissions department at School A to numerically 
summarize parts of the student application. The essay score summarizes the content 
and grammar of the student's personal essay. This score ranges from 0 to 60. The 
extracurricular score give points for the extracurricular activities listed by the student, 
though more points are awarded for leadership, proficiency, or excelling in an area or 
activity. The lowest possible extracurricular score is 0, and there is no upper limit. 
However, the highest score in this data set is 75. 
State of Residency. In an effort to simplify a few of the data variables, state of 
residency and prospective major for both School A and B were recoded. Specific 
states were not taken into account, only regions, unless the student was applying 
within state. Individual states were converted to geographic regions following the 
Census Bureau's designation of the nine Census Regions of the United States: 1) 
South Atlantic, 2) East South Central, 3) West South Central, 4) New England, 5) 
Middle Atlantic, 6) East North Central, 7) West North Central, 8) Mountain, 9) 
Pacific [12]. Students could also be classified as 10) Within state, 11) a US citizen 
living abroad, 12) an international student, or 13) Unknown region. Thus, there are 
a total of 13 categories used to recode the residency variable for School A. There were 
no international student applicants or applicants with an unknown region identified 
by School B, so there were 11 categories used to recode the residency variable at 
School B. 
Prospective College Major. To simplify the prospective major categories, which 
23 
were not used at either university to determine general acceptance, the majors were 
recoded in the major divisions, which encompasses a group of individual majors. 
For example, the Division of Engineering would encompass all individual prospective 
engineering majors, such as Mechanical Engineering, Civil Engineering, etc. 
Although more variables were available from the university, only 10 variables 
were used in the remaining analysis and in the evaluation of the Gilbert method for 
School A, and 8 variables for School B. For example, application status (Accepted 
and Denied) was not used in clustering process, but only used to test the accuracy of 
the method. The final lists of variables used in the evaluation of the Gilbert method 
are shown in Table 2.2. 
School A 
1. Race/Ethnicity 
2. Gender 
3. Prospective Major 
4. Geographic Region 
5. Legacy Status 
6. GPA (4.0 scale) 
7. SAT-Math 
8. SAT-Verbal 
9. Rater score of Personal Essay 
10.Rater score of Extracurricular Activities 
School B 
1. Race/Ethnicity 
2. Gender 
3. Prospective Major 
4. Geographic Region 
5. Legacy Status 
6. GPA (4.0 scale) 
7. Math Score Percentile 
8. Verbal Score Percentile 
Table 2.2 : List of Variables Used in Clustering Evaluation 
Description of Data The data in this section will be described in two ways. The 
first will be a description in Table 2.3, the reporting race, gender, and legacy by 
application status for both School A and B, and the second will be the in Table 2.4 
showing the mean GPA, and raters scores by application status. 
Description of Race, Gender, and Legacy Status by Application Status. The racial 
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profile of the applicant data (shown in Table 2.3) indicates that almost 80% of the ap-
plicants in the data set were White (60.7%) and Asian (19.7%) at School A. The same 
was true at School B, though a larger percentage of students were White (75.9%) and 
only a small percentage are Asian (3.8%). There was a shortage of Native Americans 
that applied to both universities (22 applicants at School A and 39 at School B). 
Only four students did not report a race on the application in School A, while all 
students were given a race label at School ,B. The racial profile of accepted students 
looks very similar to that of the students that applied, with the exception of the black 
applicants. There were a much larger percentage of black students that were denied 
in both data sets than any other racial group. 61.2% of black applicants that applied 
to School A were denied, and 44.7% of black applicants were denied from School B. 
This is most likely due to the fact that the black students in both data sets scored 
lower on average in GPA and SAT scores than any other racial group (Table 2.6). 
There were over twice as many males (67.3%) that applied to School A than 
females (32.7%). This trend carries over in the admission decisions, and there are 
over twice as many males that were accepted than females. However, at School 
B, there are a slightly larger percentage of females (54.0%) that apply than males 
(46.0%). This trend also carried over in the admission decisions. 
Being a legacy at School A did not seem to have a great advantage in being 
accepted for admission. However, at School B, there is a larger percentage of legacy 
applicants, and the acceptance rate for legacy applicants (88.1%) is higher than that 
25 
of non-legacy students at School B (78.5%). 
GPA, Standardized and Rater Scores by Application Status. Another area of inter-
est in this data set is how the numerical scores of the accepted students compare to 
the original whole data set representing the applicant pool. Table 2.4 shows the mean 
GPA, SAT, and raters scores by application status. The average GPA of the whole 
data set at School A was high (3.64), and would imply the general competitiveness 
of the students that applied to the university. According to the College Board, the 
national average GPA of college bond students in 2007 was 3.33 [9], slightly higher 
than the average GPA of the whole data set at School B (3.25). The average SAT 
applicant scores for Math at School B (557) and Verbal (551) are all higher than the 
national average SAT scores (Math-518; Verbal-503) [9], but were still much lower 
than the average scores at School A (Math-628; Verbal-671). 
Table 2.5 shows the characteristics of the applicants at School B by the standard-
ized test taken. The majority of the applicants only submitted ACT scores (65.4%). 
A large percentage of applicants submitted both tests, ACT and SAT (21.6 %). This 
means that only 13% (1094) of applicants only submitted SAT scores, while the rest 
of the applicants (87.0%), at least submitted ACT scores, while only 34% at least 
submitted SAT scores. The average GPA, SAT, and ACT were slightly higher among 
students that took both standardized tests. Slightly more males submitted only SAT 
scores, while a larger percentage of females submitted the ACT or both standardized 
tests. The majority of each facial group, excluding the students of the Other racial 
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group, submitted only ACT scores. The Other race applicants had a slightly greater 
number of students only submit SAT scores. 
M e a n 
G P A 
SAT-Math 
SAT-Verbal 
Essay Score 
Ext racur r icu la r Score 
ACT-Engl ish 
ACT-Read ing 
A C T - M a t h 
ACT-Science 
SAT-Essay 
ACT-Essay 
Whole 
3.64 
628.0 
671.1 
34.8 
32.3 
• NA 
NA 
NA 
NA 
NA 
NA 
School A 
Accepted 
3.75 
657.3 
702.9 
36.6 
34.3 
. NA 
NA 
. NA 
NA 
• NA 
NA 
Denied 
3.34 
548.2 
584.8 
29.9 
27.1 
NA 
NA 
NA 
NA 
NA 
NA 
Whole 
3.25 
557.4 
550.5 
NA 
NA 
25.2 
25.1 
23.6 
23.7 
7.6 
7.4 
S c h o o l B 
Accepted 
3.41 
585.2 
579.4 
NA 
NA 
26.2 
26.0 
24.6 
24.4 
7.8 
7.5 
Denied 
2.58 
472.6 
. 458.2 
NA 
NA 
20.5 
20.9 
19.3 
20.4 
7.0 
6.9 
Table 2.4 : GPA, Standardized and Rater Scores by Application Status 
2.1.1 Creating an Eligible Pool of Applicants 
Criteria to Limit Data. In order to create an eligible pool of applicants, the process 
of determining minimal eligibility must be applied to the data set. Before clustering, 
it is suggested to only include students that pass some type of minimum eligibility 
criteria. Thus, everyone that is clustered should be eligible for acceptance. This 
is done to prevent the students that score very low and do not pass the universities 
minimum requirements from being suggested for acceptance. This pre-processing step 
is highly suggested with the use of this algorithm. 
These criteria were chosen to limit outliers in the lower tails and to prevent stu-
dents that were truly accepted from the university from being eliminated from the 
data set. These criteria may not necessarily by representative of the universities re-
28 
N 
Mean GPA 
Mean SAT-Math 
Mean SAT-Verbal 
Mean A C T - M a t h 
Mean ACT-English 
Male 
Female 
W h i t e 
Black , 
Hispanic 
Asians 
Other 
Nat ive American 
SAT 
Only 
1094 
3.04 
553.6 
540.7 
. ' .NA' 
NA. ' 
561 (51.3%) 
533 (48.7%) 
662 (60.5%) 
222 (20.3%) 
91(8.3%) 
45(4.1%) 
67(6.1%) 
7 (0.6%) 
Both SAT 
and A C T 
1825 
.'.•; 3 , 2 5 - • ; 
559.7. 
556.4 
25.2 
25.2 
857 (47.0%) 
968 (53.0%) 
1350 (74.0%) 
239 (13.1%) 
103 (5.6%) 
73 (4.0 %) 
57 (3.1%) 
3 (0.2%) 
A C T 
Only 
5526 
3.00 
. • . NA 
NA 
25.0 
25.1 
2463 (44.6%) 
3063 (55.4%) 
4400(79,6%) 
663 (12.0 %) 
175(3.2%) 
205 (3.7 %) 
54(1.0%) 
29 (0.5%) 
Table 2.5 : Characteristics by Standardized Test Taken at School B 
quirements for admission, but used for this project as minimum requirements. There 
were three criteria used to limit the data set for School A: 1) All students with GPA 
below 2.85 were automatically eliminated (353); 2) All students with GPA between 
and including 2.85 to 2.99, with both SAT-Math and SAT-Verbal scores below 700 
were eliminated (167); 3) All students with both SAT-Math and SAT-Verbal scores 
less than or equal to 550 (363). This brings the data set total from 8487 to 7604. 
The criteria used to limit the data for School B include: 1) All students with GPA 
below 2.0 were automatically eliminated (118); 2) All students with either SAT-M or 
SAT-V scores less than 400 (99); 3) All students with ACT-Composition Score less 
than or equal to 16 (73).This brings the data set total from 8445 to 8155. These 
criteria were chosen to limit outliers, but not to reduce this data set to much. The 
29 
acceptance rate at School B was much higher than School A, thus there would need 
to be more students in the pool to allow for variability during the clustering process. 
Reducing the data set too much would result in the majority of clusters with only 
one student per cluster or singleton clusters. 
Table 2.6 and 2.7 are the average numerical scores for School A and School B 
by racial group of the eligible pool after limiting the data sets (7604 students for 
School A; 8155 students for School B). Comparing the number of students in each 
racial group of the whole data set (Table 2.1) to the eligible pool, the majority of the 
students that were eliminated due to not passing the minimum cut-off limits were 
blacks (372 at School A; 139 at School B), and whites (339 at School A; and 107 at 
School B). However, there was an increase in the total average scores across all the 
numeric variables by implementing the minimum cut-off limits. 
School A. The mean numerical scores by race of Eligible Pool for School A are 
shown in Table 2.6. This table is a comparison of race by GPA, SAT-Verbal, SAT-
Math, Essay and Extracurricular Activity. 
Comparing means of the racial groups shows that average scores vary by racial 
group. The black students in the eligible pool had the lowest average GPA, and 
SAT-Verbal and Math scores among all of the other racial groups. The students with 
unknown races had the highest average GPAs (3.93), high SAT-Math scores (687), 
but one of the lowest SAT-Verbal scores (600). The Hispanic and Asian students in 
this data.set had the same average GPA (3.70), very similar SAT-Verbal scores (626; 
30 
624), but the Asians applicants had a much higher SAT-Math than the Hispanic 
students. The Multiethnic and Native American applicants had the same average 
GPA (3.67), and similar SAT-Verbal (640; 632), yet the Multiethnic applicants had 
higher average SAT-Math (666; 651). 
The essay score, School A's rater score of each student's personal essay, shows 
that the Native Americans had the lowest average essay scores (31.9), and then the 
black (33.0), and Hispanic applicants (34.8). The White (35.9), Asian (35.7), and 
applicants with Unknown Races (35.9) had very similar average essay scores, while 
the Multiethnic applicants had the highest average essay scores (37.4). 
The extracurricular score, which numerically summarizes students extracurricular 
activities and leadership, shows that Asians and Blacks had the lowest extracurricular 
scores (29.2; 29.9), which was close to the Hispanic extracurricular score (30.4). The 
eligible white applicants, the unknown race applicants and the Multiethnic applicants 
had similar extracurricular scores (35.2; 35.2, 35.9). The Native American applicants 
that had the lowest average essay score, but had the highest average extracurricular 
score (37.8). 
School B The mean numerical scores by race of eligible pool for School B is shown 
in Table 2.7. This table is a comparison of race by GPA, SAT-Verbal, ACT-English, 
ACT-Reading and ACT-Science. The eligible Asians applicants showed the highest 
average GPA, and highest average scores in both sections of the SAT test. As a group, 
the scores for the Asians varied in the averages of the ACT test, having the highest 
31 
N 
Total 7604 
White 4815 
Asian 1569 
Black 744 
Hispanic 417 
Multiethnic 40 
Native American 16 
Unknown Race 3 
Comparing Asians, Blacks, 
GPA 
3.71 
3.73 
3.70** 
3.60*** 
3.70* 
3.67 
3.67 
3.93 
<.001 
SAT-V 
639.8 
651.9 
626.4*** 
598.8*** 
624.3*** 
639.5 
631.9 
600.0 
<.001 
SAT-M 
684.7 
686.8 
713.1*** 
623.3*** 
666.8*** 
666.3 
650.6 
686.8 
0.746 
and Hispanic Means to Whites * 
Essay 
35.5 
35.9 
35.7 
33.0*** 
34.8** 
37.4 
31.9 
35.9 
<.001 
<0.05; ** 
Ext racurricular 
33.2 
35.2 
29 o*** 
29.9*** 
30.4*** 
35.9 
37.8 
35.2 
<.001 
<0.01; *** <0.001 
Table 2.6 : Mean Numerical Scores by Race of Eligible Pool for School A 
average ACT-Math score (25.0), but one of the lower ACT-English and ACT-Reading 
averages (24.4, 24.0). Similarly to School A, the black students had the lowest average 
GPAs and standardized test scores for all components of the SAT and ACT tests. 
The applicants with other races had the next lowest average GPA (3.18), yet had the 
second highest average SAT and ACT scores across all test categories at School B. 
The eligible Native American and Hispanic applicants had the next lowest average 
GPA scores (3.20, 3.21). Both groups had similar SAT-Verbal scores (557.1; 552.5), 
and similar ACT scores across all categories. Yet, the Hispanic students had slightly 
higher SAT-Math average than the Native Americans at School B (563.3; 554.3). The 
White students had high average GPAs (3.31) among applicants and scored above 
the average of the total data set for all of the standardized test categories. The White 
students scored higher than the other racial groups in the ACT-English, Reading and 
Science sections (26.0, 25.8, 24.2). 
In summary, the high average scores of the eligible pool at School A shows the 
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general competiveness of the applicants. The average scores at School B reflect that 
of the national average GPA and standardized test scores of current college bond 
students across the country. As well, the average GPA and standardized test score 
at both universities vary greatly by race. 
34 
Chapter 3 
Assessment of Gilbert Method 
This section is a description of the procedures used to test and analyze the 
clustering methods used by Juan Gilbert in Applications Quest. Due to the unavail-
ability of the actual Applications Quest program, a computer program was written in 
the statistical program R using the C language implementing the same functions and 
procedures as Applications Quest (see Appendix B). This section will assess the way 
in which students are selected once placed in clusters. The purpose of this assessment 
is to reveal the strengths and weaknesses of the Gilbert method. 
In evaluating the Gilbert method, we want to assess whether or not the method: 
1) chooses a diverse class, including a racially diverse class and 2) chooses students 
the university would accept and denies students the admissions office would deny. 
3.1 Index of Diversity 
One key area of investigation for this project was racial diversity. The Gilbert 
method measures diversity of students based on any differences between students. 
This method compares overall differences among students, but does not report the 
racial differences among selected acceptance pools. Thus, an additional numerical 
index was used in this project as a method to quantify and compare racial diversity 
among the entire data set and recommended acceptance pools. The index of diversity, 
35 
introduced by Gibbs and Martin (1962), provides an index that numerically represents 
the diversity of a group or sample [19]. 
The index of diversity is given by: 
i 
where p is the percentage of individuals or objects in a category, and N is the 
number of categories. 
An example of using the diversity index would be to measure the racial diversity 
of the admitted applicants in a university. For example, if the admitted applicant 
pool' is 65% White, 8% Black, 10% Hispanic and 17% Asian, the index of diversity 
would be: 
1 - (.652 + .082 + .102 + .172) = 0.532 
The interpretation of the diversity index would be, if two people were chosen at 
random from the admitted class, the probability that both would come from different 
racial groups was 0.532. The index ranges from 0, indicating perfect homogeneity, 
where each person is in the same racial group, to 1 indicating perfect heterogeneity, 
where each person is in a different racial group. 
The diversity index will be used to help evaluate the Gilbert Method by comparing 
the change in diversity index. The diversity index for the eligibility pool for School 
A was 0.544, while the diversity index for the eligibility pool for School B was 0.384. 
36 
School B has a lower diversity index compared to School A due to the much larger 
percentage of white students and smaller percentage of Asian students. School A 
had 63% White applicants and 21% Asian applicants, while School B had 77% White 
applicants and 4% Asian applicants (see table 3.1, 3.3). 
The possible range of the diversity index is important to determine, so that com-
parisons between index results can be evaluated on an accurate scale. At School A, 
for example, 6204 students were truly accepted into the university, thus to evaluate 
the Gilbert method 6204 clusters were created and one student per cluster was se-
lected. The range of the diversity index for School A was determined by calculating 
the minimum diversity index of 6204 students from the total eligibility pool at School 
A which consisted of 7604 applicants. The minimum and maximum diversity index 
range for School A and School B are shown in Figure 3.1. 
The minimum diversity index from School A, choosing 6204 students from the 
eligibility pool is 0.348 and the maximum is 0.614. The diversity index of the eligibility 
pool for School B, was much lower than School A, and was also reflected in the 
range of possible diversity indices. The large number of White applicants lowered 
the minimum possible diversity index of choosing 6848 students from the eligibility 
pool at School B to 0.146. The maximum index at School B is 0.441. The range of 
possible diversity indices at School B is wider than School A, but considerable lower 
in value. 
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3 . 2 E v a l u a t i o n u s i n g U n i v e r s i t y D a t a 
3.2.1 School A 
Data from School A and School B were used to evaluate the Gilbert Method, 
and the results were compared to the results of the student's true application status. 
There are two main areas of assessment that are discussed in this section. Firstly, 
does the Gilbert method choose a diverse class, particularly does this process harm 
the selection of minorities (i.e. Blacks, Hispanics, and Native Americans)? Secondly, 
does this method choose students the university would accept and deny students the 
committee would deny? 
The first data set evaluated was School A. The School A data set contained 7604 
eligible students, of which 6204 students were truly accepted for admissions. So, to 
evaluate the Gilbert Algorithm the data was run using both divisive and agglomer-
ative clustering methods creating 6204 clusters, and choosing one student from each 
cluster. Table 3.1 compares the data description of the eligible pool used to cluster, 
the actual students accepted, and the students suggested for acceptance using the 
Gilbert method with both agglomerative and divisive clustering. 
Table 3.1 shows how the suggested classes from the Gilbert method compared to 
the whole eligible data set and the description of the accepted students. Comparing 
the agglomerative clustering method to the eligible pool shows that larger percent-
ages of minority students were selected using agglomerative clustering than majority 
students. All of the Native American, Multiracial students and students that did not 
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Eligible 
Pool 
Actual 
Accepted 
Gilbert Method 
Agglomerative 
Clustering 
Divisive 
Clustering 
N 7604 6204 6204 6204 
White 
Asian 
Black 
Hispanic 
Multiracial 
Native American 
Unknown Race 
Male 
Female 
Not Legacy 
Legacy 
Mean GPA 
Mean SAT-V 
Mean SAT-M 
Essay Score 
Extracurricular Score 
Actual Accept 
Actual Denied 
Diversity Index 
4815 
1569 
744 
417 
40 
16 
3 
5086 
2518 
6531 
1073 
(63.3%) 
(20.6%) 
(9.8%) 
(5.5%) 
(0.5%) 
(0.2%) 
(0.0%) 
(66.9%) 
(33.1%) 
(85.9%) 
(14.1%) 
3.71 
639.8 
684.7 
35.5 
33.2 
6204 
1400 
0.544 
4095 
1301 
434 
331 
31 
11 
1 
4265 
1939 
5334 
870 
(66.0%) 
(21.0%) 
(7.0%). 
(5.4%) 
(0.5%) 
(0.2%) 
(0.0%) 
(68.7%) 
(31.3%) 
(86.0%) 
(14.0%) 
3.75 
657.3 
702.9 
36.6 
34.3 
6204 
0 
0.513 
3652 
1398 
694 
401 
40 
16 
3 
4073 
2131 
5314 
890 
(58.9%) 
(22.5%) 
- (11.2%) 
(6.5%) 
(0.6%) 
(0.3%) 
(0.0%) 
(65.7%) 
(34.3%) 
(85.7%) 
(14.3%) 
3.69 
637.0 
682.1 
35.4 
33.1 
4965 
1239 
0.586 
3927 
1278 
608 
338 
35 
15 
3 
4138 
2066 
5317 
887 
(63.3%) 
(20.6%) 
(9.8%) 
(5.4%) 
(0.6%) 
(0.2%) 
(0.0%) 
(66.7%) 
(33.3%) 
(85.7%) 
(14.3%) 
3.70 
638.8 
684.1 
35.6 
33.2 
5037 
1167 
0.544 
Note: Column totals are denominators for percentages 
Table 3.1 : Comparison of Suggested Class by Gilbert Algorithm to Actual Accepted 
for School A 
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report their race were selected using the agglomerative clustering. We will show in 
Chapter 4, that these students are selected mainly due to being in a small sample 
size category. As well, a very high proportion of Blacks and Hispanics were chosen 
compared to the eligibility pool, while the White students were chosen at a smaller 
percentage than the eligibility pool. Thus, the diversity index of the Agglomerative 
Gilbert Method (0.586) was higher than the eligible pool (0.544), and higher than 
those actually accepted by the university (0.513). A similar number of male and 
female students were selected using the Gilbert Method compared to the eligibility 
pool and accepted students, as well as those which were legacies of the university. 
However, there were slightly fewer males (65.7%) and non-legacy students (85.7%) 
suggested using the clustering methods compared to the eligible pool (66.9%; 85.9%), 
which were both the majority groups within this data set. 
The numerical scores of the students selected by the Gilbert method are much 
lower than the actual accepted students. In fact, the average scores of those suggested 
by the Gilbert method are lower than or equal to the averages of the eligible pool that 
they were selected from across all numerical variables. For example, the average GPA 
of the agglomerative (3.69) and divisive (3.70) clustering was lower than the eligible 
pool (3.71), and much lower than the students actually accepted (3.75). Thus, the 
method does not tend to choose the students that score above average on standardized 
test scores, or have above average GPAs. 
The divisive clustering method almost exactly mirrors the percentages of the eli-
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gibility pool. This.creates racial, gender, and legacy percentages using divisive clus-
tering almost the same as the data put into the method. Thus, there was no increase 
in the diversity of the selected students for School A using the divisive method. If 
the objective is to increase diversity of the pool, here the agglomerative clustering 
method works best with this data set. 
A major component of the method is that race does not give an applicant pref-
erence over another student the admissions decisions. To assess the impact of the 
race variable in the clustering method, race was removed from the calculation of the 
distance metric, and then the students were clustered using the agglomerative clus-
tering method. The results are shown in Table 3.2. The affect of removing race 
from the calculation of distance between students did not have a great impact among 
the Native American and the Unknown races students (0.2%; 0.0%), compared to 
including race (0.3%; 0.0%). There was a slight decrease in acceptance rates of the 
minority groups, Blacks, Hispanic and Multiracial students by removing race. The 
selection of the Asian students was decreased the most by not including race in the 
distance calculation (22.5% to 20.9%). However, the white students were impacted 
the most with an increase of 214 additional white students suggested for acceptance 
without the use of race in the distance equation (58.9% to 62.3%). Thus, the use of 
race in the distance metric does have an impact on the selection of the students. This 
impact comes by trying to diversify over the race variable, decreasing the percentage 
of the larger groups and increasing the percentage of the smaller groups. Another in-
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teresting finding is that removing race increased the number of truly denied students 
suggested for acceptance (2123) compared to those suggested while using race in the 
distance metric (1239). 
Gilbert Method 
Using Race Without Race 
in Clustering in Clustering 
~N : ~ 6204 6204 
White 3652 
Asian 1398 
Black 694 
Hispanic 401 
Native American 16 
Multiracial 40 
Unknown Race 3 
Actual Accept 4965 4081 
Actual Denied 1239 2123 
Diversity Index 0.586 0.554 
Table 3.2 : Impact of Race Variable in Distance Matrix for School A 
Summary of School A Evaluation To summarize the evaluation of the Gilbert 
Method, there are two areas of investigation: 1) Does the method choose a diverse 
class, in particular, does the method harm the process of selecting minorities? and 
2) Does the method choose students the university would accept and denies students 
the admissions office would deny? 
Diversity The program created by Gilbert is to aid in creating diverse acceptance 
pools without giving students preference based on race. Diversity in this algorithm 
applies to every variable put into the distance metric, including gender, race, resi-
dency, etc. The results of using the clustering method on School A are shown in Table 
(58.9%) 
(22.5%) 
(11.2%) 
(6.5%) 
(0.3%) 
(0.6%) 
(0.0%) 
3866 
1296 
635 
357 
14 
33 
3 
(62.3%) 
(20.9%) 
(10.2%) 
(5.8%) 
(0.2%) 
(0.5%) 
(0.0%) 
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3.1. Using the diversity index as a measure of racial diversity using agglomerative 
clustering did increase the racial diversity of the suggested students, divisive cluster-
ing produces a diversity index equal to the eligible pool. Both clustering methods, 
increased the number of females suggested for admissions compared to the eligible 
pool, as well the number of students that are legacies of the university. Both of these 
groups apply to the university in considerably smaller numbers than males and non-
legacy students. Thus, the use of clustering does aid in suggesting a more diverse 
acceptance pool, shown by increases in the diversity index, compared to the original 
eligible pool by increasing the percentages of the smaller groups that apply to the 
university. 
One area of interest in evaluating the Gilbert method was how this method affects 
the number of minority students selected into the university. Does the method sys-
tematically exclude Blacks, Hispanics, and Native Americans? The racial profile of 
the suggested students by the Gilbert Method, shown in Table 3.1, does not suggest 
that these minority groups were excluded or chosen atTa decreased rate. On the con-
trary, Blacks, Hispanics, and Native Americans were chosen at the same percentage 
or higher compared to the eligible pool. For example, only 16 Native Americans were 
in the eligible pool and of these 16 students the agglomerative clustering method 
suggested all 16, and the divisive method, 15. 
Accuracy of Acceptance Recommendations For an acceptable selection method, 
the procedure should be able to choose the students that were actually accepted by the 
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admissions office and deny the students that were truly denied admissions. Though 
the method did choose a diverse class, the method did not perform well in accurately 
choosing accepted students. The Gilbert method suggested 1167 students for accep-
tance that were denied using agglomerative clustering, and 1239 students that were 
denied using divisive clustering out of the 1400 applicants in the eligible pool who 
were denied. Thus, the Gilbert method suggested 84% to 89% of the denied students 
in the eligible pool for acceptance. 
3.2.2 School B 
The second data set that was evaluated was School B. The eligibility pool of applicants 
at School B contained 8155 students, of which 6848 students were truly accepted 
for admissions. Thus, to evaluate the Gilbert Algorithm the data was run using 
both divisive and agglomerative clustering to create 6848 clusters, and choosing one 
student per cluster. Table 3.3 presents the results comparing the data description of 
the eligible pool, the actual accepted students, and the suggested student selected for 
acceptance using the Gilbert Method. Both the agglomerative and divisive clustering 
methods select students with almost the same percentages to each other, as well 
as compared to the eligibility pool. For example, the percentage of white students 
in the eligibility pool was 77.3%, which was very similar to the percentage chosen 
by agglomerative (77.2%) and divisive (77.1%) clustering. The percentage of blacks 
chosen using clustering (12.2%) was slightly higher than the eligible pool (11.2%). 
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N 
White 
Black 
Hispanic 
Asian 
Other Race >-
Native American 
Male 
Female 
Not Legacy 
Legacy 
Mean GPA 
Mean SAT-V 
Mean SAT-M 
Mean ACT-M 
ACT-Eng 
ACT-Read 
ACT-Sci 
Actual Accept 
Actual Denied 
Diversity Index 
Eligible 
Pool 
8155 
6305 (77.3%) 
985 (12,1%) 
. 351 (4.3%) 
'310 (3.8%) 
167 (2.0%) 
37 (0.5%) 
3727 (45.7%) 
4428 (54.3%) 
5910 (72.5%) 
.2245 (27.5%) 
3.28 
561.0 
571.6 
23.9 
23.5 
25.4 
23.9 
6848 
1307 
0.384 
Actual 
Accepted 
6848 
5527 (80.7%) 
622 (9.1%) 
283 (4.1%) 
259 (3.8%) 
128 (1.9%) 
29 (0.4%) 
3091 (45.1%) 
.3757 (54.9%) 
4849 (70.8%) 
1999 (29.2%) 
3.41 
586.4 
595.3 
24.6 
26.3 
26.0 
24.4 
6848 
0 
0.337 
Gilbert Method 
Agglomer at ive 
Clustering 
5288 
837 
299 
253 
140 
31 
3149 
3699 
4955 
1893 
6848 
(77.2%) 
(12.2%) 
(4.4%) 
(3.7%) 
(2.0%) 
(0.5%) 
(46.0%) 
(54.0%) 
(72.4%) 
(27.6%) 
3.28 
560.0 
571.1 
23.9 
25.5 
25.4 
23.9 
5730 
1118 
0.385 
Divisive 
Clustering 
6848 
5279 (77.1%) 
839 (12.2%) 
292 (4.3%) 
259 (3.8%). 
147 (2.1%) 
32 (0.5%) 
3148 (46.0%) 
3700 (54.0%) 
4954 (72.3%) 
1893 (27.7%) 
3.27 
561.1 
572.3 
23.7 
25.5 
25.4 
23.8 
5730 
1118 
0.387 
Note: Column totals are denominators for percentages 
Table 3.3 : Comparison of Suggested Class by Gilbert Algorithm to Actual Accepted 
for School B 
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Thus, the clustering produces only slightly higher diversity index scores due to the 
small increase in the percentages of minority students selected. Thus, with School 
B, the diversity using clustering was only slightly above that of the eligible pool, 
meaning using the program with this data set and these variables will not produce 
results much better than the diversity of the students that apply to the university. 
To evaluate the impact of race while clustering data from School B, race was 
removed from the calculation of the distance metric. The results are shown in Table 
3.4. The affect of removing race had only a slight impact that varied across racial 
groups. The removal of race slightly increased the number of Hispanics, Asians, 
and Native Americans. The number of Black students and student of other races 
selected decreased by removing race (12.2% to 11.9%). The largest impact of removing 
race, similar to the result in School A, was an increase in the number of Whites 
students that were suggested for acceptance at School B (77.2% to 77.4%). However, 
in contrast with the result of School A, the number of suggested students that were 
truly denied from School B decreased from 1118 to 1101 after race was removed from 
the calculation of the distance metric. 
Summary of School B Evaluation 
To summarize the evaluation of the Gilbert Method, there are two areas of inves-
tigation. 1) Does the method choose a diverse class, in particular, does the method 
harm the process of selecting minorities? and 2) Does the method choose students 
the university would accept and deny students the admissions office would deny? 
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N 
W h i t e 
Black 
Hispanic 
Asian 
Other Race 
Nat ive American 
Actual Accept 
Actual Denied 
Diversity Index 
Gilbert M e thod 
Using Race 
in Clustering 
5288 
837 
299 
253 
140 
31 
6848 
(77.2%) 
(12.2%) 
(4.4%) 
(3.7%) 
(2.0%) 
(0.5%) 
5730 
1118 
0.385 
Wi thou t Race 
in Cluster ing 
6848 
5307 (77.4%) 
812 ' (11.9%) 
303 (4.4%) 
260 (3.8%) 
136 (2.0%) 
33 (0.5%) 
5747 
1101 
0.382 
Table 3.4 : Impact of Race Variable in the Distance Matrix for School B 
Diversity Again, diversity in this algorithm applies to every variable that was put 
into the distance metric, including gender, race, residency, etc. The results of using 
the clustering method on School B are shown in Table 3.3. Using the diversity index 
as a measure of racial diversity both clustering methods did slightly increase the 
racial diversity of the suggested students compared to the eligible pool. Though both 
clustering methods slightly increased the percentage of males (46.0%) suggested for 
admissions compared to the eligible pool (45.7%). Males at School B (45.7%) applied 
in slightly smaller proportion to females (54.3%). The percentage of legacy students 
increased slightly by clustering (25.7% to 27.6%), while the percentage of non-legacy 
students decreased. Thus, the use of clustering did aid in suggesting a more diverse 
acceptance pool compared to the original eligible pool by increasing the percentages 
of the smaller groups that apply to the university. 
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Another area of interest in evaluating the Gilbert method is determining if the 
method systematically exclude Blacks, Hispanics, and Native Americans? The racial 
profile of the suggested students by the Gilbert Method, shown in Table 3.3, does not 
suggest that these minority groups were chosen at a decreased rate. On the contrary, 
Blacks, Hispanics, and Native Americans are chosen at the same percentage or higher 
compared to the eligible pool. 
Accuracy of Acceptance Recommendations For an acceptable selection method, 
the procedure should be able to choose the students that were actually accepted by 
the university and deny the students that were truly denied admissions. Though the 
method did choose a slightly more diverse class, the method did not perform well in 
accurately choosing accepted students. The clustering method suggests 1118 students 
for acceptance that were denied admission out of the 1307 applicants in the eligible 
pool who were truly denied. Thus, the Gilbert method suggested over 85% of the 
denied students for admissions to School B. 
3.3 Advantages and Disadvantages of the M e t h o d 
Gilbert's program, Application Quest, has several advantages and disadvantages 
with use in university admissions. The program does increase the sample diversity of 
the selected students through the use of clustering, indicated by the increase in the 
diversity index. However, there are several disadvantages or problems noted with this 
method. The following results were observed based on the two real data sets analyzed 
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in this chapter, and results may differ depending on data used. 
3.3.1 Advantages 
Increase Sample Diversity The program will suggest a sample class from the 
application pool, that does have an increased diversity index over the eligible pool 
and actual accepted students. This is done by oversampling the smaller group sizes, 
which decreases the concentration of the sample in any one category (see section 
3.2.1). 
Increase Minority Selection The method does increase the percentage of minor-
ity students suggested for selection compared to the applicant pool, and the students 
that were truly accepted for admissions. This is done, again, by oversampling the 
smaller group, thus increasing the racial diversity of the students suggested for accep-
tance. For example, using agglomerative clustering the percentage of blacks selected 
at School A was 11.2% compared to the eligible pool percentage of 9.8. 
3.3.2 Disadvantages 
Not Based on Merit The Gilbert method does not select students based on merit 
or other criteria that an admissions committee would be interested in, such as the 
student being a good fit for the environment of the university. Selecting a student 
because they are different from others, does not guarantee that the student will do 
well academically at the university or that the student is a good fit for that university. 
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The distance metric or the clustering procedure does not allow for the direction of 
the differences between students or the automatically select students based on these 
favorable criteria of one student over the other. 
Possible Solution. It is recommended that the admissions committee does not use 
the suggested selection function built into Applications Quest, but rather, manually 
goes through each cluster to decide which students to accept. Also, it is important 
to note that each cluster is not guaranteed to have a specified number of students to 
accept, and should not be forced to select a student from each cluster. Thus, within 
each cluster, committees can choose no students to accept, or one or more. 
Missing Data This method does not provide a way to cluster and account for 
missing data. For example, 14% of students from School B did not submit a class 
rank, but it was helpful in the admissions process for the students that did. Also, 
it could be beneficial to the admissions committee to view similarly ranked students 
together. Currently, there are not any possible solutions to this problem, as predicting 
missing standardized scores and class ranks provide unreliable estimates. 
Outliers The clustering and selection method are very sensitive to outliers in the 
numeric variables, such as GPA and standardized test scores. The average GPA 
and standardized test scores of the selected students using the Gilbert Method are 
generally lower than that of the application pool, and much lower than the average 
scores of the truly accepted students. This is due to the process of trying to diversify 
over every variable used in the selection process. Thus, students with either very low 
or high scores are generally automatically selected, due to their extreme differences 
among other students. Selection of very high scores might not seem to be a problem. 
For example, if a student in School A scores extremely high in the rater's score for 
extracurricular activities and shows tremendous leadership experience, having this 
student singled out for strong consideration of acceptance could be beneficial to the 
admissions process. However, at the same time, students that score extremely low 
among this variable would also be singled out for strong consideration, which might 
not be beneficial if other students generally score well in this area. 
Possible Solution. It is recommended that during the pre-processing phase of 
limiting the data down to an eligible pool of applicants, that each individual variable 
to be used in the clustering program has its own cut-off limit. For example, having 
a combined SAT cut-off limit of 1000 could potentially leave in the eligible pool, an 
applicant that scores a 320 in the Math section and 690 in the Verbal section. The 
very low math score could cause this student to be singled out for admissions. Thus, 
having individual cut-off limits for SAT-Math and Verbal of, for example, 450 each 
could help to limit the number of outliers in the lower tails for each numeric variable. 
Small Sample Size Similar to the outlier problem in the numeric variables, stu-
dents in the application pool in very small categorical groups are also more likely to be 
selected in comparison to students in larger categories. For example, only 16 Native 
Americans were in the eligible pool at School A, and using agglomerative clustering, 
all 16 were suggested for acceptance. This problem is explored further in Chapter 4, 
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through a simulation study to determine if selection maybe driven solely by the size 
of the applicant group. L 
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Chapter 4 
Influence of Categorical Sample Size (Simulation 
Study) 
One of the major concerns discovered with the clustering algorithm using the 
Gilbert Method was that it seemed to automatically select most or all the students 
that were in small categorical groups, particularly for the School A evaluation. This 
chapter presents a simulation study to further explore the effect of categorical sample 
size on the probability of being suggested for admission using the Gilbert Algorithm. 
4.1 Introduction 
In the evaluation of the Gilbert Method (Chapter 3), we discovered that the basis 
of creating a more diverse sample of applicants was based on over sampling from 
the smaller groups (see section 3.2.1). However, when the size of these groups was 
extremely small, most or all of the applicants in these categories were suggested 
for admission. For example, at School A there were 16 Native Americans and 40 
multiethnic applicants in the data set, out of 7604 applicants. Using the Gilbert 
Method with agglomerative clustering, all 16 Native Americans and all 40 multiethnic 
applicants were selected for suggestion of acceptance. 
There are a few possible explanations for this occurrence. The first explanation is 
that the Native American and Multiethnic applicants are simply "different" from the 
54 
other applicants and each other. The clustering algorithm groups similar students 
together, however, if these students have very different application profiles than the 
other groups and are different within each group, each student may be placed in their 
own cluster. As shown in Chapter 2, the average numerical scores of GPA and SAT 
vary by racial groups (Table 2.6). Native American and Multiethnic students had the 
same average GPA (3.67), though it was one of the lowest among all racial groups. The 
Multiethnic group had the highest average Essay score among racial groups (37.4), 
while the Native American applicants had the lowest average (31.9). However, Native 
Americans had the highest extracurricular average score among racial groups (37.8), 
while the multiethnic students had the second highest average (35.9). Thus, these 
groups could simply have different application information from the other groups, 
which would be dependent on the data set. 
A second explanation for the selection of all students within the small groups is 
that the selection is based on the size of the group. If this method automatically 
suggests all students in groups of small sizes, simply due to the size of the group, 
this could have very serious legal implications. This would imply, for example, that 
all Native American applicants would be considered for admission into the university 
regardless of merit, because only a few applied. This is a very serious concern, because 
it could make race a deciding factor in admissions, which is unconstitutional. It is very 
important to test this second theory further for legal purposes. A third explanation 
is that it is a combination of both factors, the groups are different from other groups 
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and that they apply in very small numbers. 
This chapter presents a simulation study to test these two explanations and the 
combination of them both. The two main factors explored individually and in combi-
nation were, first, the equality of the group mean scores among the numeric variables, 
and the second factor is the number of the applicants in each group. Because diversity 
goes beyond race, the equality of the groups extends to all of the categorical variables: 
race, gender, legacy, region, and major. 
4.2 Methods 
An outline of the major factors of the simulation study is found in Figure 4.1. 
There are two main data factors that are to be tested in this simulation study: A) 
the similarity of the group data (Factor A); B) the number of students in each group 
(Factor B). 
Factor A: Group Means The similarity of the group's data, Factor A, is defined 
as the similarity of group averages (and median) scores across all of the numerical 
variables (GPA, SAT scores, Essay and Extracurricular score). To analyze the effect 
of how the group means play a role in selection, data sets were compared where the 
only factor that changed was the average numerical scores by racial groups, either 
the same means or different means. In this study, data with the same group means 
implied that each racial group would have numerical scores similar to the overall 
mean of the eligible pool data set for School A (shown in Table 2.4). For example, 
, . . 5 6 
I. Data Set Factors 
A. Group Means 
1. Similar Group Means. All racial and gender group means equal. 
2. Different Group Means. Racial group means similar to eligible data pool. 
B. Group Sizes 
1. Equal Sizes. Number in each group equal: race, gender, major, region. 
2. Majority Slightly Higher Percentage. Majority groups have slightly higher 
percentages than equal. 
3. Very Different Sizes. Percentages in each group similar as eligible data pool. 
II. Clustering Factors 
A. Acceptance Rate 
1. 60% Acceptance Rate 
2. 70% Acceptance Rate 
Figure 4.1 : Simulation Study Factors 
the overall GPA in the data set for School A was 3.71. Thus, each racial group in 
the simulated data set had an average GPA of 3.71. As well, within racial groups, 
each gender had the same means across all numeric variables. The data with different 
means contained racial group data with means similar to the racial group averages 
in the original eligibility pool data set at School A. For example, the white students 
had an average GPA of 3.73, while the average GPA of the black students was 3.60. 
These individual racial group averages were reflected in the data set with different 
means. 
Factor B: Group Size The second main data set factor, Factor B, is group sizes, 
or the number of applicants in each group. There are three comparisons within this 
factor: 1) equal sizes; 2) majority with slightly higher percentages; 3) very different 
sizes, or majority with a much higher percentages. The group sizes of the applicants 
apply to all of the categorical variables: race, gender, legacy, region and major. 
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Thus, for the first subcategory, equal sizes, each racial group had an equal number 
of applicants. As well, within each racial group there were an equal number of male 
and female applicants, an equal number of legacy and non-legacy students, an equal 
number of applicants in each prospective major, and from each geographic region. 
In the second subcategory, the majority group had a slightly higher percentage than 
equal. Thus, the majority groups within the data set, for example, white applicants 
and in-state students had slightly larger percentages than the minority groups. So 
for example in this subcategory, males would make up 60% of the data set which 
is slightly larger than females (40%). The third subcategory of the data size factor, 
the group sizes were very different, parallel to the percentages in the eligible data set 
for School A. The percentage differences in the original data were very large in the 
eligible pool of School A. For example, 63% of applicants were white, while only 0.2% 
of applicants were Native Americans. The group percentages for race, gender, legacy, 
region, and major from School A were preserved in the simulated data set with very 
different group sizes. 
Another area of interest in this study was the acceptance rate of the university, 
and the effect on this algorithm. School A has a general acceptance rate of 70% and 
School B has a general acceptance rate of 80%. After applying the cut-off limits to 
both data sets, while keeping the same number of students accepted, the acceptance 
rate in the evaluation was around 82% for both schools. Having a high acceptance 
rate using the algorithm causes most of the students in the application pool to be 
selected for acceptance, which reduces the variability of who was placed together in 
clusters. Thus, to test the effect of selection on the acceptance rate, lower acceptance 
rates will be tested on the simulated data sets. 
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4.3 Data 
The data that was used in this simulation study was formulated based on the 
data set factors shown in Figure 4.1. The data set Factor A, group mean, has two 
subfactors, and the data set Factor B has three subfactors. Thus, to make comparisons 
across both factors, 6 data sets were created from all possible combinations of the 
subfactors of Factor A and Factor B. These six data sets included: 1) data set with 
similar group means (Al), and equal group sizes (Bl); 2) different group means 
(A2) and equal group sizes (Bl); 3) similar group means (Al) and group sizes with 
the majority groups having slightly higher percentage than equal (B2); 4) different 
group means (A2) and group sizes with the majority groups having slightly higher 
percentages (B2); 5) similar group means (Al) and very different group sizes (B3); 
6) different group means (A2) and very different group sizes (B3). Thus, within each 
group size category, there were two data sets, one with the same mean and a data set 
with different means. 
Each of the six data sets contained 1000 applicants. The data sets used in- this 
study were generated from randomly selecting data from School A within each racial 
group category. The data sets with different means were created first by randomly 
selecting data from each individual racial group data with specified group sizes. To 
make accurate comparisons in data sets with different means, only the numeric vari-
ables were changed to create the same mean data sets, and the other variables were 
unchanged. To generate the data with the same means, the numeric variables (GEA, 
SAT-Math, SAT-Verbal, Essay score, and Extracurricular Score) were manipulated 
within each racial group to be equal to the overall means of the eligibility data set. 
As well, within each racial group, the means of the numeric variables were manipu-
lated to be equal by gender. Thus, within each racial group, the numeric means for 
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males and females were also individually equal to the overall means. For example, 
the overall GPA for the eligible pool was 3.71 at School A. Thus, for the data set 
with similar means, the GPA for each racial group was 3.71, and the GPA for the 
male and female students within each racial group was also 3.71, and similarly with 
the other numeric variables. , . ' 
The data sets within the very different group size factors were generated first. This 
was done by randomly selecting from each individual racial group in the original data 
set, 1000 students in the proportion that each racial group appears in the eligibility 
pool for School A. To produce the data set where the group sizes were similar or 
equal, the category labels were manipulated to produce similar Or equal size groups. 
For example, if the data set with the original data had 691 males and 309 females, to 
produce equal gender sizes 191 males were randomly selected to become females, so 
that both groups each have 500 students. This was done for every categorical variable 
within each racial group (gender, legacy, major and region). For racial groups that 
did not have enough students in the eligible pool to create the designated group sizes 
(multiethnic, Native American, Unknown Race), data from the white students were 
randomly generated and labeled as the respective racial group, making certain that 
the each student's data was used only once in each simulated data set. The equal 
group sizes were divided in such a way that the group sizes were as equal as possible, 
given that some categories had odd numbers. 
4.4 Results 
The results of the simulation study are shown in Tables 4.1-4.3. Each of the three 
tables correspond to one of the three group size categories. Also, each of the three 
tables represent the results of two data sets, one with the same mean and one with 
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different means of the groups. Table 4.1 shows the results from the data sets with 
equal group sizes. The slight differences in the overall averages between the data sets 
with the same and different means are also shown in this column. The simulated data 
column shows the equal distributions of the categorical variables for each data set of 
1000. This table also displays the effects of two different acceptance rates, 70% (700 
students), and 60% (600 students). 
In Table 4.1, the data with the same mean and equal group sizes, regardless of 
the acceptance rate (70% or 60%), seem to preserve the equal percentages across 
the categorical variables. The data with the different means and equal group sizes 
also preserved that distribution of the data set, though there was more variability in 
the percentages by racial group and gender. Also, the average scores, for example 
GPA, of the selected students (3.68) were below that of the original* simulated data 
sets (3.70), excluding the extracurricular variable. Comparing the differences in ac-
ceptance rate, 70% and 60%, we find that regardless of mean for equal group sizes, 
the smaller, acceptance rate does better at preserving the equality in the percentages 
across groups. Also* there was no change in the diversity index comparing each of 
the selected groups to the original simulated data sets. 
The results of group sizes with the majority slightly higher than equal are shown 
in Table 4.2. For this group distribution, for example, instead of males and females 
both being half of the data set, males (the majority group) make up 60% of the data 
and each racial group and females 40%. Whites and Asians applied to School A in 
much greater numbers than the other racial groups, thus these groups were given 
higher percentages than equal in the data set. As shown in the last table, an equal 
percentage for each racial group is 14.3%. Thus, the white and Asian percentages were 
increased to 35% and 25%. The other racial group sizes were decreased below that 
of 14.3%. The data distribution is shown under the simulated data column of Table 
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4.2. The results show that the groups where their percentages were increased above 
equal (whites and Asians), the percent of the selected students in these groups was 
below that of the original data (35% and 25% to 28.9% and 23.1%). Conversely, the 
students with group sizes decreased below equal, had larger percentages represented 
in the selected classes. This is true for both acceptance rates. We also see this same 
trend among the data with different means. Though with the different mean data, the 
increase above and below the original percentages were not as great, as in the data 
with the same means. This produces diversity indexes in the selected classes (0.816; 
0.811) higher than the original data set (0.782). The lower acceptance rates produces 
higher diversity indexes (0.828; 0.824) among the selected data sets compared to the 
original data set (0.782), by choosing smaller percentages of the majority groups and 
much higher percentages of the minority groups. With this distribution of group sizes, 
the students selected have average scores close to or that of the original simulated 
data. The averages of the selected students from the data with the same mean were 
much closer to the original data set than the data with the different means. This may 
have been due to the limitation of outliers and very low numeric scores in the data 
with the same means. 
Table 4.3 represents the group size percentages of the original eligibility pool in 
School A. In the original pool, the group sizes of each group are very different. For 
example, 63.3% of the data set in the eligibility pool is white, while only 0.2% are 
Native American. Thus, these percentages were preserved in the simulated data set. 
Similar to the last table, the white and Asian students were selected with smaller 
percentages from the simulated data sets, than the other minority racial groups that 
appear in the simulated data set with much less frequency. This result was true 
for the selection of the other majority groups among the other categorical variables, 
gender, legacy, etc. The data set with the different means and different group sizes 
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is a random selection that is representative of the eligibility pool. The clustering 
results of this data set should look similar to that of the original evaluation of the 
method of School A, (shown in Table 3.1), though the previous table represented an 
81% acceptance rate. The differences in the results were very similar, though with 
a smaller acceptance rate or 70%, the diversity of the suggested class increases by 
decreased percentage of the majority groups. This was the same trend seen when 
comparing the 60% acceptance rate selection with the 70% selection. The average 
numeric scores for the suggested classes tend to be lower for the data with different 
means, as well as the diversity index, across acceptance rates. 
Figure 4.2 displays the percentage of applicants in the data set vs. the percent-
ages that these group were selected. Only the percentages of the racial groups were 
displayed in this graph. The solid lines of the graph represent the data with the 
same means, and the dashed lines represent the data with different means. This 
graph illustrates a very interesting finding. As the proportion of the racial groups 
decrease toward 0, the percentages of these groups increase toward 100% selection. 
As the percentage of the racial group in the data set increases, the percentage of 
these groups selected decreases. The percentage of groups selected differs most by 
acceptance rate for larger group sizes. As we compare across acceptance rates, the 
patterns by percentage selected were similar. However, notice that the percentage 
of the larger groups selected decreases greatly, while the percentage of the smaller 
groups either stays the same or only decreases slightly. Thus, as the acceptance rate 
decreases, the probability of selecting a student from the majority groups decreases, 
while the probability of selecting from the minority groups stays the same or decreases 
only slightly. These same trends hold in comparison with data where group means 
were the same or different. 
The graphs in Figure 4.2 also compare how the distribution of the racial per-
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Figure 4.3 : Percentage of Racial Groups Selected by Percentage in'Data Set 
centages had an effect on the percentage of selection. The red lines represent the 
data with the majority group having only slightly greater percentages, and the racial 
distribution was much more compact than with the different sizes. The similar size 
distributions also follow the same pattern of selecting the smaller percentage groups 
in much higher proportions. Also, the effect of decreasing the acceptance rate had a 
greater effect on the larger percentage groups. 
Another area of interest was in comparing the percentage of each racial group 
selected based on having the same mean and same sizes, which was our basis line, 
compared to the selection of the groups with different means and different sizes, which 
was representative of the data in the eligibility pool.. This comparison is shown in 
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Figure 4.3. In this figure, we see that among the data set with equal group means 
and group sizes the percentage of each racial group is selected almost the same. The 
vertical lines extending from each point represent the difference between the 60% 
acceptance rate, which is the lower bound of each segment, and the 70% acceptance 
rate, which is the upper bound of each segment. Notice that there are no line segments 
for Native Americans, Multiethnic, and Unknown Race Applicants. This is due to 
having the same percentage selected for both acceptance rates. 
4.5 Summary 
Group Means. Comparing data sets when the only factor that changed was the 
means of the group sizes, there was not much difference in the selection of the stu-
dents. However, among the selected students the data with different means, there is 
a decrease in the average numerical scores. Trying to maximize diversity, for exam-
ple among the GPA variable, chooses more students at the lower end of the numeric 
scales. Also, there are fewer students with similar numeric scores to be clustered 
together. This slight decrease in the averages of the numeric scores of the selected 
students with different means, might also be influenced by selecting the student far-
thest from the centroid or the center of the cluster, which might aid in selecting the 
student with the lowest, or "most different" scores since fewer students have very low 
scores in the eligible pool of applicants. 
Group Sizes. When comparing group sizes with the same means, the proportion 
of the majority groups chosen decreases as the group size increases. For example, 
as the number of white students in the eligible pool increases across similar data 
sets, the smaller the proportion of white students selected. Conversely, as the size of 
the group decreases, the proportion of students selected within the group increases. 
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For example, as the number of females in the data set decreases, the probability of 
selecting a female increases. 
Acceptance Rate. Excluding the cases when the group sizes are equal, the 
proportion of group size selected is affected by the acceptance rate. Comparing 70% 
to 60% acceptance rate, we found that the proportion of the majority groups selected 
decreases greatly, while the proportion of the smallest minority groups only decreases 
slightly or not at all. Thus, the probability of selecting a majority student, white, 
male, etc, decreases as the acceptance rate decreases. This result could also come 
from selecting the student farthest from the centroid or the center of the cluster, 
which would tend to select the student least represented within the cluster. 
4.6 Discussion 
To address the original concern produced by the Gilbert Method, the clustering 
algorithm seems to automatically select most or all of the students that are in small 
categorical groups. Two possible explanations were tested in this simulation study. 
These were that the group means or the differences within the data causes these small 
groups to be put in different clusters and selected, or the size of the group influences 
this automatic selection. Based on the results from this simulation study, we see that 
regardless of the group means being equal across racial and gender groups or different, 
the very small group sizes (less than 1% of the data) were all selected. The same held 
true across acceptance rates. This would imply the automatic selection is due to the 
categorical sample sizes of the groups, which poses potential legal issues. This would 
give certain racial, gender, etc groups a higher probability of being suggested for 
acceptance because there is a very small percentage of applicants applying in these 
groups, and not based on merit (test scores, GPA, etc). However, we will show in the 
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next chapter (Chapter 5), a solution that helps reduce the automatic selection and 
aids in the selection based on merit. 
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Chapter 5 
Extension of the Gilbert Method 
This chapter is an introduction to an extension of the Gilbert method that will 
address some of the weaknesses in the method, such as poor accuracy in accepting 
many students that were denied from the universities. The extension of the method 
involves adding a classification step prior to clustering. 
5.1 Introduct ion 
Presently, the current Gilbert method does increase diversity, measured by in-
creases in the diversity index. However, the method does not select well based on 
merit, and often chooses very low scoring students left in the eligible pool. Also, the 
method had poor accuracy and suggested large numbers of students denied to the 
university. In order to improve the method, an additional step was proposed to help 
select students based on merit. Because each university had different criteria of what 
was important to them, this step must be designed to be flexible to conform to the 
methods used across different universities. The proposed method used classification 
to develop a model that would predict which students were accepted by the university. 
The method allowed a more specific admissions process for the university by using a 
model based on their own admissions procedures, as well as allowing an element of 
selecting students based on merit. The ideals to narrow down the eligibility pool, by 
eliminating students that passed the minimum requirements, but might still not be a 
good fit for the university academically. 
Logistic regression was the classification method used in this project to develop an 
Extension model for School A and B. This model was used to predict the admission 
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status of a new group of students and then the small number of students that were 
predicted to be denied would be excluded from the data set. The group predicted to 
be accepted would then be used in the Gilbert clustering method to choose the most 
diverse class of accepted students. 
5.2 Method 
To access this method, a sample of 1000 students were selected from the eligible 
pool of students from School A and B, a sample representative of the racial makeup 
of the entire pool from each university. For School A, this sample of 1000 students 
was the same as used in the simulation study from Chapter 4, the data set with 
different means and group sizes (see Table 4.3). A logistic regression analysis was 
preformed on the remaining eligible pool (the eligible pool minus the 1000 test set) to 
produce a model predicting admission status, accepted or denied. Race and gender 
were excluded from the regression analysis to avoid legal complications (see section 
5.3). Once a predictive model was developed for each university, the model, was 
then used to predict the admissions status of the 1000 sampled students left out of 
the analysis. The students with a predicted probability of acceptance less than 0.5 
at each university were excluded from the data set, and then the remaining sampled 
students were clustered using the Gilbert method to provide a diverse admission class. 
To validate the analysis of the extension model preformed on each school, this 
procedure was repeated five independent times, to test the variability and accuracy 
of the method. In each repetition, 1000 students were randomly selected from the 
eligible pool, and the remaining data was used to train the logistic regression model. 
Students with probabilities in the rejection region were excluded and the remaining 
students were used in the clustering procedure. There was a large variability in 
73 
the number of students that were excluded with a fixed cut-off limit of 0.5. So, in 
order to make comparable class sizes, the probability of acceptance cut-off limit was 
slightly adjusted for additional trials to have similar sized pools of students used in 
the clustering process. Thus, the probability of acceptance cut-off ranged from 0.46 
to 0.5 using logistic regression as the classification model. 
Due to the difficulty in obtaining data, only one year of data was used to test the 
Extension Method. Thus, the test set of 1000 was taken from the eligible pool to 
perform the evaluation of the Extension Method. To better evaluate how the Exten-
sion Method performed on the whole eligible pool compared to the Gilbert Method, 
the average of the five individual classification models were taken to evaluated over 
the entire eligible pool. The classification model was created by taking the average of 
each logistic regression models where the coefficient of each variable was the average 
coefficient across the five training set models. Once the average model was found 
for the entire eligible pool, the probability of acceptance was determined and those 
students that fell below the acceptance cut-off were excluded. 
5.3 Classification Mode l for School A and B 
In this section, two logistic regression analyses were used to predict admissions 
status (Accepted or Denied) at School A and School B. The Extension Method incor-
porated a current model of admissions procedures into the original Gilbert method. 
In order to prevent race and gender from possibly being the deciding factor in admis-
sions, these variables were excluded from the logistic regression analysis. For example, 
if two students had the same application information, except for race, there was a 
possibility that the probability of acceptance would be higher for one compared to 
the other, because the coefficient for the race variable would alter the probability of 
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acceptance. This could possibly give one student an advantage solely based on race. 
Thus, race and gender were not used in the classification models. 
The final logistic regression analysis model for School A is shown in Table 5.1. 
Prospective major and the.rater score for extracurricular activities were not significant 
predictors and were taken out of the model. The logistic regression model (Table 
5.1), showed that the coefficients of the numeric variables, GPA, SAT-Verbal, and 
SAT-Math were positive, indicating a positive association between these variables 
and being accepted into the university. The students with higher scores were more 
likely to be admitted to the university. Legacy status also had a positive1 relationship 
with admissions and applicants that were legacies of School A had increased odds 
of admission of 1.4 compared to non-legacy applicants. In-state students were the 
reference group in the region variable at School A because the majority number of 
applicants were in-state applicants. The Nagelkerke R2 value [26] for the logistic 
regression analysis of School A was 0.682. This R2 value is used for logistic regression 
analysis, but the interpretation is slightly different from the R-squared values used 
in linear regression. The Nagelkerke value ranged from 0 to 1, and measured the 
improvement of the model when compared to the null model, or the model with no 
parameters. The higher the R2 value, the greater the improvements over the null 
model. 
The logistic regression models for School A (Table 5.1) was used to predict the 
acceptance status of the 1000 students left out of analysis, to be used as test cases. 
A table assessing the accuracy of the model prediction of the test set is shown in 
Table 5.2. Because the students predicted to have low probability of acceptance were 
removed from the data set, the accuracy of the model was accessed based on the 
false negative error rate. It is more important, in this case, to reduce the number of 
students predicted to be denied that were truly accepted. Of the 825 students that 
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b EXP (6) Standard Error P-Value 
Constant 
Legacy 
GPA 
SAT-V 
SAT-M 
Essay 
Southatlantic 
Eastsouth 
Westsouth 
New England 
Middleatlantic 
Eastnorth 
Westnorth 
Mountain 
US Abroad 
International 
No Report 
Nagelkerke K1: 0.682 
-2.052 
0.327 
0.184 
0.001 
0.002 
0.004 
0.130 
0.610 
0.105 
0.122 
0.127 . 
0.911 
0.096 
0.113 
0.138 
0.193 
0.800 
— 
1.386 
1.202 
1.001 
1.002 
1.004 
1.138 
1.840 
1.111 
1.130 
1.135, 
2.487 
1.100 
1.120 
1.148 
1.213 
2.226 
5.2-* 
l . l - 2 
1.5"2 
5.6~5 
6.0-5 
4.7~4 
1.0-2 
1.5-2 
1.7-2 
2.6-2 
1.8-2 
2.2-2 
3.5-2 
4.2-2 
2.5-2 
4.7-2 
2.6-2 
<0.001 
<0.001 
<0.001 
<0.001 
<0.001 
<0.001 
<0.001 
<0.001 
<0.001 
<0.001 
<0.001 
<0.001 
0.006 
0.007 
<0.001 
<0.001 
0.002 
Table 5.1 : Logistic Regression Predicting Admission Status at School A 
were truly accepted, five were falsely denied. Thus the false negative rate was only 
0.6%. Not all applicants with high GPAs and SAT scores were accepted into School 
A. The model was not able to predict well the high scoring student that were not 
admitted, thus the model had a high false positive error rate. Since the classification 
step was only designed to reduce the very low scoring students that remained in the 
eligibility pool, it was necessary to have a remaining pool large enough to cluster. 
Predicted 
Status 
Accepted 
Denied 
True Status 
Accepted Denied 
820 
5 
85 
90 
Table 5.2 : Logistic Regression Prediction of Test Data for School A 
The final regression analysis for School B is shown in Table 5.3. Here prospective 
major and region were not significant predictors and were taken out of the regression 
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model for School B. The results show that all variables had positive associations with 
accepted admission status. GPA, Verbal Standardized Percentile and Math Standard-
ized Percentile indicating that as these variables increased the odds of acceptance also 
increased. In this model, increases in GPA had the most impact on probability of 
acceptance, the odds of acceptance increased by 1.5 as GPA increased one unit. The 
Nagelkerke R2 value for the logistic regression analysis of School B was 0.783. 
Constant 
Legacy 
GPA 
Verbal Percenti le 
M a t h Percenti le 
Es t imate 
-0.799 
0.020 
0.329 
0.004 
0.004 
E X P (6) 
— 
1.020 
1.490 
1.004 
1.004 
Standard Er ror 
2 . 2 ^ 
7.2"3 
7.4-3 
2.0"4 
1.9-4 
P-Value 
<0.001 
0.005 
<0.001 
<0.001 
<0.001 
Nagelkerke B2: 0.783 
Table 5.3 : Logistic Regression Predicting Admission Status at School B 
Using the logistic regression models for School B (Table 5.3), predictions of ac-
ceptance status were made for 1000 test cases from School B. A table assessing the 
accuracy of the model prediction of the test set is shown in Table 5.4. Students pre-
dicted to have low probability of acceptance were removed from the data set, and 
the accuracy of the model was accessed in the false negative error rate. Of these 841 
students that were truly accepted, five were falsely denied, showing the false negative 
rate as 0.6%. Not air applicants with high GPAs and SAT scores were accepted into 
School B. Thus, the existing model did not predict the higher scoring students that 
were not admitted, which produced a high false positive error rates for the model. 
True Status 
Accepted Denied 
Predicted Accepted 
Status Denied 
836 
5 
65 
94 
Table 5.4 : Logistic Regression Prediction of Test Data for School B 
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The results of the classification models for School A and B showed that the logistic 
regression models did well in producing low false negative error rates in the prediction 
of students that were denied to the university. At the same time, the method does 
not reduce the data set down enough to prevent sufficient variability in the clustering 
step. 
5.4 Results 
School A. The results of the evaluation of the Extension Method for School A 
and School B are described below. From the total 1000 test applicants (Table 5.2), 
95 students were classified as denied and removed from the data set. The remaining 
set of 905 students were in the accepted region and used in the clustering step to 
create a diverse admissions class. In the clustering step, all of the variables in the 
data set from School A (listed in Table 2.2) were used to diversify the admission pool, 
including race and gender. The results of using the Extension Method of classification 
before clustering for School A compared to using Gilbert's method of clustering alone 
are shown in Table 5.5. 
The average numerical scores of the suggested students using the Gilbert Method 
were below that of the eligible pool. However, the Extension Method produced a 
suggested class of students with average numerical scores above that of the Gilbert 
method and the eligible pool. For example', using the Gilbert Method, the average 
SAT-Math score of the suggested students was 677.4, which was below the average 
SAT-Math score for the whole pool (684.7). However, the average SAT-Math score 
using the Extension Method was 694.5, which is much closer the average score of the 
actual accepted students (701.6). 
The number of students that were suggested for admission that were denied to 
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the university was reduced nearly by half using the Extension Method compared to 
using the Gilbert method alone. Thus, the Extension Method helped to increase the 
accuracy of the predictions compared to the Gilbert method alone. 
N 
Mean GPA 
Mean SAT-M 
Mean SAT-V 
Mean Essay 
Mean Extracurr icular 
Actual Accept 
Actual Denied 
W h i t e 
Asian 
Black 
Hispanic 
Mult iethinic 
Native American 
Unknown Race 
Diversity Index 
Eligible 
Pool 
1000 
3.71 
684.7 
639.8 
35.7 
33.2 
825 
175 
633 
206 
98 
55 
5 
2 
1 
0.544 
Actual 
Accepted 
825 
3.74 
701.6 
651.5 
36.6 
33.6 
825 
0 
545 (66.1%) 
171 (20.7%) 
62 (7.5%) 
41 (5.1%) 
4(0.8%) 
1 (0.1%) 
0 (0.0%) 
0.512 
Gilbert 
Me thod 
700 
3.69 
677.1 
629.6 
35.4 
33.6 
554 
146 
407 (58.1%) 
157 (22.4%) 
80 (11.4%) 
48 (6.9%) 
5(0.7%) 
2 (0.3%) 
1 (0.1%) 
0.594 
Extension 
Method 
700 
3.71 
694.5 
641.5 
36.5 
34.6/ 
621 
79 
411 (58.7%) 
177 (25.3%) 
59 (8.4%) 
47 (6.7%) 
4 (0.7%) 
1 (0.1%) 
0(0.0%) 
0.580 
Table 5.5 : Comparison of Suggested Students by Gilbert Algorithm and Extension 
Method for School A 
Another major concern with the Gilbert method was the selection of all applicants 
in small categorical sizes (See Chapter 4). Using the Extension Method, the small cat-
egorical sizes were not all automatically selected, particularly the Native Americans, 
Multiethnic and Unknown race applicants. In fact, the number of students selected 
in these categories equaled to the number of students that were truly accepted into 
School A. For example, not only were four Multiethnic students suggested for accep-
tance, but all four suggested by the Extension Method were truly accepted into School 
A. Though the number of Native Americans suggested for acceptance was equal to the 
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number truly accepted, the student suggested by the Extension Method had a GPA 
of 3.7 with a combined SAT score of 1460, though denied from the university. How-
ever, suggesting this student for admissions might not be harmful to the admission 
process, even though a closer look at the students application might reveal that this 
student may not be a good fit for the university. The students most affected by the 
classification step in the Extension Method were the black applicants. The Extension 
Method suggested a larger percentage of black applicants compared to those that 
were truly accepted. In other words, the diversity index of the suggested pool using 
the Extension Method (0.580) was higher than the eligible pool (0.544) and much 
higher than the actual accepted students (0.512), but the diversity index was lower 
than the Gilbert method alone (0.594). Thus, the Extension Method still allowed for 
an increase in diversity compared to the eligible pool and the Gilbert Method. 
To validate the Extension Method, the process of sampling students as a test set 
was repeated four additional times, to produce a total of five repetitions for each 
school. A summary of the five repetitions for School A is shown in Table 5.6. Full 
tables of the results of all five analyses for School A are listed in Appendix C. Again, 
note that the first simulation trial in Table 5.6 is a summary of the results shown in 
Table 5.5. 
Table 5.6 summarizes of the 5 validation results of the Extension Method for 
School A. The method had low false negative error rates throughout the trials, which 
is important. The false negative error rates ranged from 0.5% to 1.3% over the trials, 
with an average rate of 0.7%. 
Table 5.6 summarizes the effect of the Extension Method on the reduction of 
error by showing the percent improvement over the Gilbert method compared to the 
actual accepted students. Using the example of the first trial, the average GPA of 
the accepted students was 3.74 (shown in Table 5.5), while the class chosen by the 
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Gilbert method and Extension method were 3.69 and 3.71. Assuming that the average 
GPA of the actual accepted students was the expected value, the difference between 
the Gilbert method and the actual accepted GPA was 0.049, while the difference 
between the Extension Method and the actual accepted GPA was 0.027. Thus, the 
percent improvement in error of the Extension Method over the Gilbert Method 
when compared to the actual accepted for GPA was 44.9% (shown in Table 5.6). The 
average percent improvement of Extension Method compared to the Gilbert method 
over the five simulation trials for GPA was 55.4%. There were similar results for SAT-
Verbal, with an average percent improvement of 58.9% over the Gilbert method, and 
with SAT-Math (61.0%). The Extension Method also helped to reduce the number 
of students suggested for acceptance that were truly denied from the university. On 
average, the Extension Method helped to reduce suggesting the number of students 
denied admissions by 45%. 
The diversity index of the suggested class using the Extension Method were all 
higher than the diversity index of the eligible pool and the actual accepted, though 
slightly lower than the Gilbert method alone. The average diversity index of the 
eligiblepool was 0.543, while the average diversity of the actual accepted students 
was 0.518. The average diversity index of the Extension Method was 0.578, which was 
an increase in diversity over both the eligible pool and the actual accepted students. 
However, the average diversity index of the Extension Method (0.578) was lower than 
that of the Gilbert Method (0.604). 
Extension Method using Entire Eligible Pool for School A To accurately 
compare the performance of the Extension Method with the Gilbert method, the 
Extension Method was used on the entire eligible pool to compare with the original 
evaluation of the Gilbert method in Chapter 3. The five 5 logistic regression test set 
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models were used to create an average estimate of the logistic regression coefficients 
and used to classify the acceptance status of the entire eligible pool. Using the average 
classification model, 644 applicants were classified as denied and excluded from the 
pool. Of the students classified as denied, only 19 were truly accepted. The false 
negative error rate was 0.3% for the classification model for School A. The applicants 
that were classified as accepted were then clustered, and 6204 students were chosen for 
acceptance. The results of the Extension Method on the entire eligible pool compared 
to the Gilbert Method are shown in Table 5.7. 
The evaluation of the Extension Method over the entire eligible pool (Table 5.7) 
showed that black applicants were most affected by the classification step in the 
Extension Method. A smaller percentage of black applicants were suggested for ac-
ceptance (8.7%) when compared to the eligible pool (9.8%), yet a larger percentage of 
blacks were suggested for acceptance than were actually accepted (7.0%). The Exten-
sion Method also suggested a larger percentage of Asians, Hispanics, and Multiracial 
applicants than in the eligible pool and that were actually accepted. Thus, the diver-
sity index of the Extension Method (0.552) was higher than that of the eligible pool 
(0.544) and the actual accepted students (0.513), and lower than the Gilbert Method 
(0.586). 
One concern with the Gilbert Method was the automatic selection of the smaller 
racial groups in School A. The agglomerative clustering method chooses all of the 
Multiracial, Native American, and Unknown Race applicants in the eligible pool. 
It was determined through the simulation study that the selection of these racial 
groups was mostly related to the size of these groups and not based on merit (see 
Chapter 4). When the Extension Method, was applied, all of the members of the 
Multiracial and Native American group were not automatically selected and even 
though all three Unknown race applicant, they were all suggested for acceptance 
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using the classification model. Since the Unknown students had academic student 
profiles similar to students accepted into the university, the level of merit would be 
considered for selection and not simply, on the size of the group. 
The average scores of the suggested students using the Gilbert Method were all 
below that of the eligible pool while the average scores of the suggested students 
using the Extension Method were all above that of the eligible pool and closer to 
the average scores of the student actually accepted. Also, the number of students 
suggested for acceptance by the Extension Method that were truly denied (723) were 
reduced by 41.6% compared to the number of students suggested that were denied 
using the Gilbert Method (1239). 
School B. The results of using the Extension Method of classification before 
clustering for School B compared to using Gilbert's method of clustering alone are 
shown in Table 5.8. From the classification step, 99 applicants out 1000 were predicted 
to be denied. The 901 applicants remained in the acceptance region and were then 
used in the clustering process to select 700 students. The full list of variables were 
used in clustering for School B (shown in Table 2.2), including race and gender. 
The average numerical scores using the Extension Method (Table 5.8) were higher 
than that of the eligible pool, while the average scores of the Gilbert method were 
all below that of the eligible pool. For example, the average GPA of the eligible pool 
was 3.28, while the average GPA of the suggested students by the Gilbert method 
was 3.21, and the average GPA of the suggested student using the Extension Method 
was 3.33. The number of students that were suggested for acceptance that were truly 
denied admissions from School B was reduced from 150 using the Gilbert Method to 
60 using the Extension Method. Thus, the Extension Method improved the accuracy 
of the students suggested for acceptance compared to the Gilbert method. 
The diversity index of the suggested students (0.400) was higher than the eligible 
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N 
White 
Asian 
Black 
Hispanic 
Multiracial 
Native American 
Unknown Race 
Male 
Female 
Not Legacy 
Legacy 
Mean GPA 
Mean SAT-V 
Mean SAT-M 
Essay Score 
Extracurricular Score 
Actual Accept 
Actual Denied 
Diversity Index 
Eligible 
4815 
1569 
744 
417 
40 
16 
3 
5086 
2518 
6531 
1073 
Pool 
7604 
(63.3%) 
(20.6%) 
(9.8%) 
(5.5%) 
(0.5%) 
(0.2%) 
(0.0%) 
(66.9%) 
(33.1%) 
(85.9%) 
(14.1%) 
3.71 
639.8 
684.7 
35.5 
33.2 
6204 
1400 
0.544 
Actual 
Accepted 
6204 
4095 (66.0%) 
1301 (21.0%) 
434 (7.0%) 
331 (5.4%) 
31 (0.5%) 
11 (0.2%) 
1 (0.0%) 
4265 (68.7%) 
1939 (31.3%) 
5334 (86.0%) 
870 (14.0%) 
3.75 
. 657.3 
702.9 
36.6 
34.3 
6204 
0 
0.513 
Gilbert Method 
Agglomerative 
Clustering 
3652 
1398 
694 
401 
40 
16 
3 
4073 
2131 
5314 
890 
6204 
(58.9%) 
(22.5%) 
(11.2%) 
(6.5%) 
(0.6%) 
' (0.3%) 
(0.0%) 
(65.7%) 
(34.3%) 
(85.7%) 
(14.3%) 
3.69 
637.0 
682.1 
35.4 
33.1 
4965 
1239 
0.586 
Extension 
Method 
3859 
1380 
539 
373 
37 
13 
3 
4135 
2069 
5266 
938 
6204 
(62.2%) 
(22.2%) 
(8.7%) 
(6.0%) 
(0.6%) 
(0.2%) 
(0.0%) 
(66.7%) 
(33.3%). 
(84.9%) 
(15.1%) 
3.72 
647.0 
693.8 
36.2 
33.8 
5481 
723 
0.552 
Note: Column totals are denominators for percentages 
Table 5.7 
School A 
Comparison of Extension and Gilbert Method to Actual Accepted for 
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N . . . 
Mean GPA 
Mean M a t h Percenti le 
Mean Verbal Percenti le 
Actual Accept 
Actual Denied 
W h i t e 
Black 
Hispanic 
Asian 
Other 
Nat ive American 
Diversity Index 
Eligible 
Pool 
1000 
3.28 
75.2. 
70.2 
841 
159 
773 
121 
43 
38 
20 
5 
0.384 
Actual 
Accepted 
840 
3.40 
79.2 
74.8 
841 
0 
683 (81.2%) 
74 (8.8%) 
36 (4.3%) 
30 (3.6%) 
14 (1.7%) 
4 (0.5%> 
0.329 
Gilbert 
Me thod 
700 
3.21 
71.8 
67.0 
550 
150 
493 (70.4%) 
107 (15.3%) 
41 (5.9%) 
35 (5.0%) 
19 (2.7%) 
5 (0.7%) 
0.474 
Extension 
M e t hod 
700 
3.33 
76.6 
72.0 
640 
60 
534 (73.3%) 
79 (13.0%) 
35 (5.3%) 
33 (5.3%) 
. 14 (2.4%) 
5(0.7%) 
0.400 
Table 5.8 : Comparison of Suggested Students by Gilbert Algorithm and Extension 
Method for School B 
pool (0.384) and the actual accepted students (0.329). The number of black stu-
dents suggested decreased by using the Extension Method, however, the percentage 
of blacks that were suggested by the Extension Method (13.0%) was still higher than 
the percentage in the eligible pool (12.1%), and the percentage that was truly ac-
cepted (8.8%). All five of the Native Americans in the eligible pool were suggested 
for acceptance using the Extension Method for School B, primarily because these stu-
dents either had high GPAs or scored well on their standardized test. In other words, 
this method did not predict well the higher scoring students that were denied. It 
is suggested that further review by the admission committee would determine which 
students would not be good fits for the university, regardless of their GPA or stan-
dardized test scores. 
Table 5.9 shows the summary of the five validation results of the Extension Method 
for School B. The method had low false negative error rates throughout the trials, 
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which is important. The false negative error rates ranged from 0% to 0.6% over the 
trials, with an average rate of 0.2%. 
The average percent improvement of the Extension Method compared to the 
Gilbert method for GPA was 56.6%. There were similar results for SAT-Verbal, 
with an average percent improvement of 56.2% over the Gilbert method, and with 
SAT-Math (53.1%). The Extension Method also helped to reduce the number of 
students suggested for acceptance that were truly denied from the university. On 
average, the Extension Method helped to reduce suggesting the number of students 
denied admissions by 53%. 
The diversity index of the suggested class using the Extension Method were all 
higher than the diversity index eligible pool and the actual accepted, though slightly 
lower than the Gilbert method alone. The average diversity index of the eligible pool 
was 0.382, while the average diversity of the actual accepted students was 0.338. The 
average diversity index of the Extension Method was 0.426, which showed an increase 
in diversity over both the eligible pool and the actual accepted students. However, 
the average diversity index of the Extension Method (0.426) was lower than that of 
the Gilbert Method (0.479). 
Extension Method using Entire Pool for School B To more accurately com-
pare the performance of the Extension Method with the Gilbert method, the Ex-
tension Method was used on the entire eligible pool to compare with the original 
evaluation of the Gilbert method for School B in Chapter 3. The five logistic re-
gression test set models for School B were used to create an average estimate of the 
logistic regression coefficients and used to classify the acceptance status of the entire 
eligible pool. Using the average classification model, 778 applicants were classified 
denied and excluded from the pool. Of those classified as denied, only 19 were truly 
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accepted. The false negative error rate is 0.3% for the classification model of School 
B. The applicants that were classified as accepted were then clustered, leaving 6848 
students selected for acceptance. The results of the Extension Method on the entire 
eligible pool compared to the Gilbert Method are shown in Table 5.10. 
The evaluation of the Extension Method over the entire eligible pool (Table 5.1.0) 
showed that black applicants were most affected by the classification step-in the 
Extension Method. A smaller percentage of black applicants were suggested for ac-
ceptance (10.6%) than compared to the eligible pool (12.1%), yet a larger percentage 
of blacks were suggested for acceptance than were actually accepted (9.1%). The 
Extension Method also suggested a larger percentage of Asians, Hispanics, and Other 
Race applicants than in the eligible pool and that were actually accepted. Thus, the 
diversity index of the Extension Method (0.371) was higher than that of students 
truly accepted (0.337), though lower than the eligible pool (0.384) and the Gilbert 
Method (0.385). Using the smaller test sets to evaluate the Extension Method, the 
diversity index was higher than both the eligible pool and the actual accepted, how-
ever, using the whole eligible pool for School B, the diversity index for the Extension 
Method is less than the eligible pool. This result is due to the acceptance cut-off 
limit used in the classification step. Reducing the acceptance cut off limit below 0.5 
would decrease the number of students rejected at the classification, and increase the 
diversity index of the Extension Method above that of the of eligible pool, however 
the number of students suggested for acceptance who are truly denied might increase. 
The average scores of the suggested students using the Gilbert Method were below 
or equal to that of the eligible pool, while the average scores of the suggested students 
using the Extension Method were all above that of the eligible pool and closer to 
the average scores of the student actually accepted. Also, the number of students 
suggested for acceptance by the Extension method that were truly denied (538) were 
89 
reduced by 51.9% compared to the number of students suggested that were denied 
using the Gilbert Method (1118). 
N 
White 
Black 
Hispanic 
Asian 
Other Race 
Native American 
Male 
Female 
Not Legacy-
Legacy 
Mean GPA 
Mean SAT-V 
Mean SAT-M 
Mean ACT-M 
ACT-Eng 
ACT-Read 
ACT-Sci 
Actual Accept 
Actual Denied 
Diversity Index 
Eligible 
Pool 
8155 
6305 (77.3%) 
985 (12.1%) 
351 (4.3%) 
310 (3.8%) 
167 (2.0%) 
37 (0.5%) 
3727 (45.7%) 
4428 (54.3%) 
5910 (72.5%) 
2245 (27.5%) 
3.28 
561.0 
571.6 
23.9 
23.5 
25.4 
23.9 
6848 
1307 
0.384 
Actual 
Accepted 
6848 . 
5527 (80.7%) 
622 (9.1%) 
283 (4.1%) 
259 (3.8%) 
128 (1.9%) 
29 (0.4%) 
3091 (45.1%) 
3757 (54.9%) 
4849 (70.8%) 
1999 (29.2%) 
3.41 
586.4 
595.3 
24.6 
26.3 
26.0 
24.4 
6848 
0 
0.337 
Gilbert Method 
Agglomerat ive 
Clustering 
5288 
837 
299 
253 
140 
31 
3149 
3699 
4955 
1893 
6848 
(77.2%) 
(12.2%) 
(4.4%) 
, (3.7%) 
(2.0%) 
(0.5%) 
(46.0%) 
(54.0%) 
(72.4%) 
(27.6%) 
3.28 
560.0 
571.1 
23.9 
25.5 
25.4 
23.9 
5730 
1118 
0.385 
Eligible 
Pool 
6848 
5362 (78.3%) 
724 (10.6%) 
310 (4.5%) 
277 (4.0%) 
142 (2.1%) 
33 (0.5%) 
31-11 (45.4%) 
3737 (54.6%) 
4893 (71.5%) 
1955 (28.5%) . 
3.35 
579.9 
589.4 
24.2 
25.8 
25.6 
24.0 
6310 
538 
0.371 
Note: Column totals are denominators for percentages 
Table 5.10 
SchoolB 
Comparison of Extension and Gilbert Method to Actual Accepted for 
5.5 Summary 
In summary, the Gilbert method has some advantages, but also some areas showed 
weakness in the selection of admission of undergraduate students. The Gilbert method 
does increase the diversity of selected students compared to the eligible pool of appli-
cants and students that were actually selected, shown by increases in the diversity in-
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dex. However, the method does not choose the most qualified students. The students 
were clustered based on being different from each other in any way. The detection 
of small differences led to the selection of many low scoring students in the eligible 
pool. The recommended solution was to incorporate a classification step before us-
ing clustering. This method allowed students that more closely fit the university's 
acceptance criteria to be selected more often, and the process helped to eliminate 
suggesting students that were truly denied by the university. It also helped to add 
an element of selection based on merit, while still increasing the diversity of selected 
students compared to the eligible pool of applicants and students that were truly 
accepted. 
The Extension Method of using classification before clustering also had very low 
false negative error rates. However, the method did not do well in predicting students 
with high numerical scores that were denied. Thus, although the Extension Method 
provided a better prediction of admissions. It is still recommended that the admissions 
departments thoroughly review the applicants that are chosen by Extension Method 
to determine if there is additional information in the applications that would cause 
the committee to believe that the student would not be a good fit for the university. 
i 
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Chapter 6 
Conclusions 
This chapter provides a summary of the evaluation of a computer based clus-
tering method designed to aid admissions committees in choosing diverse entering 
classes. This method was evaluated using undergraduate admissions data sets from 
two public universities and proposed a new extension method that improved many of 
the issues found in the original method. Finally, the chapter provides suggestions for 
future work proposed in this area. 
6.1 Overview of Gilbert Method and Summary of Results 
Juan Gilbert developed a computer based clustering method to aid admissions 
committees in choosing diverse entering classes. The evaluation of the Gilbert method 
(Chapter 3) was performed by analyzing the results of two real data sets, School A 
and School B. School A is a mid-size public 4-year technical university, and School B 
is a large public 4-year liberal arts university. The evaluation of the clustering method 
focused on analyzing whether the Gilbert method improved diversity, in particular 
racial diversity, and whether the method was accurate in selecting students that were 
truly accepted into the university. 
The results of the evaluation of School A and B (section 3.2.1, 3.2.2) showed that 
the use of clustering did aid in suggesting a more diverse acceptance pool, compared 
to the original pool. This method increased the percentage of the smaller groups 
that applied to the university by increasing the diversity index. In other words, 
Blacks, Hispanics, and Native Americans were chosen at the same percentage or 
higher compared to the eligible pool. However, the method was not very accurate 
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in selecting students that were truly accepted at the university. The Gilbert method 
selected 83% of the denied students from the eligible pool using the clustering method 
from School A and 86% of denied students from the eligible pool were suggested at 
SchoolB. 
Sample Size. The findings during this analysis found that in School A, the very 
small group sizes were almost all selected during the clustering process. For example, 
all 16 Native Americans that applied to School A were selected using agglomerative 
clustering. A simulation study (Chapter 4) was preformed to explore the effect of 
sample size on the selection of students using the clustering method, and to explore 
if the selection of those groups were due to the size or racial compositions. 
The findings indicated that there was not much difference in the selection of the 
students when the only changing factor was the means of the groups. The greatest 
change within the simulated data sets occurred when the proportion or the size of 
the groups changed. As the size of the majority groups increased, the proportion 
of these majority groups selected decreased. Conversely, as the size of the minority 
groups decreased, the proportion of students selected within the group increased. 
For example, as the number of females in the data set decreased, the probability of 
selecting a female using the clustering method increased. Also, the proportion of the 
group size selected was affected by the acceptance rate. The probability of selecting 
a majority student, for example, white applicants decreased as the acceptance rate 
decreased. 
6.1.1 Summary of Advantages and Disadvantages of Method 
The results of the evaluation of the Gilbert method found several strengths and 
a few weaknesses as a tool to aid admissions committees in choosing diverse entering 
classes. There were two strengths found within the Gilbert Method. The first was 
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that the method did aid in increasing the diversity of selected students compared to 
the eligible pool, by oversampling smaller group sizes. Thus, increases in diversity 
were measured by increases in the diversity index. The second strength was that the 
method also allowed student applicants within clusters to be viewed together for ease 
of comparison and selection. 
The results of the evaluation found several weaknesses in using the Gilbert Method 
that needed to be addressed. One weakness was that the program did not select 
students based on merit or other criteria of interest to an admissions committee such 
as the student being a good fit with the environment of the university or whether the 
student would do well academically at the university. The second area of weakness 
was that there was no mechanism to account for missing data and the third area 
was that the method was sensitive to outliers and low scoring students remaining in 
the eligible pool. These students were selected due to extreme differences with the 
other students. In some data sets (see Chapter 4), very small group sizes among 
the categorical variables caused most or all of these applicants to be selected, simply 
based on the size of the group. 
6.1.2 Summary of Extension Method 
A logistic regression model was used as a classification step before clustering (see 
Chapter 5) to address some of the areas of weaknesses found in the Gilbert Method. 
Within the Extension Method, the false negative error rates for School A and B 
were very low. The method also helped to add a selection criteria based on merit 
while still increasing the diversity of the suggested admissions pool compared to the 
actual accepted applicants. In addition, the Extension Method greatly improved 
the accuracy of selecting students for admissions that were truly accepted by the 
university. 
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6.2 Implications on use of the Gilbert Method 
Based on the results from the evaluation of the Gilbert Method and the findings 
from the Extension Method, it is suggested that four questions be addressed to aid 
in the development of a more effective tool for use by admissions committees. 
1). What is the best way to limit the data or create an eligible pool? The pre-
processing step of creating an eligible pool is highly recommended with the use of 
this clustering method in university admissions. This additional extension will pre-
vent very low scoring students from being suggested more often for selection. One 
recommendation is that cut-off limits should be applied to every variable that is put 
into the clustering method, instead of composite scores or sums of numeric variables. 
Also, as shown in Chapter 5, the additional use of a classification method, such as 
logistic regression may be used as a technique to choose student that may be more 
similar to the university selection criteria. 
2) What is the best way to determine the distance between students? The Gilbert 
Method uses the Euclidean distance to determine the distance between students. 
This distance measure does not take into account the direction of the differences 
between students and does not allow students to be selected based on merit. The 
method also does not allow for the inclusion of missing data, and is very sensitive to 
outliers. Thus, it is proposed that by using the classification Extension Method before 
clustering, fewer outliers will be selected and merit will be taken into consideration. 
3) What is the best way to cluster the students? In the Gilbert method, students 
were clustered using agglomerative and divisive hierarchical clustering. Although, 
several other clustering techniques were tested to cluster students (results not shown) 
such as K-means clustering, the results of different clustering methods were very 
similar to agglomerative clustering. It can be concluded that presently, there is no 
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evidence that another clustering technique would be a better solution in the algorithm. 
4) How do you select students from the clusters to suggest for acceptance ? The 
Gilbert method selects students from each cluster by selecting the student farthest 
from the center of the cluster. It is not recommended that university admissions use 
the automatic selection of students from each cluster using the Gilbert method. The 
automatic selection, though it chooses a diverse class, is very inaccurate in selecting 
students truly accepted for admissions. Also, the creation of a cluster of students 
does not guarantee that any student within that cluster should be considered for 
acceptance into the university, and committee should not be forced to choose from 
every cluster and should be allowed to choose more students from other clusters. 
Though the new Extension Method does drastically reduce the number of errors, the 
students selected should still be thoroughly reviewed. 
6.3 Future Work 
The results of this thesis found that the computer based clustering method de-
veloped by Juan Gilbert does aid in choosing diverse entering classes by-increasing 
the diversity index. There were, however, many areas of weaknesses identified with 
the Gilbert method. The proposed Extension Method addressed in this thesis, pro-
vided some very useful solutions to some of the prevailing problems not addressed by 
Gilbert. This section will outline a few suggestions for additional work to be done to 
improve the clustering method used in university admissions. 
The first area that needs to be addressed is the access to real data sets to further 
test the Extension Method. The difficulty of obtaining real admissions data makes 
it difficult to further test the Extension Method without the use of an additional 
data set. To more accurately evaluate the new Extension Method in a real admission 
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setting, the classification method should be developed on the previous years data to 
predict an entire future admissions class. Thus, future work includes obtaining an 
additional years admissions data from School A and B to further test the accuracy of 
the Extension Method with the classification model. 
- A second area for future work is to create a mechanism to allow for missing data. 
Neither the Gilbert Model nor the Extension Method adequately addressed the issue 
of missing data. Therefore, it is difficult to determine the impact of missing data on 
the accuracy of those students who should be admitted. This issue becomes critical 
when you review the types of data that are missing that often excludes students. For 
example, in School A, 887 students were excluded from the analysis due to missing 
GPA or standardized test score data and 209 were excluded from School B. Although 
some attention was given to this area, many issues remain unresolved. The work that 
was done in this area will be briefly described. 
The missing data in School A and B were not uniformly missing for GPA and 
standardized test scores. A few methods were tried to impute the missing numerical 
scores, such as using the K-nearest neighbors to estimate the missing value. Using a 
range of K from 2 to 15, the K-nearest neighbors, determined from using the Squared 
Euclidean distance was used to impute the missing value with the average values 
from the Kth nearest neighbors. Similarly, instead of using K neighbors, a second 
method was tried using a distance threshold, which imputed the missing numerical 
value with the average value from all neighbors with distance less than a specified 
threshold limit. Both the K-nearest neighbor and distance threshold methods were 
fairly inaccurate in predicting GPA and SAT-Writing, creating high average squared 
predication bias. Linear Regression models were also used to predict missing GPA. 
and SAT-Writing values, though both models fit the data very poorly. Thus, more 
work can be done to impute missing admissions data or a method incorporated into 
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the clustering algorithm that will accurately cluster even with the presence of missing 
information. Being able to cluster with the presence of missing information could be 
very helpful to admissions committees. For example, this would allow for class rank 
to be used for students that submitted the variable in their applications, and students 
with similar class ranks to be clustered together. 
~ 9 8 
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Appendix A 
University of Michigan Evaluation Rating Sheet 
Freshman Application Rating Sheet APPENDIX A 
Secondary School Academic Performance 
1. Re-calculated Academic GPA 
Pattern of grade improvement In high school 
2. Qualityofcurriculum: 
a. Solid college-prep curr, (4 yrs. In each subject) 
b. Strength of senior year courses 
c. Core (required) courses beyond core curriculum 
d. AP, IB and honors/college courses while in HS 
3. Test scores (ACT, SAT, II, TOEFL, WELAB. IELTS etc.) 
(NOTE: Pre-printed scores are "best composite' received. Review 
applicant profile and/or high school transcript for additional test 
scores). 
4. Academic interests) 
5. Class Rank 
6. Other 
Educational Environment 
1. Strength of curriculum (incl. Availability of AP, IB honors) 
2. Average SAT and/or ACT scores 
3. Percentage attending 4-year colleges 
4. Competitive grading system in high school 
5. Competitiveness of class 
6. Academically disadvantaged school 
7. Other 
Counselor and Teacher Recommendations 
1. Character 
2. Civic and cultural awareness/diverse perspective/tolerance 
3. Commitment to high ideals 
4. Intellectual independence/enthusiasm for learning/risk taking 
5. Creativity/artistic talent 
6. Concern for others/community 
7. Motivattortfdeterminatiortteffort/initHtwe/persistence tenacity 
8. Leadership potential/maturity/responsibility 
9. Other 
Personal Background 
1. Cultural awareness/experiences 
2. Socioeconomic and educational background 
a. First generation to go to college in family 
b. Low economic family background 
c. Economically disadvantaged region 
3. Geographical considerations 
a. In-State resident 
b, Under-represented geographic area 
4. Awards/honors (academic, athletic, artistic, musical, civic) 
5. Extracurricular activities, service, and leadership 
6. Participation in enrichment or outreach programs 
7. Alumni relationships 
8. Scholarship athlete 
9. Work experience 
10. Other, (e.g. military, Peace Corp service: specify) 
Evaluative Measures 
1. Depth in one or more academic areas of student's interests 
2. Evidence of academic passion 
3. Grasp of world events 
4. Independent academic research 
5. Intellectual curiosity 
6. Artistic talent 
7. Writing quality: content, style, originality, risk taking 
8. Other 
Comments: 
Comments: 
Comments: 
Overall: 
Overall: 
Overall: 
Comments: 
Comments: 
Appendix A to GpiflfiljQ.es, for Jhe Evaluation Procedure Freshman Undergraduate Admission, Applicants for all 
Schools and Colleges 
Freshman Application Rating Sheet APPENDIX A 
Extenuating Ciraimstanees 
1. Cvercommg personal adverstty/disadvantage/unusuai hardships 
2. Language spoken at home/ESL 
3. Frequent moves, many different schools 
4. Other 
Otter Considerations 
1. Demonstrated interest in school or college/good match 
2. Strong personal statement 
3. Other 
EVALUATOR(arete) #1 or #2 : Initials,_ Data Entry: Initials/Date _ 
OUTSTANDING EXCELLENT GOOD AVERAGE/FAIR BELOW AVGfPOOR 
(Circle) HA* HA HA- A* A A- AR+ AR AR- DR+ DR DR- D+ D D-
Recommendatfons: CSP_ Routing Flag: . 
EVALUATOR #3 or VALIDATOR: Initials _ Date: / / 20 Data Entry: Initials/Date _ 
OUTSTANDING EXCELLENT 
(Circle) HA+ HA HA- A+ A A-
Finalfl 
REFER TO COMMTTEE: LSA_ 
GOOD AVERAGE/FAIR 
AR+ AR AR- DR+ DR DR-
BaOWAVQPOOR 
D+ D D-
F1NALCOMMITTEE: Initials. Data Entry: Initials/Date^ 
OUTSTANDING EXCELLENT GOOD AVERAGE/FAIR BELOW AV6/P00R 
(Circle) HA+ HA HA- A+ A A- AR+ AR AR- DR+ OR DR- D+ D D-
Recommendations: CSP_ Routing Flag: 
Rating state: Outstanding - Excellent - Good - Average/Fair - Below Average/Poor 
For mos! categories, the applicant may receive one of the above evaluation ratings. In some instances, [he applicant's record will be assessed 
on the evidence of certain characteristics and attributes and the rating scale will not be applicable (e.g. personal background, geographical 
considerations). For these areas, the reviewer should assess the applicant's contributions to the University in qualifying terms. The reviewer 
wB need to provide comments that support the recommended buckets. 
2007-01 
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Appendix B 
Clustering Algorithm Using R and C 
Overview As I was unable to obtain an actual copy of Gilbert's Applications Quest 
software, I wrote a computer program, Cluster Script, simulating the computations 
and functions of Applications Quest. Cluster Script does not have any additional 
features than Application Quest, it is simply my version of Application Quest written 
in the statistical programing language R. The program, Cluster Script, allows the 
input of application data, creates a similarity matrix using the squared Euclidean 
distance, and groups students into clusters using hierarchical divisive or agglomerative 
clustering. Similar to Applications Quest, my program, Cluster Script, allows the 
user to pre-specify the number of clusters to create, corresponding to the number 
of students the user wants to suggest for admissions. Juan Gilbert selects students 
from each cluster for diversity, by choosing the student that is the furthest away from 
the centroid of the the cluster. Thus, in my program, Cluster Script, there are two 
options for choosing students from the cluster, choosing the student that is closest or 
the furthest from the centroid of the cluster. 
Cluster Script is written using the statistical program R, but calls several functions 
within the R program written in the programming language C. Utilizing C functions 
within R helps speed up computation time of the program. The R program, Cluster 
Script for divisive clustering uses three C functions: 1) diffscript.c, which creates 
the similarity matrix and saves it into a separate text file; 2) maxdis. c, which finds 
the first pair of students with the largest distance to begin cluster division; and 3) 
clusdiv.c, which divides one cluster into two, centered around two centroids; The 
R program, Cluster Script for agglomerative clustering uses only 3 C functions: 1) 
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diffscript.c, the same function used in the divisive clustering program; 2) mindis.c, 
which finds the first pair of students with the smallest distance to begin merging 
clusters; 3)clustdist.c, which determines the distance between clusters using average, 
single, or complete linkage (specified by the user) and outputs the two clusters with 
the smallest distance to be merged. 
Similarity Matrix The similarity matrix in my program, Cluster Script, is pri-
marily generated by one C function, diffscript.c. This same function is used by both 
the agglomerative and divisive clustering methods. This function reads the original 
student data in from a text file and computes the squared Euclidean distance shown 
in Equation 1.1, in which all students are compared pair-waise to one another. The 
program then outputs a new text file with the upper right triangle of the similarity 
matrix comparing each combination of two students. The text file lists in row form 
each entry of the upper right triangle of the matrix moving from left to right, exclud-
ing the diagonal. Each row in the new text file includes the student numbers of both 
students and the distance between them. This similarity text file will be read into 
all the other C functions called in Cluster Script. The program prints on the users 
screen the total number of students read in from the data file and the total number 
of rows outputted into the similarity matrix file, representing the number of positions 
in the upper right triangle of the matrix. 
Clustering The Cluster Script program begins when the user enters the number 
of clusters to create. Once Cluster Script has created the similarity matrix text file, 
the program then calls the C function maxdis. c. This function reads in the similarity 
matrix text file and searches for the maximum distance which will be the centroids 
for the first cluster division. The function outputs the two student numbers with the 
maximum distance which Cluster Script labels as the centroids to produce two unique 
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clusters. 
A vector is created with all the remaining student numbers, excluding the centroid 
student numbers. The program clusdiv.c is then called to divide the group into two 
distinct clusters. The input for this function are the two centroid student numbers and 
the vector of remaining student numbers in the cluster. Clustdiv.c first reads in the 
similarity text file. Next, the Euclidean distance between each remaining student and 
the first centroid is compared to the Euclidean distance of each remaining student and 
the second centroid. The student is placed in the cluster with the smallest distance to 
the centroid. For example, if the Euclidean distance between a student and the first 
centroid is smaller than the Euclidean distance between that student and the second 
centroid, the remaining student is placed in the cluster with the smallest distance, the 
first cluster. This is done until all students in one cluster have been divided into two 
clusters. Because each element in the similarity matrix have been listed in row form 
instead of remaining as a matrix, clustdiv.c contains a function that calculates the 
row position of the distance between two students based on there original position in 
the similarity matrix. The function outputs the two newly divided clusters. Cluster 
Script divides the next cluster based on the cluster that contains the two students 
with the largest Euclidean distance, thus Cluster Script creates a table containing the 
largest Euclidean distance for each cluster. 
A table is created that stores the maximums distances for each cluster along with 
a column that indicates the cluster number. Cluster Script then chooses the cluster 
that contains the largest distance, labels the student's with the largest distance as 
the centroids, divides the cluster into two, and then updates the table containing the 
largest distances within each cluster. This process is repeated as a loop until the 
specified number of clusters have been created by the user. 
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Student Selection Cluster Script has 2 programmed methods for choosing stu-
dents from each cluster, choosing the student farthest and closest to the centroid. To 
select a student for suggestion, Cluster Script determines the center of each cluster 
(centroid) and either chooses the student from each cluster that has the smallest or 
largest Euclidean distance from the cluster center. To determine the cluster center of 
the final clusters, a mean-mode method is used, similar to that used in a k-prototype 
algorithm [22]. The center of the cluster is a vector containing the averages of each 
variable for the numeric variables and the modes of the categorical variables. If there 
is not a clearly defined mode for a variable the mode is set as undefined for that 
variable. Once the center vector for the cluster has been determined the Euclidean 
distance between each point and the cluster center is found. The user can choose 
between selecting 1) the student with the largest Euclidean distance from the center. 
This is supposed to represent the most diversity; or 2) the student with the smallest 
distance from the center. The default method used in Application Quest is choosing 
the student within each cluster that is farthest away from the centroid. 
In cases where there is only 1 student within a cluster, that student is automat-
ically selected. If there are only 2 students within a cluster, since both students are 
an equal distance from the center, a student is randomly selected. For clusters with 
three or more students, the farthest or closest to the centroid is selected. 
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Appendix C 
Additional Simulation Results of Extension 
Method 
C.l School A 
These are the full analysis tables of all 5 cross-validation trials of the extension method 
for School A. Summary tables of these results are found in Table 5.6. 
N 
Mean G P A 
Mean SAT-M 
Mean SAT-V 
Mean Essay 
Mean Extracurr icular 
Actual Accept 
Actua l Denied 
W h i t e 
Asian 
Black 
Hispanic 
Mult ie thinic 
Nat ive American 
Unknown Race 
Diversity Index 
Eligible 
Pool 
1000 
3.71 
684.7 
639.8 
35.7 
33.2 
825 
175 
633 
206 
98 
55 
5 
2 
1 
0.544 
Actual 
Accepted 
825 . 
3.74 
701.6 
651.5 
36.6 
33.6 
825 
0 
545 (66.1%) 
171 (20.7%) 
62 (7.5%) 
41 (5.1%) 
4 (0.8%) 
1 (0.1%) 
0 (0.0%) 
0.512 
Gilbert 
M e thod 
700 
3.69 
677.1 
629.6 
35.4 
33.6 
554 
146 
407 (58.1%) 
157 (22.4%) 
80 (11.4%) 
48(6.9%) 
5 (0.7%) 
2 (0.3%) 
1 (0.1%) 
0.594 
Extension 
Method 
700 
3.71 
694.5 
641.5 
36.5 \ 
34.6 
621 
79 
411 (58.7%) 
177 (25.3%) 
59 (8.4%) 
47(6.7%) 
4 (0.7%) 
1 (0.1%) 
0 (0.0%) 
0.580 
Table C.l : Comparison of Suggested Students by Gilbert Algorithm and Extension 
Method for School A, Simulation 1 
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N 
M e a n G P A 
M e a n SAT-M 
M e a n SAT-V 
M e a n Essay 
M e a n Ext racur r icu lar 
Actua l Accept 
Actua l Denied 
W h i t e 
Asian 
Black 
Hispanic 
Mul t ie th in ic 
Nat ive Amer ican 
Unknown Place 
Diversity Index 
Eligible 
Pool 
1000 
3.72 
685.0 
640.5 
35.5 
33.4 
832 
168 
646 
210 
87 
49 
4 
3 
1 
0.529 
Actual 
Accepted 
832 
3.74 
656.7 
700.9 
36.2 
34.5 
832 
0 
559 (67.2%) 
171 (20.6%) 
55(6.6%) 
42 (5.0%) 
3 (0.4%) 
2 (0.2%) 
0 (0,0%) 
0.512 
Gi lber t 
M e t h o d 
700 
3.69 
638.9 
682.7 
35.6 
33.6 
571 
129 
405 (57.9%) 
168 (24.0%) 
78 (11.1%) 
41 (5.9%) 
4 (0.6%) 
3 (0.3%) 
1 (0.1%) 
0.592 
Extension 
M e t h o d 
700 
3.72 
650.1 
694.0 
36.3 
34.2 
631 
69 
422 (60.3%) 
167 (23.9%) 
64 (9.1%) 
: 40 (5.7%) 
4(0.6%) 
2 (0.2%) 
1 (0.0%) 
0.568 
Table C.2 : Comparison of Suggested Students by Gilbert Algorithm and Extension 
Method for School A, Simulation 2 
N 
M e a n G P A 
M e a n SAT-M 
M e a n SAT-V 
Mean Essay 
M e a n Ext racurr icu lar 
Actua l Accept 
Actua l Denied 
W h i t e 
Asian 
Black 
Hispanic 
Mul t ie th in ic 
Nat ive Amer ican 
Unknown Race 
Diversi ty Index 
Eligible 
Pool 
1000 
3.70 
637.8 
679.1 
35.6 
32.7 
795 
205 
635 
197 
no 
51 
4 
2 
1 
0.543 
Actual 
Accepted 
795 
3.74 
656.5 
698.3 
36.8 
33.9 
795 
0 
524 (65.9%) 
151 (19.0%) 
. 73 (6.6%) . 
42,(5.0%) 
3 (0.4%) 
2 (0.2%) 
0 (0.0%) 
0.518 
Gi lber t 
M e t h o d 
700 
3.69 
634.3 
676.0 
35.3 
32.6 
539 
161 
401 (57.3%) 
157 (22.4%) 
92 (13.1%) 
43 (6.1%) 
4 (0.6%) 
2 (0.3%) 
1 (0.1%) 
0.600 
Extension 
M e t h o d 
700 
3.72 
645.4 
688.8 
36.2 
33.4 
605 
95 
422 (60.3%) 
167 (23.9%) 
64'(9.1%) 
40 (5.7%) 
4 (0.6%) 
2 (0.2%) 
1(0.0%) 
0.568 
Table C.3 : Comparison of Suggested Students by Gilbert Algorithm and Extension 
Method for School A, Simulation 3 
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N 
M e a n G P A 
Mean SAT-M 
Mean SAT-V 
M e a n Essay 
M e a n Ext racur r icu lar 
Actual Accept 
Actual Denied 
W h i t e 
Asian 
Black 
Hispanic 
Mult ie th inic 
Nat ive Amer ican 
Unknown Race 
Diversity Index 
Eligible 
Pool 
1000 
3.71 
640.9 
684.1 
35.4 
34.0 
823 
177 
629 
214 
81 
64 
6 
5 
1 
0.548 
Actua l 
Accepted 
795 
3.74 
657.0 
701.5 .. 
36.4 
35.0 
823 
0 
533 (64.8%) 
180 (21.9%) 
50 (6.1%) 
51 (6.2%) 
5 (0.6%) 
4 (0.5%) 
0(0.0%) 
0.525 
Gi lber t 
M e t h o d 
700 
3.69 
639.9 
681.3 
35.2 
34.1 
568 
132 
392 (56.0%) 
169 (24.1%) 
70 (10.0%) 
57(8.1%) 
6(0.9%) 
5 (0.7%) 
1 (0.1%) 
0.600 
Extension 
M e t h o d 
700 
3.72 
649.1 
694.7 
36.0 
34.9 
628 
72 
413 (59;0%) 
175 (25.0%) 
50 (7.1%) 
51 (7.3%) 
6 (0.9%) 
4 (0.6%) 
1 (0.0%) 
0.568 
Table C.4 : Comparison of Suggested Students by Gilbert Algorithm and Extension 
Method for School A, Simulation 4 
N 
M e a n G P A 
M e a n SAT-M 
M e a n SAT-V 
Mean Essay 
Mean Ext racur r icu lar 
Actual Accept 
Actual Denied 
W h i t e 
Asian 
Black 
Hispanic 
Mult ie th inic 
Nat ive Amer ican 
Unknown Race 
Diversi ty Index 
Eligible 
Pool 
1000 
3.71 
641.7 
686.8 
35.5 
33.7 
, 824 
176 
630 
195 
112 
56 
5 
1 
1 
0.549 
Actua l 
Accepted 
824 
3.76 
659.3 
704.1 
36.7 
34.9 
824 
0 
541 (65.7%) 
163 (19.8%) 
72 (8.7%) 
46 (5.6%) 
2 (0.2%) ; 
0 (0.0%) 
0(0.0%) 
0:519 
Gi lber t 
M e t h o d 
700 
3.69 
638.3 
683.9 
35.3 
33.2 
557 
143 
385 (55.0%) 
158 (22.6%) 
98 (14.0%) 
52(7.4%) 
5 (0.7%) 
1 (0.1%) 
1 (0.1%) 
0.621 
Extension 
M e t h o d 
700 
3.73 
650.2 
696.9 
36.4 
34.4 
621 
79 
414(59.1%) 
159 (22.7%) 
76 (10.9%) 
46 (6.6%) 
4 (0.6%) 
0 (0.0%) 
1 (0.1%) , 
0.582 
Table C.5 : Comparison of Suggested Students by Gilbert Algorithm and Extension 
Method for School A, Simulation 5 
110 
C.2 School B 
These are the full analysis tables of all 5 cross-validation trials of the extension method 
for School B. Summary tables of these results are found in Table 5.8. 
• 
N 
Mean GPA 
Mean M a t h Percenti le 
Mean Verbal Percenti le 
Actual Accept 
Actual Denied 
Whi t e 
Black 
Hispanic 
Asian 
Other 
Nat ive American 
Diversity Index 
Eligible 
Pool 
1000 
3.28 
75.2 
70.2 
841 
159 
773 
121 
43 
38 
20 
5 
0.384 
Actual 
Accepted 
841 
3.40 
79.2 
74.8 
841 
o 
683 (81:2%) 
74 (8.8%) 
36 (4.3%) 
30 (3.6%) 
14(1.7%) 
4 (0.5%) 
0.329 
Gilbert 
Method 
700 
1
 3.21 
71.8 
67,0 
550 
150 
493 (70.4%) 
107 (15.3%) 
41 (5.9%) 
35 (5.0%) 
19 (2.7%) 
5(0.7%) 
0.474 
Extension 
Method 
700 
3.33 
76.6 
72.0 
640 
60 
534 (73.3%) 
79 (13.0%) 
35 (5.3%) 
33 (5.3%) 
14 (2.4%) 
5 (0.7%) 
0.400 
Table C.6 : Comparison of Suggested Students by Gilbert Algorithm and Extension 
Method for School B, Simulation 1 
I l l 
N 
Mean G P A 
Mean M a t h Percenti le 
Mean Verbal Percenti le 
Actual Accept 
Actual Denied 
W h i t e 
Black 
Hispanic 
Asian 
Other 
Nat ive American 
Diversity Index 
Eligible 
Pool 
1000 
3.28 
75.1 
69.4 
839 
160 
764 
114 
34 
55 
28 
5 
0.398 
Actual 
Accepted 
839 
3.40 
79.6 
73.8 
839 
0 
657 (78.3%) 
78 (9.3%) 
28 (3.3%) 
48 (5.7%) 
24 (2.9%) 
4(0.5%) 
0.373 
Gilbert 
Me thod 
700 
3.23 
72.1 
66.8 
556 
144 
483 (69.0%) 
103 (14.7%) 
34 (4.9%) 
47 (6.7%) 
28 (4.0%) 
5 (0.7%) 
0.494 
Extension 
Method 
700 
3.32 
76.5 
70.6 
628 
72 
508 (72.6%) 
86 (12.3%) 
32 (4.6%) 
43 (6.1%) 
26 (3.7%) . 
5 (0.7%) 
0.451 
Table C.7 : Comparison of Suggested Students by Gilbert Algorithm and Extension 
Method for School B, Simulation 2 
N 
Mean GPA 
Mean M a t h Percenti le 
Mean Verbal Percenti le 
Actual Accept 
Actual Denied 
W h i t e 
Black 
Hispanic 
Asian 
Other 
Nat ive American 
Diversity Index 
Eligible 
Pool 
1000 
3.27 
74.1 
69.8 
823 
177 
763 
, 135 
37 
40 
21 
4 
0.396 
Actual 
Accepted 
823 
3.41 
78.8 
74.5 
823 
0 
662 (80.4%) 
74 (9.0%) 
31 (3.8%) 
35 (4.3%) 
17 (2.1%) 
4 (0.5%) 
0.341 
Gilbert 
Me thod 
700 
318 ' 
70.0 
65.6 
530 
170 
474 (67.7%) 
127 (18.1%) 
37(5.3%) 
37 (5.3%) 
21 (3.0%) 
4 (0.6%) 
0.502 
Extension 
Method 
700 
3.30 
75.1 
70.1 
621 
79 
509 (72.7%) 
96 (13.7%) 
36 (5.1%) 
36 (5.1%) 
19 (2.7%) 
4 (0.6%) 
0.446 
Table C.8 : Comparison of Suggested Students by Gilbert Algorithm and Extension 
Method for School B, Simulation 3 
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• N 
Mean GPA 
Mean M a t h Percenti le 
Mean Verbal Percenti le 
Actual Accept 
Actual Denied 
Whi t e 
Black 
Hispanic 
Asian 
Other 
Nat ive American 
Diversity Index 
Eligible 
Pool 
1000 
3.28 
74.5 
70.0 ; 
846 
154 
790 
114 
38 
34 
20 
4 
0.360 
Actual 
Accepted 
839 
3.40 
78.2 
73.6 
846 
0 
693 (81.9%) 
79 (8.9%) 
30 (3.3%) 
26 (3.6%) 
15 (2.4%) 
3 (0.5%) 
0.318 
Gilbert 
M e t hod 
700 
3.22 
70.9 
66.9 
558 
142 
504 (72.0%) 
105 (15.0%) 
36 (5.1%) 
31(4.4%) 
20 (2.9%) 
4 (0.6%) 
0.454 
Extension 
Method 
700 
3.37 
74.9 
70.3 
634 
66 
530 (75.7%) 
88 (12.6%) 
33 (4.7%) 
28 (4.0%) 
17 (2.4%) 
4 (0.6%) 
0.406 
Table C.9 : Comparison of Suggested Students by Gilbert Algorithm and Extension 
Method for School B, Simulation 4 
N 
Mean GPA 
Mean M a t h Percenti le 
Mean Verbal Percenti le 
Actual Accept 
Actual Denied 
W h i t e 
Black 
Hispanic 
Asian 
Other 
Nat ive American 
Diversity Index 
Eligible 
Pool 
1000 
3.30 
75.2 
70.0 
851 
149 
779 
120 
35 
38 
24 
4 
0.375 
Actual 
Accepted 
851 
3.40 
79.3 
74.4 
851 
0 
692 (81.9%) 
76 (8.9%) 
28 (3.3%) 
31 (3.6%) 
20 (2.4%) 
4(0.5%) 
0.328 
Gilbert 
Me thod 
700 
3.22 
71.7 
66.3 
560 
140 
492 (70.3%) 
111 (1.9%) 
35 (5.0%) 
34 (4.9%) 
24 (3.4%) 
4 (0.6%) 
0.475 
Extension 
Method 
700 
3.31 
75.2 
70.0 
629 
71 
521 (74.4%) 
89 (12.7%) 
31 (4.4%) 
34 (4.9%) 
21 (3.0%) 
4 (0.6%) 
0.425 
Table CIO : Comparison of Suggested Students by Gilbert Algorithm and Extension 
Method for School B, Simulation 5 
