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Structure of the thesis
The thesis consists of the Introduction and the following three parts:
• Part I—IBL-infinity chain model: the goal is to compute the twisted IBL∞-algebra
on de Rham cohomology of Sn explicitly and compare it to string topology (the
original task). A version of Part I was previously made available online and can be
found under the following reference:
P. Hájek. Twisted IBL-infinity-algebra and string topology: First look and
examples. Nov. 2018. arXiv: 1811.05281 [math-ph]
• Part II—Follow-up topics: additional topics discovered while working on Part I.
• Part III—Appendices: algebraic details of Part I and related questions.
The three parts were written chronologically and reflect how author’s view of the theory
developed. The mathematical notation is consistent but the terminology and understand-
ing might vary slightly from part to part. All in all, Part I is more about “getting things
done” while Parts II and III are more about “optimizing”.
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1. Introduction
1.1. String topology and Chen’s iterated integrals
String topology of a manifold M is the study of the free loop space
LM = {γ : S1 →M continuous},
which is equipped with the compact-open topology, and of natural structures on it. Each
loop γ is parametrized, with base-point 1, and there is a natural S1-action changing the
base-point. Therefore, we can distinguish the following two homology theories:
H(LM) . . . the singular homology and
HS1(LM) . . . the equivariant homology — “the singular homology of the
space of parametrized loops with the base-point forgotten.”
In this thesis, we consider HS1(LM) with coefficients in R only.
If M = Σ is an oriented surface, we consider immersed loops with transverse double
points and define a bracket and cobracket by Figure 1.1. In words:
m2: Imagine putting one base-point b1 on the first loop γ1 and another base-point b2 on
the second loop γ2 in all possible positions. Whenever γ1(b1) = γ2(b2) = p, construct a
new loop γ = γ1 ∗p γ2 by running first along γ1 with double speed starting and ending
at b1 and continuing along γ2 starting and ending at b2. Forget the base-points and
multiply γ with the sign of the intersection ε(p; γ1, γ2). Should more intersections occur,
take the sum.
c2: Imagine putting the basepoints b1 and b2 on γ in all possible positions such that
b1 6= b2. Whenever γ(b1) = γ(b2) = p, split γ into γ1 and γ2 as follows. The first loop γ1
is the portion of γ from b1 to b2 and the second loop γ2 is the portion from b2 to b1 ran
along with the correspondingly scaled speed. Forget the base-points, form the tensor
product γ1 ⊗ γ2 and multiply it with ε(p; γ). Should more self-intersections occur, take
the sum of the tensors.
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m2

 = −
c2

 = ⊗ − ⊗
Figure 1.1.: The bracket and cobracket in equivariant string topology. Imagine some
genus so that the operations are homotopically non-trivial.
The operations m2 and c2 are known as the Goldman bracket and the Turaev cobracket
and were defined and studied in [Gol86] and [Tur91], respectively.
In [CS99], it was demonstrated that the construction of m2 extends to families of loops
and to an arbitrary dimension n of an oriented manifold M ; it produces a Lie bracket
on the equivariant homology. The construction of c2 generalizes too and gives a Lie
cobracket; this is explained for instance in [CL09]. The picture is always Figure 1.1, just
the intersection points come from transverse intersections of smooth parameter spaces
of points on loops in M ; consequently, both m2 and c2 have degrees 2 − n. Another
definition of the coproduct is used in [Bas11], where loops in M are viewed as open
strings in M ×M with endpoints at the diagonal.
In order to make these geometric constructions rigorous, the most straightforward way
(which would work over Z) is to use a geometric homology theory of M based on smooth
chains such that the transverse intersection of two smooth chains is again a smooth chain.
Such theory for smooth manifolds was constructed in [Lip14]. A version for general
topological spaces is proposed in [Cie13], and some details regarding triangulations are
addressed in [Háj14] (see also the discussion at [Par14]). Note that m2 and c2 are only
“transversally defined” on the chain level, and in order to define them on homology, it is
important that we can homotop to a generic situation within the homology class.
The main theorem of [CS04] asserts thatm2 and c2 induce the structure of an involutive
bi-Lie algebra, abbreviated IBL, of degree 2−n on the equivariant homology HS1(LM,M)
relative to constant loops M ↪−→ LM . Modding out constant loops is necessary for c2 to
be well defined because of the phenomenon of “vanishing of small loops” illustrated for
instance in [CL09]: Let σ ∈ C1(LM) be a 1-chain supported on [0, 1] which for t = 0
agrees with the loop in the argument of c2 in Figure 1.1, next, for t ∈ (0, 1), the left
knot L contracts to the mid-point p, and for t = 1, only the right knot R remains (thus
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the name “vanishing of small loops”). It is then easy to see that
0 6= ∂c2(σ)− c2(∂σ) = p⊗R− L⊗ p ∈ C(M)⊗ C(LM) + C(LM)⊗ C(M).
Since the string bracket m2 applied to a chain of constant loops gives a degenerate chain,
it restricts to a Lie bracket on the relative homology.1 In work in progress [CHOon],
Poincaré duality on the Rabinowitz-Floer homology of the unit cotangent bundle of M is
introduced and related to the non-equivariant string topology via a long exact sequence.
This shall give a canonical extension of c2 to HS
1(LM,pt), the relative homology modulo
one point, which together with m2 would make HS
1(LM,pt) into a bi-Lie algebra. In
fact, this is what our chain model is supposed to compute. Being aware of this context,
we will use the symbol HS1(LM) as an avatar for either HS1(LM,M) or HS1(LM,pt).
It is expected that the IBL-structure on HS1(LM) is induced from a much richer
and in some sense natural algebraic structure on the chain level, whose homotopy type
is an invariant of M . In fact, there is a notion of strong homotopy involutive bi-Lie
algebra, abbreviated IBL∞, which was developed in [CFL15]. An IBL∞-algebra consists
of operations (qklg) for k, l ≥ 1 and g ≥ 0, where q110 is a boundary operator, q210 a
bracket and q120 a cobracket which satisfy the IBL-relations up to a coherent system of
higher homotopies (qklg).
Consider the string space
LS1M := (ES1 × LM)/S1,
i.e., the homotopically correct version of the quotient LM/S1, and let (C(LS1M), ∂) be
the singular chain complex of LS1M . Recall that m2 and c2 are partially defined on
transverse smooth chains therein. An IBL∞-chain model for equivariant string topology
is an IBL∞-algebra (M, (qklg)) (M stands for “model”) together with a weak homotopy
equivalence (:= zig-zag of quasi-isomorphisms) of (C(LS1M), ∂) and (M, q110) which
induces an isomorphism of IBL-algebras
(HS1(LM),m2, c2) ' (H(M, q110), q210, q120).
Note that there can be various non-homotopically equivalent IBL∞-chain models. On
1This contrasts with the situation on the non-equivariant homology H(LM), where constant loops do
not always form an ideal for the associative loop product; this is easy to see in the case of torus T2.
They do form an ideal, however, provided that the Euler characteristics χ(M) is non-zero, see [Tam10].
On the other hand, if χ(M) = 0, then the loop coproduct admits an extension to H(LM); this is
possibly dependent on the choice of a non-vanishing vector field, see [Bas11].
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the other hand, the properad IBL∞ is a quasi-free resolution of the properad IBL and as
such has convenient homotopy theoretical properties; for example, homotopy inverses
of quasi-isomorphisms exist. These properties imply that any two weakly homotopy
equivalent IBL∞-algebras are homotopy equivalent.
In this thesis, we use a version of perturbative Chern-Simons theory for an oriented
compact Riemannian manifold M to construct an IBL∞-chain model for the equivariant
string topology of M . The chains are cyclic Hochschild cochains of the de Rham
cohomology HdR := HdR(M), and the homotopy type of the model is supposed to be an
invariant of M (perhaps topological). The construction involves a version of Feynman
integrals, and the proof that it is well-defined relies on the theory of integration on
certain compactifications of configuration spaces, which is currently being developed
in [CVon]. The concrete form of this chain model was sketched in [CFL15]. For the
sake of the big picture we remark that it is expected that evaluations at boundaries of
pseudo-holomorphic curves in the symplectization of the unit cotangent bundle of M
induce an IBL∞-quasi-isomorphism of the corresponding symplectic field theory and the
IBL∞-chain model of string topology; see [CL09].
We now describe the underlying chain complex of our IBL∞-chain model and the
quasi-isomorphism to string topology in more details. Let Ω := Ω(M) be the space of
smooth de Rham forms on M , and let BcycΩ be the graded vector space generated by
cyclic words
ω1 · · ·ωk = (−1)|ωk|(|ω1|+···+|ωk|)ωkω1 · · ·ωk−1
with homogenous components ω1, . . . , ωk ∈ Ω for k ≥ 1. The grading satisfies |ωi| =
deg(ωi)− 1, where deg(ωi) denotes the form-degree of ωi. We call BcycΩ the cyclic bar
complex of Ω (it might be described as “reduced” because we omit k = 0). On BcycΩ, we
consider the Hochschild differential
b(ω1 · · ·ωk) =
k∑
i=1
(−1)|ω1|+···+|ωi−1|ω1 · · · dωi · · ·ωk
+
k−1∑
i=1
(−1)|ω1|+···+|ωi−1|+|ωi|+1ω1 · · ·ωi ∧ ωi+1 · · ·ωk
+(−1)|ωk|(|ω1|+···+|ωk−1|)+|ωk|+1ωk ∧ ω1 · · ·ωk−1.
It descends from the Hochschild differential on the bar construction BΩ, which is defined
as the sum of the unique extensions of degree shifts of d and ∧ to coderivatives of BΩ
plus the wrap-around term.
4
1. Introduction
Chen’s iterated integral is the map
I : BcycΩ −→ C∗(LS1M)
ω1 · · ·ωk 7−→
(
σ 7→ ε(ω)
∫
Kσ×∆k
ω1(σ˜(x, t1)) · · ·ωk(σ˜(x, tk))
)
,
where ε(ω) is the sign
ε(ω) = (−1)(k−1)(|ω1|+1)+(k−2)(|ω2|+1)+···+|ωk−1|+1,
Kσ is a smooth chain in M , i.e., a manifold with corners, and σ˜ : Kσ × S1 → M is
the projection of a lift Kσ σ−→ LS1M 99K E S1 × LM to the second factor. We also
identify S1 = R/Z. The map I is a chain map with respect to the grading of BcycΩ by
|ω1 . . . ωk| = |ω1|+ · · ·+ |ωk|.
If pi1(M) = {1}, then I induces an isomorphism
H(BcycΩ,b)/span{[12k−1] | k ∈ N} ' H∗(LS1M)/R[u], (1.1)
where span{[12k−1] | k ∈ N} = H(BcycR,b) and the polynomial ring R[u] with |u| = 2
comes from the module structure on H∗(LS1M) induced from LS1M = (E S1×LM)/S1 →
E S1/S1 = CP∞. Note that the quotient on the left hand side agrees with the homology
of coker(BcycR ↪−→ BcycΩ).
Proving (1.1) is the goal of [CV20]. They study different totalizations of the Connes’
cyclic bicomplex of Ω and identify the one which (BcycΩ, b) is weakly equivalent to. Then
they use the isomorphism from [GJP91].
1.2. IBL-infinity chain model and Chern-Simons theory
We consider the dual cyclic bar complex
Bˆ∗cycΩ =
⊕
d∈Z
∞∏
k=1
(Bcyck Ω)
d∗,
where (Bcyck Ω)d∗ denotes the linear dual to the degree d component of the weight k
component Bcyck Ω of BcycΩ (k is the number of letters in the generating word). We
equip Bˆ∗cycΩ with the dual Hochschild differential b∗. By taking
∏
k, i.e., the completion
of ⊕k with respect to the filtration by weights, we allow “bubbling off” of forms ωi of
form-degree 1 with |ωi| = 0 and constants 1 with |1| = −1. Notice that if we take HdR
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ω1
ω2ω3
ω4
ω5 ω6
Figure 1.2.: Inserting fields on strings.
instead of Ω, then the completion is relevant only if H1dR 6= 0. The dual of Chen’s iterated
integral map provides a quasi-isomorphism
I∗ : (C(LS1M), ∂)→ (Bˆ∗cycΩ, b∗)
for simply-connected M .
In the following discussion, which does not aim to be rigorous at all, we introduce a
physical interpretation. We think of
• elements of Ω as fields,
• elements of BcycΩ as field strings (not to confuse with string fields :-)) and
• elements of the space
F(BcycΩ[1]) := Sˆ(B∗cycΩ[1]) ⊗ˆ R((~))
as observables on field strings. Here, R((~)) is the ring of Laurent series in Planck’s
constant ~, Sˆ the completed symmetric algebra and ⊗ˆ the completed tensor product.
If σ : S1 →M is a string, the observable I∗(σ) “localizes” on field strings which approxi-
mate σ; for instance, it holds I∗(ω) =
∫
σ ω, and thus I∗(ω) “localizes” at fundamental
forms of σ(S1). We imagine that we decorate σ with a field string ω1 . . . ωk as in Fig-
ure 1.2 and get a number I(σ)(ω1 . . . ωk). The isomorphism (1.1) guarantees that the
observable I(σ) determines σ up to a boundary term.
We will be dealing with two “dynamical” theories: one is the theory of fields ω ∈ Ω
and one of field strings ω1 · · ·ωk ∈ BcycΩ.
The field theory is at hand. We know that (Ω, d,∧, 〈·, ·〉), where 〈ω1, ω2〉 =
∫
M ω1 ∧ ω2
for ω1, ω2 ∈ Ω, is a symmetric dg-Frobenius algebra. It is well-known that finite-
6
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T
T
Figure 1.3.: Operations q210 and q120. Fields propagate from the bottom to the top. An
additional dualization is required when two outputs/inputs are connected;
hence the emergence of the identity propagator.
dimensional symmetric Frobenius algebras V are equivalent to 2d topological quantum
field theories (TQFT). A finite dimension is necessary so that one can write the identity
as 1 = ∑〈·, ei〉ei, or, in other words, that the identity propagator
T =
∑
±ei ⊗ ei
is well defined. We will ignore this issue and substitute V = Ω for now, although we will
soon transfer to HdR, where everything works just fine. We will represent interactions
of fields via Feynman graphs drawn on surfaces — the trivial cylinder for fields, i.e.,
the free propagation, will be a line, and the pair of pants, i.e., the interaction via the
intersection ∧, will be a point with 3 segments emanating from it (we do not have to
distinguish inputs and outputs by cyclic symmetry).
Let us now consider field strings. Figure 1.3 defines the operations
q210 : E2B∗cycV −→ B∗cycV and q120 : B∗cycV −→ E2B∗cycV,
where EkB∗cycV denotes the k-th exterior power of B∗cycV seen as the k-th symmetric
power of the degree shift (B∗cycV )[1]. We read the diagram from the top to the bottom
but imagine fields ω ∈ BcycV being fed into ψ ∈ B∗cycV from the bottom to the top. We
might think of these digrams as of string interaction diagrams for strings freely moving
in a topological space M , connecting and disconnecting. This suggests that q210 and q120
are related to m2 and c2. Formulas for q210 and q120 were written down in [CFL15]; they
are also clear from the figure by decorating the world-lines with the identity (or T ) and
evaluating in a straightforward way. It was proven that q210 and q120 indeed constitute
an IBL-algebra on B∗cycV (note that this is not a TQFT for strings!).
As a mathematical remark, we will show that q210 is obtained from the Gerstenhaber
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bracket on Hochschild cochains via cyclization by 〈·, ·〉 and that q120 is a factorization
of an extension of the canonical Schwarz’s BV-operator on F(V [1]) to cyclic invariants
with respect to the cyclic shuffle product. This makes sense because odd degree shift of a
finite-dimensional symmetric dg-Frobenius algebra is an odd symplectic vector space.
Since B∗cycV [1] is not naturally an odd symplectic vector space, there is no Schwarz’s
BV-operator on F(B∗cycV [1]). However, the following canonical operator
∆s := qˆ120 + ~qˆ210 : F(B∗cycV [1])→ F(B∗cycV [1]),
where ·ˆ denotes the canonical extension to (co)derivatives, is a BV-operator with respect
to the function multiplication; we call it the string BV-operator.
In physics, a BV-operator ∆ on F(U), where U is the space of fields (typically an odd
cotangent bundle with classical fields in the base and ghost fields in the fibers), is related
to the measure in the path integral
∫
µ. An action S ∈ F(U) satisfying the quantum
master equation (QME)
∆S + 12{S, S} = 0
defines a new measure e−Sµ, and the corresponding twisted BV-operator (or rather
BV∞-operator) satisfies ∆S = e−S ∆ eS .
For field strings, we define the following actions Sfree, Sint ∈ F(BcycV [1]), which remind
us of the Chern-Simons functional:
Sfree(ω1ω2) := ±~−1
∫
M
ω1 ∧ dω2 and Sint(ω1ω2ω3) := ±~−1
∫
M
ω1 ∧ ω2 ∧ ω3.
More precisely, Sfree and Sint are linear functions on BcycV [1] which vanish everywhere but
on field strings of lengths 2 and 3, respectively. It turns out that Sfree and S := Sfree +Sint
satisfy the QME for ∆s. The twisted BV-operators look like
∆Sfrees = qˆ110 + ∆s and ∆Ss = qˆ110 + q210(Sint, ·)
∧
+ ∆s .
Figure 1.4 depicts the new terms q110 and q210(Sint, ·) in ∆Ss . The corresponding dIBL-
algebra reads (
B∗cycV, qm110 := q110 + q210(Sint, ·), q210, q120
)
.
One can show that qm110 is the Hochschild differential. If this was well-defined for V = Ω,
then it would surely be a model of string topology.
As in quantum field theories, we are going to “formally” integrate out redundant degrees
of freedom in the path integral of our ill-defined theory and obtain a well-defined theory
8
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d
+ T
∧
Figure 1.4.: Adding d and ∧ via S.
on B∗cycHdR, which is “formally” homotopy equivalent to the original one. We pick a
Riemannian metric on M and consider the Hodge decomposition
Ω = H⊕ dΩ⊕ d∗Ω,
where H ' HdR is the space of harmonic forms defined by dω = d∗ω = 0. One may
interpret dω = 0 as the Euler-Lagrange equation and d∗ω = 0 as the Lorentz gauge.
The inverse of d : d∗Ω→ dΩ extended by 0 to H and d∗Ω is called the standard Hodge
homotopy Pstd; equivalently, it is the unique coexact solution of
dP + Pd = piH − 1,
where piH : Ω → H is the orthogonal projection. The Schwartz kernel of Pstd is the
standard Hodge propagator Pstd.
A formula for the effective action W ∈ F(BcycHdR[1]) was given in [CFL15]; in their
terminology, W is equivalent to the (formal) pushforward Maurer-Cartan element. We
have
W = ~−1
∑
l≥1,g≥0
nlg~g,
where nlg ∈ EˆlB∗cycHdR is computed by summing over (l+ g− 1)-loop Feynman diagrams
with interaction vertices ∧ and propagator Pstd. We remark that the Feynman diagrams
in W have at least one external vertex. One might try to construct a refinement
(W 0lg)l≥1,g≥0 of the Chern-Simons invariant by summing over diagrams with no external
vertex, but it seems to be unrelated to the IBL∞-theory so far.
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∧
∧ ∧
∧
h1 h2 h3 hk. . .
. . .
P
P
P
︸ ︷︷ ︸
∧ ◦(P ⊗ P) ◦ (∧ ⊗ ∧) ◦ (P ⊗ 1⊗ · · · ⊗ 1)
◦ (∧ ⊗ 1⊗ · · · ⊗ 1)(h1, h2, h3, . . . , hk).
Figure 1.5.: Kontsevich-Soibelman evaluation of a decorated tree.
The twisted string BV-operator on F(BcycHdR[1]) reads
∆Ws = qˆn110 + ~q210 +
∑
l≥2,g≥0
qˆn1lg~g,
where qn110 = q210(n10, ·) = q210 ◦1 n10 and qn1lg = q210 ◦1 nlg, where ◦1 means that precisely
one output of the first operation is connected to precisely one input of the following
operation. The resulting IBL∞-structure on Bˆ∗cycHdR has lots of vanishing operations. It
is in fact a quantum coL∞-algebra (qn1lg) with Drinfeld-compatible Lie bracket q210. The
boundary operator qn110 is precisely the Hochschild differential of the homotopy transfered
A∞-structure (mk) on H. The quasi-isomorphism of (Bˆ∗cycHdR, qn110) and (C(LS1M), ∂)
inducing an isomorphism of the IBL-structure on homology is given by the composition
F ◦ I∗ : C(LS1M)→ Bˆ∗cycHdR for
F = f110 + f210 ◦1 m10 + 12! f310 ◦1,1 (m10,m10) + · · · ,
where f110 = ι∗ for ι : HdR ' H ↪−→ Ω and fk10 ◦1,...,1 (m10, . . . ,m10) is obtained by
summing over trivalent trees as in Figure 1.5.
Note that in order to evaluate trees, we do not need the Schwartz kernel P and hence
any pairing 〈·, ·〉. The homotopy P is enough because the graph is directed and we can
distinguish inputs and outputs. On the other hand, an evaluation of the 1-loop Feynman
graph in Figure 1.6 contributing to qn120 requires P, and hence also 〈·, ·〉.
It is well-known from Sullivan’s minimal model theory of a simply-connected manifoldM
that the homotopy type of the homotopy transferred A∞-structure (mk) on H is a
topological invariant which encodes the rational homotopy theory of M . The IBL∞-
10
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ψ
T
h13h12
h11
h22
h21
h23
h24
x1 x2
x3
x4
x5
x6
P
=
∑
a,b
4∑
c=1
±Tabψ(eah2,c+2h2,c+3)
(∫
x1x2x3x4x5x6
P(x1, x2)P(x2, x3)P(x3, x4)
P(x4, x5)P(x5, x6)P(x6, x1)
(
h11(x1)h12(x3)h13(x4)
)(
eb(x2)h2,c(x6)h2,c+1(x5)
))
Figure 1.6.: A 1-loop diagram and its contribution to the twisted cobracket.
construction is associated to the Poincaré DGA (Ω, d,∧, 〈·, ·〉), i.e, a DGA whose homology
is a Poincaré duality algebra. It is not clear yet to which extent it depends on the pairing
and what kind of invariant of M it is. However, if M is formal in the sense of DGA’s,
then M is formal in the sense of Poincaré DGA’s, and we conjecture that it is formal
also in the sense of IBL∞-algebras; by this we mean that the twisted IBL∞-algebra on
Bˆ∗cycHdR is homotopy equivalent to the canonical IBL-algebra on Bˆ∗cycHdR.
As a final remark, it is well-known from the theory of Koszul (pr)operads that IBL
is Koszul dual to Frob, i.e., IBL! = Frob and Frob! = IBL. Here, Frob is the properad
of Frobenius bialgebras. It follows that IBL∞ = Ω(Frob∗), where Ω denotes the cobar
construction and ∗ the linear dual coproperad. This precisely reflects our situation of
having a Frobenius bialgebra structure on HdR, where the coproduct is obtained from
∧ via dualization, and an IBL∞-structure on B∗cycHdR if Bcyc is understood as a cyclic
version of the cobar construction.
1.3. Other relevant work
In [CJ02], a homotopy theoretical realization of the Chas-Sullivan loop product on H(LM)
by constructing the “wrong way map” using the Thom-Pontryagin construction was
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described. Note that having the loop product, one constructs m2 on HS
1(LM) via the
Gysin sequence for the Borel construction.
In [Che12], the Chas-Sullivan BV-algebra on H(LM) and the gravity algebra on
HS1(LM) were constructed using an algebraic model based on Whitney polynomial forms
with coefficients in Q. The advantage of Whitney forms A over de Rham forms Ω is that
the dualization of the product gives a complete coproduct with values in the currents
C = A∗, which together with the product on A constitutes a dg Frobenius-like algebra.
It is shown that A⊗ˆΩˆ(C), where Ωˆ denotes the complete cobar construction, carries a
natural dg-algebra structure which corresponds to the loop product on H(LM) under the
Jones, et al., quasi-isomorphism from the singular chain complex of LM . The equivariant
case is handled with methods of Connes’ cyclic homology.
In [Iri18], de Rham chains of marked Moore loops and their fiber products and
concatenations are used to construct a non-symmetric dg operad O with a cyclic structure,
multiplication and unit together with a morphism O → EndΩ. The cyclic Deligne
conjecture is applied to obtain an algebra O˜ over a chain model of the framed little disk
operad (whose homology is the BV-operad) such that the induced quasi-isomorphism
from O˜ to Hochschild cochains induces an isomorphism of the BV-structures on homology.
The latter is known to be isomorphic to the BV-structure on H(LM) via iterated integrals.
In addition, they use the homotopy transfer from O˜ to obtain A∞- and L∞-structures
on H(LM) whose operations with 2 inputs are the loop product and the Gerstenhaber
bracket, respectively. Interestingly, their chain model works for non-simply connected M .
In [DPR15], they use diffuse intersection and short geodesic segments to associate to
metric chord diagrams operations on the singular chain complex of LM . They should
recover the full positive boundary TQFT on H(LM) described in [CG04].
In [Sul07], a rich structure of operations on equivariant chains of LM parametrized by
chains in a certain compactification of the moduli space of Riemann surfaces is discussed.
A part of this structure is an IBL∞-chain model on the reduced chains.
In [Abo15], it is proven that the BV-algebra of symplectic homology of the cotangent
bundle of an oriented manifold M is isomorphic to the BV-algebra H(LM).
In [CL09], they sketch a proof that symplectic field theory of the unit cotangent bundle
of M and chain level equivariant string topology of M are IBL∞-quasi-isomorphic via a
map induced from evaluations at boundaries of holomorphic curves in symplectizations.
From this point of view, string topology operations arise naturally from the structure of
codimension 1 boundary stratas of the moduli space of holomorphic curves. In fact, a
precise formulation of this correspondence was perhaps the main reason for Cieliebak &
Latschev to think about an IBL∞-chain model of string topology.
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In [Fuk06], it is argued that the compactified moduli space M̂ of holomorphic discs
with boundaries on a Lagrangian submanifold L of a symplectic manifold M gives rise to
a filtered A∞-structure on H∗(L). Evaluation at the boundary allows to interpret M̂ as
a chain in the free loop space. The structure of codimension 1 boundary strata of M̂
implies the relation ∂M̂+ 12{M̂,M̂} = 0, where {·, ·} is the chain level string bracket.
Under iterated integrals, this translates to the Maurer-Cartan equation on the cyclic bar
construction of Ω(L) with the Gerstenhaber bracket. The twisted coderivation gives the
A∞-structure on Ω(L) which is then homotopy transferred to H∗(L).
1.4. Summary of results
1) The starting point was setting up a formalism and deducing signs for a definition of
the formal-pushforward Maurer-Cartan element, aka Chern-Simons Maurer-Cartan
element, and the IBL∞-chain model in the de Rham setting. A big part of the work
was about trying to understand what is happening and discovering and formulating
the structure and possible claims.
2) We compute the IBL∞-chain model for Sn with n 6= 2 by finding an explicit Hodge
propagator and computing Feynman integrals. In fact, for n ≥ 3, all integrals which
are relevant for the IBL∞-theory vanish.
A trick from [CM10] is based on modifying an abstract Hodge propagator to obtain
special properties implying vanishing of the integrals. The author of this thesis was
not aware of this trick and tried to compute integrals with an explicit propagator
in spherical coordinates for around 3 years until he rediscovered a part of this
trick himself. The interesting thing is that the discovery was made via explicit
computations, and it was a coincidence that the constructed Hodge propagator
satisfied the special properties.
3) Using the trick from [CM10], we generalize the previous computation to geometri-
cally formal manifolds and show that the Feynman integrals vanish provided that
H1dR(M) = 0. For a general manifold, all higher coproducts vanish unless M is
a surface or a 3-manifold with H1dR(M) 6= 0. In fact, the homotopy type of the
IBL∞-chain model for a manifold with H1dR(M) = 0 is determined by the tree-level
perturbative Chern-Simons theory for a special Hodge propagator.
4) We conjecture that the IBL∞-chain model for formal manifolds with H1dR(M) = 0
is homotopy equivalent to the canonical dIBL-structure.
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5) There are two approaches of associating an IBL∞-homotopy type to a Poincaré
DGA like Ω(M). One is using the homotopy transfer and integrals as explained in
the previous section (geometric approach) and one is by taking a Poincaré duality
modelM and constructing the canonical dIBL structure on cyclic cochains ofM
(algebraic approach). We study both and conjecture that they are equivalent.
6) We study DGA’s of Hodge type and give an alternative proof of the existence of a
Poincaré duality model in the category of PDGA’s. In the DGA category, this is
originally due to Lambrechts & Stanley. The new method is based on adding exact
partners to non-degenerates rather than adding killers of orphans.
7) We prove a proposition that the cyclic homology of a strictly unital A∞-algebra
can be computed from its reduced version. We do it by extending Loday’s cyclic
homology theory for DGA’s to A∞-algebras.
8) We relate q210 to Gerstenhaber bracket and its cyclization and q120 to the Schwarz’s
BV-operator and cyclic shuffle product.
9) We extend the MV-formalism to filtered MV-formalism and use it to construct
a BV-formulation of the weak IBL∞-theory. This has the advantage that the
exponentials are honest exponentials and honest maps. This will be useful for
studying BV-chain complexes.
10) We formulate the composition at k-common channels ◦k using “heart with veins”
which appears in the iterated bialgebra compatibility condition.
11) We propose a BV-formulation of the IBL∞-theory with an action, effective action
and quantum master equation.
12) We find the standard Hodge propagator for S2 up to a constant and prove that it
smoothly extends to spherical blow-up.
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IBL-infinity chain model
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2. Overview
An IBL∞-algebra is essentially a collection of multilinear operations qklg with k inputs, l
outputs and “genus” g satisfying certain relations; in particular, q110 is a boundary
operator, and the pair q210, q120 induces the structure of an involutive Lie bialgebra on
the homology of q110. It was introduced in [CFL15] and applications to string topology,
symplectic field theory and higher genus Lagrangian Floer theory were proposed.
This part of the thesis is an attempt to understand its application to string topology.
The idea was to carry out some explicit computations according to the plan sketched
in [CFL15, Section 13] and test the string topology conjecture (see below).
The following results from [CFL15, Corollary 11.9] are our starting point. Precise
definitions of all the notions will be given in the next chapters. IBL∞-algebras in Part I
will be strict and filtered in the terminology of [CFL15]. We denote by [d] the degree shift
by d; we handle the additional signs in [CFL15] by working with degree shifted objects.
(A) For a finite-dimensional cyclic cochain complex (V,Π,m1) of degree 2−n, where Π :
V [1]⊗ V [1]→ R is a pairing of degree 2− n and m1 : V [1]→ V [1] a differential,
there is a canonical dIBL-structure p110, p210, p120 of bidegree (n − 3, 2) on the
degree shifted dual cyclic bar complex
C(V ) := B∗cycV [2− n] '
(⊕
k≥1
(
V [1]⊗k/cyc
)∗g)[2− n],
where cyc stands for cyclic permutations with the Koszul sign and ∗g denotes the
graded dual. This structure is denoted by dIBL(C(V )).
(B) Let (H,Π,m1) ⊂ (V,Π,m1) be a subcomplex such that the restriction Π : H[1]⊗
H[1] → R is non-degenerate. We apply (A) to (H,Π,m1) to get the canonical
dIBL-algebra dIBL(C(H)) = (C(H), q110, q210, q120). Suppose that pi : V [1]→ V [1]
is a projection to H[1] which satisfies
pi ◦m1 = m1 ◦ pi and
Π(pi(v1), v2) = Π(v1, pi(v2))
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for all v1, v2 ∈ V [1], and let ι : H[1] → V [1] be the inclusion. A linear map
P : V [1]→ V [1] of degree −1 such that
m1 ◦ P + P ◦m1 = ι ◦ pi − 1V [1] and
Π(P(v1), v2) = (−1)|v1|Π(v1,P(v2))
(2.1)
for all v1, v2 ∈ V [1] induces an IBL∞-homotopy equivalence
f = (fklg) : dIBL(C(V )) −→ dIBL(C(H))
such that f110 : C(V )[1]→ C(H)[1] is the map given by the precomposition with ι
in every component. We recall from [CFL15] that fklg : EkC(V ) → ElC(H) is a
linear map between exterior powers of C which are realized as symmetric powers of
the degree shift C[1].
The map fklg is constructed as a sum of contributions coming from isomorphism classes
of ribbon graphs (=:multigraphs with a cyclic ordering of half-edges at every internal
vertex) with k internal vertices, l boundary components and genus g. To compute the
contribution of a labeled ribbon graph Γ to the value
fklg(Ψ1 ⊗ · · · ⊗Ψk)(W1 ⊗ · · · ⊗Wl)
for Ψ1, . . . , Ψk ∈ B∗cycV [3 − n] and W1, . . . , Wl ∈ BcycH[3 − n], we decorate the i-th
internal vertex of Γ with Ψi, external vertices lying on the i-th boundary component
with components vi1, . . . , visi ∈ V [1] of Wi = s(vi1 ⊗ · · · ⊗ visi/cyc), where s is a formal
symbol of degree n− 3, and internal edges with the Schwartz kernel P of P with respect
to Π. Decorated ribbon graphs are then evaluated in a consistent way to obtain real
numbers (see Appendix A for an invariant formalism or [CFL15, Section 10] for the
original definition in coordinates).
We will also use the following results from [CFL15, Proposition 12.5 and Theorem 12.9]
about deformations of IBL∞-algebras:
(C) If in addition to (A) there is a product m2 : V [1]⊗V [1]→ V [1] making (V,m1,m2)
into a cyclic dga, then (−1)n−2m+2 ∈ C(V ), where m+2 = Π(m2(·, ·), ·), defines a
canonical Maurer-Cartan element m := (m10) for dIBL(C(V )). The twisted IBL∞-
algebra is again a dIBL-algebra of bidegree (n−3, 2); it is denoted by dIBLm(C(V ))
18
2. Overview
and satisfies
dIBLm(C(V ))
= (C(V ), pm110 = p110 + p210 ◦1 m10, pm210 = p210, pm120 = p120).
(2.2)
(D) The IBL∞-morphism f from (B) can be used to pushforward m and obtain a Maurer-
Cartan element n = (nlg) for dIBL(C(H)). The twist by n is an IBL∞-algebra of
bidegree (n− 3, 2); it is denoted by dIBLn(C(H)) and satisfies
dIBLn(C(H))
=
(
C(H), qn110 = q110 + q210 ◦1 n10, qn210 = q210, qn120 = q120
+ q210 ◦1 n20, plus higher operations qn1lg = q210 ◦1 nlg
)
.
This IBL∞-algebra is IBL∞-homotopy equivalent to dIBLm(C(V )) via a twisted
IBL∞-morphism
fm = (fmklg) : dIBLm(C(V )) −→ dIBLn(C(H)).
The pushforward Maurer-Cartan element n = f∗m can be expressed as a sum of
contributions of isomorphism classes of trivalent ribbon graphs (m+2 has namely three
inputs), where a labeled ribbon graph Γ is decorated with m+2 at internal vertices, with
the components of the i-th argument of nlg, i.e., elements of H[1], at the i-th boundary
component and with P at internal edges.
The application to string topology of an oriented closed manifold M of dimension n
comes from studying generalizations of (A) – (D) to the infinite-dimensional oriented
dga (Ω,Π,m1,m2). Here, Ω = Ω(M) is the de Rham complex of M and the maps
Π : Ω[1]⊗2 → R, m1 : Ω[1]→ Ω[1] and m2 : Ω[1]⊗2 → Ω[1] are defined for all η, η1, η2 ∈ Ω
as follows:
de Rham cyc. dga

Π(θη1, θη2) := (−1)deg η1
∫
M
η1 ∧ η2,
m1(θη) := θdη,
m2(θη1, θη2) := (−1)deg η1θ(η1 ∧ η2),
(2.3)
where d is the de Rham differential, ∧ the wedge product, θ a formal symbol of degree
−1 and deg η1 is the form-degree of η1.
By picking a Riemannian metric on M , we obtain the subcomplex of harmonic forms
(H,Π,m1 ≡ 0) with the projection piH : Ω→ H coming from the Hodge decomposition.
This cyclic cochain complex shall be taken as the subcomplex in (B).
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Because the intersection pairing on Ω[1] is not perfect, one has to restrict the con-
struction in (A) to the subspace B∗cycΩ∞ of elements with smooth Schwartz kernel. Then
(A) and (B) work in the setting of the so called Fréchet IBL∞-algebras introduced in
[CFL15, Section 13]. However, the element m10 ∈ B∗cycΩ[3− n], which translates into the
Chern-Simons term
m+2 (θη1, θη2, θη3) := (−1)deg η2
∫
M
η1 ∧ η2 ∧ η3 for all η1, η2, η3 ∈ Ω(M), (2.4)
does not define the canonical Maurer-Cartan element m in (C) directly because m+2 6∈
Bˆ∗cycΩ∞. This also means that one cannot use (D) to conclude the existence of the
pushforward Maurer-Cartan element n.
Nevertheless, it was proposed to define n formally using a summation over trivalent
ribbon graphs as in the finite-dimensional case. We call such n the Chern-Simons or
formal pushforward Maurer-Cartan element. In order to compute the contribution of a
labeled trivalent ribbon graph Γ with k internal vertices, l boundary components and
genus g to the value
nlg(Ω1 ⊗ · · · ⊗ Ωl),
where Ωi = sωi for ω1, . . . , ωl ∈ BcycH, one starts by decorating internal vertices with
integration variables x1, . . . , xk on the k-fold product M × · · · ×M , external vertices
on the i-th boundary component with the components αi1, . . . , αisi ∈ H[1] of ωi and
internal edges with the Hodge propagator P. In the setting of Ω and H, P shall be
the Schwartz kernel of a homotopy P in the sense of pseudo-differential operators (it is
necessarily singular at the diagonal and smooth outside of it, i.e., P ∈ Ωn−1(M ×M\∆)).
One then takes the wedge product of all forms in the decorated graph in the order and
with the sign deduced from the labeling of Γ and computes the integral over x1, . . . , xk.
Similar integrals appear in perturbative Chern-Simons quantum field theory.
Because of the singularity of P at ∆, the integrand described above is smooth only
on the k-th configuration space of M . It is not clear that all the integrals converge
and that the resulting (nlg) are well-defined and satisfy the Maurer-Cartan equation.
The idea of work in progress [CVon] of K. Cieliebak and E. Volkov is to use iterated
spherical blow-ups of multiple diagonals to resolve the singularities and obtain integrals
of smooth forms on compact manifolds with corners; this guarantees integrability. The
Maurer-Cartan equation for n = (nlg) is then proven with the help of a Stokes’ formula on
stratified spaces; the key part is to show that contributions of hidden codimension-1 faces
cancel. This method is similar to the method from [AS92] and [AS94], where Feynman
integrals of perturbative Chern-Simons theory were considered.
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Having n, the twisted IBL∞-algebra dIBLn(C(H)), which can be equivalently written
as dIBLn(C(HdR)) using the Hodge isomorphism H ' HdR, should satisfy the following
conjecture:
String topology conjecture (Quotation of [CFL15, Conjecture 1.12]). Let M be a
closed oriented manifold of dimension n and HdR its de Rham cohomology. Then there
exists an IBL∞-structure on (a suitable version of) B∗cycHdR[2−n] whose homology equals
the cyclic cohomology of the de Rham complex of M .
The idea is as follows. The S1-equivariant homology of the free loop space HS1(LM)
is for simply-connected M isomorphic to a version of Connes’ cyclic cohomology of the
de Rham algebra H∗λ(Ω). The precise relation will be established in yet another work
in progress [CVon] of K. Cieliebak and E. Volkov using a chain-map coming from a
cyclic version of Chen’s iterated integrals. Now, a suitable degree shift of H∗λ(Ω) is
isomorphic to the homology of the boundary operator qm110 of the hypothetical dIBL-
algebra dIBLm(C(Ω)). This hypothetical dIBL-algebra is then by (D) hypothetically
quasi-isomorphic to the IBL∞-algebra dIBLn(C(H)) via the twisted IBL∞-morphism fm.
The space HS1(LM,M) carries an IBL-structure consisting of the Chas-Sullivan string
bracket m2 and string cobracket c2; these operations were defined geometrically on
suitably transverse smooth chains in [CS99] and [CS04], respectively. A natural question
is: How is the IBL-structure m2, c2 related to the IBL-structure qn210, qn120 induced
on HS1(LM) via the isomorphism from the string topology conjecture? An extended
string topology conjecture asserts that these structures agree, and hence the operations
qn210, qn120 defined on cyclic cochains provide a chain model for m2, c2. Based on our
observations and explicit computations, we formulate an up-to-date version of the string
topology conjecture for simply-connected manifolds (see Conjecture 4.5.1).
Our first result is an explicit computation of dIBLn(C(HdR(Sn))) by finding a particular
Hodge propagator and showing that all integrals which contribute to n vanish for n ≥ 3;
for n = 1, there is a non-vanishing integral whose value we compute (see Section 5.1); for
n = 2, the existence of a non-vanishing integral remains open.
Theorem A (Explicit computation for Sn). Consider the round sphere Sn ⊂ Rn+1.
Define 1 := θ1, v := θVol ∈ HdR(Sn)[1], where Vol is the volume form, 1 the constant one
and θ a formal symbol of degree −1. There exists a Hodge propagator P such that the
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following holds. For the homology of the twisted boundary operator qn110, we have:
Hn(C(HdR(Sn)))[1] := H(Bˆ∗cycHdR(Sn)[3− n], qn110)
=

〈svi∗, s12j−1∗ | i, j ≥ 1〉 for n ≥ 3 odd,
〈sv2i−1∗, s12j−1∗ | i, j ≥ 1〉 for n even,〈
s∑∞k=1 ckvk∗, s12j−1∗ | ck ∈ R, j ≥ 1〉 for n = 1.
Here 〈·〉 denotes the linear span over R, ∗ the dual and s is a formal symbol of degree
n− 3. The product qn210 vanishes on Hn except for the following relations for n ≥ 3 odd
qn210(s1∗ ⊗ svk∗) = qn210(svk∗ ⊗ s1∗) = −(k − 1)vk−1∗
and the following relations for n = 1:
qn210
(
s1∗ ⊗ s
∞∑
k=1
ckvk∗
)
= −s
∞∑
k=1
kck+1vk∗.
The coproduct qn120 as well as all higher operations qn1lg vanish on Hn in every dimension
n. For S1, we have qn120 6= q120 on the chain level; i.e., the twisting is non-trivial. For
n 6= 2, all higher operations vanish on the chain level.
If we mod out s12j−1∗, i.e., if we consider the point-reduced version, then, after
dropping s, the results agree with the string topology of M relative to one constant loop
and with Chas-Sullivan operations. The only exception is M = S1. This supports the
string topology conjecture for simply-connected manifolds and provides a counterexample
for non-simply connected manifolds.
Our second result generalizes the previous explicit computation and shows that in
many cases, the twists with n and m coincide. Its proof is a combination of facts from
Section 4.4.
Theorem B (Triviality of the twist with n on the chain level). Let M be a closed oriented
n-manifold. There exists a Hodge propagator P, the so called special Hodge propagator,
such that the following holds for the twisted IBL∞-structure dIBLn(C(HdR(M))):
(1) For the basic operations qn110 = q210 ◦1 n10, qn210 = q210, qn120 = q120 + q210 ◦1 n20, we
have:
a) If H1dR(M) = 0, then n20 = 0, and hence qn120 = q120.
b) If M is geometrically formal, then n10 = m10, and hence qn110 = qm110. (In fact,
if in addition H1dR(M) = 0, then n = m, at least for n 6= 2.)
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(2) For the higher operations qn1lg = q210 ◦1 n20 with (l, g) 6= (1, 0), (2, 0), we have
nlg = 0, and hence qn1lg = 0 with the possible exception of surfaces and 3-manifolds
with H1dR(M) 6= 0.
The following are some interesting directions we plan to work on sorted from the most
concrete to the most unclear:
(1) Improve Theorem B by showing that the higher operations for S2 vanish. If this is
the case, then the statement that for every manifold M with H1dR(M) = 0 there is
a propagator such that all higher operations vanish is true.
(2) Let M be a formal and simply-connected manifold. Are dIBLn(C(HdR(M))) and
dIBLm(C(HdR(M))) homotopy equivalent as IBL∞-algebras? If not, we would like
to understand the obstruction.
(3) Does the Schwartz kernel Pstd of Pstd = −d∗∆−1, the so called standard Hodge
propagator, where d∗ is the codifferential and ∆ the Hodge-de Rham Laplacian,
extends smoothly to a blow-up? If yes, then it is a canonical special Hodge
propagator for which the statement of Theorem B holds.
(4) Compute dIBLn(C(HdR(M))) for surfaces Σg with g ≥ 1 and formulate and proof a
version of string topology conjecture for non-simply connected manifolds. One can
consider differential forms with values in a Lie algebra and obtain an IBL∞-theory
with gauge group. How is this structure related to [Gol86] and [AMR96]?
(5) The IBL∞-theory uses only graphs with at least one external vertex to construct nlg.
Let Wlg be the real number obtained by summing over graphs with l boundary
components, genus g and with no external vertex. How is this related to the partition
function and Chern-Simons invariants and does it fit into a “weak non-reduced
IBL∞-formalism” and possibly satisfy some relations?
(6) What physical field theory has P as a propagator and trivalent ribbon graphs with
harmonic forms as Feynman graphs? Due to the polarization P = ∑n−1k=0 P(k)(x, y),
such theory must have a field in every degree (the standard 3d Chern-Simons theory
before gauge fixing has just one 1-form).
(7) Can the IBL∞-theory be interpreted from the point of view of string field theory
or topological strings? Together with symplectic field theory, what is the global
picture?
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3. Algebraic structures
In Section 3.1, we recall weight-grading (Definition 3.1.1), Koszul sign (Definition 3.1.2),
degree shift (Definition 3.1.3), filtrations (Definition 3.1.8) and completions (Defini-
tion 3.1.9). We prove the Künneth formula for completed symmetric (co)homology
(Proposition 3.1.13).
In Section 3.2, we review basics of IBL∞-algebras from [CFL15]. We define the
exterior algebra EC over a graded vector space C as the symmetric algebra S over C[1]
(Definition 3.2.1) and use the operations µ and ∆ from the structure of an associative
bialgebra on S(C[1]) to give explicit formulas for the partial compositions ◦h1,...,hk
(Definition 3.2.2). We use the compositions to define the notion of an IBL∞-algebra
(qklg) on C (Definition 3.2.4), a Maurer-Cartan element (nlg) (Definition 3.2.6) and
twisted operations (qnklg) (Definition 3.2.7). We mention that an IBL-algebra according
to our definition is an odd degree shift of a classical IBL-algebra (Proposition 3.2.5). We
define the induced IBL-structure on homology (Definition 3.2.8) and briefly discuss the
BV-formalism and mention weak IBL∞-algebras (Remark 3.2.9). Finally, we summarize
the situation for twisted dIBL-algebras (Proposition 3.2.10) and briefly discuss higher
operations (Remark 3.2.11).
In Section 3.3, we define the (weight-reduced) dual cyclic bar-complex B∗cycV of a graded
vector space V (Definition 3.3.1) and introduce some notation (Notation 3.3.3). We then
summarize some facts about the completions Bˆ∗cycV and EˆkB∗cycV (Proposition 3.3.6).
We define the notion of a cyclic A∞-structure on V (Definition 3.3.7) and its Hochschild
and cyclic homology (Definition 3.3.9). We recall strict units and strict augmentations
(Definition 3.3.10), define the reduced dual cyclic bar complex B∗cyc,redV (Definition 3.3.12)
and sketch a proof of the fact that the cyclic homology is a direct sum of the reduced
cyclic homology and the cyclic homology of the ground field (Proposition 3.3.13). Our
version of cyclic homology of a dga V is based on the degree shift V [1]. We undo the
degree shift and obtain a version based on V , which can be compared to the standard
version from [Lod92] (Proposition 3.3.14). We also show that the reduced spaces for a
simply connected and connected V are complete (Proposition 3.3.15).
In Section 3.4, we review the construction of the canonical dIBL-structure dIBL(C(V ))
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(Definition 3.4.1) and the canonical Maurer-Cartan element m (Definition 3.4.2) starting
from a cyclic dga (V,Π,m1,m2). We give formulas for the operations (qn1lg) of the
IBL∞-algebra dIBLn(C(V )) twisted by a Maurer-Cartan element n (Proposition 3.4.4).
We consider the A∞-structure induced on V by n10 (Definition 3.4.5) and relate its
cyclic homology to the homology of qn110 (Proposition 3.4.6). We define the reduced
canonical dIBL-algebra dIBL(Cred(V )) (Definition 3.4.7) and the notion of a strictly
reduced Maurer-Cartan element (Definition 3.4.8). The twisted IBL∞-structure then
splits into the reduced part and the part generated by 1i∗, which we can explicitly
compute (Proposition 3.4.10).
3.1. Gradings, degree shifts and completions
We will work with vector spaces over R, possibly infinite-dimensional, graded by the
degree d ∈ Z and the weight k ∈ N0.
Definition 3.1.1 (Weight-graded vector spaces). A graded vector space is a vector
space W together with a collection of subspaces W d ⊂W for all d ∈ Z such that
W =
⊕
d∈Z
W d.
Elements of W d are called homogenous of degree d; given w ∈W d, we denote the degree
of w by |w| := d.
A linear map of graded vector spaces f : W1 → W2 is called homogenous of degree
|f | ∈ Z if it holds
f(W d1 ) ⊂W d+|f |2 for all d ∈ Z. (3.1)
A weight-graded vector space is a graded vector space W together with a collection of
subspaces W dk ⊂W d for all k ∈ N0 and d ∈ Z such that
W d =
⊕
k∈N0
W dk for all d ∈ Z.
We define the weight-k component of W by
Wk :=
⊕
d∈Z
W dk for all k ∈ N0.
If W d0 = 0 for all d ∈ Z, we say that W is weight-reduced. We define the weight-reduced
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subspace W of a weight-graded vector space W by
W :=
⊕
d∈Z
⊕
k∈N
W dk .
The superscript ∗ usually denotes the dual in the category we work in, e.g., chain
complexes. For a (weight-)graded vector space W , we also introduce the following notation
to avoid confusion:
W ∗lin := {ψ : W → R linear} . . . linear dual,
W ∗g :=
⊕
d∈Z
∏
k∈N0
W d∗k . . . graded dual,
W ∗wg :=
⊕
d∈Z
⊕
k∈N0
W d∗k . . . weight-graded dual.
(3.2)
Here, W ∗lin is a vector space, W ∗g a graded vector space and W ∗wg a weight-graded vector
space. The grading convention from (3.2) is the cohomological grading convention, which
differs from the convention (3.1) for maps f : W → R by degree reversal (for this, see
Definition 3.1.3).
We identify W ∗g with the subspace of W ∗lin generated by homogenous maps and W ∗wg
with the subspace ofW ∗lin generated by maps which are non-zero only on finitely manyW dk ;
hence, under this identification, we have the tower of inclusions
W ∗wg ⊂W ∗g ⊂W ∗lin .
Definition 3.1.2 (Koszul sign). Let k ≥ 1, and let σ ∈ Sk be a permutation on k
elements, i.e., a bijection of the set {1, . . . , k}. For i = 1, . . . , k, let ai and bi be graded
symbols of degrees |ai| and |bi|, respectively. We denote by
ε(σ, a) and ε(a, b)
the Koszul signs of the transformations
a1 . . . ak 7−→ aσ−11 . . . aσ−1k and a1 . . . akb1 . . . bk 7−→ a1b1 . . . akbk,
respectively. Here σ−1i := σ−1(i). The Koszul sign is computed by permuting the left-hand
side to the right-hand side via transpositions of two adjacent elements such that whenever
we transpose two graded symbols, e.g., ai ←→ aj, we multiply with (−1)|ai||aj |.
We emphasize that the Koszul sign depends only on the initial and the final order of
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the graded symbols and not on the sequence of transpositions; this is easy to show.
Definition 3.1.3 (Degree shift and grading reversal). Let A ∈ Z. The degree shift by A
is a functor which associates to a graded vector space W the graded vector space W [A]
with degree-d components
W [A]d := W d+A for all d ∈ Z.
There is the canonical degree shift morphism
W −→W [A] (3.3)
of degree −A mapping W d identically to W [A]d−A. We view this morphism as multipli-
cation from the left with a formal symbol sA of degree |sA| = −A, so that (3.3) can be
written as w ∈W 7−→ sAw ∈W [A].
Given graded vector spaces W1, W2 and constants A1, A2 ∈ Z, we associate to a
morphism f : W1 →W2 its degree shift f : W1[A1]→W2[A2] by defining1
f(sA1w) := sA2f(w) for all w ∈W1. (3.4)
Notice that if f : W1 → W2 has degree |f |, then f : W1[A1] → W2[A2] has degree
|f |+A1 −A2.
The grading reversal r is a functor which associates to a graded vector space W the
graded vector space r(W ) with
r(W )d := W−d for all d ∈ Z.
There is the canonical morphism W → r(W ) mapping W d identically to W−d for
every d ∈ Z. The degree reversal of a morphism f : W1 → W2 is the morphism
f : r(W1)→ r(W2) defined by conjugating f with the canonical morphism. If |f | is the
degree of f : W1 →W2, then −|f | is the degree of f : r(W1)→ r(W2).
In our main reference [CFL15], they view W and W [A] as one vector space with two
different gradings deg(·) and | · |, respectively; these are related by
|w| = deg(w)−A for all homogenous w ∈W.
On the other hand, we think of W and W [A] as of two different graded vector spaces
1This convention is not optimal; see Remark 3.1.4.
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and never use the same symbol for an element w ∈W and its degree shift sAw ∈W [A].
It allows us to use just one notation | · | for the gradings on both W and W [A]. However,
in order to preserve compatibility with [CFL15], we will also sometimes use the notation
deg(w) (in the exponent just (−1)w) for the degrees on W .
For graded vector spaces W1, . . . , Wk and constants A1, . . . , Ak ∈ Z, we identify
W1[A1]⊗ · · · ⊗Wk[Ak] ' (W1 ⊗ · · · ⊗Wk)[A1 + · · ·+Ak]
using the Koszul convention for the tensor product; for homogenous elements w1 ∈W1, . . . ,
wk ∈Wk, it reads
sA1w1 ⊗ · · · ⊗ sAkwk = ε(sA, w) sA1 . . . sAk︸ ︷︷ ︸
=: sA1+···+Ak
w1 ⊗ · · · ⊗ wk. (3.5)
If A1 = · · · = Ak =: A is fixed in the context, which is our usual case, we omit the
subscript A and write just s.
In the case of the multilinear map f : W1 ⊗ · · · ⊗Wk → V1 ⊗ · · · ⊗ Vl, the combination
of (3.4) and (3.5) gives for f : W1[A1]⊗· · ·⊗Wk[Ak]→ V1[B1]⊗· · ·⊗Vl[Bl] the following:
f(sA1+···+Akw1 ⊗ · · · ⊗ wk) = sB1+···+Blf(w1 ⊗ · · · ⊗ wk). (3.6)
Remark 3.1.4 (Why is this sign convention bad?). Let us illustrate that (3.6) is not
compatible with the following standard Koszul rule:
(K) : (f1 ⊗ f2)(w1 ⊗ w2) = (−1)|f2||w1|f1(w1)⊗ f2(w2).
On one hand, we get
(f1 ⊗ f2)(s2w1 ⊗ w2) (3.6)= s2(f1 ⊗ f2)(w1 ⊗ w2)
(K)= (−1)|f2||w1|s2f1(w1)⊗ f2(w2)
(3.5)= (−1)|f2||w1|+A(|f1|+|w1|)sf1(w1)⊗ sf2(w2).
On the other hand, we get
(f1 ⊗ f2)(s2w1 ⊗ w2) (3.5)= (−1)A|w1|(f1 ⊗ f2)(sw1 ⊗ sw2)
(K)= (−1)A|w1|+|f2|(A+|w1|)f1(sw1)⊗ f2(sw2)
(3.6)= (−1)A|w1|+|f2|(A+|w1|)sf1(w1)⊗ sf2(w2).
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The results differ by (−1)A(|f1|+|f2|). Therefore, we can not use (K) to identify the
tensor product Hom(W1, V1)⊗Hom(W2, V2) with a subspace of Hom(W1 ⊗W2, V1 ⊗ V2)
in general. We will rather define an ad-hoc pairing in the case where we need it (see
Definition 3.3.4).
Another caveat is that in the case of the tensor product, the degree shift by A1 followed
by the degree shift by A2 is not the same as the degree shift by A1 + A2. Indeed, we
compute
(sA1+A2w1)⊗ (sA1+A2w2) = (sA2sA1w1)⊗ (sA2sA1w2)
= (−1)A2(A1+|w1|)s2A2(sA1w1)⊗ (sA1w2)
= (−1)A2A1+(A1+A2)|w1|s2A2s2A1(w1 ⊗ w2)
= (−1)A2A1+(A1+A2)|w1|s2(A1+A2)(w1 ⊗ w2),
which differs by (−1)A1A2 from the direct degree shift by A1 +A2. Therefore, we have to
always remember the vector spaces which we started with and the sequence of degree
shifts.
Note that we also have the unnatural “sA1sA2 = sA1+A2 = sA2sA1” due to (3.5). C
Remark 3.1.5 (Is there a better sign convention?). The author originally respected the
Koszul rule for the algebra with formal symbols and considered the following map
sl∗sk∗f : W [A]⊗k → V [A]⊗l as the degree shift of f : W⊗k → V ⊗l:
(sl∗sk∗f)(skw1 ⊗ · · · ⊗ wk) = (−1)k|f |A+
1
2k(k−1)Aslf(w1 ⊗ · · · ⊗ wk). (3.7)
Here s denotes the “inverse” of s with |s| = −|s|, sl∗f = sl ◦ f is the post-composition,
sk∗f = (−1)kA|f |f ◦ sk the pre-composition, and the sign ε(s, s) = (−1) 12k(k−1)A comes
from the “collision” s1 . . . sks1 . . . sk 7→ s1s1 . . . sksk.
However, the author did not manage to reprove the theory in [CFL15] using (3.7)
(because of too many “external” signs appearing and a problem with disconnected
graphs). A motivation to try a different sign convention was to explain some artificial
signs in [CFL15] and formulate their coordinate constructions invariantly in order to
generalize them to the “continuous” de Rham case.
It might be possible to deduce a “universal” sign convention “respecting” the Koszul
rules by considering the category of chain complexes and graded morphisms C as the
category enriched in the closed monoidal category of chain complexes and chain maps of
degree 0. One can then define the enriched degree shift functor sA : C → C, embed C⊗k ⊂ C
using (K) and study enriched natural transformations in the algebra of functors consisting
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of tensor products and compositions of sA, Hom(·, ·) and the dual ∗. The question is
whether the sign rules for degree shifts, in particular (3.7), are uniquely determined by
the requirements on enriched functors and enriched natural transformations.
Another idea for how to specify the degree shift convention (3.7) is the observation
that maps f : W⊗k → W⊗l under consideration usually form an algebra P → EndW
of a certain PROP P over W ; here EndW denotes the endomorphism PROP. Suppose
that there is a natural notion of the degree shift P[A] of a PROP P and a canonical
degree shift morphism P → P [A]. The PROPs (EndW )[A] and EndW [A] are better to be
isomorphic, and any intelligent degree shift convention ψk,l : Hom(W⊗k,W⊗l)[A(k−l)]→
Hom(W [A]⊗k,W [A]⊗l) should induce an isomorphism of the PROPs (EndW )[A] and
EndW [A]. C
Definition 3.1.6 (Standard action of permutations). For k ≥ 1 and σ ∈ Sk (:= the
group of permutations on k elements), we define the standard action of σ on W⊗k by
σ(w1 ⊗ · · · ⊗ wk) := ε(σ,w)wσ−11 ⊗ · · · ⊗ wσ−1k (3.8)
for all homogenous w1, . . . , wk ∈W .
Notice that the i-th vector is permuted to the σi-th place — this is the “active”
convention for permutations.
Definition 3.1.7 (Symmetric algebra). Let T(V ) := ⊕k≥0 V ⊗k be the tensor algebra over
a graded vector space V . The symmetric algebra over V is defined by S(V ) := ⊕k≥0 Sk(V ),
where
Sk(V ) := V ⊗k
/∑
σ∈Sk
im(1− σ) (=: Sk-coinvariants).
It is a weight-graded vector space with components denoted by (SkV )d for all d ∈ Z and
k ∈ N0. Note that S0V = R has degree 0 by definition. Consider the canonical projection
pi : T(V ) −→ S(V )
v1 ⊗ · · · ⊗ vk 7−→ v1 · · · vk.
If vi ∈ V are homogenous, we call v1 · · · vk a generating word; we have
v1 · · · vk = ε(σ, v)vσ−11 · · · vσ−1k for every σ ∈ Sk.
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Let ι : S(V )→ T(V ) be the section of pi defined by
ι(v1 · · · vk) := 1
k!
∑
σ∈Sk
ε(σ, v)vσ−11 ⊗ . . .⊗ vσ−1k .
We use it to identify S(V ) with the subspace of symmetric tensors
ι(Sk(V )) =
⋂
σ∈Sk
ker(1− σ) ⊂ Tk(V ) (=: Sk-invariants).
Definition 3.1.8 (Filtrations). Let W be a graded vector space. A filtration of W is a
collection of linear subspaces FλW ⊂W for λ ∈ R such that we have either
• Fλ1W ⊂ Fλ2W for all λ1 ≤ λ2 ⇐⇒: increasing filtration, or
• Fλ1W ⊃ Fλ2W for all λ1 ≤ λ2 ⇐⇒: decreasing filtration.
We will assume that our filtrations are graded in the following sense:
∀λ ∈ R : FλW =
⊕
d∈Z
FλW d, where FλW d := FλW ∩W d.
A filtration FλW is called:
exhaustive :⇐⇒
⋃
λ∈R
FλW = W ;
Hausdorff :⇐⇒
⋂
λ∈R
FλW = 0;
Z-gapped :⇐⇒ FλW = FbλcW for all λ ∈ R;
bounded from below :⇐⇒ ∃λ ∈ R : FλW = 0;
bounded from above :⇐⇒ ∃λ ∈ R : FλW = W.
Given a graded vector space W filtered by a Z-gapped filtration FλW , we associate to
it the bi-graded vector space
gr(W ) =
⊕
d∈Z
⊕
λ∈Z
gr(W )dλ
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called the graded module whose components are given as follows:2
∀d, λ ∈ Z : gr(W )dλ :=
F
λW d/Fλ−1W d for increasing FλW,
FλW d/Fλ+1W d for decreasing FλW.
We naturally extend a filtration over degree shifts, graded duals, direct sums, tensor
products and symmetric products as follows:
FλW [A]d := FλW d+A,
Fλ(W ∗g)d := {ψ ∈W d∗ | ψ∣∣FλW = 0},
Fλ(⊕
i∈I
Wi
)d := ⊕
i∈I
FλW di ,
Fλ(W1 ⊗ · · · ⊗Wk)d :=
⊕
d1,...,dk∈Z
d1+···+dk=d
∑
λ1,...,λk∈R
λ1+···+λk=λ
Fλ1W d11 ⊗ · · · ⊗ FλkW dkk ,
Fλ(SkV )d := pi(Fλ(V ⊗k)d),
where pi : T(V )→ S(V ) is the canonical projection. The ground field R is filtered by the
trivial filtration:
FλR :=
R λ ≤ 0,0 λ > 0. (3.9)
If (W,∂) is a filtered chain complex, we filter the homology as follows:
∀λ ∈ R, d ∈ Z : FλHd(W,∂) := {α ∈ Hd(C, ∂) | ∃w ∈ α : w ∈ FλW d}.
Definition 3.1.9 (Completions). Let W be a graded vector space filtered by a decreasing
filtration FλW . The filtration degree of w ∈W is defined by
‖w‖ := sup{λ ∈ R | w ∈ FλW}.
The filtration degree of a linear map f : W1 →W2 is defined by
‖f‖ := sup{λ ∈ R | ‖f(w)‖ ≥ ‖w‖+ λ ∀w ∈W1}.
2The definition is made in such a way that if r is the functor which reverses λ, i.e., r(F)λ = F−λ, then
it holds r(gr(F)) = gr(r(F)).
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We say that the filtration degree is finite if ‖f‖ > −∞. Note that ‖0‖ =∞.
The completion of W is the graded vector space
Wˆ :=
⊕
d∈Z
Wˆ d,
where for all d ∈ Z we define
Wˆ d :=
{ ∞∑
i=0
wi
∣∣∣ ∀i ∈ N0 : wi ∈W d; ‖wi‖ → ∞ as i→∞}/∼ .
Here ∑∞i=0wi ∼ ∑∞i=0w′i if and only if ‖∑ni=0(wi − w′i)‖ → ∞ as n → ∞.3 The
completion Wˆ is canonically filtered by the filtration FλWˆ defined as follows:
∀λ ∈ R, d ∈ Z : FλWˆ d :=
{ ∞∑
i=0
wi ∈ Wˆ d
∣∣∣ ∀i ∈ N0 : wi ∈ FλW d}.
We denote the completion of W1⊗ · · · ⊗Wk by W1 ⊗ˆ · · · ⊗ˆWk and the completion of SkV
by SˆkV .
A map f : W1 → W2 of finite filtration degree extends continuously to a linear map
f : Wˆ1 → Wˆ2; this continuous extension is defined by
f
( ∞∑
i=0
wi
)
:=
∞∑
i=0
f(wi) for all
∞∑
i=0
wi ∈ Wˆ .
Remark 3.1.10 (Completed tensor product). Using Proposition 3.1.11 below, one can
show that the completed tensor product ⊗ˆ is associative and that W1 ⊗ˆW2 ' Wˆ1 ⊗ˆ Wˆ2.
By refining this argument, one can show that SˆkV ' SˆkVˆ for any k ∈ N. C
A weight-graded vector space W is canonically filtered by weights:
∀λ ∈ R, d ∈ Z : FλW d :=
⊕
k≤λ
W dk . (3.10)
This filtration is Z-gapped, exhaustive, Hausdorff, increasing and bounded from below.
The induced filtration on the graded dual W ∗g is Z-gapped, Hausdorff, decreasing and
bounded from above (and thus automatically exhaustive). It holds gr(W ) 'W , and it is
3In fact, Wˆ is the inverse limit lim←−
gr
λ
(W/FλW ) in the category of graded vector spaces and Wˆ d the
inverse limit lim←−λ(W
d/FλW d) in the category of vector spaces. As a side-remark, if we forget the
grading on W , we might also consider lim←−λ(W/F
λW ), which would be a vector space containing Wˆ
as a subspace.
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easy to see from (3.2) that the canonical map W ∗wg →W ∗g induces the isomorphism
Ŵ ∗wg 'W ∗g .
We also see that the condition
(WG0) : ∀d ∈ Z ∃J ⊂ N0, |J | <∞ ∀k ∈ N0\J : W dk = 0
is equivalent to W ∗wg = W ∗g .
A useful tool to compare completions is the following proposition:
Proposition 3.1.11 ([Fre17, Proposition 7.3.7], Isomorphism criterion). Let W1 and W2
be graded vector spaces filtered by Z-gapped filtrations which are decreasing and bounded
from above. Suppose that f : W1 →W2 is a filtration preserving homogenous linear map.
Then the continuous extension f : Wˆ1 → Wˆ2 is an isomorphism if and only if the induced
map f : gr(W1)→ gr(W2) is an isomorphism.
Proof. The implication from the right to the left is obtained from the diagram
0 gr(W1)λ W1/Fλ+1W1 W1/FλW1 0
0 gr(W2)λ W2/Fλ+1W2 W2/FλW2 0
f f f
by induction using the definition of Wˆ as the inverse limit of W/FλW (see Footnote 3
on page 34). The other implication follows from FλWˆ/Fλ−1Wˆ ' FλW/Fλ−1W .
For a graded vector space W filtered by a Z-gapped filtration, consider the following
conditions:
(WG1) : ∀λ ∈ Z ∃I ⊂ Z, |I| <∞ ∀d ∈ Z\I : gr(W )dλ = 0,
(WG2) : ∀d, λ ∈ Z : dim(gr(W )dλ) <∞.
(3.11)
Lemma 3.1.12 (Completion of symmetric powers of the graded dual). Let W be a graded
vector space filtered by an exhaustive Z-gapped filtration FλW which is increasing and
bounded from below. If (WG1) & (WG2) are satisfied, then the natural map Sk(W ∗g)→
(SkW )∗g induces the isomorphism
Sˆk(W ∗g) ' (SkW )∗g for every k ∈ N.
Note that we filter graded duals by the induced filtration from Definition 3.1.8.
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Proof. The natural map Sk(W ∗g)→ (SkW )∗g is clearly filtration preserving, and hence
it extends continuously to a map of completions. The target space (SkW )∗g is already
complete (the dual spaceW ∗g is complete, provided that the filtration ofW is exhaustive),
and thus we obtain the map Sˆk(W ∗g)→ (SkW )∗g . According to Proposition 3.1.11, this
map is an isomorphism if and only if the induced map gr(Sk(W ∗g))→ gr((SkW )∗g) is.
This is shown by the following computation (the maps involved are natural in at least
one direction):
Fλ(W⊗k∗g)d
Fλ+1(W⊗k∗g)d '
Fλ(W⊗k)d∗
Fλ+1(W⊗k)d∗ '
(Fλ+1(W⊗k)d
Fλ(W⊗k)d
)∗
'
(⊕
|~d|=d
∑
|~λ|=λ+1Fλ1W d1 ⊗ · · · ⊗ FλkW dk⊕
|~d|=d
∑
|~λ|=λFλ1W d1 ⊗ · · · ⊗ FλkW dk
)∗
'
(⊕
|~d|=d
∑
|~λ|=λ+1Fλ1W d1 ⊗ · · · ⊗ FλkW dk∑
|~λ|=λFλ1W d1 ⊗ · · · ⊗ FλkW dk
)∗
'
(⊕
|~d|=d
⊕
|~λ|=λ
Fλ1+1W d1
Fλ1W d1 ⊗ · · · ⊗
Fλk+1W dk
FλkW dk
)∗
'
(⊕
|~λ|=λ
⊕
|~d|=d
Fλ1+1W d1
Fλ1W d1 ⊗ · · · ⊗
Fλk+1W dk
FλkW dk
)∗
Z−gapped
& bounded below
& (WG1)
→ '
⊕
|~λ|=λ
⊕
|~d|=d
(Fλ1+1W d1
Fλ1W d1 ⊗ · · · ⊗
Fλk+1W dk
FλkW dk
)∗
(WG2)→ '
⊕
|~λ|=λ
⊕
|~d|=d
(Fλ1+1W d1
Fλ1W d1
)∗ ⊗ · · · ⊗ (Fλk+1W dkFλkW dk
)∗
'
⊕
|~d|=d
⊕
|~λ|=λ
Fλ1(W ∗g)d1
Fλ1+1(W ∗g)d1 ⊗ · · · ⊗
Fλk(W ∗g)dk
Fλk+1(W ∗g)dk
' F
λ(W ∗g⊗k)d
Fλ+1(W ∗g⊗k)d .
In fact, this computation shows that Tˆk(W ∗g) ' (TkW )∗g . The conclusion for Sk follows
by checking that the maps above are Sk-equivariant.
Given a chain complex (W,∂), the boundary operator ∂ induces the boundary operator
∂k : W⊗k →W⊗k for all k ∈ N; for all w1, . . . , wk ∈W , it is defined by
∂k(w1 ⊗ · · · ⊗ wk) :=
k∑
i=1
(−1)|w1|+···+|wi−1|w1 ⊗ · · · ⊗ ∂wi ⊗ · · · ⊗ wk. (3.12)
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The map ∂k is clearly Sk-equivariant, and thus induces the boundary operator ∂k :
SkW → SkW .
Proposition 3.1.13 (Künneth formula for completed symmetric cohomology). Let (W,∂)
be a Z-graded chain complex over R filtered by an exhaustive Z-gapped filtration FλW
which is increasing and bounded from below. Consider the dual cochain complex (W ∗g , d :=
∂∗). Suppose that d has finite filtration degree, so that dk : Sk(W ∗g)→ Sk(W ∗g) extends
continuously to dk : Sˆk(W ∗g) → Sˆk(W ∗g) for every k ∈ N. If (WG1) & (WG2) are
satisfied, then the natural map SkH(W ∗g , d)→ H(Sˆk(W ∗g), dk) induces the isomorphism
SˆkH(W ∗g ,d) ' H(Sˆk(W ∗g),dk) for all k ∈ N.
Proof. The natural map SkH(W ∗g , d)→ H(SˆkW ∗g , dk) is clearly filtration preserving, and
hence it extends continuously to a map of completions. The target space H(SˆkW ∗g ,dk)
is already complete (the homology of a complete space is complete), and hence we obtain
the map SˆkH(W ∗g , d)→ H(SˆkW ∗g ,dk). The following facts are easy to verify:
(1) The isomorphism from Lemma 3.1.12 is an isomorphism of cochain complexes
(SˆkW ∗g ,dk) ' ((SkW )∗g , ∂∗k).
(2) If the filtration on W satisfies (WG1) and (WG2), then the filtration on H(W ) also
satisfies (WG1) and (WG2), respectively. Consequently, Lemma 3.1.12 holds for
symmetric powers of H(W,∂)∗g as well.
(3) The Künneth formula H(W⊗k) ' H(W )⊗k implies H(SkW ) ' SkH(W ) for any
Z-graded chain complex W over R.
(4) We have (H(W ))∗g ' H(W ∗g) over R by the universal coefficient theorem.
Now, we compute
H(SˆkW ∗g , dk) '
↑
(1)
H((SkW )∗g , ∂∗k) '↑
(4)
H(SkW,∂k)∗g '
↑
(3)
(SkH(W,∂))∗g
'
↑
(2)
Sˆk(H(W,∂)∗g) '
↑
(4)
SˆkH(W ∗g , d).
This proves the proposition.
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3.2. Basics of IBL-infinity-algebras
Definition 3.2.1 (Exterior algebra). Given a graded vector space C over R, we define
the exterior algebra over C by
EC := S(C[1]).
The weight-k component is denoted by EkC and the weight-reduced part by E¯C. If C is
in addition filtered, then EkC is filtered by the induced filtration and its completion is
denoted by EˆkC.
We have the concatenation product µ : EC ⊗ EC → EC and the shuffle coproduct
δ : EC → EC ⊗ EC defined by
µ(c11 . . . c1k ⊗ c21 . . . c2k′) := c11 . . . c1kc21 . . . c2k′ and
δ(c1 . . . ck) :=
∑
k1, k2≥0
k1+k2=k
∑
σ∈Sk1,k2
ε(σ, c)cσ−11 . . . cσ−1k1
⊗ cσ−1
k1+1
. . . cσ−1
k1+k2
for all homogenous cij , ci ∈ C[1] and k, k′ ≥ 0, respectively, where Sk1,k2 ⊂ Sk1+k2
denotes the set of shuffle permutations with blocks of lengths k1 and k2. These operations
satisfy the relations of an associative bialgebra (see [LV12]):
Assoc. bialg.

µ ◦(1⊗ µ) = µ ◦(µ⊗1),
(1⊗ δ) ◦ δ = (δ⊗1) ◦ δ,
δ ◦µ = (µ⊗µ) ◦ (1⊗ τ ⊗ 1) ◦ (δ⊗ δ).
(3.13)
Here τ : C1 ⊗ C2 → C2 ⊗ C1, c1 ⊗ c2 7→ (−1)|c1||c2|c2 ⊗ c1 denotes the twist map.
We will use the bialgebra calculus (:= relations (3.13)) to write down explicit formulas
for the operations ◦h1,...,hr which were briefly introduced in [CFL15]; these operations
take symmetric maps f1, . . . , fr and connect h1, . . . , hr of their outputs to the inputs
of a symmetric map f in all possible ways, so that the result, which we denote by
f ◦h1,...,hr (f1, . . . , fr), becomes a symmetric map again.
Definition 3.2.2 (Partial compositions). Let C be a graded vector space. For i, j ≥ 0,
we denote by
pii : EC −→ EiC, ιi : EiC −→ EC,
1i : EiC −→ EiC, τi,j : EiC ⊗ EjC −→ EjC ⊗ EiC
the components of the canonical projection pi, the canonical inclusion ι, the identity 1
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and the twist map τ , respectively. We also set
δi,j := (pii ⊗ pij) ◦ δ ◦ιi+j and µi,j := pii+j ◦ µ ◦(ιi ⊗ ιj).
For k′, k1, l′, l1 ≥ 0, let f : Ek′C → El′C and f1 : Ek1C → El1C be linear maps, and let
0 ≤ h ≤ min(k′, l1). We set
k := k′ + k1 − h and l := l′ + l1 − h
and define the composition of f and f1 at h common outputs to be the linear map
f ◦h f1 : EkC → ElC given by
f ◦h f1 := µl′,l1−h ◦(f ⊗ 1l1−h) ◦ (µh,k′−h⊗1l1−h) ◦ (1h ⊗ τl1−h,k′−h)
◦ (δh,l1−h⊗1k′−h) ◦ (f1 ⊗ 1k′−h) ◦ δk1,k′−h .
(3.14)
More generally, we define the composition of f : Ek′ → El′ with r ≥ 1 linear maps
fi : Eki → Eli with ki, li ≥ 0 for i = 1, . . . , r at 0 ≤ hi ≤ li common outputs such that
h := h1 + · · ·+ hr ≤ k′ as follows. We set
k := k′ + k1 + · · ·+ kr − h and l := l′ + l1 + · · ·+ lr − h
and define f ◦h1,...,hr (f1, . . . , fr) : EkC → ElC by
f ◦h1,...,hr (f1, . . . , fr)
:= µ ◦(f ⊗ 1) ◦ (µ⊗1) ◦ (1⊗ τ)
◦ ([(µ(r)⊗µ(r)) ◦ (Fh1,...,hr ⊗ 1⊗r) ◦ σr ◦ δ⊗r ]⊗ 1)
◦ (f1 ⊗ · · · ⊗ fr ⊗ 1) ◦ δ(r+1),
(3.15)
where we have:
• The operation µ(r) is the “product with r inputs” and the operation δ(r) the “co-
product with r outputs”; they are defined by
µ(r) := µ(1⊗ µ) · · · (1⊗r−2 ⊗ µ), µ(1) := 1,
δ(r) := (1⊗r−2 ⊗ δ) · · · (1⊗ δ) δ, δ(1) := 1.
• Fh1,...,hr := (ιh1pih1)⊗ · · · ⊗ (ιhrpihr).
39
3. Algebraic structures
• The permutation σr ∈ S2r is given by
σr : (1, 2, 3, 4 . . . , 2r − 1, 2r) 7−→ (1, r + 1, 2, r + 2, . . . , r, 2r).
• The symbols f and fi inside the formula denote the trivial extensions of f and fi,
respectively; we extend a linear map f : Ek′C → El′C trivially to f : EC → EC by
defining f(EiC) = 0 for i 6= k′.
Remark 3.2.3 (On partial compositions). (i) Defining f ◦h1,...,hr (f1, . . . , fr) : EkC →
ElC using (3.15) makes sense because the right hand side is a trivial extension of its
component EkC → ElC. In fact, all µ, δ, pi, ι in (3.15) can be replaced with µi,j , δi,j , pii,
ιi for unique i, j, so that trivial extensions do not have to be used at all. In this way, it
can be seen that (3.14) is indeed a special case of (3.15).
(ii) If h = k′ = l1, then f ◦h f1 = f ◦ f1.
(iii) It holds f ◦0 f1 = (−1)|f ||f1|f1 ◦0 f and
f ◦h1,...,hr (f1, . . . , fr) = ε(σ, f)f ◦hσ−11 ,...,hσ−1r (fσ−11 , . . . , fσ−1r ).
(iv) Consider the (“non-trivial”) extension fˆ := µ(f ⊗ 1) δ : EC → EC and the
symmetric product f1  · · ·  fr := µ(r)(f1 ⊗ · · · ⊗ fr) δ(r) : EC → EC. The following
formulas from [CFL15] hold:
f ◦h1,...,hr−1,0 (f1, . . . , fr) = f ◦h1,...,hr−1 (f1, . . . , fr−1) fr,
fˆ ◦ fˆ1 =
min(k′,l1)∑
h=0
f̂ ◦h f1,
fˆ ◦ (f1  · · ·  fr) =
∑
h1,...,hr≥0
h1+···+hr=k′
f ◦h1,...,hr (f1, . . . , fr).
(3.16)
We also have the “weak associativity”
∑
0≤h2≤min(f−3 ,f+2 )
0≤h1≤min(f+1 ,f−2 +f−3 −h2)
h1+h2=h
f1 ◦h1 (f2 ◦h2 f3) =
∑
0≤h1≤min(f+1 ,f−2 )
0≤h2≤min(f+1 +f+2 −h1,f−3 )
h1+h2=h
(f1 ◦h1 f2) ◦h2 f3 (3.17)
for every 0 ≤ h ≤ min(k1 + k2 + k3, l1 + l2 + l3), where f+ denotes the number of inputs
and f− the number of outputs of f . The weak associativity of ◦h can be proven using
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the associativity of ·ˆ and the second relation of (3.16).
(v) We refer to Section D.4 of Appendix D for a thorough treatment of partial composi-
tions. We show there that ◦h1,...,hr can be defined on maps on any connected weight-graded
bialgebra using natural bilinear operations A on polynomials in the convolution product.
In Proposition D.4.4 in the appendix, we prove the relations above. C
If C is filtered by a decreasing filtration, then the bialgebra operations extend continu-
ously to
µ : Eˆk1C ⊗ˆ Eˆk2C −→ Eˆk1+k2C and
δ : EˆkC −→
⊕
l1,l2≥0
l1+l2=k
Eˆl1C ⊗ˆ Eˆl2C
for all k1, k2, k ∈ N0 because they preserve the filtration degree (see [Fre17] for a similar
construction). Next, if f1 : Eˆk1C → Eˆl1C and f2 : Eˆk2C → Eˆl2C have finite filtration
degrees, then f1 ⊗ f2 : Eˆk1C ⊗ Eˆk2C → Eˆl1C ⊗ Eˆl2C has finite filtration degree too, and
hence it extends continuously to f1⊗f2 : Eˆk1C ⊗ˆ Eˆk2C → Eˆl1C ⊗ˆ Eˆl2C. Using these facts,
we can canonically extend Definition 3.2.2 to maps f : Eˆk′C → Eˆl′C and fi : EˆkiC → EˆliC
of finite filtration degrees. The resulting map f ◦h1,...,hr (f1, . . . , fr) : EˆkC → EˆlC will
have finite filtration degree too. Moreover, the formulas in Remark 3.2.3 will still hold.
We will now rephrase the definitions of an IBL∞-algebra, a Maurer-Cartan element
and twisted operations from [CFL15] in terms of ◦h1,...,hr .
Definition 3.2.4 (IBL∞-algebra). Let C be a graded vector space equipped with a
decreasing filtration, and let d ∈ Z and γ ≥ 0 be fixed constants. An IBL∞-algebra of
bidegree (d, γ) on C is a collection of linear maps qklg : EˆkC → EˆlC for all k, l ≥ 1, g ≥ 0
which are homogenous, of finite filtration degree and satisfy the following conditions:
1) |qklg| = −2d(k + g − 1)− 1.
2) ‖qklg‖ ≥ γχklg, where χklg := 2− 2g − k − l.
3) The IBL∞-relations hold: for all k, l ≥ 1, g ≥ 0, we have
g+1∑
h=1
∑
k1,k2,l1,l2≥1
g1,g2≥0
k1+k2=k+h
l1+l2=l+h
g1+g2=g+1−h
qk2l2g2 ◦h qk1l1g1 = 0. (3.18)
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We denote a given IBL∞-algebra structure on C by IBL∞(C); i.e., we write IBL∞(C) =
(C, (qklg)).
If qklg ≡ 0 for all (k, l, g) 6= (1, 1, 0), (2, 1, 0), (1, 2, 0), then we call IBL∞(C) a dIBL-
algebra and denote it by dIBL(C). If in addition q110 ≡ 0, then we have an IBL-algebra
IBL(C).
If the operations on the completed exterior powers EˆkC arise as continuous extensions
of operations qklg : EkC → ElC, then we call the IBL∞-algebra completion-free and
denote C together with the operations qklg : EkC → ElC by IBL0∞(C).
The acronym IBL stands for an involutive Lie bialgebra. It follows namely from the
IBL∞-relations (3.18) that for IBL(C) = (C, q210, q120) the following holds:
Lie bialg.

0 = q210 ◦1 q210 ← Jacobi id.
0 = q120 ◦1 q120 ← co-Jacobi id.
0 = q120 ◦1 q210 + q210 ◦1 q120 ← Drinfeld id.
0 = q210 ◦2 q120 ← Involutivity
The acronym dIBL stands for a differential involutive Lie bialgebra — an involutive Lie
bialgebra together with a differential (a boundary operator in our case) such that the
bracket and cobracket are chain maps.
Proposition 3.2.5 (Odd degree shift of an IBL-algebra). Let (C, q210, q120) be an IBL-
algebra of degree d from Definition 3.2.4, and let q˜210 : C⊗2 → C and q˜120 : C → C⊗2 be
the linear maps defined by
θq˜210(x1 ⊗ x2) := q210(pi(θ2x1 ⊗ x2)) and
θ2q˜120(x) := ι(q120(θx))
(3.19)
for all x1, x2, x ∈ C, where ι : S2(C[1])→ C[1]⊗2 is the section of pi : C[1]⊗2 → S2(C[1])
from Definition 3.1.7 and θ is a formal symbol of degree |θ| = −1. Then the degrees
satisfy
|q˜210| = |q210| − 1 = −2d− 2 and |q˜120| = |q120|+ 1 = 0,
the operations q˜210 and q˜120 are graded antisymmetric, i.e., we have
q˜210 ◦ τ = −q˜210 and τ ◦ q˜120 = −q˜120
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for the twist map τ , and the relations
0 = q˜210 ◦ (q˜210 ⊗ 1) ◦ (1⊗3 + t3 + t23),
0 = (1⊗3 + t3 + t23) ◦ (q˜120 ⊗ 1) ◦ q˜120,
0 = x1 · q˜120(x2)− (−1)x1x2x2 · q˜120(x1)− q˜120(q˜210(x1, x2)),
0 = q˜210 ◦ q˜120,
hold for all x1, x2 ∈ C. Here, t3 ∈ S3 denotes the cyclic permutation with t3(1) = 2
acting on C⊗3, and we define
x · (y1 ⊗ y2) := q˜210(x, y1)⊗ y2 + (−1)xy1y1 ⊗ q˜210(x, y2)
for all x, y1, y2 ∈ C.
Proof. The proof is a lengthy but straightforward computation.
Consider the sign-action of Sk on C⊗k given by σ 7→ σ¯, where
σ¯(c1 ⊗ · · · ⊗ ck) := (−1)σε(σ, c)cσ−11 ⊗ · · · ⊗ cσ−1k
for all c1, . . . , ck ∈ C and σ ∈ Sk. We define
ΛC :=
∞⊕
k=0
ΛkC with ΛkC := C⊗k/ ∼,
where c ∼ σ¯(c) for all c ∈ C⊗k and σ ∈ Sk. It is easy to see that the degree-shift map
θ⊗k : c1⊗ · · · ⊗ ck ∈ C⊗k 7→ ε(c, θ)(θc1)⊗ · · · ⊗ (θck) ∈ C[1]⊗k is equivariant with respect
to the sign-action of Sk on C⊗k and the standard action of Sk on C[1]⊗k for all k, and
thus it induces an isomorphism of vector spaces ΛC and EC. We use the following
notation:
qklg : EˆkC EˆlC
q˜klg : ΛˆkC ΛˆlC.
θ⊗k θ⊗l
In fact, qklg and q˜klg are related precisely by the degree shift (3.6).
Definition 3.2.6 (Maurer-Cartan element). A Maurer-Cartan element for an IBL∞-
algebra IBL∞(C) from Definition 3.2.4 is a collection n := (nlg)l≥1,g≥0 of elements
nlg ∈ EˆlC which are homogenous, of finite filtration degree and satisfy the following
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qk1l1g1
qk2l2g2
(a) The term qk2l2g2 ◦h qk1l1g1 in the IBL∞-equation (3.18).
nlrgrnl1g1
qk′l′g′
(b) The term qk′l′g′ ◦h1,...,hr (nl1g1 , . . . , nlrgr) in the Maurer-Cartan equation (3.20). We remark
that the contour of the surface corresponding to qk′l′g′ starts on the left and continues to the
right along the dotted line behind the two trivial cylinders.
nlrgrnl1g1
qk′l′g′
(c) The term qk′l′g′ ◦l1,...,lr (nl1g1 , . . . , nlrgr ) in the twisted operation (3.21). The remark to Figure
(b) applies too.
Figure 3.1.: Graphical representation of compositions appearing in Definitions 3.2.4, 3.2.6
and 3.2.7 as gluing of connected Riemannian surfaces. The figure is to be
read from the top to the bottom, the empty cylinder represents the identity,
and the resulting surface must be connected. We emphasize that the gluing
is not associative (c.f., weak associativity (3.17)).
conditions:
1) |nlg| = −2d(g − 1).
2) ‖nlg‖ ≥ γχ0lg with > for (l, g) = (1, 0), (2, 0) (see Definition 3.2.4 for χklg).
3) The Maurer-Cartan equation holds: for all l ≥ 1, g ≥ 0, we have
∑
r≥1
1
r!
∑
l′,k′,l1,...,lr≥1
g′,g1,...,gr≥0
h1,...,hr≥1
l1+···+lr+l′−k′=l
g1+···+gr+g′+k′=g+r
h1+···+hr−k′=0
qk′l′g′ ◦h1,...,hr (nl1g1 , . . . , nlrgr) = 0,
(3.20)
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where we view nlg as a linear map nlg : Eˆ0C = R→ EˆlC with nlg(1) = nlg.
Definition 3.2.7 (Twisted operations). In the setting of Definition 3.2.6, the twisted
operations qnklg : EˆkC → EˆlC for k, l ≥ 1, g ≥ 0 are defined by
qnklg =
∑
r≥0
1
r!
∑
k′,l′,l1,...,lr≥1
g′,g1,...,gr≥0
h1,...,hr≥1
l1+···+lr+l′−k′=l−k
g1+···+gr+g′+k′=g+r+k
h1+···+hr−k′=−k
qk′l′g′ ◦h1,...,hr (nl1g1 , . . . , nlrgr). (3.21)
In [CFL15, Proposition 9.3], they prove that (qnklg)k,l≥1,g≥0 is again an IBL∞-algebra of
bidegree (d, γ) on C — the twisted IBL∞-algebra. We denote it by IBLn∞(C).
Let (qklg) be an IBL∞-algebra on C. The boundary operator q110 : C[1] → C[1]
induces the boundary operator ∂k : EkC → EkC for every k ∈ N (see (3.12)). Because of
the finite filtration degree, ∂k continuously extends to ∂k : EˆkC → EˆkC. The following is
easy to see using (3.14):
qklg ◦1 q110 = qklg ◦ ∂k,
q110 ◦1 qklg = ∂l ◦ qklg.
Because qklg are odd (:= have odd degree), we have
[∂, qklg] := ∂l ◦ qklg − (−1)|∂||qklg |qklg ◦ ∂k
= ∂l ◦ qklg + qklg ◦ ∂k
= q110 ◦1 qklg + qklg ◦1 q110.
With this notation, the IBL∞-relations (3.18) for q210 : Eˆ2C → Eˆ1C and q120 : Eˆ1C →
Eˆ2C become [∂, q210] = 0 and [∂, q120] = 0, respectively. If moreover the canonical maps
EkH(Cˆ, q˜110) → H(EˆkC, ∂k) induce the isomorphisms EˆkH(Cˆ, q˜110) ' H(EˆkC, ∂k) for
k = 1, 2, e.g., when Proposition 3.1.13 holds, then we obtain the maps
q210 : Eˆ2H(Cˆ, q˜110)→ Eˆ1H(Cˆ, q˜110) and q120 : Eˆ1H(Cˆ, q˜110)→ Eˆ2H(Cˆ, q˜110),
and (H(Cˆ, q˜110), q210, q120) becomes an IBL-algebra according to Definition 3.2.4 — the
induced IBL-algebra on homology.
Definition 3.2.8 (Homology). We define the homology of an IBL∞-algebra IBL∞(C) by
H(C)[1] := H(Cˆ[1], q110).
45
3. Algebraic structures
It is a graded vector space with the induced filtration. If n is a Maurer-Cartan element
for IBL∞(C), we denote by Hn(C) the homology of IBLn∞(C).
Remark 3.2.9 (Weak IBL∞-algebras and BV-formalism). (i) A possible generalization
of the IBL∞-theory is to allow k = 0 and l = 0. Such structures would be called weak
IBL∞-algebras while the structures from this section strict IBL∞-algebras. In fact, one
does not need filtrations and completions to deal with the category of strict IBL∞-algebras
unless deformations (twisting) are considered. On the other hand, one needs filtrations
and completions for the definition of a morphism of weak IBL∞-algebras already. We
refer to Appendix D for more details.
(ii) Let EˆC[[~]], resp. EˆC((~)) be the spaces of formal power, resp. Laurent series
in the variable ~ of degree |~| = 2d with coefficients in EC completed with respect
to a suitable completion. Operations of an IBL∞-algebra on C can be encoded in a
degree −1 operator ∆ : EˆC[[~]] → EˆC[[~]] called the BV-operator, while the data of a
Maurer-Cartan element (nlg) give rise to an element en ∈ EˆC((~)). The prescriptions are
∆ :=
∑
i≥0
∆i+1 ~i and en :=
∑
j∈Z
(en)j~j ,
where ∆i and (en)j for i ≥ 1, j ∈ Z are defined by
∆i :=
∑
k≥1,g≥0
k+g=i
∑
l≥1
qˆklg and
(en)j :=
∞∑
r=0
1
r!
∑
g1,...,gr≥0
g1+···+gr−r=j
∑
l1,...,lr≥1
nl1g1  · · ·  nlrgr .
It can be shown that the IBL∞-relations (3.18) and the Maurer-Cartan equation (3.20)
are equivalent to
∆ ◦∆ = 0 and ∆(en) = 0, (3.22)
respectively, and that the BV∞-operator ∆n for the twisted IBL∞-structure (qnklg) satisfies
∆n(•) = e−n ∆(en•), (3.23)
where we multiply with e−n and en, respectively. These facts were shown in [CFL15]
using (3.16). We refer to Appendix D to the precise formulation of the BV-formalism
using a filtered version of the MV-formalism from [MV17]. C
In our applications in string topology, a canonical dIBL-algebra dIBL(C) with a natural
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Maurer-Cartan element n coming from the Chern-Simons theory is given, and we want to
study dIBLn(C), which will be a chain model of string topology. We are also interested
in the homology Hn(C), the IBL-structure IBL(Hn(C)) and possible higher operations
on Hn(C) induced by qnklg; however, these higher maps are not chain maps in general.
The following proposition summarizes some observations in this situation:
Proposition 3.2.10 (Twist of a dIBL-algebra). Let dIBL(C) = (C, q110, q210, q120) be
a dIBL-algebra, and let n = (nlg) be a Maurer-Cartan element. The Maurer-Cartan
equation (3.20) reduces to the following:
0 = q110 ◦1 nlg + q120 ◦1 nl−1,g + q210 ◦2 nl+1,g−1
+ 12
∑
l1,l2≥1
g1,g2≥0
l1+l2=l+1
g1+g2=g
q210 ◦1,1 (nl1g1 , nl2g2) ∀l ≥ 1, g ≥ 0.
In particular, the “lowest” equation is given by4
(l, g) = (1, 0) : q110(n10) +
1
2q210(n10, n10) = 0. (3.24)
This can be visualized as
0 =
q110
n10
+ 12
q210
n10 n10
.
The twisted IBL∞-algebra dIBLn(C) consists of the operations qn110, qn210 and qn120,
which we call the basic operations, and of the operations qn1lg for the pairs (l, g) ∈
N× N0\{(1, 0), (2, 0)}, which we call the higher operations. These operations are given
by
qn110 = q110 + q210 ◦1 n10,
qn210 = q210,
qn120 = q120 + q210 ◦1 n20,
qn1lg = q210 ◦1 nlg.
4In [CFL15, Definition 2.4.], they define a partial ordering on the signatures (k, l, g).
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This can be visualized as
qn110 =
q110
+
q210
n10
,
qn210 =
q210
,
qn120 =
q120
+
q210
n20
,
qn1lg =
q210
nlg
.
The IBL∞-relations satisfied by (qnklg) read for all l ≥ 1, g ≥ 0 as follows:
(3, 1, 0) : 0 = qn210 ◦1 qn210,
(2, l, g) : 0 = qn1lg ◦1 qn210 + qn210 ◦1 qn1lg,
(1, l, g) : 0 =
∑
l1,l2≥1
g1,g2≥0
l1+l2=l+1
g1+g2=g
qn1l1g1 ◦1 qn1l2g2 + qn210 ◦2 qn1,l+1,g−1.
(3.25)
We call the relations for (k, l, g) = (1, 1, 0), (2, 1, 0), (1, 2, 0), (3, 1, 0), (1, 3, 0), (2, 2, 0),
(1, 1, 1) basic relations because they contain all compositions of basic operations. In the
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order above, they read:
0 = qn110 ◦1 qn110,
0 = qn110 ◦1 qn210 + qn210 ◦1 qn110,
0 = qn110 ◦1 qn120 + qn120 ◦1 qn110,
0 = qn210 ◦1 qn210, ← Jacobi identity
0 = qn120 ◦1 qn120 + qn110 ◦1 qn130 + qn130 ◦1 qn110, ← co-Jacobi id. up to htpy.
0 = qn120 ◦1 qn210 + qn210 ◦1 qn120, ← Drinfeld identity
0 = qn210 ◦2 qn120 + qn111 ◦1 qn110 + qn110 ◦1 qn111. ← Involutivity up to htpy.
The last four equations can be visualized as
0 =
qn210
qn210
,
0 =
qn120
qn120
+
qn130
qn110
+
qn130
qn110
,
0 =
qn210
qn120
+
qn120
qn210
,
0 =
qn120
qn210
+
qn110
qn111
+
qn110
qn111
.
Proof. The proof is clear by specializing (3.18), (3.20) and (3.21).
Remark 3.2.11 (Higher operations). (i) We see from Proposition 3.2.10 that if qn120 ◦1
qn120 = 0 and qn210 ◦2 qn120 = 0, then [∂n, qn130] = 0 and [∂n, qn111] = 0, respectively, and hence
the operations qn130 : Eˆ1Hn → Eˆ3Hn and qn111 : Eˆ1Hn → Eˆ1Hn are well-defined (provided
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that the assumption of Definition 3.2.8 holds). Likewise, the higher operation qn1lg defines
a map Eˆ1Hn → EˆlHn, provided that the following equation holds:
qn210 ◦2 qn1,l+1,g−1 +
∑
l1,l2≥1
g1,g2≥0
l1+l2=l+1
g1+g2=g
(li,gi) 6=(1,0)
qn1l1g1 ◦1 qn1l2g2 = 0.
This expression is just the left-over after subtracting the commutator [qn1lg, qn110] =
qn110 ◦1 qn1lg + qn1lg ◦1 qn110 from (3.25).
(ii) In the genus-0 case, i.e., qn1lg = 0 whenever g ≥ 1, relations (3.25) reduce to
0 = q210 ◦1 q210,
0 = qn1lg ◦1 q210 + q210 ◦1 qn1lg,
0 =
∑
l1,l2≥1
g1,g2≥0
l1+l2=l+1
g1+g2=g
qn1l1g1 ◦1 qn1l2g2 .
The first relation is the Jacobi identity for q210, the second relation is a generalization of
the Drinfeld identity to higher coproducts qn1l0, and the third relations are coL∞-relations
for qn1lg. Therefore, allowing g ≥ 0, we see that the twisted dIBL-algebra qn110, q210, (qn1lg)
is, in fact, a quantum coL∞-algebra. C
3.3. Dual cyclic bar complex and cyclic (co)homology
Definition 3.3.1 (Bar complexes). Let V be a graded vector space. The bar- and dual
bar-complex of V are the weight-graded vector spaces defined by
BV := T¯(V [1]) and B∗V := (BV )∗wg ,
respectively, where T¯ V := ⊕∞k=1 V ⊗k is the weight-reduced tensor algebra. For every
k ∈ N, let tk ∈ Sk be the cyclic permutation tk : (1, . . . , k) 7→ (2, . . . , k, 1), so that for all
v1, . . . , vk ∈ V [1] we have
tk(v1 ⊗ · · · ⊗ vk) = (−1)|vk|(|v1|+···+|vk−1|)vk ⊗ v1 ⊗ · · · ⊗ vk−1.
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We set
t :=
∞∑
k=1
tk : BV −→ BV.
The cyclic bar-complex is defined by
BcycV := BV/ im(1− t).
We denote the image of v1⊗· · ·⊗vk ∈ BV under the canonical projection pi : BV → BcycV
by v1 . . . vk. If vi ∈ V [1] are homogenous, then v1 . . . vk is called a generating word; we
have
v1 . . . vk = (−1)|vk|(|v1|+···+|vk−1|)vkv1 . . . vk−1.
We define the section ι : BcycV → BV of pi by
ι(v1 . . . vk) :=
1
k
k−1∑
i=0
tik︸︷︷︸
=: tk ◦ · · · ◦ tk i-times
(v1 ⊗ · · · ⊗ vk)
and use it to identify BcycV with the subspace im ι = ker(1− t) ⊂ BV consisting of cyclic
symmetric tensors.
We define the dual cyclic bar-complex by
B∗cycV := {ψ ∈ B∗V | ψ ◦ t = ψ}.
Remark 3.3.2 (Non-weight-reduced bar complex). In fact, our B∗cycV is weight-reduced.
The non-weight-reduced version would be B∗cycV ⊕R with R of degree 0. This might play
a role in the theory of weak A∞-algebras (:= operation µ0 added; c.f., Definition 3.3.7),
and it might also be possible to consider IBL∞-algebras on non-weight-reduced cyclic
cochains (c.f., Section 3.4). C
Notice that ψ ∈ B∗V is homogenous of degree |ψ| ∈ Z if and only if for all homogenous
v1, . . . , vk ∈ V [1] the following implication holds:
|v1|+ · · ·+ |vk| 6= |ψ| =⇒ ψ(v1 ⊗ · · · ⊗ vk) = 0.
This is the cohomological grading convention.
Notation 3.3.3 (Degree shifts of bar complexes). Let A ∈ Z. In the following, we write
B∗cycV , but the convention applies to all complexes from Definition 3.3.1. We denote by
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sA and θ the formal symbols of degrees
|sA| = −A and |θ| = −1,
respectively. The degree shift V 7→ V [1] will be realized as multiplication with θ and
the degree shift B∗cycV 7→ B∗cycV [A] as multiplication with sA. In addition, the following
notation will be used consistently:
• v˜ ∈ V ←→ v = θv˜ ∈ V [1]
To clarify this, given v˜ ∈ V , then v automatically means v = θv˜ ∈ V [1], and the
other way round. Recall that the degree of v˜ ∈ V is denoted by deg(v˜) or simply by
v˜ in the exponent, e.g., (−1)v˜.
• ψ ∈ B∗cycV ←→ Ψ = sAψ ∈ B∗cycV [A].
• A generating word of BcycV of weight k will be denoted by the symbol w and written
as w = v1 . . . vk, where vi = θv˜i ∈ V [1]. A generating word of EkBcycV is an
element w1 · · ·wk ∈ EkBcycV such that each wi is a generating word of BcycV .
• w ∈ BcycV ←→ W = sAw ∈ BcycV [A].
We abbreviate
B∗cycV [A] := (B∗cycV )[A].
In contrast to this, we would write B∗cyc(V [A]) for the dual cyclic bar-complex of V [A].
We also identify (B∗cycV [A])[1] = B∗cycV [A+ 1] in EB∗cycV [A].
Definition 3.3.4 (Pairing of tensor powers of bar complexes). For every A ∈ Z and
k ∈ N, we define the pairing as follows:
(B∗V [A])⊗k ⊗ (BV [A])⊗k −→ R
(Ψ1 ⊗ · · · ⊗Ψk,W1 ⊗ · · · ⊗Wk) 7−→ ψ1(w1) . . . ψ(wk)︸ ︷︷ ︸
(Ψ1 ⊗ · · · ⊗Ψk)(W1 ⊗ · · · ⊗Wk) :=
. (3.26)
This means that we evaluate elements from the left-hand side on the elements from the
right-hand side in this way without any signs (see the discussion in Remark 3.1.4). We
extend the pairing by 0 if the number of Ψi’s and the number of Wi’s differ.
Remark 3.3.5 (Dual bar complex and dual of the bar complex). Because the pairing (3.26)
is non-degenerate, we can embed the space on the left into the the linear dual of the space
on the right. From Definition 3.3.1 we have B∗cycV ⊂ B∗V , and BcycV is identified with
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im ι ⊂ BV . Therefore, we can restrict (3.26) to obtain the pairing of B∗cycV and BcycV .
It is easy to see that for any ψ ∈ B∗cycV and any generating word v1 . . . vk ∈ BcycV , we
have
ψ(v1 . . . vk) = ψ(v1 ⊗ · · · ⊗ vk).
The subspace of (BcycV )∗lin corresponding to B∗cycV is then precisely (BcycV )∗wg .
More generally, for every k ∈ N, the spaces EkB∗cycV and EkBcycV are embedded
into (B∗cycV [1])⊗k and (BcycV [1])⊗k, respectively, using ι and pi from Definition 3.1.7.
Therefore, the restriction of (3.26) gives the pairing of EkB∗cycV and EkBcycV . It is easy
to see that for any generating word w1 · · ·wk ∈ EkBcycV and any ψ1 · · ·ψk ∈ EkB∗cycV ,
we have
(ψ1 · · ·ψk)(w1 · · ·wk) = 1
k!
∑
σ∈Sk
ε(σ,w)ψ1(wσ−11 ) . . . ψk(wσ−1k ).
The subspace of (EkBcycV )∗lin corresponding to EkB∗cycV lies in (EkBcycV )∗wg ; it is equal
to (EkBcycV )∗wg , provided that V is finite-dimensional.5 C
The weight-graded vector spaces BV and BcycV are canonically filtered by the filtration
by weights (3.10). Their weight-graded duals B∗V and B∗cycV are filtered by the dual
filtrations and the exterior powers EkB∗V and EkB∗cycV by the induced filtration from
Definition 3.1.8.
Proposition 3.3.6 (Completed dual cyclic bar complex). Let V be a graded vector space
and A ∈ Z. The filtration of B∗cycV dual to the weight-filtration of BcycV is Z-gapped,
Hausdorff, decreasing and bounded from above. Moreover, the following holds:
dim(V ) <∞ =⇒ (WG1) & (WG2) are satisfied.
The same holds for the induced filtration of EkB∗cycV [A].
In the sense of Remark 3.3.5, we have
Bˆ∗cycV ' (BcycV )∗g and EˆkB∗cycV [A] ⊂ (EkBcycV [A+ 1])∗g ,
where “=” holds if V is finite-dimensional.
The filtration degree of Ψ ∈ EˆmB∗cycV [A] satisfies
‖Ψ‖ = min{k ∈ N0 | ∃W ∈ (EmBcycV [A])k : Ψ(W) 6= 0}.
Proof. The proof is clear.
5The problem is that if dim(V ) =∞, then (V ⊗ V )∗ 6= V ∗ ⊗ V ∗.
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Definition 3.3.7 (Cyclic A∞-algebra). A graded vector space V together with a pairing
Π : V [1]⊗ V [1]→ R
of degree d ∈ Z and a collection of homogenous linear maps
µk : V [1]⊗k → V [1] for k ≥ 1
is called a cyclic A∞-algebra of degree d if the following conditions are satisfied:
(1) The pairing Π is non-degenerate and graded antisymmetric; i.e., we have
Π(v1, v2) = (−1)1+|v1||v2|Π(v2, v1) for all v1, v2 ∈ V [1].
(2) The degrees satisfy |µk| = 1 for all k ≥ 1.
(3) The A∞-relations are satisfied: for all k ≥ 1, we have
∑
k1,k2≥1
k1+k2=k+1
k1∑
p=1
µk1 ◦p1 µk2 = 0, (3.27)
where for all p = 1, . . . , k and v1, . . . , vk ∈ V [1] we define
(µk1 ◦p1 µk2)(v1, . . . , vk) := (−1)|v1|+···+|vp−1|µk1(v1, . . . , vp−1,
µk2(vp, . . . , vp+k2−1), vp+k2 . . . , vk).
(4) The operations µ+k : V [1]⊗k+1 → R defined by
µ+k := Π ◦ (µk ⊗ 1)
for all k ≥ 1 are cyclic symmetric; i.e., we have
µ+k ◦ tk+1 = µ+k .
We denote by Π˜ : V ⊗ V → R and µ˜k : V ⊗k → R the operations before the degree shift;
i.e., for all k ≥ 1 and v˜1, . . . , v˜k ∈ V with vi = θv˜i, we have
Π˜(v˜1, v˜2) := (−1)v˜1Π(v1, v2) and
µ˜k(v˜1, . . . , v˜k) := ε(θ, v˜)µk(v1, . . . , vk).
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We define µ˜+k : V ⊗k+1 → R similarly.
If µk ≡ 0 for all k ≥ 2, then (V,Π, µ1) is called a cyclic cochain complex. If µk ≡ 0
for all k ≥ 3, then (V,Π, µ1, µ2) is called a cyclic dga. We use the same terminology but
omit “cyclic” if there is no pairing Π and 1) and 4) are thus irrelevant.
Remark 3.3.8 (A difference in sign conventions). Our definition of µ+k differs from the
definition of m+k in [CFL15, Definition 12.1] by a sign. To compensate this, we have
to add this artificial sign in the definitions of Maurer-Cartan elements later; e.g., in
Definition 3.4.2 or in the formula (A.12). C
Definition 3.3.9 (Cyclic (co)homology of an A∞-algebra). Let A = (V, (µk)) be an
A∞-algebra. For every k ≥ 1, we consider the maps b′k, Rk : V [1]⊗k → BV given by
b′k :=
k∑
j=1
k−j∑
i=0
tik−j+1 ◦ (µj ⊗ 1k−j) ◦ t−ik and
Rk :=
k∑
j=2
j−1∑
i=1
(µj ⊗ 1k−j) ◦ tik,
(3.28)
respectively, and define the following maps BV → BV :
b′ :=
∞∑
k=1
b′k, R :=
∞∑
k=2
Rk and b := b′ +R.
We denote by b∗ : Bˆ∗V = (BV )∗g → Bˆ∗V the dual map to b : BV → BV . The following
holds:6
|b| = 1 (|b∗| = −1), b ◦ b = 0 and b(1− t) = (1− t)b′. (3.29)
From the last equation we see that b restricts to BcycV = BV/ im(1− t). We define the
following graded vector spaces:
D(V ) := r(BV )[1], D∗(V ) := r(Bˆ∗V )[1],
Dλ(V ) := r(BcycV )[1], D∗λ(V ) := r(Bˆ∗cycV )[1],
where r denotes the grading reversal. For instance, we have
Dqλ(V ) = r(Bˆ
∗
cycV )q+1 = (Bˆ∗cycV )−q−1 for all q ∈ Z.
Then (D(V ),b) and (Dλ(V ),b) are chain complexes and (D∗(V ),b∗) and (D∗λ(V ),b∗)
6The facts (3.29), in some form, are generally known; see [Mes16] or [Laz03]. We prove them in our
setting in Appendix B.
55
3. Algebraic structures
the dual cochain complexes, respectively. We define the following (co)homologies:
HH(A;R) := H(D(V ), b), HH∗(A;R) := H(D∗(V ),b∗),
Hλ(A;R) := H(Dλ(V ), b), H∗λ(A;R), := H(D∗λ(V ), b∗).
We call HH the Hochschild homology and Hλ the cyclic homology of the A∞-algebra A.
We call HH∗ the Hochschild cohomology and H∗λ the cyclic cohomology of A.
For a dga A = (V, µ1, µ2), we have for all v1, . . . , vk ∈ V [1] the formula
b(v1 . . . vk) =
k∑
i=1
(−1)|v1|+···+|vi−1|v1 . . . µ1(vi) . . . vk
+
k−1∑
i=1
(−1)|v1|+···+|vi−1|v1 . . . µ2(vi, vi+1) . . . vk
+ (−1)|vk|(|v1|+···+|vk−1|)µ2(vk, v1)v2 . . . vk−1.
Definition 3.3.10 (Strict units and strict augmentations). Let A = (V, (µk)) be an
A∞-algebra. A non-zero homogenous element 1 ∈ V [1] with |1| = −1 is called a strict
unit for A if the following holds:
µ2(1, v) = (−1)|v|+1µ2(v, 1) = v ∀v ∈ V [1],
µk(v1, . . . , vi−1, 1, vi+1, . . . , vk) = 0 ∀ k 6= 2, 1 ≤ i ≤ k, vj ∈ V [1].
The pair (A, 1) is called a strictly unital A∞-algebra.
A strictly unital A∞-algebra (A, 1) is called strictly augmented if it is equipped with a
linear map ε : V [1]→ R[1] which satisfies
ε(1V ) = 1R, ε ◦ µ1 = 0 and ε ◦ µ2 = µ2 ◦ (ε⊗ ε),
where 1R is the strict unit for R endowed with the standard multiplication. The map ε is
called a strict augmentation..
If the homological dga H(A) := (H(V, µ˜1), µ1 ≡ 0, µ2) of A is strictly unital and
strictly augmented, then A is called homologically unital and homologically augmented,
respectively. A strictly unital and strictly augmented cochain complex (V, µ1, 1, ε) is called
just augmented.
We denote by u : R[1]→ V [1] the injective linear map defined by u(1R) := 1V , and by
u∗ : B∗cycV → B∗cycR and ε∗ : B∗cycR→ B∗cycV the precompositions with u⊗k and ε⊗k in
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every weight-k component, respectively.
Remark 3.3.11 (On units and augmentations). (i) A strict unit 1V for A induces an
A∞-morphism (uk) : R→ V given by u1(1R) := 1V and uk ≡ 0 for all k ≥ 2. A (general)
augmentation of (A, 1V ) is by definition any A∞-morphism (εk) : V → R such that
(εk) ◦ (uk) = 1 as A∞-morphisms (see [Kel01]). Strict augmentations are precisely the
maps ε1 coming from augmentations (εk) with εk ≡ 0 for all k ≥ 2.
(ii) As for (V, µ1, 1, ε), we need the chain map ε to provide the splitting of the short
exact sequence of chain complexes
0 R[1] V [1] coker(u) 0,u
ε
so that we get H(V ) ' Hred(V ) ⊕ R, where Hred(V ) := H(coker(u)). If (V, µ1) is non-
negatively graded and we are given an injective chain map u : R[1] → V [1] (=: the
classical augmentation), then one can show that such ε always exists. C
Definition 3.3.12 (Reduced dual cyclic bar complex). Let (A, 1) be a strictly unital
A∞-algebra. Consider the injection ι1 : BV → BV , v1⊗ · · · ⊗ vk 7→ 1⊗ v1⊗ · · · ⊗ vk. We
define the reduced dual cyclic bar-complex by
B∗cyc,redV := {ψ ∈ B∗cycV | ψ ◦ ι1 = 0}.
Under the assumption of strict unitality, b∗ preserves B∗cyc,redV , and hence we can consider
the reduced cyclic cochain complex
D∗λ,red(V ) := r(Bˆ∗cyc,redV )[1]
and define the reduced cyclic cohomology of A by
H∗λ,red(A;R) := H(D∗λ,red(V ),b∗).
Proposition 3.3.13 (Reduction to the reduced cyclic cohomology). Let A = (V, (µk))
be an A∞-algebra with a strict unit 1 and a strict augmentation ε. Then the inclusions
B∗cyc,redV , ε∗(B∗cycR) ⊂ B∗cycV induce the decomposition
H∗λ(A;R) ' H∗λ,red(A;R)⊕H∗λ(R;R).
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Here we have
Hqλ(R;R) =
〈1
q+1∗〉 for q ≥ 0 even,
0 for q > 0 odd and q < 0,
where 1i∗ : R[1]⊗i → R is defined by 1i∗(1i) := 1.
Sketch of the proof. The maps ε∗ : Dλ(R)→ Dλ(V ) and u∗ : Dλ(V )→ Dλ(R) are chain
maps with u∗ ◦ ε∗ = 1. Therefore, we have the sequence of cochain complexes
0 Dλ,red(V ) Dλ(V ) Dλ(R) 0,u
∗
ε∗
(3.30)
which is exact everywhere except for the middle, and where ε∗ is a splitting map. The
idea of [Lod92] is to replace these cochain complexes with quasi-isomorphic bicomplexes
consisting of normalized Hochschild cochains D¯(V ) such that the sequence becomes exact.
The work then reduces to proving that D¯(V ) computes HH(A;R); a variant of this result
for A∞-algebras was proven in [Laz03]. See Appendix B for the full proof.
We will now compare our version of the cyclic cohomology of a dga (V, µ1, µ2) to the
version from [Lod92, Section 5]. In order to do this, we have to undo the degree shift V [1]
first since it is not considered in [Lod92].
Let b˜, δ˜ : T¯ V → T¯ V be the linear maps defined for all v˜1, . . . , v˜k ∈ V by
b˜(v˜1 ⊗ · · · ⊗ v˜k) :=
k−1∑
i=1
(−1)i−1v˜1 ⊗ · · · ⊗ µ˜2(v˜i, v˜i+1)⊗ · · · ⊗ v˜k
+ (−1)k−1+v˜k(v˜1+···+v˜k−1)µ˜2(v˜k, v˜1)⊗ v˜2 ⊗ · · · ⊗ v˜k−1,
δ˜(v˜1 ⊗ · · · ⊗ v˜k) :=
k∑
i=1
(−1)v˜1+···+v˜i−1 v˜1 ⊗ · · · ⊗ µ˜1(v˜i)⊗ · · · ⊗ v˜k.
For all q ≥ 0, we define
D˜q(V ) :=
⊕
k≥1
d∈Z
k−d=q+1
(V ⊗k)d (3.31)
and ∂˜ : D˜q+1(V )→ D˜q(V ) by
∂˜(v˜1 · · · v˜k) = b˜(v˜1 · · · v˜k) + (−1)k+1δ˜(v˜1 · · · v˜k).
It can be checked that ∂˜ ◦ ∂˜ = 0 and ∂˜(im(1 − t˜)) ⊂ im(1 − t˜), so that ∂˜ induces a
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boundary operator on the chain complexes
D˜(V ) :=
⊕
q∈Z
D˜q(V ) and D˜λ(V ) := D˜(V )/ im(1− t˜).
Here, we have t˜(v˜1 · · · v˜k) := (−1)k+|v˜k|(|v˜1|+···+|v˜k−1|)v˜kv˜1 · · · v˜k−1.
We call (D˜(V ), ∂˜) the non-degree-shifted Hochschild complex and (D˜λ(V ), ∂˜) the non-
degree-shifted cyclic complex of the dga (V, µ1, µ2). We denote their homologies by
HHnds(V ) and Hλ,nds(V ), respectively.
Looking at (3.31), the chain complex (D˜(V ), ∂˜) is the total complex of the bicomplex
(V ⊗3)2 (V ⊗3)1 (V ⊗3)0
(V ⊗2)2 (V ⊗2)1 (V ⊗2)0
V 2 V 1 V 0
b˜
δ˜
b˜
δ˜
b˜
b˜
−δ˜
b˜
−δ˜
b˜
δ˜ δ˜
(3.32)
with chain groups being the direct sums of the top-left/right-bottom diagonals. This
differs from the bicomplex [Lod92, Equation (5.3.2.1)], whose total complex is used to
define the Hochschild homology of V in [Lod92], by the reversed grading in degree. The
convention of [Lod92] is namely |µ˜1| = −1, whereas ours is |µ˜1| = 1. The total complex
of [Lod92] corresponds to the bottom-left/right-top diagonal in (3.32). Therefore, the
homologies might differ!
We also warn the careful reader that the degree is called “weight” in [Lod92].
The next proposition shows that our Hλ(V ) indeed computes Hλ,nds(V ).
Proposition 3.3.14 (Non-degree-shifted case). Let A = (V, µ1, µ2) be a dga. Then the
degree shift map
U : D˜q(V ) −→ Dq(V ),
v˜1 ⊗ · · · ⊗ v˜k 7−→ ε(θ, v˜)v1 ⊗ · · · ⊗ vk,
where we denote vi = θv˜i for a formal symbol θ with |θ| = −1, is an isomorphism of the
chain complexes (D˜(V ), ∂˜) and (D(V ), b), resp. (D˜λ(V ), ∂˜) and (Dλ(V ), b).
Proof. First of all, it holds |µ˜j | = 2− j for every j ≥ 1. For every j, k, l ≥ 1 such that
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j + l ≤ k + 1 and for every v˜1, . . . , v˜k ∈ V , we compute
[
U−1(1l−1 ⊗ µj ⊗ 1k−j−l+1)U
]
(v˜1 · · · v˜k)
= (−1)l−1+(j−2)(v˜1+···+v˜l−1+k−l−j+1)v˜1 · · · v˜l−1µ˜j(v˜l · · · v˜l+j−1)v˜l+j · · · v˜k,
[U−1tkU ](v˜1 · · · v˜k) = (−1)k−1v˜1 · · · v˜k,
where we use the Koszul convention (f1⊗ f2)(v1⊗ v2) = (−1)|f2||v1|f1(v1)⊗ f2(v2). Using
this, we obtain
U−1b′kU =
k∑
j=1
k−1∑
i=0
(−1)i+j(i+k+1)tik−j+1(µ˜j ⊗ 1k−j)t−ik and
U−1RkU =
k∑
j=1
j−1∑
i=1
(−1)(i+j)(k+1)(µ˜j ⊗ 1k−j)tik.
It is now easy to check that U−1 ◦ b ◦ U = ∂˜.
If k ∈ N is a weight and d ∈ Z a degree such that k−d− 1 = q for some q ∈ Z, we have
schematically U : (k, d) 7→ (k, d− k) = (k,−q− 1). Therefore, U preserves the grading of
chain complexes. This finishes the proof.
Proposition 3.3.15 (Reduced cochains are complete in 0, 1-connected case). Suppose
that V = ⊕d≥0 V d is a non-negatively graded vector space with V 0 = 〈1〉 for some 1 ∈ V
(=:V is connected) and V 1 = 0 (=:V is simply-connected). Then for all m ≥ 1, we
have
EˆmB∗cyc,redV = EmB∗cyc,redV.
Proof. Let V¯ := ⊕d≥2 V d. We clearly have B∗cyc,redV ' B∗cycV¯ . Since V¯ [1] is positively
graded, we have (BV¯ )dk = 0 whenever k > d. Therefore, a map Ψ ∈ EˆmV¯ , which is
non-zero only on finitely many homogenous components of BcycV [1]⊗m, will be non-zero
only on finitely many weights. This implies that Ψ ∈ EmV¯ .
Remark 3.3.16 (Universal coefficient theorem). We have
BV =
⊕
d∈Z
∞⊕
k=1
(V [1]⊗k)d and B∗V =
⊕
d∈Z
∞⊕
k=1
(V [1]⊗k)d∗,
and hence
(BV )∗g =
⊕
d∈Z
∞∏
k=1
(V [1]⊗k)d∗ =
⊕
d∈Z
(B∗V )d
∧
= Bˆ∗V.
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Therefore, (D∗λ(V ), b∗) is dual to (Dλ(V ), b) as a chain complex. Now, because we work
over R, the universal coefficient theorem gives
Hqλ(A, b∗) ' [Hλq (A, b)]∗ for all q ∈ Z.
Suppose that we have found closed homogenous elements (wi)i∈I ⊂ Dλ(V ) for some
index set I which induce a basis of Hλ(A;R). For every i ∈ I, we define the linear map
w∗i : Dλ(V )→ R by prescribing
w∗i (wj) = δij for all j ∈ I
and w∗i ≡ 0 on im b and on a complement of ker(b) in Dλ(V ). Then (w∗i )i∈I ⊂ D∗λ(V )
are closed homogenous elements which generate linearly independent cohomology classes
in H∗λ(A;R); if we denote Iq := {i ∈ I | wi ∈ Cλq (V )}, then we can write
Hqλ(A;R) =
{∑
i∈Iq
αiw
∗
i
∣∣ αi ∈ R} for all q ∈ Z. C
3.4. Canonical dIBL-structure on cyclic cochains
In this section, we will consider a cyclic dga (V,Π,m1,m2) of degree 2−n for some n ∈ N
which is finite-dimensional.
For all v1, v2, v3 ∈ V [1], the following relations holds:
cyc. dga

Π(v1, v2) = (−1)1+|v1||v2|Π(v2, v1),

cyc.
cochain
complex
m1(m1(v1)) = 0,
m+1 (v1, v2) = (−1)|v1||v2|m+1 (v2, v1),
m1(m2(v1, v2)) = −m2(m1(v1), v2)
− (−1)|v1|m2(v1,m1(v2)),
m2(m2(v1, v2), v3) = (−1)|v1|+1m2(v1,m2(v2, v3)),
m+2 (v1, v2, v3) = (−1)|v3|(|v1|+|v2|)m+2 (v3, v1, v2).
(3.33)
The facts (A) and (C) from the Overview apply, and we get the canonical dIBL-algebra
dIBL(B∗cycV [2 − n]) of bidegree (n − 3, 2) and the canonical Maurer-Cartan element
m = (m10). We will denote
C(V ) := B∗cycV [2− n]
and call it the space of cyclic cochains on V . If V is fixed, we will write just C.
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Definition 3.4.1 (Canonical dIBL-algebra). Let (V,Π,m1) be a cyclic cochain complex
of degree 2 − n which is finite-dimensional. Let (e0, . . . , em) ⊂ V [1] be a basis of V [1],
and let (e0, . . . , em) be the dual basis with respect to Π; this means that
Π(ei, ej) = δij for all i, j = 0, . . . ,m.
We define the tensor T = ∑mi,j=0 T ijei ⊗ ej ∈ V [1]⊗2 by7
T ij = (−1)|ei|Π(ei, ej) for all i, j = 0, . . . ,m. (3.34)
The canonical dIBL-algebra on C(V ) is the quadruple
dIBL(C(V )) := (C(V ), q110, q210, q120),
where the operations q110, q210, q120 are defined for all ψ, ψ1, ψ2 ∈ Bˆ∗cycV and generating
words w = v1 . . . vk, w1 = v11 . . . v1k1, w2 = v21 . . . v2k2 ∈ BcycV with k, k1, k2 ≥ 1 as
follows:
• The dIBL-boundary operator q110 : Eˆ1C → Eˆ1C of degree |q110| = −1 is defined by
q110(sψ)(sw) := s
k∑
i=1
(−1)|v1|+···+|vi−1|ψ(v1 . . . vi−1m1(vi)vi+1 . . . vk). (3.35)
• The product q210 : Eˆ2C −→ Eˆ1C of degree |q210| = −2(n − 3) − 1 is written
schematically as
q210(s2ψ1 ⊗ ψ2)(sw) :=
∑
ε(w 7→ w1w2)(−1)|ej ||w1|T ijψ1(eiw1)ψ2(ejw2)
and defined “algorithmically” as follows:
For every cyclic permutation σ ∈ Sk, consider the tensor
σ(w) := ε(σ,w)vσ−11 ⊗ · · · ⊗ vσ−1k ,
and split it into two parts w1 and w2 of possibly zero length such that vσ−11 ⊗ · · · ⊗
vσ−1
k
= w1⊗w2. Feed w1 and w2 into ψ1 and ψ2 preceded by ei and ej, respectively,
and multiply the result with the sign (−1)|ej ||w1|, which is the Koszul sign to order
eiejw
1w2 7−→ eiw1ejw2.
7See Appendix A for the invariant meaning of T as the Schwartz kernel of ±1.
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Finally, sum over all σ ∈ Sk, all splittings of σ(w) and all indices i, j = 0, . . . , m.
The sign ε(σ,w) is denoted by ε(w 7→ w1w2) to indicate the splitting.
• The coproduct q120 : Eˆ1C −→ Eˆ2C of degree |q120| = −1 is written schematically as
q120(sψ)(s2w1 ⊗ w2)
= 12
∑
ε(w1 7→ w11)ε(w2 7→ w12)(−1)|ej ||w
1
1 |T ijψ(eiw11ejw12)
and defined “algorithmically” as follows:
For all cyclic permutations σ ∈ Sk1 and µ ∈ Sk2, denote w11 := σ(w1) and w12 :=
µ(w2) and let ε(w1 7→ w11) and ε(w2 7→ w12) be the corresponding Koszul signs,
respectively. Feed w11 and w12 into ψ in the indicated order interleaved by ei and ej
and multiply the result with the sign (−1)|ej ||w11 |, which is the Koszul sign to order
eiejw
1
1w
1
2 7→ eiw11ejw12.
Finally, sum over all σ ∈ Sk1, µ ∈ Sk2 and all indices i, j = 0, . . . , m.
The operations are extended continuously to the completion.
Definition 3.4.2 (Canonical Maurer-Cartan element). Let (V,Π,m1,m2) be a finite-
dimensional cyclic dga of degree 2 − n. The canonical Maurer-Cartan element m for
dIBL(C(V )) consists of only one element m10 ∈ Eˆ1C of degree |m10| = 2(n− 3) which is
defined by
m10(sv1v2v3) := (−1)n−2µ+2 (v1, v2, v3) for all v1, v2, v3 ∈ V [1]
on the weight-three component of BcycV [3 − n] and extended by 0 to other weight-k
components.
Remark 3.4.3 (On canonical dIBL-structure). (i) Elements of the completion Cˆ(V )
which are not in C(V ) will be called long cyclic cochains. Because there are no infinite
sums in Definition 3.4.1, dIBL(C) is completion-free. Clearly, the twist dIBLn(C) remains
completion-free as long as nlg ∈ ElC for all l, g.
(ii) The constructions of q210 and q120 do not depend on the choice of a basis and can
be rephrased in terms of summation over ribbon graphs (see Example A.1.5).
(iii) According to Proposition 3.3.6, the filtration on C(V ) satisfies (WG1) & (WG2).
Thus, the IBL-structures IBL(H(C)) and IBL(Hm(C)) are well-defined (see Defini-
tion 3.2.8). C
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Proposition 3.4.4 (Formulas for twisted operations). Let dIBL(C(V )) be the canonical
dIBL-algebra for a finite-dimensional cyclic cochain complex (V,Π,m1) of degree 2− n,
and let n = (nlg) be a Maurer-Cartan element. Then for all l ≥ 1, g ≥ 0, Ψ ∈ Bˆ∗cycV [3−n]
and generating words W1, . . . , Wl ∈ BcycV [3− n], we have
[(q210 ◦1 nlg)(Ψ)](W1 ⊗ · · · ⊗Wl)
=
l∑
j=1
∑
ε′ε(wj 7→ w1jw2j )T abΨ(seaw1j )nlg(W1 ⊗ · · ·Wj−1 ⊗ (sebw2j )
⊗Wj+1 ⊗ · · · ⊗Wl),
(3.36)
where the sum without limits is the sum in Definition 3.4.1 for q210 and ε′ is the Koszul
sign of the following operation:
(seaeb)W1 . . .Wj−1(sw1jw2j )Wj+1 . . .Wl
7−→ (seaw1j )W1 . . .Wj−1(sebw2j )Wj+1 . . .Wl.
In particular, for l = 1, g ≥ 0 and W ∈ BcycV [3− n], we have
(q210 ◦1 n1g)(W) = (−1)n−3
∑
T abε(w 7→ w1w2)n1g(seaw1)ψ(ebw2), (3.37)
and for l = 2, g ≥ 0 and W1, W2 ∈ BcycV [3− n], we have
[(q210 ◦1 n2g)(Ψ)](W1 ⊗W2)
= (−1)(n−3)(|Ψ|+1)
[∑
T abε(w1 7→ w11w21)(−1)|eb||w
1
1 |Ψ(seaw11)
n20(sebw21 ⊗W2) + (−1)|W1||W2|
∑
T abε(w2 7→ w12w22)
(−1)|eb||w12 |Ψ(seaw12)n20(sebw22 ⊗W1)
]
.
(3.38)
Proof. Let us first discuss the completions. Given nlg ∈ EˆlC, we can write it as nlg =∑∞
i=1 Φi1 · · ·Φil with generating words Φi1 · · ·Φil ∈ ElC of weights approaching ∞. The
canonical extension of ◦h to maps with finite filtration degree commutes with convergent
infinite sums, and hence we have qklg ◦h nlg =
∑∞
i=1 qklg ◦h (Φi1 · · ·Φil). Therefore, it
suffices to prove the formulas for generating words Φi1 · · ·Φil ∈ ElC.
From (3.14), we get for every Ψ, Φ1, . . . , Φl ∈ C the equation
[q210 ◦1 (Φ1 · · ·Φl)](Ψ) =
l∑
i=1
(−1)|Φi|(|Φ1|+···+|Φi−1|)q210(Ψ,Φi)Φ1 · · · Φˆi · · ·Φl,
where Φ1 · · ·Φl on the left-hand-side is considered as a map E0C = R→ ElC mapping 1
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to Φ1 · · ·Φl. For W1, . . . , Wl ∈ BcycV [3− n] and σ ∈ Sl, we use
[σ(Φ1 ⊗ · · · ⊗ Φl)](W1 ⊗ · · · ⊗Wl) = (Φ1 ⊗ · · · ⊗ Φl)[σ−1(W1 ⊗ · · · ⊗Wl)]
and Definition 3.4.1 to get
(
[q210 ◦1 (Φ1 · · ·Φl)](Ψ)
)
(W1 ⊗ · · · ⊗Wl) =
=
l∑
i=1
(−1)|Φi|(|Φ1|+···+|Φi−1|) 1
l!
∑
σ∈Sl
ε(σ−1,W)[q210(Ψ,Φi)](Wσ1)
Φ1(Wσ2) · · · Φˆi(∅) · · ·Φl(Wσl)
=
l∑
i=1
(−1)|Φi|(|Φ1|+···+|Φi−1|) 1
l!
∑
σ∈Sl
ε(σ−1,W)(−1)|s|Ψ∑
ε(wσ1 7→ w1σ1w2σ1)(−1)|eb||w
1
σ1 |T abΨ(eaw1σ1)Φi(ebw
2
σ1)
Φ1(Wσ2) . . . Φˆi(∅) . . .Φl(Wσl)
=: (∗),
where Φˆi(∅) means omission of the corresponding term. Consider the bijection
I : {1, . . . , l} × Sl −→ {1, . . . , l} × Sl
(i, σ) 7−→
(
j := σ1, µ :=
(
1 . . . i− 1 i i+ 1 . . . l
σ2 . . . σi σ1 σi+1 . . . σl
))
.
Given (i, σ) ∈ {1, . . . , l} × Sl and b ∈ {1, . . . ,m}, let (j, µ) := I(i, σ) and
W′ := W1 ⊗ · · · ⊗Wj−1 ⊗ (sebw2j )⊗Wj+1 ⊗ · · · ⊗Wl.
Suppose that (Φ1 ⊗ · · · ⊗ Φl)(W′) 6= 0. We compute the Koszul sign ε(µ−1,W′) in the
following way:
W′ 7→ (−1)(|w1j |+|eb|+|Wj |)(|W1|+···+|Wj−1|)(sebw2j )W1 . . . Wˆj . . .Wl
7→ (−1)(|w1j |+|eb|)(|W1|+···+|Wj−1|)︸ ︷︷ ︸
=:ε1
ε(σ−1,W)(sebw2j )Wσ2 . . .Wσl
7→ ε1ε(σ−1,W)(−1)|Φi|(|Φ1|+···+|Φi−1|)︸ ︷︷ ︸
=ε(µ−1,W′)
Wσ2 . . .Wσi(sebw2j )Wσi+1 . . .Wσl︸ ︷︷ ︸
=W′µ1 ...W
′
µl
.
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Using this, we can rewrite (∗) as
(∗) = (−1)|s||Ψ|
l∑
j=1
∑
ε(wj 7→ w1jw2j )(−1)|eb||w
1
j |T abΨ(eaw1j )
ε1
1
l!
∑
µ∈Sl
ε(µ−1,W′)Φ1(W′µ1) . . .Φl(W
′
µl
)
=
l∑
j=1
∑
ε(wj 7→ w1jw2j )(−1)|s||Ψ|+|eb||w
1
j |+(|w1j |+|eb|)(|W1|+···+|Wj−1|)T ab
Ψ(seaw1j )(Φ1 · · ·Φl)(W1 ⊗ · · · ⊗Wj−1 ⊗ (sebw2j )⊗Wj+1 ⊗ · · · ⊗Wl).
Finally, we use
T ab 6= 0 =⇒ |ea|+ |eb| = n− 2
to write
|s||Ψ| = |s|(|w1j |+ |ea|) = (n− 3)(|w1j |+ n− 2− |eb|)
= |s|(|w1j |+ |eb|) mod 2,
and the formula (3.36) follows.
As for (3.37), we first compute ε′ for l = 1 as follows:
ln−1(ε′) = |w1||eb|+ (|eb|+ |w1|)|s| =
↑
2(n−3)=|n10|=|s|+|eb|+|w2|
|w1||w2|+ |s||eb|
=
↑
|ea|+|eb|=|s|+1
|w1||w2|+ |ea||eb| mod 2.
Using this, we obtain
[(q210 ◦1 n1g)(Ψ)](W ) =
∑
ε′ε(w 7→ w1w2)T abΨ(seaw1)n1g(sebw2)
=
↑
Tab=(−1)|s|+|ea||eb|T ba
ε(w 7→w1w2)=(−1)|w1||w2|ε(w 7→w2w1)
(−1)|s|
∑
ε(w 7→ w2w1)T ban1g(sebw2)Ψ(seaw1),
which implies (3.37).
The proof of (3.38) is a combination of the same arguments.
We will now relate homology of the twisted boundary operator qn110 to cohomology of
an A∞-algebra on V induced by n10.
Definition 3.4.5 (A∞-operations and compatible Maurer-Cartan element). Suppose
that (V,Π,m1) is a finite-dimensional cyclic cochain complex of degree 2 − n, and let
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n = (nlg) be a Maurer-Cartan element for dIBL(C(V )). We define the operations
µk : V [1]⊗k → V [1] for all k ≥ 1 by
µk(v1, . . . , vk) := (−1)n−3
∑
i,j
T ijn10(seiv1 . . . vk)ej
for all v1, . . . , vk ∈ V [1], where T ij is the matrix from Definition 3.4.1.
If (V,Π,m1,m2) is in addition a cyclic dga and m the canonical Maurer-Cartan element
for dIBL(C(V )), then we say that n is compatible with m if
n10(sv1v2v3) = m10(sv1v2v3) for all v1, v2, v3 ∈ V [1].
Proposition 3.4.6 (Twisted boundary operator qn110 and A∞-cyclic cohomology). In
the setting of Definition 3.4.5, the triple An(V ) := (V,Π, (µk)) is a cyclic A∞-algebra.
We always have µ1 = m1, and if n is compatible with m for a cyclic dga (V,Π,m1,m2),
then also µ2 = m2.
The following holds for the homologies:
Hn(C(V )) = r(H∗λ(An(V );R))[3− n].
Proof. First of all, according to Definition 3.2.6 we must have ‖n10‖ > 2, and hence
n10(sv1v2) = n10(sv1) = 0 for all v1, v2 ∈ V [1].
This implies µ1 = m1.
Now, let e0, . . . , em be a basis of V [1] and let e0, . . . , em be the dual basis with respect
to Π. For all k ≥ 2 and v1, . . . , vk ∈ V [1], we compute the following:
Π(µk(v1, . . . , vk), vk+1)
= (−1)n−3
∑
ij
(−1)|ei|Π(ei, ej)n10(seiv1 . . . vk)Π(ej , vk+1)
=
↑
∀v∈V [1]:
∑
j
Π(v,ej)ej=v
(−1)n−3
∑
i
(−1)|ei|n10(seiv1 . . . vk)Π(ei, vk+1)
=
↑
(|v|1+···+|vk|)|ei|=
(|n10|+|s|+|ei|)|ei|=(|s|+1)|ei|
(−1)n−3
∑
i
(−1)|ei|(n−3)n10(sv1 . . . vkei)Π(ei, vk+1)
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=x
1+|vk+1||ei|=1+(|e|i+2−n)|ei|
=1+(3−n)|ei|=1+(3−n)|ei|
(−1)n−2
∑
i
n10(sv1 . . . vkei)Π(vk+1, ei)
= (−1)n−2n10(sv1 . . . vk+1).
Therefore, we have
n10 = (−1)n−2
∑
k≥2
µ+k .
In this case, [CFL15, Proposition 12.3] asserts that the A∞-relations (3.27) for (µk)k≥1 are
equivalent to the “lowest” Maurer-Cartan equation (3.24) for n10. The degree condition
|µk| = 1 and the cyclic symmetry of µ+k are easy to check. Therefore, An(V ) is a cyclic
A∞-algebra.
As for the compatibility with m, we have for all v1, v2 ∈ V [1] the following:
m2(v1, v2) =
∑
i
Π(ei,m2(v1, v2))ei
=x
T ij=(−1)|ei|Π(ei,ej)
∑
i,j
(−1)|ei|T ijΠ(ei,m2(v1, v2))ej
=x
Π(v1,v2)=(−1)1+(n−3)|v1|Π(v2,v1)
∑
i,j
(−1)1+(n−2)|ei|T ij Π(m2(v1, v2), ei)︸ ︷︷ ︸
= (−1)n−2m10(sv1v2ei)
ej
=x
(|v1|+|v2|)|ei|=(|m10|−|s|−|ei|)|ei|
=(n−2)|ei|
(−1)n−3
∑
i,j
T ijm10(seiv1v2)ej
= µ2(v1, v2).
We will now clarify the relation to the cyclic cohomology of An(V ). Recall from
Proposition 3.2.10 that qn110(Ψ) = q110(Ψ) + q210(n10,Ψ) for Ψ ∈ Bˆ∗cycV [3 − n], where
the first term is given by (3.35) and the second by (3.37). Consider now b′k and Rk
from (3.28), whose sum gives the Hochschild boundary operator b. Using the cyclic
symmetry, we can rewrite a summand of b′k for j = 1, . . . , k and i = 0, . . . , k− j applied
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to a generating word v1 . . . vk ∈ BcycV as follows:
[tik−j+1 ◦ (µj ⊗ 1k−j) ◦ t−ik ](v1 . . . vk︸ ︷︷ ︸
=:w
) =
= (−1)|v1|+···+|vi|v1 . . . viµj(vi+1 . . . vi+j)vi+j+1 . . . vk
= ε(w 7→ w1w2)µj(vi+1 . . . vi+j︸ ︷︷ ︸
=:w1
) vi+j+1 . . . vkv1 . . . vi︸ ︷︷ ︸
=:w2
(3.39)
Clearly, summing (3.39) over j = 1 and i = 0, . . . , k− 1 gives the dual to q110. For j = 2,
. . . , k, we can write (3.39) as
(−1)n−3
∑
i,j
ε(w 7→ w1w2)T ijn10(seiw1)ejw2.
Therefore, the sum over j = 2, . . . , k and i = 0, . . . , k − j gives the part of the dual to
q210(n10,Ψ) corresponding to the cyclic permutations σ ∈ Sk with σ1 = 1, j + 1, . . . , k.
The rest, i.e., the cyclic permutations with σ1 = 2, . . . , j, is obtained analogously from
the summands (µj ⊗ 1k−j) ◦ tik of Rk for j = 2, . . . , k and i = 1, . . . , j − 1. We conclude
that qn110 : Bˆ∗cycV [3− n]→ Bˆ∗cycV [3− n] is a degree shift of b∗ : Bˆ∗cycV → Bˆ∗cycV . As for
the gradings, we have:
r(Dλ(V ))[3− n]i = r(Dλ(V ))i+3−n = (Dλ(V ))−i−3+n = (Bˆ∗cycV )i+3−n−1
= Bˆ∗cycV [2− n]i.
This finishes the proof.
We will now turn to units and augmentations.
Definition 3.4.7 (Reduced canonical dIBL-algebra). Let (V,Π,m1, 1, ε) be an augmented
cyclic cochain complex of degree 2 − n from Definition 3.3.10. We define the space of
reduced cyclic cochains on V by
Cred(V ) := B∗cyc,redV [2− n].
We define the reduced canonical dIBL-algebra by
dIBL(Cred(V )) := (Cred(V ), q110, q210, q120),
where q110, q210, q120 are restrictions of the operations of dIBL(C(V )).
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Definition 3.4.8 (Strictly reduced Maurer-Cartan element). In the setting of Defini-
tion 3.4.7, we call a Maurer-Cartan element n = (nlg) for dIBL(C(V )) strictly reduced if
nlg ∈ EˆlCred(V ) for all (l, g) 6= (1, 0) and if the A∞-algebra (An(V ), 1, ε) induced by n10
is strictly unital and strictly augmented. Given a strictly reduced Maurer-Cartan element
n, we can define the twisted IBL∞-algebra
dIBLn(Cred(V )) := (Cred(V ), (qnklg)),
where qnklg are the restrictions of the operations of dIBLn(C(V )). We denote the homology
of dIBLn(Cred) by Hn(Cred) or Hn,red(C).8
Remark 3.4.9 (On strictly reduced Maurer-Cartan element). (i) We can say that the
IBL∞-algebra dIBLn(Cred) is a subalgebra of dIBLn(C), which means that the inclusion
Cred ↪−→ C induces the following commutative diagram for all k, l ≥ 1, g ≥ 0:
EˆkC EˆlC
EˆkCred EˆlCred.
qnklg
qnklg
We denote this fact by dIBLn(Cred) ⊂ dIBLn(C).
(ii) The canonical Maurer-Cartan element m of a strictly augmented strictly unital
dga (V,m1,m2, 1, ε) is strictly reduced (this follows from Proposition 3.4.6).
(iii) In the situation of Definition 3.4.8, we denote
V¯ [1] := ker(ε),
so that V = V¯ ⊕ 〈1〉. We use the canonical projection pi : V → V¯ to identify
Bˆ∗cycV¯
'−→ Bˆ∗cyc,redV via the componentwise pullback pi∗. In this way, we obtain the
IBL∞-algebras dIBL(C(V¯ )) and dIBLn(C(V¯ )), which are isomorphic to dIBL(Cred(V ))
and dIBLn(Cred(V )), respectively. C
In the following list, we sum up our main reasons for considering units, augmenta-
tions and reduced Maurer-Cartan elements. Suppose that we are in the situation of
Definition 3.4.8, then:
8The latter option suggests that it might be possible to define the reduced homology with the induced
IBL-algebra even if n is not strictly reducible, e.g., if (An(V ), 1, ε) is only homologically unital and
augmented.
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• Proposition 3.3.13 implies the splitting
Hn(C)[1] = Hn(Cred)[1]⊕ 〈s12q−1∗ | q ∈ N〉. (3.40)
Here 1i∗ ∈ B∗cycV is the componentwise pullback ε∗ of 1i∗ ∈ B∗cyc(R). To get this,
we used
Hn(Cred) = r(H∗λ,red(An))[3− n],
which can be seen by redoing the proof of Proposition 3.4.6 with reduced cochains.
• The subalgebra dIBLn(Cred) ⊂ dIBLn(C) induces the subalgebra
IBL(Hn(Cred)) ⊂ IBL(Hn(C)),
and any higher operation qn1lg which induces a map Eˆ1H(C)→ EˆlH(C) induces a
map Eˆ1H(Cred)→ EˆlH(Cred) as well.
• If V is non-negatively graded, connected and simply-connected, then we have
EˆkCred ' EkCred for all k ∈ N0 by Proposition 3.3.15, and hence dIBLn(Cred) is
completion-free.
Proposition 3.4.10 (Operations on units). Suppose that (V,Π,m1, 1, ε) is a finite-
dimensional augmented cyclic cochain complex of degree 2− n such that n ≥ 1, and let n
be a strictly reduced Maurer-Cartan element for dIBL(C(V )). The following relations
are the only relations containing 1i∗ which may be non-zero on the homology Hn(C):
For all Ψ ∈ Cred(V ) and l ≥ 1, g ≥ 0, we have
q210(s1∗ ⊗Ψ) = (−1)(n−2)|Ψ|q210(Ψ⊗ s1∗) = (−1)n−2Ψ ◦ ιv and
qn1lg(s1∗) = −nlg ◦ ιv,
where ιv is defined as follows:
• The element v ∈ V [1] is the unique vector such that Π(1, v) = 1 and v ⊥ V¯ [1]
with respect to Π. Note that |v| = n − 1 and that such v always exists due to
non-degeneracy.
• We start by defining ι0v : BcycV → BcycV by
ι0v(v1 . . . vk) :=
k∑
i=1
(−1)|v|(|v1|+···+|vi−1|)v1 . . . vi−1vvi . . . vk
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for all generating words v1 . . . vk ∈ BcycV . Next, for all k ≥ 1, we define ιv :
(BcycV )⊗k → (BcycV )⊗k by
ιv(w1 ⊗ · · · ⊗ wk) := (−1)|v|k
k∑
j=1
(−1)|v|(|w1|+···+|wj−1|)w1 ⊗ · · · ⊗ wj−1
⊗ ι0v(wj)⊗ wj+1 ⊗ · · · ⊗ wk
for all generating words w1, . . . , wk ∈ BcycV . Finally, we take the degree shift ιv :
(BcycV [3− n])⊗k → (BcycV [3− n])⊗k according to the degree shift convention (3.4).
Proof. Pick a basis (e0, . . . , em) of V [1] such that e0 = 1 and V¯ [1] = 〈e1, . . . , em〉. If
(e0, . . . , em) is the dual basis, then we have v = e0. We will often use the following
relation:
m∑
j=0
T 1jej =
m∑
j=0
(−1)|1|Π(v, ej)ej = −v. (3.41)
We consider only those generating words w = v1 . . . vk of BcycV with either vi ∈ V¯ for
each i (shortly w ∈ BcycV¯ ) or vi = 1 for each i with k odd (i.e., w = 12j−1 for some
j). Let w1, . . . , wl with wj = vj1 . . . vjkj denote such generating words. Clearly, if
Φ ∈ EˆlC(V ) is a qn110-closed element which vanishes on all w1 ⊗ · · · ⊗ wl, then (3.40)
implies that [Φ] = 0 in EˆlH(C).
For Ψ ∈ Cred(V ) and q ≥ 1 odd, we compute using (3.41) the following:
q210(s21q∗ ⊗ ψ)(sw) =
∑
ε(w 7→ w1w2)(−1)(n−1)|w1|T 1j1q∗(1w1)ψ(ejw2)
= −
∑
ε(w 7→ w1w2)(−1)(n−1)|w1|1q∗(1w1)ψ(vw2)
=: (∗).
Now, in order to get (∗) 6= 0, we need either q = 1 and w ∈ BcycV¯ , in which case
(∗) = −
∑
ε(w 7→ w1︸︷︷︸
=∅
w2)ψ(vw2)
= −
k∑
j=1
(−1)|v|(|v1|+···+|vj−1|)ψ(v1 . . . vj−1vvj+1 . . . vk)
= −(ψ ◦ ι0v)(w)
= (−1)n−2(Ψ ◦ ιv)(W),
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or q > 1 odd and w = 1q−1, in which case
(∗) =
∑
ε(w 7→ w1 w2︸︷︷︸
=∅
)1q∗(1q)ψ(v)
= ψ(v)
q−1∑
j=1
(−1)j
= 0.
Next, because n ≥ 1, we get T 11 = 0, and hence
q120(1q∗) = 0 for all q ∈ N
on the chain level. Therefore, we have qn1lg = q210 ◦1 nlg for all l ≥ 1, g ≥ 0, and using
Proposition 3.4.4 and (3.41), we obtain
[(q210 ◦1 nlg)(1q∗)](W1 ⊗ · · · ⊗Wl)
= −
l∑
j=1
∑
ε′ε(wj 7→ w1jw2j )1q∗(1w1j )nlg(W1 ⊗ · · · ⊗Wj−1 ⊗ (svw2j )
⊗Wj+1 ⊗ · · · ⊗Wl)
=: (∗∗).
In order to get (∗∗) 6= 0, we need either q = 1 and wj ∈ BcycV¯ for all j, in which case
(∗∗) = −
l∑
j=1
kj∑
i=1
(−1)|v|(|W1|+···+|Wj−1|+|s|)(−1)|v|(|v1|+···+|vi−1|)nlg(W1 ⊗ · · ·
⊗Wj−1 ⊗ (sv1 . . . vi−1vvi . . . vkj )⊗Wj+1 ⊗ · · · ⊗Wl)
= −(nlg ◦ ιv)(W1 ⊗ · · · ⊗Wl),
or q > 1 odd and wj = 1q−1 for some j, in which case
(∗∗) = −
∑
1≤j≤l
wj=1q−1
ε′
(∑
ε(wj 7→ w1j w2j︸︷︷︸
=∅
1q∗(1w1j ))
)
nlg(W1 ⊗ · · ·
⊗Wj−1 ⊗ (sv)⊗Wj+1 ⊗ · · · ⊗Wl)
= −
∑
1≤j≤l
wj=1q−1
ε′
(q−1∑
i=1
(−1)i
)
︸ ︷︷ ︸
=0
nlg(W1 ⊗ · · · ⊗Wj−1 ⊗ (sv)⊗Wj+1⊗
· · · ⊗Wl)
= 0.
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The only relation left to check is
q210(s1q1∗, s1q1∗) = 0 for all q1, q2 ∈ N.
However, this is easy to see, and the proof is done.
Remark 3.4.11 (Finite type). Everything in this section works if V is just of finite type,
i.e., if dimV d <∞ for all d ∈ Z. The only difference is that T is not a tensor in V [1]⊗2
anymore. C
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In Section 4.1, we consider the cyclic dga’s Ω(M), HdR(M) and H(M) for a closed
oriented n-manifold M (Proposition 4.1.2) and apply the theory from Section 3.4 to the
last two, which are finite-dimensional.
In Section 4.2, we define the admissible Hodge propagator P (Definition 4.2.4). It is a
primitive to the Schwartz kernel H of the harmonic projection piH (see Proposition 4.2.7)
outside the diagonal and extends smoothly to the spherical blow-up of the diagonal.
These ideas come from an early version of [CVon]. We consider conditions (P1)–(P5) on
a linear operator P and its Schwartz kernel P (see p. 85) and show that P satisfying all
these conditions always exists (Proposition 4.2.11). We also mention the standard Hodge
propagator Pstd (see (4.15)), which might be a canonical Hodge propagator satisfying
(P1)–(P5).
In Section 4.3, we review ribbon graphs, labelings, compatibility of the order and
orientation of internal edges, and the edge and vertex order from [CFL15] (Definitions 4.3.1,
4.3.3, 4.3.4 and 4.3.5). We then define n as a signed sum of integrals of products of
Hodge propagators and harmonic forms which are associated to labeled trivalent ribbon
graphs (Definition 4.3.6). We do not show that n satisfies the Maurer-Cartan equation,
but we do show all other properties of a Maurer-Cartan element (Lemma 4.3.7 and
Proposition 4.3.10). We define the Y -graph, trees, circular graphs, vertices of types A,
B, C and their contributions Aα1,α2 , Bα, C, respectively (Definitions 4.3.8 and 4.3.11).
In Section 4.4, we observe that vanishing of some subintegrals associated to special
configurations of vertices in a graph implies nlg = mlg. For example, if all configurations
with 1 at an external vertex vanish, which holds if P satisfies (P4) and (P5) (Proposi-
tion 4.4.2), then all higher operations qn1lg vanish on the chain level in dimensions n > 3
(Proposition 4.4.1). Next, if all configurations with an A-vertex vanish, then n10 = m10,
and hence qn110 = qm110 (Proposition 4.4.3). We show that n = m for simply-connected ge-
ometrically formal manifolds with n 6= 2 (Proposition 4.4.4). Using the results of [CVon],
we argue that the chain complexes of qm110 and qn110 are quasi-isomorphic provided M is
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simply-connected and formal (Proposition 4.4.6).
In Section 4.5, we recall basic facts about the Chas-Sullivan operations m2 and c2 on
the S1-equivariant homology of the free loop space and formulate a version of the string
topology conjecture for simply-connected manifolds (Conjecture 4.5.1).
4.1. Canonical dIBL-structures on cyclic cochains of de Rham
cohomology
Let M be an oriented closed Riemannian manifold of dimension n. We consider the
following graded vector spaces:
Ω∗(M) . . . smooth de Rham forms,
H∗(M) . . . harmonic forms,
H∗dR(M) . . . de Rham cohomology.
SinceM is fixed, we often write just Ω, H and HdR. We consider the Hodge decomposition
Ω = H⊕ im d⊕ im d∗, where d is the de Rham differential and d∗ the codifferential. We
call the corresponding projection
piH : Ω∗(M) −→ H∗(M) (4.1)
the harmonic projection and the induced isomorphism piH : HdR → H mapping a
cohomology class into its unique harmonic representative the Hodge isomorphism.
Notation 4.1.1 (Updated notation for bar complexes). We use Notation 3.3.3 for
V = Ω, H, HdR and A = n− 3 with the following changes:
v˜ ∼ η ∈ V, v ∼ α ∈ V [1], w ∼ ω ∈ BcycV, W ∼ Ω ∈ BcycV [n− 3].
We use the formal symbols s and θ with |s| = n − 3 and |θ| = −1, so that α = θη and
Ω = sω.
Proposition 4.1.2 (De Rham cyclic dga’s). Let M be an oriented closed Riemannian
manifold of dimension n. The quadruple (Ω(M),Π,m1,m2) with the operations from (2.3)
is a cyclic dga of degree 2− n. For the operations before the degree shift, we have
m˜1(η1) = dη1,
m˜2(η1, η2) = η1 ∧ η2,
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Π˜(η1, η2) =
∫
M
η1 ∧ η2 =: (η1, η2),
where d is the de Rham differential, ∧ the wedge product and P˜ the intersection pairing.
The operations restrict to HdR(M) and make (HdR(M),Π,m1 ≡ 0,m2) into a cyclic dga.
If we define µ1 ≡ 0 and
µ2(α1, α2) := piH(m2(α1, α2)) for all α1, α2 ∈ H(M)[1], (4.2)
then (H(M),Π, µ1, µ2) is a cyclic dga as well, and piH : HdR → H is an isomorphism of
cyclic dga’s. All three dga’s Ω, HdR and H are strictly unital and strictly augmented with
the unit 1 := θ1 ∈ Ω[1], where 1 is the constant one.
Proof. The relations (3.33) follow from the classical properties of d and ∧ and from the
Stokes’ theorem for oriented closed manifolds. The Poincaré duality asserts that (·, ·)
is non-degenerate on HdR and H, and thus they are cyclic dga’s as well. The fact that
piH : HdR → H is an isomorphism of vector spaces follows from the Hodge theory. As
for compatibility with the product, given η1, η2 ∈ H, then η1 ∧ η2 is closed, and since
ker d = H⊕ im d, we see that piH(η1 ∧ η2) = η1 ∧ η2 + dη for some η ∈ Ω is a harmonic
representative of the cohomology class [η1 ∧ η2] = [η1]∧ [η2]. Unitality is obvious, and the
construction of an augmentation map clear. Note that a strict augmentation for Ω(M) is
the evaluation at a point, for instance.
The facts (A) and (C) from the Overview apply to the cyclic dga’s H and HdR (not to Ω
because it is infinite-dimensional!), and we get the canonical dIBL-algebras dIBL(C(H))
and dIBL(C(HdR)) of bidegrees (n − 3, 2) with the canonical Maurer-Cartan element
m = (m10). The Hodge isomorphism induces an isomorphism of these dIBL-algebras, and
hence we can use H and HdR interchangeably. The reduced versions (see Definition 3.4.7)
also satisfy dIBL(Cred(H)) ' dIBL(Cred(HdR)), dIBLm(Cred(H)) ' dIBLmdR(Cred(HdR)).
We have q110 ≡ 0, and hence dIBL(C(H)) is, in fact, an IBL-algebra. However, we will
denote it by dIBL and call it a dIBL algebra as a reminder of the canonical dIBL-structure.
The canonical Maurer-Cartan element m satisfies
m10(sα1α2α3) = (−1)n−2+η2
∫
M
η1 ∧ η2 ∧ η3 for all α1, α2, α3 ∈ H[1]. (4.3)
We get the canonical twisted dIBL-algebra dIBLm(C(H)) from (2.2) with, in general,
non-trivial boundary operator qm110 whose homology is the cyclic homology of HdR up to
degree shifts.
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4.2. Hodge propagator
We will use fiberwise integration and spherical blow-ups, which we now recall.
Definition 4.2.1 (Fiberwise integration). Let pr : E → B be a smooth oriented fiber
bundle with an oriented fiber F over an oriented manifold B with ∂B = ∅. We orient E
as F × B. Let Ωc(B) denote the space of forms with compact support and Ωcv(E) the
space of forms with compact vertical support. For any κ ∈ Ωcv(E), let
∫ F κ ∈ Ω(B) be
the unique smooth form such that
∫
E
κ ∧ pr∗ η =
∫
B
(∫ F
κ
)
∧ η for all η ∈ Ωc(B).
Definition 4.2.2 (Spherical blow-up). Let X be a smooth n-dimensional manifold and
Y ⊂ X a smooth k-dimensional submanifold. The blow-up of X at Y is as a set defined
by
BlYX := X\Y unionsq P+NY,
where P+NY is the real oriented projectivization of the normal bundle NY of Y in X.
This means that P+NY is the quotient of {v ∈ NY | v 6= 0} by the relation v ∼ av for
all a ∈ (0,∞). The blow-down map is defined by
pi : BlYX −→ X
p ∈ X\Y 7−→ p,
[v]p ∈ P+NY 7−→ p.
In the following, we will equip the blow-up with the structure of a smooth manifold
with boundary such that its interior becomes diffeomorphic to X\Y via the blow-down
map and the boundary becomes P+NY . Consider an adapted chart (U,ψ) for Y in X
with ψ(U) = Rn and ψ(U ∩ Y ) = {(0, y) | y ∈ Rk}. It induces the bijection
ψ˜ : BlU∩Y U −→ [0,∞)× Sn−k−1 × Rk
p ∈ U\Y 7−→
(
|pi1ψ(p)|, pi1ψ(p)|pi1ψ(p)| , pi2ψ(p)
)
,
[v] ∈ P+NpY 7−→
(
0, pi1 dψ(v)|pi1 dψ(v)| , pi2ψ(p)
)
,
where pi1 and pi2 are the canonical projections to the factors of Rn−k × Rk. Notice that
we have the canonical inclusion BlU∩Y U ⊂ BlYX. It can be checked that for any two
overlapping adapted charts (U1, ψ1) and (U2, ψ2), the transition function ψ˜1 ◦ ψ˜−12 is a
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Bl∆(R× R) '
y
x
Bl∆(S1 × S1) '
Figure 4.1.: The simplest blow-up examples.
diffeomorphism of manifolds with boundary. Therefore, we can use the charts (BlU∩Y U, ψ˜)
to define a smooth atlas on BlYX. If X is oriented, we orient BlYX so that pi restricts
to an orientation preserving diffeomorphism of the interior.
An important obvious fact is that if X is compact, then BlYX is compact.
We are interested in the case when X = M ×M for an oriented closed manifold M
and Y = ∆ := {(m,m) | m ∈M} is the diagonal. Given a chart ϕ : U → Rn on M , the
following is a smooth chart on Bl∆(M ×M):
ϕ˜ : Bl∆(U × U) −→ [0,∞)× Sn−1 × Rn
(x, y) ∈ (U × U)\∆ 7−→ (r, w, u) :=
(1
2 |ϕ(x)− ϕ(y)|,
ϕ(x)− ϕ(y)
|ϕ(x)− ϕ(y)| ,
1
2(ϕ(x) + ϕ(y))
)
,
[(v,−v)](x,x) 7−→
(
0, dϕx(v)|dϕx(v)| , ϕ(x)
)
.
(4.4)
The inverse relations for r > 0 read
ϕ(x) = u+ wr and ϕ(y) = u− wr.
We will denote by Mi the i-th factor of M ×M ; i.e., we will write M ×M = M1 ×M2.
We denote the corresponding projection by pri. We define p˜ri := pri ◦pi, where pi :
Bl∆(M ×M)→M ×M is the blow-down map. We also identify (M ×M)\∆ with the
interior of Bl∆(M ×M) via pi.
Example 4.2.3 (Product minus open thickening of diagonal). Have a look at Figure 4.1
for the simplest examples of what kind of manifold Bl∆(M ×M) is. In fact, it is always
diffeomorphic to M ×M minus an open thickening of the diagonal. The blow-down map
is therefore an essential part of the blow-up construction. C
The map p˜r2 : Bl∆(M ×M) → M2 is an oriented fiber bundle with fiber Bl∗(M1),
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which is the blow-up of M1 at a point (we shall assume that M is connected). The
fiberwise integration along p˜r2 will be denoted by
∫ Bl∗M1 .
Definition 4.2.4 (Hodge propagator). Let M be an oriented closed n-dimensional
Riemannian manifold. Consider the harmonic projection piH from (4.1), and let ιH :
H(M) ↪−→ Ω(M) be the inclusion. A smooth (n− 1)-form P on (M ×M)\∆ is called an
admissible Hodge propagator if the following conditions are satisfied:
(1) The form P admits a smooth extension to Bl∆(M×M). More precisely, the pullback
(pi
∣∣
int)
∗P along the blow-down map restricted to the interior is a restriction of a
smooth form on Bl∆(M ×M). We denote this form by P again by uniqueness.
(2) The operator P : Ω∗(M)→ Ω∗−1(M) defined by
P(η) :=
∫ Bl∗M1
P ∧ p˜r∗1η for all η ∈ Ω(M) (4.5)
satisfies
d ◦ P + P ◦ d = ιH ◦ piH − 1. (4.6)
Any homogenous linear operator P : Ω∗(M) → Ω∗−1(M) satisfying (4.6) will be
called a Hodge homotopy.
(3) For the twist map τ : M ×M →M ×M defined by (x, y) 7→ (y, x), the following
symmetry property holds:
τ∗P = (−1)nP. (4.7)
Remark 4.2.5 (On Hodge propagator). (i) Given a homogenous linear operator P :
Ω∗(M)→ Ω∗−1(M), if there is a P ∈ Ωn−1(Bl∆(M ×M)) such that (4.5) holds, then it
is unique.
(ii) Because τ : M ×M →M ×M preserves ∆, it extends to a diffeomorphism τ˜ of
Bl∆(M ×M). The condition (4.7) is then equivalent to τ˜∗P˜ = (−1)nP˜ for the extension
P˜ of P to Bl∆(M ×M). We denote both extensions by τ and P, respectively.
(iii) Using the intersection pairing (η1, η2) =
∫
M η1 ∧ η2, we have
(P(η1), η2) =
∫
Bl∆(M×M)
P ∧ p˜r∗1η1 ∧ p˜r∗2η2
= (−1)n
∫
Bl∆(M×M)
τ∗P ∧ p˜r∗2η1 ∧ p˜r∗1η2
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and
(η1,P(η2)) = (−1)η1(η2−1)(P(η2), η1)
= (−1)η1
∫
Bl∆(M×M)
P ∧ p˜r∗2η1 ∧ p˜r∗1η2
for all η1, η2 ∈ Ω(M). This implies the following:
τ∗P = (−1)nP ⇐⇒ (P(η1), η2) = (−1)η1(η1,P(η2))
∀η1, η2 ∈ Ω(M).
(4.8)
(iv) Because Bl∆(M ×M) is compact, P ∈ Ω(Bl∆(M ×M)) induces an L1-integrable
form on M ×M .
(v) In the original article [CFL15], Hodge propagator was called “Green kernel”.
However, this name is standardly used for the Schwartz kernel of the generalized inverse of
an elliptic pseudo-differential operator, e.g., of the Laplacian ∆. Because this was a source
of confusion in various discussions, we decided to change the name to Hodge propagator.
Doing a random search on the internet, we found that this name appeared already
in [CMR18]. This is the story of how we discovered [CM10], where Hodge propagators
were also treated, and where we took the trick in the proof of Proposition 4.2.11 from. C
We will now prove three propositions which will allow us to rewrite (4.6) equivalently
as a differential equation for P on M ×M\∆.
Proposition 4.2.6 (Identities for fiberwise integration). In the situation of Defini-
tion 4.2.1, assume that F has a boundary ∂F . We orient ∂F using TpF = N(p)⊕ Tp∂F
for p ∈ ∂F , where N is an outward pointing normal vector field. The following formulas
hold for all κ ∈ Ωcv(E) and η ∈ Ωc(B):
• The projection formula
∫ F
(κ ∧ pi∗η) =
(∫ F
κ
)
∧ η,
• Stokes’ formula
(−1)Fd
∫ F
κ =
∫ F
dκ−
∫ ∂F
κ,
where F in the exponent denotes the dimension of F .
Proof. The projection formula is proven by a straightforward calculation from the defini-
tion.
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As for Stokes’ formula, we get the oriented fiber bundle ∂E → B with fiber ∂F locally
by restricting an oriented local trivialization of E. There are two orientations on ∂E — as
the total space of ∂E → B and as the boundary of E. They agree due to our orientation
convention. Using standard Stokes’ theorem, we get
(−1)F
∫
B
d
(∫ F
κ
)
∧ η = (−1)κ+1
∫
B
(∫ F
κ
)
∧ dη
= (−1)κ+1
∫
E
κ ∧ dpi∗η
=
∫
E
(
dκ ∧ pi∗η − d(κ ∧ pi∗η))
=
∫
B
(∫ F
dκ
)
∧ η −
∫
∂E
κ ∧ pi∗η
=
∫
B
(∫ F
dκ−
∫ ∂F
κ
)
∧ η.
This proves the proposition.
In what comes next, we will view the canonical projection pr2 : M1 ×M2 →M2 as an
oriented fiber bundle such that the orientation of the total space agrees with the product
orientation. The fiberwise integration for this bundle will be denoted by
∫M1 .
Proposition 4.2.7 (Schwartz kernel of the harmonic projection). Let M be an oriented
closed n-dimensional Riemannian manifold. Let ν1, . . . , νm be a homogenous basis of
H(M) which is orthonormal with respect to the L2-inner product
(η1, η2)L2 :=
∫
M
η1 ∧ ∗η2 for η1, η2 ∈ Ω(M),
where ∗ denotes the Hodge star. The smooth form H ∈ Ωn(M ×M) defined by
H :=
m∑
i=1
(−1)nνi pr∗1(∗νi) ∧ pr∗2(νi) (4.9)
satisfies the following properties:
(a) For all η ∈ Ω(M), we have
piH(η) =
∫ M1
H ∧ pr∗1 η.
(b) The form H is closed and Poincaré dual to ∆ ⊂M ×M .
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(c) The following symmetry condition is satisfied:
τ∗H = (−1)nH. (4.10)
Proof. (a) For the purpose of the proof, we denote H(η) := ∫M1 H ∧ pr∗1 η. For every
k = 1, . . . , m, we use the projection formula to compute
H(νk) =
m∑
i=1
(−1)νin+νiνk
∫ M1
pr∗1(∗νi ∧ νk) ∧ pr∗2(νi)
=
m∑
i=1
(−1)νi(n+νk)+νk(n+νi)
(∫
M
νk ∧ ∗νi
)
νi
= νk.
It is easy to see that H(η) ∈ H(M) for all η ∈ Ω(M). Therefore, H is a projection to
H(M). Relations H(dη) = H(d∗η) = 0 for all η ∈ Ω(M) follow from the second line
of the computation above with νk replaced by dη and d∗η using that im d∗ ⊕ im d is
L2-orthogonal to H(M). We see that H = piH.
(b) Using d ◦ H = H ◦ d = 0 and Stokes’ theorem, we get
∫ M1
dH ∧ pr∗1 η = (−1)ndH(η)−H(dη) = 0 for all η ∈ Ω(M).
It follows that dH = 0. Using the Künneth formula, we can write a given κ ∈ Ω(M ×M)
with dκ = 0 as κ = pr∗1 η1 ∧ pr∗2 η2 + dη for some η1, η2 ∈ H(M) and η ∈ Ω(M). Then∫
M×M
H ∧ κ =
∫
M×M
H ∧ pr∗1 η1 ∧ pr∗2 η2
=
∫
M
H(η1) ∧ η2
=
∫
M
η1 ∧ η2 =
∫
∆
κ.
This shows that H is Poincaré dual to ∆.
(c) It follows from the Hodge decomposition that
(piH(η1), η2) = (piH(η1), piH(η2)) = (η1, piH(η2)) for all η1, η2 ∈ Ω(M), (4.11)
where (·, ·) is the intersection pairing. As in (iii) of Remark 4.2.5, one shows that this is
equivalent to (4.10).
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Proposition 4.2.8 (Differential condition). Let M be an oriented closed n-dimensional
Riemannian manifold. For P ∈ Ωn−1(Bl∆(M ×M)), the following claims are equivalent:
(1) The operator P : Ω∗(M) → Ω∗−1(M) defined by P(η) := ∫ Bl∗M1 P ∧ p˜r∗1η for
η ∈ Ω(M) is a Hodge homotopy.
(2) It holds
dP = (−1)nH on (M ×M)\∆. (4.12)
Proof. Before we begin, note that (4.12) is equivalent to the equation dP˜ = (−1)npi∗H on
Bl∆(M ×M) for the extension P˜ of P; we denote P˜ by P and pi∗H by H by uniqueness.
We will first prove 2) =⇒ 1). Using Stokes’ formula, we get for every η ∈ Ω(M) the
following:
dP(η) = d
∫ Bl∗M1
P ∧ p˜r∗1η
= (−1)n
(∫ Bl∗M1
d(P ∧ p˜r∗1η)−
∫ ∂Bl∗M1
P ∧ p˜r∗1η
)
= piH(η)− P(dη) +
∫ ∂Bl∗M1
(−1)n+1P ∧ p˜r∗1η.
Since p˜r1 = p˜r2 on ∂Bl∆(M ×M), we get with the help of the projection formula the
following: ∫ ∂Bl∗M1
P ∧ p˜r∗1η =
∫ ∂Bl∗M1
P ∧ p˜r∗2η =
(∫ ∂Bl∗M1
P
)
∧ η.
We will show that the 0-form
∫ ∂Bl∗M1 P is constant (−1)n. Stokes’ formula implies
∫ ∂Bl∗M1
P =
∫ Bl∗M1
dP = (−1)n
∫ Bl∗M1
H.
Using that H is Poincaré dual to ∆, we get for every η ∈ Ωn(M) the following:
∫
M
(∫ Bl∗M1
H
)
∧ η =
∫
Bl∆(M×M)
H ∧ p˜r∗2η
=
∫
M×M
H ∧ pr∗2 η
=
∫
∆
pr∗2 η =
∫
M
1 ∧ η.
The implication follows.
We will now prove 1) =⇒ 2). Assume that (4.6) holds and that P extends smoothly to
84
4. Chern-Simons Maurer-Cartan element and string topology
the blow-up. Denote
K := (−1)ndP−H and L := −1 +
∫ ∂Bl∗(M1)
(−1)nP.
Notice that L is a function on M . From the previous computations, we deduce that
∫ Bl∗(M1)
K ∧ p˜r∗1η = Lη for all η ∈ Ω(M),
and hence∫
Bl∆(M×M)
K ∧ p˜r∗1(η1) ∧ p˜r∗2(η2) =
∫
M
Lη1 ∧ η2 for all η1, η2 ∈ Ω(M).
If K(x, y) 6= 0 for some (x, y) ∈ (M ×M)\∆, we can choose η1, η2 with disjoint supports
such that the left-hand side is non-zero. This is a contradiction. Consequently, we have
K ≡ 0.
In general, the Schwartz kernel of a linear operator P : Ω(M)→ Ω(M) is a distribu-
tional form P on M ×M which satisfies1
P(η)(x) =
∫
y∈M1
P(y, x)η(y) for all η ∈ Ω(M) and x ∈M2.
We consider the following conditions on P and P:
(P1) The Schwartz kernel P of P is a restriction of a smooth form on Bl∆(M ×
M).
(P2) d ◦ P + P ◦ d = ιH ◦ piH − 1.
(P3) (P(η1), η2) = (−1)η1(η1,P(η2)) for all η1, η2 ∈ Ω(M).
(P4) P ◦ ιH = 0, piH ◦ P = 0.
(P5) P ◦ P = 0.
Clearly, (P1)–(P3) are equivalent to P being a Hodge propagator from Definition 4.2.4.
Conditions (P4) and (P5) play a crucial role in the vanishing results for the Chern-Simons
Maurer-Cartan element n in Section 4.4 — the more conditions are satisfied, the more
vanishing we get.
1We may consider such class of P’s, e.g., pseudo-differential operators, such that P exists and is unique
(c.f., the well-known Schwartz kernel theorem).
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Definition 4.2.9 (Special Hodge propagator). We call a Hodge propagator satisfying
(P1)–(P5) special.
The following lemma will be used in the proof of the upcoming proposition.
Lemma 4.2.10. Let P1, P2 be two linear operators Ω(M) → Ω(M) with Schwartz
kernels P1, P2 ∈ Ω(Bl∆(M ×M)). Then P := P1 ◦ P2 is a smoothing operator, i.e., its
Schwartz kernel P is a smooth form on M ×M .
Proof. It holds P(x1, x2) = ±
∫
x P2(x1, x)P1(x, x2). The lemma follows from properties
of convolution.
A version of the following proposition can be found in [CM10].
Proposition 4.2.11 (Existence of special Hodge propagator). Every oriented closed
Riemannian manifold M admits a special Hodge propagator.
Proof. Because H is Poincaré dual to ∆, we have for any closed κ ∈ Ωc((M ×M)\∆)
the following: ∫
(M×M)\∆
H ∧ κ =
∫
M×M
H ∧ κ =
∫
∆
κ = 0.
Poincaré duality for non-compact oriented manifolds (see [BT82]) implies that H is exact
on (M ×M)\∆. Because a manifold with boundary is homotopy equivalent to its interior,
the restriction of the blow-down map induces an isomorphism pi∗ : HdR((M ×M)\∆)→
HdR(Bl∆(M ×M)). Poincaré duality for non-compact oriented manifolds (see [BT82])
implies that H is exact on (M ×M)\∆. Because a manifold with boundary is homotopy
equivalent to its interior, the restriction of the blow-down map induces an isomorphism
pi∗ : HdR((M × M)\∆) → HdR(Bl∆(M × M)). It follows that (−1)npi∗H admits a
primitive P ∈ Ω(Bl∆(M ×M)). According to Proposition 4.2.8, the corresponding P
satisfies (P1) and (P2).
If we define
P˜ := 12(P + (−1)
nτ∗P) ∈ Ωn−1(Bl∆(M ×M)),
then P˜ satisfies τ∗P˜ = (−1)nP˜ and is still a primitive to (−1)npi∗H. Proposition 4.2.8
and (4.8) imply that the corresponding P satisfies (P1)–(P3).
Given P satisfying (P1)–(P3), we will now show that we can arrange (P4). Let us
define
P˜ := (1− piH) ◦ P ◦ (1− piH),
where we view piH as a map piH : Ω→ H ⊂ Ω. Then P˜ is a Hodge homotopy because
d ◦ P˜ + P˜ ◦ d = (1− piH) ◦ (d ◦ P + P ◦ d) ◦ (1− piH) = 1− piH.
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Using (4.11) and (4.8), we see that P˜ satisfies (P3). Using the intersection pairing and
Proposition 4.2.7, we can write
piH(η) =
m∑
i=1
(−1)(n+η)νi(∗νi, η)νi for all η ∈ Ω(M),
and hence we have for all η1, η2 ∈ Ω(M) the following:
(P(piH(η1)), η2)
=
m∑
i=1
(−1)(n+η1)νi(∗νi, η1)
(P(νi), η2)
=
m∑
i=1
(−1)(n+1)νi
∫
M×M
pr∗1(∗νi) ∧ pr∗2(P(νi)) ∧ pr∗1(η1) ∧ pr∗2(η2).
It follows that the Schwartz kernel of P ◦ piH is the smooth form
KP◦piH :=
m∑
i=1
(−1)(n+1)νi pr∗1(∗νi) ∧ pr∗2(P(νi)).
Moreover, if we replace P with piH ◦ P , we get the smooth Schwartz kernel KpiH◦P◦piH of
(piH ◦ P) ◦ piH. In the same way, but now using in addition (4.8), we can write
(
piH(P(η1)), η2
)
= (−1)η1(η1,P(piH(η2)))
= (−1)η1η2(P(piH(η2)), η1)
=
m∑
i=1
(−1)η1η2+(n+1)νi
∫
M×M
pr∗1(∗νi) ∧ pr∗2(P(νi)) ∧ pr∗1(η2) ∧ pr∗2(η1)
=
m∑
i=1
(−1)(n+1)νi+n
∫
M×M
pr∗2(∗νi) ∧ pr∗1(P(νi)) ∧ pr∗1(η1) ∧ pr∗2(η2),
where in the last equality we pulled back the integral along the twist map. It follows
that the Schwartz kernel of piH ◦ P is the smooth form
KpiH◦P :=
m∑
i=1
(−1)νi pr∗1(P(νi)) ∧ pr∗2(∗νi).
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The Schwartz kernel of P˜ = P − piH ◦ P − P ◦ piH + piH ◦ P ◦ piH is then
P˜ = P− pi∗KP◦piH − pi∗KpiH◦P + pi∗KpiH◦P◦piH ,
which is a smooth form on Bl∆(M ×M). Therefore, P˜ satisfies (P1)–(P4).
Given P satisfying (P1)–(P4), we will show that we can arrange (P5). The trick from
[CM10] is to define
P˜ = PdP.
Applying (P1) and (P2) repeatedly, we compute
dPPPd = dPP − dPPdP
= dPP − dPP + dPdPP
= dPP − ddPPP
= dPP
= P − PdP,
(4.13)
and hence
P˜ = P − dPPPd.
Clearly, P˜ satisfies (P1) and (P2). As for (P3), we compute
(η1, P˜η2) = (−1)η1(Pη1,dPη2) = (dPη1,Pη2) = (−1)η1(P˜η1, η2).
As for (P5), we have
P˜P˜ = PdP(Pd)P
= PdPP − Pd(Pd)PP
= PdPP − PdPP + PddPP
= 0.
(4.14)
In order to show (P4), we have to compute the Schwartz kernel of dPPPd. By Lemma
4.2.10, the Schwartz kernel T of T := PPP is a smooth form on M ×M . Therefore,
Stokes’ formula without the boundary term applies, and we get
(dTd)η = d
∫ M1
T ∧ dpi∗1(η) =
∫ M1
dT ∧ dpi∗1(η) = (−1)T
∫ M1
d1dT ∧ pi∗1(η).
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Here d1 : Ω(M ×M)→ Ω(M ×M) is the operator defined in local coordinates by
d1
(
f(x, y) dxI dyJ
)
=
n∑
i=1
∂f
∂xi
(x, y) dxi dxI dyJ .
It follows that the Schwartz kernel P˜ of P˜ satisfies
P˜ = P + (−1)nd1dT
and is a smooth (n− 1)-form on Bl∆(M ×M). Conditions (P1)–(P5) are satisfied.
Remark 4.2.12 (Property (P5) in dimensions 1 and 2). In dimension 1, every operator of
degree −1 satisfies (P5) from degree reasons. In dimension 2, every operator satisfying
(P1) and (P2) satisfies (P5) as well, which follows from (4.13) and (4.14). C
Remark 4.2.13 (The standard Hodge propagator). Consider the Hodge-de Rham Laplacian
∆ = d ◦ d∗ + d∗ ◦ d : Ω(M)→ Ω(M) and its “Green operator” G of degree 0 (see (v) of
Remark 4.2.5 for the collision of terminology) which was defined in [War83, Definition 6.9]
by
G := (∆∣∣H(M)⊥)−1 ◦ piH(M)⊥ ,
where ⊥ denotes the L2-orthogonal complement. We introduce the standard Hodge
homotopy by
Pstd := −d∗ ◦ P∆. (4.15)
Using the properties of G, d and d∗, one can show that Pstd satisfies (P2)–(P5).
As for (P1), there is the following formula inspired by [Har04]:
Pstd = (−1)n+1 lim
t→0
∫ ∞
t
1
2d
∗Kτ dτ , (4.16)
where Kt(x, y) =
∑
i(−1)neie−λit(∗ei)(x) ∧ ei(y) is the heat kernel of ∆ and ei the L2-
orthonormal eigenbasis of ∆ with eigenvalues λi (the signs come from our convention
for fiberwise integration, c.f., (4.9)). In order to show (P1), a plan is to consider (4.16)
in local coordinates and transform it to blow-up coordinates. For Rn with the standard
Euclidean metric g0, the integral and limit can be computed explicitly, see Section 7.4,
and Pstd indeed extends smoothly to the blow-up. See Chapter 7 for some more theory
on Hodge propagator. There is a “rather condensed proof” of a version of (P1) in [AS94,
Section 4.3] using the Hadamard parametrix construction. C
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4.3. Chern-Simons Maurer-Cartan element
We first recall ribbon graphs and their labelings based on [CFL15].
Definition 4.3.1 (Ribbon graph). A graph Γ is a quadruple (V,H,V, E), where V is
a finite set of vertices, H a finite set of half-edges, V : H → V the “vertex map” and
E : H → H with E ◦ E = 1 and without fixed points the “edge map”. The preimage
E−1(h1) = {h1, h2} for some h1, h2 ∈ H is called an edge; the set of edges is denoted by
E. We assume that the graphs are connected, i.e., that for any v1, v2 ∈ V there exists a
path in E connecting v1 to v2.
A ribbon graph is a graph Γ together with a free transitive action Zd(v)
 V−1(v) for
every v ∈ V , where
d(v) := |V−1(v)|
is the valency of v. We denote by N : H → H the bijection induced by 1 ∈ Zd(v) for
every v ∈ V .
For a ribbon graph Γ, consider the set of sequences (hn)n∈Z ⊂ H such that the following
conditions holds:
∀n ∈ Z : hn+1 =
E(hn) n even,N (hn) n odd.
Two such sequences (hn)n∈Z and (h′n)n∈Z are equivalent if and only if there exist n0,
n′0 ∈ Z both even or both odd such that hn0 = h′n′0. An equivalence class [(hn)n∈Z] is
called a boundary (or a boundary component) of Γ. The set of boundaries of Γ is denoted
by ∂Γ.
An IE ribbon graph is a ribbon graph Γ together with the decomposition V = Vint unionsqVext
into internal and external vertices Vint and Vext, respectively, such that d(v) = 1 for all
v ∈ Vext. This decomposition induces the decomposition E = Eint unionsqEext, where an edge e
is internal if it connects two internal vertices and is external otherwise. We allow only
graphs with at least one internal vertex. We often identify an external vertex with its
unique adjacent half-edge or the unique adjacent external edge; we call either of these an
external leg. For any b ∈ ∂Γ, we define the valency of b by
s(b) := |V(b) ∩ Vext|,
where V(b) = {V(hn) | n ∈ Z}. We also have the free transitive Zs(b)-action on V(b)∩Vext
mapping v ∈ V(b) ∩ Vext to the next external vertex in the sequence (V(hn))n∈Z. We will
denote this action by N again.
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We say that an IE ribbon graph Γ is reduced if s(b) ≥ 1 for all b ∈ ∂Γ.
The following letters will be used to denote the numerical invariants of a graph:
k . . . the number of internal vertices,
s . . . —"— external vertices.
l . . . —"— boundary components,
e . . . —"— internal edges.
Moreover, we define the genus g ∈ N0 so that the following Euler formula holds:
k − e+ l = 2− 2g. (4.17)
We denote by RGklg the set of isomorphism classes of connected IE ribbon graphs with
fixed k, l, g. We let RGklg ⊂ RGklg be the subset of reduced graphs. For m ∈ N0, we
denote by RG(m)klg ⊂ RGklg the set of isomorphism classes of connected IE ribbon graphs
with all internal vertices m-valent, i.e., with
d(v) = m for all v ∈ Vint.
The notation Γ ∈ RGklg means that Γ is a representative of an equivalence class [Γ] ∈
RGklg.
Remark 4.3.2 (On ribbon graphs). (i) An m-valent ribbon graph with m ≥ 2 has a
unique decomposition V = Vint unionsq Vext, and hence we can omit writing IE.
(ii) In this text, we will use only reduced ribbon graphs. Non-reduced ribbon graphs
may play a role in the extension of the theory of dIBLn(C(H)) to non-reduced cyclic
cochains or in the weak IBL∞-theory (see Remarks 3.2.9 and 3.3.2). C
Definition 4.3.3 (Labeling). A labeling of an IE ribbon graph Γ is the triple L =
(L1, L2, L3), where Li have the following meanings:
• The symbol L1 represents an ordering of internal vertices (=: Lv1), and of boundary
components (=: Lb1). Given L1, we write Vext = {v1, . . . , vk}, ∂Γ = {b1, . . . ,bl}
and denote
di := d(vi) and sj := s(bj).
• The symbol L2 represents an ordering and orientation of internal edges. Given L2,
we write Eint = {e1, . . . , ee} and ei = {hi,1, hi,2} for hi,1, hi,2 ∈ H.
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• The symbol L3 represents an ordering of half-edges at every internal vertex (=: Lv3)
and of external vertices at every boundary component (=: Lb3), both compatible
with the ribbon structure (:= the Zm-actions). Given L3, we write V−1(v) =
{hv,1, . . . , hv,d(v)} and V(b) ∩ Vext = {vb,1, . . . , vb,s(b)} with N (hv,i) = hv,i+1 and
N (vb,j) = vb,j+1 for all i, j, respectively.
We sometimes call Li partial labelings and L a full labeling. A ribbon graph Γ together
with a labeling L is called a labeled ribbon graph.
Given a ribbon graph Γ, one can construct an oriented surface with boundary ΣΓ —
the thickening of Γ — in the obvious way and a closed oriented surface ΣˆΓ by gluing
oriented disks to the oriented boundaries of ΣΓ. If partial labelings L1 and L2 are given,
we obtain the following chain complex with oriented chain groups (vector spaces over R):
C2 := 〈b1, . . . ,bl〉 C1 := 〈e1, . . . , ee〉 C0 := 〈vk, . . . , v1〉.∂2 ∂1 (4.18)
Here bi stands for the oriented disc glued to the i-th boundary component of ΣΓ and
now being mapped into ΣˆΓ, ei stands for the 1-simplex in ΣˆΓ corresponding to the i-th
internal edge, vi stands for the 0-simplex in ΣˆΓ corresponding to the i-th internal vertex,
and the boundary map ∂ is the “geometric” boundary operator. The homology of this
chain complex is isomorphic to the singular homology H(Σˆ) := H(ΣˆΓ;R).
The orientation of Ci (:= the order of generators in (4.18)) induces naturally an
orientation of H(ΣˆΓ). The construction from [CFL15, Appendix A] is as follows. We pick
complements Hi of im(∂i+1) in ker(∂i) and complements Vi of ker(∂i) in Ci and write
C2 = V2 ⊕H2 C1 = V1 ⊕H1 ⊕ im(∂2) C0 = im(∂1)⊕H0.∂2 ∂1
We orient Vi arbitrarily and transfer the orientation to im(∂i) via ∂i : Vi '→ im(∂i). Then,
assuming the direct sum orientation, orienting Hi is equivalent to orienting Ci, and
we obtain the orientation of Hi(ΣˆΓ) via the canonical projection pi : Hi '→ Hi(ΣˆΓ) =
ker(∂i)/ im(∂i+1). This construction does not depend on the choices of complements and
orientations of Vi.
Definition 4.3.4 (Compatibility of L1 and L2). Given a ribbon graph Γ with partial
labelings L1 and L2, we say that L2 is compatible with L1 if the orientation on H(Σ̂Γ)
induced by (4.18) agrees with the canonical orientation
H(Σ̂Γ) = 〈v1 + · · ·+ vk〉 ⊕H1(Σ̂Γ)⊕ 〈b1 + · · ·+ bl〉,
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where H1(Σ̂Γ) is oriented using the canonical symplectic intersection form.
Given a labeled IE ribbon graph Γ, the set of half-edges adjacent to internal vertices
V−1(Vint) can be ordered in two ways corresponding to writing
2e+ (s1 + · · ·+ sl) = d1 + · · ·+ dk.
This leads to the following definition.
Definition 4.3.5 (Edge order and vertex order). For a labeled IE ribbon graph Γ, we
define the following two orders on the set of half-edges H:
• Edge order: The first 2e half-edges hei,j are the ones from internal edges; they are
ordered according to L2. They are followed by blocks of s1, . . . , sl half-edges hbi,j
which come from the boundary components i = 1, . . . , l, respectively, and which are
ordered according to Lb3 inside the blocks. Schematically, we have
(he1,1he1,2) . . . (hee,1hee,2)(hb1,1 . . . hb1,s1) . . . (h
b
l,1 . . . h
b
l,sl
).
• Vertex order: It consists of blocks of d1, . . . , dk half-edges hvi,j which come from
internal vertices 1, . . . , k, and which are ordered according to Lv3 inside the blocks.
Schematically, we have
(hv1,1 . . . hv1,d1) . . . (h
v
k,1 . . . h
v
k,dk
).
We denote by σL ∈ S|H| the permutation from the edge to the vertex order which
is constructed such that the i-th half-edge in the edge order is the same as the σL(i)-th
half-edge in the vertex order.
From now on, we will consider only reduced trivalent ribbon graphs RG(3)klg with k,
l ≥ 1, g ≥ 0. We will often use the equation
2e+ s = 3k. (4.19)
Definition 4.3.6 (Chern-Simons Maurer-Cartan element). Let M be an oriented closed
Riemannian manifold, and let P ∈ Ωn−1(Bl∆(M ×M)) be an admissible Hodge propa-
gator from Definition 4.2.4. The Chern-Simons Maurer-Cartan element n, or formal
pushforward Maurer-Cartan element, is the collection of
nlg ∈ EˆlC(H(M)) for all l ≥ 1, g ≥ 0
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defined on generating words ωi = αi1 . . . αisi ∈ BcycH(M), where αij = θηij with ηij ∈
H(M) for si ≥ 1 and i = 1, . . . , l, by the formula
nlg(slω1 ⊗ · · · ⊗ ωl)
:= 1
l!
∑
[Γ]∈RG(3)
klg
1
|Aut(Γ)|(−1)
s(k,l)+P (ω) ∑
L1, Lb3
(−1)σLI(σL), (4.20)
which we explain as follows:
• The second sum is over all partial labelings L1 and Lb3 of a representative Γ of [Γ].
In every summand, we complete L1 and Lb3 to a full labeling L = (L1, L2, L3) by
picking an arbitrary Lv3 and an arbitrary L2 compatible with L1.
• Suppose that Γ and L1 are admissible with respect to the input ω1, . . . , ωl; this
means that Γ has l boundary components and that the i-th boundary component has
valency si for every i = 1, . . . , l. In this case, denoting σ = σL, we define
I(σL) :=
∫
x1,...,xk
P(xξ(σ1), xξ(σ2)) · · ·P(xξ(σ2e−1), xξ(σ2e))
η11(xξ(σ2e+1)) · · · ηlsl(xξ(σ2e+s)),
(4.21)
where ξ : {1, . . . , 3k} → {1, . . . , k} is the function defined by
ξ(3j − 2) = ξ(3j − 1) = ξ(3j) := j
for all j = 1, . . . , k, s = s1 + · · · + sl, η(xi) denotes the pullback of η along the
canonical projection pii : M×k → M to the i-th component Mi, P(xi, xj) denotes
the pullback of P along pii× pij : M×k →Mi×Mj, and
∫
x1,...,xk
denotes the integral
of an nk-form over k copies of M .
If Γ and L1 are not admissible, then we set I(σL) := 0.
• s(k, l) := k + kl(n− 1) + 12k(k − 1)n mod 2.
• P (ω) := ∑li=1∑sij=1(s− s1 − · · · − si−1 − j)ηij mod 2.
In order to show that nlg is well-defined and that the collection (nlg) satisfies Defini-
tion 3.2.6 for dIBL(C(H(M))), there are several things to check:
(1) The integral I(σL) converges.
(2) The sums are finite.
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(3) The product (−1)σLI(σL) is independent of the choice of Lv3 and L2 compatible
with L1.
(4) The sum over labelings is independent of the chosen representative Γ in an isomor-
phism class from RG(3)klg.
(5) The map nlg : BcycH(M)[3− n]⊗l → R is graded symmetric on permutations of its
inputs sωi.
(6) The map nlg is graded symmetric on cyclic permutations of the components αij of
each ωi.
(7) The degree condition 1) from Definition 3.2.6 holds with d = n− 3.
(8) The filtration-degree condition 2) from Definition 3.2.6 holds with γ = 2.
(9) The Maurer-Cartan equation (3.20) holds.
Condition 9) will be proven in [CVon] using the theory of iterated blow-ups.
Condition 1) follows from the property (P1) of a Hodge propagator P. The idea
is to associate one integration variable to each internal half-edge, obtaining the space
{x(1)i , x(2)i , x(3)i | i = 1, . . . , k}, and blowing-up pairs of variables connected by internal
edges. By (P1), the integrand of (4.21) lifts to a smooth form on such a space. The
integral
∫
x1...xk
is then realized as an integral over the closure of a lift of the subspace
{x(1)i = x(2)i = x(3)i }. By compactness, the integral converges. A detailed proof is under
preparation in [CVon].
In this text, we will take 1) and 9) for granted.
Lemma 4.3.7. Conditions 2) – 8) hold.
Proof. As for 2), the fixed input ω1, . . . , ωl fixes the number s of external vertices of Γ
by admissibility. Expressing e from (4.17) and plugging it in (4.19) gives
k = s+ 2l + 4g − 4. (4.22)
We see that all parameters are fixed. Now, there is only finitely many elements with
fixed s in RG(3)klg, and each of them has only finitely many labelings. Therefore, the sums
are finite.
As for 3), we have to consider the orientation of the complex (4.18). Clearly, if two L2’s
are compatible with L1, then they differ by an even number of the following operations:
a transposition of two internal edges or a change of the orientation of an internal edge.
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The former operation introduces no sign in (−1)σL but generates the sign (−1)n−1 in
I(σL) from swapping the corresponding P’s. The latter operation induces the sign −1 in
(−1)σL and the sign (−1)n in I(σL) from the symmetry P(x, y) = (−1)nP(y, x). Because
the overall signs in (−1)σLI(σL) are the same, an even number of these operations
preserves (−1)σLI(σL). This implies the independence of an L2 compatible with L1.
A change in Lv3 produces no sign in (−1)σL because every internal vertex is trivalent
and a cyclic permutation of an odd number of elements is even. The integral I(σL)
remains unchanged because the change in σL is compensated by the composition with ξ.
Independence of the choice of Lv3 follows.
As for 4), every isomorphism of ribbon graphs Γ→ Γ′ induces the bijection L 7→ L′
of compatible labelings such that σL = σL′ (L′ is the “pushforward” labeling). The
independence of the choice of a representative of [Γ] follows.
As for 5), let µ ∈ Sl be a permutation of the inputs sω1, . . . , sωl. The set of
graphs which admit an admissible labeling is the same for both nlg(slω1 ⊗ · · · ⊗ ωl) and
nlg(slωσ−11 ⊗· · ·⊗ωσ−1l ); we will pick one such Γ and study the admissible labelings L and
L′, respectively. We write ηi = ηi1 . . . ηisi and Ωi = sωi for all i, j, and denote by I ′(σL′)
the integral in the definition of nlg(slωµ−11 ⊗ · · · ⊗ ωµ−1l ). Let µ˜ ∈ S3k be the permutation
which acts as the identity on 1, . . . , 2e and as the block permutation determined by µ on
2e+ 1, . . . , 2e+ s divided into l blocks of lengths s1, . . . , sl. For any σ ∈ S3k, we have
I ′(σ) =
∫
x1,...,xk
P(xξ(σ1), xξ(σ2)) · · ·P(xξ(σ2e−1), xξ(σ2e))
ηµ−11 1
(xξ(σ2e+1)) . . . ηµ−1
l
s
µ−1
l
(xξ(σ2e+s))
= ε(µ, η)
∫
x1,...,xk
P(xξ((σ◦µ˜)1), xξ((σ◦µ˜)2)) · · ·P(xξ((σ◦µ˜)2e−1), xξ((σ◦µ˜)2e))
η11(xξ((σ◦µ˜)2e+1)) . . . ηlsl(xξ((σ◦µ˜)2e+s))
= ε(µ, η)I(σ ◦ µ˜).
The precomposition with µ˜ corresponds to a bijection (L1, Lb3) 7→ (L′1, Lb3′) of partial
labelings for nlg(slω1 . . . ωl) and nlg(slωµ−11 ⊗ · · · ⊗ ωµ−1l ), respectively. However, if L2
is compatible with L1, then in order to get an L′2 compatible with L′1, the labeling L2
has to be altered by as many operations of switching two internal edges or changing the
orientation of an internal edge as there are transpositions in µ. We explained in the proof
of 3) that this produces the sign (−1)(n−1)µ in (−1)σL′ I(σL′). Therefore, after the choice
of compatible L2 and L′2, we have
(−1)σL′ I ′(σL′) = (−1)(n−1)µ(−1)µ˜ε(µ, η)(−1)σLI(σL).
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If we view η as η11 . . . ηlsl , we can understand (−1)P (ω) as the Koszul sign ε(θ, η). Similarly,
we write (−1)P (µ(ω)) = ε(θ, µ(η)), where we first view η as η1 ⊗ · · · ⊗ ηl to apply µ and
then as the list of components ηij to compute the Koszul sign (this is a little ambiguity
in our notation). If we denote by µ the permutation of 1, . . . , s permuting the l blocks of
lengths s1, . . . , sl according to µ, then µ has the same sign as µ˜, and the decomposition
of ε(θ, µ(η)) into the moves
θ1 . . . θsηµ−11 1
. . . ηµ−1
l
s
µ−1
l
(1)−−→ θµ1 . . . θµsη11 . . . ηlsl
(2)−−→ θµ1η11 . . . θµsηlsl
(3)−−→ θ1ηµ−11 1 . . . θsηµ−1l sl
shows that
(−1)P (µ(ω)) = (−1)µ˜ε(µ, η)︸ ︷︷ ︸
(1)
(−1)P (ω)︸ ︷︷ ︸
(2)
ε(µ, ω)︸ ︷︷ ︸
(3)
.
Using this, we write
(−1)P (µ(ω))(−1)σL′ I ′(σL′) = ε(µ, ω)(−1)(n−1)µ(−1)P (ω)(−1)σLI(σL),
and compute
nlg(Ωµ−11 ⊗ · · · ⊗ Ωµ−1l )
= ε(µ(s), µ(ω))nlg(slωµ−11 ⊗ · · · ⊗ ωµ−1l )
= ε(µ(s), µ(ω))(−1)|s|µε(µ, ω)nlg(slω1 ⊗ · · · ⊗ ωl)
= ε(µ(s), µ(ω))︸ ︷︷ ︸
(1)
(−1)|s|µε(µ, ω)︸ ︷︷ ︸
(2)
ε(s, ω)︸ ︷︷ ︸
(3)
nlg(sω1 ⊗ · · · ⊗ sωl)
= ε(µ,Ω)nlg(Ω1 ⊗ · · · ⊗ Ωl).
We used |s| = n − 1 mod 2, and the last equality follows from the decomposition of
ε(µ,Ω) into the moves
s1ω1 . . . slωl
(3)−−→ s1 . . . slω1 . . . ωl (2)−−→ sµ−11 . . . sµ−1l ωµ−11 . . . ωµ−1l
(1)−−→ sµ−11 ωµ−11 . . . sµ−1l ωµ−1l .
This proves the symmetry of nlg.
As for 6), fix an i = 1, . . . , l and let µ ∈ Ssi be a cyclic permutation permuting
the components of ωi = αi1 . . . αisi . Similarly to the previous case, we denote by µ˜ the
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corresponding permutation of 1, . . . , 3k and get a bijection (L1, Lb3) 7→ (L′1 = L1, Lb3′)
of admissible labelings of a given graph Γ for nlg(slω1 ⊗ · · · ⊗ αi1 . . . αisi ⊗ · · · ⊗ ωl) and
nlg(slω1 ⊗ · · · ⊗ αiµ−11 . . . αiµ−1si ⊗ · · · ⊗ ωl), respectively. This time, there is no change in
L1, and thus we can take L′2 = L2, producing no sign. Therefore, we have
(−1)σL′ I ′(σL′) = (−1)µ˜ε(µ, ηi)(−1)σLI(σL),
where ε(µ, ηi) comes from permuting the forms in I ′(σL′). Further, we deduce
(−1)P (µ(ω)) = (−1)µ˜ε(µ, ηi)(−1)P (ω)ε(µ, ωi),
and hence
nlg(slω1 ⊗ · · · ⊗ αiµ−11 . . . αiµ−1si ⊗ · · · ⊗ ωl)
= ε(µ, ωi)nlg(slω1 ⊗ · · · ⊗ αi1 . . . αisi ⊗ · · · ⊗ ωl).
This shows the symmetry of nlg on cyclic permutations of the components of ωi.
As for 7), suppose that nlg(slω1⊗ · · · ⊗ωl) 6= 0, and let D denote the total form-degree
of the input η11, . . . , ηlsl ∈ H(M); i.e., we define
D := deg(η11) + · · ·+ deg(η1s1) + · · ·+ deg(ηl1) + · · ·+ deg(ηlsl).
Clearly, we must have
nk = (n− 1)e+D, (4.23)
where the left-hand side is the dimension of M×k and the right-hand side the form-degree
of the integrand of I(σL). If we plug in e from (4.17) and k from (4.22), we get
D = nk − (n− 1)e
= nk − (n− 1)(k + l + 2g − 2)
= k − (n− 1)(l + 2g − 2)
= s+ 2l + 4g − 4− (n− 1)(l + 2g − 2)
= s− (n− 3)(l + 2g − 2).
It follows that
|nlg| = |sl|+ |ω1|+ · · ·+ |ωl| = l(n− 3) +D − s = −2(n− 3)(g − 1).
This is exactly the degree from Definition 3.2.6.
98
4. Chern-Simons Maurer-Cartan element and string topology
Figure 4.2.: A tree and a circular graph. Internal vertices are denoted with a full dot and
external vertices with an empty dot.
As for 8), if nlg(slω1 ⊗ · · · ⊗ ωl) 6= 0, then
s = k − 2l − 4g − 4 ≥ 1 + 2(2− 2g − l) = 1 + 2χ0lg,
and hence nlg ∈ F1+2χ0lg EˆlC for the filtration induced from the dual of the filtration of
BcycH by weights. Therefore, we get
‖nlg‖ ≥ 1 + 2χ0lg > 2χ0lg for all l ≥ 1, g ≥ 0.
This finishes the proof.
Definition 4.3.8 (Vertices of types A, B, C and some special graphs). Let Γ ∈ RG(3)klg be
a trivalent ribbon graph and v its internal vertex. We say that v is of type A, B or C if
it is connected to precisely 1, 2 or 3 internal vertices, respectively (see Figure 4.4). The
graph Γ is called (see Figures 4.2 and 4.3):
• a tree if [Γ] ∈ RGk10 for some k ≥ 1;
• circular if [Γ] ∈ RGk20 for some k ≥ 1;
• the Y -graph is the unique tree with k = 1;
• an Ok-graph if Γ is circular with k internal vertices and no A-vertex.
We denote the Y -graph simply by Y .
Remark 4.3.9 (On A, B, C vertices and special graphs). We observe the following:
(i) A trivalent graph Γ 6= Y has each internal vertex of type A, B or C.
(ii) The term n10 is a sum over trees, and the term m10 is the contribution of the
Y -graph to n10 (see Proposition 4.3.10 below). The term n20 is a sum over circular
graphs. C
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Figure 4.3.: The Y -graph and an O6-graph.
Wee will also denote by A, B, C the numbers of internal vertices of the corresponding
type. Under the change of variables
s = 2A+B,
e = B + 12A+
3
2C,
k = A+B + C,
(4.24)
the trivalent formula (4.19) becomes trivial and the Euler formula (4.17) becomes
C −A = 2l − 4 + 4g. (4.25)
Proposition 4.3.10 (Chern-Simons Maurer-Cartan element). The collection n = (nlg)
from Definition 4.3.6 is a Maurer-Cartan element for dIBL(H(M)) which is compatible
with m. In particular, the A∞-algebra H(M)n is homologically unital and augmented.
Proof. The fact that n is a Maurer-Cartan element follows from Lemma 4.3.7 assuming
1) and 9) from [CVon].
As for the compatibility with m, the only graph contributing to n10(sα1α2α3) is
the Y -graph with k = 1. The group Aut(Y ) consists of three rotations, and there is
only one possible L1, no L2 and three Lb3. In Definition 4.3.6, we get s(1, 1) = n − 2,
(−1)σL = 1 because a cyclic permutation of an odd number of elements is even, and also
P (α1α2α3) = η2. Finally, we compute
n10(sα1α2α3) =
1
3(−1)
n−2+η2 ∑
Lb3
∫
x
α1(xξ(σ1))α2(xξ(σ2))α3(xξ(σ3))
= (−1)n−2+η2
∫
M
η1 ∧ η2 ∧ η3
= m10(sα1α2α3).
Definition 4.3.11 (Contributions of A, B, C vertices). Consider an internal vertex of
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Aα1,α2(y)
x
Bα(y1, y2)
x
C(y1, y2, y3)
x
α1
α2 y
α
y1 y2
y1
y2 y3
Figure 4.4.: Trivalent vertices of types A, B and C with the corresponding forms Aα1,α2 ,
Bα and C, respectively.
type A, B or C as in Figure 4.4. We define the following smooth forms on M , M×2 and
M×3, respectively:2
Aα1,α2(y) :=
∫
x
P(y, x)η1(x)η2(x),
Bα(y1, y2) :=
∫
x
P(y1, x)P(x, y2)η(x),
C(y1, y2, y3) :=
∫
x
P(x, y1)P(x, y2)P(x, y3).
4.4. Results about vanishing of Chern-Simons Maurer-Cartan
element
In the situation of Definition 4.3.6, let Γ ∈ RG(3)klg be a reduced trivalent ribbon graph,
L = (L1, L2, L3) its labeling, xi the integration variable associated to the i-th internal
vertex, P(xi, xj) an admissible Hodge propagator on the oriented internal edge between
xi and xj , and αij ∈ H(M)[1] the harmonic form on the j-th external vertex on the i-th
boundary component. Recall that we denote by ωi = sαi1 . . . αisi the i-th input of nlg
and by D the total form-degree of all inputs.
By saying “a graph vanishes” we mean that I(σL) = 0 in the given context.
Proposition 4.4.1 (Vanishing of graphs with 1). In the setting of Definition 4.3.6,
suppose that the following condition is satisfied:
(V1) Every graph Γ ∈ RG(3)klg, Γ 6= Y which has 1 = θ1 ∈ H(M)[1] at an external vertex
vanishes.
Then n is strictly reduced, and the following holds depending on the dimension n:
(a) For n > 3: All graphs which are not trees or circular vanish. Therefore, nlg = 0 for
all (l, g) 6= (1, 0), (2, 0), and it follows that all higher operations qn1lg vanish on the
chain level.
2The definitions can be made precise in local coordinates. Smoothness of Aα1,α2 is clear, smoothness of
Bα follows from Lemma 4.2.10, and smoothness of C can be shown by a similar argument.
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(b) For n = 3: A tree vanishes unless all η1, . . . , ηs are one-forms. Therefore,
n10(sα1 . . . αs) 6= 0 implies deg(ηi) = 1 for all i.
(c) For n < 3: All trees except for Y vanish. Therefore, we have n10 = m10, and
consequently qn110 = qm110.
Moreover, we have
(d) A circular graph vanishes unless all η11, . . . , η2s2 are one-forms. Therefore,
n20(s2α11 . . . α1s1 ⊗ α21 . . . α2s2) 6= 0 implies deg(ηij) = 1 for all i, j.
In addition to (V1), suppose that H1dR(M) = 0. Then:
(e) All circular graphs vanish. Therefore, we have n20 = 0, and consequently qn120 =
q120.
(f) For n ≤ 6: All trees except for Y vanish. Therefore, we have n10 = m10, and
consequently qn110 = qm110.
Proof. The proof is just combinatorics with D. Suppose that a trivalent ribbon graph
Γ 6= Y does not vanish on the input ω1, . . . , ωl. Because all external vertices of Γ are
adjacent to an A-vertex or a B-vertex, the assumption (V1) implies D ≥ s, where s is
the total number of external vertices. A combination of (4.23) and (4.19) yields
nk − (n− 1)e = D ≥ s = 3k − 2e ⇐⇒ (n− 3)k ≥ (n− 3)e.
(a) For n > 3, we get k ≥ e, which implies that Γ is either a tree or a circular graph.
(b) If Γ is a tree, then s = k + 2 and e = k − 1. From (4.23) we get
D = nk − (n− 1)(k − 1) = k + n− 1. (4.26)
Now D is the sum of s = k + 2 form-degrees deg(ηij) > 0, and hence (4.26) for n = 3
implies that deg(ηij) = 1 for all i, j.
(c) For n < 3, we get e ≥ k, which implies that Γ is not a tree.
(d) If Γ is a circular graph, then e = k = s, and we get using (4.23) that
D = nk − (n− 1)k = k.
Here D is the sum of s = k form-degrees deg(ηij) > 0, and hence deg(ηij) = 1 for all i, j.
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We will now assume, in addition, that H1(M) ' H1dR(M) = 0.
(e) We must have D ≥ 2s, which is in contradiction with D = s for a circular graph.
Therefore, n20 = 0.
(f) Finally, for a tree Γ 6= Y , we have
k + n− 1 = D ≥ 2s = 2(k + 2) ⇐⇒ n− 5 ≥ k.
This finishes the proof of the proposition.
Proposition 4.4.2 (Special Hodge propagator). In the setting of Definition 4.3.6,
suppose that the Hodge propagator P is special. Then the condition (V1), and hence
Proposition 4.4.1 holds.
Proof. It is easy to see that Aα1,α2 = P(η1 ∧ η2) for all α1, α2 ∈ H(M)[1], and that −B1
is the Schwartz kernel of P ◦ P. Therefore, (P4) and (P5) imply Aα1,1 = 0 and B1 = 0,
respectively.
As for the integral I(σL), one has to apply the Fubini theorem in order to integrate out
single vertices Aα1,1 and B1. This step relies on L1-integrability of the integrand which
follows from [CVon] (the integrand comes from a smooth form on a compact manifold
with corners).
Proposition 4.4.3 (Vanishing of A-vertices). In the setting of Definition 4.3.6, suppose
that the following condition is satisfied:
(VA) Every graph with an A-vertex vanishes.
Then we have n10 = m10, and the only contribution to n20(s2α11 . . . α1s1 ⊗ α21 . . . α2s2)
comes from Ok-graphs with k = s1 + s2 = D.
Proof. The only trees and circular graphs which are not excluded by the assumption are
the Y -graph and Ok-graphs, respectively (the external branches contract). The condition
on form-degrees is obtained as in the proof of Proposition 4.4.1.
To argue that I(σL) = 0, we again need L1-integrability as in the proof of Proposition
4.4.2.
Proposition 4.4.4 (1-connected geometrically formal manifolds). Let M be a geometri-
cally formal n-manifold and P a special Hodge propagator (it exists by Proposition 4.2.11).
If H1dR(M) = 0, then the following holds:
(n 6= 2) All Y 6= Γ ∈ RGklg with k, l ≥ 1, g ≥ 0 vanish, and hence n = m.
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(n = 2) All Y 6= Γ ∈ RGkl0 with k, l ≥ 1 vanish, and hence nl0 = ml0 for all l ≥ 1.
Proof. Given η1, η2 ∈ H, geometric formality implies η1 ∧ η2 ∈ H, and hence Aα1,α2 =
P(η1 ∧ η2) = 0. We see that (V1) and (VA) are satisfied, and hence the implications of
Propositions 4.4.1 and 4.4.3 hold. The claim for n > 3 follows.
As for n = 3, Poincaré duality implies H2dR(M ;R) = 0. Therefore, the total form-degree
D satisfies D = nB, where B is the number of B-vertices. We see using (4.24) that (4.23)
is equivalent to
B + 12(3− n)C = D = nB ⇐⇒ (n− 1)B =
1
2(3− n)C. (4.27)
It follows that B = 0, and hence all reduced graphs vanish.
As for n = 2, we get from (4.27) and (4.25) that B ≥ l is equivalent to g ≥ 1.
Remark 4.4.5 (A∞-homotopy transfer). In [CVon], it will be shown that the A∞-algebra
H(M)n = (H(M), (µk)) induced by n10 agrees with the A∞-algebra obtained by the
A∞-homotopy transfer
( Ω(M)
m1, m2
) ( H(M)
µ1 ≡ 0, µ2 = piHm2(ιH, ιH), µ3, . . .
)
using the homotopy retract (see [Val12])
(Ω(M),m1) (H(M),m1 ≡ 0).P
piH
ιH
The operation µk of the transferred A∞-structure is computed as a sum over planar trees
with a root and k leaves decorated by ιH at the leaves, piH at the root and P at the
internal edges (see [Aka07]). The result of [CVon] is plausible because the part of n10
contributing to µk is a sum over trivalent ribbon trees with k + 1 leaves.
In [CVon], they will also show that ι1 := ιH : H → Ω extends to an A∞-quasi-
isomorphism (ιk)k≥1 from (H, (µk)) to (Ω,m1,m2). The induced chain map on the
dual cyclic bar complexes is then the map fm110 coming from the IBL∞-theory in the
Overview. C
Proposition 4.4.6 (Twisted boundary operator for formal manifolds). In the setting
of Definition 4.3.6, suppose that M is formal in the sense of rational homotopy theory.
104
4. Chern-Simons Maurer-Cartan element and string topology
Then there is a quasi-isomorphism
h110 : (Bˆ∗cycHdR(M)[3− n], qm110) (Bˆ∗cycH(M)[3− n], qn110).
Proof. Formality of M is equivalent to the existence of a zig-zag of quasi-isomorphisms
of dga’s (see [Val12])
(HdR(M),m1 ≡ 0,m2) • · · · • (Ω(M),m1,m2).
Because a dga-quasi-isomorphism has a homotopy inverse in the category of A∞-algebras,
we get a direct A∞-quasi-isomorphism
(gk) : (Ω(M),m1,m2) (HdR(M),m1 ≡ 0,m2).
Precomposing with (ιk) from Remark 4.4.5, we get the A∞-isomorphism
(hk) : (H(M), (µk)) (HdR(M),m1 ≡ 0,m2).
This induces the quasi-isomorphism h110 of the cyclic cochain complexes.
Remark 4.4.7 (On formality). Geometrically formal manifolds include Sn, CPn and
Lie groups (see [Kot01]). Any geometrically formal manifold is formal. Every simply-
connected manifold of dimension at most 6 is formal (see [Mil79]). C
4.5. Conjectured relation to string topology
Given a smooth connected oriented n-dimensional manifoldM , we consider the equivariant
homology of the free loop space LM := {γ : S1 → M continuous} with respect to the
reparametrization action of S1. It is defined as the singular homology of the Borel
construction
LS1M := ES1 ×S1 LM := (ES1 × LM)/S1,
where E S1 = S∞ → BS1 = CP∞ is a model for the universal bundle for S1, and we
quotient out the diagonal action. We denote this homology by
HS1(LM) := H(LS1M).
Recall that (E S1 × LM)/S1 is the homotopically correct quotient replacing LM/S1,
which we prefer to use because the diagonal action of S1 on E S1 is free, and hence
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E S1 × LM → (E S1 × LM)/S1 is a principal S1-bundle (in contrast to the pathological
map LM → LM/S1). Recall also that E S1 is contractible.
The “geometric versions” of the homologies were defined in [CS99] as the degree shifts
H(LM) := H(LM)[n] and H(LM) := HS1(LM)[n].
There is the loop product • : H(LM)⊗2 → H(LM) of degree 0 which makes H(LM) into
a graded commutative associative algebra. There is also the loop coproduct τ : H¯(LM)→
H¯(LM)⊗2 of degree 1− 2n which is graded cocommutative and coassociative and is a
derivation of •. The geometric construction of • and τ on transverse smooth chains in
LM was described in [CS99] and [Bas11], respectively. Here, the symbol H¯(LM) stands
for the degree shifted relative homology
H¯(LM) := H(LM,M)[n]
with respect to constant loops M ↪→ LM . The geometric construction of τ does not work
on the whole H(LM) because of the phenomenon of “vanishing of small loops” depicted
in [CL09, Figure 4, p. 13].
The projection E S1×LM → LS1M is an S1-principal bundle and thus induces a Gysin
sequence. This sequence written using the geometric versions reads
. . . Hi Hi Hi−2 Hi−1 . . . ,E ∩c M (4.28)
where the mapM adds a marked point in each string in a family in all possible positions,
the map E erases the marked point of each string in a family, c ∈ H2S1(LM) is the Euler
class of the circle bundle and ∩ the cap product.
The string bracket m˜2 : H(LM)⊗2 → H(LM) and the string cobracket c˜2 : H¯(LM)→
H¯(LM)⊗2 are defined by
m˜2 := E ◦ • ◦M⊗2 and c˜2 := E⊗2 ◦ ν ◦M.
Here, the symbol H¯(LM) stands for the degree shifted relative S1-equivariant homology
H¯(LM) := HS1(E S1 ×S1 LM,E S1 ×S1 M)︸ ︷︷ ︸
=: H¯S1(LM)
[n].
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Because |M| = 1 and |E| = 0, we have for all ξ ∈ H¯(LM) and ξ1, ξ2 ∈ H the relations
m˜2(ξ1, ξ2) = (−1)|ξ1|E(M(ξ1) •M(ξ2)),
c˜2(ξ) =
∑
E(ν1)⊗ E(ν2),
(4.29)
where we write ν(M(ξ)) = ∑ ν1⊗ν2. The operations m˜2 and c˜2 have degrees 2 and 2−2n
with respect to the grading on H(LM), respectively. In fact, we will consider m˜2 and c˜2
given by (4.29) as operations on the even degree shift HS1(LM)[2− n] = H(LM)[2− 2n],
which have degrees 2(2 − n) and 0, respectively. The symbols m2 and c2 will denote
their degree shifts to HS1(LM)[3 − n], which have degrees of an IBL-algebra from
Definition 3.2.4.
In work in progress [CV20], they consider the map
Iλ,∗ : Hλ−•−1(Ω(M)) −→ H•S1(LM ;R)
defined on the chain level as a cyclic version of Chen’s iterated integrals Iλ. Recall
that Hλ−•−1(Ω) = H•(BcycΩ,b) , where b : BΩ =
⊕
k≥1 Ω[1]⊗k → BΩ is the Hochschild
differential of the de Rham dga (Ω,m1,m2), see Section 3.3. They prove in [CV20] that
if M is simply-connected, then the map Iλ,∗ induces an isomorphism Hλ,red−•−1(Ω(M))) '
H•S1,red(LM), where
HS1,red(LM) := HS1(ES1 ×S1 LM,E S1 ×S1 {x0})
is the reduced S1-equivariant cohomology with respect to a base point x0 ∈ M (the
constant loop at x0). Dualizing their map, we obtain the isomorphism
H−•−1λ,red (Ω(M)) ' HS
1,red
• (LM ;R). (4.30)
Suppose from now on that M is closed. Pick a Riemannian metric and an admissible
Hodge propagator P ∈ Ωn−1(Bl∆(M ×M)). We will assume that P is special, i.e., that it
satisfes (P1)–(P5) from Section 4.2, so that the Chern-Simons Maurer-Cartan element n
is strictly reduced, and hence the twisted reduced IBL∞-algebra dIBLn
(
Cred(H)
)
and
the induced IBL-algebra IBL(Hn,red(C(H))) are well-defined. Recall that Hn•(C(H)) =
Hλn−3−•(Hn), where Hn is the A∞-algebra on H twisted by n10. From [CVon], we have
Hλ(H(M)n) ' Hλ(Ω(M)). (4.31)
Now, (4.30) and (4.31) give the following version of the string topology conjecture.
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Conjecture 4.5.1 (String topology conjecture for simply-connected manifold). Let M
be an oriented closed manifold of dimension n. There is a chain map
(Csing(LS1M ;R), ∂) −→ (Bˆ∗cycH(M), qn110),
where Csing denotes the (smooth) singular chain complex and ∂ the standard boundary
operator, which, if M is simply-connected, satisfies the following:
• It induces an isomorphism HS1,red(LM ;R)[2− n] ' Hn,red(C(H(M))).
• It intertwines m2 on HS1(LM ;R) and q210.
• The pullback of qn120 to HS
1,red(LM ;R) is compatible with c2 on H¯S
1(LM ;R) under
the morphism induced by the inclusion (LM,x0)→ (LM,M).
Remark 4.5.2 (On string topology conjecture). (i) The conjecture can be interpreted
as follows. There is an IBL-structure on HS1,red(LM ;R) compatible with Chas-Sullivan
operations, and the IBL∞-algebra dIBLn(Cred(H(M))) is its chain model.
(ii) The loop coproduct τ is geometrically defined only on H¯S1(LM); the conjecture
thus provides an extension of c2 to HS
1,red(LM). In [Bas11], it is shown that the geometric
definition of τ can be extended to H(LM) for manifolds with zero Euler characteristic,
i.e., χ(M) = 0. This extension depends on the choice of a non-vanishing vector field
on M . By homotopy invariance (see (v) below), our extension of c2 should not depend
on the admissible Hodge propagator P.
(iii) The loop product • is geometrically defined on H(LM); however, it does not always
induce an associative product on Hred(LM) = H(LM,x0). Indeed, the examples of T2
(see [Bas11]) and S3 (see [CS99]) show that H(x0;R) ⊂ H(LM ;R) is not an ideal with
respect to •. By [Tam10], this does not happen when χ(M) 6= 0, and hence, in this
case, • restricts to H(LM,x0;R).
(iv) The computation for Sn with n ≥ 2 and the computation for CPn in Section 5
support the conjecture. The computation for S1 in Section 5.3 provides a counterexample
for non-simply-connected M . Surfaces of genus g ≥ 1 should be considered.
(v) We expect that if M1 and M2 are homotopy equivalent, then the IBL∞-algebras
dIBLn1(C(HdR(M1))) and dIBLn2(C(HdR(M2))) are IBL∞-homotopy equivalent. C
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In Section 5.1, we solve the differential equation for the Hodge propagator P for Sn
(Proposition 5.1.2) using the Relative Poincaré Lemma (Lemma 5.1.1). In the rest of the
section, we will be showing that P is admissible (Proposition 5.1.10); the most work is
to show that P extends smoothly to the blow-up (Proposition 5.1.9). Another Hodge
propagator for S1 can be obtained in an alternative simple way by writing S1 = R/Z,
and there are nice geometric formulas for P for S2 (Example 5.1.3).
In Section 5.2, we use P from Section 5.1 to compute the Chern-Simons Maurer-
Cartan element n for Sn (Proposition 5.2.10). We first prove that the condition (V1)
from Proposition 4.4.1 is satisfied (Lemma 5.2.1) and then perform combinatorics with
degrees to show vanishing of some more integrals (Proposition 5.2.2). In fact, all the
integrals vanish for Sn with n ≥ 3, and the only non-vanishing integrals for S1 are the
Ok-graphs with even k. We compute these integrals explicitly together with all signs and
combinatorial coefficients required to obtain n20 (Lemmas 5.2.5, 5.2.6, 5.2.7 and 5.2.8).
There might be some non-vanishing integrals associated to reduced graphs for S2 as well
as some non-vanishing integrals associated to graphs without external vertices for S3;
however, the simplest examples vanish (Remarks 5.2.3 and 5.2.4).
In the remaining Sections 5.3 and 5.4, we compute IBL(Hn(C(H(M)))) and the higher
operations qn1lg on Hn for M = Sn, CPn. As soon as we argue that n10 = m10 due
to geometric formality, the computation of Hm(C(H(Sn))) and Hm(C(H(CPn))) is an
easy exercise in cyclic homology. The operations for S2m and CPn vanish for degree
reasons (Remark 5.3.1). Therefore, the integrals from Section 5.2 help only in the case
of S2m−1. We compare our results to Chas-Sullivan string topology from [Bas11] and
confirm Conjecture 4.5.1 for Sn with n ≥ 2 and for CPn.
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5.1. Construction of a Hodge propagator for spheres
The standard Riemannian volume form on the round sphere Sn ⊂ Rn+1 is the restriction
of the following closed form on Rn+1\{0}:
Vol(x) := 1|x|n+1
n+1∑
i=1
(−1)i+1xi dx1 · · · d̂xi · · · dxn+1 .
Here d̂xi means that dxi is omitted. We denote the Riemannian volume of Sn by
V :=
∫
Sn
Vol.
The n-form H from Proposition 4.2.7 reads
H = 1
V
(
pr∗1 Vol + (−1)n pr∗2 Vol
)
.
According to Proposition 4.2.8, the equation which we want to solve reads
dP = 1
V
(
(−1)n pr∗1 Vol + pr∗2 Vol
)
. (5.1)
We denote
P˜ := V P and H˜ := VH.
The following lemma will be used to construct a solution to (5.1).
Lemma 5.1.1 (Relative Poincaré Lemma). Let M be a smooth oriented manifold and
ψ : [0, 1]×M →M a smooth map. Consider the operator T : Ω∗(M)→ Ω∗−1(M) defined
by
T (η) :=
∫ [0,1]
ψ∗η for all η ∈ Ω(M),
where we integrate along the fiber of the oriented fiber bundle pr2 : [0, 1]×M →M . Then
we have
d ◦ T + T ◦ d = ψ∗1 − ψ∗0.
Proof. Stokes’ formula from Proposition 4.2.6 gives
d
∫ [0,1]
ψ∗η = −
(∫ [0,1]
dψ∗η −
∫ ∂[0,1]
ψ∗η
)
= −
∫ [0,1]
ψ∗dη + ψ∗1η − ψ∗0η
for all η ∈ Ω(M).
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Proposition 5.1.2 (Solution to (5.1)). For all (x, y) ∈ (Sn × Sn)\∆, let
P(x, y) := (−1)n
n−1∑
k=0
gk(x, y)ωk(x, y), (5.2)
where
gk(x, y) :=
∫ 1
0
tk(t− 1)n−1−k
(2t(t− 1)(1 + x · y) + 1)n+12
dt (5.3)
and
ωk(x, y) :=
1
k!
1
(n− 1− k)!
∑
σ∈Sn+1
(−1)σxσ1yσ2 dxσ3 · · · dxσ2+k
dyσ3+k · · · dyσn+1 .
(5.4)
The form (5.2) is a smoooth solution to (5.1) on (Sn × Sn)\∆.
Proof. Define the set
N := (Rn+16=0 × Rn+16=0 )\{(x, ax) | x ∈ Rn+1, a > 0}.
It is an open thickening of (Sn × Sn)\∆ in Rn+1 × Rn+1\∆. Consider the smooth
deformation retraction
ψ : [0, 1]×N −→ N
(t, x, y) 7−→ ψt(x, y) := (x, (1− t)y − tx)
with
ψ0(x, y) = (x, y) and ψ1(x, y) = (x,−x) for all (x, y) ∈ N.
The retraction is depicted in Figure 5.1. Denote by A : Rn+1 → Rn+1, x 7→ −x the
antipodal map. It is easy to see that
A∗Vol = (−1)n+1Vol,
and hence
ψ∗1H˜ = ψ∗1 pr∗1 Vol + (−1)nψ∗1 pr∗2 Vol = pr∗1 Vol + (−1)n pr∗1A∗Vol = 0.
Define
P := (−1)n+1
∫ [0,1]
ψ∗H. (5.5)
Let T : Ω∗(N)→ Ω∗−1(N) be the cochain homotopy from Lemma 5.1.1 associated to ψ.
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0
x = ψ1t (x, y)
−x
y
t = 0
ψ2t (x, y)
t = 1
Figure 5.1.: Retraction ψt = (ψ1t , ψ2t ). A point of Sn × Sn is visualized as a pair of points
on Sn.
Because dH = 0, we get
dP = (−1)n+1dT (H) = (−1)n+1(dT + Td)H = (−1)n+1(ψ∗1 − ψ∗0)H = (−1)nH.
For every i = 1, . . . , n+ 1, we have
ψ∗(dxi) = dxi and ψ∗(dyi) = (1− t) dyi−tdxi−(yi + xi) dt .
We compute
∫ [0,1]
ψ∗H˜
= (−1)n
∫ [0,1]
ψ∗ pr∗2 Vol
= (−1)n+1
∫ [0,1] n+1∑
i=1
(−1)i ((1− t)y
i − txi)
|(1− t)y − tx|n+1ψ
∗(dy1 · · · d̂yi · · · dyn+1)
= (−1)n+1
∑
1≤i<j≤n+1
(−1)i+j(xiyj − yixj)
∫ [0,1] dtψ∗(dy1 · · · d̂yi · · · d̂yj · · · dyn+1)
|(1− t)y − tx|n+1
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= −
n−1∑
k=0
(∫ 1
0
tk(t− 1)n−1−k
|(1− t)y − tx|n+1 dt
) ∑
1≤i<j≤n+1
(−1)i+j+1(xiyj − yixj)∑
σ:{1,...,n−1}→{1,...,ˆi,...,jˆ,...,n+1}
σ1<···<σk
σk+1<···<σn−1
(−1)σ dxσ1 · · · dxσk dyσk+1 · · · dyσn-1 .
The formulas (5.3) and (5.4) are obtained from this by writing
|(1− t)y − tx|2 = 2t(t− 1)(1 + x · y) + 1
in the denominator of the integrand and by simple combinatorics in the form part,
respectively. Smoothness of P on (Sn × Sn)\∆ follows from the expression (5.5).
Note that gk are smooth functions on (Sn × Sn)\∆.
Example 5.1.3 (P for S1 and S2). (a) Let
α : (S1 × S1)\∆→ (0, 2pi)
be the smooth function assigning to a pair (x, y) ∈ (S1 × S1)\∆ the counterclockwise
angle from x to y. Let α1, α2 ∈ [0, 2pi) be such that x = cos(α1)e1 + sin(α1)e2 and
y = cos(α2)e1 + sin(α2)e2 for the standard Euclidean basis e1, e2 of R2. It is easy to see
that
α(x, y) =
α2 − α1 if α1 < α2,α2 − α1 + 2pi if α1 > α2.
Therefore, we get
dα = dα2−dα1 = −2piH on (S1 × S1)\∆.
On the other hand, we can compute P from (5.2) as follows. Using the substitution
u = 2t− 1, we get for all x, y ∈ S1 with x 6= ±y the following:
g0(x, y) =
∫ 1
0
dt
2t(t− 1)(1 + x · y) + 1
= 11− x · y
∫ 1
−1
du
1+x·y
1−x·yu
2 + 1
= 2√
1− (x · y)2 arctan
(√1 + x · y
1− x · y
)
= pi − arccos(x · y)√
1− (x · y)2
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= pi − arccos(x · y)|x1y2 − x2y1|
= pi − α(x, y)
x1y2 − x2y1 .
The third from last equality can be obtained by trigonometric considerations and the
second from last equality by an algebraic manipulation with the denominator. We will
explain the last equality. Consider the matrix
R =
(
0 −1
1 0
)
representing the counterclockwise rotation by pi2 . The function arccos : (−1, 1)→ (0, pi)
satisfies
arccos(x · y) =
α(x, y) if y ·Rx > 0,2pi − α(x, y) if y ·Rx < 0.
The last equality becomes clear when we notice that x1y2 − x2y1 = y ·Rx.
Finally, we have ω0(x, y) = x1y2 − x2y1, and hence
2piP(x, y) = −g0(x, y)ω0(x, y)
= α(x, y)− pi
= pi − α(y, x).
(b) For n = 2, we get the formulas
g0(x, y) = −g1(x, y) = 1
x · y − 1 and
ω0(x, y) = (x2y3 − x3y2) dy1 +(x3y1 − x1y3) dy2 +(x1y2 − x2y1) dy3
=
3∑
i=1
(x× y)i dyi .
The formula for ω1(x, y) is obtained from the formula for ω0(x, y) by replacing dy
with dx. C
Consider the diagonal action of the orthogonal group O(n + 1) on Rn+1 × Rn+1 by
matrix multiplication.
Proposition 5.1.4 (Symmetries of P). Consider P from Proposition 5.1.2. For all
114
5. Explicit computations
R ∈ O(n+ 1), we have
R∗P = (−1)RP,
where (−1)R = det(R). Moreover, if τ denotes the twist map, then
τ∗P = (−1)nP.
Proof. We will use the thickening N , the antipodal map A and the expression (5.5) for P
from the proof of Proposition 5.1.2.
It is easy to check that both τ and R preserve N . Let τ˜ and R˜ be the isomorphisms of
the fiber bundle pr2 : [0, 1]×N → N given by
τ˜(t, x, y) := (1− t, y, x) and R˜(t, x, y) := (t, Rx,Ry)
for all (t, x, y) ∈ [0, 1] × N . Then τ˜ covers τ and R˜ covers R. A simple computation
directly from Definition 4.2.1 shows that the fiberwise integration commutes with the
pullback along a bundle morphism if the bundle map and the base map are both either
orientation preserving or reversing. In our case, we have
(−1)τ+τ˜ = −1 and (−1)R+R˜ = 1.
Using this and the equation
pr2 ◦ψ ◦ τ˜ = A ◦ pr2 ◦ψ,
we get firstly
τ∗
∫ [0,1]
ψ∗H˜ = −
∫ [0,1]
τ˜∗ψ∗ pr∗2 Vol
= −
∫ [0,1]
ψ∗ pr∗2A∗Vol
= (−1)n
∫ [0,1]
ψ∗ pr∗2 Vol
= (−1)n
∫ [0,1]
ψ∗H˜
and secondly
R∗
∫ [0,1]
ψ∗H =
∫ [0,1]
R˜∗ψ∗H =
∫ [0,1]
ψ∗R∗H = (−1)n+1
∫ [0,1]
ψ∗H.
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This proves the proposition.
Both diffeomorphisms R and τ preserve ∆, and hence they extend to diffeomorphisms
of Bl∆(Sn × Sn). If also P extends, then the statement of Proposition 5.1.4 holds for P
on Bl∆(Sn × Sn).
In the rest of the section, we will be proving that P extends smoothly to Bl∆(Sn ×
Sn). This is a local problem at the boundary, where we introduce the following radial
coordinates. Define the set
X := {(r, η, x) ∈ [0,∞)× Sn × Sn | η · x = 0},
and let κ : X −→ Bl∆(Sn × Sn) be the map defined by
κ(r, η, x) :=

(
x,
x+ rη
|x+ rη|
)
∈ (Sn × Sn)\∆ for r > 0,
[(−η, η)] ∈ P+N(x,x)∆ for r = 0.
Recall that the oriented projectivization P+ was defined in Definition 4.2.2. For the
upcoming computations, it is convention to define the map γ : R→ (−1, 1) by
γ(r) := r√
1 + r2 + 1
for all r ∈ R.
It is a diffeomorphism with inverse r = 2γ1−γ2 .
Lemma 5.1.5 (Parametrization of collar neighborhood). The subset X ⊂ R×Rn+1×Rn+1
is a submanifold with boundary, and the map κ : X −→ Bl∆(Sn × Sn) is an embedding
onto a neighborhood of ∂Bl∆(Sn × Sn).
Proof. The set X is a Cartesian product of [0,∞) and a regular level set; therefore, it is a
submanifold with boundary. The inclusion Sn×Sn ⊂ Rn+1×Rn+1 induces an embedding
of manifolds with boundary Bl∆(Sn × Sn) ⊂ Bl∆(Rn+1 × Rn+1). Consider the global
chart 1˜ : Bl∆(Rn+1 × Rn+1) → [0,∞) × Sn × Rn+1 from (4.4) induced by the identity.
We have
Y := 1˜(Bl∆(Sn × Sn))
= {(r˜, w, u) ∈ [0,∞)× Sn × Rn+1 | |u|2 + r˜2 = 1, w · u = 0},
where we denote r on Y by r˜ in order to distinguish it from r on X. It suffices to prove
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the claim for the map µ := 1˜ ◦ κ : X → Y . For (r, η, x) ∈ X, we compute
µ(r, η, x) =
(
γ√
1 + γ2
,
1√
1 + γ2
(γx− η), 11 + γ2 (x+ γη)
)
.
This formula defines a smooth map of R × Rn+1 × Rn+1. It is a local diffeomorphism
because its Jacobian is non-vanishing:
|Dµ | = ∂r˜
∂r
(∂w
∂η
∂u
∂x
− ∂w
∂x
∂u
∂η
)n+1
= (−1)n+1(1 + γ2)−n+42 ∂γ
∂r
.
Moreover, the map µ is injective, maps X into Y and ∂X onto ∂Y . The claim follows.
Consider the action of O(n+ 1) on X defined by
R · (r, η, x) := (r,Rη,Rx) for all (r, η, x) ∈ X and R ∈ O(n+ 1).
Via κ, this agrees with the diagonal action of O(n+ 1) on Bl∆(Sn × Sn). Denote
P′ := κ∗P ∈ Ωn−1(Int(X)).
From Proposition 5.1.4 we get
R∗P′ = (−1)RP′ for all R ∈ O(n+ 1). (5.6)
Consider the smooth curve (see Figure 5.2)
ζ ′ : [0,∞) −→ X
r 7−→ (r, en, en+1).
We have the following lemma.
Lemma 5.1.6 (Smooth extension along curve). The form P′ extends smoothly to X if
and only if the map P′ ◦ ζ ′ : (0,∞)→ Λn−1T ∗X extends smoothly to the interval [0,∞).
Proof. As for the non-trivial implication, let (0, η0, x0) ∈ X be a boundary point. Pick
vectors v1, . . . , vn−1 ∈ Rn+1 so that the vectors v1, . . . , vn−1, η0, x0 are linearly
independent, and define the set
U := {(r, η, x) ∈ X | v1, . . . , vn−1, η, x are linearly independent}.
It is an open neighborhood of (0, η0, x0) in X. Applying the Gram-Schmidt orthog-
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0 en
en+1
ζ(r)r
Figure 5.2.: The curve ζ := κ ◦ ζ ′ is given by ζ(r) = (en+1, en+1+ren|en+1+ren|) for r > 0.
onalization to v1, . . . , vn−1, η, x, we find a smooth map R : U → O(n + 1) such
that
R(r, η, x) · (r, η, x) = (r, en, en+1) for all (r, η, x) ∈ U.
The equation (5.6) implies
P′(r, η, x) = (−1)RR(r, η, x)∗(P′(r, en, en+1)) for all (r, η, x) ∈ Int(U),
where R(r, η, x)∗ : Λ∗T ∗X → Λ∗T ∗X is the smooth cotangential map which is induced
by the diffeomorphism R(r, η, x) : X → X, and which maps the fiber over z ∈ X to the
fiber over R(r, η, x)−1z. By the assumption, all maps in the composition are smooth in
their arguments. The lemma follows.
Lemma 5.1.7 (Local expression at boundary). On the interval (0,∞), we have
P˜′ ◦ ζ ′ = (−1)n+1(1 + γ2)−n−12
n−1∑
k=0
γn−k(hk ◦ γ)(νk ◦ ζ ′),
where the functions hk : (0, 1)→ R are defined by
hk(γ) :=
∫ 1
−1
(u+ γ2)k(u− 1)n−1−k
(u2 + γ2)n+12
du for all γ ∈ (0, 1)
and the forms νk ∈ Ω(X) are defined by
νk(r, x, η) :=
1
k!(n− 1− k)!
∑
σ∈Sn−1
(−1)σ dxσ1 · · · dxσk dησk+1 · · · dησn-1 .
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Proof. We start with the following formula from the proof of Proposition 5.1.2:
P˜ =
∑
1≤i<j≤n+1
(−1)i+j(xiyj − yixj)
∫ [0,1] dtψ∗(dy1 · · · d̂yi · · · d̂yj · · · dyn+1)
|(1− t)y − tx|n+1 .
We restrict to the points (x, y) = κ(r, en, en+1) with r > 0. There, we have
x1 = · · · = xn = 0, xn+1 = 1,
y1 = · · · = yn−1 = 0, yn = 2γ1 + γ2 , y
n+1 = 1− γ
2
1 + γ2 .
Under the substitution u = 2t− 1, we get
|(1− t)y − tx|2 = 4t(t− 1)1 + γ2 + 1 =
u2 + γ2
1 + γ2 .
We make the following preliminary computations:
xiyj − yixj = 0 for 1 ≤ i ≤ n− 1 and i < j ≤ n+ 1,
xnyn+1 − ynxn+1 = − 2γ1 + γ2 ,
κ∗(dyi) = 11 + γ2
(
(1− γ2) dxi +2γ dηi) for 1 ≤ i ≤ n− 1.
We plug these in the formula for P˜ and get
P˜′(ζ ′(r)) = 2γ(1 + γ2)
n−1
2
∫ [0,1]
dt
∏n−1
i=1
(
(1− t)κ∗(dyi)− t dxi)
(u2 + γ2)n+12
= (−1)n+1γ(1 + γ2)−n−12
∫ [−1,1]
du
∏n−1
i=1
(
(u+ γ2) dxi +γ(u− 1) dηi)
(u2 + γ2)n+12
= (−1)n+1(1 + γ2)−n−12
n−1∑
k=0
γn−k
(∫ 1
−1
(u+ γ2)k(u− 1)n−1−k
(u2 + γ2)n+12
du
)
νk.
The lemma follows.
Lemma 5.1.8 (Integrals depending on parameter). Let n ∈ N, and let l ∈ {0, 1, . . . , n−
1}. The function Fn,l : (0,∞)→ R defined by
Fn,l(t) :=
∫ 1
−1
tn−lul
(u2 + t2)n+12
du for all t ∈ (0,∞) (5.7)
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extends smoothly to [0,∞).
Proof. We have
F1,0(t) = 2 arctan
(1
t
)
= pi − 2 arctan(t) for all t ∈ (0,∞).
The right-hand side is a smooth function on R.
For n ≥ 2, we deduce the recursive formula
Fn,0(t) =
1
n− 1
(
(n− 2)Fn−2,0(t) + 2t
n−2
(1 + t2)n−12
)
.
If l is odd, then Fn,l ≡ 0 for all n because the integrand of (5.7) is odd as a function of u.
For n ≥ 3 and even 2 ≤ l ≤ n− 1, we deduce yet another recursive formula
Fn,l(t) =
1
n− l
(
(l − 1)Fn,l−2(t)− 2t
n−l
(1 + t2)n−12
)
.
The claim for all Fn,l follows by induction.
Proposition 5.1.9 (Smooth extension to boundary). The form P from (5.2) extends
smoothly to Bl∆(Sn × Sn).
Proof. According to Lemmas 5.1.5 and 5.1.6, it suffices to show that the curve P′ ◦ ζ ′ :
(0,∞) → Λn−1T ∗X extends smoothly to [0,∞). Lemma 5.1.7 gives an expression for
P′◦ζ ′ as a linear combination of smooth forms νk ∈ Ωn−1(X) with coefficients γn−k(hk◦γ)
for k = 0, . . . , n− 1 multiplied by the overall coefficient (−1)n(1 + γ2)−n−12 . We expand
γn−k(hk ◦ γ) =
k∑
a=0
n−1−k∑
b=0
(−1)n−1−k−b
(
k
a
)(
n− 1− k
b
)∫ 1
−1
γn+k−2aua+b
(u2 + γ2)n+12
du
and notice that we can write∫ 1
−1
γn+k−2aua+b
(u2 + γ2)n+12
du = γk−a+b(Fn,a+b ◦ γ)
for the function Fn,l from (5.7) with l := a + b. Because 0 ≤ l ≤ n − 1, Lemma 5.1.8
asserts that Fn,l extends smoothly to [0,∞). Because k− a+ b ≥ 0, the entire coefficient
at νk extends smoothly to [0,∞) for every k = 0, . . . , n− 1. The lemma follows.
We summarize our results in the following proposition:
120
5. Explicit computations
x1
v
1 1
Figure 5.3.: The Y -graph for Sn.
Proposition 5.1.10 (Hodge propagator for Sn). The form P from (5.2) defines a Hodge
propagator for Sn satisfying Definition 4.2.4. Moreover, we have the symmetries
R∗P = (−1)RP for all R ∈ O(n+ 1) and
τ∗P = (−1)nP.
Proof. The proposition is a summary of Propositions 5.1.2, 5.1.4 and 5.1.9.
Remark 5.1.11 (Better notation due to R. Bryant, see [Bry18]). Pick an oriented basis
e1, . . . , en+1 of Rn+1 as generators of the exterior algebra Λ∗(Rn+1), and view x, y, dx,
dy as Λ∗(Rn+1)-valued forms on Rn+1. For example, we view x as the map x ∈ Rn+1 7→∑n+1
i=1 x
iei ∈ Λ1(Rn+1) and dx as the map x ∈ Rn+1 7→∑n+1i=1 (dxi)xei ∈ Λ1(Rn+1). There
is a natural wedge product on the space of Λ∗(Rn+1)-valued forms. If ω is a top-form,
we denote by [ω] the coefficient of ω at e1 ∧ · · · ∧ en+1. Then it holds
ωk(x, y) =
1
k!
1
(n− 1− k)! [x ∧ y ∧ (dx)
k ∧ (dy)n−1−k].
Note that if we view ei as odd variables, then [·] corresponds to the odd integra-
tion
∫
De(·). It would be interesting to know whether this notation simplifies some proofs,
especially if Lemma 5.2.1 can be deduced from abstract algebraic facts or rules valid for
odd integration. C
5.2. Computation of Chern-Simons Maurer-Cartan element for
spheres
We recall from Definition 4.3.6 that the Chern-Simons Maurer-Cartan element n is
computed as a sum over trivalent ribbon graphs decorated with the admissible Hodge
Propagator P at internal edges, integration variables xi at internal vertices and, in the
case of Sn, with 1 or v at external vertices.
The canonical Maurer-Cartan element m is the contribution of the Y-graph (see
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Figure 5.3), and it is easy to see that
m10(sv11) = (−1)nm10(s1v1) = m10(s11v) = (−1)n−2.
Throughout this section, we will be in the setting of Definition 4.3.6. In particular,
Γ ∈ RG(3)klg is a ribbon graph, L its compatible labeling admissible with respect to an
input ω1, . . . , ωl and I(σL) the corresponding integral.
Lemma 5.2.1 (Condition (V1) holds). For the Hodge Propagator P from (5.2) for Sn
for n ≥ 1, every graph Γ 6= Y with 1 at an external vertex vanishes.
Proof. The only contribution of an A-vertex which does not vanish for degree reasons is
Av,1(y) =
∫
x
P(x, y)Vol(x).
From the symmetry of P and Vol under the action of O(n+ 1), we get
R∗Av,1 = (−1)RAv,1 for all R ∈ O(n+ 1).
Therefore, it suffices to check that Av,1(e1) = 0, where e1, . . . , en+1 denotes the standard
basis of Rn+1. Evaluation of (5.4) at (x, e1) gives
ω0(x, e1) =
1
(n− 1)!
∑
σ∈Sn+1
σ2=1
(−1)σxσ1 dyσ3 · · · dyσn+1 .
Therefore, we get
Av,1(e1) = (−1)n
∫
x
g0(x · e1)ω0(x, e1)Vol(x)
= (−1)n+1
∫
x
g0(x1)
(n+1∑
j=2
(−1)jxj
)
Vol(x) dy2 · · · d̂yj · · · dyn+1,
where we view g0 as a function of x · y. Consider the cyclic permutation of x2, . . . , xn+1:
I : Sn −→ Sn
(x1, x2, . . . , xn, xn+1) 7−→ (x1, xn+1, x2 . . . , xn).
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Then we have
∫
x
g0(x1)
n+1∑
j=2
(−1)jxjVol(x) = (−1)n−1
∫
x
I∗
(
g0(x1)
n+1∑
j=2
(−1)jxjVol(x)
)
= (−1)n−1
∫
x
g0(x1)
(
−
n+1∑
j=2
(−1)jxj
)(
(−1)n−1Vol(x))
= −
∫
x
g0(x1)
n+1∑
j=2
(−1)jxjVol(x).
It follows that Av,1(e1) = 0.1
Let us now consider the contribution of a B-vertex with 1:
B1(y, z) =
∫
x
P(y, x)P(x, z) = (−1)n
∫
x
P(y, x)P(x, z).
For n = 1, the degree of P(y, x)P(x, z) is 0, and hence B1 = 0 trivially. Suppose that
n ≥ 2. As in the case of Av,1, we get that
R∗B1 = (−1)RB1 for all R ∈ O(n+ 1).
Therefore, it suffices to check that B1(e1, c1e1 + c2e2) = 0 for all (c1, c2) ∈ S1. We have
B1(e1, c1e1 + c2e2) = (−1)n
∫
x
n−1∑
a=1
ga(x1)gn−a(c1x1 + c2x2)ωa(x, e1)
ωn−a(x, c1e1 + c2e2).
We will show that for every a = 1, . . . , n− 1 we can write
µa(x) := ωa(x, e1)ωn−a(x, c1e1 + c1e2) =
(n+1∑
i=3
±xiVol(x)
)
ηa(y, z) (5.8)
with alternating signs for some form ηa(y, z). Then we can use the same argument as
for Av,1 with the cyclic permutation of x3, . . . , xn+1 given by
I ′ : Sn −→ Sn
(x1, x2, x3, . . . , xn, xn+1) 7−→ (x1, x2, xn+1, x3 . . . , xn)
1Notice that we avoided using
∑∫
=
∫ ∑
because the convergence of single summands is not
guaranteed.
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to conclude that B1(e1, c1e1 + c2e2) = 0.
In order to show (5.8), we have to study the product of ωi’s. From (5.4) we get
ωa(x, y)ωn−a(x, z)
= 1
a!(n− 1− a)!(n− a)!(a− 1)!
∑
σ, µ∈Sn+1
(−1)σ+µxσ1xµ1yσ2zµ2
dxσ3 · · · dxσ2+a dxµ3 · · · dxµ2+n−a dyσ3+a · · · dyσn+1
dzµ3+n−a · · · dzµn+1 .
(5.9)
In order to simplify this expression, we decompose σ ∈ Sn+1 as
σ = σ5 ◦ σ4 ◦ σ3 ◦ σ2 ◦ σ1, (5.10)
where σ1, . . . , σ5 ∈ Sn+1 are permutations defined as follows:
• The permutation σ1 is a shuffle permutation σ1 ∈ S2+a,n−a−1 such that its first
block denoted by σ1(1) = (σ11, . . . , σ12+a) is equal to the ordered set {σ1, . . . , σ2+a}.
The second block σ1(2) is then the ordered set {σ3+a, . . . , σn+1}, which will be
denoted by Jσ.
• The permutation σ2 acts on the block σ1(1) by moving σ2 in front. We denote the
new block σ1(1)\{σ2} by Iσ, so that we can write σ2 : σ1(1) 7→ (σ2, Iσ).
• The permutation σ3 acts on the block Iσ by moving σ1 in front. Together with the
previous step we get σ1(1) 7→ (σ2, σ1, Iσ\{σ1}).
• The permutation σ4 is a transposition of σ1 and σ2.
• The permutation σ5 is determined by the pair (σ51, σ52) ∈ Sa × Sn−1−a of per-
mutations σ51 and σ52 acting on blocks Iσ\{σ1} and Jσ to get (σ3, . . . , σ2+a) and
(σ3+a, . . . , σn+1), respectively.
We define the decomposition µ1, . . . , µ5 for µ ∈ Sn+1 from (5.9) analogously with a
replaced by n− a. Using (5.10), the product (5.9) can be written as
1
a!(n− 1− a)!(n− a)!(a− 1)!
∑
σ1,..., σ5
µ1,..., µ5
(−1)σ1+···+σ5+µ1+···+µ5xσ1xµ1yσ2zµ2
dxσ51(Iσ\{σ1}) dxµ51(Iµ\{µ1}) dyσ52(Jσ) dzµ52(Jµ)
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= −
∑
σ1, µ1
(−1)σ1+µ1
( ∑
σ2, µ2
(−1)σ2+µ2
∑
σ3, µ3
(−1)σ3+µ3xσ1xµ1yσ2zµ2
dxIσ\{σ1} dxIµ\{µ1}
)
dyJσ dzJµ ,
where −1 comes from (−1)σ4 and σ5 is compensated by permutations of forms. For
fixed σ1 and µ1, consider the coefficient at dyJσ dzJµ in the brackets. If we evaluate it at
y = e1, z = c1e1 + c2e2, we get
c1
=: I︷ ︸︸ ︷∑
σ3, µ3
σ2=1
µ2=1
(−1)σ3+µ3xσ1xµ1 dxIσ\{σ1} dxIµ\{µ1}
+ (−1)µ2c2
=: II︷ ︸︸ ︷∑
σ3, µ3
σ2=1
µ2=2
(−1)σ3+µ3xσ1xµ1 dxIσ\{σ1} dxIµ\{µ1},
where (−1)µ2 = −1 if and only if 1 ∈ Iµ.
More generally, for multiindices I1, I2 ⊂ {1, . . . , n+ 1} of lengths a+ 1 and n− a+ 1,
respectively, consider the sum
S(I1, I2) :=
∑
i1∈I1
i2∈I2
(−1)(i1,I1)+(i2,I2)xi1xi2 dxI1\{i1} dxI2\{i2}, (5.11)
where (ij , Ij) is the number of transpositions required to move ij in front of Ij . The
following implication holds:
S(I1, I2) 6= 0 =⇒ 1 ≤ |I1 ∩ I2| ≤ 2.
We distinguish the two cases left:
Case I1 ∩ I2 = {i, j} with i < j: We get
S(I1, I2) = (−1)(i,I1)+(j,I2)xixj dxI1\{i} dxI2\{j}
+ (−1)(j,I1)+(i,I2)xjxi dxI1\{j} dxI2\{i}
= (−1)(i,I1)+(j,I2)+(j,I1)+1+(i,I2)xixj dxj dxI1\{i,j}
dxi dxI2\{i,j}+(−1)(j,I1)+(i,I2)+(i,I1)+(j,I2)+1xixj
dxi dxI1\{i,j} dxj dxI2\{i,j}
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= ±(−1 + 1)xixj dxi dxI1\{i,j} dxj dxI2\{i,j},
where in the last step we switched dxi ↔ dxj in the first summand. Therefore, it
holds S(I1, I2) = 0.
Case I1 ∩ I2 = {i}: We must have I1∪I2 = {1, . . . , n+1}. A non-zero summand in (5.11)
has either i1 = i and i2 ∈ I2, in which case
I1\{i1} ∪ I2\{i2} = {1, . . . , î2, . . . , n+ 1},
or i2 = i and i1 ∈ I1 with i1 6= i, in which case
I1\{i1} ∪ I2\{i2} = {1, . . . , î1, . . . , n+ 1}.
Indices i2 from the first case and i1 from the second case constitute {1, . . . , n+ 1}.
Therefore, for some signs ±, we can write
S(I1, I2) = xi
n+1∑
j=1
±xj dx1 · · · d̂xj · · · dxn+1 .
We will prove that the signs alternate, and hence S(I1, I2) = ±xiVol(x). Suppose
that j, j + 1 ∈ I1 for some j ∈ {1, . . . , n}. The two summands in (5.11) with
(i1, i2) = (j, i) and (i1, i2) = (j + 1, i), respectively, give
(−1)(j,I1)+(i,I2)xjxi dxI1\{j} dxI2\{i}+(−1)(j+1,I1)+(i,I2)xj+1xi
dxI1\{j+1} dxI2\{i}
= (−1)(i,I2)xjxi dxj+1 dxI1\{j,j+1} dxI2\{i}
+ (−1)1+(i,I2)xj+1xi dxj dxI1\{j,j+1} dxI2\{i}
= (−1)(i,I2)xi(xj dxj+1−xj+1 dxj) dxI1\{j,j+1} dxI2\{i} .
The signs clearly alternate. A symmetric argument holds when j, j + 1 ∈ I2. Now
assume that j ∈ I1 and j + 1 ∈ I2. The two summands in (5.11) which have
(i1, i2) = (j, i) and (i1, i2) = (i, j + 1), respectively, give
(−1)(j,I1)+(i,I2)xjxi dxI1\{j} dxI2\{i}+(−1)(i,I1)+(j+1,I2)xixj+1
dxI1\{i} dxI2\{j+1}
= (−1)(j,I1)+(i,I1\{j})+(a+1)xjxi dxI1\{i,j} dxI2
+ (−1)(i,I1)+(j+1,I2)+(j,I1\{i})xixj+1 dxj dxI1\{i,j} dxI2\{j+1}
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= (−1)(j,I1)+(i,I1\{j})+(j+1,I2)xixj dxj+1 dxI1\{i,j} dxI2\{j+1}
+ (−1)1+(j,I1)+(i,I1\{j})+(j+1,I2)xixj+1 dxj dxI1\{i,j} dxI2\{j+1}
= (−1)(j,I1)+(i,I1\{j})+(j+1,I2)xi(xj dxj+1−xj+1 dxj)
dxI1\{i,j} dxI2\{j+1} .
The signs alternate again. A symmetric argument holds for j ∈ I2 and j + 1 ∈ I1.
Back to the original problem, we have I = S(Iσ, Iµ) with Iσ, Iµ ⊂ {2, . . . , n + 1}.
It follows that the first case applies, and hence I = 0. We have II = S(Iσ, Iµ) with
Iσ ⊂ {2, . . . , n+ 1} and Iµ ⊂ {1, 2̂, . . . , n+ 1}. It follows that either the first case or the
second case with i ≥ 3 applies. This proves (5.8) up to signs. Tracing back the signs,
one can convince himself that the signs in (5.8) indeed alternate.
The last paragraph of the proof of Proposition 4.4.2 finishes the proof.
We summarize the consequences in the following proposition. The main argument is
the same as in the proof of Proposition (4.4.4).
Proposition 5.2.2 (Vanishing of graphs for Sn). Consider Sn with the Hodge Propaga-
tor (5.2). Only the following trivalent ribbon graphs Γ 6= Y do not necessarily vanish:
(n = 1): The Ok-graph with k ∈ 2N internal vertices of type B with v at the external
vertex (see Figure 5.7).
(n = 2): It must hold A = 0, C = 2B and all B vertices must have v at the external
vertex. Moreover, if Γ is reduced, it must have g ≥ 1.
(n = 3): There is no external vertex and 4 | C holds.
(n > 3): All graphs vanish.
Proof. Lemma 5.2.1 implies that A = 0 and that the total form-degreeD satisfiesD = nB.
Therefore, we get from (4.27) the following: for n > 3 there is neither a B-vertex nor
a C-vertex; for n = 3, there is no B-vertex; for n = 2, we have C = 2B; and for n = 1,
there is no C-vertex.
Consider the pullback of I(σL) along the (multi)diagonal action of an R ∈ O(n+ 1)
with det(R) = −1 on (Sn)×k. We get schematically∫
(Sn)×k
PeVols = (−1)k+e+s
∫
(Sn)×k
GeVols.
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x1 x2
x3
v
(a) P1
x5
x3x4
x6
x1 x2
vv
(b) P2
Figure 5.4.: Vanishing graphs P1 and P2 for S2.
Therefore, k + e+ s has to be even. If we plug-in from (4.24), we get
k + e+ s =

3B for n = 1,
8B for n = 2,
5
2C for n = 3.
A non-vanishing reduced graph must have B ≥ l. For n = 2, so that C = 2B, the
formula (4.25) gives g ≥ 1.
Remark 5.2.3 (Graphs for S2). The simplest possibly non-vanishing graph for S2 has
A = 0, B = 1, C = 2. If it is reduced, we must have l = g = 1, and hence it will
contribute to n11. Up to an isomorphism, there is only one such graph, which we denote
by P1 (see Figure 5.4). However, we see that the pair of internal vertices x1 and x2 is
connected by two edges, which implies that P1 = 0. Indeed, P(x, y) has odd degree, and
hence we have2
P(x, y)P(y, x) = P(x, y)2 = 0
by the symmetry on the pullback along the twist map. It follows that n11 = 0.
The second simplest possibly non-vanishing reduced graph is the graph P2 from
Figure 5.4. Let
η(x1, x2, x3, x4, x5) := P(x1, x2)P(x1, x3)P(x4, x2)P(x4, x3)P(x3, x5)
P(x2, x5)Vol(x5)
denote the form in the integrand coming from the part of the graph on the right-hand
side of the vertical axis going through x1, x4. If τ1,4 denotes the exchange of x1 and x4,
2We recall from Section 4.3 that the notation P(xi, xj) means (pii × pij)∗P and not just the evaluation
at (xi, xj).
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then clearly τ∗1,4η = η because the graph is symmetric with respect to the horizontal axis
going through x5, x6. Using this, we compute∫
x1,x2,x3,x4,x5,x6
v(x6)P(x1, x6)P(x4, x6)η(x1, x2, x3, x4, x5)
=
∫
τ1,4(x1,x2,x3,x4,x5,x6)
τ∗1,4
(
v(x6)P(x1, x6)P(x4, x6)η(x1, x2, x3, x4, x5)
)
=
∫
x4,x2,x3,x1,x5,x6
v(x6)P(x4, x6)P(x1, x6)η(x4, x2, x3, x1, x5)
= −
∫
x1,x2,x3,x4,x5,x6
v(x6)P(x1, x6)P(x4, x6)η(x1, x2, x3, x4, x5),
where the minus sign comes from switching the first two P’s. We see that P2 vanishes.
The other variants with x5 moved on the edge x3, x4 and x2, x4 vanish by a similar
argument using the compositions τ1,3 ◦ τ5,6 and τ1,2 ◦ τ5,6, respectively. We conclude that
n21 = 0, and hence qn121 = 0.
We sum up some general observations about the integrals for S2:
• We have B1 6= 0 and C 6= 0 for the corresponding forms.
• We have the multiplication formula (c.f., Example 5.1.3)
ω1(x, y)ω1(x, z) = x · (y × z)Vol(x).
• The number (−1)σLI(σL) does not depend on the choice of L1 provided a compatible
L2 is chosen.
• It holds ∑Lb3(−1)σLI(σL) = 0 whenever there is a boundary component with even
number of v’s.
• If there is a B-vertex x such that the underlying graph (after forgetting the ribbon
structure) is symmetric on the reflection along an axis going through x, then
I(σL) = 0. C
Remark 5.2.4 (Graphs for S3). For S3, we consider the non-reduced graphs K1 and K2 and
the tadpole graph from Figure 5.5. The graphs K1 and K2 appear in the definition of the
Chern-Simons topological invariant in [Koh02] (with a gauge group). The corresponding
integrals from our theory vanish “algebraically”, i.e., at the level of wedge products of ωi.
Indeed, every summand in K1 contains
ωa(x1, x1) = 0 for some a = 0, 1, 2,
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x1 x2
(a) K1
x1 x2
(b) K2
x1 x2
x3
v
1 1
(c) Tadpole
Figure 5.5.: Graphs K1 and K2 from the Chern-Simons theory and the tadpole graph
with (l, g) = (2, 0) for n = 3.
and, for degree reasons, the form part of K2 can contain only
ω1(x1, x2)3 = 0 or ω0(x1, x2)ω1(x1, x2)ω2(x1, x2) = 0.
The tadpole graph contains only
ω2(x1, x3)ω1(x1, x2)ω2(x2, x3) = 0. C
Equations in Remark 5.2.4 were checked by the computer—this is possible as the
vanishing is purely algebraic. Any author’s attempts to show numerically that some
integrals are non-zero or get a hint for “analytic vanishing” failed so far. The program
for Wolfram Mathematica 10.4 will be made available at [Háj18a] and possibly updated.
We will now compute n20 for S1, which according to Proposition 5.2.2 consists only of
contributions from the Ok-graphs with k even. By analogy with the finite dimensional
case (see Appendix A), we expect that the number (−1)σLI(σL) does not depend on L.
All inputs are namely the same and the degrees even, i.e., |m+2 | = −2, |θ2P| = −2 and
|v| = 0.
We fix s1, s2 ≥ 1 such that k = s1 + s2 is even and make the ansatz
n20(svs1 ⊗ svs2) := ε(s1, s2)C(s1, s2)I(k),
130
5. Explicit computations
where I(k) is the integral
1
V k
∫
x1,...,xk
G(x1, x2) · · ·G(xk−1, xk)G(xk, x1)Vol(x1) · · ·Vol(xk), (5.12)
ε(s1, s2) a sign and C(s1, s2) a combinatorial coefficient to be determined.
We fix a circle in the plane with k points (= internal vertices) and denote by O(s1, s2)
the set of ribbon graphs constructed by attaching external legs from which s1 points in
the interior and s2 in the exterior, or the other way round, so that O(s1, s2) = O(s2, s1)
(see Figure 5.7). Recall that the ribbon structure is induced from the counterclockwise
orientation of the plane. It is easy to see that all graphs in O(s1, s2) admit a labeling
which is admissible with respect to svs1⊗svs2 , and that O(s1, s2) contains a representative
of every such Ok-graph.
Lemma 5.2.5 (Integral for the Ok-graph for S1). For every even k ≥ 2, the integral
I(k) is equal to
(−1)k+1 12k
∑
i=2,4,...,k
i
(i+ 1)!
∑
i1+···+ir=k−i
i1,...,ir∈2N, r∈N
(−1)r 1(i1 + 1)! · · · (ir + 1)! . (5.13)
Proof. Denote P¯ := −2piP. For all k, l ≥ 1, we consider the more general integral
I(k, l) :=
∫
x1,...,xk
P¯(x1, x2) · · · P¯(xk−1, xk)P¯(xk, x1)lVol(x1) · · ·Vol(xk).
Taking the pullback along (x1, x2, . . . , xk−1, xk) 7→ (xk, xk−1, . . . , x2, x1) and using the
antisymmetry of P¯(x, y), we get I(k, l) = 0 whenever k + l is even. We will compute
I(k, 1) for k ∈ 2N from a recursive relation which arises from successive integration.
For the recursion step, we need to evaluate the integral∫
y
P¯(x, y)P¯(y, z)lVol(y)
for fixed (x, z) ∈ (S1 × S1)\∆. Pick the chart g : S1\{z} → (−pi, pi) defined by
g(y) = P¯(y, z) = pi − α(y, z) for y ∈ S1\{z},
where the angle α was defined in Example 5.1.3. It holds dg(y) = Vol(y) and
P¯(x, y) =
P¯(x, z)− g(y)− pi for − pi < g(y) < P¯(x, z),P¯(x, z)− g(y) + pi for P¯(x, z) < g(y) < pi.
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We compute
∫
y
P¯(x, y)P¯(y, z)lVol(y) =
∫ pi
−pi
(P¯(x, z)− g)gl dg−pi
∫ P¯(x,z)
−pi
gl dg
+ pi
∫ pi
P¯(x,z)
gl dg
= 2pi
l + 1

pilP¯(x, z)− P¯(x, z)l+1 for l even,
pil+1
l + 2 − P¯(x, z)
l+1 for l odd.
From now on,
∫
will stand for the Riemannian integral, i.e.,
∫
f :=
∫
fVol for a
function f . We compute
I(2, l) =
∫
x1,x2
P¯(x1, x2)P¯(x2, x1)l
= −
∫
yz
P¯(y, z)l+1
= −2pi
∫ pi
−pi
gl+1 dg
=

0 for l even,
−4pi
l+3
l + 2 for l odd.
For k ≥ 4 even and l odd, we compute
I(k, l) = 2pi
l + 1
∫
x1,...,xk−1
P¯(x1, x2) · · · P¯(xk−2, xk−1)( pil+1
l + 2 − P¯(xk−1, x1)
l+1
)
= −4pi
2
(l + 1)(l + 2)
∫
x1,...,xk−2
P¯(x1, x2) · · · P¯(xk−3, xk−2)(
pil+1P¯(xk−2, x1)− P¯(xk−2, x1)l+2
)
= 4pi
2
(l + 1)(l + 2)
(−pil+1I(k − 2, 1) + I(k − 2, l + 2)).
For the second equality, we used
∫
x1
P¯(x1, x2) = 0 to show that the term multiplied by
pil+1
l+2 vanishes. It follows that
I(k, 1) = (2pi)
k−2
(k − 1)!I(2, k − 1)−
∑
l=2,4,...,k−2
(2pi2)k−l
(k − l + 1)!I(l, 1)
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= −k(2pi
2)k
(k + 1)! −
∑
l=2,4,...,k−2
(2pi2)k−l
(k − l + 1)!I(l, 1) for all k = 2, 4, . . .
This is a recursive equation of the form ak = ck +
∑k−1
l=1 dk−lal. Its solution is ak =∑k
i=1 ciDk−i with D0 := 1 and Di =
∑
di1 · · · dir , where we sum over all r = 1, . . . , i and
i1, . . . , ir ∈ N such that i1 + · · ·+ ir = i. Therefore, we get
I(k, 1) = −(2pi2)k
∑
i=2,4,...,k
i
(i+ 1)!
∑
i1+···+ir=k−i
i1,...,ir∈2N,r∈N
(−1)r 1(i1 + 1)! · · · (ir + 1)! .
The result has to be multiplied by (−1)k(2pi)−2k in order to get I(k).
Lemma 5.2.6 (Independence of labeling). The summand (−1)σLI(σL) in the definition
of n20(svs1 ⊗ svs2) for S1 is independent of the choice of Γ ∈ O(s1, s2) and its labeling L
which is compatible and admissible with respect to the input.
Proof. Pick Γ ∈ O(s1, s2) and its admissible labeling L. Let L′ be an other admissible
labeling of Γ. We distinguish the following situations:
• Suppose that L and L′ differ by a permutation µ in Lb3. A similar argument as in the
proof of Lemma 4.3.7 shows that (−1)σL′ = (−1)µ(−1)σL and I(σ′L) = (−1)µI(σL),
where the sign in the integral comes from the permutation of Vol’s, which have
form-degree 1. Hence (−1)σL′ I(σL′) = (−1)σLI(σL).
• Suppose that the boundaries are permuted, i.e., that L and L′ differ in Lb1. Notice
that s1 = s2 because otherwise one of L or L′ would not be admissible. The sign
from changing Lb1 cancels as in the previous case.
• Suppose that L and L′ differ in L2. It was explained in the proof of Lemma 4.3.7
that a single change of L2 induces the sign (−1)n−1 = 1 in (−1)σLI(σL).
• A cyclic permutation in Lv3 induces a sign neither in (−1)σL nor in I(σL).
• A permutation µ in Lv1 induces (−1)µ in (−1)σL and a change in I(σL), which can
be realized by taking the pullback along µ : (x1, . . . , xk) 7→ (xµ1 , . . . , xµk). However,
the sign of the Jacobian is (−1)µ, which cancels the sign from (−1)σL .
Next, we prove the independence of Γ ∈ O(s1, s2). Let L be an admissible and
compatible labeling of Γ. Pick two adjacent internal vertices with external legs pointing
to different regions, i.e., one to the interior of the circle and the other to the exterior.
Suppose that the vertices are labeled by v1 and v2 and the legs by l1 and l2, respectively.
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12
3
12 3v1
l1 v2
l2
12
3
1
2 3v1
l2
v2
l1
Figure 5.6.: Swapping adjacent legs.
Let Γ′ ∈ O(s1, s2) be the graph with the two legs turned inside out (see Figure 5.6). We
can construct an admissible and compatible labeling L′ of Γ′ by making the following
changes to L: The new leg at v1 will be labeled by l2 and the new leg at v2 by l1. The
cyclic orderings at v1 and v2, respectively, have to be modified by a transposition in order
to get compatibility with the new ribbon structure. All other labelings can be copied
from L. In total, we get
(−1)σL−σL′ = −1.
This sign is compensated by swapping the one-forms in I(σL):
Vol(xv1) . . .Vol(xv2) ←→ Vol(xv2) . . .Vol(xv1).
The independence of Γ ∈ O(s1, s2) follows from the fact that we can span the entire
O(s1, s2) by repeating the swap-of-legs operation.
Lemma 5.2.7 (Sign). We have
ε(s1, s2) = (−1)s1+1.
Proof. By Lemma 5.2.6, in order to compute (−1)σLI(σL), we can pick Γ∗ ∈ O(s1, s2)
and its admissible and compatible labeling L∗ from Figure 5.7. We abbreviate σ0 = σL∗ .
The corresponding integral (4.21) reads
I(σ0) =
1
V k
∫
x1,...,xk
G(xk−1, xk) · · ·G(x1, x2)G(xk, x1)Vol(xs1) · · ·Vol(x1)
Vol(xs1+1) · · ·Vol(xk).
It differs from I(k) from (5.12) in the order of P’s and Vol’s. A reordering produces the
sign
(−1) 12 s1(s1−1).
We will compute (−1)σ0 by ordering half-edges from the edge order back to the vertex
order while looking at Figure 5.7. The steps are as follows:
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1
2
G1
GkGk−1
Gk−s1
x1
x2 xk
xk−1
xs1
xs1+1
vs1
vs1−1
vk
vk−1
v1
vs1+1
2 1
2
1 3
1
3
1
21
3
1
3
3
2
2
23
Figure 5.7.: The graph Γ∗ with the labeling L∗. It can be checked that L1 and L2 are
compatible.
• Transpose half-edges at internal vertices so that the first half-edge goes inside the
vertex and the third outside with respect to the counterclockwise orientation. This
gives (−1)a.
• Permute external legs so that vi is at xi for all i = 1, . . . , k. This gives
(−1) 12 s1(s1−1).
• Permute internal edges so that Pi starts at the third half-edge of xi and ends at
the first half-edge of xi+1 for all i = 1, . . . , k − 1. This does not produce any sign
as swapping of two P’s requires two transpositions.
• At this point, we have the permutation(
1 2 . . . 2(e− 1)− 1 2(e− 1) 2e− 1 2e 2e+ 1 . . . 3k
3 4 . . . 3k − 3 3k − 2 3k 1 2 . . . 3k − 1
)
.
We interpret the last line as P1 . . .Pkv1 . . . vk and permute it to the sequence
v1P1v2P2 . . . vkPk, which does not produce any sign. We end up with
σ′0 =
(
1 2 3 . . . 3k − 1 3k
2 3 4 . . . 3k 1
)
.
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1 2
k
1¯
k¯
2¯
k¯
1¯
2¯
Inv (-1)
Figure 5.8.: The mirror isomorphismM : 1 . . . k 7→ k¯ . . . 1¯ is a composition of the inversion
and the counterclockwise rotation by one place.
It is now easy to see that
(−1)σ′0 = (−1)3k−1.
In total, we get
(−1)σ0 = (−1)s1+ 12 s1(s1−1)+k+1.
As for the other signs in Definition 4.3.6, we have s(k, l) = k + 12k(k − 1) and P (vk) =
1
2k(k − 1). There is no sign from s2vs1 ⊗ vs2 = svs1 ⊗ svs2 since |s| = −2. Multiplying
everything together, we get ε(s1, s2).
Lemma 5.2.8 (Combinatorial coefficient). It holds
C(s1, s2) =
1
2ak!
(
k − 1
s1
)
.
Proof. Every isomorphism of ribbon graphs Γ and Γ′ from O(s1, s2) is a composition of
the clockwise rotation (r) for r ∈ Z and the mirror operation M defined as follows: If
1, . . . , k label internal vertices in the clockwise direction starting from the north-pole,
then the result of M is k¯, . . . , 1¯, where i¯ means that the external leg is reversed (see
Figure 5.8). These operations satisfy
(r + k) = (r), (r)(−r) = 1, M2 = 1, (r)M = M(−r),
and hence generate a group G which is isomorphic to the dihedral group Zk o Z2. The
orbit space O(s1, s2)/G is in 1 : 1 correspondence with isomorphism classes of admissible
Ok-graphs and Aut(Γ) is in 1 : 1 correspondence with Stab(Γ). From the orbit-stabilizer
formula, we get
∑
[Γ] admiss.
Ok−graph
1
|Aut(Γ)| =
∑
[Γ]∈O(s1,s2)/G
1
|Stab(Γ)|
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=
∑
Γ∈O(s1,s2)
1
|Orb(Γ)||Stab(Γ)|
= |O(s1, s2)||G|
= 12k
(
k
s1
)
×
1 for s1 = s2,2 for s1 6= s2.
The two cases are compensated in the sum over labelings: For s1 = s2, both labelings Lb1
are admissible, and hence we get the factor 2.
Next, we multiply by k!s1(k − s1), which is the number of Lv1 and Lb3. There is also
the factor 1l! =
1
2 . Multiplying everything together, we get C(s1, s2).
Before we summarize the results of our computations (see Proposition 5.2.10 below),
we show directly that n is a Maurer-Cartan element; i.e., in this special case, we do not
need general results from [CVon] at all.
Lemma 5.2.9 (Maurer-Cartan equation for Sn). For n ≥ 1, consider Sn with the Hodge
Propagator from (5.2). The collection (nlg) satisfies the Maurer-Cartan equation (3.20)
for dIBL(C(H(Sn))).
Proof. We will show that for every l ≥ 1, g ≥ 0 all summands in the relation corresponding
to (l, g) vanish. The summands for (l, g) = (1, 0) are q110(n10) and 12q210(n10, n10), and
the summand for (l, g) = (2, 0) is q120(n10). The first term vanishes trivially as q110 = 0,
while the other two terms vanish by [CFL15, Proposition 12.5] because n10 = m10 is
the canonical Maurer-Cartan element. For (l, g) 6= (1, 0), we have the following four
situations:
q210 ◦2 nlg, l ≥ 2: Let Ψ = Ψ1 · · ·Ψl ∈ ElC be a summand of nlg. From Proposition 5.2.2
it follows that the summands can be chosen such that Ψ1, . . . , Ψl ∈ B∗cyc,redH(Sn)[3−
n], i.e., such that Ψi evaluates to 0 whenever 1 is a part of its argument. From
Definition 3.2.2, we compute
q210 ◦2 (Ψ1 · · ·Ψl) =
∑
σ∈S2,l−2
ε(σ,Ψ)q210(Ψσ−11 ·Ψσ−12 ) ·Ψσ−13 · · ·Ψσ−ll .
We clearly have q210(Ψσ−11 ·Ψσ−12 ) = 0 because q210 feeds 1 into one of its inputs.
It follows that q210 ◦2 nlg = 0.
q210 ◦1,1 (nl1g1  nl2g2), (li, gi) 6= (1, 0): A similar argument as above.
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q120 ◦1 nlg, (l, g) 6= (1, 0): A similar argument as above using that q120 also feeds 1 into
its input.
q210 ◦1,1 (n10  nlg), (l, g) 6= (1, 0): As in the case of q210 ◦2 nlg, suppose that Ψ1, . . . ,
Ψl ∈ B∗cyc,redH(Sn)[3− n]. Recall that we write Ωi = sωi ∈ BcycH(Sn)[3− n] and
Ω = Ω1 ⊗ · · · ⊗ Ωl. From Definition 3.2.2, we compute
[q210 ◦1,1 (n10 Ψ)](Ω1 ⊗ · · · ⊗ Ωl)
=
[ l∑
i=1
(−1)|Ψi|(|Ψ1|+···+|Ψi−1|)q210(n10Ψi)Ψ1 · · · Ψ̂i · · ·Ψl
]
(Ω1 ⊗ · · · ⊗ Ωl)
=
∑
µ∈Sl
i=1,...,l
1
l! (−1)
|Ψi|(|Ψ1|+···+|Ψi−1|)ε(µ,Ω)(q210(n10 ·Ψi)⊗Ψ1 ⊗ · · ·
Ψ̂i · · · ⊗Ψl)(Ωµ−11 ⊗ · · · ⊗ Ωµ−1l ).
For every i = 1, . . . , l, we have
q210(n10 ·Ψi)(Ω) = q210(n10 ⊗Ψi)(Ω)
= −
∑
ε(ω 7→ ω1ω2)[(−1)(n−1)|ω1|n10(s1ω1)Ψi(svω2)
+ (−1)|ω1|n10(svω1)Ψi(s1ω2)]
= −
∑
ε(ω 7→ ω1ω2)(−1)(n−1)|ω1|n10(s1ω1)Ψi(svω2).
This can be non-zero only if ω = 1vs−1 for some s ≥ 2 (up to a cyclic permutation).
For this input, we get
q210(n10 ·Ψi)(s1vs−1)
= − [ε(1vs−1 7→ 1vs−1)n10(s11v)Ψi(svs−1)
+ ε(1vs−1 7→ v1vs−2)n10(s1v1)Ψi(svs−1)]
= (−1)n−3[1 + (−1)ns+s−1]Ψi(svs−1).
The prefactor in brackets is 0 for n odd or s even, whereas vs−1 = 0 for n even
and s odd. Therefore, we have q210 ◦1,1 (n10  nlg) = 0.
Proposition 5.2.10 (Chern-Simons Maurer-Cartan element for Sn). For n ≥ 1, consider
the round sphere Sn with the Hodge Propagator (5.2). The Chern-Simons Maurer-Cartan
element n is a strictly reduced Maurer-Cartan element for dIBL(C(H(Sn))) which satisfies
n10 = m10 for all n ∈ N
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plus the following properties depending on the dimension:
(n = 1): It holds nlg = 0 for all l ≥ 1, g ≥ 0 such that (l, g) 6= (1, 0), (2, 0); the only
non-trivial relation for n20 is
n20(svs1 ⊗ svs2) = (−1)s1+1 12s1k!
(
k − 1
s1
)
I(k), (5.14)
where s1, s2 ≥ 1 are such that k = s1 + s2 is even, and I(k) is given by (5.13).
(n = 2): It holds nl0 = 0 for all l ≥ 2. We also have n11 = 0.
(n ≥ 3): It holds nlg = 0 for all l ≥ 1, g ≥ 0 such that (l, g) 6= (1, 0).
Notice that n20 6∈ E2C(H(S1)), i.e. n20 is a “long cochain” because it is non-zero in
infinitely many weights.
5.3. Twisted IBL-infinity-structure for spheres
Let e0, e1 be the basis of H(Sn)[1] defined by
e0 := 1 := θ1, e1 := v :=
1
V
θVol.
The degrees satisfy
|1| = −1, |v| = n− 1.
The matrix of the pairing Π with respect to the basis e0, e1 reads
Π =
(
0 1
(−1)n 0
)
.
The dual basis e0, e1 to e0, e1 with respect to Π is thus
e0 = v, e1 = (−1)n1.
It follows that the matrix (T ij) from (3.34) satisfies
(T ij) = −
(
0 1
1 0
)
.
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We clearly have
Bˆ∗cyc,redH(S1) =
{ ∞∑
k=1
ckvk∗
∣∣∣ ck ∈ R},
where vk∗ is the dual to the cyclic word vk = v . . . v of length k. Observe that the cyclic
symmetry gives
vi = (−1)(n−1)(i−1)vi for all i ≥ 1.
Therefore, vi∗ = 0 holds if both n and i are even.
For n ≥ 2, the vector space H(Sn) is connected and simply-connected, and Proposi-
tion 3.3.15 implies that there are no long reduced cyclic cochains (i.e., we have only finite
sums of vk∗’s).
The product µ2 : H[1]⊗2 → H[1] from (4.2) has the following matrix with respect to
the basis 1, v:
µ2 =
(
1 v
(−1)nv 0
)
.
Because µ2(v, v) = 0, we get
Hm(Cred(H(Sn)))[1] =

〈svi∗ | i ≥ 1〉 for n ≥ 3 odd,
〈sv2i−1∗ | i ≥ 1〉 for n even,{
s∑∞k=1 ckvk∗ | ck ∈ R} for n = 1.
Because we are in the strictly unital and strictly augmented case, we obtain
Hm(C)[1] =

〈svi∗, s12j−1∗ | i, j ≥ 1〉 for n ≥ 3 odd,
〈sv2i−1∗, s12j−1∗ | i, j ≥ 1〉 for n even,〈
s∑∞k=1 ckvk∗, s12j−1∗ | ck ∈ R, j ≥ 1〉 for n = 1.
(5.15)
The canonical IBL-operations can be written as
q210(s2ψ1 ⊗ ψ2)(sω) = −
∑
ε(ω 7→ ω1ω2)[(−1)(n−1)|ω1|ψ1(e0ω1)
ψ2(e1ω2) + (−1)|ω1|ψ1(e1ω1)ψ2(e0ω2)],
q120(sψ)(s2ω1 ⊗ ω2) = − 12
∑
ε(ω1 7→ ω11)ε(ω2 7→ ω12)[(−1)(n−1)|ω
1
1 |
ψ(e0ω11e1ω12) + (−1)|ω
1
1 |ψ(e1ω11e0ω12)]
for all ψ, ψ1, ψ2 ∈ Bˆ∗cycH and generating words ω, ω1, ω2 ∈ BcycH. For all k, k1, k2 ≥ 1,
140
5. Explicit computations
we have
q210((svk1∗) · (svk2∗)) = 0 and q120(svk∗) = 0
because both q210 and q120 feed 1 into their inputs. For the canonically twisted reduced
IBL-algebra, this implies the following:
IBL
(
Hm(Cred)
)
=
(
Hm(Cred), q210 ≡ 0, q120 ≡ 0
)
for all n ∈ N.
By Proposition 3.4.10, the only possibly non-zero relation of IBL(Hm(C)) is
q210(s1∗ ⊗ svk∗)
= (−1)n−2s(vk∗ ◦ ιv)
= (−1)n−2(k−1∑
i=1
(−1)i|v|)svk−1∗ =
−(k − 1)sv
k−1∗ for n odd,
0 for n even.
The reason for 0 for even n is that either k is odd, in which case ∑k−1i=1 (−1)i = 0, or k is
even, in which case vk∗ = 0. Therefore, for the canonically twisted IBL-algebra, we have
IBL
(
Hm(C)
)
=
(
Hm(C), q210, q120 ≡ 0
)
for all n ∈ N,
where Hm(C) is given by (5.15) and q210 satisfies the following:
(n even): q210 ≡ 0.
(n ≥ 3 odd): The non-trivial relations are
q210(s1∗ ⊗ svk∗) = q210(svk∗ ⊗ s1∗) = −(k − 1)vk−1∗ for k ≥ 2.
(n = 1): The non-trivial relations are
q210
(
s1∗ ⊗ s
∞∑
k=1
ckvk∗
)
= −s
∞∑
k=1
kck+1vk∗ for ck ∈ R.
Recall that the twist by m does not produce any higher operation qm1lg.
We will now consider dIBLn(C(H(Sn))). Recall that qn110 = q210 ◦1 n10, qn210 = q210
and qn120 = q120 + q210 ◦1 n20. By Proposition 5.2.10, we have n10 = m10 for all n ∈ N
and n20 = 0 for all n ≥ 2. It follows that qn110 = qm110 for all n ∈ N and that the only
non-trivial twist may occur in qn120 for S1. Using (3.38), we get for all ψ ∈ Bˆ∗cycH(Sn)
141
5. Explicit computations
and generating words ω1, ω2 ∈ BcycH(Sn) the following:
(q210 ◦1 n20)(sψ)(sω1 ⊗ sω2)
= (−1)n−2
[∑
ε(ω1 7→ ω11ω21)ψ(1ω11)n20(svω21 ⊗ sω2)
+ (−1)(n−3+|ω1|)(n−3+|ω2|)
∑
ε(ω2 7→ ω12ω22)ψ(1ω12)
n20(svω22 ⊗ sω1)
]
.
(5.16)
In this paragraph, we suppose that n = 1 and compute qn120. Clearly, (q210 ◦1
n20)(svk∗) = 0 for all k ≥ 1 since 1 is fed into vk∗. A non-zero evaluation of (q210 ◦1
n20)(s1k∗) for some k ≥ 1 odd is possible only on s1k−1vk1 ⊗ svk2 for k1, k2 ≥ 0 (up
to a transposition of arguments and their cyclic permutation). If k > 1, only the first
summand of (5.16) contributes, and we get
(q210 ◦1 n20)(s1k∗)(s1k−1vk1 ⊗ svk2)
= (−1)n−2
∑
ε(1k−1vk1 7→ ω1ω2)1k∗(1ω1)n20(svω2 ⊗ svk2)
= (−1)n−21k∗(11k−1)n20(svvk1 ⊗ svk2)
= −n20(svk1+1 ⊗ svk2).
According to Proposition 5.2.10, this is non-zero if and only if k1 + k2 is odd. It follows
that
qn120 6= qm120 = q120 on the chain level for S1.
However, the chains s1k−1vk1⊗svk2 for k > 1 do not survive to the homology (c.f., (5.15)).
The only possibility is thus k = 1. In this case, both summands of (5.16) contribute, and
using (5.14), we get for all k1, k2 ≥ 1 the following:
(q210 ◦1 n20)(s1∗)(svk1 ⊗ svk2)
= (−1)n−2
[∑
ε(vk1 7→ v0vk1)1∗(1)n20(svk1+1 ⊗ svk2)
+ (−1)(n−3+k1(n−1))(n−3+k2(n−1))
∑
ε(vk2 7→ v0vk2)1∗(1)
n20(svk2+1 ⊗ svk1)
]
= −k1n20(svk1+1 ⊗ svk2)− k2n20(svk2+1 ⊗ svk1)
= − 12(k1 + k2 + 1)!I(k1 + k2 + 1)
[
(−1)k1k1(k1 + 1)
(
k1 + k2
k1 + 1
)
+ (−1)k2k2(k2 + 1)
(
k1 + k2
k2 + 1
)]
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= −12(k1 + k2 + 1)!k1k2
(
k1 + k2
k1
)
I(k1 + k2 + 1)[(−1)k1 + (−1)k2 ]︸ ︷︷ ︸
=:(∗)
.
Denoting k := k1 + k2 + 1, we have that (−1)k1 + (−1)k2 = 0 for k even and I(k) = 0
for k odd. Therefore, (∗) = 0 for any k1, k2 ≥ 1. This implies that
qn120 = qm120 = q120 on the homology for S1.
We conclude that the twisted IBL-algebra satisfies
IBL
(
Hn(C(H(Sn)))) = IBL(Hm(C(H(Sn)))) for all n ∈ N.
As for the higher twisted operations, combining Propositions 3.2.10 and 5.2.10, we see
that for Sn with n ∈ N\{2} all higher operations qn1lg vanish already on the chain level.
For n = 2, we have that qn1l0 = 0 for all l ≥ 3 and qn111 = 0 on the chain level. However, we
did not prove that all higher operations vanish on the chain level. As for the operations
induced on the homology, the graded vector space Hn(C(H(S2))) is concentrated in even
degrees and qn1lg are odd (see Definition 3.2.4). Therefore, all higher operations vanish
also on Hn(C(H(S2))).
The string topology HS1(Sn) and the string operations m2 and c2 were computed in
[Bas11] for all n ∈ N. We review their results and basic ideas below:
We will consider even spheres first. The minimal model for the Borel construction
LS1S2m for m ∈ N is denoted by ΛS1(2,m) — it is the free graded commutative dga
(=:cdga) over R generated by homogenous vectors x1, y1, x2, y2, u of degrees
|x1| = 2m, |y1| = 2m− 1, |x2| = 4m− 1, |y2| = 2(2m− 1), |u| = 2,
whose differential d satisfies
dy1 = 0, dx1 = y1u, dy2 = −2x1y1, dx2 = x21 + y2u.
The minimal model for the loop space LS2m is the dga Λ(2,m) which is obtained from
ΛS1(2,m) by setting u = 0. A computation (see [Bas11, Theorem 3.6]) gives the following
for all m ∈ N:
H∗(LS2m;R) ' H(Λ(2,m), d) = 〈yi2x1 − 2iy1x2yi−12 , y1yj2, 1 | i, j ∈ N0〉,
H∗S1(LS2m;R) ' H(ΛS
1(2,m), d) = 〈y1yi2, uj | i, j ∈ N0〉,
(5.17)
143
5. Explicit computations
where y02 := u0 := 1 is the unit in ΛS
1(2,m) and 〈·〉 denotes the linear span over R. Clearly,
the cohomology groups are degree-wise finite-dimensional, and hence, using the universal
coefficient theorem, they are isomorphic to the corresponding homology groups. We can
thus identify H(LS2m;R) and HS1(LS2m;R) with the vector spaces on the right hand
side of (5.17). We have HS12k = 〈uk〉 for all k ∈ N0, and hence the multiplication with u
induces an isomorphism HS12k ' HS
1
2k+2. This corresponds to the cap product with the
Euler class in (4.28), and exactness of the sequence impliesM(HS12k) = E(HS
1
2k) = 0. Using
this and degree considerations, we get m2 = c2 = 0.
We will now consider odd spheres with n ≥ 3. The minimal model for LS1S2m+1 for
m ∈ N is denoted simply by Λ(x, y, u) — it is the free cdga on homogenous vectors x, y,
u of degrees
|x| = 2m+ 1, |y| = 2m, |u| = 2,
such that
dx = yu, dy = du = 0.
We get immediately
H∗(LS2m+1;R) ' 〈xi, yj | i, j ∈ N0〉,
H∗S1(LS2m+1;R) ' 〈yi, uj | i, j ∈ N0〉,
and we can again identify H and HS1 with the vector spaces on the right hand side.
Clearly, HS12k−1 = 0 for all k ∈ N, and hence m2 = c2 = 0 for degree reasons (the
operations are odd).
We will now consider the circle S1. For every i ∈ Z, let αi : S1 → S1 and θi : S1 → LS1
be the maps defined by
αi(z) := zi and θi(w) := wαi for all w, z ∈ S1 ⊂ C.
By examining the equivariant homology of connected components of LS1 containing αi
separately as in [Bas11, Section 2.1.4], we get
H(LS1;R) = 〈αi, θj | i, j ∈ Z〉,
HS1(LS1;R) = 〈ui, θ0uj , αk | i, j ∈ N0, k ∈ Z\{0}〉,
where u corresponds to the Euler class and
|u| = 2, |θi| = 1, |αi| = 0
are the degrees in the singular chain complex. On [Bas11, p. 21] they show that
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the string cobracket c2 is 0 and that all non-trivial relations for the string bracket
m2 : HS
1(LS1)[2]⊗2 → HS1(LS1)[2] are the following:
m2(sαk, sα−k) = k2sθ0 ∀k ∈ N.
We will now compare the reduced IBL-structures motivated by Conjecture 4.5.1. The
point-reduced versions HS1,red(LSn) for n ≥ 2 are obtained from HS1(LSn) by deleting ui.
We have the following isomorphisms of graded vector spaces:
Hn(Cred(H(Sn)))[1] −→ HS1,red(LSn)[3− n]
svi 7−→ syi for n > 1 odd,
sv2i+1 7−→ sy1yi2 for n even.
Because all operations are trivial, it induces the isomorphism
IBL
(
Hn(Cred(H(Sn)))
) ' IBL(HS1,red(LSn)[2− n]) for n ≥ 2.
For n = 1, the reduced homology is seemingly different.
Remark 5.3.1 (Triviality for degree reasons). The graded vector spaces
HS1(LS2m−1)[3− n] and Hn(C(H(S2m)))[1]
are concentrated in even degrees, and so any IBL∞-structure must be trivial for degree
reasons. On the other hand, the graded vector spaces
HS1(LS2m) and Hn(C(H(S2m−1)))[1]
have both even and odd degrees, and hence an additional argument is needed to prove
vanishing of the IBL-structure. This is not the case of the reduced homology, which is
again concentrated in even degree. C
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5.4. Homology of twisted IBL-infinity structure for complex
projective space
Let K ∈ Ω2(CPn) be the Fubini–Study Kähler form on CPn (see [Huy05, Examples
3.1.9]). The powers of K are harmonic,3 and we get easily
H(CPn) = 〈1,K, . . . ,Kn〉.
We denote the Riemannian volume of CPn by
V :=
∫
CPn
1
n!K
n.
Consider the basis e0, . . . , en of H(CPn)[1] defined for all i = 0, . . . , n by
ei :=
ki
(n!V ) in
, where ki := θKi.
The matrix of the pairing Π from (2.3) with respect to the basis e0, . . . , en reads:
(Πij) =

0 · · · 1
... . .
. ...
1 · · · 0
 .
The basis e0, . . . , en dual to e0, . . . , en with respect to Π thus satisfies
ei = en−i for all i = 0, . . . , n.
Therefore, the following holds for the matrix (T ij) from (3.34):
(T ij) = −(Πij).
For all 1 ≤ i, j, k ≤ n, we have
µ2(ei, ej) = ei+j and m10(seiejek) = δi+j+k,n.
3This follows by induction on the power of K using the fact that, on a general Kähler manifold M , the
Lefschetz operator L : Ω(M)→ Ω(M) defined by L(η) := η ∧K for all η ∈ Ω(M) commutes with the
Hodge–de Rham Laplacian ∆ (see [Huy05, Chapter 3]).
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For ψ, ψ1, ψ2 ∈ Bˆ∗cycH and generating words ω, ω1, ω2 ∈ BcycH, we chave
q210(s2ψ1 ⊗ ψ2)(sω) = −
n∑
i=0
∑
ε(ω 7→ ω1ω2)(−1)|ω1|ψ1(eiω1)ψ2(en−iω2),
q120(sψ)(s2ω1 ⊗ ω2) = −
n∑
i=0
∑
ε(ω1 7→ ω11)ε(ω2 7→ ω12)(−1)|ω1|ψ(eiω11en−iω12).
The cyclic homology of H(CPn) is that of the truncated polynomial algebra
A := R[x]/(xn+1) with deg(x) = 2.
The following lemma computes its cyclic homology.
Lemma 5.4.1 (Cyclic homology of truncated graded polynomial algebra). Consider
A := R[x]/(xn+1) with deg(x) = d ∈ Z. For all i = 1, . . . , n and k ∈ N0, there are cycles
t˜2k+1,i ∈ D˜q(A) of weights w(t˜2k+1,i) = 2k + 1 and degrees |t˜2k+1,i| = d(i + (n + 1)k),
where q = w(t˜2k+1,i) − |t˜2k+1,i| − 1, which form a basis of Hλ,nds(A) (the non-degree
shifted cyclic homology defined on page 58).
Proof. A computation of the cyclic homology of A for |x| = 0 is the goal of [Lod92,
Exercise 4.1.8.] or [Wei94, Exercise 9.1.1]. The hint is to compute the Hochschild homology
HHn(A) = TorAen (A,A), where Ae is the enveloping algebra of A, using a non-canonical
(i.e., not the bar complex) projective resolution of the Ae-module A given by
· · · Ae Ae Ae A 0,·v ·u µ (5.18)
where u = x ⊗ 1 − 1 ⊗ x and v = ∑ni=0 xi ⊗ xn−i ∈ Ae. The resolution continues
to the left with ·u und ·v periodically. Clearly, µ composed with ·u vanishes and
u · v = v · u = xn+1 ⊗ 1− 1⊗ xn+1 = 0; one can check that (5.18) is indeed a resolution.
If deg(x) = d, then deg(u) = d and deg(v) = nd.
We lift the resolution (5.18) to the graded category (i.e., we require that the maps are
homogenous) by taking the degree shifts
· · · Ae[−(n+ 1)di] Ae[−(n+ 1)di+ nd] Ae[−d(n+ 1)(i− 1)]
· · · Ae[−(n+ 1)d] Ae[−d] Ae
A 0,
d2i d2i−1
d2 d1
µ
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where we denoted by di the maps from (5.18). Tensoring with A, we get the graded
vector spaces A⊗Ae Ae[·] ' A[·], and the maps dj become multiplications with u, v ∈ Ae
in A as a right Ae-module. For all polynomials p ∈ A, we have
d2i−1(p) = p · (x⊗ 1− 1⊗ x) = px− (−1)|x||p|xp = 0,
d2i(p) = p · (
n∑
i=0
xi ⊗ xn−i) = (−1)n|x||p|(n+ 1)xnp.
The homology of this chain complex consists of graded vector spaces HH(l) for l ≥ 0
which correspond to the homology of the bar complex graded by weights, i.e., HH(l)
would be represented by cycles in A⊗l+1 if the bar resolution was taken. We compute
HH(l) =

(xA)[−(n+ 1)di] for l = 2i,
R[x]/(xn)[−(n+ 1)di+ nd] for l = 2i− 1,
A for l = 0.
(5.19)
Now, because the differential δ˜ is zero and b˜ is degree preserving, it holds (c.f., (3.32))
HHnds(A) =
⊕
l∈N0
HH(l).
Clearly, the same will hold for Hλ,nds(A), and hence we can ignore the gradation by
degree and just use the gradation by weights in the bar complex, i.e., the non-graded
theory.
In order to compute Hλ(l)(A), we consider the Connes’ exact sequence in homology,
or ISB-sequence, see [Lod92, Theorem 2.2.1]. It arises from the exact sequence of
bicomplexes 0 → CC{2} ↪→ CC  CC[2, 0] → 0, where CC is the Loday’s cyclic
bicomplex from [Lod92, Paragraph 2.1.2] (bar complexes in columns), CC{2} is the sub-
bicomplex consisting of the first two columns of CC and CC[2, 0] is the part of CC starting
with the third column. Because A is augmented and unital, [Lod92, Theorem 4.1.13]
guarantees a splitting of the ISB-sequence into
0 −→ Hλ(l−1) −→ HH(l) −→ Hλ(l) −→ 0 for l ≥ 1, (5.20)
where the bar ·¯ denotes the reduced homology. It holds Hλ(0) = HH(0) = A, and hence
Hλ(0) = 〈x, . . . , xn〉. Using (5.19), the first map for l = 1 in (5.20) reads 〈x, . . . , xn〉 ↪→
〈1, x, . . . , xn−1〉[−d], and hence it is an isomorphism. It follows that Hλ(1) = 0. For
k ≥ 1, we obtain inductively Hλ(2k) ' HH(2k) = 〈x, . . . , xn〉[−(n + 1)dk] ↪→ HH(2k+1) =
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〈1, x, . . . , xn−1〉[−(n + 1)dk − d]. This again has to be an isomorphism, and hence
Hλ(2k+1) = 0.
We apply the degree shift U : D˜(A) → D(A) from Proposition 3.3.14 to get the
generators
tw,i := U(t˜w,i) ∈ Dλ(H(CPn))
of weights w and degrees 2i+ (w − 1)n− 1, so that
Hλ(H(CPn)) = 〈tw,i, 1w | w ∈ N odd, i = 1, . . . , n〉.
By the universal coefficient theorem, we have H∗λ = (Hλ)∗g with respect to the grading
by the degree. Given d ∈ Z, the equation d = 2i+ (w − 1)n− 1 has only finitely many
solution (w, i) ∈ N× {1, . . . , n}, and hence we get
Hm(C(H(CPn))) = 〈st∗w,i, s1w∗ | w ∈ N odd, i = 1, . . . , n〉, (5.21)
where t∗w,i and 1w∗ ∈ B∗cycH are the duals to tw,i and 1w, respectively (see Remark 3.3.16).
Notice that both |st∗w,i| and |s1w∗| are even since |s| = 2n− 3.
Because CPn is geometrically formal, Proposition 4.4.4 implies that n10 = m10. Because
Hm(C) is concentrated in even degrees and because a general IBL∞-operation qklg is odd,
all operations vanish on the homology. Therefore, for the twisted IBL-algebras we have
IBL(Hn(C)) = IBL(Hm(C)) = (Hm(C), q210 ≡ 0, q120 ≡ 0),
where Hm(C) is given by (5.21).
According to [Bas11, Section 3.1.2], the minimal model for the Borel construction
LS1CPn is the cdga ΛS
1(n+ 1, 1), which is freely generated (over R) by the homogenous
vectors x1, x2, y1, y2, u of degrees
|x1| = 2, |x2| = 2n+ 1, |y1| = 1, |y2| = 2n, |u| = 2,
whose differential d satisfies
dy1 = 0, dx1 = y1u, dy2 = −(n+ 1)xn1y1, dx2 = xn+11 + y2u.
By [Bas11, Theorem 3.6], the string cohomology H∗S1(LCPn;R) ' H(ΛS
1(n + 1, 1),d)
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satisfies for all m ∈ N0 the following:
HmS1(LCPn;R) =
〈u
j〉 if m = 2j,
〈y1yp2xq1 | 0 ≤ q ≤ n− 1, p ≥ 0; q + np = j〉 if m = 2j + 1.
The right-hand side can be identified with HS1(LCPn;R) by the universal coefficient
theorem. According to [Bas11, Proposition 3.7], we have m2 = 0 and c2 = 0. We
conclude that the map
Hn(Cred(H(CPn)))[1] −→ HS1,red(LCPn;R)[3− n]
st∗2k+1,l 7−→ sy1yk2xl−11 for k ≥ 0 and l = 1, . . . , n
induces an isomorphism of IBL-algebras
IBL(Hn(Cred(H(CPn)))) ' IBL(HS1,red(LCPn;R)[3− n]).
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Follow-up topics
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6. IBL-infinity formality and Poincaré
duality models
In this chapter, we study the following question:
Question 6.0.1. Let M be a connected oriented closed n-manifold which is formal in
the sense of rational homotopy theory. Let m be the canonical and n the formal
pushforward (or Chern-Simons) Maurer-Cartan element for dIBL(C(HdR(M))). Are
dIBLm(C(HdR(M))) and dIBLn(C(HdR(M))) homotopy equivalent as IBL∞-algebras?
We remind that Theorem B states that for a geometrically formal manifold M with
H1dR(M) = 0, one can pick a special Hodge propagator Pstd such that n = m at least
for n 6= 2.1 Question 6.0.1 asks for a generalization of Theorem B. In the upcoming
sections, we will propose a strategy to answer Question 6.0.1 in the case of H1dR(M) = 0,
when the expected answer is “yes”. Our main tool is the theory of Poincaré duality
models from [LS08]. Nevertheless, we also study DGA’s of Hodge type and their small
subalgebras from [Fio+19], which, as we think, naturally fit in the picture.
In Section 6.1, we consider DGA’s and define the notions of an orientation and cyclic
structure (Definition 6.1.1), non-degeneracy and Poincaré duality (Definition 6.1.6),
degenerate subspace and non-degenerate quotient (Definition 6.1.8), Hodge decomposi-
tion and Hodge pair (Definition 6.1.9) and Hodge and small subalgebra from [Fio+19]
(Definition 6.1.14). We prove that in some cases orientations and cyclic structures are in
one-to-one correspondence (Proposition 6.1.4) and that being of Hodge type is equivalent
to acyclicity of the degenerate subspace (Proposition 6.1.13). We describe the small
subalgebra of [Fio+19] in terms of Kontsevich-Soibelman–like evaluations of rooted binary
trees with internal edges labeled with the identity or the standard Hodge homotopy
(Proposition 6.1.15). We study what happens when we take small subalgebras and
non-degenerate quotients iteratively (Proposition 6.1.17). We give examples when small
subalgebras and their non-degenerate quotients differ for different Hodge decompositions
of the same DGA (Examples 6.1.21 and 6.1.22). We prove an important lemma allowing
1We did not prove that the homotopy class of dIBLn(C(HdR(M))) does not depend on Pstd, but we
expect so.
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to extend an oriented DGA to a DGA of Hodge type later (Lemma 6.1.23). We also
prove several little lemmas (Lemmas 6.1.12, 6.1.18, 6.1.19 and 6.1.20) and make several
remarks (Remarks 6.1.2, 6.1.5, 6.1.7, 6.1.11 and 6.1.16) which might be useful for future
investigations. We finish with some open questions (Questions 6.1.24)
In Section 6.2, we define differential Poincaré duality algebras2 and Poincaré DGA’s
(Definition 6.2.1), i.e., DGA’s whose homology is a Poincaré duality algebra. We consider
Poincaré duality models (Definition 6.2.3). We argue that a Poincaré DGA is formal if and
only if it is formal as a DGA (Proposition 6.2.5). We prove that an oriented DGA extends
under some conditions to a DGA of Hodge type (Proposition 6.2.6) and use it to prove
the existence and uniqueness of Poincaré duality models in some cases (Propositions 6.2.8
and 6.2.9). We discuss minimal models (Remark 6.2.12). We give examples of manifolds
whose de Rham algebras do not admit a Poincaré duality model with just one arrow
(Example 6.2.13). We finish with some open questions (Questions 6.2.14).
In Section 6.3, we prove functoriality of the canonical dIBLm construction on dif-
ferential Poincaré duality algebras up to IBL∞-homotopy (Proposition 6.3.1) and the
uniqueness up to IBL∞-homotopy in a weak homotopy equivalence class of PDGA’s in
some cases (Proposition 6.3.2). We define IBL∞-formality of a PDGA (Definition 6.3.4)
and conjecture that IBL∞-formality is implied by DGA-formality (Conjecture 6.3.5); in
fact, this conjecture holds when Proposition 6.3.2 holds. We discuss another relevant
notions of formality (Remark 6.3.6). For the de Rham complex of a smooth manifold, we
conjecture that the IBL∞-algebra on cyclic cochains of de Rham cohomology twisted by
the Chern-Simons Maurer-Cartan element is homotopy equivalent to the dIBL-algebra
on cyclic cochains of the non-degenerate quotient of the small subalgebra of the de
Rham complex twisted by the canonical Maurer-Cartan element (Conjecture 6.3.7).
Assuming that the conjectures hold, we obtain a positive answer to Question 6.0.1 when
H1dR(M) = 0 (Conjecture 6.3.8).
6.1. Orientation, Poincaré duality, Hodge decomposition
In this section, a DGA V is a triple (V,d,∧), where
• V = ⊕n∈Z V n is a Z-graded vector space,
• d : V → V a differential of degree 1, and
2The same as cyclic DGA’s for unital commutative DGA’s up to a degree shift and the correspondence
of orientations and cyclic structures
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• ∧ : V ⊗ V → V an associative product of degree 0 such that d and ∧ satisfy the
Leibnitz identity d(v1 ∧ v2) = dv1 ∧ v2 + (−1)v1v1 ∧ dv2 for all homogenous v1,
v2 ∈ V .
In other words, we consider general, possibly non-unital and non-commutative, Z-graded
DGA’s. We denote by deg(v) the degree of a homogenous element v ∈ V and write (−1)v
in the exponent.
Definition 6.1.1 (Orientations and cyclic structures). Let (V, d) be a Z-graded cochain
complex. We define the following:
• An orientation in degree n is a linear function o : V n → R such that
o 6= 0 and o ◦ d = 0.
In other words, it is a surjective chain map o : (V,d)→ (R[−n], 0).
• A cyclic structure of degree n is a homogenous bilinear form 〈·, ·〉 : V ⊗ V → R of
degree −n as a map such that for all homogenous v1, v2 ∈ V , we have
〈dv1, v2〉 = (−1)1+v1v2〈dv2, v1〉. (6.1)
A cyclic structure on a DGA (V,d,∧) is additionally required to satisfy
〈v1 ∧ v2, v3〉 = (−1)v3(v1+v2)〈v3 ∧ v1, v2〉 (6.2)
for all homogenous v1, v2, v3 ∈ V .
Analogously, one can define a cyclic structure on an A∞-algebra.
Remark 6.1.2 (Cyclic DGA). A cyclic DGA (V,Π, µ1, µ2) of degree n from Definition 3.3.7
is the same as a DGA equipped with a cyclic structure 〈·, ·〉 of degree n which is symmetric,
i.e.,
〈v1, v2〉 = (−1)v1v2〈v2, v1〉
for all homogenous v1, v2 ∈ V , and non-degenerate (see Definition 6.1.6). The correspon-
dence is via the degree shift
µ1(θv) = θd(v),
µ2(θv1, θv2) = (−1)v1θ(v1 ∧ v2),
Π(θv1, θv2) = (−1)v1〈v1, v2〉,
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where θ is a formal symbol of degree −1. From this reason, we sometimes call a DGA
equipped with a non-degenerate symmetric cyclic structure a cyclic DGA, although there
are degree shifts involved. C
The homology H(V ) := H(V,d) of a DGA (V,d,∧) is also a DGA with the induced
product ∧ and with zero differential. Given an orientation o or a cyclic structure 〈·, ·〉
on V , we define the maps oH : H(V )→ R and 〈·, ·〉H : H(V )⊗H(V )→ R for all closed
h1, h2 ∈ V by
oH([h1]) := o(h1) and
〈[h1], [h2]〉H := 〈h1, h2〉,
(6.3)
respectively, where [·] denotes the cohomology class. It is easy to see that 〈·, ·〉H is a
cyclic structure on H(V ) and that oH is an orientation on H(V ) provided that o
∣∣
ker d 6= 0.
Proposition 6.1.3 (Orientation on homology). We have the following:
(a) Let (V,d) be a Z-graded cochain complex, and let n ∈ Z. Given an orientation
o˜ : Hn(V )→ R, there is an orientation oV : V n → R such that o˜ = oH. If dV n = 0,
then we have the correspondence
Orientations on V in degree n 1:1' Orientations on H(V ) in degree n.
(b) If (V1,d1, o1) and (V2,d2, o2) are Z-graded cochain complexes oriented in degree n
with dV n1 = 0 = dV n2 , then a chain map f : V1 → V2 preserves the orientation if
and only if the induced map f∗ : H(V1)→ H(V2) preserves the induced orientation.
Proof. (a) We define oV (v) := o˜([v]) for all closed v ∈ V and extend it by 0 to a
complement of ker d in V . It is obvious that oH = o˜. If dV n = 0, any complement is
trivial and oV is uniquely determined by oH.
(b) Let v ∈ V n1 . Because dv = 0, we have
o2(f(v)) = oH2 ([f(v)]) = oH2 (f∗[v]) = oH1 ([v]) = o1(v).
This finishes the proof.
Suppose that 1 is a unit for (V, d,∧), i.e., 1 ∈ V 0, d1 = 0 and 1 ∧ v = v ∧ 1 = v for all
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v ∈ V , and let 〈·, ·〉 by a cyclic structure on V . For all homogenous v1, v2 ∈ V , we have
〈v1, v2〉 = 〈v1 ∧ 1, v2〉
= (−1)v1v2〈1 ∧ v2, v1〉
= (−1)v1v2〈v2, v1〉,
and hence 〈·, ·〉 is automatically symmetric.
Recall that a DGA is called commutative if v1∧v2 = (−1)v1v2v2∧v1 for all homogenous
v1, v2 ∈ V . Commutativity of a DGA and symmetry of a general cyclic structure on it
seem to be unrelated.
Proposition 6.1.4 (Correspondence of orientations and cyclic structures on DGA’s).
Let (V,d,∧) be a DGA. Then the following holds:
(a) If ∧ is commutative, then any orientation o in degree n induces a cyclic struc-
ture 〈·, ·〉 of degree n which is given for all homogenous v1, v2 ∈ V by
〈v1, v2〉 :=
o(v1 ∧ v2) if deg(v1) + deg(v2) = n,0 otherwise. (6.4)
(b) If 1 is a unit, then any non-zero cyclic structure 〈·, ·〉 of degree n induces an
orientation o in degree n by defining
o(v) :=
〈v, 1〉 for v ∈ V
n,
0 otherwise.
(6.5)
(c) For a unital commutative DGA (V,d,∧, 1), formulas (6.4) and (6.5) define the
correspondence
Orientations in degree n 1:1' Non-zero cyclic structures of degree n.
Proof. (a) Using the Leibnitz identity, properties of an orientation and commutativity,
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we check that
〈dv1, v2〉 = o(dv1 ∧ v2)
= o
(
d(v1 ∧ v2)− (−1)v1v1 ∧ dv2
)
= (−1)1+v1o(v1 ∧ dv2)
= (−1)1+v1v2o(dv2 ∧ v1)
= (−1)1+v1v2〈dv2, v1〉
and
〈v1 ∧ v2, v3〉 = o(v1 ∧ v2 ∧ v3)
= (−1)v3(v1+v2)o(v3 ∧ v1 ∧ v2)
= (−1)v3(v1+v2)〈v3 ∧ v1, v2〉
for all homogenous v1, v2, v3 ∈ V .
(b) For all v ∈ V , we have
o(dv) = 〈dv, 1〉 = −〈d1, v〉 = 0.
From 〈·, ·〉 6= 0 it follows that there are homogenous v1, v2 ∈ V with deg(v1)+deg(v2) = n
such that 〈v1, v2〉 6= 0. Then v1 ∧ v2 ∈ V n and
o(v1 ∧ v2) = 〈v1 ∧ v2, 1〉
= 〈1 ∧ v1, v2〉
= 〈v1, v2〉 6= 0.
Therefore, o is an orientation on V .
(c) This is a combination of (a) and (c) plus the uniqueness, which is easy to check.
Remark 6.1.5 (Volume forms). If Hn(V ) ' R, then orientations o : Hn(V ) → R and
elements 0 6= [Vol] ∈ Hn(V ) called volume forms are in one-to-one correspondence via
o([Vol]) = 1.
A consequence is the following: Suppose that (V1,d1, o1) and (V2,d2, o2) are cochain
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complexes oriented in degree n which satisfy
Hn(V1) ' Hn(V2) ' R and d1V n1 ' d2V n2 = 0, (6.6)
so that Proposition 6.1.3 applies. Then a chain map f : V1 → V2 preserves orientation if
and only if the induced map f∗ : Hn(V1)→ Hn(V2) maps [Vol1] to [Vol2]. In the category
of unital commutative DGA’s satisfying (6.6), so that also Proposition 6.1.4 holds, if the
orientations come from cyclic structures, then f preserves cyclic structure if and only
if f∗ preserves volume form. C
Definition 6.1.6 (Non-degeneracy and Poincaré duality). Given a graded vector space V ,
a homogenous bilinear form (=: pairing) 〈·, ·〉 : V ⊗ V → R of degree −n as a map which
is graded symmetric is called non-degenerate if for every v ∈ V , the following implication
holds:
〈v, w〉 = 0 for all w ∈ V =⇒ v = 0.
We say that 〈·, ·〉 satisfies Poincaré duality if the map [ : V → V ∗g (graded dual) defined
by
[(v)(w) := 〈v, w〉 for all v, w ∈ V
is a graded isomorphism (it has degree −n as a map) of graded vector spaces.
Remark 6.1.7 (On non-degeneracy and Poincaré duality). (i) Clearly, Poincaré dual-
ity implies non-degeneracy. If the degree k component V k of V is finite-dimensional for
every k ∈ Z — we say that V is of finite type — then the opposite is true as well. If
n = 0, then Poincaré duality implies that V is of finite type.
(ii) If V is non-negatively graded, then non-degeneracy of 〈·, ·〉 : V ⊗ V → R implies
V = V 0 ⊕ · · · ⊕ V n. Therefore, non-negatively graded vector spaces of finite type which
admit a non-degenerate homogenous bilinear form are finite-dimensional.
(iii) The de Rham complex (Ω(M), d,∧) of an oriented closed n-manifold M with the
orientation
∫
: Ωn(M)→ R is an oriented DGA whose cyclic structure is non-degenerate
but does not satisfy Poincaré duality. On the other hand, the induced structure on
homology H(Ω(M)) satisfies Poincaré duality. C
An analog of the following definition is used in [Fio+19] and also in [LS08] (under the
name “set of orphans”).
Definition 6.1.8 (Degenerate subspace and non-degenerate quotient). Given a sym-
metric pairing 〈·, ·〉 : V ⊗ V → R on a graded vector space V , we define the degenerate
159
6. IBL-infinity formality and Poincaré duality models
subspace V ⊥ ⊂ V by
V ⊥ := {v ∈ V | 〈w, v〉 = 0 for all w ∈ V }.
If (V, d,∧) is a DGA and 〈·, ·〉 a cyclic structure, then (6.1) implies that V ⊥ is a differential
graded ideal in V , and thus we obtain the short exact sequence of DGA’s
0 V ⊥ V Q(V ) := V/V ⊥ 0,ι piQ (6.7)
where ι is the inclusion and piQ the canonical projection. We call the DGA Q(V ) together
with the induced non-degenerate cyclic structure 〈·, ·〉Q such that 〈piQ(·), piQ(·)〉Q = 〈·, ·〉
the non-degenerate quotient.
It was observed in [Fio+19] that the question whether (V ⊥, d) is acyclic, and hence piQ
is a quasi-isomorphism, turns out to be related to the existence of Hodge decomposition.
Definition 6.1.9 (Hodge decomposition). A cochain complex (V,d) with a symmetric
cyclic structure 〈·, ·〉 : V ⊗V → R is of Hodge type if there exist subspaces H ⊂ ker d and
C ⊂ V such that
V = ker d⊕ C, ker d = im d⊕H and C ⊥ H⊕ C, (6.8)
where ⊥ denotes the relation of being perpendicular with respect to 〈·, ·〉. Such decom-
position is called a Hodge decomposition. We call H the harmonic subspace and C the
coexact part.
Given a Hodge decomposition, we define the standard Hodge homotopy Pstd : V → V by
Pstd :=
−(d
∣∣
C
)−1 on im d,
0 on H⊕ C.
Then we have dPstd = −piim d, Pstdd = −piC , and hence
[d,Pstd] = dPstd + Pstdd = piH − 1.
We call (H,Pstd) the Hodge pair associated to the Hodge decomposition (6.8).
Proposition 6.1.10 (Non-deg., fin. type implies Hodge type). Any cochain complex of
finite type with a non-degenerate symmetric cyclic structure is of Hodge type.
Proof. This is [CFL15, Lemma 11.1], and the proof uses formal Hodge theory.
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Remark 6.1.11 (Harmonic subspaces). In the situation of Proposition 6.1.10, it was shown
in [Fio+19, Remark 2.6] that for any complement H of im d in ker d (in other words, the
image of a section H(V )→ ker d) there is a coexact part C such that V = H⊕ im d⊕ C
is a Hodge decomposition. From this reason, we call any complement of im d in ker d a
harmonic subspace.3 C
The following lemma will be used in the proof of Proposition 6.1.13.
Lemma 6.1.12 (Complement of acyclic subcomplex over R). Let f : V1 → V2 be an
injective chain map of cochain complexes (V1,d1) and (V2,d2) over R such that (V1,d1)
is acyclic. Then there is a chain map g : V2 → V1 such that g ◦ f = 1.4
Proof. For every i ∈ Z, consider the diagram
ker di1 ⊕ Ci1 ker di2 ⊕ Ci2
ker di+11 ⊕ Ci+11 ker di+12 ⊕ Ci+12 ,
f i
di1 di2
f i+1
where Ci1 is a complement of ker di1 in V i1 and Ci2 is a complement of ker di2 in V i2 . With
respect to this decomposition, we write
f i =
(
f i11 f
i
12
f i21 f
i
22
)
, gi =
(
gi11 g
i
12
gi21 g
i
22
)
,
di1 =
(
0 di1
0 0
)
, di2 =
(
0 di2
0 0
)
.
The assumption H(V1) = 0 implies that di1 is an isomorphism. The fact that f is a
chain map translates to
di2f
i
21 = 0, f i+121 di1 = 0, f i+111 di1 = di2f i22. (6.9)
From the second relation and surjectivity of di1, we get that f i+121 = 0. Now, f i+111 has
to be injective because it is the only possibly non-zero part of f on ker di+11 . From the
third relation of (6.9) and the fact that di1 is injective, we get that f i22 is injective as well.
Relations (6.9) hold also for g with d1 and d2 switched. In particular, we have gi21 = 0.
3Given a Hodge decomposition V = H ⊕ im d ⊕ C and a harmonic subspace H′, then it holds H′ =
gr(α : H → dV ) because H⊕ dV = H′ ⊕ dV , and one can take C′ = gr(−α† − 12αα† : C → H⊕ dV ).4This lemma can be used to prove that over R, every surjective quasi-isomorphism is a deformation
retraction and every injective quasi-isomorphism is a section of a deformation retraction.
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The relation g ◦ f = 1 translates using f i21 = gi21 = 0 to
gi11f
i
11 = 1, gi11f i12 + gi12f i22 = 0, gi22f i22 = 1. (6.10)
Because di1 is an isomorphism, the last equation is equivalent to
1 = di1gi22f i22(di1)−1 = gi+111 di2f i22(di1)−1 = gi+111 f i+111 di1(di1)−1 = gi+111 f i+111 .
We see that g can be constructed as follows. For all i ∈ Z, let g11i be an arbitrary
left inverse of f11i . Set gi22 := (di1)−1gi+111 di2 and g21i := 0. Finally, gi12 has to be chosen
such that the second equation of (6.10) is satisfied. This is possible since we can first
define gi12 on im f i22 because f i22 injective and then extend it by 0 to a complement.
Claim (b) of the following proposition corresponds to [Fio+19, Lemma 2.8]. Claim (c)
was suggested by Prof. Hông Vân Lê via e-mail correspondence.
Proposition 6.1.13 (Hodge decomposition and acyclicity of V ⊥). Let (V, d) be a cochain
complex with a symmetric cyclic structure 〈·, ·〉 : V ⊗ V → R. If V is of Hodge type, then
the following implications hold:
(a) If 〈·, ·〉 is non-degenerate, then 〈·, ·〉H is non-degenerate.
(b) If 〈·, ·〉H is non-degenerate, then (V ⊥,d) is acyclic.
Moreover, the following reverse implication holds:
(c) If V is of finite type and (V ⊥,d) is acyclic, then V is of Hodge type.
Proof. (a) Let V = im d ⊕ H ⊕ C be a Hodge decomposition. Then im d ⊕ C ⊂ H⊥,
and hence
〈dη + b+ c, b′〉 = 〈b, b′〉 for all η ∈ V, c ∈ C and b, b′ ∈ H.
The claim follows easily. Notice that having a Hodge decomposition, it holds
〈·, ·〉∣∣H⊗H non-degenerate ⇐⇒ im d⊕ C = H⊥.
(b) Consider a Hodge decomposition as above, and let v ∈ V ⊥ ∩ ker d be a non-zero
vector. Suppose that v 6∈ im d. Then [v] 6= 0 in H(V ), and hence there is a b ∈ H
such that 〈v, b〉 6= 0 by non-degeneracy of 〈·, ·〉H. This is a contradiction with v ∈ V ⊥.
Therefore, it holds V ⊥ ∩ ker d = V ⊥ ∩ im d. In particular, there is an η ∈ C such that
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v = dη. Now, for any η′ ∈ C, b ∈ H and c ∈ C, we have using C ⊥ H⊕ C and v ∈ V ⊥
the following:
〈dη′ + b+ c, η〉 = 〈dη′, η〉
= (−1)1+ηη′〈dη, η′〉
= (−1)1+ηη′〈v, η′〉
= 0.
Therefore, it holds η ∈ V ⊥, and we have shown that V ⊥∩ im d = dV ⊥. The claim follows.
(c) Because V ⊥ ⊂ V is an acyclic subcomplex and we work over R, there is a complemen-
tary subcomplex Z ⊂ V ; i.e., dZ ⊂ Z and V = V ⊥⊕Z. This follows from Lemma 6.1.12
by setting V ⊥ = im f and Z = ker g. Now, the restriction of 〈·, ·〉 to Z is non-degenerate,
and Proposition 6.1.10 provides its Hodge decomposition Z = dZ ⊕H⊕D. Let E ⊂ V ⊥
be a graded vector space which is complementary to dV ⊥ in V ⊥; i.e., V ⊥ = dV ⊥ ⊕E. It
is easy to check that V = im d⊕H⊕C with C := D ⊕E is a Hodge decomposition.
The following notions were taken from [Fio+19].
Definition 6.1.14 (Hodge subalgebra and small subalgebra). Consider a DGA (V, d,∧)
with a symmetric cyclic structure 〈·, ·〉. Suppose that it admits a Hodge decomposition
with the Hodge pair (H,Pstd). A Hodge subalgebra is a differential graded subalgebra
W ⊂ V which satisfies
H ⊂W and PstdW ⊂W.
We denote the smallest Hodge subalgebra of V by S(V ) and call it the small subalgebra.
We stress that the definition of S(V ) depends on (H,Pstd)!
The following is a version of [Fio+19, Proposition 3.3] which generalizes to the non-
simply-connected case (see (iii) of Remark 6.1.16 below for the comparison).
Proposition 6.1.15 (Description of small subalgebra). Consider the situation of Def-
inition 6.1.14. The small subalgebra S(V ) is generated as a graded vector space by
Kontsevich-Soibelman–like evaluations of rooted binary trees with k ≥ 1 leaves labeled
with homogenous elements of H, interior vertices labeled with ∧ and interior edges labeled
either with Pstd or with 1.
Proof. We abbreviate S := S(V ), denote the set of labeled trees by T and denote the
vector space generated by evaluations of elements of T by 〈T 〉.
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Clearly, we have 〈T 〉 ⊂ S. For “=”, it suffices to check that for any T , T1, T2 ∈ T , it
holds dT , PstdT , T1 ∧ T2 ∈ 〈T 〉, i.e., that 〈T 〉 is a Hodge subalgebra.
As for dT , we imagine d propagating from the root to the leaves. When it encounters
L∧R, where L stands for the left and R for the right sub-branch, it duplicates the tree and
continues propagating in L and R, respectively (we take the sum of the two copies in the
end). This is justified by the Leibnitz identity d(L∧R) = dL∧R+ (−1)LL∧ dR. When
it encouners Pstd, it triples the tree and either goes past Pstd and continues propagating,
or exchanges Pstd for 1 and stops, or exchanges Pstd for piH and stops. This is justified by
dPstd = −Pstdd− 1+ piH. If it encounters 1, nothing happens and it keeps propagating.
If it reaches a leaf with h ∈ H, then the corresponding tree evaluates to 0. We see that
we alway obtain an element of 〈T 〉.
As for PstdT , we have either PstdT = 0 if the interior edge adjacent to the root (=:
the root edge) is labeled with Pstd, or PstdT is a new tree in T which arises from T by
replacing 1 by Pstd on the root edge.
As for T1 ∧ T2, using 1 = piH − dPstd − Pstdd and the Leibnitz identity, we get
T1 ∧ T2 = piH(T1 ∧ T2)− (dPstd)(T1 ∧ T2)− (Pstdd)(T1 ∧ T2)
= piH(T1 ∧ T2)− d
(Pstd(T1 ∧ T2))− Pstd(dT1 ∧ T2)− (−1)T1Pstd(T1 ∧ dT2).
We see that T1 ∧ T2 ∈ 〈T 〉.
Remark 6.1.16 (On Hodge subalgebra and small subalgebra). (i) Any Hodge subalge-
bra W inherits the Hodge decomposition
W = H⊕ dW ⊕ PstdW (6.11)
with the Hodge pair (H,Pstd
∣∣
W
).
(ii) We will be in the situation of Definition 6.1.14 and use the notation of the proof of
Proposition 6.1.15. In addition, we suppose that V is non-negatively graded. Having
established S = 〈T 〉, consider the Hodge decomposition (6.11) for W = S. Let S =⊕
k≥1 Sk denote the reduced part of S, and let 〈S ∧ S〉 denote the graded vector space
generated by products v1 ∧ v2 for v1, v2 ∈ S. We have
Pstd〈T 〉 =
〈{T ∈ T with Pstd on the root edge}〉
= Pstd〈S ∧ S〉
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and
d〈T 〉 = d(piH − dPstd − Pstdd)〈T 〉
= dPstdd〈T 〉
⊂ dPstd〈T 〉
⊂ dPstd〈S ∧ S〉.
It holds even d〈T 〉 = dPstd〈S ∧ S〉 due to (6.11). We can now write (6.11) as
Sk = Hk ⊕ dPstd〈S ∧ S〉k ⊕ Pstd〈S ∧ S〉k+1. (6.12)
If H1 = 0, this agrees with the formula from [Fio+19, Proposition 3.3]. In this case, it
holds S1 = 0, and hence 〈S ∧ S〉k+1 depends only on Si for i < k. Therefore, we can
compute Sk from (6.12) inductively starting with S0 = 〈1〉.
(iii) The previous remark implies the following: Let (V, d,∧) be a non-negatively graded
DGA with cyclic structure 〈·, ·〉 of Hodge type. Suppose that H1(V ) = 0. If H(V ) is of
finite type, then so is S(V ).
(iv) The advantage of S(V ) is that we have the diagram of pairing preserving DGA-
quasi-isomorphisms
V S(V ) Q(S(V )).
Moreover, in the case of (iii), the non-degenerate quotient is finite-dimensional, and hence
a Poincaré duality model of V (see the next section).
(v) Notice that if there is a quasi-isomorphism f : H(V )→ V , then S(V ) = V for any
Hodge decomposition with harmonic subspace im f . C
Proposition 6.1.17 (Properties of S and Q). Let (V, d,∧) be a DGA with a symmetric
cyclic structure 〈·, ·〉. Suppose that it admits a Hodge decomposition with Hodge pair
(H,Pstd). Then S(V ) and Q(V ) admit Hodge decompositions with the Hodge pairs
(H,PSstd := Pstd
∣∣
S(V )) and (pi
Q(H),PQstd), respectively, where piQ : V → Q(V ) is the
canonical projection and PQstd the unique map on Q(V ) satisfying PQstd ◦ piQ = piQ ◦ Pstd.
Furthermore, with respect to the induced Hodge decompositions, we have
S(S(V )) = S(V ), Q(Q(V )) = Q(V ) and S(Q(S(V ))) = Q(S(V )). (6.13)
Proof. The fact that S := S(V ) admits a Hodge decomposition with Hodge pair (H,PSstd)
was stated in (i) of Remark 6.1.16 and is easy to check.
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We prove that Q := Q(V ) has a Hodge decomposition with Hodge pair (piQ(H),PQstd).
Because piQ is a quasi-isomorphism, piQ(H) is a harmonic subspace of Q, and we have
ker dQ = piQ(H) ⊕ im dQ. Let c ∈ C with dc ∈ V ⊥ such that piQ(c) ∈ ker dQ ∩ piQ(C).
From the cyclicity of 〈·, ·〉 with respect to d and from C ⊥ H ⊕ C, it follows that
c ∈ V ⊥, and thus piQ(c) = 0. Together with surjectivity of piQ this implies that
Q = ker dQ ⊕ piQ(C). From 〈piQ(·), piQ(·)〉Q, we see that piQ(C) ⊥ piQ(H) ⊕ piQ(C).
Therefore, Q = piQ(H)⊕ im dQ ⊕ piQ(C) is a Hodge decomposition, and it is easy to see
that its standard Hodge homotopy PQstd satisfies PQstd ◦ piQ = piQ ◦ Pstd. This defines PQstd
uniquely because piQ is surjective.
As for the relations (6.13), the first two are clear. The third can be seen as follows.
Since piQ : V → Q is a DGA-morphism mapping the harmonic subspaces isomorphically
onto each other and commuting with d and Pstd, the assignments Y ⊂ V 7→ piQ(Y ) ⊂ Q
and Z ⊂ Q 7→ (piQ)−1(Z) ⊂ V preserve Hodge subalgebras. Therefore, if Z ⊂ Q(S)
is a Hodge subalgebra, then (piQ)−1(Z) ⊂ S is a Hodge subalgebra. It holds even
(piQ)−1(Z) = S by minimality of S, and hence Z = Q(S) by surjectivity of piQ.
A natural question is, how does Q(S(V )) depend on the chosen Hodge pair and how
does it behave under quasi-isomorphisms? The following lemmas might be useful.
Lemma 6.1.18 (Kernel of pairing-preserving morphism). Let V1 and V2 be vector spaces
with symmetric bilinear forms 〈·, ·〉1 : V1 ⊗ V1 → R and 〈·, ·〉2 : V2 ⊗ V2 → R, respectively.
Let f : V1 → V2 be a linear map such that
〈v1, v2〉1 = 〈f(v1), f(v2)〉2 for all v1, v2 ∈ V1. (6.14)
Then it holds
ker f ⊂ V ⊥1 and f(V ⊥1 ) ⊂ f(V1)⊥.
In particular, the following statements are true:
(a) If 〈·, ·〉1 is non-degenerate, then f is injective.
(b) If 〈·, ·〉2 is non-degenerate and f is surjective, then ker f = V ⊥1 .
Proof. Clear.
Lemma 6.1.19 (Injectivity on domain with non-degenerate orientation). Let (V1, d1,∧1)
be a non-negatively graded commutative DGA with an orientation o1 in degree n such
that the induced cyclic structure is non-degenerate. Let (V2, d2,∧2) be any DGA, and let
f : V1 → V2 be a morphism of DGA’s. Then injectivity of f∗ : Hn(V1)→ Hn(V2) implies
injectivity of f : V1 → V2.
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Proof. Firstly, injectivity of a homogenous map is equivalent to degree-wise injectivity.
Secondly, because V1 is non-negatively graded and the cyclic structure of degree n is
non-degenerate, we have V1 = V 01 ⊕ · · · ⊕ V n1 . Now, suppose that v ∈ V k1 for some
k = 0, . . . , n satisfies f(v) = 0. For any w ∈ V n−k, the product v ∧ w lies in V n, and
thus d(v ∧ w) = 0. We compute
f∗[v ∧ w] = [f(v ∧ w)] = [f(v) ∧ f(w)] = 0,
and hence v ∧ w = dη for some η ∈ V n−11 by injectivity of f∗. Consequently, we have
o1(v ∧ w) = o1(dη) = 0,
and hence v = 0 by non-degeneracy of o1.
Lemma 6.1.20 (Small subalgebra of cyclic DGA and quasi-iso.). Let (V1, d1,∧1, 〈·, ·〉1)
and (V2,d2,∧2, 〈·, ·〉2) be non-negatively graded unital commutative DGA’s of finite type
with non-degenerate cyclic structures of degree n (hence finite-dimensional). Let f : V1 →
V2 be a DGA-morphism such that f∗ : (H(V1), oH1 )→ (H(V2), oH2 ) is an isomorphism. Then
a Hodge decomposition of V1 with Hodge pair (H1,P1std) induces a Hodge decomposition
of V2 with Hodge pair (f(H1),P2std), where P2std satisfies P2std◦f = f◦P1std. Consequently, f
induces an isomorphism S(V1) ' S(V2).
Proof. Because f∗ preserves orientation and it holds V n+11 = 0 = V n+12 , Proposition 6.1.3
implies that f preserves cyclic structure and hence is injective by Lemma 6.1.18. Let
V1 = H1 ⊕ im d1 ⊕ C1 be a Hodge decomposition. From the injectivity of f , it follows
that
f(V1) = f(H1)⊕ df(V1)⊕ f(C1)
and that the restriction of 〈·, ·〉2 to f(V1) ⊗ f(V1) is non-degenerate. Because V1 is
of finite type, f(V1) is of finite type, and so non-degeneracy implies Poincaré duality
f(V1)∗g ' f(V1). It follows that
V2 = f(V1)⊕ f(V1)⊥.
Cyclicity of d2 with respect to 〈·, ·〉2 implies that f(V1)⊥ ⊂ V2 is a subcomplex. Because f
is a quasi-isomorphism, we have H(V1) ' H(f(V1)) ' H(V2); because the homology is
additive, we have H(V2) ' H(f(V1))⊕H(f(V1)⊥) ' H(V2)⊕H(f(V1)⊥); finally, because
H(V2) is of finite type, we have H(f(V1)⊥) = 0. Because V2 = f(V1)⊕f(V1)⊥ and 〈·, ·〉2 is
non-degenerate, its restriction to f(V1)⊥ is non-degenerate too. As V2 and hence f(V1)⊥
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is of finite type, Proposition 6.1.10 gives a Hodge decomposition f(V1)⊥ = df(V1)⊥ ⊕C ′2.
It is easy to check that
V2 = f(H1)⊕
(
df(V1)⊕ df(V1)⊥)︸ ︷︷ ︸
= im d2
⊕(f(C1)⊕ C ′2︸ ︷︷ ︸
=: C2
)
is a Hodge decomposition of V2. The corresponding standard Hodge homotopy clearly
satisfies P2std ◦ f = f ◦ P1std, and it holds P2std(f(V1)) ⊂ f(V1), so that f(V1) is a Hodge
subalgebra. By injectivity, it follows that S(V1) ' S(V2).
Since S = S(V ) is “small”, a question whether it can be fit inside the image of a
Sullivan’s minimal model arose. This would imply, under some additional assumptions,
that for any two Hodge decompositions of V , the non-degenerate quotients Q1, resp. Q2
of the corresponding small subalgebras S1, resp. S2 would be isomorphic as Poincaré
duality algebras. Let us sketch the idea of this construction assuming that f1 : ΛU1  S1
and f2 : ΛU2  S2 are surjective Sullivan’s minimal models. Uniqueness from [FOT08,
Theorem 2.24] gives an isomorphism ΛU := ΛU1 ' ΛU2 such that the following diagram
commutes up to homotopy of DGA’s:
S1 Q1
ΛU V
S2 Q2.
f1
f2
(6.15)
Now, ΛU f1−→ S1 ↪−→ V and ΛU f2−→ S2 ↪−→ V induce the same isomorphism on homology;
this can be used to pullback the orientation oH on H(V ) to an orientation o˜ on H(ΛU), so
that all maps in (6.15) will preserve the orientation on homology. Under the assumptions
dV n = 0 and d(ΛU)n = 0, Proposition 6.1.3 applies, and we obtain a cyclic structure
〈·, ·〉ΛU on ΛU which is preserved by both f1 and f2 on the chain level. We denote
fQi := piQi ◦ fi and write down the following diagram with pairing-preserving DGA-quasi-
isomorphisms:
(
ΛU, 〈·, ·〉ΛU)
(Q1, 〈·, ·〉Q1 ) (Q2, 〈·, ·〉Q2 ).
fQ1 f
Q
2 (6.16)
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Claim (b) of Lemma 6.1.18 implies that ker fQ1 = ker fQ2 = (ΛU)⊥, and hence
Q1 ' ΛU/(ΛU)⊥ ' Q2.
Unfortunately, the next two examples show that one can not, in general, expect S1 and S2,
or even Q1 and Q2 to be isomorphic and S to fit inside the image of the minimal model.5
Example 6.1.21 (Small algebras are, in general, not unique and not contained in images
of Sullivan minimal models). Consider M = CP2, and let K be the Fubini–Study form
on M . For α ∈ Ω1(M), set Kα := K + dα. Then Kα ∧Kα = K ∧K + d(2α∧K +α∧dα).
We can choose α such that d(2α ∧K + α ∧ dα) 6= 0. Consider the Riemannian Hodge
decomposition of Ω(M) with H = 〈1,K,K ∧K〉. According to Remark 6.1.11, there is
also a “twisted” Hodge decomposition with the harmonic subspace Hα := 〈1,Kα,K ∧K〉.
The small subalgebra S for the Riemann Hodge decomposition is S = 〈1,K,K ∧K〉.
The small subalgebra Sα for the twisted Hodge decomposition must contain 1, Kα and
both Kα ∧Kα and K ∧K (we require Hα ⊂ Sα by definition). Therefore, it contains
Kα ∧Kα −K ∧K = d(2α ∧K + α ∧ dα)
and also
Pαstdd(2α ∧K + α ∧ dα) = piCα(2α ∧K + α ∧ dα).
Proposition 6.1.15 asserts that these vectors, together with 1 and Kα, generate Sα as a
graded vector space. Clearly, Sα is not isomorphic to S for generic α, but
Q(Sα) = 〈1,Kα,Kα ∧Kα〉 ' 〈1,K,K ∧K〉 = Q(S).
In fact, the previous argument works in general and implies that for CP2, the non-
degenerate quotients of two small subalgebras are isomorphic as Poincaré duality algebras
(this does not hold for any M , see Example 6.1.22).
The Sullivan minimal model of M is the free DGA M := Λ(η, µ) with |η| = 2, |µ| = 5,
dη = 0 and dµ = η ∧ η. A DGA-quasi-isomorphism f :M→ Ω(M) is specified by its
values on η and µ; for example, f(η) := K and f(µ) := 0. We see that neither Sα nor Hα
can lie in im f because dim(im f)4 = 1 for any f . C
5Note that it is always possible to construct a surjective (non-minimal) Sullivan model f : ΛU  V by
taking the minimal Sullivan model and inductively adding generators ξi and µi with dµi = 0 and
dξi = µi (the minimality condition on a Sullivan’s algebra would require dξi to be decomposable), and
mapping them to v ∈ V and dv, respectively. Nevertheless, the uniqueness property of non-minimal
Sullivan models is much weaker, see [FOT08, Lemma 2.20].
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Example 6.1.22 (Non-degenerate quotients of small subalgebras for different Hodge
decompositions are, in general, not isomorphic). Consider M = SU(6). It is a compact
simply-connected Lie group of dimension 35 (= n2 − 1 for n = 6) whose cohomology ring
is freely generated by single elements in degrees 3, 5, . . . , 11; see [MT91, Corollary 3.11].
There is a biinvariant Riemannian metric and there are biinvariant differential forms x3,
x5, . . . , x11 in the corresponding degrees such that
H := Λ(x3, . . . , x11) ⊂ Ω(M)
is the algebra of harmonic forms, see [FOT08, Chapter 1].
For η6 ∈ Ω6(M) and η8 ∈ Ω8(M), which are going to be specified later, set
x˜7 := x7 + dη6 and x˜9 := x9 + dη8,
and let H′ denote the graded vector space obtained from H by replacing the vectors
x7 and x9 with x˜7 and x˜9, respectively. We emphasize that we are replacing just the
vectors, not the products; e.g., x7 ∧ x9 is an element of H′ but x˜7 ∧ x˜9 might not be. Let
S = H be the small subalgebra corresponding to the Riemannian Hodge decomposition,
and let S ′ be the small subalgebra corresponding to a Hodge decomposition based on H′
(such always exists by Remark 6.1.11). The following elements in degrees 15, resp. 20
must be contained in S ′:
y := P′std(x˜7 ∧ x9 − x7 ∧ x9)
= P′stdd(η6 ∧ x9),
z := x˜9 ∧ x11 − x9 ∧ x11
= d(η8 ∧ x11).
Using Stokes theorem and d ◦ P′std = piim d, we get
〈y, z〉 = ±
∫
M
P′stdd(η6 ∧ x9) ∧ d(η8 ∧ x11)
= ±
∫
M
dη6 ∧ η8 ∧ x9 ∧ x11.
We claim that the integral can be made non-zero by a choice of η6 and η8. Indeed, because
x9 ∧ x11 generates non-zero homology, there is an m ∈M such that x9(m) ∧ x11(m) 6= 0.
Pick local coordinates (xi) centered at m, and let αI dxI be a non-zero coefficient in
x9(m) ∧ x11(m). Consider the complement J = IC and decompose J = J1 ∪ J2 into two
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parts with |J |1 = 7 and |J |2 = 8. For some 0 6= c ∈ R, set locally
η6 := ((xJ11 + c) dxJ1\{J11}) and η8 = dxJ2 ,
and extend them to the whole of M by multiplying with a bump function which is
constant non-zero in a neighborhood of m. We have achieved that the integrand ω :=
dη6∧η8∧x9∧x11 is non-zero aroundm. Because the intersection pairing is non-degenerate
and because ω 6= 0, there is a function f ∈ C∞(M) such that ∫M fω 6= 0. We can now
just rescale η8 by f .
We have shown that z induces a non-zero element pi′Q(z) ∈ Q(S ′)20, where pi′Q : S ′ →
S ′/S ′⊥ is the canonical projection. Now, pi′Q is a DGA-morphism, and hence pi′Q(z) is
exact. Because S ′ is of Hodge type, pi′Q is also a quasi-isomorphism, and hence pi′Q(x9∧x11)
generates non-trivial homology. It follows that pi′Q(z) is not a multiple of pi′Q(x9 ∧ x11),
and thus dimQ(S ′)20 ≥ 2. However, we have Q(S)20 = H20 = 〈x9 ∧ x11〉. This shows
that Q(S) and Q(S ′) can not be isomorphic as vector spaces. C
It is not hard to come up with artificial examples of oriented DGA’s which are not of
Hodge type.
The following lemma and proposition show that in some cases it is possible to extend
a DGA to a DGA of Hodge type.
Lemma 6.1.23 (Giving partners to non-degenerates). Let (V,d,∧, o) be a unital com-
mutative DGA which is non-negatively graded and oriented in degree n. For k = dn2 e,
. . . , n, consider the following property (Pk) of a direct sum decomposition
V = H⊕ dV ⊕ C, (6.17)
where H is a harmonic subspace and C a complement of ker d in V perpendicular to H
with respect to the induced cyclic structure 〈·, ·〉:
(Pk) There is a complement E of
C⊥ := {c⊥ ∈ C | 〈c⊥, c〉 = 0 for all c ∈ C}
in C and a homogenous linear map
ρ : Edn/2e ⊕ · · · ⊕ Ek −→ dV
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such that for all e′ ∈ E and c⊥ ∈ C⊥, the following holds:
〈e′, ρ(e)〉 = 〈e′, e〉, (6.18)
〈c⊥, ρ(e)〉 = 0. (6.19)
Suppose that V is non-negatively graded, of finite type and satisfies V 0 = span{1} and
V 1 = 0. Suppose that n ≥ 5 and that (H(V ),∧, oH) is a Poincaré duality algebra. Given
dn2 e ≤ l ≤ n, suppose that V admits a decomposition of type (6.17) such that either
l = dn2 e or l > dn2 e and (Pl−1) holds. Then there is an m ∈ N0 and a Sullivan DGA
Λ := Λ(w1, . . . , wm, z1, . . . , zm) (6.20)
specified by degwi = l − 1, deg zi = l, dzi = 0 and dwi = zi for all i = 1, . . . , m such
that the tensor product DGA
Vˆ := V ⊗ Λ
admits an orientation oˆ : Vˆ → R which extends o : V → R on the canonical inclusion
V ↪→ Vˆ , and there is a decomposition
Vˆ = Hˆ ⊕ dVˆ ⊕ Cˆ (6.21)
of type (6.17) for which (Pl) holds.
Proof. The proof consists of a construction of oˆ : Vˆ → R, a construction of a harmonic
subspace Hˆ in Vˆ , a construction of a complement Cˆ of ker d in Vˆ , a degreewise description
of Cˆ and Cˆ⊥, a degreewise construction of a complement Eˆ of Cˆ⊥ in Cˆ and a proof of
the property (Pl) for the constructed decomposition.
Construction of oˆ: Consider the decomposition (6.17). Because d : C → dV is an
isomorphism, we can write
V = H⊕ dE ⊕ dC⊥︸ ︷︷ ︸
dV
⊕E ⊕ C⊥︸ ︷︷ ︸
C
. (6.22)
The restriction of 〈·, ·〉 to E is non-degenerate, and V is of finite type by assumption;
hence, E is finite-dimensional. Set
m := dimEl.
Let ξ1, . . . , ξm be a basis of El and ξ1, . . . , ξm its dual basis in En−l. The Sullivan
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algebra Λ can be written as a direct sum
Λ =
∞⊕
k=0
Λk with Λk =
⊕
r,m≥0
r+m=k
Λr(w)⊗ Λm(z), (6.23)
where Λr(w) and Λm(z) are the graded vector spaces generated by monomials wI =
wi1 . . . wir and zJ = zj1 . . . zjm for all multiindices I = {i1, . . . , ir} and J = {j1, . . . , jm},
respectively. The direct sum decompositions (6.22) and (6.23) induce a direct sum
decomposition of Vˆ = V ⊗ Λ via the distributivity of ⊗ and ⊕. We denote
Vˆk := V ⊗ Λk for k ≥ 0.
Let oˆ : Vˆ → R be the linear map satisfying
oˆ(v) := o(v) for all v ∈ V, (6.24)
oˆ(ξi ∧ zj) := o(ξi ∧ ξj) and (6.25)
oˆ(dξi ∧ wj) := (−1)deg ξi+1o(ξi ∧ ξj) for all i, j = 1, . . . ,m, (6.26)
and which is zero on (H ⊕ dV ⊕ C⊥ ⊕⊕i≥0,i 6=n−lEi) ⊗ Λ1(z), on (H ⊕ C ⊕ dC⊥ ⊕⊕
i≥0,i 6=n−l dEi)⊗ Λ1(w) and on Vˆk for k ≥ 2.
In order to show that oˆ is an orientation, we must check that oˆ 6= 0 and oˆ ◦ d = 0.
The first condition is clear from oˆ
∣∣
V
= o 6= 0. As for the second condition, Vˆ is
generated by elements v ∧ wI ∧ zJ for v ∈ V and multiindices I, J . It holds dVˆk ⊂
Vˆk for all k ≥ 0, and hence dVˆ =
⊕∞
k=0 dVˆk. From the definition of oˆ, we have
immediately dVˆ0 = dV ⊂ ker o ⊂ ker oˆ and ⊕∞k=2 dVˆk ⊂ ker oˆ. As for dVˆ1, we write
Vˆ1 = span{v ∧ wj , v ∧ zj | v ∈ V, j = 1, . . . ,m} as a graded vector space and compute
dVˆ1 = span{d(v ∧ wj),d(v ∧ zj) | v ∈ V, j = 1, . . . ,m}
= span{dv ∧ wj + (−1)deg vv ∧ zj | v ∈ V, j = 1, . . . ,m}.
(6.27)
Write v ∈ V n−l as v = h + dc + c⊥ +∑mi=1 αiξi for h ∈ Hn−l, c ∈ Cn−l−1, c⊥ ∈ C⊥n−l
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and αi ∈ R, and compute for every j = 1, . . . , m the following:
oˆ(dv ∧ wj) = oˆ
(
dc⊥ ∧ wj +
m∑
i=1
αidξi ∧ wj
)
=
m∑
i=1
αioˆ(dξi ∧ wj)
=
m∑
i=1
(−1)deg ξi+1αioˆ(ξi ∧ ξj)
= (−1)n−l+1
m∑
i=1
αioˆ(ξi ∧ zj)
= (−1)n−l+1oˆ
(
(h+ dc+ c⊥) ∧ zj +
m∑
i=1
αiξ
i ∧ zj
)
= (−1)deg v+1oˆ(v ∧ zj).
Consequently, dVˆ1 ⊂ ker oˆ. This shows oˆ ◦ d = 0.
The inclusion V ↪→ Vˆ is clearly orientation preserving.
Construction of Hˆ: It holds H¯(Λ) = 0 for the reduced homology, and hence H(Vˆ ) '
H(V ) ⊗ H(Λ) = H(V ) by Künneth’s formula. Because H ⊂ ker d, H ∩ im d = 0 and
dim(H) = dim H(Vˆ ), H is a complement of dVˆ in ker d. Therefore,
Hˆ := H
is a harmonic subspace of Vˆ . Also note that H(Vˆ ) = ⊕∞k=0 H(Vˆk) and dim H(Vˆ ) =
dim H(Vˆ0), and hence H(Vˆk) = 0 for all k ≥ 1.
Construction of Cˆ: We construct Cˆ as a direct sum Cˆ = ⊕∞k=0 Cˆk. Set
Cˆ0 := C.
For k = 1, define
C˜1 := span{v ∧ wi | v ∈ V, i = 1, . . . ,m} ⊂ Vˆ1,
Cˆ1 := {c˜− pi(c˜) | c˜ ∈ C˜1} ⊂ Vˆ0 ⊕ Vˆ1,
(6.28)
where pi : Vˆ → Hˆ is the orthogonal projection. For all k ≥ 2, let Cˆk ⊂ Vˆk be an arbitrary
complement of ker d in Vˆk as a graded vector space.
We show first that Cˆi for i ≥ 0 are disjoint. Clearly, Cˆj ∩∑∞i=0,i 6=j Cˆi = 0 for all j ≥ 2.
174
6. IBL-infinity formality and Poincaré duality models
Because (H+C)∩C˜1 = 0 andH∩C = 0, it holds Cˆ1∩Cˆ0 = 0, and (Cˆ0+Cˆ1)∩∑i≥2 Cˆi = 0
implies that Cˆj ∩∑∞i=0,i 6=j Cˆi = 0 holds also for j = 0, 1.
We show that Cˆ = ⊕k≥0 Cˆk is a complement of ker d in Vˆ . For k ≥ 2, Cˆk are complements
of ker d in Vˆk by construction. For k = 0, Cˆ0 ⊕ ker d ∩ Vˆ0 = Vˆ0 follows from (6.17). For
k = 1, we compare (6.27) and (6.28) to see that C˜1 ⊕ dVˆ1 = Vˆ1. Because H ⊂ ker d, it is
easy to see that Cˆ0 ⊕ Cˆ1 is a complement of ker d in Vˆ0 ⊕ Vˆ1.
Finally, Cˆ0 ⊥ Hˆ holds by (6.17), Cˆ1 ⊥ H holds by the construction of Cˆ1 from C˜1 and
Cˆk ⊥ H follows from the definition of oˆ.
Degreewise description of Cˆ and Cˆ⊥: We are interested in Cˆi for 0 ≤ i ≤ l. For all
k ≥ 2, the graded vector space Cˆk is concentrated in degrees i ≥ 2(l−1). But 2(l−1) > l
due to n ≥ 5. Therefore, Cˆik = 0 for k ≥ 2 and 0 ≤ i ≤ l. We denote V¯ :=
⊕∞
i=1 V
i and
write C˜1 = Λ1(w)⊕ (V¯ ⊗Λ1(w)). Because V 1 = 0, the graded vector space V¯ ⊗Λ1(w) is
concentrated in degrees i ≥ 2 + (l − 1) = l + 1. We obtain
Cˆi = (Cˆ0 ⊕ Cˆ1)i =

Ci for 0 ≤ i ≤ l − 1,
Ci + span{wj | j = 1, . . . ,m} for i = l − 1,
Ci for i = l.
(6.29)
Here we used that Cˆ l−11 = C˜ l−11 = span{wi | i = 1, . . . ,m}, which is true because
Λ1(w) ⊥ H from the definition of oˆ.
We are now interested in Cˆ⊥i for n − l ≤ i ≤ l. Note that n − l ≤ i ≤ l is equivalent
to n − l ≤ n − i ≤ l. By definition, oˆ vanishes on C ∧ Λ1(w) = C ⊗ Λ1(w) and
Λ1(w) ∧ Λ1(w) ⊂ Λ2(w). Looking at (6.29), we see the following:
Cˆ⊥i =

C⊥i for n− l ≤ i ≤ l − 2,
C⊥i + span{wi | i = 1, . . . ,m} for i = l − 1,
C⊥i for i = l.
(6.30)
Because Vˆ is non-negatively graded, it holds Cˆ⊥i = Cˆi for i > n. Notice that Cˆ⊥i might be
smaller than Ci for 0 ≤ i ≤ n−l−1. The reason for this is a possible existence of v1, v2 ∈ V
such that v1∧v2 has a non-trivial dE-component and 〈v1, v2∧wi〉 = oˆ((v1∧v2)∧wi) 6= 0.
Construction of Eˆ: Because Vˆi ∧ Vˆj ⊂ Vˆi+j and Vˆk ⊂ ker oˆ for k ≥ 2, we have Cˆk ⊂ Cˆ⊥
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for all k ≥ 2. It follows that
Cˆ⊥ = (Cˆ0 ⊕ Cˆ1) ∩ Cˆ⊥ ⊕
⊕
k≥2
Cˆk,
and hence it is enough to construct Eˆ ⊂ Cˆ0⊕ Cˆ1 such that Eˆ⊕ (Cˆ0⊕ Cˆ1)∩ Cˆ⊥ = Cˆ0⊕ Cˆ1.
Because E ∩ Cˆ⊥ ⊂ E ∩C⊥ = 0, we can get Eˆ by extending E. For 0 ≤ i ≤ n, we define
Eˆi :=

Ei ⊕ span{ci1, . . . , ciki} for ci1, . . . , ciki ∈ Ci for 0 ≤ i ≤ n− l − 1,
Ei for n− l ≤ i ≤ l,
Ei ⊕ span{vˆ1, . . . , vˆk} for vˆi1, . . . , vˆiki ∈ (Cˆ0 ⊕ Cˆ1)i for l + 1 ≤ i ≤ n,
(6.31)
where the existence of cij and vˆij and the fact that Cˆ = Eˆ ⊕ Cˆ⊥ are justified by (6.29),
(6.30) and (6.19).
Property (Pl): We define ρˆ : Eˆd
n
2 e ⊕ · · · ⊕ Eˆl → dVˆ by ρˆ := ρ on Eˆdn2 e ⊕ · · · ⊕ Eˆl−1 =
Ed
n
2 e ⊕ · · · ⊕ El−1 and by
ρˆ(ξi) := zi for all i = 1, . . . ,m.
Conditions (6.18) and (6.19) are checked easily using (Pl−1), (6.29), (6.30), (6.31) and
the definition of oˆ.
Questions 6.1.24. (i) Given a cochain complex (V,d) with a symmetric pairing 〈·, ·〉,
which conditions have to be satisfied by the maps piH, Pstd : V → V so that V =
im piH ⊕ im d⊕ imPstd is a Hodge decomposition with Hodge pair (im piH,Pstd)? This
would characterize Hodge decompositions in terms of Hodge pairs.
(ii) It should be possible to prove Lemma 6.1.23 also for n ≤ 4 by hand. Check that!
6.2. Poincaré DGA’s and Poincaré duality models
In this section, we restrict to non-negatively graded unital commutative DGA’s, which
we denote by CDGA≥01 . In this case, the notions of orientation and of cyclic structure
agree by Proposition 6.1.4.
We modify and combine definitions from [Fio+19] and [LS08] as follows.
Definition 6.2.1 (Dif. Poincaré duality algebra, PDGA and formality). A differential
Poincaré duality algebra of degree n is a CDGA≥01 (V, d,∧) of finite type with orientation o
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in degree n such that the induced pairing on V satisfies Poincaré duality. If d = 0, we
call it just Poincaré duality algebra.
A Poincaré DGA (shortly PDGA) of degree n is a CDGA≥01 (V,d,∧) together with
an orientation oH : H(V ) → R of degree n which makes H(V ) into a Poincaré duality
algebra.
A morphism of PDGA’s (V1,d1,∧1, oH1 ) and (V2,d2,∧2, oH2 ) is a DGA-morphism f :
V1 → V2 such that the induced map f∗ : H(V1) → H(V2) preserves orientation, i.e., it
holds oH2 ◦ f∗ = oH1 .
A quasi-isomorphism (or weak equivalence) of PDGA’s is a morphism of PDGA’s
f : V1 → V2 such that f∗ : H(V1)→ H(V2) is an isomorphism of oriented DGA’s.
Two PDGA’s are weakly homotopy equivalent (or isomorphic in the homotopy category)
if they are connected by a zig-zag of PDGA-quasi-isomorphisms.
A PDGA is formal if it is weakly homotopy equivalent (as a PDGA) to its homology.
It follows from Proposition 6.1.4 that a differential Poincaré duality algebra according to
Definition 6.2.1 is precisely a cyclic DGA from Part I. In particular, it is finite dimensional.
However, if we relax finite type, unitality or commutativity, we obtain a different notion.
Remark 6.2.2 (Frobenius algebra). A differential Poincaré duality algebra, resp. a cyclic
DGA, is precisely a finite-dimensional symmetric dg-Frobenius algebra from [Val12, p. 13]
or [CHV06, Theorem 1.1]. C
Definition 6.2.3 (Poincaré duality model). A Poincaré duality model of a PDGA
(V,d,∧, oH) is a differential Poincaré duality algebra (M,dM,∧M, oM) which is weakly
homotopy equivalent to V as a PDGA.
We call a Poincaré duality model small if Q(S(M)) 'M for every Hodge decomposi-
tion.
Remark 6.2.4 (On Poincaré duality models). (i) The definition of a Poincaré duality
model in [LS08] requires only weak homotopy equivalence of DGA’s, i.e., it does not
require quasi-isomorphisms to preserve orientation on homology.
(ii) In general, a Sullivan minimal model ΛU fails easily to be a Poincaré duality model
because it often has non-zero elements in degree > n, e.g., powers of even generators; see
Example 6.2.7 for S2.
For a compact connected Lie group G, the subalgebra of harmonic forms H for any
biinvariant Riemannian metric is isomorphic to a free algebra on odd generators, see
[FOT08, Chapter 1]. Therefore, H with zero differential and the induced cyclic structure
is at the same time the Sullivan minimal model and a Poincaré duality model for Ω(G).
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(iii) Poincaré duality models are not “strongly unique” in the sense that two Poincaré
duality models of the same algebra must not be isomorphic; see Example 6.1.22 for
SU(6). However, there is a “weak uniqueness” statement in Proposition 6.2.9 below.
The situation is similar to the situation with Sullivan and minimal Sullivan models; see
[FOT08]. We introduced “smallness” in Definition 6.2.3 as a candidate for a minimality
condition on a Poincaré duality model which might imply its “strong uniqueness”; see
Question 6.2.14. C
Consider the functor from PDGA’s to DGA’s which forgets the orientation on homology.
We have the following trivial yet somewhat surprising observation.
Proposition 6.2.5 (PDGA-formality is the same as DGA-formality). A Poincaré DGA
(V,d,∧, oH) is formal (as a PDGA) if and only if it is formal as a DGA.
Proof. The “only if” part is clear.
As for the “if” part, let
V ←− • · · · • −→ H(V ) (6.32)
be a weak homotopy equivalence of DGA’s. Denote by f : H(V )→ H(V ) the isomorphism
on homology induced by (6.32) from the left to the right. We adjoin H(V ) to the right
of (6.32) to obtain the homotopy
V ←− • · · · • −→ H(V ) f
−1
−−→ H(V ) (6.33)
whose induced map on homology from the left to the right is the identity. Therefore, we
can orient homologies of the inner nodes of (6.33) so that all maps preserve orientation
on homology.
The next proposition will be used to show the existence of Poincaré duality models.
Proposition 6.2.6 (Extension of Hodge type). Let V be a PDGA of degree n ≥ 5 which
is of finite type and satisfies V 0 = span{1} and V 1 = 0. Then it is a retract of an
oriented DGA E(V ) of Hodge type in the category of PDGA’s.
Proof. Pick an arbitrary harmonic subspace H and an arbitrary complement C of ker d
in V . If C is not perpendicular to H, replace it with {c−pi(c) | c ∈ C}, where pi : V → H
is the orthogonal projection. We start with l = dn2 e and apply Lemma 6.1.23 inductively
to get an extension Vˆ = V ⊗ Λ which admits a decomposition
Vˆ = Hˆ ⊕ dVˆ ⊕ Cˆ (6.34)
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of type (6.17) such that there is a complement Eˆ of Cˆ⊥ in Cˆ and a linear map ρˆ :
Eˆdn/2e ⊕ · · · ⊕ Eˆn → dVˆ such that (6.18) and (6.19) hold. We consider a linear map
κ : Cˆ −→ dVˆ
such that
κ(e) =
0 for e ∈ Eˆ
i with i < dn2 e,
ρˆ(e) for e ∈ Eˆi with i > dn2 e,
and κ(c⊥) = 0 for c⊥ ∈ Cˆ⊥.
The case n = 2k and e ∈ Eˆk is specified as follows. If k is even, then 〈·, ·〉 : Eˆk ⊗ Eˆk → R
is an inner product, and there is an orthonormal basis η1, . . . , ηm for some m ∈ N. We
require
κ(ηi) =
1
2 ρˆ(ηi) for all i = 1, . . . ,m. (6.35)
If k is odd, then 〈·, ·〉 : Eˆk ⊗ Eˆk → R is a symplectic form, and there is a symplectic basis
η1, θ1, . . . , ηm, θm for some m ∈ N. We use the convention 〈θi, ηj〉 = δij for i, j = 1, . . . ,
m. We require
κ(ηi) = ρˆ(ηi) and κ(θi) = 0 for i = 1, . . . ,m. (6.36)
Let
Cˆ ′ := {c− κ(c) | c ∈ Cˆ}.
This is a complement of ker d in Vˆ perpendicular to Hˆ because Cˆ is and im κ ⊂ dVˆ . Given
homogenous c1, c2 ∈ Cˆ with deg c1 + deg c2 = n and deg c1 ≤ deg c2, write c1 = c⊥1 + e1
and c2 = c⊥2 + e2 for c⊥1 , c⊥2 ∈ Cˆ⊥ and e1, e2 ∈ Eˆ, and compute
〈c1 − κ(c1), c2 − κ(c2)〉 = 〈c1, c2〉 − 〈κ(c1), c2〉 − 〈c1, κ(c2)〉
= 〈e1, e2〉 − 〈κ(e1), e2〉 − 〈e1, κ(e2)〉︸ ︷︷ ︸
=:(∗)
− 〈κ(e1), c⊥2 〉 − 〈c⊥1 , κ(e2)〉︸ ︷︷ ︸
=:(∗∗)
.
Now, (∗∗) = 0 because of (6.19). As for (∗), if deg c1 < deg c2, then
(∗∗) = 〈e1, e2〉 − 〈e1, κ(e2)〉
= 〈e1, e2〉 − 〈e1, ρˆ(e2)〉
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= 0
because of (6.18). If deg c1 = deg c2 = k and k is even, we plug in the orthonormal basis
and get using (6.35) that
e1 = ηi, e2 = ηj : (∗∗) = 〈ηi, ηj〉 − 〈κ(ηi), ηj〉 − 〈ηi, κ(ηj)〉
= 〈ηi, ηj〉 − 〈ηj , κ(ηi)〉 − 〈ηi, κ(ηj)〉
= 〈ηi, ηj〉 − 12〈ηj , ρˆ(ηi)〉 −
1
2〈ηi, ρˆ(ηj)〉
= 〈ηi, ηj〉 − 12〈ηj , ηi〉 −
1
2〈ηi, ηj〉
= 0.
If k is odd, we plug in the symplectic basis and get using (6.36) that
e1 = ηi, e2 = ηj : (∗∗) = 〈ηj , κ(ηi)〉 − 〈ηi, κ(ηj)〉
= 〈ηj , ρˆ(ηj)〉 − 〈ηi, ρˆ(ηj)〉
= 0,
e1 = θi, e2 = ηj : (∗∗) = 〈θi, ηj〉 − 〈θi, κ(ηj)〉
= 〈θi, ηj〉 − 〈θi, ρˆ(ηj)〉
= 0,
e1 = θi, e2 = θj : (∗∗) = 0.
This shows that Cˆ ⊥ Cˆ, and hence (6.34) is a Hodge decomposition.
Finally, because Vˆ = V ⊗ Λ as a DGA, both the inclusion ι : V → Vˆ of V into
Vˆ0 and the projection pi : Vˆ → V from Vˆ0 onto V are DGA morphisms. Because
pi ◦ ι = 1 and because ι∗ is an orientation preserving isomorphism, pi∗ is an orientation
preserving isomorphism as well. Therefore, V is a retract of E(V ) := Vˆ in the category
of PDGA’s.
The next example shows that the Sullivan minimal model is sometimes of Hodge type.
Example 6.2.7 (Sullivan minimal model of S2 is of Hodge type). The Sullivan minimal
model of S2 is the free graded commutative algebraM := Λ(η2, η3) with |η2| = 2, |η3| = 3,
dη2 = 0 and dη3 = η2 ∧ η2. From degree reasons, it holdsM = span{ηk2ηl3 | k ≥ 0, l ∈
{0, 1}} as a graded vector space. We have a canonical decompositionM = H⊕ dM⊕C,
where H = span{η2}, dM = span{ηk2 | k ≥ 2} and C = span{ηk2η3 | k ≥ 0}. We define
an orientation o : M → R in degree 2 by o(η2) := 1 on H and by 0 on dM and C.
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It is easy to see that C ⊥ H and C ⊥ C with respect to the induced cyclic structure
〈·, ·〉. Consider the DGA-quasi-isomorphism f :M→ Ω(S2) defined by f(η2) := Vol and
f(η3) := 0. Clearly, it is orientation preserving. We haveM/M⊥ ' Λ(η2) C
The following proposition about the existence of a Poincaré dualiy model of a Poincaré
DGA V with H1(V ) = 0 was originally proven in [LS08, Theorem 1.1]. It was formulated
in the category of DGA’s, i.e., not checking whether the arrows are orientation preserving
on homology. The idea was to construct an extension E(ΛU) of the Sullivan minimal
model ΛU of V and an orientation on it such that the degenerate subspace is acyclic;
the Poincaré duality model is then obtained by taking the quotient. The extension is
constructed by adding elements which kill the so called orphans.
By Proposition 6.1.13, we know that V ⊥ is acyclic if and only if V is of Hodge
type (V needs to be of finite type for the direct implication). Based on this, we give
a new construction of E(ΛU) using Lemma 6.1.23, i.e., by adding exact partners to
non-degenerates. Our construction works for n ≥ 5, whereas the assumption of [LS08] is
n ≥ 7. We also do not need d(ΛU)2 = 0, although it follows from H1(V ) = 0. It is also
clear from our construction that the arrows preserve orientation on homology. However,
this can be checked for the construction of [LS08] as well.
Proposition 6.2.8 (Existence of Poincaré duality model for H1 = 0). A Poincaré DGA
V with H0(V ) = span{1} and H1(V ) = 0 admits a Poincaré duality modelM.
Proof. If oH comes from a pairing on V which is of Hodge type, then we can take
M = Q(S(V )). The weak homotopy equivalence of PDGA’s looks like
S(V )
Q(S(V )) V.
(6.37)
If V is not of Hodge type, we proceed as follows. Let n be the degree of the orientation
on H(V ). If n ≤ 6, then V is formal as a DGA by [Mil79], and we can takeM = H(V )
by Proposition 6.2.5. The weak homotopy equivalence of PDGA’s looks like
ΛU
H(V ) V,
(6.38)
where ΛU is the Sullivan minimal model of V . The Sullivan minimal model W := ΛU
is of finite type and satisfies W 0 = R, W 1 = 0 and dW 2 = 0. Suppose that n ≥ 7.
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Let E(W ) be the extension of W of Hodge type either from Proposition 6.2.6 or from
[LS08, Section 4]. This extension is of finite type, the inclusion W ↪→ E(W ) is a
quasi-isomorphism of DGA’s and E(W )⊥ is acyclic. Moreover, W ↪→ E(W ) preserves
orientation on homology. We take M = Q(E(ΛU)) and obtain the following weak
homotopy equivalence of PDGA’s:
ΛU
Q(E(ΛV )) V.
(6.39)
This proves the proposition.
The following is mostly [LS08, Theorem 7.1]. In addition, we check that the orientation
on homology is preserved. Also, by using our extension of Hodge type, we can improve
from n ≥ 7 to n ≥ 5.
Proposition 6.2.9 (“Weak uniqueness” of Poincaré duality model). Let V1 and V2 be
differential Poincaré duality algebras of degree n which are weakly homotopy equivalent
as PDGA’s. Suppose that H0(V1) = H0(V2) = span{1} and H1(V1) = H1(V2) = 0. In
addition, suppose that H2(V1) = H2(V2) = 0, V 11 = V 12 = 0 and n ≥ 5. Then there is a
differential Poincaré duality algebra V3 and PDGA-quasi-isomorphisms6
V3
V1 V2.
(6.40)
Proof. By the assumption, there is k ≥ 1 and a zig-zag of PDGA-quasi-isomorphisms
V1 ←− Z1 −→ Z2 ←− Z3 −→ Z4 ←− · · · ←− Zk −→ V2. (6.41)
Consider the Sullivan minimal model ΛU → Z2 and use the Lifting Lemma [FOT08,
Lemma 2.15] to construct DGA-quasi-isomorphisms ΛU → Z1 and ΛU → Z3 such that
the diagram
ΛU
Z1 Z2 Z3
6These are automatically injective and orientation preserving.
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commutes up to homotopy of DGA’s. It is easy to see that there is an orientation on
H(ΛU) such that all morphisms preserve orientation on homology. Therefore, we can
replace the segment V1 ←− Z1 −→ Z2 ←− Z3 −→ Z4 in (6.41) by V1 ←− ΛU −→ Z4.
Repeating this process, we can shorten (6.41) to
ΛU
V1 V2,
f2f1 (6.42)
where f1 and f2 are PDGA-quasi-isomorphisms. In order to take Q(E(ΛU)) and obtain
a zig-zag with three terms, we have to revert the arrows in (6.42). The trick from [LS08]
is the following:
Consider the relative minimal model of the multiplication µ : ΛU ⊗ ΛU → ΛU ; from
[FOT08, Example 2.48], it is given by
ΛU ⊗ ΛU ΛU
M(µ) := ΛU ⊗ ΛU ⊗ Λ(U [1]),
µ
i p (6.43)
where i is the inclusion into the first two factors, which is a cofibration, and p is a surjective
quasi-isomorphism. Let ιi : ΛU → ΛU ⊗ ΛU for i = 1, 2 be the inclusions to the first
and the second factor, respectively. Because µ ◦ ιi = 1 and p is a quasi-isomorphism, the
maps i ◦ ιi : ΛU →M(µ) for i = 1, 2 are quasi-isomorphisms. Moreover, it is easy to see
that H(M(µ)) inherits an orientation such that p∗ and (i ◦ ιi)∗ are orientation preserving.
To transfer this situation to Vi, we use the diagram
ΛU V1
ΛU ⊗ ΛU V1 ⊗ V2
M(µ) V˜3 := M(µ)⊗ΛU⊗ΛU (V1 ⊗ V2),
fi
ιi ιVi
f1⊗f2
i g2
g1
(6.44)
where ιVi : Vi → V1⊗V2 for i = 1, 2 are inclusions. The lower square, i.e., the maps g1, g2
and the DGA V˜3, is a pushout diagram (see [Men15, Example 1.4]). According to [Law15],
the model category of CDGA≥01 is proper, and hence pushouts along cofibrations preserve
quasi-isomorphisms. Therefore, f1 ⊗ f2 being a quasi-isomorphism implies that g1 is a
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quasi-isomorphism. We push the orientation to H(V˜3) via g1∗. Since i ◦ ιi, g1 and fi are
quasi-isomorphisms preserving orientation on homology, it follows that hi := g2 ◦ ιVi :
Vi → V3 are quasi-isomorphisms preserving orientation of homology as well. It holds
V˜3 ' Λ(U [1])⊗ V1 ⊗ V2.
Clearly, V˜3 is of finite type. Using H1(Vi) = H2(Vi) = 0, we have U1 = U2 = 0, and hence
(Λ(U [1]))1 = 0. This together with V 1i = 0 implies that V˜ 13 = 0. Therefore, all conditions
for an application of the Hodge extension E from Proposition 6.2.6 are satisfied, and we
can set
V3 := Q(E(V˜3)).
This finishes the proof.
Conjecture 6.2.10. The additional assumptions of Proposition 6.2.9 can be dropped.
Remark 6.2.11 (Weak uniqueness in the case of H1(V ) = 0 and n ≤ 3). For n = 1, there
is no differential Poincaré duality algebra V with H1(V ) = 0.
For n = 2, a general differential Poincaré duality algebra can be written in terms of its
Hodge decomposition as
V 2 = span{Vol} ⊕ dC1
V 1 = dC0 ⊕ C1
V 0 = span{1} ⊕ C0.
Now, H = span{1} ⊕ span{Vol} is a dg-subalgebra which is itself a Poincaré duality
algebra. Therefore, two differential Poincaré duality algebras with H(V1) ' H(V2) and
H1(Vi) = 0 are connected via the zig-zag
H
V1 V2.
For n = 3, we have
V 3 = span{Vol} ⊕ dC2
V 2 = dC1 ⊕ C2
V 1 = dC0 ⊕ C1
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V 0 = span{1} ⊕ C0,
and the same situation as for n = 2 occurs.
For n = 4 and V 1 = 0, we have V ' H. C
We would like to define a “minimal Poincaré duality model”. We motivate this notion
in the following remark.
Remark 6.2.12 (Model and minimal model). We shall understand models and minimal
models in terms of model categories and their homotopy categories.
Let us illustrate this on Sullivan models. A Sullivan DGA is a free graded commuta-
tive algebra ΛU over a positively graded vector space U which admits a well-ordered
homogenous basis (vα) such that dvα ∈ Λ(vβ | β < α) (:= the subalgebra of ΛU generated
by the vβ’s) for all α. A Sullivan DGA is called minimal if im d ⊂ Λ≥2U (:= the set of
decomposable elements).
According to [BG76, Theorem 4.3], the category CDGA≥01 is a model category with
weak equivalences being DGA-quasi-isomorphisms, fibrations being degree-wise surjective
DGA-morphisms and cofibrations being retracts of relative Sullivan algebras (see [FOT08,
Proposition 2.22 and Proposition 2.28]). Cofibrant objects are then precisely Sullivan
algebras.
So, the homotopy extension property holds already for Sullivan DGA’s. To see the
role of minimality, we shall descent to the homotopy category. The homotopy category is
constructed from a model category by localizing morphisms at weak equivalences. An
isomorphism in the homotopy category, called weak homotopy equivalence, corresponds
to a zig-zag of weak equivalences. If V1 is weakly homotopy equivalent to V2, we say
that V2 is a model of V1. If there is a weak equivalence V2 → V1, we say that V2 is
a resolution of V1. We understand minimality as a condition which is in each weak
homotopy equivalence class satisfied by at most one object up to isomorphism in the
model category. If minimal models exist, they form a skeleton of the homotopy category.
This is precisely the case of CDGA≥01 and minimal Sullivan algebras. Indeed, by [FOT08,
Theorem 2.24], every connected CDGA≥01 is resolved by a minimal Sullivan algebra.
Next, by [FOT08, Proposition 2.26], a DGA-morphism lifts to resolutions by Sullivan
algebras, and by [FOT08, Corollary 2.13], quasi-isomorphic minimal Sullivan DGA’s
are isomorphic. Finally, this implies that weakly homotopy equivalent minimal Sullivan
algebras are isomorphic, and hence are minimal in the sense above.
As another example, for an operad (or properad) O, one wants to construct a dg-
operad O∞ which is a quasi-free resolution of O (see [Val12]). Quasi-free means that
after forgetting the differential, the operad O∞ is free over S-bimodules. This is similar
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to Sullivan models which are free over vector spaces. For quadratic operads, O∞ is often
constructed as the cobar construction Ω of the Koszul dual cooperad O¡. This is the
case of A∞, L∞ or of the properad IBL∞. The differential on ΩO¡ is the extension of
the decomposition on O¡ to a derivative, and hence it has decomposable image (c.f., the
explicit formula [Pek18, Formula (2)]). This is similar to minimal Sullivan models. It
would be interesting to know whether O∞ can be constructed using the same inductive
method of “killing” and “adding” generators of homology as Sullivan minimal models.
Finally, let us note that in [CR19], they use the inductive method to construct (minimal)
models of O-algebras for a wide class of operads O. Note that cyclic A∞-algebras can be
formulated in the language of cyclic operads. However, in the case of PDGA’s, we have
the non-degenerate pairing on homology and an operadic description is not clear. C
The following example shows that the zig-zag of a Poincaré duality model can not
always be shortened to one arrow.
Example 6.2.13 (No Poincaré dualiy model with one arrow). (a) The closed genus 2 sur-
face Σ2 does not admit a Poincaré duality model A with just one arrow A → Ω(Σ2).
Suppose the contrary. We consider the quasi-isomorphism f : A→ Ω(Σ2) and compute
for homogenous v1, v2 ∈ A the following:
〈f(v1), f(v2)〉 = ±〈f(v1) ∧ f(v2), 1〉
= ±〈f(v1 ∧ v2), 1〉
= ±〈[f(v1 ∧ v2)], [1]〉 (*)
= ±〈f∗[v1 ∧ v2], f∗[1]〉
= ±〈[v1 ∧ v2], [1]〉
= ±〈v1 ∧ v2, 1〉 (∗)
= 〈v1, v2〉.
Stars hold because the only non-zero case is when deg(v1) + deg(v2) = deg(〈·, ·〉), and
hence d(v1 ∧ v2) = 0 because non-degeneracy implies vanishing of higher degrees. We see
that f preserves the pairing on the chain-level and is injective by non-degeneracy. We
can thus assume that A ⊂ Ω(Σ2) is a dg-subalgebra equipped with the restriction of the
intersection pairing. Since dim(A) <∞, there is a Hodge decomposition
A2 = H2 ⊕ dC1
A1 = H1 ⊕ dC0 ⊕ C1
A0 = H0 ⊕ C0.
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If 1 6= f ∈ C∞(Σ2), then fk, k ∈ N0 are linearly independent over R. Therefore, it must
hold H0 = span{1} and C0 = 0. Duality implies dC1 = 0, and hence H2 is spanned
by ω ∈ Ω2(Σ2) with
∫
Σ2 ω = 1. It holds even C
1 = 0 as ker d ∩ C = 0 in a Hodge
decomposition. Since A ' H(Σ2) as a DGA, there are closed α1, β1, α2, β2 ∈ Ω1(Σ2)
such that H1 = span{α1, β1, α2, β2} and such that for all x ∈ Σ2 the following holds:
α1(x) ∧ α2(x) = α1(x) ∧ β2(x) = 0
α1(x) ∧ β1(x) = α2(x) ∧ β2(x) = ω(x).
Taking an x ∈ Σ2 with ω(x) 6= 0 gives a contradiction.
(b) The simply-connected 4-manifold CP2#7, where # denotes the connected sum, does
not admit a Poincaré duality model A with just one arrow A→ Ω(M). Similarly as in the
proof for Σ2, we can restrict to the case A ⊂ Ω(CP2#7). We obtain A4 = H4 = 〈ω〉 for a
somewhere non-vanishing 4-form ω and H2 = 〈K0, . . . ,K6〉 such that for all x ∈ CP2#7
the following holds:
Ki(x) ∧Ki(x) = ±ω(x)
Ki(x) ∧Kj(x) = 0.
We now view Ki(x) as vectors in R6 so that K0(x) ∧Kj(x) = 0 corresponds to taking
the scalar product. If ∑6i=0 λiKi(x) = 0 for some λi ∈ R with λi0 6= 0, then
0 = Ki0(x) ∧
( 6∑
i=0
λiKi(x)
)
= ±λi0ω(x).
Therefore, ω(x) 6= 0 implies that Ki(x) are linearly independent. Hence, in this case,
K0(x) ∧Ki(x) = 0 for all i = 1, . . . , 6 implies K0(x) = 0, which is a contradiction with
K0(x) ∧K0(x) = ω(x). C
Questions 6.2.14. (i) Give an example of a Sullivan minimal model f : ΛU → V of a
PDGA V which is not of Hodge type for any orientation such that f∗ : H(ΛU)→ H(V )
is orientation preserving.
(ii) Can the additional assumptions in Lemma 6.1.23 and Proposition 6.2.6 be dropped?
(iii) Is smallness or minimal dimension the correct notion of “minimality” of a Poincaré
duality model?
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6.3. Consequences for IBL-infinity theory
Consider the construction dIBLm(C(·)) on cyclic DGA’s (= differential Poincaré duality
algebras) from Section 3.4. We first need the following technical result.
Proposition 6.3.1 (Functoriality of dIBLm-construction up to homotopy). Suppose that
V1 and V2 are differential Poincaré duality algebras, and let f : V1 → V2 be a PDGA-quasi-
isomorphism. Then there is an IBL∞-quasi-isomorphism f : dIBL(C(V2))→ dIBL(C(V1))
which is also an IBL∞-quasi-isomorphism f : dIBLm(C(V2))→ dIBLm(C(V1)) and satis-
fies f110 = f∗.
Proof. Lemma 6.1.18 implies that f is injective, and hence we can consider the case
when V1 ⊂ V2 is a dg-subalgebra and f = ι : V1 ↪→ V2 is the inclusion. In the proof of
Lemma 6.1.20 it was argued that there are Hodge decompositions V1 = H⊕dC1⊕C1 and
V ⊥1 = dC2 ⊕ C2 such that V2 = H⊕ (dC1 ⊕ dC2)⊕ (C1 ⊕ C2) is a Hodge decomposition
of V . Define P : V2 → V2 by
P(dc2) := −c2 for all c2 ∈ C2
and by 0 on other direct summands. Let pi : V2 → V1 be the canonical projection
induced by V2 = V1 ⊕ V ⊥1 . For v, v′ ∈ V2, write v = h + dc11 + c12 + dc21 + c22,
v′ = h′+dc′11 +c′12 +dc′21 +c′22 for h, h′ ∈ H, c11, c′11, c12, c′12 ∈ C1, c21, c′21, c22, c′22 ∈ C2
and compute
(P ◦ d + d ◦ P)(v) = P(dc21) + dP(dc22)
= −c21 − dc22
= (pi − 1)(v)
and
〈Pv, v′〉 = 〈−c21,dc′22〉
= (−1)deg c21〈dc21, c′22〉
= (−1)deg c21+1〈dc21,Pv′〉
= (−1)deg v〈v,Pv′〉.
These are conditions (11.2), resp. (11.3) from the beginning of [CFL15, Section 11].
We can now apply [CFL15, Theorem 11.3] to obtain an IBL∞-quasi-isomorphism f :
dIBL(C(V1)) → dIBL(C(V2)) with f110 = ι∗. Because ι is a morphism of algebras, ι∗
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commutes also with the Hochschild differential, i.e., with qm110. The claim follows because
dIBL = (q110, q210, q120) and dIBLm = (qm110, q210, q120).
For any PDGA (V, d,∧, oH) with H0(V ) = R and H1(V ) = 0, we can pick its Poincaré
duality model M(V ) and associate to it the dIBL-algebra dIBLm(C(M(V ))). This
extends the domain of dIBLm(C(·)) to PDGA’s. However, removing choices requires us
to relax the codomain to IBL∞-homotopy equivalence classes.
Proposition 6.3.2 (Uniqueness of dIBLm for PDGA up to homotopy). Let V be a PDGA
of degree n with H0(V ) = span{1} and H1(V ) = 0. Let M1 and M2 be two Poincaré
duality models of V . In addition, suppose thatM11 =M12 = 0 if n ≥ 4 and that H2(V ) = 0
if n ≥ 5. Then dIBLm(C(M1)) and dIBLm(C(M2)) are IBL∞-quasi-isomorphic.
Proof. By Proposition 6.2.9, there is a differential Poincaré duality algebra V3 and PDGA-
quasi-isomorphisms f1 : M1 → V3 and f2 : M2 → V3. Proposition 6.3.1 gives IBL∞-
quasi-isomorphisms f1 : dIBLm(C(M1)) → dIBLm(C(V3)) and f2 : dIBLm(C(M2)) →
dIBLm(C(V3)) extending f∗1 and f∗2 , respectively. Application of [CFL15, Theorem
1.2] (existence of IBL∞-homotopy inverses for IBL∞-quasi-isomorphisms) finishes the
proof.
Conjecture 6.3.3. The additional assumptions of Proposition 6.3.2 can be removed.
If we had the notion of a minimal Poincaré duality modelM0(V ) which is unique in
every weak homotopy class of PDGA’s (c.f., Questions 6.2.14), we could associate to a weak
homotopy equivalence class of a PDGA V a canonical dIBL-algebra dIBLm(C(M0(V )))
up to an IBL∞-isomorphism.7
Definition 6.3.4 (IBL∞-formality). We say that a differential Poincaré duality algebra
V is IBL∞-formal if dIBLm(C(V )) and dIBLm(C(H(V ))) are weakly IBL∞-homotopy
equivalent.
Due to the existence of homotopy inverses of quasi-isomorphisms in the IBL∞-category,
being weakly IBL∞-homotopy equivalent (the existence of zig-zag of quasi-isomorphisms)
is equivalent to being IBL∞-quasi-isomorphic (the existence of a direct quasi-isomorphism),
which is equivalent to being IBL∞-homotopy equivalent (the existence of a quasi-
isomorphism with a homotopy inverse).
7In order to think about functors, we would first have to find a canonical construction of an IBL∞-
morphism induced by a PDGA-morphism of cyclic DGA’s. The construction of [CFL15, Section 11]
applies only to quasi-isomorphisms, and even if we pick the standard Hodge propagator Pstd, it
still depends on the choice of the Hodge decomposition. Therefore, the best we can hope for is an
assignment of PDGA-morphisms to IBL∞-homotopy classes of IBL∞-morphisms.
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We formulate the following statement as a conjecture although a special case holds by
Proposition 6.3.2. The proof might be easier than the proof of Conjecture 6.3.3.
Conjecture 6.3.5 (Algebraic formality conjecture). Let V be a PDGA with H0(V ) =
span{1} and H1(V ) = 0 which is formal as a DGA. Then any its Poincaré duality model
M(V ) is IBL∞-formal.
Proof. By Proposition 6.2.5, DGA-formality is equivalent to PDGA-formality. There-
fore, H(V ) is a Poincaré duality model of V . The rest follows from Conjecture 6.3.3.
Remark 6.3.6 (IBL∞-formality of V and C(V )). Let O be a dg-operad. If V is an
O-algebra, then H(V ) is an O-algebra with zero differential. We say that V is O-formal
if V and H(V ) are weakly homotopy equivalent as O-algebras; i.e., if there is a zig-zag of
O-quasi-isomorphisms between V and H(V ).
Consider DGA and A∞. If a DGA V is formal, then it is also A∞-formal because
DGA is a subcategory of A∞.8 The converse is also true by the rectification procedure
(see [Idr18]). Therefore, DGA-formality and A∞-formality of a DGA V are equivalent.
This should be true for any suitable (pro)perad O and its quasi-free resolution O∞.
In the spirit above, we can speak about dIBL-, resp. IBL∞-formality of the dIBL-algebra
dIBLm(C(V )) on C(V ), which is about the existence of zig-zags of dIBL-, resp. IBL∞-
quasi-isomorphisms between C(V ) and H(C(V ), qm110). These notions are most likely
equivalent as in the case of DGA- and A∞-formality.
On the other hand, IBL∞-formality of a differential Poincaré duality algebra V from
Definition 6.3.4 is a different notion because V is not an IBL∞-algebra.
We conclude that the following three types of “formalities” might be interesting:
1) DGA-formality of a PDGA V ,
2) IBL∞-formality of a PDGA V (resp. of its Poincaré duality model),
3) IBL∞-formality of C(V ) as the dIBL-algebra dIBLm(C(V )).
Except for the fact that (1) implies (2), we do not have any other guesses. Notions
(1)–(3) should also be interpreted geometrically in the context of the String Topology
Conjecture. C
Let M be a connected oriented closed n-manifold with H1dR(M) = 0. We know that
Ω(M) is of Hodge type and that a Riemannian metric on M induces a canonical Hodge
8Note that A∞, similarly as IBL∞, admits homotopy inverses of quasi-isomorphisms, and hence A∞-
formality is equivalent to the existence of a direct A∞-quasi-isomorphism V → H(V ).
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decomposition Ω(M) = H⊕ im d⊕ im d∗, where H is the subspace of harmonic forms
and d∗ the codifferential. So, in this case, we have a canonical Poincaré duality model
M(Ω(M)) = Q(S(Ω(M))).
Due to H1dR(M) = 0, it is of finite type and hence finite-dimensional. Therefore,
dIBLm(C(M(Ω(M)))) is well-defined. Recall that (Ω,d,∧, ∫ ) is not of finite type and
dIBLm(C(·)) is not well-defined; that was the reason to define the Chern-Simons, aka
formal pushforward, Maurer-Cartan element n for dIBL(C(HdR(M))) directly as a
summation over Feynman integrals. The idea was that dIBLn(C(HdR(M))) is “homotopy
equivalent” to “dIBLm(C(Ω(M)))”.
We conjecture the following:
Conjecture 6.3.7 (Equivalence of algebraic and geometric approach). Let M be a
connected oriented closed Riemannian n-manifold with H1dR(M) = 0. Then there is an
admissible Hodge propagator P such that if we consider the Chern-Simons Maurer-Cartan
element n, then the IBL∞-algebras
dIBLn(C(HdR(M))) and dIBLm(C(Q(S(Ω(M)))))
are IBL∞-homotopy equivalent.
Comment on proof. By the vanishing result from Theorem B, we can find P such that the
only non-zero component of (nlg) is n10. It satisfies n10 =
∑±m+k , where mk : H⊗k → H
are the A∞-operations obtained by homotopy transfer from Ω (we use the canonical
Hodge isomorphism HdR ' H). By lifting the zig-zag of PDGA’s to A∞, we obtain
an IBL∞-quasi-isomorphism g : (Q(S(Ω)),d,∧) → (HdR, (mk)). The idea is to show
that g∗m and n, where m is the canonical Maurer-Cartan element, are gauge equivalent
Maurer-Cartan elements (see [CFL15, Definition 9.7]). For this, it might be useful to
describe a path object of the IBL-algebra dIBL(C(HdR)) (it is a dIBL-algebra), how it
arises from the path object of a DGA, and how an overlying Maurer-Cartan element can
be constructed from the A∞-morphism.
The following is a consequence of Conjecture 6.3.7. However, we formulate it separately
as it might be easier to prove.
Conjecture 6.3.8 (Formality conjecture for geometric construction). In the situation of
Conjecture 6.3.7, suppose that M is formal. Then dIBLn(C(HdR(M))) is IBL∞-homotopy
equivalent to dIBLm(C(HdR(M))).
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Comment on proof. One has to prove the following. If there is an A∞-isomorphism (fi)
of (HdR,∧) and (HdR,∧,m3, . . . ) with f1 = 1, then m10 and n10 = ∑±m+k are gauge
equivalent.
Together with the String Topology Conjecture 4.5.1, this gives a canonical chain model
for the equivariant Chas-Sullivan string topology for formal M with H1dR(M) = 0.
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In this chapter, we tackle the question whether the standard Hodge propagator Pstd
extends smoothly to the blow-up.
In Section 7.1, we recall the Schwartz kernel theorem (Proposition 7.1.1) and define the
Schwartz form of an operator between sections of the exterior bundle of the cotangent
bundle (Proposition 7.1.2 and Definition 7.1.3). We mention that the Schwartz form of a
pseudo-differential operator is smooth outside of the diagonal (Proposition 7.1.4). On
the example of the identity (Example 7.1.5) we illustrate that the smooth part does not
always determine the pseudo-differential operator. We recall basic facts about regularity
of the Laplace Green kernel and standard Hodge propagator (Proposition 7.1.6). We
formulate the problem of smooth extension to the blow-up (Definition 7.1.7) and ask
whether it is satisfied by G and Pstd.
In Section 7.2, we study uniqueness of the Hodge homotopy (Proposition 7.2.1). We
would like to characterize the standard Hodge propagator as a unique primitive to the
harmonic kernel satisfying certain properties. We give some ideas how to do it. We also
illustrate that one has to be careful with blow-ups (Proposition 7.2.2).
In Section 7.3, we consider the heat form approximation. We define the heat form and
sum up its computational properties (Proposition 7.3.1). We write down formulas for
the heat form approximations (Proposition 7.3). We postulate that the standard Hodge
propagator is the codifferential of the Laplacian Green kernel with respect to one variable
(Proposition 7.3.3).
In Section 7.4, we study the standard Hodge propagator on Rn. We recall the well-
known formulas for the heat form and the Green form on Rn (Proposition 7.4.1). We
compute the standard Hodge propagator in two ways — as a coderivative of the Green
form and as an integral using heat form approximation (Proposition 7.4.2 for n ≥ 2 and
Example 7.4.3 for n = 1).
In Section 7.5, we study the standard Hodge propagator on Sn. We compute it explicitly
for S1 (Example 7.5.1). Next, we study the structure of the space of Hodge propagators
on Sn (Proposition 7.5.2). We show that the Hodge propagator for Sn constructed in
Part I is coexact (Proposition 7.5.3). Finally, using the previous results, we prove that
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the standard Hodge propagator for S2 extends smoothly to the blow-up and give an
explicit formula with an unknown constant (Proposition 7.5.4).
7.1. Schwartz form and smooth extension to blow-up
For a smooth vector bundle pi : E →M , let D(E) be the space of “test sections of E”,
and let D′(E∗) be the space of distributions. Let 〈·, ·〉 : D′(E∗) ⊗ D(E) → R be the
natural pairing. Proper definitions can be formulated easily based on [Hör03, Section 6].
Proposition 7.1.1 (Schwartz kernel theorem, see [Hör03, Theorem 5.2.1] for the local
version). Let E1 and E2 be smooth vector bundles over smooth manifolds M1 and M2,
respectively. Then there is a one-to-one correspondence between continuous operators
T : D(E1)→ D′(E2) and elements KT ∈ D′(E1  E∗2) which is given by the equation
〈Ts1, ψ2〉 = 〈KT , s1  ψ2〉 for all s1 ∈ D(E1) and ψ2 ∈ D(E∗2).
The distributional section KT is called the Schwartz kernel of T .
An L1loc-integrable function k : M ×M → Hom(E1, E2) = E∗1  E2 on an oriented
Riemannian manifold M defines the distribution K ∈ D′(E1  E∗2) by
〈K, s1  ψ2〉 =
∫
x1,x2
〈k(x1, x2)s1(x1), ψ2(x2)〉Vol(x1)Vol(x2)
In the case of exterior bundles, we introduce an equivalent notion of a Schwartz form.
This name was proposed by Dr. A. Hermann in a discussion in Potsdam.
Proposition 7.1.2 (Schwartz kernel and Schwartz form). In the setting of Propo-
sition 7.1.1, suppose that M1 = M2 = M is a smooth oriented Riemannian mani-
fold and E1 = E2 = ΛT ∗M . We consider the isomorphism of vector bundles Ψ :
ΛT ∗M  (ΛT ∗M)∗ → ΛT ∗(M ×M) which is for every x1, x2 ∈M given by
Ψ : ΛT ∗x1M ⊗
(
ΛT ∗x2M
)∗ −→ ΛT ∗(x1,x2)(M ×M)
ω1 ⊗ ξ2 7−→ ω1 ∧ ]ξ2.
Here, ] : ΛT ∗M → (ΛT ∗M)∗ denotes the musical isomorphism with respect to the natural
pointwise inner product on ΛT ∗M . We obtain the isomorphism
Ψ∗ : Ω′(M ×M) −→ D′(E∗1  E2)
ΩT 7−→ KT ,
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where Ω′ denotes the space of de Rham currents.
If T is homogenous of degree |T |, then the degree of ΩT satisfies
deg(ΩT ) = dim(M) + |T |.
If KT is represented by an L1loc-integrable section of Hom(E1, E2) ' E∗1 E2, then ΩT
is represented by an L1loc-integrable form, and the other way round. In this case, for all
ω1 ∈ Ω(M), ω2 ∈ Ωc(M), we have∫
x2
(
(Tω1)(x2)
)[
ω2(x2)
]
=
∫
x1,x2
KT (x1, x2)[ω1(x1)] ∧Vol(x1) ∧ ω2(x2)
=
∫
x1,x2
ΩT (x1, x2) ∧ ω1(x1) ∧ ω2(x2).
(7.1)
Proof. Straightforward computations similar to Example 7.1.5 below.
Definition 7.1.3 (Schwartz form). The current ΩT ∈ Ω′(M×M) from Proposition 7.1.2
is called the Schwartz form of T .
We will consider pseudo-differential operators T : Ω(M) → Ω(M) on a Rieman-
nian manifold M ; this class of operators generalizes differential operators and contains
generalized inverses of elliptic operators (see [Hör07] for thorough treatment).
Proposition 7.1.4 (Schwartz form of pseudo-differential operators). Let T : Ω(M)→
Ω(M) be a pseudo-differential operator on a smooth oriented Riemannian manifold M .
Then the Schwartz form ΩT restricts to a smooth form on M ×M\∆.
Proof. Well known fact, proof based on [Hör07].
Example 7.1.5 (Schwartz form of 1). The Schwartz form of the identity 1 : Ω(Rn)→ Ω(Rn)
reads
Ω1(x, y) = δ(x− y)(dx1−dy1) · · · (dxn−dyn), (7.2)
where δ denotes the Dirac delta function on Rn centered at 0. In order to prove this, we
start by rewriting
(dx1−dy1) · · · (dxn−dyn) =
∑
I
(−1)|I|ε(IcI 7→ [n]) dxIc ∧dyI
=
∑
I
(−1)n|I|(∗ dxI) ∧ dyI .
Here, the sum is over all multiindices I ⊂ {1, . . . , n}, and we use that ∗(dxI) =
ε(I, Ic) dxIc , where ε(I, Ic) denotes the sign to order IIc to {1, . . . , n}. Now, for any
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ω ∈ Ωc(Rn), which we write as ω(x) = ∑K ωK(x) dxK , we compute using dxK ∧∗(dxI) =
(dxK , dxI)Vol(x) = δKIVol(x) the following:∫
x
δ(x− y)(dx1−dy1) · · · (dxn−dyn)ω(x)
=
∑
I,K
∫
x
δ(x− y)(−1)n|I|ωK(x)(∗ dxI) dyI dxK
=
∑
I,K
∫
x
δ(x− y)(−1)n|I|+n|K|δ(x− y)ωK(x) dxK ∗(dxI) dyI
=
∑
I
∫
x
δ(x− y)ωI(x)Vol(x) dyI
= ω(y).
This shows (7.1), and (7.2) follows. Notice that
Ω1
∣∣
Rn×Rn\∆ = 0,
and thus the smooth part of Ω1 does not recover the data of the operator 1. C
We consider the Green operator G for the Laplacian ∆ (see [War83]) and the standard
Hodge propagator Pstd. They are both pseudo-differential operators, and it holds
Pstd = −d∗ G. We will study their Schwartz forms G and Pstd, which are called the Green
kernel and the standard Hodge propagator, respectively.
Proposition 7.1.6 (Basic facts about G and Pstd). The Green kernel G represents an
L2-integrable form. The standard Hodge propagator Pstd represent an L1-integrable form.
Proof. The fact that G is L2 is an exercise in [War83]. The fact that Pstd defines an
L1-integrable form on M ×M for a compact manifold M was proved in [Har04] using
the heat kernel approximation (see the next section).
A consequence of Proposition 7.1.6 is that the Schwartz formsG and Pstd are determined
by their smooth restrictions toM×M\∆. This follows from (7.1) because the integral does
not depend on sets of zero measure. Therefore, we will write G, Pstd ∈ Ωn−1(M ×M\∆).
Definition 7.1.7 (Smooth extension to the blow-up). Let M be a smooth manifold, and
let pi : Bl∆(M ×M)→M ×M be the spherical blow-up of M ×M at the diagonal ∆.1
1Another name of this construction suggested to me by Dr. Oliver Lindblad Petersen after explaining
him our setting should be “Melrose blow-up”.
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Consider the blow-up diagram
Bl∆(M ×M)
M ×M\∆ M ×M,
pi
ι
ι˜
where ι is the inclusion and ι˜ its unique smooth lift — the embedding of the interior. We
say that a smooth form ω ∈ Ω(M ×M\∆) extends smoothly to the blow-up if there is a
smooth form ω˜ ∈ Ω(Bl∆(M ×M)) such that
ι˜∗ω˜ = ω.
Note that the extension, if it exists, is necessarily unique.
Question 7.1.8. Do G and Pstd extend smoothly to the blow-up? We expect that G does
not and Pstd does.
7.2. Uniqueness of Hodge propagator
Proposition 7.2.1 (Uniqueness of Hodge homotopy). Let M be a closed oriented
manifold, and let Ω(M) = im d⊕ im d∗ ⊕H be its Hodge decomposition. For any linear
map P : Ω(M)→ Ω(M) satisfying
d ◦ P + P ◦ d = ιH ◦ piH − 1, (7.3)
there exist linear maps R1 : im d → im d, R2 : im d∗ → ker d and R3 : H → ker d such
that
P =

−(d∣∣im d∗)−1 +R1 on im d,
(d
∣∣
im d∗)
−1R1d +R2 on im d∗,
R3 on H.
(7.4)
Note that d
∣∣
im d∗ : im d
∗ → im d is an isomorphism. Moreover, the following facts are
equivalent for an operator P satisfying (7.3):
(1) P = Pstd is the standard Hodge homotopy,
(2) R1 = R2 = R3 = 0,
(3) imP ⊂ im d∗,
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Proof. Suppose first that ω ∈ im d. Plugging ω in (7.3), we get that Pω has to satisfy
dPω = ω.
We see that
Pω ∈ η + ker d,
where η is the unique coexact form with dη = ω. In other words, η is the preimage of ω
under the isomorphism d : im d∗ → im d, and we can write
Pω = (d∣∣im d∗)−1ω +R1ω, (7.5)
where R1 : im d→ ker d.
Suppose now that ω ∈ im d∗. Using (7.3) and (7.5), we obtain
dPω = ω − Pdω = ω − (d∣∣im d∗)−1dω︸ ︷︷ ︸
=0
−R1dω,
where the two terms cancel because ω is the unique coexact primitive to dω. Notice that
this equation restricts R1 to R1 : im d→ im d. Similarly as in the first case, we obtain
Pω = −(d∣∣im d∗)−1R1dω +R2ω,
where R2 : im d∗ → ker d.
If ω ∈ H, then (7.3) gives
dPω = 0,
and hence Pω = R3ω for some R3 : H → ker d.
Therefore, (7.3) implies (7.4). The other direction clearly holds as well.
As for the equivalent facts, because ker d ⊥ im d∗ (with respect to the L2-inner product),
it is clear from (7.4) that im(P) ⊂ im(d∗) is equivalent to R1 = R2 = R3 = 0. Therefore,
if there is a P satisfying (7.3) and (3), then it is unique; it must be Pstd = −d∗ G.
We see that the standard Hodge homotopy Pstd can be characterized as the unique
Hodge homotopy with coexact image.
We would like to use the equation
dPstd = ±H on (M ×M)\∆ (7.6)
and characterize Pstd as its unique coexact solution. This is probably not enough and
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additional assumptions on the asymptotic behavior near ∆ are needed.
Another idea is to lift the equation (7.6) to the blow-up and study primitives to pi∗H on
Bl∆(M ×M). The advantage is that Bl∆(M ×M) is a compact manifold with boundary,
and hence for a given Riemannian metric, we have the Hodge decomposition with
boundary conditions. However, the pull-back metric g along pi : Bl∆(M ×M)→M ×M
is singular at the boundary. We would have to approximate it with a family of metrics gt
in a correct way, use Hodge theory to find a d∗-primitive ηt to a unique coexact d-
primitive Pt to pi∗H with certain boundary conditions, and finally prove that Pt converges
to a solution of (7.6) on the interior and ηt to its d∗-primitive.
Natural differential operators on Ω(M ×M) do not always pull-back to differential
operators on Ω(Bl∆(M ×M)) via the blow-down map. The total differential d does, but
the operators 1⊗ dy and dx ⊗ 1 do not. We suppose that none of d∗, 1⊗ d∗y and d∗x ⊗ 1
does. We illustrate the consequences on the following seemingly pathological example.
Proposition 7.2.2 (Pathological example). For any n ∈ N, there exists a smooth form
η ∈ Ω(Bl∆(Rn × Rn)) with compact vertical support with respect to the fiber bundle
p˜i2 = pr2 ◦pi : Bl∆(Rn × Rn)→ Rn such that dyη = 0 on (Rn × Rn)\∆ but dp˜i2∗η 6= 0.
If η ∈ Ω(Bl∆(R× R)) is as above and satisfies in addition τ∗η = ±η, then dyη = 0 on
R× R\∆ implies dp˜i2∗η = 0.
Proof. Let us start with n = 1. Let f : R× R\∆→ R be a function such that
1. f : R× R\∆→ R is smooth.
2. It holds ∂f∂y (x, y) = 0 for all (x, y) ∈ R× R\∆.
3. For every y ∈ R, the function f(·, y) defined on R\{y} has compact support in
R\{y}.
Clearly, (1) and (2) implies
f(x, y) =
f
−(x) for x < y,
f+(x) for x > y,
for all (x, y) ∈ R× R\∆, (7.7)
where f+, f− : R → R are smooth functions. It is easy to see that (3) implies the
existence of x+, x− ∈ R such that
f+(x) = 0 for all x > x+ and f−(x) = 0 for all x < x−.
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We consider the form
η(x, y) = f(x, y) dx on R× R\∆. (7.8)
In general, a form η(x, y) on Rn×Rn\∆ is a restriction of a smooth form on Bl∆(Rn×Rn)
if and only if the form (Φ∗η)(r, ω, u) for the diffeomorphism Φ : (0,∞)× Sn−1 × Rn →
Rn × Rn\∆ given by Φ(r, ω, u) = (u + rω, u) is a restriction of a smooth form on
[0,∞)× Sn−1 × Rn. In our case, we have
(Φ∗η)(r, u) =
f
+(u+ r)
(
du + dr
)
on D+ := [0,∞)× {1} × R,
f−(u− r)(du−dr) on D− := [0,∞)× {−1} × R,
where we used the fact that S0 = {±1} and splitted the domain in two connected
components. We see that Φ∗η extends smoothly to [0,∞)× S0 × R in the obvious way.
We denote the extension by Φ˜∗η and the induced extension of η to Bl∆(R× R) by η˜. It
holds Φ˜∗η˜ = Φ˜∗η under the extended diffeomorphism Φ˜ : [0,∞)× S0 × R→ Bl∆(R× R).
The fiberwise integral along the smooth oriented fiber bundle p˜i2 : Bl∆(R × R) → R
transforms under Φ˜ to the fiberwise integral along p˜3 : [0,∞)× S0 × R→ R, and we get
for all y = u ∈ R the following:
(p˜i2∗η˜)(y) = p˜3∗(Φ˜∗η)(u) =
∫ ∞
0
(
f+(u+ r) + f−(u− r)) dr .
The algebraic sign of the second term was canceled by the geometric sign coming from
different orientations of [0,∞) in [0,∞) × {0} and in [0,∞) × {1}. We think of Φ˜ as
of an isomorphism of fiber bundles p˜3 and p˜i2 covering the identity, which explains the
notation y = u. The fiberwise integration along p˜3 : [0,∞)× S0 × R→ R reduces to the
Lebesgue integration of a smooth function g on [0,∞)× Sω × R with respect to (r, ω).
Clearly, we can permute any differential operator acting on u with the integral. In our
case, we use d and obtain
(dp˜i2∗η˜)(y) = (dp˜3∗Φ˜∗η)(u)
= ∂
∂u
(∫ ∞
0
(
f+(u+ r) + f−(u− r)) dr) du
=
(∫ ∞
0
(f+)′(u+ r) + (f−)′(u− r) dr
)
du
=
(∫ ∞
u
(f+)′(z) dz +
∫ u
−∞
(f−)′(z) dz
)
du
=
(
f−(u)− f+(u)) du
200
7. Standard Hodge propagator
This is zero precisely when f extends continuously to R× R.
A general form on R× R\∆ is
η(x, y) = f0(x, y) + f1(x, y) dx +f2(x, y) dy +f3(x, y) dx dy .
Imposing the condition dyη = 0, we get (7.7) for both f0 and f1. Imposing τ∗η = −η,
we get f3(x, y) = f3(y, x), f2(x, y) = −f1(y, x) and f0(x, y) = −f0(y, x). Now, requiring
that η has compact vertical support in x implies f0 = f1 ≡ 0 because of (7.7), and
hence also f2 ≡ 0. However, the form η = f3(x, y) dx dy satisfies dyη = 0 and dp˜i2∗η = 0
trivially.
As for the higher dimensions, let n ≥ 1, and consider
η(x, y) := λ(x)|x− y|n
n∑
i=1
(−1)i+1(xi − yi) dx1 · · · dxn dy1 · · · d̂yi · · · dyn
for (x, y) ∈ Rn × Rn\∆, where λ : Rn → R is a smooth bump function. Then η extends
smoothly to Bl∆(Rn × Rn), it holds dyη(x, y) = 0, but
d
∫
x
η(x, y) = Vol(Sn)λ(y) dy1 · · · dyn .
This finishes the proof.
7.3. Approximation using heat form
Given an oriented Riemannian manifold (M, g), consider the heat form
Kt(x, y) =
∑
(−1)kne−λit(?ei)(x) ∧ ei(y), (7.9)
where (ei) are eigenvectors of ∆ and λi the corresponding eigenvalues. It is equivalently
the Schwartz form of the operator exp(−∆t) (see [Har04, Chapter 3]) or a unique solution
of the equation ∆ Kt(x, y) = − ∂∂tKt(x, y) with limt→0 Kt = Ω1, where Ω1 is the Schwartz
form of the identity (see [Hei06]).
Proposition 7.3.1 (Properties of the heat kernel). Let M be an oriented Riemannian
manifold. The heat form Kt(x, y) is smooth on M ×M × (0,∞) and satisfies
dKt = 0, τ∗Kt = (−1)nKt and 12∆Kt = ∆xKt = −
∂
∂t
Kt.
Proof. Straightforward computation and a nice combinatorial argument.
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Proposition 7.3.2 (Approximation using heat form). Let M be an oriented Riemannian
manifold and Kt(x, y) the heat form. For all (t, x, y) ∈
(
[0,∞)×M×M)\{0}×∆ =: D(K),
define
Gt(x, y) :=
∫ ∞
t
Kτ (x, y) dτ and
Pt(x, y) := (−1)n+1
∫ ∞
t
(1 ⊗ˆ d∗y)Kτ (x, y) dτ .
(7.10)
Then:
(a) The forms Gt and Pt are smooth on D(K), the point-wise limits G′ and P′ as
t→ 0 exist, and it holds Gt →t G′ and Pt →t P′ as t→ 0 (uniform convergence) in
C∞loc(M ×M\∆).
(b) On D(K), the following relations hold:
dGt = 0 Pt = (−1)n+1 12d
∗Gt
∆Gt = Kt −H dPt = (−1)n(H−Kt)
τ∗Gt = (−1)nGt τ∗Pt = (−1)nPt.
It follows that G′ = G is the (Laplace) Green form and P′ = Pstd the standard
Hodge propagator.
Proof. The formal computation is clear. An honest proof uses the standard heat kernel
estimates.
Proposition 7.3.3 (Pstd is codifferential of G). Let M be an oriented Riemannian
manifold, and let G ∈ Ωn(M ×M\∆) be the Green form. Then the standard Hodge
propagator Pstd satisfies
Pstd(x, y) = (−1)n+1(1⊗ d∗y)G(x, y), (7.11)
where 1⊗ d∗y : Ω•(M ×M)→ Ω•−1(M ×M) is the differential operator defined in local
coordinates by commuting d∗ over the first factor with the Koszul sign and applying it to
the second factor.
Proof. As for the signs, (−1)n comes from T G ω(y) = (−1)nT ∫x(1 ⊗ Ty)G(x, y)ω(x)
with T = d∗ and −1 from Pstd = −d∗ G. The rest can be proven using the heat kernel
approximation and standard heat kernel estimates. There is an other method using the
asymptotic expansion of G, which was shown to the author by Prof. Dr. Christian Bär.
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7.4. Standard Hodge propagator for Euclidean space
We will use Propositions 7.3.3 and 7.3.2 to prove in two ways that Pstd for Rn extends
smoothly to the blow-up. We will start with the following well known formulas.
Proposition 7.4.1 (Green form and heat kernel for Rn). The Green form for Rn, which
can be equivalently characterized as the unique solution G ∈ Ωn(Rn × Rn\∆) of
∆y G(x, y) = δ(x− y)(dx1−dy1) · · · (dxn−dyn), (7.12)
where δ(x− y) is the Dirac delta function, satisfies
G(x, y) =

1
(n− 2)Vol(Sn−1)
1
|x− y|n−2 (dx
1−dy1) · · · (dxn−dyn) for n ≥ 3,
− 12pi ln |x− y|(dx
1−dy1)(dx2−dy2) for n = 2.
The heat kernel for Rn, i.e., the solution of ∆y Qt(x, y) = − ∂∂tQt(x, y), is given by
Qt(x, y) = (4pit)−
n
2 exp
(
−|x− y|
2
4t
)
(dx1−dy1) . . . (dxn−dyn). (7.13)
Proof. See [BGV04].
Proposition 7.4.2 (Standard Hodge propagator for Rn). The standard Hodge propagator
for Rn with n ≥ 2 satisfies
Pstd(x, y) =
(−1)n+1
Vol(Sn−1)
n∑
i=1
(−1)i−1 x
i − yi
|x− y|n (dx
1−dy1) · · · (dxi−dyi)
∧
· · · (dxn−dyn)
and extends smoothly to Bl∆(Rn × Rn).
Proof using the Green form. Consider the formulas from Proposition 7.4.1. Recall the
formula for the codifferential
d∗f(x) dxI = −
∑
i∈I
ε(i, I)∂f(x)
∂xi
dxI\{i} . (7.14)
For n ≥ 3, we compute
(1⊗ d∗y)G(x, y)
= 1(n− 2)Vol(Sn−1)
∑
I
(−1)n|I|(1⊗ d∗y)
( 1
|x− y|n−2 (∗ dx
I) ∧ dyI
)
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= 1Vol(Sn−1)
∑
I
(−1)n|I|+|I|+n+1
∑
i∈I
xi − yi
|x− y|n ε(i, I)(∗ dx
I) ∧ dyI\{i}
= 1Vol(Sn−1)
∑
I
(−1)n|I|+|I|+n+1
∑
i∈I
xi − yi
|x− y|n ε(i, I)ε(I, I
c) dxIc ∧dyI\{i}
= 1Vol(Sn−1)
n∑
i=1
xi − yi
|x− y|n
∑
J⊂{1,...,ˆi,...,n}
(−1)n|J |+|J |ε(i, J)ε(J ∪ {i}, Jc\{i})
dxJc\{i} ∧dyJ
= 1Vol(Sn−1)
n∑
i=1
(−1)i−1 x
i − yi
|x− y|n (dx
1−dy1) · · · (dxi−dyi)
∧
· · · (dxn−dyn).
In the last step, we used that
ε(i, J)ε(J ∪ {i}, Jc\{i}) = (−1)i−1ε(J, Jc\{i})
and
dxJc\{i} ∧dyJ
= (−1)|J |ε(Jc\{i}, J)[(dx1−dy1) · · · (dxi−dyi)
∧
· · · (dxn−dyn)]Jc\{i},J
= (−1)n|J |+|J |[(dx1−dy1) · · · (dxi−dyi)
∧
· · · (dxn−dyn)]Jc\{i},J ,
where [·]I1,I2 denotes the part of the product which picks the first variable at positions I1
and the second at positions I2. The computation for n = 2 gives the same result, and
the formula for Pstd is justified by Proposition 7.3.3.
We will now study whether Pstd extends smoothly to the blow-up. Consider the polar
coordinates in one variable
φ : [0,∞)× Sn × Rn −→ Rn × Rn
(r, ω, u) 7−→ (u+ rω, u).
There is a unique smooth map φ˜ which fits in the blow-up diagram
Bl∆(Rn × Rn)
[0,∞)× Sn × Rn Rn × Rn,
pi
φ
φ˜
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and it is a diffeomorphism of manifolds with boundary. We denote by
φ0 := φ
∣∣
(0,∞)×Sn×Rn : (0,∞)× Sn × Rn −→ Rn × Rn\∆
the restriction of φ to the interior. The commutative diagram
[0,∞)× Sn × Rn Bl∆(Rn × Rn)
(0,∞)× Sn × Rn Rn × Rn\∆
φ˜
φ0
ι˜
shows that we can equivalently study whether the form
Ppol := φ∗0Pstd
admits a smooth extension P˜pol to [0,∞)× Sn−1 × Rn. We have
Ppol(r, ω, u) = φ∗0
(
d∗yG)(r, ω, u)
= (−1)
n+1
rn−1Vol(Sn−1)
n∑
i=1
(−1)i−1ωi(r dω1 +ω1 dr) · · · (r dωi +ωi dr)
∧
· · ·
(r dωn +ωn dr)
= (−1)
n+1
rn−1Vol(Sn−1)
(
rn−1
∑
1≤i≤n
(−1)i−1ωi dω1 · · · d̂ωi · · · dωn
−rn−2
∑
1≤i<j≤n
(−1)i+jωiωj dr dω1 · · · d̂ωi · · · d̂ωj · · · dωn
+rn−2
∑
1≤j<i≤n
(−1)i+jωjωi dr dω1 · · · d̂ωj · · · d̂ωi · · · dωn
)
= (−1)n+1 VolSn−1(ω)Vol(Sn−1) ,
where the last two sums canceled. The result extends smoothly beyond r = 0 because it
does not depend on r at all.
Proof using the heat kernel. Consider the polar coordinates with respect to the diagonal
ϕ : [0,∞)× Sn−1 × Rn −→ Rn × Rn\∆
(r, ω, u) 7−→ (x, y) = (u+ rω, u− rω).
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There is a unique smooth map ϕ˜ which fits in the blow-up diagram
Bl∆(Rn × Rn)
[0,∞)× Sn × Rn Rn × Rn,
pi
ϕ
ϕ˜
and it is a diffeomorphism of manifolds with boundary. The heat kernel (7.13) transforms
under ϕ as
Qpolt (r, ω, u) := (ϕ∗Qt)(r, ω, u)
= (4pit)−
n
2 exp
(
−r
2
t
)
2nrn−1 dr Vol(ω)
= (pit)−
n
2 exp
(
−r
2
t
)
rn−1 dr Vol(ω).
It follows from Proposition 7.3.2 that for (r, ω, u) ∈ (0,∞)× Sn−1 × Rn we have
Ppol(r, ω, u) = (−1)n+1 12 limt→0
∫ ∞
t
d∗polQpolτ (r, ω, u) dτ , (7.15)
where d∗pol is the codifferential on Rn×Rn computed with respect to the pullback of the
product Riemannian metric. If g : Rn ⊗ Rn → R is an inner product, then the pullback
Riemannian metric satisfies
gpol := ϕ∗(g ⊕ g)(r, ω, u) = 2

g(ω, ω) 0 0
0 r2g 0
0 0 g
 ; (7.16)
it is degenerate at the boundary r = 0. Next, it is easy to check that the conformal
transformation g 7→ λg on vectors induces the conformal transformation g 7→ 1
λk
g on
k-forms. Thus, if ‖ ·‖pol denotes the point-wise norm with respect to gpol for the standard
Euclidean metric, then
‖ dr ‖pol = 2− 12 , ‖Vol(u)‖pol = 2−n2 , ‖Vol(ω)‖pol = 2−n−12 r−(n−1),
and hence
Volpol(r, ω, u) = 2nrn−1 dr Vol(ω)Vol(u).
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In order to get the Hodge star ∗pol, we compute
dr Vol(ω) ∧ ∗pol(dr Vol(ω)) != ‖dr Vol(ω)‖pol2Volpol(r, ω, u)
= r−(n−1) dr Vol(ω)Vol(u),
dr Vol(u) ∧ ∗pol(dr Vol(u)) != ‖dr Vol(u)‖pol2Volpol(r, ω, u)
= 12r
n−1 dr Vol(ω)Vol(u).
Using the product structure (7.16), it follows that
∗pol(dr Vol(ω)) = r−(n−1)Vol(u) and
∗pol(dr Vol(u)) = 12r
n−1Vol(ω).
Recalling the definition of the codifferential d∗α = (−1)n(k−1)+1 ∗ d ∗ α, we compute
(∗pold∗pol)(Qpolt (r, ω, u)) = ∗pold((pit)−n2 exp
(
−r
2
t
)
Vol(u)
)
= ∗pol
(−2r
t
(pit)−
n
2 exp
(
−r
2
t
)
dr Vol(u)
)
= −1
t
(pit)−
n
2 exp
(
−r
2
t
)
rnVol(ω),
and because the product dimension is even, we obtain
d∗polQpolt (r, ω, u) =
1
t
(pit)−
n
2 exp
(
−r
2
t
)
rnVol(ω).
In order to integrate this according to (7.15), we will make use of the Γ-function Γ(z) =∫∞
0 x
z−1e−x dx. Then, we have
(−1)n+1Ppol(r, ω, u) = 12 limt→0
∫ ∞
t
d∗polQpolτ (r, ω, u) dτ
= 12pi
−n2 rn
(
lim
t→0
∫ ∞
t
τ−
n
2−1 exp
(
−r
2
τ
)
dτ
)
Vol(ω)
= 12pi
−n2 rn
(
lim
t→0
∫ 0
r2
t
(r2
z
)−n2−1 exp(−z)(−z−2r2 dz))Vol(ω)
= 12pi
−n2
(
lim
t→0
∫ r2
t
0
z
n
2−1 exp(−z) dz
)
Vol(ω)
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=
Γ(n2 )
2pi n2
Vol(ω)
= Vol(ω)Vol(Sn−1) ,
which recovers the formula in the other proof of Proposition 7.4.2.
Example 7.4.3 (The case n = 1). It is easy to check directly that
P(x, y) := θ(x− y),
where θ is the Heavyside step function, is the Schwartz form of a Hodge homotopy P.
Indeed, for any smooth f : R→ R with compact support, we have
P(f dx)(y) =
∫
x
P(x, y)f(x) dx =
∫ ∞
y
f(x) dx,
and hence d ◦ P = −1. It is also easy to check that the following is the Laplace Green
form:
G(x, y) = −12 |x− y|(dx−dy).
Indeed, using sgn(x) = 2θ(x)− 1, we get
∂2
∂y2
1
2 |x− y| =
∂
∂y
1
2 sgn(y − x) = δ(y − x) = δ(x− y),
which shows (7.12). We carefully compute
(1⊗ d∗y)G(x, y) = d∗y
(1
2 |x− y| dy
)
= −12
∂
∂y
|x− y|
= −12(2θ(y − x)− 1)
= −θ(y − x) + 12
= θ(x− y)− 12
and apply Proposition 7.3.3 to get
Pstd(x, y) = θ(x− y)− 12 .
In particular, we see that the sign agrees with the direct computation of the Hodge
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propagator above. Smoothness on the blow-up is for n = 1 equivalent to smoothness on
the closures of connected components of R× R\∆; this is readily satisfied. C
Question 7.4.4. Is it possible to use the asymptotic heat kernel expansion and for-
mula (4.16) or the asymptotic Green kernel expansion and formula (7.11) to infer from
the case of Rn with the standard Euclidean metric g0 that Pstd extends smoothly to the
blow-up for flat manifolds, i.e., locally isometric to (Rn, g0)?
7.5. Standard Hodge propagator for 1- and 2-sphere
In this section, we denote the Hodge propagator for Sn constructed in Part I by Part. We
would like to use Part to study the standard Hodge propagator Pstd for Sn.
For S1, we can compute Kt and hence Pstd explicitly.
Example 7.5.1 (Pstd for S1). We write S1 = R/2piZ and use the coordinate x ∈ [0, 2pi).
Because S1 is flat, we have
∆ = − ∂
2
∂x2
.
Solving the eigenvalue problem ∆ω = λω for ω ∈ Ω(S1) and λ ∈ R, we get λ ∈ {0, n2 |
n ∈ N} and the corresponding eigenvectors
{ 1√
2pi
,
1√
pi
cos(nx), 1√
pi
cos(nx) dx, 1√
pi
sin(nx), 1√
pi
sin(nx) dx | n ∈ N
}
,
which we normalized in the L2-norm. Plugging in (7.9), we get
Kt(x1, x2) =
1
2pi +
1
pi
∞∑
n=1
e−n
2t(cos(nx1) cos(nx2) + sin(nx1) sin(nx2))(dx1−dx2)
= 12pi +
1
pi
∞∑
n=1
e−n
2t cos(nx1 − nx2)(dx1−dx2).
Applying the product codifferential, we get
d∗Kt(x1, x2) =
1
pi
∞∑
n=1
e−n
2t
[
− ∂
∂x1
cos(nx1 − nx2) + ∂
∂x2
cos(nx1 − nx2)
]
= 2
pi
∞∑
n=1
e−n
2tn sin(nx1 − nx2).
Finally, the integration gives
Pstd(x1, x2) =
1
2
∫ ∞
0
d∗Kt(x1, x2) dt
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= 1
pi
∞∑
n=1
(∫ ∞
0
e−n
2t dt
)
n sin(nx1 − nx2)
= 1
pi
∞∑
n=1
sin
(
n(x1 − x2)
)
n
= 12pi
pi − (x1 − x2) x1 > x2,−pi − (x1 − x2) x1 < x2.
= 12pi
(
α(x1, x2)− pi
)
.
This is precisely Part from Part I. C
For n ≥ 2, an explicit formula for any of Pstd, G or Kt seems to be unknown. For S2,
the formula for Pstd on functions was derived by Dr. A. Hermann.
Our idea to study Pstd via Part is to examine the uniqueness of Hodge propagators.
Consider the Schwartz form H(x, y) = 1V (Vol(x)+(−1)nVol(y)) of the harmonic projection
for Sn. Let C2(Sn) := Sn × Sn\∆ denote the configuration space, and let
Sn := {P ∈ Ωn−1(C2(Sn)) | dP = (−1)nH} (7.17)
be the space of primitives to (−1)nH. We know that Pstd ∈ Sn. The following holds.
Proposition 7.5.2 (The space of primitives to H for Sn). Let
Vn :=
Ω
n−2(C2(Sn))/dΩn−3(C2(Sn)) for n ≥ 3,
Ω0(C2(Sn))/R for n = 2,
where R ⊂ Ω0(C2(Sn)) denotes the constants. The action ρ : Vn × Sn → Sn, (λ,P) 7→
P + dλ of the additive group Vn on Sn defines the structure of an affine space on Sn
for n ≥ 2. If we require SO(n+ 1) or (−1)nτ∗-invariance, then the same holds with Ω
replaced by the correspondingly invariant forms.
Proof. We have to check that the action ρ is free and transitive. For P1, P2 ∈ Sn, the
difference η := P1 − P2 is a closed (n− 1)-form; it is exact because C2(Sn) is homotopy
equivalent to Sn. A primitive λ1 is an n− 2 form. If λ2 is another primitive, then λ1−λ2
is closed, and hence it is a constant for n = 2 and an exact form for n ≥ 3. Therefore, Sn
is an affine space over Vn. As for the invariance, we can average a primitive of an invariant
form over SO(n+ 1) or take 12(1+ (−1)nτ∗).
Note that S1 ' R by adding the constant and that all functions on C2(S1) are coexact.
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Therefore, Pstd for S1 can not be characterized as a unique coexact solution of the
differential equation for the Hodge propagator.
Proposition 7.5.3 (Coexactness of artificial Hodge propagator). The Hodge propagator
Part ∈ Ωn−1(Sn × Sn\∆) constructed in Part I is coexact for every n ∈ N.
Proof. First of all, we rewrite
ωk(x, y) =
1
k!(n− 1− k)!
∑
σ∈Sn+1
xσ1yσ1 dxσ3 · · · dxσ2+k dyσ3+k · · · dyσn+1
= (−1)k
∑
I⊂{1,...,n+1}
|I|=k+1
ιx(dxI) ∧ ιy∗Rn+1︸ ︷︷ ︸
∗Sn
(dyI).
Recall the formulas d∗α = (−1)d(k−1)+1 ∗ d ∗ α and ∗ ∗ α = (−1)k(n−k)α for α ∈ Ωk(M),
where d = dim(M). For all (x, y) ∈ Sn × Sn\∆, we compute
d∗yPart(x, y) = d∗y
(n−1∑
k=0
(−1)kgk(x · y)
∑
I⊂{1,...,n+1}
|I|=k+1
(ιx dxI) ∧ ∗Sn(dyI)
)
=
n−1∑
k=0
∑
I⊂{1,...,n+1}
|I|=k+1
(ιx dxI) ∧ d∗y
(
gk(x · y) ∗Sn (dyI)
)
=x
d∗y=(−1)n(n−k)+1∗S
nd∗Sn
∗Sn∗Sn=(−1)(k+1)(n−k−1)1
tot. sign=(−1)k
n−1∑
k=0
(−1)k
∑
I⊂{1,...,n+1}
|I|=k+1
(ιx dxI) ∧ ∗Sndy
(
gk(x · y) dyI
)
=
n−1∑
k=0
(−1)kg′k(x · y)
∑
I⊂{1,...,n+1}
|I|=k+1
∑
i∈I
∑
j∈{1,...,n+1}\I
ε(i, I)ε(j, I)xixj
dxI\{i} ∧ ∗Sn (dyI∪{j})︸ ︷︷ ︸
=0
= 0.
The cancellation occurs because the summand (I, i, j) contains the same terms as the
summand (I ′ = I\{i} ∪ j, j, i), and the signs satisfy
ε(j, I ′)ε(i, I ′) = −ε(i, I)ε(j, I).
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We have
Hn−1(Ω(Sn × Sn\∆),d∗) ' Hn+1dR (Sn × Sn\∆) = 0,
and hence any coclosed (n− 1)-form is coexact.
Proposition 7.5.4 (Smooth extension to the blow-up for S2). The standard Hodge
propagator for S2 extends smoothly to the blow-up.
Proof. Let P1, P2 ∈ S2 be two SO(3)-symmetric solutions. Proposition 7.5.2 asserts that
there is a smooth SO(3)-symmetric function λ : C2(S2) → R such that P1 − P2 = dλ.
Because SO(3) acts on S2 transitively, there is a smooth function f : [−1, 1)→ R such
that
λ(x, y) = f(x · y) for all (x, y) ∈ C2(S2).
Note that one can let f explode at 1 and obtain Hodge propagators which do not extend
smoothly to the blow-up. Let us assume, in addition, that P1−P2 is coexact. We obtain
0 = d∗(P1 − P2) = d∗dλ = ∆λ.
Therefore, λ is a harmonic function on C2(S2). Denoting
B(x, y) := x · y,
we can write λ = f ◦B, which implies
∆(f ◦B) = f ′′‖∇B‖2 + f ′∆B.
The computation of ‖∇B‖ and ∆B is straightforward and we will do it for any n ∈ N.
If f˜ : Sn → R is a smooth function and f : Rn+1 → R is defined by
f(x) := f˜
( x
|x|
)
for all x ∈ Rn+1\{0},
then
∆Sn f˜ =
(
∆Rn+1 f
)∣∣∣
Sn
and ∇Sn f˜ = (∇Rn+1f)∣∣∣
Sn
.
Here ∆Sn , resp. ∇Sn are the Laplacian, resp. the gradient on Sn expressed in terms of
the corresponding operators ∆Rn+1 and ∇Rn+1 on Rn+1, where Sn is embedded into. We
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compute
∆Rn+1x
( x
|x| · y
)
=
n+1∑
i=1
− ∂
∂xi
( yi
|x| −
xi
|x|3x · y
)
=
n+1∑
i=1
xiyi
|x|3 − 3
xixi
|x|5 x · y +
x · y
|x|3 +
xiyi
|x|3
= 0,
∇Rn+1x
( x
|x| · y
)
=
n+1∑
i=1
( yi
|x| −
xi
|x|3x · y
) ∂
∂xi
and
‖∇(x · y)‖2 =
∥∥∥n+1∑
i=1
(yi − (x · y)xi) ∂
∂xi
+
n+1∑
i=1
(xi − (x · y)yi) ∂
∂yi
∥∥∥2
=
n+1∑
i=1
(yi − (x · y)xi)2 + (xi − (x · y)yi)2
= 1− 2(x · y)2 + (x · y)2 + 1− 2(x · y)2 + (x · y)2
= 2(1− (x · y)2).
Therefore, ∆B = 0, ‖∇B(x1, x2)‖2 = 2(1− (x1 · x2)2), and we arrive to the equation
2(1− u2)f ′′(u) = 0 for all u ∈ [−1, 1)
and a smooth function f : [−1, 1) → R. The only solution is a linear function, and it
must hold
λ(x1, x2) = aB(x1, x2) + b for some a, b ∈ R.
We see that λ extends smoothly to the blow-up.
If we determine the constant a in the proof of Proposition 7.5.4, then we get a formula
relating Pstd to Part for S2.
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8. BV-formalism for IBL-infinity theory on
cyclic cochains
In this chapter, we use the BV-formalism to formulate the theory of dIBL-algebras on
cyclic cochains of an odd symplectic vector space and its twisting with a Maurer-Cartan
element. The “fields” are cyclic Hochschild chains and the BV-operator comes from
the algebraic string bracket and cobracket. We hope that this point of view will help
to understand relations between string topology, Chern-Simons theory, symplectic field
theory and string field theory (let’s say “S(F)T”).
In Section 8.1, we summarize relevant IBL∞-theory from [CFL15].
In Section 8.2, we define the canonical string BV-operator on the space of “observables”
and the total action; it consists of the free part and of the interaction part which
corresponds to the Maurer-Cartan element. We argue that the quantum master equation
is satisfied for the canonical and the Chern-Simons Maurer-Cartan element and that
the string BV-operator twisted by the action corresponds to the twisted dIBL-algebra
(Proposition 8.2.1). In general, we show that the action satisfies the quantum master
equation if and only if its interaction part encodes a Maurer-Cartan element and that
the twistings in both formalisms agree (Proposition 8.2.2).
In Section 8.3, we sketch how to apply ideas from [DJP19] for quantum L∞-algebras
to IBL∞-algebras. We ask whether their formulas for the effective action and the
path integral which come from the Homological Perturbation Lemma (and Wick’s
Theorem) agree with the formulas from [CFL15] with summations over ribbon graphs
(Question 8.3.1).
8.1. Summary of IBL-infinity theory for cyclic DGA
Let (V,Π,m1,m2) be a cyclic DGA of degree n of finite type. We have:
• Cyclic cochains C(V ) = Bˆ∗cycV [2− n],
• Canonical dIBL-algebra q110, q210, q120 on C(V ) denoted by dIBL(C(V )),
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• Canonical Maurer-Cartan element m = (m10),
• Twisted dIBL-algebra qm110, q210, q120 on C(V ) denoted by dIBLm(C(V )).
Recall from Appendix C that, up to signs and permutation of variables, q210 is the
cyclization + of the Gerstenhaber bracket [·, ·] and that it holds ∆cyc = µcyc ◦ q120,
where ∆cyc is an extension of the Schwarz’s BV-operator on polynomial functions on V
to C(V ) and µcyc is the cyclic shuffle coproduct.
Let (V ′,Π′,m′1,m′2) be another cyclic DGA of degree n of finite type, and let
(V,m1) (V ′,m′1)P
pi
ι
(8.1)
be a deformation retraction. We have the following:
• IBL∞-morphism f : dIBL(C(V ))→ dIBL(C(V ′)) with components fklg : EˆkC(V )→
EˆlC(V ′) such that
f110 = ι∗ : (C(V ), qˆ110) −→ (C(V ′), qˆ′110)
is a quasi-isomorphism. The number fklg(skψ1⊗· · ·⊗ψk)(slω1⊗· · ·⊗ωl) for ψ1, . . . ,
ψk ∈ Bˆ∗cycV and ω1 = ω11 · · ·ω1s1 , . . . , ωl = ωl1 · · ·ωlsl ∈ BcycV ′, where s is the
formal symbol of degree n − 3, is computed via summation over ribbon graphs
with interior vertices decorated with ψ1, . . . , ψk, interior edges decorated with
the propagator — the Schwartz kernel P of P — and exterior vertices decorated
with ωij at the i-th boundary component and with j respecting the orientation.
We will refer to such graphs shortly as Feynman graphs.
• Pushforward Maurer-Cartan element n := f∗m with components nlg ∈ EˆlC(V ). The
number nlg(slω1 ⊗ . . .⊗ ωl) is computed via summation over Feynman graphs as
above with trivalent internal vertices m10.
• Twisted IBL∞-morphism fm : dIBLm(C(V )) → dIBLn(C(V ′)) with components
fmklg : EˆkC(V )→ EˆlC(V ′) such that
fm110 : (C(V ), qˆm110) −→ (C(V ′), qˆ′n110)
= ι∗ + f210 ◦1 m10 + 12! f310 ◦1,1 (m10,m10) + · · ·
is a quasi-isomorphism. The number fklg(skψ1⊗· · ·⊗ψk)(slω1⊗· · ·⊗ωl) is computed
via summation over Feynmann graphs with interior vertices ψ1, . . . , ψk and m10.
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Recall that an IBL∞-quasi-isomorphism is automatically an IBL∞-homotopy equivalence;
this has been proven in [CFL15, Theorem 1.2] via obstruction theory. Obstruction theory
also gives the existence of a minimal model of any IBL∞-algebra, which is the content
of [CFL15, Theorem 1.3]. What is not proven yet but what we suspect is true is the
following:
(1) For a different choice of the deformation retraction (8.1), the corresponding IBL∞-
morphisms f and f′ are IBL∞-homotopic.
(2) If ι is in addition a morphism of Poincaré DGA’s (perhaps simply-connected), then
dIBLm(C(V )) and dIBLm′(C(V ′)) are IBL∞-homotopy equivalent (perhaps even
the Maurer-Cartan elements m′ and f∗m are gauge equivalent).
8.2. BV-formulation for dIBL-algebra on cyclic cochains
In the setting of Section 8.1, we define
B(V ) := BcycV [3− n] and F(B(V )) := EˆC(V )((~)) = EC(V ) ⊗ˆK((~)).
We call F(B(V )) the space of functions on B(V ). This makes sense because C(V ) ⊂
(BcycV [2 − n])∗g , EC(V ) = S(C(V )[1]) and the symmetric algebra of the dual can be
viewed as polynomial functions. In contrast to [DJP19], we do not have any canonical
odd symplecticform on B(V ), and hence there is no Schwarz’s BV-operator on F(B(V )).
However, we have the following BV-operators from [CFL15]:
∆0 := qˆ120 + ~qˆ210,
∆ := qˆ110 + ∆0,
∆m := q210 ◦1 m10
∧
+ ∆ .
The first BV-operator is canonical for an odd symplectic vector space (V,Π), and we call
it the string BV-operator. It is a BV-operator because qˆ120 is a derivative of order 1, qˆ210
a derivative of order 2, and it holds ∆0 ◦∆0 = 0. The second BV-operator is canonical
for a cyclic cochain complex (V,Π,m1) and the third for a cyclic DGA (V,Π,m1,m2) (in
both cases, (V,Π) is an odd symplectic vector space). Note that the perturbations qˆ110,
resp. q210 ◦1 m10
∧
are first order differential operators.
For ∆, we consider the associated Gerstenhaber bracket {·, ·} : F(B(V ))⊗2 → F(B(V )),
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which is for all Ψ1, Ψ2 ∈ F(B(V )) given by
{Ψ1,Ψ2} := (−1)|Ψ1|
(
∆(Ψ1Ψ2)−∆(Ψ1)Ψ2 − (−1)|Ψ1|Ψ1 ∆(Ψ2)
)
.
It is easy to see that
{Ψ1,Ψ2} = (−1)1+(|Ψ1|+1)(|Ψ2|+1){Ψ2,Ψ1}.
If {·, ·}0 and {·, ·}m are the Gerstenhaber brackets for ∆0 and ∆m, respectively, then it
holds
{·, ·}0 = {·, ·}m = {·, ·}
because ∆, ∆0 and ∆m differ only by differential operators of order ≤ 1.
Consider the cyclizations m+1 , m+2 : BcycV → R defined for all v1, v2, v3 ∈ V [1] by
m+1 (v1, v2) := Π(m1(v1), v2) and m+2 (v1, v2, v3) := Π(m2(v1, v2), v3).
They have degree 3 − n as maps, thus degree n − 3 as elements of B∗cycV with the
cohomological grading, and thus sm+1 , sm+2 ∈ F(B(V )) have degree 2(n− 3). They are
“linear functions” in the sense that sm+1 , sm+2 ∈ Eˆ1C(V ). We define the total action
S := (−1)n−2(sm+1 )~−1︸ ︷︷ ︸
=: Sfree
+ (−1)n−2(sm+2 )~−1︸ ︷︷ ︸
=: Sint
∈ F(B(V )) (8.2)
and call Sfree the free action and Sint the interaction. The total action is linear and has
degree 0. As a function, we can write
S(sb) = (−1)n−2m+1 (b)~−1 + (−1)n−2m+2 (b)~−1 for b ∈ BcycV.
Recall that m10 = (−1)n−2sm+2 is the canonical Maurer-Cartan element.
Proposition 8.2.1 (BV-action for canonical Maurer-Cartan element). Let (V,Π,m1,m2)
be a cyclic DGA of degree n of finite type, and let ∆0 = qˆ120 + ~qˆ210 be the string BV-
operator on F(B(V )). The total action S ∈ F(B(V )) from (8.2) satisfies the quantum
master equation
∆0 S +
1
2{S, S}0 = 0, (8.3)
and it holds
∆m(f) = ∆0(f) + {S, f}0 for all f ∈ F(C(V )), (8.4)
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where ∆m = qˆm110 + qˆ120 + ~qˆ210 is the BV-operator associated to the twisted dIBL-algebra
dIBLm(C(V )).
Proof. Let f ∈ F(B(V )), and consider the left multiplication Lf : F(B(V ))→ F(B(V ))
given by g 7→ fg. If we view f as a linear map F(B(V )) → F(B(V )) which maps the
constant 1 to f and vanishes on the reduced part, then we can write Lf = f 1, where 
is the convolution product on the symmetric algebra (see Appendix D ). Using formulas
from Proposition D.4.4, we compute
qˆ210 ◦ Lf = qˆ210(f  1)
= q210 ◦0,2 (f,1) + q210 ◦1,1 (f,1) + q210 ◦2,0 (f,1)
= (−1)|f |Lf ◦ qˆ210 + q210 ◦1 f
∧
+ Lqˆ210(f).
Therefore, it holds
{f, ·}0 = ~
(
qˆ210 ◦ Lf − Lqˆ210(f) − (−1)|f |Lf ◦ qˆ210
)
= ~q210 ◦1 f
∧
.
We compute
(
q210 ◦1 (sm+1 )
)
(sψ)(ω)
= q210(sm+1 , sψ)(ω)
= (−1)|s|q210(s2m+1 , ψ)
=
↑
T ij=(−1)|s|+|ei||ej |T ji
T ji=(−1)|ej |Π(ej ,ei)
Π(ej ,ei)6=0 =⇒ |ej |+|ei|=|s|+1
(−1)|s|
∑
ε(ω → ω1ω2)(−1)|ej ||ω1|T ijm+1 (eiω1)ψ(ejω2)
=
↑∑
i
Π(v,ei)ei=v
m+1 (ejω1)=(−1)|e
j ||ω1|m+1 (ω1ej)
∑
ε(ω → ω1ω2)(−1)|ej |(|s|+1+|ω1|)+|ej ||ω1|Π(m1(ω1), ej)ψ(ejω2)
=
↑
Π(m1(ω1),ej) 6=0 =⇒ 1+|ω1|+|ej |=|s|+1
|ej |+|ej |=|s|+1
(−1)|s|+1
∑
ε(ω1ω2)ψ(m1(ω1)ω2)
= (−1)|s|+1
k∑
i=1
(−1)|ω1|+···+|ωi−1|ψ(ω1 · · ·m1(ωi) · · ·ωk)
= (−1)|s|+1q110(sψ)(sω). (8.5)
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Therefore, we have
{Sfree, ·}0 = qˆ110. (8.6)
Since m1 ◦m1 = 0 and since m+1 is cyclically symmetric, it holds
{Sfree, Sfree}0 = (−1)n−2~−1q110(sm+1 ) = 0.
Because m+1 ∈ B∗cycV has weight 2, i.e., it vanishes on words of length 3 and more, q120
decreases the weight by 2, and B∗cycV is reduced, i.e., its weight-0 part is 0, we have
∆0 Sfree = (−1)n−2q120(sm+1 ) = 0.
We now compute
{S, S}0 = {Sfree, Sfree}0 + 2{Sfree, Sint}0 + {Sint, Sint}0
= 2{Sfree, Sint}0 + {Sint, Sint}0
= 2~−1
(
q110(m10) +
1
2q210(m10,m10)
) (8.7)
and
∆0 S = ~−1q120(m10). (8.8)
The right-hand side of (8.7) vanishes due to [CFL15, Proposition 12.3], and the right-
hand side of (8.8) vanishes by the discussion preceding [CFL15, Proposition 12.5] (for
degree reasons). Therefore, S satisfies the quantum master equation (8.3). The twisting
equation (8.4) is also clear.
The inclusion of ~−1 into S is the convention from [CFL15]. After the transformation
∆0 → ∆′0 = ∆0, S → S′ = ~S, we get the well-known equations
~∆′0 S′ +
1
2{S
′, S′}′0 = 0 and ~∆′m = ~∆′0 +{S′, ·}′0.
Proposition 8.2.2 (BV-action for general Maurer-Cartan element). Let (V,Π,m1,m2)
be a cyclic DGA of degree n of finite type, and let ∆0 = qˆ120 + ~qˆ210 be the string
BV-operator on F(B(V )). Let mlg ∈ EˆlC(V ) for all l, g ≥ 0 satisfy the degree and
filtration degree conditions of a Maurer-Cartan element for an IBL∞-algebra of bidegree
(n− 3, 2).Then m = (mlg) satisfies the Maurer-Cartan equation for dIBL(C(V )) if and
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only if the total action
S := Sfree +
∑
l,g≥0
mlg~g−1 ∈ F(B(V )) (8.9)
satisfies the quantum master equation (8.3). The BV∞-operator ∆m of the twisted IBL∞-
algebra dIBLm(C(V )) is given by (8.4). The elements m0g appear neither in (8.3) nor
in (8.4).
Proof. Using ∆0 Sfree = {Sfree, Sfree}0 = 0, we compute
∆0 S +
1
2{S, S}0 = ∆0 Sint + {Sfree, Sint}0 +
1
2{Sint, Sint}0
=
∑
l,g≥0
(
qˆ120(mlg)~g−1 + qˆ210(mlg)~g + qˆ110(mlg)~g−1
)
+ 12
∑
l1,l2,g1,g2≥0
q210 ◦1 ml1g1
∧
(ml2g2)~g1+g2−1
=
∑
l,g≥0
(ιlpil)
(
q120 ◦1 ml−1,g + q210 ◦2 ml+1,g−1 + q110 ◦1 mlg
+ 12
∑
l1,l2,g1,g2≥0
l1+l2−1=l
g1+g2=g
q210 ◦1,1 (ml1g1 ,ml2g2)
)
~g−1.
Comparing to Proposition 3.2.10, we see that the (l, g)-components for l ≥ 1, g ≥ 0 give
precisely the Maurer-Cartan equation in dIBL(C(V )). We compute
∆0 +{S, ·}0 = qˆ120 + ~qˆ210 + qˆ110 +
∑
l,g≥0
q210 ◦1 mlg
∧
~g
= (qˆ110 + q210 ◦1 m10
∧
) + (qˆ120 + q210 ◦1 m20
∧
) + (q210 ◦1 m30
∧
) + · · ·
+
[
(qˆ210) + (q210 ◦1 m11
∧
) + (q210 ◦1 m21) + · · ·
]
~
+
∑
l≥0,g≥2
(q210 ◦1 mlg
∧
)~g
= (qˆm110) + (qˆm120) + (qˆm130) + · · ·
+
[
(qˆm210) + (qˆm111) + (qˆm121) + · · ·
]
~
+
∑
l≥0,g≥2
(qˆm1lg)~g
and see that this is indeed the BV∞-operator ∆m of dIBLm(C(V )).
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8.3. Homotopy transfer and effective action
In [DJP19], they consider multilinear operations llg : V ⊗l → R for l ≥ 1, g ≥ 0 on an
odd symplectic vector space V and write down an action S ∈ F(V ) in the form of (8.9)
with mlg replaced by l+lg. We remark that their “vertices” are l
+
lg(v, . . . , v) for a “field”
v ∈ V , whereas ours are mlg(v1, . . . , vl) for a “string of fields” v1 · · · vl ∈ B(V ). They
consider the Schwarz’s canonical BV-operator on F(V ) from [Sch93] and show that
S satisfies the quantum master equation if and only if (llg) satisfy the relations of a
quantum L∞-algebra.1 On the other hand, we have the string BV-operator on F(B(V ))
and our action (8.9) satisfies the quantum master equation if and only if m = (mlg) is
a Maurer-Cartan element for dIBL(C(V )). Next, they consider a deformation retract
(=: DR) as in (8.1) and obtain explicit formulas for the homotopy transfered quantum L∞-
algebra on V ′ together with all maps and homotopies via the Homological Perturbation
Lemma (=: HPL). In what follows, we will sketch how to apply their construction to
IBL∞-algebras. We stress that the details have NOT been done yet!
A DR (8.1) induces a DR
(
C(V ), q110
) (
C(V ′), q′110
)
,KC
PC
IC
which further induces a DR
(F(B(V )), qˆ110) (F(B(V ′)), qˆ′110).K P
I
(8.10)
In [DJP19, Remark 3], they write down a formula for K on F(V ) given P using a “tensor
trick” due to Eilenberg Mac-Lane; the same method may apply to get KC from P on
C(V ) and K on F(B(V )) from KC in our case. With such K’s, one can take PC and
P , resp. IC and I to be the natural extensions of ι∗, resp. pi∗. Note that any surjective
quasi-isomorphism over R is a deformation retraction, but their formula is explicit and
preserves special DR’s, i.e., DR’s satisfying P2 = Pι = piP = 0 (=: SDR). The crucial
idea of [DJP19] translated to our situation is to view ∆ and ∆m as perturbations of
{Sfree, ·} = qˆ110, which we denote by δ(1) and δ(2), respectively, and apply the HPL
from [Cra04]:
1This is equivalent to the notion of a loop homotopy algebra from [Mar01] and to string brackets in
closed string field theory from [Zwi93].
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For i = 1, 2, suppose that δ(i) is “small”, i.e., that (1−δ(i)K) is invertible, and consider
the maps
∆(i) := qˆ′110 + P (1− δ(i)K)−1δ(i)I = qˆ′110 + Pδ(i)I + Pδ(i)Kδ(i)I + · · · ,
I(i) := I +K(1− δ(i)K)−1δ(i)I = I +Kδ(i)I +Kδ(i)Kδ(i)I + · · · ,
P (i) := P + P (1− δ(i)K)−1δ(i)K = P + Pδ(i)K + Pδ(i)Kδ(i)K + · · · ,
K(i) := K +K(1− δ(i)K)−1δ(i)K = K +Kδ(i)K +Kδ(i)Kδ(i)K + · · · .
The HPL asserts that if (8.10) is an SDR, then the following are SDR’s as well:
(F(B(V )), qˆ110) (F(B(V ′)), qˆ′110)
(F(B(V )),∆) (F(B(V ′)),∆(1))
(F(B(V )),∆m) (F(B(V ′)),∆(2))
K
P
I
K(1)
P (1)
I(1)
K(2)
P (2)
I(2)
δ(1) = ∆0
δ(2) = ∆0 +{Sint, ·}
One defines the effective action
W := log
(
P (1)(eSint)
) ∈ F(B(V ′))
and the path integral
Z := Le−W ◦ P (1) ◦ LeSint : F(B(V ))→ F(B(V ′)).
Under certain circumstances, the following formulas hold:
∆(1) = P ∆0 I, ∆(2) = ∆(1) +{W, ·}(1) and P (2) = Z. (8.11)
This is proven in [DJP19] on F(V ) when V ′ = H is a “harmonic” subspace in a Hodge
decomposition V = H ⊕ C into odd symplectic subspaces, pi and ι are the canonical
projection and inclusion, respectively, the homotopy P is such that (pi, ι,P) is an SDR,
and the homotopy K was constructed from P via the tensor trick. Since we deal with the
string BV-operator on F(B(V )), we can not talk about this “symplectic compatibility”
and the proof of (8.11) might be based on another arguments.
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Question 8.3.1 (HPL and IBL∞). If one picks an SDR of V onto a harmonic subspace H
as above (basically equivalent to the setting of [CFL15, Section 11]) and constructs KC
and K in a particular way, can one achieve that (8.11) and the following identities hold?
∆(1) = ∆′0, ∆(2) = ∆m, W = Sf∗m, P (1) = ef, P (2) = ef
m
.
Here, Sf∗m denotes the action (8.9) for the Maurer-Cartan element f∗m.
Remark 8.3.2 (On BV-formalism for IBL∞). (i) As summarized in [DJP19, Section 5],
given a BV-action S, there are various approaches to obtain W and Z as summations
over Feynman graphs (see [Mne17] for the stationary phase formula approach).
(ii) The appearance of Feynman graphs can be explained from the proof of [DJP19,
Theorem 2], where they show that in the special setting above, it holds
P (1) = PeDP
for an order ≤ 2 differential operator DP which “connects” two legs with the propagator P
(obtained by “rising one index” of P using the odd symplectic form). This is reminiscent
of the Wick’s Theorem for the (formal) perturbative expansion of the path integral (the
classical approach to quantum field theories).
(iii) Having a BV-formulation of the IBL∞-theory, it is intriguing to compare it
to [MS13], where certain IBL∞-structures are considered in the context of open-closed
string field theory. C
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A. Evaluation of labeled ribbon graphs
In this appendix, we consider an algebraic propagator P and the graph pairing 〈·, ·〉PΓ
(Definition A.1.1), which encapsulates the contribution of a ribbon graph Γ to the
map fklg : (B∗cycV )⊗k → (B∗cycV )⊗l defined as a sum of contributions of ribbon graphs
(Proposition A.1.2). Such maps were already defined in [CFL15, Section 11] using
coordinates; here we use an invariant framework inspired by [Mne17]. As an example,
we work out in details expressions for the canonical dIBL-operations q210 and q120
(Example A.1.5). We also explain the technicality of identifying symmetric maps with
maps on symmetric powers (Remark A.1.3).
Next, we show that the matrix (T ij) from Definition 3.4.1 corresponds to the algebraic
Schwartz kernel (Definition A.1.4) of the identity 1 up to a sign. Assuming that the
Hodge propagator P from Definition 4.2.4 is algebraic, we deduce natural candidates
for the signs in Definition 4.3.6 based on the formula from [CFL15, Remark 12.10]
for the genuine pushforward Maurer-Cartan element n in the finite-dimensional case.
Establishing the formal analogy between the de Rham case and the finite-dimensional
case is our main application of the invariant framework. Finally, we sketch how to obtain
signs for the Fréchet dIBL-structure on Ω(M) (Remark A.2.2).
Throughout this appendix, we will use Notation 3.3.3 without further remarks.
A.1. Finite dimensional case
Definition A.1.1 (Propagator & graph pairing). Let V be a graded vector space. We
will call a tensor P ∈ V [1]⊗2 an algebraic propagator. We call it admissible if the
symmetry condition
τ(P) = (−1)|P|P (A.1)
is satisfied, where τ : V [1]⊗2 → V [1]⊗2 is the twist map defined by τ(v1 ⊗ v2) =
(−1)|v1||v2|v2 ⊗ v1 for all v1, v2 ∈ V [1].
For a ribbon graph Γ ∈ RGklg and its labeling L, consider the permutation σL from
Definition 4.3.5. It acts on tensor powers according to Definition 3.1.6 and thus defines
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the map
σL : (V [1]⊗2)⊗e ⊗ V [1]⊗s1 ⊗ · · · ⊗ V [1]⊗sl −→ V [1]⊗d1 ⊗ · · · ⊗ V [1]⊗dk ,
where di and si are the valencies of internal vertices 1, . . . , k and boundary components
1, . . . , l, respectively, and e is the number of internal edges. We extend σL by 0 to other
combinations of tensor powers.
The graph pairing
〈·, ·〉PΓ : (B∗cycV )⊗k ⊗ (BcycV )⊗l −→ R
is defined for all ψ1, . . . , ψk ∈ B∗cycV and generating words wi = vi1 . . . vimi with
vij ∈ V [1] for mi ∈ N and i = 1, . . . , l by the following formula:
〈ψ1 ⊗ · · · ⊗ ψk, w1 ⊗ · · · ⊗ wl〉PΓ
:=
∑
L1, Lb3
(ψ1 ⊗ · · · ⊗ ψk)
(
σL(P⊗e ⊗ (v11 ⊗ · · · ⊗ v1m1)⊗ · · ·
⊗ (vl1 ⊗ · · · ⊗ vlml)
)
,
where we use the pairing from Definition 3.3.4 and in every summand an L2 compatible
with L1 and an Lv3 are chosen arbitrarily to get a full labeling L of Γ. The graph pairing
extends to 〈·, ·〉PΓ : T¯B∗cycV ⊗ T¯BcycV → R, where T¯W =
⊕∞
k=1W
⊗k is the reduced
tensor product.
Proposition A.1.2. In the setting of Definition A.1.1, we denote w = w1 ⊗ · · · ⊗ wl
and ψ = ψ1 ⊗ · · · ⊗ ψk. If P is admissible, then the following holds:
(a) The number ψ(σL(P⊗e ⊗ w)) does not depend on the choice of Lv3 and an L2
compatible with L1. Moreover, 〈·, ·〉PΓ does not depend on the representative of
[Γ] ∈ RGklg.
(b) If V is finite-dimensional, then for every k, l ≥ 1, g ≥ 0 there is a unique linear
map
fklg : (B∗cycV )⊗k −→ (B∗cycV )⊗l
such that
fklg(ψ1 ⊗ · · · ⊗ ψk)(w1 ⊗ · · · ⊗ wl)
= 1
l!
∑
[Γ]∈RGklg
1
|Aut(Γ)| 〈ψ1 ⊗ · · · ⊗ ψk, w1 ⊗ · · · ⊗ wl〉
P
Γ .
228
A. Evaluation of labeled ribbon graphs
(c) The following holds for the map fklg from (b):
• It is homogenous of degree
|fklg| = −|P|(k + l − 2 + 2g). (A.2)
• The filtration degree satisfies
‖fklg‖ ≥ −2(k + l − 2 + 2g). (A.3)
• For all η ∈ Sl and µ ∈ Sk, we have
η ◦ fklg ◦ µ = (−1)|P|(η+µ)fklg. (A.4)
Proof. (a) Let us denote by i¯ and ij the operations on L2 given by ei 7→ −ei and ei ↔ ej ,
respectively. An even number of these operations does not change the orientation of the
complex (4.18). Their effect in σL acting on P⊗e ⊗ w is
i¯ : Pi 7→ τ(Pi) = (−1)|P|Pi and ij : Pi . . .Pj 7→ (−1)|P|Pj . . .Pi.
Therefore, an even number of them does not change σL(P⊗e ⊗ w). This proves the
independence of the choice of a compatible L2. The independence of the choice of Lv3 is
clear since ψi are cyclic symmetric.
An isomorphism of ribbon graphs η : Γ→ Γ′ induces the map of compatible labelings
L 7→ L′ = η∗L such that σL = σL′ . The independence of the choice of a representative of
[Γ] follows.
(b) Suppose that ψ = ψ1 ⊗ · · · ⊗ ψk with ψi ∈ (B∗cycV )ciri , where ri ∈ N and ci ∈ Z
for i = 1, . . . , k. A general element of (B∗cycV )⊗k is then a finite linear combination of
such ψ’s.
First of all, let us argue that the sum ∑RGklg is finite. The number of internal edges e
is fixed from the Euler formula (4.17). Therefore, the number of contributing graphs
(Vint, Eint) is finite. In order to bound the number of external vertices, we notice that
d1 = r1, . . . , dk = rk must hold for ψ(σL(P⊗e ⊗ w)) to be non-zero. Therefore, the sum
is finite.
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We now have the linear functional
fklg(ψ) :=
1
l!
∑
[Γ]∈RGklg
1
|Aut(Γ)| 〈ψ | ·〉
P
Γ : (BcycV )⊗l −→ R
and need to show that fklg(ψ) ∈ (B∗cycV )⊗l ⊂ (BcycV )⊗l∗. Because V has finite dimension,
the weight-filtration of BcycV satisfies (WG1) & (WG2) (see (3.11) and Proposition 3.3.6),
and hence we have
(B∗cycV )⊗l = (BcycV )∗wg⊗l =
(
(BcycV )⊗l
)∗wg
for the weight-graded duals. Therefore, it suffices to show that fklg(ψ) vanishes on all but
finitely many degrees and weights of (BcycV )⊗k. However, the relation fklg(ψ)(w) 6= 0
for a generating word w ∈ (BcycV )⊗k implies
|w| = |ψ| − e|P| and
k(w) = k(ψ)− 2e,
(A.5)
where k denotes the weight, and hence fklg(ψ) ∈ (B∗cycV )⊗l indeed holds.
(c) The formulas (A.2) and (A.3) follow from (A.5) and from (4.17).
As for the symmetry (A.4), suppose that L and L′ are compatible labelings of the same
graph Γ such that L′1 differs from L1 by a permutation µ ∈ Sk of internal vertices and a
permutation η ∈ Sl of boundary components. Viewing µ and η as block permutations in
the vertex and edge order, respectively, we get
σL′(P⊗e ⊗ w) = (−1)|P|(η+µ)µ(σL(P⊗e ⊗ η(w))).
The sign comes from the difference of L2 and L′2 which compensates the change of the
orientation of (4.18) caused by µ and η.
Given µ ∈ Sk and ψ = ψ1 ⊗ · · · ⊗ ψk ∈ (B∗cycV )⊗k, it is easy to see that
ε(µ,Ψ) = ε(µ(s), µ(ψ))ε(µ, s)ε(s, ψ)ε(µ, ψ),
where Ψ = (sψ1) ⊗ · · · ⊗ (sψk) ∈ (B∗cycV [A])⊗k and ε(µ, s) = (−1)|s|µ. If A = −|P|,
then we get from (A.4) that the degree shift fklg : (B∗cycV [A])⊗k → (B∗cycV [A])⊗l has the
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following symmetries:
∀µ ∈ Sk, η ∈ Sl : η ◦ fklg ◦ µ = fklg. (A.6)
Note that the degrees satisfy
|fklg| = |fklg|+ (k − l)A. (A.7)
Remark A.1.3 (Symmetric maps versus maps on symmetric powers). In the situation
above, we define f˜klg as the unique map such that the solid lines of the following diagram
commute:
(B∗cycV [A])⊗k (B∗cycV [A])⊗l
SkB∗cycV [A] SlB∗cycV [A].
fklg
pi piι
f˜klg
ι
The symmetry condition (A.6) provides the existence of f˜klg and implies commutativity
of the dotted diagram as well. Moreover, for all ψ1, . . . , ψk ∈ B∗cycV and w1, . . . ,
wl ∈ BcycV , we have
f˜klg(skψ1 · · ·ψk)(slw1 · · ·wl) = fklg(skψ1 ⊗ · · · ⊗ ψk)(slw1 ⊗ · · · ⊗ wl),
where we use the pairing from Definition 3.3.4. We denote f˜klg again by fklg. C
Definition A.1.4 (Algebraic Schwartz kernel). Let V be a graded vector space and
Π : V ⊗V → R a non-degenerate pairing on V . We extend Π to a non-degenerate pairing
Π : V ⊗k ⊗ V ⊗k → R for k ≥ 1 by setting
Π(v11 ⊗ · · · ⊗ v1k, v21 ⊗ · · · ⊗ v2k) := ε(v1, v2)Π(v11, v21) . . .Π(v1k, v2k)
for all v11, . . . , v1k, v21, . . . , v2k ∈ V , where ε is the Koszul sign (see Definition 3.1.2).
For k = 0, we let Π : R⊗ R→ R be the multiplication on R.
For k, l ≥ 0, we say that KL ∈ V ⊗k+l is the algebraic Schwartz kernel of a linear
operator L : V ⊗k → V ⊗l if the following is satisfied:
∀w1 ∈ V ⊗k, w2 ∈ V ⊗l : Π(L(w1), w2) = Π(KL, w1 ⊗ w2). (A.8)
We usually omit writing “algebraic” if it is clear from the context (i.e., if we do not
consider any “extensions” of V ⊗k).
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In the situation of Definition A.1.4, let (ei) ⊂ V be a basis and (ei) its dual basis such
that Π(ei, ej) = δij . We define the coordinates KijL ∈ R and Lij ∈ R by
KL =
∑
i,j
KijL ei ⊗ ej and Lij := Π(L(ei), ej).
From (A.8) we have
KijL = (−1)(|L|+1)(|Π|+|ei|)Lij for all i, j. (A.9)
From now on, we will be in the situation of (A) and (B) in the Overview; in particular,
we put V [1] in place of V in Definition A.1.4. Let K1 ∈ V [1]⊗2 be the Schwartz kernel
of the identity 1 : V [1] → V [1] and KP ∈ V [1]⊗2 the Schwartz kernel of the cochain
homotopy P : V [1]→ V [1]. From (A.9), we get
KijP = P ij and K1ij = (−1)|ei|+|Π|Π(ei, ej) for all i, j.
We see that the tensor T = ∑i,j Tijei ⊗ ej from (3.34) can be expressed as
T = (−1)n−2K1.
This is the invariant meaning of T. Note that the degrees satisfy
|T| = n− 2 and |KP | = n− 3.
The assumption (2.1) on P is equivalent to graded antisymmetry of the bilinear form
P+ := Π ◦ (P ⊗ 1) : V [1]⊗2 → R. This is further equivalent to
τ(KP) = (−1)|KP |KP .
Therefore, KP satisfies (A.1), and hence it defines an admissible propagator for the
construction of fklg for every k, l ≥ 1, g ≥ 0. We have from (A.4) that the degree shift
fklg : (B∗cycV [3 − n])⊗k → (B∗cycV [3 − n])⊗l is symmetric. Moreover, using (A.2), (A.3)
and (A.7), we obtain
|fklg| = −2d(k + g − 1),
‖fklg‖ ≥ γ(2− 2g − k − l),
where (d, γ) = (n − 3, 2). These are the degree and filtration conditions on an IBL∞-
morphism from [CFL15, Definition 2.8 and (8.3)]. In fact, our f = (fklg)k,l≥1,g≥0 is
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precisely the IBL∞-homotopy from [CFL15, Theorem 11.3].
Graded antisymmetry of Π is equivalent to
τ(T) = (−1)|T|+1T.
Visibly, T does not satisfy (A.1), and hence is not an admissible propagator. Nevertheless,
we can still use it to define f210 and f120 since the corresponding graphs Γ (see Figure A.1)
have only one internal edge e, and, for a given L1, there is a unique compatible L2
determined by the orientation of e (see Example A.1.5 for the compatibility condition).
As for the symmetry of the resulting maps, a transposition of internal vertices or
boundary components in (4.18) can be compensated only by e 7→ −e, which produces
(−1)|T|+1 (c.f. the proof of Proposition A.1.2 (a)). Therefore, if we shift the degrees by
A = −|T|+ 1 = n− 3, we obtain symmetric maps q210 : (B∗cycV [A])⊗2 → B∗cycV [A] and
q120 : B∗cycV [A]→ (B∗cycV [A])⊗2. We show in Example A.1.5 below that these operations
agree with those defined in Definition 3.4.1.
Example A.1.5 (The canonical dIBL-operations). We have
f210(ψ1 ⊗ ψ2)(w) = 11!
∑
[Γ]∈RG210
1
|Aut(Γ)| 〈ψ1 ⊗ ψ2 | w〉
P
Γ and
f120(ψ)(w1 ⊗ w2) = 12!
∑
[Γ]∈RG120
1
|Aut(Γ)| 〈ψ | w1 ⊗ w2〉
P
Γ .
(A.10)
We parametrize RG210 by the ribbon graphs Γk1,k2 with 1 ≤ k1 ≤ k2 and RG120 by the
ribbon graphs Γs1,s2 with 0 ≤ s1 ≤ s2; these graphs are depicted in Figure A.1. We have
RG210 = RG210\{[Γ1,1]} and RG120 = RG120\{[Γ0,0], [Γ0,1]}. We also have
|Aut(Γk1,k2)| =
1 if k1 6= k2,2 if k1 = k2,
and likewise for Γs1,s2 . We fix labelings Lv3 and parametrize Lb3 by c = 1, . . . , k1 + k2 − 2
for Γk1,k2 and by c1 = 1, . . . , s1 and c2 = 1, . . . , s2 for Γs1,s2 as it is indicated in
Figure A.1.
There are two possible labelings Lv1 for Γk1,k2 and two possible labelings Lb1 for Γs1,s2 ;
this is the only freedom in choosing a full labeling L because L3 is fixed and L2 is just
the orientation of the single internal edge, which is uniquely determined by L1. For both
Γk1,k2 and Γs1,s2 , we will denote the two possible full labelings by L1 and L2. They can
be depicted as follows:
233
A. Evaluation of labeled ribbon graphs
c
c+k1−2 c+k1−1
c+k1+k2−3
1 1
2
k1 2
k2
c1
c1+s1−1
c2
c2+s2−1
s1+2
1
2
s1+1
s1+3
s1+s2+2
Figure A.1.: Graphs Γk1,k2 and Γs1,s2 with fixed labelings L3.
Γk1,k2 Γs1,s2
L1 1 2 12
L2 1 2 2 1
(A.11)
Let us check that the indicated L1 and L2 are compatible. For the complexes C2 →
C1 → C0 from (4.18), we have the following:
Γk1,k2 : 〈b〉 ∂2=0−−−→ 〈e〉 ∂1−→ 〈v2 − v1〉 ⊕ 〈v1 + v2〉,
Γs1,s2 : 〈b1 − b2〉 ⊕ 〈b1 + b2〉 ∂2−→ 〈e〉 ∂1=0−−−→ 〈v〉.
As for Γk1,k2 , the basis v2 − v1, v1 + v2 of C0 is positively oriented with respect to the
basis v2, v1. Therefore, e has to be oriented such that ∂1e = v2 − v1; i.e., it is a path
from v1 to v2. As for Γs1,s2 , the basis b1 − b2, b1 + b2 of C2 is positively oriented with
respect to b1, b2. Therefore, e has to be oriented such that e = ∂2(b1 − b2). Recall
that we orient the boundary of a 2-simplex by the “outer normal first” convention. We
conclude that the labelings from (A.11) are indeed compatible.
As for f210, the permutations σ1 := σL1 and σ2 := σL2 corresponding to the labelings
L1 and L2, respectively, read
σ1 =
( 1 2 . . . c+ 2 . . .
1 k1 + 1 ︸ ︷︷ ︸
k1 + k1 − 2
. . . 2 . . .
)
and
σ2 =
( 1 2 . . . c+ 2 . . .
1 k2 + 1 ︸ ︷︷ ︸
k1 + k2 − 2
. . . k2 + 2 . . .
)
.
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The underbracket marks the block which represents a cyclic permutation of the remaining
indices. We see that
σ1 : V ⊗2 ⊗ V ⊗s −→ V ⊗k1 ⊗ V ⊗k2 , eiejw 7−→ eiw1ejw2,
σ2 : V ⊗2 ⊗ V ⊗s −→ V ⊗k2 ⊗ V ⊗k1 , eiejw 7−→ eiw2ejw1,
where w1 = wc . . . wc+k1−2, w2 = wc+k1−1 . . . wc+k1+k2−3 and s := k1 + k2 − 2. Defining
w˜1 := w2 and w˜2 := w1, The Koszul sign of σ2 can be written as
ε(w 7→ w1w2)(−1)|w2||ej |+|w1||w2| = ε(w 7→ w˜1w˜2)(−1)|w˜1||ej |.
We use these facts to rewrite (A.10) as follows:
f210(ψ1 ⊗ ψ2)(w)
=
∑
1≤k1<k2
∑
i,j
Tij
( ∑
k(w1)=k1−1
ε(w 7→ w1w2)(−1)|w1||ej |ψ1(eiw1)ψ2(ejw2)
+
∑
k(w1)=k2−1
ε(w 7→ w1w2)(−1)|w2||ej |+|w1||w2|ψ1(eiw2)ψ2(ejw1)
)
+
∑
1<k1=k2
1
2
( ∑
k(w1)=k1−1
ε(w 7→ w1w2)(−1)|w1||ej |ψ1(eiw1)ψ2(ejw2)
+
∑
k(w1)=k2−1
ε(w 7→ w1w2)(−1)|w2||ej |+|w1||w2|ψ1(eiw2)ψ2(ejw1)
)
=
∑
k1,k2≥1
k1+k2>2
∑
k(w1)=k1−1
k(w2)=k2−1
Tijε(w 7→ w1w2)(−1)|w1||ej |ψ1(eiw1)ψ2(ejw2).
This coincides with the formula from Definition 3.4.1.
As for f120, the permutations σ1 := σL1 and σ2 := σL2 corresponding to the labelings
L1 and L2, respectively, read
σ1 =
( 1 2 . . . c1 + 2 . . . . . . c2 + s1 + 2 . . .
1 s1 + 2 ︸ ︷︷ ︸
s1
. . . 2 . . . ︸ ︷︷ ︸
s2
. . . s1 + 3 . . .
)
and
σ2 =
( 1 2 . . . c2 + 2 . . . . . . c1 + s2 + 2 . . .
s1 + 2 1 ︸ ︷︷ ︸
s2
. . . s1 + 3 . . . ︸ ︷︷ ︸
s1
. . . 2 . . .
)
,
where the underbracketed blocks denote cyclic permutations of consecutive indices on
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the corresponding boundary component. We see that
σ1 : V ⊗2 ⊗ V ⊗s1 ⊗ V ⊗s2 −→ V ⊗k, eiejw1w2 7−→ eiw11ejw12,
σ2 : V ⊗2 ⊗ V ⊗s2 ⊗ V ⊗s1 −→ V ⊗k, eiejw1w2 7−→ ejw12eiw11,
where w1i denotes a cyclic permutation and k := s1 + s2 + 2. The Koszul sign of σ2 can
be written as
(−1)|ei||ej |+|w1||w2|+|ei||w2|ε(w1 7→ w11)ε(w2 7→ w12)
= (−1)(|ei|+|w1|)(|ej |+|w2|)+|w1||ej |ε(w1 7→ w11)ε(w2 7→ w12).
We use this fact and the cyclic symmetry of ψ to rewrite (A.10) as follows:
f120(ψ)(w1 ⊗ w2)
=
∑
0≤s1<s2
(
δ
(k(w1)=s1
k(w2)=s2
)∑
Tijε(w1 7→ w11)ε(w2 7→ w12)(−1)|w1||ej |
ψ(eiw11ejw12) + δ
(k(w1)=s2
k(w2)=s1
)∑
Tijε(w1 7→ w11)ε(w2 7→ w12)
(−1)|ei||ej |+|w2||w1|+|ei||w2|ψ(ejw12eiw11)
)
+
∑
0<s1=s2
δ
(k(w1)=k(w1)=s1
k(w2)=k(w2)=s2
)1
2
(∑
Tijε(w1 7→ w11)ε(w2 7→ w12)
(−1)|w1||ej |ψ(eiw11ejw12) +
∑
Tijε(w1 7→ w11)ε(w2 7→ w12)
(−1)|ei||ej |+|w2||w1|+|ei||w2|ψ(ejw12eiw11)
)
=
∑
s1,s2≥0
s1+s2>0
δ
(k(w1)=s1
k(w2)=s2
)∑
Tijε(w1 7→ w11)ε(w2 7→ w12)(−1)|w1||ej |
ψ(eiw11ejw12).
This coincides with the formula from Definition 3.4.1. C
A.2. De Rham case
We will now establish a formal analogy between the finite-dimensional and the de Rham
case, which will explain the signs in Definition 4.3.6.
The finite-dimensional case. Consider the situation of (A) – (D) in the Overview.
To recall briefly, we have a finite-dimensional cyclic dga (V,Π,m1,m2) and a subcomplex
H ⊂ V such that there is a projection pi : V [1]→ H[1] chain homotopic to 1 via a chain
homotopy P : V [1] → V [1]. Using m2, one constructs the canonical Maurer-Cartan
element m for dIBL(C(V )). The algebraic Schwartz kernel KP of P is an admissible
propagator used to construct the IBL∞-quasi-isomorphism f = (fklg) : dIBL(C(V )) →
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dIBL(C(H)). The Maurer-Cartan element m is then pushed forward along f to obtain
the Maurer-Cartan element n := f∗m for dIBL(C(H)) (see [CFL15, Lemma 9.5]). The
formula for n given in [CFL15, Remark 12.10] reads
nlg(slw1 ⊗ · · · ⊗ wl)
= 1
l!
∑
[Γ]∈RG(3)
klg
1
|Aut(Γ)|(−1)
k(n−2)〈(m+2 )⊗k, w1 ⊗ · · · ⊗ wl〉KPΓ . (A.12)
Here the artificial sign (−1)k(n−2) is added because our sign conventions for m+2 differ
(see Remark 3.3.8).
The de Rham case. We are in the setting of Definition 4.3.6. To recall briefly,
we have the cyclic dga (Ω(M),Π,m1,m2), the subspace of harmonic forms H ⊂ Ω, the
harmonic projection piH : Ω→ H and a Hodge propagator P ∈ Ω(Bl∆(M ×M)), which
is the Schwartz kernel of a chain homotopy P : Ω→ Ω between piH and 1. In analogy
with the finite-dimensional case, the canonical Maurer-Cartan element (4.3) for dIBL(H)
satisfies m10 = (−1)n−2m+2 with m+2 = Π(m2 ⊗ 1). Because dim(Ω) is not of finite type,
Definition 3.4.1 does not give the canonical dIBL-structure on C(Ω), and hence we have
neither f nor n in the standard sense.
In order to deduce the formal analogy, we embed Ω(M)⊗2 into Ω(Bl∆(M ×M)) using
the external wedge product (η1, η2) 7→ p˜i∗1η1∧p˜i∗2η2 and suppose that the Hodge propagator
P satisfies P ∈ Ω⊗2. This never happens, so what follows is just a formal computation
whose purpose is to deduce candidates for signs.
Proposition A.2.1. In the de Rham case, suppose that P ∈ Ω(M)⊗2. Then (A.12)
reduces to (4.20).
Proof. Consider the intersection pairing Π˜ and its degree shift Π (see Proposition 4.1.2).
According to Definition A.1.4, they extend to pairings on Ω(M)⊗k and Ω(M)[1]⊗k for all
k ≥ 1, respectively. For all η11, η12, η21, η22 ∈ Ω(M), we have:
Π(θ2η11 ⊗ η12, θ2η21 ⊗ η22)
= (−1)η11+η21Π(θη11 ⊗ θη12, θη21 ⊗ θη22)
= (−1)η11+η21+(1+η12)(1+η21)Π(θη11, θη21)Π(θη12, θη22)
= (−1)1+η12η21P˜(η11, η21)Π˜(η12, η22)
= −Π˜(η11 ⊗ η12, η21 ⊗ η22).
(A.13)
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One can also check that
Π˜(η11 ⊗ η12, η21 ⊗ η22) =
∫
x,y
η11(x)η12(y)η21(x)η22(y).
For the Hodge homotopy P : Ω(M)→ Ω(M) and its Hodge propagator P ∈ Ω(M)⊗2,
we have the following:
∀η1, η2 ∈ Ω(M) : Π˜(P(η1), η2) =
∫
x,y
P(x, y)η1(x)η2(y) = Π˜(P, η1 ⊗ η2).
From this and (A.13), we obtain
Π(P(θη1), η2) = Π(θP(η1), θη2) = (−1)1+η1Π˜(P(η1), η2)
= (−1)1+η1Π˜(P, η1 ⊗ η2) = (−1)η1Π(θ2P, θ2η1 ⊗ η2)
= Π(θ2P, θη1 ⊗ sη2).
Therefore, the element θ2P ∈ V [1]⊗2 corresponds to the Schwartz kernel KP of P :
V [1]→ V [1]. We write this correspondence as
KP ∈ V [1]⊗2 ∼ θ2P ∈ Bl∆(M ×M)[2].
Let us check that θ2P satisfies (A.1). First of all, if we embed Ω(M)⊗k into Ω(M×k)
using the external wedge product η1⊗· · ·⊗ηk 7→ pi∗1η1∧· · ·∧pi∗kηk =: η1(x1)∧· · ·∧ηk(xk),
then for all η1, . . . , ηk ∈ Ω(M) we have
σ(η1 ⊗ · · · ⊗ ηk)(x1, . . . , xk) = η1(xσ1) ∧ . . . ∧ ηk(xσk),
where the action on the left-hand side is given by (3.8). Now, the symmetry property
(4.7) implies
τ(θ2P) = −θ2τ∗(P) = (−1)n+1θ2P = (−1)|θ2P|θ2P.
Therefore, the symmetry condition (A.1) is indeed satisfied.
Let Γ ∈ RG(3)klg, and let L be a labeling of Γ. We abbreviate σ := σL ∈ S3k. Given
ηij ∈ Ω(M) for j = 1, . . . , si and i = 1, . . . , l, where si is the valency of the i-th boundary
component, we set ηi = ηi1⊗ · · · ⊗ ηisi , η = η1⊗ · · · ⊗ ηl, αij = θηij , ωi = αi1⊗ · · · ⊗αisi
and ω = ω1 ⊗ · · · ⊗ ωl. We denote s := s1 + · · ·+ sl, so that 3k = 2e+ s, where e is the
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number of internal edges. We have
(m+2 )⊗k
(
σ((θ2P)⊗e ⊗ ω)) = ε(θ, η)(m+2 )⊗k(σ((θ2P)⊗e ⊗ θsη))
= (−1)se(n−1)ε(θ, η)(m+2 )⊗k
(
σ(θ2e+sP⊗e ⊗ η))
= (−1)σ+se(n−1)ε(θ, η)︸ ︷︷ ︸
=:ε1
(m+2 )⊗k
(
θ2e+sσ(P⊗e ⊗ η)),
where ε(θ, η) is the Koszul sign to order θsη11 . . . ηlsl 7→ θη11 . . . θηlsl and the operation
m+2 : Ω(M)[1]⊗3 → R is given bym+2 = Π(m2⊗1). We denote κ := P⊗e⊗η = κ1⊗· · ·⊗κ3k,
κi ∈ Ω(M)[1] and compute
(m+2 )⊗k(θ3kσ(κ))
=
↑
|m+2 |=3−n
ε(σ, κ)(m+2 )⊗k(θ3kκσ−11 ⊗ · · · ⊗ κσ−13k )
= (−1) 12k(k−1)nε(σ, κ)(m+2 )⊗k
(
θ3(κσ−11 ⊗ κσ−12 ⊗ κσ−13 )⊗ · · ·
⊗ θ3(κσ−13k−2 ⊗ κσ−13k−1 ⊗ κσ−13k )
)
=
=:ε2︷ ︸︸ ︷
(−1)
1
2k(k−1)n+κσ−12
+···+κ
σ−13k−1ε(σ, κ)(m+2 )⊗k
(
(θκσ−11 ⊗ θκσ−12
⊗ θκσ−13 )⊗ · · · ⊗ (θκσ−13k−2 ⊗ θκσ−13k−1 ⊗ θκσ−13k )
)
.
Next, using the formula (2.4) for m+2 , we get
(m+2 )⊗k
(
(θκσ−11 ⊗ θκσ−12 ⊗ θκσ−13 )⊗ · · · ⊗ (θκσ−13k−2 ⊗ θκσ−13k−1 ⊗ θκσ−13k )
)
= (−1)
κ
σ−12
+···+κ
σ−13k−1
(∫
x1
κσ−11
(x1)κσ−12 (x1)κσ−13 (x1)
)
· · ·(∫
xk
κσ−13k−2
(xk)κσ−13k−1(xk)κσ−13k (xk)
)
= (−1)
κ
σ−12
+···+κ
σ−13k−1
∫
x1,...,xk
κσ−11
(x1)κσ−12 (x1)κσ−13 (x1) · · ·
κσ−13k−2
(xk)κσ−13k−1(xk)κσ−13k (xk)
=
=:ε3︷ ︸︸ ︷
(−1)
κ
σ−12
+···+κ
σ−13k−1ε(σ, κ)
∫
x1,...,xk
κ1(xξ(σ1))κ2(xξ(σ2))κ3(xξ(σ3)) · · ·
κ3k−2(xξ(σ3k−2))κ3k−1(xξ(σ3k−1))κ3k(xξ(σ3k)),
where ξ(3j − 2) = ξ(3j − 1) = ξ(3j) = j for j = 1, . . . , k (see Definition 4.3.6). In total,
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we have
(m+2 )⊗k
(
σ((θ2P)⊗e ⊗ ω))
= ε1ε2ε3
∫
x1,...,xk
P(xξ(σ1), xξ(σ2)) · · ·P(xξ(σ2e−1), xξ(σ2e))
α11(xξ(σ2e+1)) · · ·αlsl(xξ(σ2e+s)),
where
ε1ε2ε3 = (−1)σ+se(n−1)+ 12k(k−1)nε(θ, η).
Using (4.17) and (4.19) and ε(θ, η) = (−1)P(ω), we get the total sign
(−1)k(n−2)ε1ε2ε3 = (−1)s(k,l)+σ+P(ω),
where (−1)k(n−2) is the artificial sign from (A.12). This proves the proposition.
Remark A.2.2 (Signs for the Fréchet dIBL-structure on Ω(M)). In [CFL15, Section 13],
they consider the weight-graded nuclear Fréchet space B∗cycΩ(M)∞ ⊂ B∗cycΩ(M) generated
by ϕ ∈ B∗cycΩ(M) which have a smooth Schwartz kernel kϕ ∈ Ω(M×k); they showed
that there is a canonical Fréchet dIBL-structure on B∗cycΩ(M)∞[2 − n]. In order to
deduce the signs, we can consider the subspace B∗cycΩ(M)alg ⊂ B∗cycΩ(M)∞ generated
by ϕ ∈ B∗cycΩ(M) with an algebraic Schwartz kernel Kϕ ∈ Ω(M)[1]⊗k, rewrite (A.10) in
terms of Kϕ and extend the obtained formulas to B∗cycΩ(M)∞. C
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In this appendix, we prove Proposition 3.3.13. The idea from [Lod92] is to resolve cyclic
(co)invariants degree-wise and obtain certain bicomplexes with better properties.
In Section B.1, given a strictly unital A∞-algebra on a graded vector space V , we
define the normalized and reduced Hochschild (co)chain complexes (Definition B.1.1) and
prove the computational prerequisites CP1–CP4 (Lemmas B.1.4, B.1.5, B.1.6 and B.1.7);
they are necessary for the development of the cyclic homology theory in the upcoming
section. These prerequisites, like squaring to zero of the Hochschild differential, seem
to be much harder computationally for A∞-algebras than for DGA’s. Proofs of some of
these relations in different formalisms appeared already in [Mes16] and [Laz03].
In Section B.2, we define Loday’s and Connes’ cyclic half-plane bicomplexes for A∞-
algebras together with their normalized and reduced versions (Definition B.2.3). We
then summarize some convergence results for spectral sequences associated to horizontal,
vertical and diagonal filtrations (Proposition B.2.1). In a series of lemmas (Lemmas B.2.5,
B.2.7, B.2.8 and B.2.9), we prove that some of the (co)homologies are isomorphic. These
lemmas copy results for DGA’s from [Lod92]; we just do them carefully for half-plane
bicomplexes and more explicitly. There is a new phenomenon of long chains coming
from completing the direct sum total complex; these long chains seem to disappear in
homology if the degrees of V are bounded (Lemma B.2.6). Additionally, we point out
some differences between first-quadrant and half-plane bicomplexes (Remark B.2.2) and
mention the relation to mixed complexes (Remark B.2.4).
In Section B.3, we obtain short exact sequences for reduced Connes’ bicomplexes
(Lemma B.3.1), which replace, up to quasi-isomorphisms, the non-exact sequences for
reduced cyclic Hochschild (co)chains. We summarize the isomorphisms of (co)homologies
from Section B.2 (Figure B.3), finish the proof of Proposition 3.3.13 and formulate a few
open question (Questions B.3.2).
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B.1. Computational prerequisites
The heart of cyclic (co)homology theory, following [Lod92], are the following five compu-
tational prerequisites (CP):
CP0 (horizontal relations): kerN = im(1− t), ker(1− t) = imN ,
CP1 (vertical relations): b ◦ b = 0, b′ ◦ b′ = 0,
CP2 (vertical-horizontal relations): b′ ◦N = N ◦ b, (1− t) ◦ b′ = b ◦ (1− t),
and in the strictly unital case
CP3 (null-homotopy of the bar resolution): b′ ◦ ι1 + ι1 ◦ b′ = 1 and
CP4 (contraction onto normalized chains): p¯ : DV → D¯V is a quasi-isomorphisms.
The definitions of t (cyclic permutation), b (A∞-Hochschild differential), b′ (acyclic A∞-
Hochschild differential) and DV ((reduced) bar complex with reversed grading shifted by
one) can be found in Section 3.3; in particular, consult Definition 3.3.9. The new players
are the counting operator
N :=
∞∑
k=1
k−1∑
i=0
tik︸ ︷︷ ︸
=: Nk
: DV −→ DV
and the projection p¯ : DV → D¯V to normalized Hochschild chains — this we define
below.
Definition B.1.1 (Normalized and reduced Hochschild complex). Let (V, (µj), 1) be a
strictly unital A∞-algebra. Let V¯ [1] := V [1]/〈1〉. We define the normalized Hochschild
chain complex by
D¯V :=
∞⊕
l=0
V [1]⊗ V¯ [1]⊗l.
We consider the canonical projection p¯ : V [1]→ V¯ [1] and define p¯ : DV → D¯V by
p¯
∣∣
V [1]⊗l := 1⊗ p¯⊗ · · · ⊗ p¯︸ ︷︷ ︸
l−times
.
For every l ≥ 1, we define the operator ιl : DV → DV by inserting 1 at the l-th position
of a tensor product, where the position l = 1 is in front; i.e., we have
ι1(v1 ⊗ · · · ⊗ vi) = 1⊗ v1 ⊗ · · · ⊗ vi for all vj ∈ V [1] and i ≥ j ≥ 1.
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We define the normalized Hochschild cochain complex by
D¯∗V := {ϕ ∈ D∗V | ϕ ◦ ιl = 0 for all l ≥ 2}.
If u : DR → DV is the unit map (in the strictly unital case, u∣∣R[1]⊗k := u⊗k where
u : R[1]→ V [1] is the canonical injection; see also Definition 3.3.10 and the discussion
below) and ι¯ : D¯∗V → D∗V the inclusion, we define the reduced Hochschild chain and
cochain complexes DredV and D∗redV by
DredV := coker(p¯ ◦ u) and D∗red := ker(u∗ ◦ ι¯), respectively.
We denote by pred : DV → DredV and ιred : D∗redV → D∗V the canonical projection and
inclusion, respectively.
All chain complexes above are graded by degree and equipped with a boundary operator
induced naturally from b (see the remark below).
Remark B.1.2 (Some details on normalized and reduced complexes). Since 1 is a unit
for µ2, we have
0 = (−1)|v1|+···+|vk−1|(v1 · · ·µ2(vk, 1) + (−1)|vk|µ2(1, v1) · · · vk) and
0 = (−1)|v|1+···+|vi−2|(v1 · · ·µ2(vi−1, 1)vi · · · vk + (−1)|vi−1|v1 · · · vi−1µ2(1, vi) · · · vk)
for all i = 2, . . . , k. This fact and strict unitality implies
b
(∑
i≥2
im ιi
) ⊂∑
i≥2
im ιi = ker p¯.
Therefore, b induces a differential on D¯V . Since D¯∗V = {ϕ ∈ D∗V | ϕ(∑i≥2 im ιi) = 0},
the dual b∗ restricts to D¯∗V . Clearly, both p¯ and ι¯ are chain maps, and they are
compatible under the dualization from Definition 3.3.4; i.e., ι¯ ' p¯∗ under D¯∗V ' (D¯V )∗g
and D∗V ' (DV )∗g , where ∗g denotes the graded dual.
As for the reduced complexes, u is a chain map, and thus ker and coker are chain
complexes. Again, it holdsD∗redV ' (DredV )∗g and ιred ' pred,∗ under the dualization. C
We will now prove CP1, CP2, CP3 and CP4 for strictly unital A∞-algebras. We do
not prove CP0 because it is a standard fact which does not depend on the algebra we
work with (see [Lod92]). A proof of CP1 in a slightly different notation and in a more
general setting (coefficients in a bimodule) can also be found in [Mes16]. The proofs
of CP2 and CP3 work in the same way as the proofs for DGA’s from [Lod92]. The
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computation is just a little longer. As for CP4, we can not use the proof for DGA’s from
[Lod92, Proposition 1.6.5] anymore because we do not have a simplicial module; instead
of this, we consider an explicit homotopy inspired by [Laz03], where CP4 is also proven
in a slightly different notation.
We first introduce some notation which simplifies computations:
Definition B.1.3 (Notation). For the cyclic permutation tik (:= i-times tk), we define
c := k − i+ 1 and write
vc · · · vc−1 := tik(v1 ⊗ · · · ⊗ vk).
We compute indices modulo k and often omit writing the tensor product.
For every i = 1, . . . , k and j = 1, . . . , k − i+ 1, we define the closed bracket by
v1 · · · vi · · · vi+j−1 · · · vk
:= (−1)|v1|+···+|vi−1|v1 ⊗ · · · ⊗ µj(vi ⊗ · · · ⊗ vi+j−1)⊗ · · · ⊗ vk.
(B.1)
If we apply the closed bracket two-times, we write the first application as an underbracket
and the second as an overbracket; for instance, we have
v1 · · · vi1 · · · vi2 · · · vi3 · · · vi4 · · · vk
= (−1)|vi1 |+···+|vi3−1|v1 ⊗ · · · ⊗ µj2(vi1 ⊗ · · · ⊗ vi2)⊗ · · ·
⊗ µj1(vi3 ⊗ · · · ⊗ vi4)⊗ · · · ⊗ vk,
where j1 = i4 − i3 + 1, j2 = i2 − i1 + 1. Clearly, the difference is only in the sign. We
denote
v1 · · · vi−11vi · · · vk := ιi(v1 · · · vk) = (−1)|v1|+···+|vi−1|v1 · · · vi−11vi · · · vk.
If ιi is composed with an other operation, we write 1 if the corresponding 1 was inserted
first and 1 if it was inserted second. For example, we have
v11v2v31v4 = ι5(ι2(v1v2v3v4)).
For j ≥ 1 and 1 ≤ i1 ≤ i2 ≤ k with i2 − i1 ≥ j, we define the open bracket as follows:
v1 · · · vi1 · · · vi2
j
· · · vk :=
∑
i1≤i3≤i4≤i2
i4−i3=j
v1 · · · vi1 · · · vi3 · · · vi4 · · · vi2 · · · vk.
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Using the notation above, it holds
b′(v1 · · · vk) =
∑
1≤i1≤i2≤k
v1 · · · vi1 · · · vi2 · · · vk =
k∑
j=1
v1 · · · vk
j
,
R(v1 · · · vk) =
∑
2≤c≤k
vc · · · v1 · · · vc−1,
and the A∞-relations simplify to
∑
1≤i1≤i2≤k
v1 · · · vi1 · · · vi2 · · · vk =
k∑
j=1
v1 · · · vk
j
= 0. (B.2)
Because all signs are, in fact, Koszul signs for the symbols µj1 , µj2 , v1, . . . , vk, and
because µ’s have odd degree, we have for every 1 ≤ i1 ≤ i2 ≤ i3 ≤ i4 ≤ k the following
relation:
v1 · · · vi1 · · · vi2 · · · vi3 · · · vi4 · · · vk + v1 · · · vi1 · · · vi2 · · · vi3 · · · vi4 · · · vk = 0. (B.3)
Lemma B.1.4 (CP1). For an A∞-algebra (V, (µj)), it holds
b′ ◦ b′ = 0 and b ◦ b = 0.
Proof. We write
b ◦ b = (b′ +R) ◦ (b′ +R) = b′ ◦ b′ + b′ ◦R+R ◦ b′ +R ◦R
and evaluate it on a tensor v1 · · · vk ∈ DV . We claim that a summand of b(b(v1 · · · vk))
coming from the subsequent application of the operations can be uniquely determined by
the following data:
• the information whether it comes from b′ ◦ b′, b′ ◦R, R ◦ b′ or R ◦R;
• a cyclic permutation c of v1, . . . , vk;
• positions of the under- and upperbracket.
The reason for this is that both b′ and R produce only Koszul signs, and hence the
total sign of a summand in b(b(v1 . . . vk)) is the Koszul sign for the symbols µj1 , µj2 ,
v1, . . . , vk, which depends only on the start and final position of the symbols; this is
precisely encoded in the data above.
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For c = 1, only b′ ◦ b′ contributes; however, using (B.2) and (B.3), we get
(b′ ◦ b′)(v1 · · · vk) =
∑
1≤i1≤i2≤i3≤i4≤k
v1 · · · vi1 · · · vi2 · · · vi3 · · · vi4 · · · vk
+
∑
1≤i1≤i2≤k−1
i2+1≤i3≤i4≤k
v1 · · · vi1 · · · vi2 · · · vi3 · · · vi4 · · · vk
+
∑
2≤i3≤i4≤k
1≤i1≤i2≤i3−1
v1 · · · vi1 · · · vi2 · · · vi3 · · · vi4 · · · vk
= 0.
Let c ≥ 2 and consider the summands from b′ ◦R, R ◦ b′ and R ◦R based on vc . . . vc−1.
The contribution of R ◦ b′ consists of the following three parts:
I.
∑
c≤i1≤i2≤k
1≤i4≤c−1
vc · · · vi1 · · · vi2 · · · vkv1 · · · vi4vi4+1 · · · vc−1,
II.
∑
1≤i1≤i2≤i4≤c−1
vc · · · vkv1 · · · vi1 · · · vi2 · · · vi4vi4+1 · · · vc−1,
III.
∑
1≤i4≺i1≤i2≤c−1
vc · · · vkv1 · · · vi4vi4+1 · · · vi1 · · · vi2 · · · vc−1.
The contribution of b′ ◦R consists of the following two parts:
IV.
∑
1≤i2≤i4≤c−1
vc · · · vkv1 · · · vi2 · · · vi4vi4+1 · · · vc−1,
V.
∑
1≤i2≺i3≤i4≤c−1
vc · · · vkv1 · · · vi2vi2+1 · · · vi3 · · · vi4 · · · vc−1.
The contribution of R ◦R is:
VI.
∑
c≺i1≤k
1≤i2≤i4≤c−1
vc · · · vi1 · · · vkv1 · · · vi2 · · · vi4vi4+1 · · · vc−1.
Using (B.3), it is easy to see that III cancels with V. The sum of the other terms I, II,
IV, VI vanishes for fixed 1 ≤ i4 ≤ c− 1 due to (B.2).
Lemma B.1.5 (CP2). For an A∞-algebra (V, (µj)), the following relations hold:
(a) b′ ◦N = N ◦ b,
(b) (1− t) ◦ b′ = b ◦ (1− t).
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Proof. (a) We denote zj := µj ⊗ 1k−j and omit writing the composition ◦. We consider
the components
b′jk :=
k−j∑
i=0
tik−j+1zjt
−i
k and R
j
k :=
j−1∑
i=1
zjt
i
k.
It holds
b′jkNk =
k−1∑
l=0
k−j∑
i=0
tik−j+1zjt
−i+l
k
=
k−1∑
l=0
k−j∑
i=0
tlk−j+1t
i−l
k−j+1zjt
−(i−l)
k
=
k−j∑
u=1−k
(∑
l∈Lu
tlk−j+1
)
tuk−j+1zjt
−u
k ,
where u := i− l and
Lu := {l ∈ {0, . . . , k − 1} | ∃i ∈ {0, . . . , k − j} : u = i− l}.
We distinguish the cases
Lu =

{0, . . . , k − j − u} for 0 ≤ u ≤ k − j,
{−u, . . . , k − j − u} for 1− j ≤ u ≤ −1 and
{−u, . . . , k − 1} for 1− k ≤ u ≤ −j
and denote the corresponding sums by I, II and III, respectively. It holds
I =
k−j∑
u=0
( k−j−u∑
l=0
tlk−j+1
)
tuk−j+1zjt
−u
k
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and
III =
−j∑
u=1−k
k−1∑
l=−u
tlk−j+1t
u
k−j+1zjt
−u
k
=
−j∑
u=1−k
k−1∑
l=−u
tlk−j+1t
u+k−j+1
k−j+1 zjt
−u−k
k
=
k−j∑
u=1
k−1∑
l=k−u
tl−j+1k−j+1t
u
k−j+1zjt
−u
k
=
k−j∑
u=1
( k−j∑
l=k−j−u+1
tlk−j+1
)
tuk−j+1zjt
−u
k .
Therefore, we have
I + III =
k−j∑
u=0
(k−j∑
l=0
tlk−j+1
)
tuk−j+1zjt
−u
k = Nk−j+1b
′j
k
Next, we have
II =
−1∑
u=1−j
k−j−u∑
l=−u
tlk−j+1t
u
k−j+1zjt
−u
k =
j−1∑
u=1
(k−j∑
l=0
tlk−j+1
)
zjt
u
k = Nk−j+1R
j
k.
We conclude that
b′jkNk = Nk−j+1b′
j
k +Nk−j+1R
j
k = Nk−j+1bk.
This proves the claim.
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(b) For every k ≥ 1 and 1 ≤ j ≤ k we compute
(1− t)bjk = b′jk −
k−j∑
i=0
ti+1k−j+1zjt
−(i+1)
k tk
= b′jk −
k−j+1∑
i=1
tik−j+1zjt
−i
k tk
= b′jk −
k−j∑
i=0
tik−j+1zjt
−i
k tk + t
0
k−j+1zjt
−0
k tk − tk−j+1k−j+1zjt−k+j−1k tk
= b′jk(1− tk) + zjtk − zjtjk
= b′jk(1− tk) +
j−1∑
i=1
zjt
i
k(1− tk)
= (b′jk +R
j
k)(1− tk).
This proves the claim.
Lemma B.1.6 (CP3). For a strictly unital A∞-algebra (V, (µk), 1), it holds
b′ ◦ ι1 + ι1 ◦ b′ = 1.
Proof. For any k ≥ 1 and v1, . . . , vk ∈ V [1], we compute
b′ι1(v1 . . . vk) + ι1b′(v1 . . . vk) = 1v1v2 . . . vk + 1v1 . . . vk + 1v1 . . . vk
= v1 . . . vk.
This proves the claim.
Lemma B.1.7 (CP4). Let A = (V, (µk), 1) be a strictly unital A∞-algebra. For all
k ≥ 2, we define hk : DV → DV by
hk := ιk ◦ b + b ◦ ιk + 1.
Then the formulas
s∗ := s∗2 + s∗3 ◦ h∗2 + s∗4 ◦ h∗3 ◦ h∗2 + · · · and
h∗ := · · · ◦ h∗k ◦ · · · ◦ h∗2
define homogenous linear maps s∗ and h∗ : D∗V → D∗V of degrees 1 and 0, respectively.
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The map h∗ is a projection onto D¯∗V , and the following homotopy relation holds:
s∗ ◦ b∗ + b∗ ◦ s∗ = h∗ − 1. (B.4)
It implies that ι¯ and p¯ are quasi-isomorphisms.
Proof. We set D¯∗(1)V := D∗V , and for all k ≥ 2, we define
D¯∗(k)V := {ψ ∈ D∗V | ψ ◦ ιi = 0 for all i = 2, . . . , k}.
We will show first that h∗k restricts to a projection D¯∗(k−1)V → D¯∗(k)V . Let i ≥ 1 and
v1, . . . , vi ∈ V [1]. We make the following computations:
(1) For i < k − 1, we have
(ιib + bιi)(v1 . . . vi) = 0
by the definition of ιik and by the fact that b does not increase weights.
(2) For i = k − 1, we have
(ιib + bιi)(v1 . . . vi)
= v1 . . . vi
1
1+ v1 . . . vi
1
1+
i∑
j=2
v1 . . . vi
j
1+ v1 . . . vi1 + 1v1 . . . vi
=
i∑
j=2
v1 . . . vi
j
1.
Notice that 1 in the result is at positions < k.
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(3) For i > k − 1, we have
(ιib + bιi)(v1 . . . vi)
=
i−k+2∑
j=1
v1 . . . vk+j−2
j
1vk+j−1 . . . vi +
i−k+1∑
j=1
v1 . . . vk−11vk . . . vi
j
+
i−k+1∑
m=1
i∑
c=m+k−1
vc . . . viv1 . . . vmvm+1 . . . vm+k−21vm+k−1 . . . vc−1
+
k−1∑
j=1
v1 . . . vk−1
j
1vk . . . vi +
i−k+1∑
j=1
v1 . . . vk−11vk . . . vi
j
+ v1 . . . vk−11vk . . . vi + v1 . . . vk−11vk . . . vi
+
k−1∑
m=1
i∑
c=k
vc . . . viv1 . . . vmvm+1 . . . vk−11vk . . . vc−1
=
i−k+2∑
j=1
v1 . . . vk+j−2
j
1vk+j−1 . . . vi +
k−1∑
j=1
v1 . . . vk−1
j
1vk . . . vi
+
i−k+1∑
m=1
i∑
c=m+k−1
vc . . . viv1 . . . vmvm+1 . . . vm+k−21vm+k−1 . . . vc−1
+
k−1∑
m=1
i∑
c=k
vc . . . viv1 . . . vmvm+1 . . . vk−11vk . . . vc−1
=
=:I︷ ︸︸ ︷
i−k+2∑
j=2
v1 . . . vk+j−2
j
1vk+j−1 . . . vi +
=:II︷ ︸︸ ︷
k−1∑
j=2
v1 . . . vk−1
j
1vk . . . vi
+
=:III︷ ︸︸ ︷
i−k+1∑
m=2
i∑
c=m+k−1
vc . . . viv1 . . . vmvm+1 . . . vm+k−21vm+k−1 . . . vc−1
+
=:IV︷ ︸︸ ︷
k−1∑
m=2
i∑
c=k
vc . . . viv1 . . . vmvm+1 . . . vk−11vk . . . vc−1
Notice that 1 is at the k-th position in I and III, whereas at positions < k in II
and IV.
Let k ≥ 2, and let ψ ∈ D¯∗(k−1)V . In order to show that ι∗jh∗kψ = 0 for 2 ≤ j ≤ k, let i ≥ j,
and let v1, . . . , vi ∈ V [1] be such that vj = 1. Clearly, ψ(II) = ψ(IV) = 0 for any v’s. As
for III, the vector vj = 1 lies either inside µj with j ≥ 3 or at a position < k. It follows
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that ψ(III) = 0. As for I, we write
I =
Ia︷ ︸︸ ︷
v1 · · · vk
2
1vk+1 · · · vi +
Ib︷ ︸︸ ︷
i−k+2∑
j≥3
v1 · · · vk+j−2
j
1vk+j−1 · · · vi .
It holds ψ(Ib) = 0. For 2 ≤ j < k, it holds
ψ(Ia) = ψ(v1 . . . vj−11vj+1 . . . vk1vk+1 . . . vi)
+ ψ(v1 . . . vj−11vj+1 . . . vk1vk+1 . . . vi)
= 0,
whereas for j = k, we have
ψ(v1 · · · vk−111vk+1 · · · vi) = −ψ(v1 . . . vi).
It follows that
h∗kψ(v1 · · · vi) = ψ(v1 · · · vi) + ψ
(
(ιib + bιi)(v1 · · · vi)
)
= 0. (B.5)
Therefore, we have h∗kψ ∈ D¯∗(k)V . If ψ ∈ D¯∗(k)V , then clearly h∗k(ψ) = ψ. Consequently, h∗k
is a projection h∗k : D¯∗(k−1)V → D¯∗(k)V .
For k ≥ 2, we define
ks∗ := ι∗2 + ι∗3 ◦ h∗2 + · · ·+ ι∗k ◦ h∗k−1 ◦ · · · ◦ h∗2,
kh∗ := h∗k ◦ · · · ◦ h∗2.
Let FnwDV =
⊕n
k=1DkV be the filtration of DV by weights. For all k ≥ n+ 1 it holds
kh∗ψ
∣∣∣FnwDV = n+1h∗ψ and ks∗ψ
∣∣∣FnwDV = n+1s∗ψ.
It follows that h∗, s∗ : D∗V → D∗V are well-defined and that h∗ is a projection onto D¯∗V .
Also, it suffices to prove (B.4) with ks∗ and kh∗ instead of s∗ and h∗ for each k ≥ 2.
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For k = 2, it holds by definition. Suppose that (B.4) holds for some k ≥ 2. Then
b∗ ◦ (k+1s∗) + (k+1s∗) ◦ 1
= b∗ ◦ (ks∗) + (ks∗) ◦ b∗ + b∗ ◦ ι∗k+1 ◦ h∗k ◦ · · · ◦ h∗2 + ι∗k+1 ◦ h∗k ◦ · · · ◦ h∗2 ◦ b∗
= kh∗ − 1+ (b∗ ◦ ι∗k+1 + ι∗k+1 ◦ b∗) ◦ h∗k ◦ · · · ◦ h∗2
= kh∗ − 1+ (h∗k+1 − 1) ◦ h∗k ◦ · · · ◦ h∗2
= k+1h∗ − 1.
The lemma is finally proven.
B.2. Homological algebra of bicomplexes
We will consider homological and cohomological half-plane bicomplexes, which we depict as
B :
Bq,p+2 Bq+1,p+2 Bq+2,p+2
Bq,p+1 Bq+1,p+1 Bq+2,p+1
Bq,p Bq+1,p Bq+2,p
and
B∗ :
Bq,p+2 Bq+1,p+2 Bq+2,p+2
Bq,p+1 Bq+1,p+1 Bq+2,p+1
Bq,p Bq+1,p Bq+2,p
,
respectively. The standard convention is that the squares anticommute (see [Lod92])!
We consider the total complexes (TotI(B), ∂) and (TotII(B), ∂), where for all q ∈ Z,
the chain groups are defined by
(TotIB)q :=
⊕
i+j=q
Bi,j , and (TotIIB)q :=
∏
i+j=q
Bi,j ,
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respectively, and where ∂ = ∂v + ∂h is the total boundary operator consisting of the
vertical and horizontal boundary operators ∂v and ∂h, respectively. The homologies
of TotI and TotII are denoted by HB and HBˆ, respectively. We proceed similarly in
cohomology.
For each B and B∗, we consider the vertical and horizontal filtrations which are defined
in such a way that they are preserved by all the arrows and that the k-th group contains
the k-th column and the k-th row, respectively. More precisely, the vertical filtration FkvB
of B consists of the columns 0, . . . , k, whereas the vertical filtration FkvB∗ of B∗ consists
of the columns k+ 1, k+ 2, . . . ; the horizontal filtration FhkB of B consists of the rows k,
k− 1, . . . , whereas the horizontal filtration FkhB∗ of B∗ consists of the rows k, k+ 1, . . . ,
and so on.
In order to check that morphisms of bicomplexes induce quasi-isomorphisms of total
complexes, we will use the techniques of spectral sequences. Because we work with half-
plane bicomplexes, our spectral sequences do not lie in the first quadrant, as in [Wei94],
and the notion of conditional convergence from [Boa99] comes in handy. In the following,
we recall some basic theory and formulate a proposition about the convergence of some
unbounded spectral sequences.
A cohomological spectral sequence is a collection Er of bigraded vector spaces and
differentials dr : E••r → E•+r,•−r+1r for r ∈ N such that Er+1 = H(Er, dr). Let (C∗, d) be
a cochain complex with a decreasing filtration FsC∗ (it has to be graded and preserved
by d). For every s ∈ Z, the short exact sequence
0 −→ Fs+1C∗ i−→ FsC∗ j−→ grs(C∗) := FsC∗/Fs+1C∗ −→ 0
induces the long exact sequence
· · · −→ H•(Fs+1C∗) i−→ H•(FsC∗) j−→ H•(grsC∗) δ−→ H•+1(Fs+1C∗) −→ · · · ,
which wraps into the exact couple of bigraded vector spaces
A1 :=
⊕
s∈ZH(FsC∗)[s] A1
E1 :=
⊕
s∈ZH(grsC∗)[s].
i
jδ
This is the so called geometric grading convention.1 We also define As1 := H(FsC∗) and
Es1 := H(grsC∗). By deriving this triangle (see, e.g., [Cie13]), one obtains a spectral
1It is chosen such that Esd1 = H(Bsd, dv) for the vertical filtration.
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sequence Er associated to the filtration. One defines the E∞ page (see [Boa99]) and
studies the convergence of Er to a filtered group G. In order to formulate this, one
considers the limit A∞ := limsAs, the colimit A−∞ := colimsAs and the right derived
module for the limit RA∞ := lim1s As. We will use the following notions of convergence:
1. Strong convergence to a filtered group G :⇐⇒ For each s ∈ Z, we have grsG '
Es∞/Es+1∞ and the filtration on G is exhaustive, Hausdorff and complete (i.e.,
G∞ = 0, G−∞ = G and RG∞ = 0 for Gs := FsG).
2. Conditional convergence to the colimit G := A−∞ :⇐⇒ It holds A∞ = 0 and
RA∞ = 0.
Note that neither notion implies, in general, the other (see (b) of Remark B.2.2).
Proposition B.2.1 (Convergence of certain unbounded spectral sequences). The fol-
lowing statements about convergence of spectral sequences hold:
(a) For any Z-graded cochain complex (C∗,d) with the canonical filtration FkcanC∗ :=⊕
i≥k Ci, the associated spectral sequence converges strongly and conditionally to
the colimit H(C∗).
(b) The spectral sequence associated to the total complex TotIB∗ of a cohomological
half-plane bicomplex B∗ with the filtration induced from the horizontal filtration
FkhB∗ =
⊕
i∈Z
⊕
j≥k Bij converges strongly to the colimit H(TotIB∗).
(c) The spectral sequence associated to the total complex TotIB∗ of a cohomological
half-plane bicomplex B∗ with the filtration induced from the diagonal filtration
FkB∗ =
⊕
j−i>k
Bij ⊕
⊕
i∈N0
Zi,k+i,
where Zij ⊂ Bij is such that dhZij = 0 and dhBi−1j ⊂ Zij, converges strongly to
the colimit H(TotIB∗).
(d) The spectral sequence associated the total complex TotIIB∗ of a cohomological half-
plane bicomplex B∗ with the filtration induced from the vertical filtration FkvB∗ =⊕
i≥k
⊕
j∈ZBij converges conditionally to the colimit H(TotIIB∗).
The following statements about morphisms of spectral sequences hold:
(e) Let f be a morphism of filtered complexes of types (a), (b) or (c). If it induces an
isomorphism of Er for some r, then it induces an isomorphism of the target groups.
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(f) Let f be a morphism of filtered complexes of type (d). If it induces an isomorphism
of Er for some r, then it induces an isomorphism of the target groups.
Proof. (a) Strong convergence follows from (b) by embedding C∗ as the first column
of B∗. Also, the computation there show that A−∞ = H(C∗) and A∞ = 0. The condition
RA∞ = 0 is equivalent to the degreewise completeness of the filtration, which is true as
the filtration is degreewise trivial. This shows the conditional convergence.
(b) Let us compute the first page with the geometrical bigrading:
Esd1 = H(grs TotIB∗,dh)[s]d
= Hd+s(TotI(s-th row of B∗), dh)
= H(Bd,s, dh).
We want to use the following theorem:
Theorem B.2.1 ([Boa99, Theorem 6.1]). Suppose that Es = 0 for all s > 0 and A−∞ = 0.
Then the spectral sequence converges strongly to the colimit A∞.
The proof can be done degreewise (see [Rog19]), and it can be shown that Theorem B.2.1
generalizes appropriately under the weaker assumption of “exiting differentials”. This
means that the pages occupy a half-plane and for any fixed (s, d), all but finitely many
differentials dr : Esdr → Es+r,d−r+1r leave the half-plane (and thus vanish). In our case, Esdr
occupy the half-plane {(s, d) | d ≥ 0}, and because d − r + 1 → −∞ as r → ∞, the
condition of exiting differentials is satisfied.
We still have to check that A∞ = 0 and compute A−∞. Because the colimit is an exact
functor, it commutes with H, and we have
A−∞ = colims H(FsTotIB∗) = H(colimsFsTotIB∗) = H
(⋃
s
FsTotIB∗
)
= H(TotIB∗).
We used here that F is exhaustive. The limit A∞ can be represented as
A∞ '
{
([as]) ∈
∏
s∈Z
As | [as+1] 7→ [as]
}
,
where H(Fs+1TotIB∗) → H(FsTotIB) is induced by the inclusion Fs+1TotIB∗ ↪−→
FsTotIB∗. Pick s0 ∈ Z and consider [as0 ] ∈ As0 with a fixed representative as0 ∈ Fs0B∗.
Because the cohomological degrees of as0 are bounded, let’s say that d0 ∈ Z is an upper
bound, and the filtration is degreewise bounded from below, there is an s1 ≥ s0 such that
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FsTotIB∗ ∩ (TotIB∗)d = 0 for all s ≥ s1 and d ≤ d0. Now, we have [as1 ] 7→ [as0 ], and
hence [as0 ] = 0. Because s0 was arbitrary, we get ([as]) = 0. Therefore, it holds A∞ = 0.
Alternatively, a direct proof of (b) can be found in [Cen98].
(c) The first page reads
Esd1 = Hs+d(grs TotIB∗) = H(Bb
d
2 c,s+d d2 e,d′),
where d′ is the differential on gr TotIB∗. We see that Esdr occupy the half-plane {(s, d) | d ≥
0}, and hence the condition of exiting differentials is satisfied. The groups A∞ and A−∞
are computed as in (b). The strong convergence is again implied by a generalization of
Theorem B.2.1.
Alternatively, one can modify the direct proof for the horizontal filtration from [Cen98].
(d) We want to use the following theorem:
Theorem B.2.2 ([Boa99, Theorem 9.2]). Let C∗ be a cochain complex filtered by an
exhaustive, Hausdorff and complete filtration. Then the spectral sequence converges
conditionally to H(C∗).
We have
Fkv (TotIB∗)d =
⊕
i≥k
Bi,d−i,
and hence TotIIB∗ is the completion of TotIB∗ with respect to Fv. Hence, it is complete.
Clearly, it is also Hausdorff and exhaustive, and we can apply Theorem B.2.2.
(e) This follows from (a), (b), (c) and the following theorem:
Theorem B.2.3 ([Boa99, Theorem 5.3]). Let f : C∗ → C¯∗ be a morphism of filtered
cochain complexes. Suppose that Er converges strongly to a filtered group G and that E¯r
converges (strongly) to a filtered group G¯. If f induces an isomorphism Er ' E¯r for
some r, then it induces an isomorphism G ' G¯.
(f) We want to use the following theorem:
Theorem B.2.4 ([Boa99, Theorem 7.2]). Let f : C∗ → C¯∗ be a morphism of filtered
cochain complexes. Suppose that Es = E¯s = 0 for all s < 0 and that the spectral
sequences converge conditionally to the colimits A−∞ and A¯−∞, respectively. If f
induces isomorphisms E∞ ' E¯∞ and RE∞ ' RE¯∞, then it induces an isomorphism
A∞ ' A¯∞.
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The first page for the vertical filtration reads:
Esd1 = H(grs TotIIB∗,dv)[s]d
= Hd+s(TotII(s-th column of B∗),dv)
= H(Bsd, dv).
Therefore, the condition Es = E¯s = 0 for all s < 0 is satisfied.2 By (d), conditional
convergence is guaranteed. Since both E∞ and RE∞ depend only on Er for r ≥ r0 and
any r0 (see [Boa99, p. 16]), the rest of the assumptions of Theorem B.2.4 is fulfilled.
Remark B.2.2 (Differences to first-quadrant bicomplexes). (i) Given a half-plane bi-
complex B, we have
(TotIB)∗g ' TotIIB∗,
where B∗ = ⊕i,j B∗ij is the “pointwise dual” to B. This is why we have to consider
homology and cohomology separately and can not just dualize the results.
(ii) The vertical filtration of B∗ might not converge strongly to H(TotIB∗). Indeed, let
B∗ :
R 0 0
R R 0
0 R · · ·
1
1
1
1
.
Then H(TotIB∗) = R (the R in the first column), but E1 = 0 because every column is
exact. Notice that H(TotIIB∗) = 0. Taking 0’s instead of 1’s in the definition of B∗, we
see that the horizontal filtration does not converge conditionally to H(TotIB∗) because
its filtration by As is incomplete. C
We will work with the following bicomplexes.
Definition B.2.3 (Bicomplexes for cyclic (co)homology). Let A = (V, (µk)) be an
A∞-algebra. Loday’s cyclic bicomplexes are defined by
2It is again possible to relax this assumption and prove B.2.4 when the condition of “entering differentials”
is satisfied. This means that the pages occupy a half-plane and for any fixed (s, d), all but finitely
many differentials dr : Es−r,d+r−1r → Es,dr start outside of the half-plane (and thus vanish). See
[Rog19].
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CC(A) :
D2V D2V D2V D2V
D1V D1V D1V D1V
D0V D0V D0V D0V
b
1−t
−b′ b
N
−b′
1−t N
b
1−t
−b′ b
N
−b′
1−t N
b
1−t
−b′ b
N
−b′
1−t N
and
CC∗(A) :
D2V D2V D2V D2V
D1V D1V D1V D1V
D0V D0V D0V D0V
b∗
1−t∗
−b′∗
N∗
b∗
1−t∗
−b′∗
N∗
b∗
1−t∗
−b′∗
N∗
b∗
1−t∗
−b′∗
N∗
b∗
1−t∗
−b′∗
N∗
b∗
1−t∗
−b′∗
N∗
b∗ −b′∗ b∗ −b′∗
.
Clearly, CC∗ is the “pointwise” graded dual to CC and analogously for other bicomplexes
we are going to define.
Let 1 be a strict unit for A. We define the Connes’ operator B : DV → DV by
B := (1− t) ◦ ι1 ◦N. (B.6)
Connes’ cyclic bicomplexes are defined by
BC(A) :
D2V D1V D0V
D1V D0V D−1V
D0V D−1V D−2V
b b b
b b
B
b
B B
b b
B
b
B B
b b
B
b
B B
and
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BC∗(A) :
D2V D1V D0V
D1V D0V D−1V
D0V D−1V D−2V
b∗
B∗
b∗
B∗
b∗
B∗
b∗
B∗
b∗
B∗
b∗
B∗
b∗
B∗
b∗
B∗
b∗
B∗
b∗ b∗ b∗
We define the normalized Connes’ operator B¯ : D¯V → D¯V by3
B¯ := p¯ ◦ B = p¯ ◦ ι1 ◦N. (B.7)
The normalized Connes’ cyclic bicomplexes are defined by
BC(A) :
D¯2V D¯1V D¯0V
D¯1V D¯0V D¯−1V
D¯0V D¯−1V D¯−2V
b b b
b b
B¯
b
B¯ B¯
b b
B¯
b
B¯ B¯
b b
B¯
b
B¯ B¯
and
BC∗(A) :
D¯2V D¯1V D¯0V
D¯1V D¯0V D¯−1V
D¯0V D¯−1V D¯−2V
b∗
B¯∗
b∗
B¯∗
b∗
B¯∗
b∗
B¯∗
b∗
B¯∗
b∗
B¯∗
b∗
B¯∗
b∗
B¯∗
b∗
B¯∗
b∗ b∗ b∗
.
The reduced Connes’ cyclic bicomplexes BCred and BC∗red are defined by replacing D¯V
and D¯∗V by DredV and D∗redV , respectively.
The coordinate (0, 0) in the bicomplexes above always correspond to D0V in the first
column (bottom-left position in the figures).
3The definition does not depend on the chosen section of p¯ : DV → D¯V .
260
B. Reduced cyclic homology of A-infinity-algebras
Note that another convention of drawing homological bicomplexes in the left half-plane
and cohomological bicomplexes in the right half-plane might be more natural.
Remark B.2.4 (Mixed complexes). One can equivalently encode the data of a cohomo-
logical Connes bicomplex into that of a mixed complex (D∗,b∗,B∗). In general, it is
a graded vector space D∗ with a differential b∗, |b∗| = 1 and a boundary operator B∗,
|B∗| = −1 which anticommute. One introduces the formal symbol u of degree |u| = 2
and considers the polynomial ring D∗[u] in u with values in D∗ and the ring of power
series D∗[[u]] with the differential b∗ + B∗u. Clearly, the former is quasi-isomorphic to
TotI(BC∗) and the latter to TotII(BC∗) (columns of BC∗ are indexed with non-negative
powers of u). Altogether, there are seven versions [u], [u−1], [u,u−1], [[u−1,u], [u−1,u]],
[[u,u−1]] whose relation is studied in [CV20]. Some of these are related to periodic and
negative versions of cyclic homology (see [Lod92]). C
In the following proofs, we might not need the full strength of Proposition B.2.1 since
the spectral sequences for the bicomplexes from Definition B.2.3 mostly collapse already
on the second page (see (iii) of Questions B.3.2).
Lemma B.2.5 (Loday’s cyclic bicomplexes and cyclic homology). Let A = (V, (µk)) be
an A∞-algebra. The projection pλ : CC → Dλ to the first column modulo im(1− t) is a
chain map and induces an isomorphism H(ĈC) ' Hλ(A). The inclusion ιλ : D∗λ → CC∗
into the first column is a chain map and induces an isomorphism H∗λ(A) ' H(CC∗).
Proof. The fact that pλ and ιλ are chain maps is obvious. We consider the horizontal
filtration Fh of CC∗. Because of CP1, the rows are acyclic, and we see that the only
non-zero terms of the first page of the corresponding spectral sequence are
E0d1 = DdV/ ker(1− t∗).
The differential d1 is easy to check to be b∗, and the inclusion ιλ induces the isomorphism
Ddλ ' DdV/ ker(1−t∗). Considering the canonical filtration on D∗λ, claims (a), (b) and (e)
of Proposition B.2.1 apply.
As for homology, we consider the degree reversed cochain complex r(TotIICC) and
the reversed filtration r(Fh)s = Fh−s. For the corresponding cohomological spectral
sequence E˜r, we have
E˜sd1 = Hs+d(r(F)s r(TotIICC)/ r(F)s+1 r(TotIICC))
= H−s−d(TotII(−s-th row of CC))
= H(B−d,−s, ∂h).
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Therefore, the only groups are E˜s0 = D−s/ im(1− t), and the spectral sequence converges
conditionally to r(H(ĈC)). Clearly, ιλ induces an isomorphism of the first pages, where
on r(Dλ) we consider the canonical filtration. Proposition B.2.1 and its proof finishes
the argument.
Claim (a) of the following is similar to [CV20, Lemma 2.12].
Lemma B.2.6 (No long chains in homology for bounded degrees). Let A = (V, (µk), 1)
be a strictly unital A∞-algebra. Suppose that V has bounded degrees. Then the canonical
inclusion TotI ↪→ TotII induces the following isomorphism:
(a) H
(
CC(A)) ' H(ĈC(A)),
(b) H
(
BC(A)) ' H(B̂C(A)).
Proof. (a) We will denote CC(A), BC(A) and DV simply by CC, BC and D, re-
spectively. Consider the (increasing) filtration Fw of D by weights. We first prove the
following subclaim:
Subclaim (Weight normalization). Let c = (ci)∞i=0 ∈ TotIIk(CC) be a closed chain of
degree k; i.e., for all i ∈ N0, we have ci ∈ Dk−i, and the relations
bc2i + (1− t)c2i+1 = 0 and − b′c2i+1 +Nc2i+2 = 0
hold. Suppose that we are given j ≥ 1 and n0 ∈ N such that cj−1 ∈ Fn0w Dk−j+1. Then
we can construct c˜j ∈ Fn0w Dk−j , c˜j+1 ∈ Dk−j−1 and z˜j+1 ∈ Dk−j such that if we define
c˜i :=

c˜j for i = j,
c˜j+1 for i = j + 1,
ci otherwise
and zi :=
z˜j+1 for u = j + 1,0 otherwise, (B.8)
then c˜ := (c˜i)∞i=0 is a closed chain and z := (zi)∞i=0 satisfies ∂z = c− c˜. By repeating this
procedure inductively, we obtain chains c′ ∈ TotIIk(CC) and z′ ∈ TotIIk+1(CC) such
that c′i ∈ Fn0w Dk−i for all i ≥ j and c− c′ = ∂z′.
Proof of the Subclaim. We will assume that j is odd; the proof is analogous for j even
with the roles of (1 − t) and N , resp. b and −b′ switched. The situation is depicted
in Figure B.1. Because cj−1 ∈ Fn0w Dk−j+1 and b does not increase weights, we have
bcj−1 ∈ Fn0w Dk−j . Since c is closed, we have (1− t)cj = −bcj−1 ∈ Fn0w Dk−j . Therefore,
there is a c˜j ∈ Fn0w Dk−j such that (1− t)c˜j = (1− t)cj . As cj − c˜j ∈ ker(1− t) = imN ,
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cj , c˜j ∈ Dk−j z˜j+1 ∈ Dj−k
cj+1, c˜j+1 ∈ Dj−k−1
1−t
−b′
N
b
N
b
Figure B.1.: Positions of element in CC for j odd.
we have cj − c˜j = Nz˜j+1 for some z˜j+1 ∈ Dk−j . We define c˜j+1 := cj+1 − bz˜j+1. The
following relations hold:
I. (1− t)c˜j = (1− t)cj ,
II. −b′c˜j +Nc˜j+1 = −b′c˜j +Ncj+1 −Nbz˜j+1
= −b′c˜j +Ncj+1 − b′Nz˜j+1
= −b′c˜j +Ncj+1 − b′(cj − c˜j)
= −b′cj +Ncj+1
= 0,
III. bc˜j+1 = bcj+1,
IV. Nz˜j+1 = cj − c˜j ,
V. bz˜j+1 = cj+1 − c˜j+1.
The relations I–III show that c˜ is closed and the relations IV–V that ∂z = c− c˜.4
Starting with c1 := c˜ and z1 := z, we repeat the construction above to produce the
telescopic sequence of homotopies
c− c1 = ∂z1
c1 − c2 = ∂z2
· · · = · · ·
such that cli ∈ Fn0w Dk−i for all j ≤ i ≤ j + l. The limit chain c′ :=
∑∞
k=0 c
k ∈ TotIICC
has the property that c′i ∈ Fn0w Dk−i for all i ≥ j, and the limit homotopy z′ :=
∑∞
k=1 z
k ∈
TotIICC converges and satisfies ∂z′ = c− c′. (Subclaim) 
We will now prove surjectivity of the map on homology induced by the inclusion
TotI ↪→ TotII. Given [c] ∈ Hk(ĈC), using the Subclaim, we can assume that there is an
4In fact, ∂c˜ = 0 follows from ∂c = 0 and ∂z = c− c˜.
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cj−1 ∈ D¯k−2j+2 zj ∈ D¯k−2j+1
cj , c˜j ∈ D¯k−2j zj+1 ∈ D¯k−2j−1
cj+1, c˜j+1 ∈ D¯k−2j−2
b
B¯
b
B¯
b
B¯
b
B¯
Figure B.2.: Positions of element in BC for j odd.
n0 ∈ N such that ci ∈ Fn0w Dk−i for all i ∈ N0. However, we have |ci| = −k + i − 1 for
the degrees in BV , and because the degrees of V are bounded, ci eventually, as i→∞,
reach degrees which can not be produced by n0 vectors. Therefore, there is an i0 ∈ N0
such that ci = 0 for all i ≥ i0; this means that c ∈ TotICC.
To show injectivity of the induced map on homology, suppose that c ∈ TotICC satisfies
c = ∂z for some z ∈ TotIICC. Let i0 ∈ N be such that ci = 0 for all i ≥ i0. We use
the Subclaim to alter z and obtain a chain z˜ ∈ TotICC such that z˜i = zi for i ≤ i0 and
∂z˜ = c. This shows injectivity.
(b) We will prove an analogy of the Subclaim from (a):
Given a closed c = (ci)∞i=0 ∈ TotIIkBC, every ci ∈ D¯k−2iV can be written as
ci = c˜i + 1cˆi
for unique c˜i ∈ Dq−2iV¯ and cˆi ∈ Dq−2i−1V¯ . Using strict unitality, we have b(1cˆi) =
(1− t)cˆi − 1b′cˆi, and hence
bci = bc¯i + (1− t)cˆi − 1b′cˆi,
B¯ci = 1Nc¯i.
For the second equality, recall the definition (B.7) and note that the p¯ in front “kills” any
input of B¯ containing at least one 1. We see that ∂c = 0 is equivalent to bci = −B¯ci+1
which is equivalent to
bc¯i + (1− t)cˆi = 0 and
b′cˆi = Nc¯i+1
for all i ∈ N0.
Suppose that cj−1 ∈ Fn0w D¯k−2j+2 for some j ≥ 1 and n0 ∈ N0. Then c¯j−1 ∈
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Fn0w D¯k−2j+2 and cˆj−1 ∈ Fn0−1w D¯k−2j+1. Because b′cˆj−1 = Nc¯j , we can find d¯j ∈
Fn0−1w Dk−2j V¯ such that Nd¯j = b′cˆj−1. Because d¯j − c¯j ∈ kerN = im(1− t), we can find
zˆj ∈ D¯k−2jV such that (1− t)zˆj = d¯j − c¯j . We compute
bd¯j = b
(
c¯j + (1− t)zˆj)
)
= −(1− t)cˆj + b(1− t)zˆj
= −(1− t)cˆj + (1− t)b′zˆj
= −(1− t)(cˆj − b′zˆj).
Because d¯j ∈ Fn0−1w Dk−2j V¯ and b does not increase the filtration, we can find dˆj ∈
Fn0−1w Dk−2j−1V¯ such that (1− t)dˆj = −bd¯j . Now, dˆj − (cˆj − b′zˆj) ∈ ker(1− t) = imN ,
and hence there is a z¯j+1 ∈ D¯k−2j−1 such that Nz¯j+1 = dˆj − (cˆj − b′zˆj). We define the
following elements:
c˜j := cj + B¯z¯j+1 + b(1zˆj)
= cj + B¯z¯j+1 + (1− t)zˆj − 1b′zˆj
= cj + 1Nz¯j+1 + (1− t)zˆj − 1b′zˆj
= cj + 1dˆj − 1cˆj + 1b′zˆj + d¯j − c¯j − 1b′zˆj
= d¯j + 1dˆj ,
c˜j+1 := cj+1 + bz¯j+1,
z˜j := 1zˆj ,
z˜j+1 := z¯j+1.
The following relations hold:
I. B¯c˜j = B¯cj ,
II. bc˜j = bcj + bB¯z¯j+1 = −B¯cj+1 − B¯bz¯j+1 = −B¯c˜j+1,
III. bc˜j+1 = bcj+1,
IV. B¯z˜j = B¯1zˆj = 0,
V. bz˜j = c˜j − cj − B¯z˜j+1,
VI. bz˜j+1 = c˜j+1 − cj+1.
Relations I–III show that c˜ is closed, and relations IV–VI show that ∂z = c˜− c. Here c˜
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is defined as in (B.8) and z has one more term:
zi :=

z˜j for i = j,
z˜j+1 for i = j + 1,
0 otherwise.
Since c˜j = d¯j + 1dˆj , d¯j ∈ Fn0−1w Dk−2j V¯ and dˆj ∈ Fn0−1w Dk−2j−1V¯ , we have c˜j ∈
Fn0w D¯k−2j .
Having the recursive step, the rest can be done in the same way as in (a).
Lemma B.2.7 (Loday’s and Connes’ bicomplexes are quasi-isomorphic). Let A =
(V, (µk), 1) be a strictly unital A∞-algebra. The map
I : TotIIBC −→ TotIICC
(c0, c1, c2, . . . ) 7−→ (c0, ι1Nc1, c1, ι1Nc2, c2, . . . )
is a chain map inducing the isomorphisms
H(B̂C) ' H(ĈC) and H(BC) ' H(CC).
Analogously, the map
P : TotIICC∗ −→ TotIIBC∗
(ψ0, ψ1, ψ2, . . . ) 7−→ (ψ0, ψ2 +N∗ι∗1ψ1, ψ4 +N∗ι∗1ψ3, . . . )
is a chain map inducing the isomorphisms
H(B̂C∗) ' H(ĈC∗) and H(BC∗) ' H(CC∗).
Proof. The following computation shows that ι is a chain map:
∂CCI(c0, c1, c2 . . . ) =
(
bc0 + (1− t)ι1Nc1,−b′ι1Nc1 +Nc1,bc1 + (1− t)ι1Nc2, . . .
)
=
(
bc0 + Bc1,−Nc1 + ι1b′Nc1 +Nc1, bc1 + Bc2, . . .
)
=
(
bc0 + Bc1, ι1Nbc1,bc1 + Bc2, . . .
)
= I
(
bc0 + Bc1, bc1 + Bc2, . . .
)
= I∂BC
(
c0, c1, c2, . . .
)
.
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Clearly, I is injective, and hence it induces an isomorphisms of chain complexes
(
TotIIBC, ∂BC
) ' (im(I), ∂CC ∣∣im(I)) ⊂ (TotIICC, ∂CC).
Consider the subcomplex (TotIICCodd,•,−b′) ⊂ (TotIICC, ∂CC) which consists of odd
columns of CC. It is a direct complement of im(I) in TotIICC. Indeed, (0, c1, 0, c2, . . . ) ∈
im(I) implies ci = 0 for all i ∈ N, which gives TotII(CCodd,•) ∩ im(I) = 0; also, for any
(ci) ∈ TotIICC, we have
(c0, c1, c2, c3, c4 . . . ) = I
(
(c0, c2, c4, . . . )
)− (0, ι1Nc2 − c1, 0, ι1Nc4 − c3, 0, . . . ),
which gives im(I) + TotII(CCodd,•) = TotIICC. Now, TotII(CCodd,•) is contractible by
CP3, and hence H(TotIIBC) ' H(TotIICC) (using an argument with the long exact
sequence in homology). Clearly, I restricts to short chains TotI, and thus H(TotIBC) '
H(TotICC) holds too.
A similar discussion applies in cohomology. The following computation shows that P
is a chain map:
PdCC(ψ0, ψ1, ψ2, ψ3, ψ4, . . . )
= P (b∗ψ0, (1− t∗)ψ0 − b′ψ1, N∗ψ1 + b∗ψ2, (1− t∗)ψ2 − b′∗ψ3, N∗ψ4 + b∗ψ3, . . . )
=
(
b∗ψ0,N∗ψ1 + b∗ψ2 +N∗ι∗1((1− t∗)ψ0 − b′∗ψ1),
N∗ψ4 + b∗ψ3 +N∗ι∗1((1− t∗)ψ2 − b′∗ψ3), . . .
)
=
(
b∗ψ0,B∗ψ0 + b∗ψ2 +N∗(ψ1 − ι∗1b′∗ψ1),B∗ψ2 + b∗ψ4 +N∗(ψ3 − ι∗1b′∗ψ3), . . .
)
=
(
b∗ψ0,B∗ψ0 + b∗(ψ2 +N∗ι∗1ψ1),B∗ψ2 + b∗(ψ4 +N∗ι∗1ψ3), . . .
)
= dBC
(
ψ0, ψ2 +N∗ι∗1ψ1, ψ2, ψ4 +N∗ι∗1ψ3, . . .
)
= dBCP (ψ0, ψ1, ψ2, ψ3, ψ4, . . . )
The fourth equality uses that ι1b′ + b′ι1 = 1 and b′N = Nb. Because (ψ0, ψ1, . . . ) =
P (ψ0, 0, ψ1, 0, . . . ), P is surjective, and hence it induces an isomorphism of cochain
complexes TotIICC∗/ ker(P ) ' TotIIBC∗. It is easy to see that
ker(P ) =
{
(0, ψ1,−N∗ι∗1ψ1, ψ3,−N∗ι∗1ψ3, . . . )
}
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and that the map
Z : TotII(CCodd,•) −→ ker(p)
(ψ1, ψ3, . . . ) 7−→ (0, ψ1,−N∗ι∗1ψ1, ψ3,−N∗ι∗1ψ3, . . . )
is an isomorphism of the cochain complexes
(
TotII(CCodd,•),−b′∗
) ' (ker(P ), ∂CC ∣∣ker(P )) ⊂ (TotIICC, ∂CC).
Indeed, we have
∂CCZ(ψ1, ψ3, . . . ) = (0,−b′∗ψ1, N∗ψ1 − b∗N∗ι∗1ψ1,−(1− t∗)N∗ι∗1ψ1 − b′∗ψ3, . . . )
=
(
0,−b′∗ψ1,−N∗ι∗1(−b′∗ψ1),−b′∗ψ3, . . .
)
= Z(−b′∗)(ψ1, ψ3, . . . ).
Therefore, kerP is contractible, and the statement is implied by an argument with the
long exact sequence in homology.
Lemma B.2.8 (Connes’ cyclic bicomplexes are quasi-iso to their normalized versions).
Let A = (V, (µk), 1) be a strictly unital A∞-algebra. The projection p¯ and the inclusion ι¯
(see Definition B.2.3) induce the isomorphisms H(BC) ' H(BC) and H(B̂C∗) ' H(B̂C
∗
),
respectively.
Proof. It follows from CP4 using the spectral sequence associated to the vertical filtration.
In cohomology, we use (d) and (f) of Proposition B.2.1.
In homology, we have E˜sd = H(BC−s,−d, ∂v) for the reversed spectral sequence (see the
proof of Lemma B.2.5), and hence strong convergence is implied by Theorem B.2.1 from
the proof of Proposition B.2.1. Claim (e) of Proposition B.2.1 finishes the proof.
The following is based on [Lod92, Proposition 2.2.14] and its proof.
Lemma B.2.9 (Reduced Connes’ cyclic bicomplexes and cyclic homology are quas-iso).
Let A = (V, (µk), 1) be a strictly unital A∞-algebra. The projection pλ : BCred → D¯λ
to the first column modulo im(1 − t) is a chain map and induces an isomorphism
H(B̂Cred) ' H(D¯λ) (=: Hλ,red(A)). The inclusion ιλ : D¯∗λ → BC∗red into the first column
of BC∗red is a chain map and induces an isomorphism H(D¯∗λ) ' H(BC∗red).
Proof. We start with the cohomology. It is easy to see that ι1 induces ι∗1 : D∗redV → D∗redV
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and that for this map, we have
Z := ker ι∗1 = im ι∗1 ' D∗V¯ .
We consider the following diagonal filtration of BC∗red:
FsBC∗red :
Ds+2red D
s+1
red Z
s
Ds+1red Z
s 0
Zs 0 0
b∗
B¯∗
b∗
B¯∗
b∗
B¯∗
b∗
B¯∗
b∗
B¯∗
b∗
B¯∗
The first page of the corresponding spectral sequence consists of the columns
Es1 = H(grs TotI) = H
(
Zs
b∗−→ Ds+1red /Zs+1 B¯
∗−→ Zs b∗−→ · · · ),
where the cochain complex starts in degree s. Because ι∗1b∗ = −b′∗ι∗1 + (1 − t∗) and
B¯∗ = N∗ι∗1 on Dred, we have the commutative diagram
Zs Ds+1red /Z
s+1 Zs · · ·
Zs Zs Zs · · · .
b∗
1
B¯∗
ι∗1
b∗
1
1−t∗ N∗ 1−t∗
Therefore, the only non-zero terms of the first page are
Es,01 = Zs/ ker(1− t∗) = D¯sλ
with the differential d1 = b∗. This is precisely the first page of the canonical filtration
of D¯∗λ. The map induced by ιλ on the first page is the identity, and Proposition B.2.1
implies the rest.
The situation in homology is analogous. We consider the restriction ι1 : Dred → Dred
and the subspace
B := ker ι1 = im ι1.
The diagonal filtration is now
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FsBCred :
0 0 Bs
0 Bs Dreds−1
Bs D
red
s−1 Dreds−2
b
B¯
b
B¯
b
B¯
B¯ B¯
The reversed filtration r(F)s = F−s of the degree reversed cochain comples r(TotI)
satisfies
E˜s1 = H(r(F)s r(TotI)/ r(F)s+1 r(TotI))
= H(Dred−s−1/B−s−1
b←− B−s B¯←− Dred−s−1/B−s−1 b←− · · · )
where the first group has degree s. We have the commutative diagram
Dred−s−1/B−s−1 B−s Dred−s /B−s · · ·
B−s B−s B−s · · · ,
ι1
b
1
B¯
ι1
b
1−t N 1−t
and thus E˜s,01 = B−s/ im(1− t) = Dλ,red−s . The rest is as in the case of cohomology.
B.3. Final argument and remarks
We are finally in position to prove Proposition 3.3.13. Precisely as in the proof sketch,
we replace the unit-augmentation sequence (3.30), up to a quasi-isomorphism, by a short
exact sequence of normalized Connes’ cyclic bicomplexes.
Lemma B.3.1 (Short exact sequence of normalized Connes’ cyclic bicomplexes). Let
A = (V, (µj), 1, ε) be a strictly augmented strictly unital A∞-algebra. The short exact
sequences of bicomplexes
0 BC(R) BC(V ) BCred 0u p
red
and
0 BC∗red BC∗(V ) BC(R) 0
ιred u∗
270
B. Reduced cyclic homology of A-infinity-algebras
split. From this, we obtain the following isomorphisms:
H(BC) ' H(BCred)⊕Hλ(R), H(B̂C) ' H(B̂Cred)⊕Hλ(R),
H(BC∗) ' H(BC∗red)⊕H∗λ(R), H(B̂C
∗
) ' H(B̂C∗red)⊕H∗λ(R).
(B.9)
Proof. Because we have a strict unit and a strict augmentation, the maps u : DR→ DV
and ε : DV → DR satisfy ε ◦ u = 1. It follows that DV = ker ε⊕ im u. The same holds
for the induced maps u¯ : D¯R→ D¯V and ε¯ : D¯V → D¯R. We can now define the splitting
r : BC(V )→ BC(R) of the homological short exact sequence by projecting to ker ε¯ along
im u¯. It is easy to check that it is a morphism of bicomplexes. This dualizes “pointwisely”
to cohomology.
Because
(D¯R)i =
0 for i 6= 0,R for i = 0,
the bicomplex BC(R) is diagonal, and hence TotI and TotII are the same; both compute
Hλ(R) (using results from the previous sections). The same is true in cohomology. This
shows (B.9).
We summarize our results in Figure B.3. Having Hλ(A) ' Hλ,red(A)⊕Hλ(R), Propo-
sition 3.3.13 in Section 3.3 follows by dualization.
Questions B.3.2. (i) Suppose that V has bounded degrees and look at Figure B.3.
Does H(ĈC∗) ' H(CC∗) hold? Does H(BC∗) ' H(BC∗) hold?
(ii) Does Proposition 3.3.13 hold for homological unital and homological augmented
A∞-algebras? A strategy would be to construct a quasi-isomorphic strictly unital and
strictly augmented A∞-algebra. Does it exist?
(iii) How is it with the conditional and strong convergence of spectral sequences associ-
ated to different filtrations of bicomplexes from Definition B.2.3? Because of the simple
internal data, lots of them collapse.
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Hλ(A) H(ĈC) H(CC)
H(B̂C) H(BC)
H(B̂C) H(BC)
H(B̂Cred)⊕Hλ(R) H(BCred)⊕Hλ(R)
Hλ,red(A)⊕Hλ(R)
Lem. B.2.5
Lem. B.2.7
Lem. B.2.6
Lem. B.2.7
Lem. B.2.8
Lem. B.3.1
Lem. B.2.6
Lem. B.3.1
Lem. B.2.9
H(ĈC∗) H(CC∗) H∗λ
H(B̂C∗) H(BC∗)
H(B̂C
∗
) H(BC∗)
H(B̂C∗red)⊕H∗λ(R) H(BC∗red)⊕H∗λ(R)
H∗λ,red(A)⊕H∗λ(R)
Lem. B.2.7 Lem. B.2.7
Lem. B.2.5
Lem. B.2.8
Lem. B.3.1 Lem. B.3.1
Lem. B.2.9
Figure B.3.: Isomorphisms of (co)homologies for a strictly unital strictly augmented A∞-
algebra A on a graded vector space V . A solid line denotes an isomorphism
which is always valid and a dashed line an isomorphism which is valid
provided that the degrees of V are bounded. The dotted line denotes
the isomorphism obtained by dualizing the corresponding isomorphism in
homology under the assumptions that the degrees of V are bounded.
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canonical IBL-operations
The canonical IBL-operations q210 and q120 on cyclic cochains of an odd symplectic vector
space V have been defined in coordinates in [CFL15]. In Part I, we used Definition 3.4.1;
it takes and gives invariant objects but requires a choice of basis to describe the inner
“trace” mechanism. Example A.1.5 shows that an invariant definition can be obtained
from the invariant formalism for evaluation of ribbon graphs developed in Appendix A by
plugging in the algebraic Schwarz kernel of the identity as a propagator. In this appendix,
we ask the following question.
Question C.0.1. Do q210 and q120 arise as a combination of some natural operations
coming from the structure of Hochschild cochains on V or from odd symplectic geometry?
In Section C.1, we define a canonical Lie bracket [·, ·] on Hochschild cochains on V with
values in V (Definition C.1.2 and Proposition C.1.3), which comes from a natural pre-Lie
algebra structure which is visualized as grafting of trees (Equation (C.2), Figure C.1
and Lemma C.1.1). This is, in fact, the Gerstenhaber bracket from [Ger63]. Next, we
use the symplectic form to define the operator + which “lowers indices” (Equation C.3)
and show that it takes [·, ·] to a Lie bracket on cyclic cochains on V with values in R
(Definition C.1.5 and Proposition C.1.6). By writing down everything in coordinates, we
show that this Lie bracket is a degree shift of q210 (Proposition C.1.8). This answers
Question C.0.1 for q210.
In Section C.2, we relate the cobracket q120 to the canonical BV-operator ∆sym
on “functions” on an odd symplectic vector space (Proposition C.2.4). We do it by
rewriting q120 in terms of certain double derivative operators on the tensor algebra, which
are associated to a given basis (Definition C.2.2). We prove that both definitions are
equivalent (Proposition C.2.5). The BV-operator ∆sym can be defined geometrically
(see [DJP19]), and the cobracket q120 is a factorization of an extension of ∆sym to cyclic
invariants with respect to the cyclic shuffle product. We do not know whether this
characterization determines q120 uniquely, and hence Question C.0.1 for q120 remains
open (see Questions C.2.6 for a list of related questions). This section was stimulated by
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a discussion with J. Pullman and L. Peksová at a winter school in Srní, 2019.
C.1. Bracket and grafting of trees
Let V be a Z-graded vector space. We define the weight-graded vector spaces
LV :=
∞⊕
k=0
Hom(V ⊗k, V ) and L¯V :=
∞⊕
k=1
Hom(V ⊗k, V ), (C.1)
where Hom denotes the graded vector space generated by homogenous morphisms. The
latter space is the weight-reduced version of the former (see Definition 3.1.1).
For homogenous ψ1 ∈ Hom(V ⊗k1 , V ), ψ2 ∈ Hom(V ⊗k2 , V ) with k1, k2 ∈ N and vectors
v1, . . . , vk1+k2−1 ∈ V , we define1
(ψ1 ∗ ψ2)(v1 · · · vk1+k2−1)
:=
k1∑
i=1
(−1)ψ2(v1+···+vi−1)ψ1(v1 · · · vi−1ψ2(vi · · · vk2+i−1)vk2+i · · · vk1+k2−1).
(C.2)
Here and almost everywhere in this section, we suppress writing the tensor product. We
recall that we use the same symbol v to denote both a homogenous vector and its degree
in the exponent. From (C.2), we get a bilinear operation
∗ : LV ⊗ LV −→ LV,
which preserves the degree and decreases the weight by 1. It can be visualized as grafting
of trees (see Figure C.1).
Lemma C.1.1 (Pre-Lie algebra). Let V be a graded vector space. The pair (LV, ∗) is a
graded pre-Lie algebra with respect to the degree, i.e., it holds
(ψ1 ∗ ψ2) ∗ ψ3 − ψ1 ∗ (ψ2 ∗ ψ3) = (−1)ψ2ψ3
[
(ψ1 ∗ ψ3) ∗ ψ2 − ψ1 ∗ (ψ3 ∗ ψ2)
]
for all homogenous ψ1, ψ2, ψ3 ∈ LV .
Proof. In the following computations, U denotes a tensor product of homogenous vectors
from the vector space V and Ui denotes a part of a decomposition of V , i.e., U = U1 · · ·Uk.
1If k1 = 0 or k2 = 0, we define ∗ to be 0.
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ψ1
ψ2
Figure C.1.: The Gerstenhaber bracket as grafting of trees.
We compute schematically
(
(ψ1 ∗ ψ2) ∗ ψ3
)
(U) =
∑
(−1)ψ3(U1+U2+U3)+ψ2U1ψ1(U1ψ2(U2)U3ψ3(U4)U5)
+
∑
(−1)ψ3U1+ψ2(U1+U2+U3+ψ3)ψ1(U1ψ3(U2)U3ψ2(U4)U5)
+
∑
(−1)ψ3(U1+U2)+ψ2U1ψ1(U1ψ2(U2ψ3(U3)U4)U5)
and
(
ψ1 ∗ (ψ2 ∗ ψ3)
)
(U) =
∑
(−1)(ψ2−ψ3)U1+ψ3U2ψ1(U1ψ2(U2ψ3(U3)U4)U5).
Therefore, we have
[(
(ψ1 ∗ ψ2) ∗ ψ3
)− (ψ1 ∗ (ψ2 ∗ ψ3))](U)
=
∑
(−1)ψ3(U1+U2+U3)+ψ2U1ψ1(U1ψ2(U2)U3ψ3(U4)U5)
+
∑
(−1)ψ3U1+ψ2(U1+U2+U3+ψ3)ψ1(U1ψ3(U2)U3ψ2(U4)U5)
= (−1)ψ2ψ3
[∑
(−1)ψ2(U1+U2+U3)+ψ3U1ψ1(U1ψ3(U2)U3ψ2(U4)U5)
+
∑
(−1)ψ2U1+ψ3(U1+U2+U3+ψ2)ψ1(U1ψ2(U2)U3ψ3(U4)U5)
]
= (−1)ψ2ψ3[((ψ1 ∗ ψ3) ∗ ψ2)− (ψ1 ∗ (ψ3 ∗ ψ2))](U).
This finishes the proof.
Definition C.1.2 (Canonical Lie algebra on Hochschild cochains). Let V be a graded
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vector space. For all ψ1, ψ2 ∈ LV , we define the bracket by
[ψ1, ψ2] := ψ1 ∗ ψ2 − (−1)ψ1ψ2ψ2 ∗ ψ1.
It is called the Gerstenhaber bracket.
Proposition C.1.3 (Canonical Lie algebra on Hochschild cochains). In the situation of
Definition C.1.2, the pair (LV, [·, ·]) is a graded Lie algebra with bracket [·, ·] of degree 0
and weight −1.
Proof. The proof is standard.
Let 〈·, ·〉 : V ⊗ V → R be a homogenous bilinear form of degree −n. This means that
〈v1, v2〉 6= 0 =⇒ v1 + v2 = n.
To every ψ ∈ Hom(V ⊗k, V ), we associate ψ+ ∈ Hom(V ⊗k+1,R) defined for all v1, . . . ,
vk+1 ∈ V by the formula
ψ+(v1 · · · vk+1) := 〈ψ(v1 · · · vk), vk+1〉. (C.3)
We define the weight-graded vector spaces
L+V :=
∞⊕
k=0
Hom(V ⊗k,R) and L¯+V :=
∞⊕
k=1
Hom(V ⊗k,R). (C.4)
We use here the cohomological grading convention; i.e., ψ ∈ L+V has degree d and
weight k if and only if for all homogenous v1, . . . , vk ∈ V , the following implication holds:
ψ(v1 · · · vk) 6= 0 =⇒ v1 + · · ·+ vk = d.
We say that ϕ ∈ LV is cyclically symmetric if
ϕ(v1 · · · vk) = (−1)vk(v1+···+vk−1)︸ ︷︷ ︸
=:ε(v1···vk,vkv1···vk−1)
ϕ(vkv1 · · · vk−1)
for all homogenous v1, . . . , vk ∈ V . We define the weight-graded vector spaces
L+cycV := {ϕ ∈ L+V | ϕ is cyclically symmetric} and
LcycV := {ψ ∈ LV | ψ+ ∈ L+cycV },
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and similarly for the reduced versions. Formula (C.3) defines the following linear maps
of weight +1:
+ : LV L¯+V
+ := +
∣∣
LcycV : LcycV L¯
+
cycV
(C.5)
This might be related to Remark 3.3.2 about weight-reduced bar complexes.
Because L+V has the cohomological grading and LV the standard grading for homoge-
nous maps, + is not homogenous; instead, it satisfies
|ψ+| = n− |ψ|.
It is also useful to note that if ψ+(v1 · · · vk+1) 6= 0, then
ε(v1 · · · vk+1, vk+1v1 · · · vk) = (−1)vk+1(ψ+−1) = (−1)vk+1(ψ−n−1).
Lemma C.1.4 (Restriction of Lie bracket to cyclic invariants). Let V be a graded vector
space and 〈·, ·〉 : V ⊗ V → R a homogenous bilinear form of degree −n which is graded
antisymmetric. This means that for all homogenous v1, v2 ∈ V , we have
〈v1, v2〉 = (−1)1+v1v2〈v2, v1〉.
Then the Lie bracket [·, ·] on LV satisfies [LcycV,LcycV ] ⊂ LcycV , and thus it restricts to
the Lie bracket (which we denote by the same symbol)
[·, ·] : LcycV ⊗ LcycV −→ LcycV.
Proof. For any homogenous v1, . . . , vk1+k2 ∈ V , we compute
〈[ψ1, ψ2](v1, . . . , vk1+k2−1), vk1+k2〉
=
k1∑
i=1
(−1)ψ2(v1+···+vi−1)〈ψ1(v1 · · · vi−1ψ2(vi · · · vi+k2−1)vi+k2 · · ·
vk1+k2−1), vk1+k2〉 − (−1)ψ1ψ2
k2∑
j=1
(−1)ψ1(v1+···+vj−1)〈ψ2(v1 · · ·
vj−1ψ1(vj · · · vj+k1−1)vj+k1 · · · vk1+k2−1)), vk1+k2〉
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= (−1)vk1+k2 (v1+···vk1+k2−1)[k1−1∑
i=1
(−1)ψ2(vk1+k2+v1+···+vi−1)〈ψ1(vk1+k2v1 · · ·ψ2(vi · · · vi+k2−1)
vi+k2 · · · vk1+k2−2), vk1+k2−1〉+ (−1)ψ2(v1+···+vk1−1)+vk1+k2ψ2
〈ψ1(vk1+k2v1 · · · vk1−1), ψ2(vk1 · · · vk1+k2−1)〉
− (−1)ψ1ψ2
(k2−1∑
j=1
(−1)ψ1(vk1+k2+v1+···+vj−1)〈ψ2(v1 · · ·ψ1(vj · · ·
vj+k1−1)vj+k1 · · · vk1+k2−1)), vk1+k2〉+ (−1)ψ1(v1+···+vk2−1)+vk1+k2ψ1
〈ψ2(vk1+k2v1 · · · vk2−1), ψ1(vk2 , · · · , vk1+k2−1)〉
)]
.
Using graded antisymmetry, we have for the last summand in square brackets
(−1)ψ1(v1+···+vk2−1+vk1+k2 )〈ψ2(vk1+k2v1 · · · vk2−1), ψ1(vk2 , · · · , vk1+k2−1)〉
= (−1)1+ψ1ψ2+(ψ2+vk1+k2+v1+···+vk2−1)(vk2+···+vk1+k2−1)
〈ψ1(vk2 · · · vk1+k2−1), ψ2(vk1+k2v1 · · · vk2−1)〉
= (−1)1+ψ1ψ2〈ψ1(ψ2(vk1+k2v1 · · · vk2−1)vk2 · · · vk1+k2−2), vk1+k2−1〉
and similarly for the second summand
(−1)ψ2(v1+···+vk1−1+vk1+k2 )〈ψ1(vk1+k2v1 · · · vk1−1), ψ2(vk1 · · · vk1+k2−1)〉
= (−1)1+ψ1ψ2〈ψ2(ψ1(vk1+k2v1 · · · vk1−1)vk1 · · · vk1+k2−2), vk1+k2−1〉.
Therefore, the square bracket equals
〈[ψ1, ψ2](vk1+k2v1 · · · vk1+k2−2), vk1+k2−1〉
and the lemma is proven.
The horizontal arrows in (C.5) become isomorphisms provided that 〈·, ·〉 is non-
degenerate (injectivity) and V is of finite type (surjectivity). Therefore, the following
definition is possible.
Definition C.1.5 (Candidate for IBL-product). Let V be a graded vector space of finite
type, and let 〈·, ·〉 : V ⊗ V → R be a non-degenerate homogenous graded antisymmetric
bilinear form of degree −n. Let ν be a formal symbol of degree n realizing the degree shift
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by −n. We define the operation
q∗210 : (L¯+cycV )[−n]⊗ (L¯+cycV )[−n] −→ (L¯+cycV )[−n]
for all ψ1, ψ2 ∈ LcycV by
q∗210(νψ+1 ⊗ νψ+2 ) := ν[ψ2, ψ1]+.
Proposition C.1.6 (Candidate for IBL-product). In the situation of Definition C.1.5,
the pair ((L¯+cycV )[−n], q∗210) is a graded Lie algebra with the bracket q∗210 of degree −2n
and weight −2.
Proof. As for the degree, we have
|ν[ψ2, ψ1]+| = n+ |[ψ2, ψ1]+|
= n− |[ψ2, ψ1]|+ n
= n− |ψ1| − |ψ2|+ n
= n+ |ψ+1 |+ |ψ+2 | − n
= −n+ |νψ+1 |+ |νψ+2 | − n
= |νψ+1 |+ |νψ+2 | − 2n.
The weights are clear. As for the graded anticommutativity, we have
q∗210(νψ+2 ⊗ νψ+1 ) = ν[ψ1, ψ2]+
= −(−1)ψ1ψ2ν[ψ2, ψ1]+
= −(−1)|νψ1||νψ2|q∗210(νψ+1 ⊗ νψ+2 ),
where we used that
|νψ+| = n+ |ψ+| = n+ n− |ψ| = 2n− |ψ|.
From the same reason, the graded Jacobi identity for q∗210 is implied by the graded Jacobi
identity for [·, ·].
In the situation of Definition C.1.5, let (ei) be a basis of V , and let (ei) be the dual
basis of V such that 〈ei, ej〉 = δji . To an index i, we will assign the degree of ei, so that,
e.g., we can write (−1)i instead of (−1)ei . We will also use the Einstein summation
convention.
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We define the coordinates
gij = 〈ei, ej〉,
gij = 〈ei, ej〉,
ψ(ei1 · · · eik1 ) = ψii1···ik1ei,
ψ+(ei1 · · · eik1+1) = ψi1···ik1+1 ,
where ψ ∈ LV and ψ+ ∈ L+V . It holds
gij = (−1)ij+1gji, gij = (−1)ij+1gji and gikgjk = δji .
Equation (C.3) is now equivalent to
ψii1···ik1giik1+1 = ψi1···ik1+1 , or to ψ
i
i1···ik1 = ψi1···ik1kg
ik. (C.6)
We define the operation µ : (L¯+cycV )⊗2 → L¯+cycV for ϕ1 ∈ Homcyc(V k1+1,R), ϕ2 ∈
Homcyc(V ⊗k2+1,R) with k1, k2 ∈ N0 such that k1 + k2 ≥ 1 in coordinates by the formula
µ(ϕ1 ⊗ ϕ2)i1···ik1+k2 :=
∑
i,j
k1+k2∑
c=1
ε(i1 · · · ik1+k2 , ic · · · ic−1)(−1)(ϕ1−i)j
(−1)igij(ϕ1)iic···ic+k1−1(ϕ2)jic+k1 ···ic−1 .
(C.7)
Remark C.1.7 (Comparison to [CFL15]). In order to compare µ from (C.7) to µ
from [CFL15, Section 10] (and to the definition of q210 from Section 3.4), we must
make the replacements
V 7→ V [1], n 7→ n− 2 and L¯+cycV 7→ B∗cycV.
Then q210 and q∗210 : (B∗cycV )[2 − n]⊗2 → (B∗cycV )[2 − n] clearly have the same degree
2(2− n).2 Also, ϕ1j + ij is precisely the sign needed to move j over ic · · · ic+k1−1. We
also recall the identification of B∗cycV with the weight-graded dual (BcycV )∗wg from
Remark 3.3.5 and remind that BcycV and B∗cycV were defined to be weight-reduced in
order to ease the terminology and notation (see Definition 3.3.1). C
The equality q∗210 = q210 is obtained from the next proposition (c.f., Remark C.1.7).
2The degree of q210 on tensor powers of C = B∗cycV [2− n], is obtained from the degree on EC = S(C[1])
in Definition 3.4.1 by substracting 1 (and by adding 1 for the cobracket).
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Proposition C.1.8 (Equivalence of definitions of IBL-product). Let V be a graded vector
space of finite type, and let 〈·, ·〉 : V ⊗ V → R be a non-degenerate homogenous graded
antisymmetric bilinear form of degree −n. Then the operation q∗210 : (L+cycV )[−n]⊗2 →
(L+cycV )[−n] defined invariantly in Definition C.1.5 is a degree shift of the operation µ :
(L¯+cycV )⊗2 → L¯+cycV defined in coordinates above. More precisely, for all ϕ1, ϕ2 ∈ L¯+cycV ,
it holds
q∗210(ν2ϕ1 ⊗ ϕ2) = νµ(ϕ1 ⊗ ϕ2) in (L¯+cycV )[−n].
Proof. Consider ψ1, ψ2 ∈ LcycV with k1, k2 inputs, respectively. Writing the definition
of [·, ·] in coordinates, we get
[ψ1, ψ2]ii1···ik1+k2−1
=
k1∑
j=1
(−1)ψ2(i1+···+ij−1)(ψ1)ii1···ij−1kij+k2 ···ik1+k2−1(ψ2)
k
ij ···ij+k2−1
+
k2∑
j=1
(−1)ψ1(i1+···+ij−1+ψ2)+1(ψ2)ii1···ij−1kij+k1 ···ik1+k2−1(ψ1)
k
ij ···ij+k1−1 .
Using (C.6) and the cyclic symmetry of ψ+1 and ψ+2 , we compute
[ψ1, ψ2]i1···ik1+k2
= [ψ1, ψ2]ii1···ik1+k2−1giik1+k2
=
k1∑
j=1
(−1)ψ2(i1+···+ij−1)(ψ1)i1...ij−1kij+k2 ...ik1+k2 (ψ2)
k
ij ...ij+k2−1
+
k2∑
j=1
(−1)ψ1(i1+···+ij−1+ψ2)+1(ψ2)i1...ij−1kij+k1 ...ik1+k2 (ψ1)
k
ij ...ij+k1−1
=
k1∑
j=1
(−1)ψ2(i1+···+ij−1)gab(ψ1)i1...ij−1aij+k2 ...ik1+k2 (ψ2)ij ...ij+k2−1b
+
k2∑
j=1
(−1)ψ1(i1+···+ij−1+ψ2)+1gab(ψ2)i1...ij−1aij+k1 ...ik1+k2 (ψ1)ij ...ij+k1−1b
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=
k1∑
j=1
(−1)ψ2(i1+···+ij−1)+(i1+···+ij−1)(ψ1−n−1)+b(ψ2−n−1)︸ ︷︷ ︸
=:ε1
gab(ψ1)aij+k2 ···ik1+k2 i1···ij−1(ψ2)bij ···ij+k2−1
+
k2∑
j=1
(−1)ψ1(i1+···+ij−1+ψ2)+1+(i1+···+ij−1)(ψ2−n−1)+a(ψ1−n−1)+ab+1︸ ︷︷ ︸
=:ε2
gab(ψ1)aij ···ij+k1−1(ψ2)bij+k1 ···ik1+k2 i1···ij−1 .
Notice that the lower indices i1, . . . , ik1+k2 appear in cyclic permutations. The first
sum consists of cyclic permutation starting with ik2+1 and going up to ik1+k2+1, and the
second sum consists of cyclic permutations starting with i1 and going up to ik2 ; hence,
all cyclic permutations appear, and it just remains to check the signs. We see that
ε1 = (−1)ψ2(i1+···+ij−1)+(i1+···+ij−1)(ψ1−n−1)+b(ψ2−n−1)
= (−1)(i1+···+ij−1+ψ2−n−b)(ψ1−n−a+ψ2−n−b−1)︸ ︷︷ ︸
=ε(i1···ik1+k2 ,ij+k2 ···ik1+k2 i1···ij+k2−1)
(−1)b(ψ1−n−a)(−1)a
(−1)n(ψ1−n)+ψ2ψ1
and
ε2 = (−1)ψ1(i1+···+ij−1+ψ2)+(i1+···+ij−1)(ψ2−n−1)+a(ψ1−n−1)+ab
= (−1)(i1+···+ij−1)(ψ1−n−a+ψ2−n−b−1)︸ ︷︷ ︸
=ε(i1···ik1+k2 ,ij ···ik1+k2 i1···ij−1)
(−1)b(ψ1−n−a)(−1)a
(−1)n(ψ1−n)+ψ1ψ2 .
This finishes the proof.
C.2. Cobracket and odd symplectic geometry
We start with a remark about the naive dualization of the bracket on the dual.
Remark C.2.1 (Naive dualization). If we ignore the fact that the dualization of spaces
like LV is problematic and we might not get (LV ∗g)∗g ' LV ,3 a naive way to obtain a
cobracket δ¯ : LV → LV ⊗ LV would be to dualize the canonical bracket [·, ·]∗ : LV ∗g ⊗
LV ∗g → LV ∗g from the previous section (replacing V by V ∗g). Because w([·, ·]∗) = −1,
3It holds V ' (V ∗g)∗g provided that V is of finite type. The tensor product of graded vector spaces
of finite type is also of finite type provided that the grading is non-negative. Moreover, one has to
require that W 0 = W 1 = 0 for W for which V = W [1] or take suitable completions with respect to
weights in order to deal with arbitrary long tensor products in the same degree in the dual of LV .
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the dual would have w(δ¯) = 1, where w denotes the weights. However, the IBL-cobracket
has w(q120) = −2 (see Definition 3.4.1), and hence
w
((
(+)−1 ⊗ (+)−1) ◦ q120 ◦ +) = w(q120)− 1 = −3 6= 1 = w(δ¯),
where the map + : LV → L+V of weight +1 was defined in (C.5). It might be interesting
to write down the coordinate expression for such δ¯ which comes from q120 and study its
origin and properties on LV . C
In the following definition, we will use the terms “cobracket” and “BV-operator” to
denote some operations without actually knowing that they satisfy the corresponding
relations (see Questions C.2.6 at the end of this section).
Definition C.2.2 (Hochschild cobracket and BV-operator). Let V be a graded vector
space, let (ei) ∈ V be its homogenous basis, and let (ηi) ⊂ V ∗g be the dual basis, i.e., it
holds ηi(ej) = δij. We denote by T(V ∗g) the tensor algebra over V ∗g and consider its
basis η⊗I := ηi1 ⊗ · · · ⊗ ηik for all multiindices I = (i1, . . . , ik).
For each i, j, we define the cyclic double derivative Derij : T(V ∗g) −→ T(V ∗g)⊗T(V ∗g)
on the basis by the following formula, which we explain below:
Derij(η⊗I) :=
∑
(i,j)∈I
∑
c1∈Scyck1
c2∈Scyck2
1
k1
1
k2
ε(I, ijIc11 I
c2
2 )
(
η⊗I
c1
1 ⊗ η⊗Ic22 ) (C.8)
The first sum is over all pairs of indices (i, j) at two distinct positions in I. We consider
the cyclic order on positions in I (of length k) starting from the left and define I1 and I2
as the substrings between i and j (of length k1) and between j and i (of length k2),
respectively. We include neither i nor j in I1 or I2, i.e., k = k1 + k2 + 2. The second
sum is an average over all cyclic permutations c1 and c2 of I1 and I2, respectively. As
usual, ε stands for the Koszul sign and i has the degree of ei. If k1 or k2 vanishes, we
replace the average over c1 or c2, respectively, by 1 and set η∅ = 1.
On T(V ∗g), we consider the shuffle product µsh : T(V ∗g)⊗ T(V ∗g)→ T(V ∗g) which is
defined by
µsh(η⊗I1 , η⊗I2) :=
∑
µ∈Sk1,k2
k1!k2!
(k1 + k2)!
ε(I1I2, µ(I1I2))η⊗µ(I1I2),
where k1 and k2 are the lengths of I1 and I2, respectively, and Sk1,k2 denotes the shuffle
permutations.
If V is of finite type and 〈·, ·〉 is a non-degenerate homogenous bilinear form on V , we
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consider the coordinates gij = 〈ei, ej〉, where (ei) ⊂ V is the basis such that 〈ei, ej〉 = δij.
We define the Hochschild cobracket ζH : T(V ∗g)→ T(V ∗g)⊗ T(V ∗g) by
ζH =
1
2
∑
i,j
(−1)eigijDerij (C.9)
and the Hochschild BV-operator ∆H : T(V ∗g)→ T(V ∗g) by
∆H := µsh ◦ ζH. (C.10)
It is easy to check that the definitions of µsh, ζH and ∆H do not depend on the choice
of the basis (ei) of V .
We denote by T(V ∗g)cyc the subspace of cyclic invariants of T(V ∗g) and by T(V ∗g)sym
the subspace of symmetric invariants. We consider the cyclization map picyc : T(V ∗g)→
T(V ∗g)cyc and the symmetrization map pisym : T(V ∗g)→ T(V ∗g)sym; they are defined by
the averages
picyc(η⊗I) =
∑
c∈Scyc
k
1
k
ε(I, Ic)η⊗Ic and
pisym(η⊗I) =
∑
σ∈Sk
1
k!ε(I, I
σ)η⊗Iσ ,
respectively, where k is the length of I (if k = 0, we have η∅ = 1 and picyc(1) := 1).
We denote by pcyc the projection to cyclic coinvariants and by psym the projection to
symmetric coinvariants.
Definition C.2.3 (Cyclic and symmetric versions). In the situation of Definition C.2.2,
we define the cyclic and symmetric versions of the operations Derij, ζH, µsh and ∆H
by precomposing with the inclusions ιcyc : T(V ∗g)cyc → T(V ∗g) and ιsym : T(V ∗g)sym →
T(V ∗g) and postcomposing with the projections picyc : T(V ∗g) → T(V ∗g)cyc and pisym :
T(V ∗g)→ T(V ∗g)sym, respectively. In formulas, we have
Dcycij := (picyc ⊗ picyc) ◦Derij ◦ ιcyc, Dsymij := (pisym ⊗ pisym) ◦Derij ◦ ιsym,
ζcyc := (picyc ⊗ picyc) ◦ ζH ◦ ιcyc, ζsym := (pisym ⊗ pisym) ◦ ζH ◦ ιsym,
µcyc := picyc ◦ µsh ◦ (ιcyc ⊗ ιcyc), µsym := pisym ◦ µsh ◦ (ιsym ⊗ ιsym),
∆cyc := picyc ◦∆H ◦ιcyc, ∆sym := pisym ◦∆H ◦ιsym.
(C.11)
Proposition C.2.4 (Hochschild, cyclic and symmetric operations). In the situation of
Definition C.2.3, we consider for every multiindex I the linear functional αI : TV → R
284
C. Towards an invariant definition of canonical IBL-operations
given with respect to the basis e⊗J by
αI(e⊗J) := ε(I, J).
We set
αIsym =
∑
σ∈Sk
1
k!ε(I, I
σ)αIσ and αIcyc =
∑
c∈Scyc
k
1
k
ε(I, Ic)αIc .
We define the monomorphisms I, Icyc and Isym by
TV ∗g L+V : η⊗I αI ,
(TV ∗g)cyc L+cycV : picyc(η⊗I) αIcyc,
(TV ∗g)sym L+symV : pisym(η⊗I) αIsym.
I
Icyc
Isym
(C.12)
The vertical arrows are inclusions and the diagram commutes. Moreover, I, Icyc and Isym
become isomorphisms provided that V is of finite type with non-negative degrees. In this
case, we transfer the operations and obtain the following commutative diagram:
∆H : L+V L+V ⊗ L+V L+V
∆cyc : L+cycV L+cycV ⊗ L+cycV L+cycV
∆sym : L+symV L+symV ⊗ L+symV L+symV.
ζH µsh
ζcyc µcyc
ζsym µsym
(C.13)
The following formulas hold:
ζcyc(αIcyc) =
1
2
∑
i,j
(−1)eigij
∑
(i,j)∈I
ε(I, ijI1I2)(αI1cyc ⊗ αI2cyc),
µsym(αI1sym, αI2sym) = αI1I2sym ,
∆sym(αIsym) =
1
2
∑
i,j
(−1)eigij
∑
(i,j)∈I
ε(I, ijI1I2)αI1I2sym .
(C.14)
Proof. The commutativity of (C.12) is clear from the definitions. The commutativity
of (C.13) is equivalent to the commutativity of the same diagram with L+V , L+cycV ,
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L+symV replaced by T(V ∗g), T(V ∗g)cyc, T(V ∗g)sym, respectively. This commutativity then
follows from the defining relations (C.11) if we show the following inclusions:
(1) Derij(T(V ∗g)cyc) ⊂ T(V ∗g)cyc ⊗ T(V ∗g)cyc,
(2) Derij(T(V ∗g)sym) ⊂ T(V ∗g)sym ⊗ T(V ∗g)sym,
(3) µsh(T(V ∗g)cyc ⊗ T(V ∗g)cyc) ⊂ T(V ∗g)cyc,
(4) µsh(T(V ∗g)sym ⊗ T(V ∗g)sym) ⊂ T(V ∗g)sym.
Inclusion (1) is clear from (C.8). In fact, it holds even Derij(T(V ∗g)) ⊂ T(V ∗g)cyc ⊗
T(V ∗g)cyc. As for inclusion (2), we have
Derij
(
pisym(η⊗I)
)
=
∑
σ∈Sk
1
k!
∑
(i,j)∈Iσ
∑
c1∈Scyck1
c2∈Scyck2
1
k1
1
k2
ε(I, ijIσc11 I
σc2
2 )η⊗I
σc1
1 ⊗ η⊗Iσc22 .
A pair (σ1, σ2) ∈ Sk1×Sk2 induces a bijection of the domain of summation, which consists
of the elements σ, (i, j), c1, c2, by keeping (i, j), c1, c2 fixed and defining a new σ˜ by
altering σ to compensate for the effect of (σ1, σ2). The signs fit since we only consider
the Koszul sign. Therefore, we have
(σ1 ⊗ σ2)Derij
(
pisym(η⊗I)
)
= Derij
(
pisym(η⊗I)
)
,
and (2) follows. As for (3), we have
µsh
(
picyc(η⊗I1), picyc(η⊗I2)
)
=
∑
µ∈Sk1,k2
k1!k2!
(k1 + k2)!
∑
c1∈Scyck1
c2∈Scyck2
1
k1
1
k2
ε(I1I2, µ(Ic11 , I
c2
2 ))η⊗µ(I
c1
1 ,I
c2
2 ).
A permutation c ∈ Sk again induces a bijection of the domain of summation, which
consists of the elements µ, c1, c2. A similar argument holds for (4).
We now derive (C.14). Because
Derij(αIcyc) =
∑
(i,j)∈I
ε(I, ijI1I2)αI1cyc ⊗ αI2cyc,
the formula for ζcyc is clear. As for ∆sym, because µsym = pisym◦µcon for the concatenation
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product µcon(η⊗I1 , η⊗I2) = η⊗I1I2 , we have
(µsym ◦Derij)(pisym
(
η⊗I)
)
=
∑
σ∈Sk
1
k!
∑
(i,j)∈Iσ
∑
c1∈Scyck1
c2∈Scyck2
1
k1
1
k2
pisym
(
ε(I, ijIσc11 I
σc2
2 )η⊗I
σc1
1 I
σc2
2
)
=
∑
(i,j)∈I
ε(I, ijI1I2)pisym(η⊗I1I2),
where we used that pisym ◦ σ = pisym for every permutation σ. The formula for ∆sym
follows. The formula for µsym is also clear.
In the formula (C.14) for ∆sym, we recognize the canonical BV-operator on SV ∗g
from [DJP19, Definition 4].4
We will now relate ζcyc to q120. The steps are similar to Section C.1. We define the
coproduct q∗120 : (L+cycV )[−n]→ (L+cycV )[−n]⊗2, where −n is the degree of 〈·, ·〉, by
q∗120(νϕ) = ν2ζcyc(ϕ) for all ϕ ∈ L+cycV, (C.15)
where ν is a formal symbol of degree n.
For ϕ ∈ Homcyc(V ⊗k,R) with k ≥ 4, we define (δϕ) ∈ (L¯+cycV )⊗2 using the coordinates
ϕI := ϕ(e⊗I) and (δϕ)I1;I2 = (δϕ)(e⊗I1 ⊗ e⊗I2) (C.16)
by
(δϕ)I1;I2 :=
∑
c1∈Scyck1
c2∈Scyck2
∑
i,j
(−1)eigijε(I1, Ic1)ε(I2, Ic2)(−1)ejI1ϕiIc11 jIc22 . (C.17)
We set δϕ = 0 for k ≤ 3. In order to obtain (δϕ) ∈ (L¯+cycV )⊗2, we use the embedding
(L+cycV )⊗k ⊂ (TV )⊗k∗ from Remark 3.3.5. Note that we can also use the canonical
identification (TV/cyc)∗wg ' L+cycV and work with the cyclic words eI := pcyc(e⊗I)
instead. We see that (C.17) is precisely the defining equation [CFL15, Equation (10.6)]
for the IBL-cobracket δ : L¯+cycV → (L¯+cycV )⊗2, and q120 : (L¯+cycV )[−n]→ (L¯+cycV )[−n]⊗2
is the degree shift of δ.
The equality q∗120 = q120 on the reduced part is obtained from the next proposition
(c.f., Remark C.1.7 for the translation from the L¯+cyc- to the B∗cyc-notation).
4In fact, they work on a bigger “algebra of functions” on V , which is a completion of SV ∗g with respect
to a suitable filtration. Their statement is that the algebra of functions on an odd symplectic vector
space carries a canonical BV-operator. It is given by the divergence of the Hamiltonian vector field.
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Proposition C.2.5 (Equivalence of definitions of IBL-cobracket). Let V be a graded
vector space of finite type, and let 〈·, ·〉 be a non-degenerate homogenous bilinear form of
degree −n. For every ϕ ∈ L¯+cycV , it holds
q∗120(νϕ) = ν2δϕ in (L¯+cycV )[−n]⊗2.
Proof. We consider the basis (αIcyc) of L+cycV from Proposition C.2.4. Given ϕ ∈ L+cycV ,
we can write ϕ = ∑I 1|I|ϕIαIcyc, where we sum over all multiindices I and ϕI ∈ R are
coefficients cyclically symmetric in I. For every I of length k, we have
ϕ(e⊗I) =
∑
c∈Scyc
k
1
k
ϕIcα
Ic
cyc(e⊗I) =
∑
c∈Scyc
k
1
k
ϕIcε(Ic, I) = ϕI ,
and hence ϕI correspond to the coefficients (C.16). Using (C.14), we compute
ζcyc(ϕ) =
1
2
∑
I
∑
(i,j)∈I
1
|I|ϕI(−1)
eigijε(I, ijI1I2)αI1cyc ⊗ αI2cyc
= 12
∑
J
∑
c∈Scyc|J|
∑
j∈J\{j1}
1
|J |ϕJc(−1)
ej1gj1j(−1)jJ1ε(J, Jc)αJ1cyc ⊗ αJ2cyc
= 12
∑
J
∑
j∈J\{j1}
ϕJ(−1)ej1gj1j(−1)jJ1αJ1cyc ⊗ αJ2cyc
=
∑
J1,J2
(1
2
∑
i,j
(−1)eigij(−1)jJ1ϕiJ1jJ2
)
︸ ︷︷ ︸
=:(∗)J1;J2
αJ1cyc ⊗ αJ2cyc.
On the second line, we used the bijection of the summation domains consisting of I,
(i, j), resp. J , c, b, which assigns to I its cyclic permutation J such that the position of i
corresponds to the first position of J , i.e., it holds j1 = i. On the third line, we used
that ϕI are cyclic symmetric, and on the fourth line, we just rewrote the summation
using J = iJ1jJ2. We now relate (∗)J1;J2 to (δϕ)J1;J2 . We compute (notice that there is
no Koszul sign from the application of the tensor product, c.f., Remark 3.3.5)
ζcyc(ϕ)(eI1 ⊗ eI2) =
( ∑
c1∈Scyck1
c2∈Scyck2
(∗)Ic11 ;Ic22 α
I
c1
1cyc ⊗ αI
c2
2cyc
)
(eI1 ⊗ eI2)
=
∑
c1∈Scyck1
c2∈Scyck2
ε(Ic11 , I1)ε(I
c2
2 , I2)(∗)Ic11 ;Ic22
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= (δϕ)J1;J2 .
This shows the proposition.
Questions C.2.6. (i) Are (L+cycV,∆cyc, µcyc) and (L+V,∆H, µsh) also BV-algebras like
(L+symV,∆sym, µsym)? Recall the 2nd-derivative identity (or the ”seven term identity”)
which is used to define a BV-algebra:
∆(abc) = ∆(ab)c+ (−1)a(b+c) ∆(bc)a+ (−1)bc ∆(ac)b
−∆(a)bc− (−1)ab ∆(b)ac− (−1)c(a+b) ∆(c)ab.
(C.18)
It clearly uses associativity (and in this form also commutativity). It is a known fact
that µsh is both associative and commutative (see [Lod92]). Therefore, the question
for ∆H makes sense. However, µcyc might not be associative (is it?), and hence ∆cyc
might not be a BV-operator in the classical sense. Is it possible to define a second order
derivative, and hence the notion of a BV-operator, on a non-associative algebra?
(ii) Do the factorizations ∆cyc = µcyc ◦ ζcyc, resp. ∆sym = µsym ◦ ζsym define ζcyc,
resp. ζsym uniquely? Do other BV-operators factorize like this? Is ζsym a cobracket and
is there a bracket on “symmetric Hochschild cochains” inducing a bialgebra structure
on L+symV ?
(iii) Are the new operations chain maps with respect to b and b + d?
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D. Filtered IBL-infinity-algebras as filtered
MV-algebras
In this appendix, we want to understand the BV-formalism for IBL∞-algebras and the
equivalence
IBL∞ :
Surface calculus
(qklg), (fklg), gluing relations
⇐⇒ BV-formalismus
∆, f, relations ∆2 = 0, ef ∆+ = ∆− ef.
This was originally done in [CFL15] using filtrations and formal power series in ~ as a
“bookkeeping”. Nevertheless, the author thinks that some details were not fully addressed
and was also curious about extending the MV-formalism from [MV17] to the filtered
setting.
As a matter of fact, the main motivation for better understanding of these details
was a brief discussion with Kyler Siegel at a workshop about BV-quantization in Stony
Brook, 2019. It was pointed out that a twisted ∞-algebra is, in some sense, “isomorphic”
to the untwisted one because the twisting is just conjugation with the exponential of the
Maurer-Cartan element. The case of A∞-algebras from [Fuk+09] was mentioned. The
author of this text was confused because, by Part I, the twisting with the Chern-Simons
Maurer-Cartan element “adds” the information about string topology to the canonical
structure and one expects to obtain a non-isomorphic structure. The precise notions of
isomorphisms needed to be clarified.
In Section D.1, we start by dealing with filtrations and completions in terms of
series in more details. We formulate the Resummation Lemma (Lemma D.1.1), define
(complete) filtered algebras (Definition D.1.2) and comment on units and augmentations
(Remark D.1.4). We then consider combinations of two filtrations (Equation (D.1)) and
show that the symmetric bialgebra with the filtration which is the union of the induced
filtration and the filtration by weights might not be a filtered bialgebra (Example D.1.5);
it is, however, under a boundedness assumption on the filtration (Lemma D.1.6). We then
consider the exponential and the logarithm on a complete filtered algebra (Lemma D.1.7)
and generalize it for the convolution product of morphisms with codomain a complete
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filtered algebra and domain a complete filtered coalgebra satisfying the limit conilpotency
property (Proposition D.1.8). This is the case of completions of conilpotent coalgebras,
e.g., the symmetric bialgebra (Lemma D.1.9). We remark that the exponential of a
morphism might not be invertible as a map (Remark D.1.10).
In Section D.2, we recall MV-algebras from [MV17] and introduce their complete
filtered version (Definition D.2.1). Based on this, in analogy to [MV17], we define
the notion of a complete filtered IBL∞-algebra in MV-formalism and its morphisms
(Definition D.2.3). We study the equivalent formulation in components via the surface
calculus (Proposition D.2.6). We show that the notion of a filtered IBL∞-algebra in
MV-formalism is equivalent to the notion of a filtered IBL∞-algebra from [CFL15]
in some cases, e.g., for the dual cyclic bar complex from Part I (Proposition D.2.7).
The formalism of [CFL15] is symmetric on exchanging inputs and outputs whereas the
MV-formalism is not; we illustrate how bubblings at inputs and outputs are handled
differently (Example D.2.9). Finally, we consider twisting with a Maurer-Cartan element
(Proposition D.2.10).
In Section D.3, we define the BV-chain complexes associated to a complete filtered
IBL∞-algebra in MV-formalism (Definition D.3.1) and observe that morphisms and the
twisting with the Maurer-Cartan element induce chain maps of these chain complexes
(Proposition D.3.3). We formulate some open questions (Questions D.3.4).
In Section D.4, we study the composition of maps which are convolutions of other
maps (Lemma D.4.1). This leads to the definition of compositions controlling the number
of “veins” between the individual maps (Definition D.4.2). This can be used to formulate
the surface calculus algebraically (Proposition D.4.3). We give proofs of some formulas
for partial compositions from Section 3.2 (Proposition D.4.4).
D.1. Filtered bialgebras and exponential in convolution product
We use the definitions of a filtration, completion and the induced filtration on the
completion from Section 3.1. We formulate the statements in the category of vector
spaces, but similar statements hold in the category of graded vector spaces (writing
“homogenous” and “graded” everywhere). All filtrations are decreasing, i.e., Fλ1 ⊇ Fλ2
whenever λ1 ≤ λ2. We work over a field K of characteristic zero.
We start with the following technical lemma, which shows that convergence in comple-
tion is very much like absolute convergence in analysis.1
1In fact, for complex numbers vk ∈ C for k ∈ N0, property (b) of Lemma D.1.1 is equivalent to the
absolute convergence of
∑∞
k=0 vk in C. Thanks to Jiří Zeman for noting that.
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Lemma D.1.1 (Resummation Lemma). Let V be a vector space filtered by a decreasing
filtration F , and let Vˆ be its completion.
(a) Let vij ∈ V for all i, j ∈ N0 be vectors such that ∑∞j=0 vij converges for every i ≥ 0
(i.e., ‖vij‖ → ∞ as j →∞, so that ∑∞j=0 vij ∈ Vˆ ) and ‖∑∞j=0 vij‖ → ∞ as i→∞.
Then for any bijection r : N0 → N0×N0, the sum ∑∞i=0 vr(i) converges and the limit
does not depend on r; we denote it by ∑∞i=0∑∞j=0 vij ∈ Vˆ .2
(b) Suppose that ∑∞k=0 vk for vk ∈ V converges, and let s : Z ⊂ N0 × N0 → N0 be a
bijection. If we define wij := vs(i,j) for (i, j) ∈ Z and wij := 0 otherwise, then∑∞
i=0
∑∞
j=0wij converges (in the sense of (a)) and equals
∑∞
k=0 vk.
(c) Let V and V ′ be vector spaces filtered by exhaustive filtrations, and let ∑∞i=0 vi for
vi ∈ V and ∑∞i=0 v′i for v′i ∈ V ′ converge. Then for any bijection r : N0 → N0 ×N0,
i → (r1(i), r2(i)), the sum ∑∞i=0 vr1(i) ⊗ v′r2(i) converges and the limit does not
depend on r; we denote it by ∑∞i=0 vi ⊗∑∞j=0 v′j ∈ V ⊗ˆ V ′.
Moreover, we have the following statements about maps of filtered vector spaces:
(d) If f : Vˆ → Vˆ is a linear map of finite filtration degree, i.e., ‖f‖ > −∞, and ∑∞i=0 vi
with vi ∈ V a convergent series, then ∑∞i=0 f(vi) converges to f(∑∞i=0 vi).
(e) Given linear maps fi : Vˆ → Vˆ for i ∈ N0, we say that the sum ∑∞i=0 fi converges if∑∞
i=0 fi(v) converges for all v ∈ Vˆ . In this case, f(v) :=
∑∞
i=0 fi(v) defines a linear
map Vˆ → Vˆ which satisfies ‖f‖ ≥ inf i∈N0 ‖fi‖.
Proof. (a) Let r : N0 → N0 × N0 be a bijection. We first prove the convergence of∑∞
i=0 vr(i). Given K > 0, let i0 ∈ N0 be such that ‖vij‖ ≥ K for (i, j) ∈ {i ≥ i0, j ≥ 0}.
Such i0 exists by the assumption that ‖∑∞j=0 vij‖ → ∞ as i→∞. Let j0 ∈ N0 be such
that ‖vij‖ ≥ K for (i, j) ∈ {i ≤ i0, j ≥ j0}. Such j0 exists from the convergence of∑∞
j=0 v0j , . . . ,
∑∞
j=0 vi0j . We can now pick k0 ∈ N such that r({k < k0}) ⊃ {i ≤ i0, j ≤
j0}, and hence ‖vr(k)‖ ≥ K for all k ≥ k0. This implies the convergence of
∑∞
i=0 vr(i).
Let now r′ : N0 → N0 × N0 be another bijection. Given K > 0, we find i0, j0 ∈ N0 so
that ‖vij‖ ≥ K for all (i, j) 6∈ {i ≤ i0, j ≤ j0} (like in the previous paragraph). There exits
k0 ∈ N such that r({k < k0}), r′({k ≤ k0}) ⊃ {i ≤ i0, j ≤ j0}. Hence, for any k ≥ k0, the
contribution of vij with (i, j) ∈ {i ≤ i0, j ≤ j0} cancels in ∆k :=
∑k
i=0 vr(i) −
∑k
i=0 vr′(i),
and we get ‖∆k‖ ≥ K. It follows that the sums are equal in the limit.
2It is an exercise to prove a similar statement for nested infinite sums
∑∞
i1=0
· · ·∑∞
in=0 vi1,...,in .
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(b) It is easy to see that wij satisfy the assumptions of (a). The claim follows from (a)
by defining r := s−1 unionsq 1 : N0 = N0 unionsq (N0 × N0\Z) → N0 × N0, where the notation
N0 = N0 unionsq (N0 × N0\Z) means an infinite shuffle permutation. Clearly, ∑∞i=0wr(i) is
precisely ∑∞i=0 vi after crossing out possibly infinitely many zeros.
(c) We start with convergence. Let K > 0. Pick indices i0 ∈ N0 and i′0 ∈ N0 such that
‖vi‖ ≥ K − infj ‖v′j‖ and ‖v′i‖ ≥ K − infj ‖vj‖ for all i ≥ i0 and i ≥ i′0, respectively.
Note that the right-hand sides of the inequalities are finite because the filtrations are
exhaustive. Pick k0 ∈ N such that r({k < k0}) ⊃ {i ≤ i0, j ≤ j0}. Then, for k ≥ k0, we
have
‖vr1(k) ⊗ v′r2(k)‖ ≥ ‖vr1(k)‖+ ‖v′r1(k)‖
≥
(K − infj ‖v
′
j‖) + infj ‖v′j‖ = K if r1(k) ≥ i0,
infj ‖vj‖+ (K − infj ‖vj‖) = K if r2(k) ≥ i′0.
It follows that ∑∞i=0 vr1(i) ⊗ v′r2(i) converges.
If r′ : N0 → N0×N0 is another bijection, we write r′ = r ◦ s for a bijection s : N0 → N0
and apply (b) to V ⊗ V ′ with the bijection s : Z := N0 × {0} ' N0 → N0. It follows that∑∞
i=0 vr(i) =
∑∞
i=0 vr′(i).
(d) This is clear because f(∑∞i=0 vi) = ∑ni=0 f(vi) + f(∑∞i=n+1 vi) for any n ∈ N0 and
‖f(∑∞i=n+1 vi)‖ ≥ ‖f‖+ inf i>n ‖vi‖ → ∞ as n→∞.
(e) Linearity is clear. The inequality ‖f‖ ≥ infi ‖fi‖ follows immediately from ‖f(v)‖ ≥
inf i ‖fi(v)‖ ≥ infi ‖fi‖+ ‖v‖ for all v ∈ Vˆ .
Note that (a) and (c) of the Resummation Lemma are, in fact, reformulations of the
facts that the canonical inclusions induce the isomorphisms Vˆ ' ˆˆV and V ⊗ˆ V ' Vˆ ⊗ˆ Vˆ ,
respectively.
We will work with (complete) filtered algebras, coalgebras and bialgebras, which we
now define schematically. They are basically algebras over the corresponding (pr)operad
in the category of (complete) filtered vector spaces.
Definition D.1.2 ((Complete) filtered algebras, coalgebras, bialgebras). A filtered
algebra, coalgebra or bialgebra is a filtered vector space V with linear operations µklg :
V ⊗k → V ⊗l of non-negative filtration degree for k, l, g ∈ N0 such that (V, (µklg)) is an
algebra, coalgebra or bialgebra, respectively.
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A complete filtered algebra, coalgebra or bialgebra is a complete filtered vector space V
with linear operations µklg : V ⊗ˆk → V ⊗ˆl of non-negative filtration degree for k, l, g ∈ N0
such that µklg satisfy the relations of an algebra, coalgebra or bialgebra with ⊗ replaced
by ⊗ˆ, respectively.
A morphism of (complete) filtered algebras, coalgebras or bialgebras is a linear map
f : V1 → V2 with non-negative filtration degree intertwining µklg.
Remark D.1.3 (On (complete) filtered algebras). (i) Clearly, completion is a functor
from filtered algebras to complete filtered algebras. In deformation theory, we may deal
with complete filtered algebras which are not in the image of this functor.
(ii) The IBL∞-algebra on C from Definition 3.2.4 for γ = 0 is, in fact, a “complete
filtered IBL∞-algebra on Cˆ” in the sense of Definition D.1.2 plus the data of the filtered
vector space C. It might not be the completion of a “filtered IBL∞-algebra on C”; in fact,
we called an IBL∞-algebra “completion-free” if the operations on Cˆ arose as continuous
extensions of operations on C. Definition 3.2.4 seemed natural when we were trying to
compute examples of the twisted structure, hoping that we do not encounter infinite
sums. After dealing with completions, however, Definition D.1.2 is more logical as an
abstract definition.
Notice that for γ > 0, the norm ‖qklg‖ ≥ γ(2− 2g− k− l) is allowed to be negative; in
particular, ‖q210‖ ≥ −γ and ‖q120‖ ≥ −γ. Therefore, one has to allow finite filtration
degree in Definition D.1.2 in order to accommodate it to IBL∞-algebras with γ ≥ 0.
C
Remark D.1.4 (Units and augmentations). The ground field K is filtered by the trivial
complete filtration Fλ≤0K = K and Fλ>0K = 0 (see also (3.9)). Suppose that η : K→ V
is a unit and ε : V → K an augmentation of a complete filtered algebra V ; in particular,
we have ε ◦ η = 1 and ‖η‖, ‖ε‖ ≥ 0. From this, we deduce the following implications
for v ∈ V :
‖v‖ > 0 =⇒ v ∈ ker ε =: V¯ ,
v ∈ im η =⇒ ‖v‖ = 0.
Recall that V = im η ⊕ V¯ . C
Given a vector space U over K, we will work with the symmetric bialgebra SU =⊕∞
k=0 SkU from Definition 3.1.7. It has the concatenation product µ : SU ⊗ SU → SU
and the shuffle coproduct δ : SU → SU ⊗ SU which are given for all uij , ui ∈ U and k,
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λ2
λ1
λ2
λ1
λ2
λ1
λ2
λ1
Figure D.1.: For a bigraded vector space V = ⊕i⊕j Vij , let Fλ1v := ⊕i≥λ1 ⊕j Vij be the
vertical and Fλ2h :=
⊕
i
⊕
j≥λ2 Vij the horizontal filtration. The illustrations
above depict Fv, Fh, Fv ∪ Fh and Fv ∩ Fh, respectively. We imagine the
component Vij sitting at the position (i, j) in the plane. Given vij ∈ Vij ,
the sum ∑i,j vij converges with respect to the given filtration if and only if
for every λ, only finitely many vij ’s in the white region are non-zero.
k′ ∈ N0 by
µ(u11 · · ·u1k ⊗ u21 · · ·u2k′) = u11 · · ·u1ku21 · · ·u2k′ and
δ(u1 · · ·uk) =
∑
k1, k2≥0
k1+k2=k
∑
σ∈Sk1,k2
ε(σ, u)uσ−11 · · ·uσ−1k1 ⊗ uσ−1k1+1 · · ·uσ−1k1+k2 ,
respectively. Here Sk1,k2 denotes the shuffle permutations and ε(σ, u) the Koszul sign.
The unit η : K→ SU is given by η(1) = 1 ∈ S0U = K, and the augmentation ε : SU → K
is determined by its reduced algebra S¯U = ⊕∞k=1 SkU . If U is filtered, then µ, δ, η and ε
preserve the induced filtration on SU (see Definition 3.1.8), and hence SU is a filtered
bialgebra. We will also use the canonical projection pik : SU → SkU and the canonical
inclusion ιl : SlU → SU for k ∈ N0 and l ∈ N0. They too preserve the filtration.
The symmetric bialgebra of a filtered vector space has naturally two filtrations — the
induced filtration and the filtration by weights FλwSU :=
⊕
k≥λ SkU .3 In general, having
two filtrations F1 and F2 on a vector space V , we define the filtrations
Fλ∪ := Fλ1 + Fλ2 and Fλ∩ := Fλ1 ∩ Fλ2 (D.1)
and call them the combined filtrations — the union and the intersection. It is easy to see
that
‖ · ‖∪ ≥ max(‖ · ‖1, ‖ · ‖2) and ‖ · ‖∩ ≤ min(‖ · ‖1, ‖ · ‖2)
hold for the corresponding filtration degrees.
3Note that the filtration by weights can be also viewed as the induced filtration from the filtration on U
defined by F≤1U := U , F>1U := 0.
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The following example shows that SU might not be a filtered bialgebra with respect to
combined filtrations.
Example D.1.5 (Combined filtrations of symmetric bialgebra SU). Let U be a vector
space filtered by a filtration F . Consider the symmetric bialgebra SU with the induced
filtration F and the filtration by weights Fλw. It is easy to see that the operations µ, δ, η
and ε preserve both F and Fw. Consider the combined filtrations F∪ and F∩. Because
min(λ1 + λ2, k1 + k2) ≥ min(λ1, k1) + min(λ2, k2) and
max(λ1 + λ2, k1 + k2) ≤ max(λ1, k1) + max(λ2, k2),
it holds ‖µ‖∩ ≥ 0 and ‖δ‖∪ ≥ 0, respectively.
We now demonstrate that it might happen that ‖µ‖∪ = −∞ and ‖δ‖∩ = −∞. Let
U = TW be the tensor algebra over a non-zero vector space W . On U , consider the
filtration by weights FλU = ⊕k≥λW⊗k. Let 0 6= w ∈W , and define
vk := w ⊗ · · · ⊗w︸ ︷︷ ︸
k-times
∈ FkS1U for all k ∈ N,
where ⊗ denotes the tensor product on TW . For 0 6= u ∈ T0W = K, define
v′k := u · · ·u︸ ︷︷ ︸
k-times
∈ F0SkU for all k ∈ N,
where · denotes the concatenation product on SU . It follows that
‖vk‖∪ = k, ‖v′k‖∪ = k and ‖vkv′k‖∪ = k + 1.
Therefore, for all k ∈ N, it holds
‖µ‖∪ ≤ ‖vkv′k‖∪ − ‖vk ⊗ v′k‖∪
≤ k + 1− ‖vk‖∪ − ‖v′k‖∪
= 1− k.
Consequently ‖µ‖∪ = −∞. Next, it holds
‖vkv′k‖∩ = k and ‖vk ⊗ v′k‖∩ = 1,
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and we compute
‖δ‖∩ ≤ ‖δ(vkv′k)‖∩ − ‖vkv′k‖∩
= 1− k.
We used here that the summands of δ(vkv′k) are tensor products of v′′1 = uivk ∈ F1Si+1U
and v′′2 = uk−i ∈ F0Sk−iU for i = 0, . . . , k, so that ‖v′′1 ⊗ v′′2‖∩ = 1. It follows that
‖δ‖∩ = −∞. A heuristic explanation of these phenomenons is that the tensor product of
combined filtrations is not the combined filtration of the tensor product.
In the next paragraph, we will argue that it might still be possible to extend µ to
SU ⊗ˆ∪ SU — the completion of SU ⊗ SU with respect to the tensor product of the union
filtrations — even though ‖µ‖ = −∞. A similar discussion applies for δ.
Suppose that the filtration on U is bounded from above. Let vi ∈ FλiSkiU and
v′i ∈ Fλ
′
iSk′iU for all i ∈ N0 be such that max(λi, ki) + max(λ′i, k′i) → ∞ as i → ∞, so
that ∑∞i=0 vi ⊗ v′i converges in SU ⊗ˆ∪ SU (in fact, any element of SU ⊗ˆ∪ SU can be
written in this way). We have µ(vi, v′i) ∈ Fλi+λ
′
iSki+k′iU for all i ∈ N0. Suppose that∑∞
i=0 viv
′
i does not converge with respect to F∪. Thus, max(λi + λ′i, ki + k′i) is bounded,
hence λi + λ′i and ki + k′i are bounded, and since ki, k′i ≥ 0, also ki and k′i are bounded.
Nevertheless, in order to comply with the assumption on the convergence of ∑∞i=0 vi ⊗ v′i,
we need one of λi or λ′i, let’s say λi, to diverge to ∞. Because λi + λ′i is bounded, λ′i has
to diverge to −∞. But this is not allowed by the boundedness assumption. C
It turns out that the union filtration is often identical with the induced filtration.
Lemma D.1.6 (Combined filtration and boundedness condition). Let U be a vector
space filtered by a decreasing filtration F . Suppose that there is γ > 0 such that
FγU = U. (D.2)
Then the following holds:
γ ≥ 1 =⇒ ∀λ ∈ R : Fλ∪SU = FλSU,
0 < γ < 1 =⇒ ∀v ∈ SU : ‖v‖∪ ≥ ‖v‖ ≥ γ‖v‖∪.
Proof. Under the assumption (D.2), we have for any k ∈ N and λ ∈ R the following:
λ ≤ kγ =⇒ FλSkU =
∑
λ1+···+λk=λ
Fλ1U ⊗ · · · ⊗ FλkU
/
Sk = SkU. (D.3)
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We compute
Fλ∪SU =
⊕
k<λ
FλSkU ⊕
⊕
k≥λ
SkU
=

∞⊕
k=0
FλSkU = FλSU for γ ≥ 1,⊕
k<λ or k≥λ
γ
FλSkU ⊕
⊕
λ≤k<λ
γ
SkU ⊂ FλγSU for 0 < γ < 1.
The first case holds because if γ ≥ 1, then k ≥ λ implies γk ≥ λ, and thus SkU = FλSkU
by (D.3). The second case holds from the following reasons. If 0 < γ < 1 and k ≥ λγ , so
that SkU = FλSkU by (D.3), then k > λ. Now, FλSkU ⊂ FλγSkU because the filtration
is decreasing and because λ ≥ λγ, and if v ∈ SkU with λ ≤ k < λγ , then kγ ≥ λγ, and
hence SkU = FλγSkU by (D.3). The claim follows.
We consider the exponential and the logarithm on filtered algebras.
Lemma D.1.7 (Exponential and logarithm on filtered algebras). Let V be a complete
filtered associative algebra with unit 1. Given v ∈ V with ‖v‖ > 0, we define the
exponential
ev := 1 + v + 12!v
2 + 13!v
3 + · · · ∈ V.
It holds eve−v = 1. Given v ∈ V with ‖v − 1‖ > 0, we define the logarithm
log(v) =
∞∑
r=1
(−1)r−1
r
(v − 1)r ∈ V.
It holds log(ev) = v for v ∈ V with ‖v‖ > 0 and elog v = v for v ∈ V with ‖v − 1‖ > 0.
Proof. For any v ∈ V , we have
e−vev = e−v
( ∞∑
i=0
1
i!v
i
)
=
∞∑
i=0
1
i!e
−vvi
=
∞∑
i=0
∞∑
j=0
1
i!j! (−1)
jvi+j
=
∞∑
n=0
1
n!
n∑
k=0
(−1)k
(
n
k
)
︸ ︷︷ ︸
=0 for n>0
vn.
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On the second line, we used that the multiplication with e−v from the left has finite
filtration degree, and hence it commutes with infinite sums; on the third line, we used
that the multiplication with vi from the right has finite filtration degree; on the fourth
line, we used the Resummation Lemma (Lemma D.1.1). The facts about log are proven
similarly, the equations reducing to known combinatorial identities.
Let (V, δ) be a coalgebra and (V ′, µ′) an algebra. The convolution product ∗ on K-linear
maps f1, f2 : V → V ′ is defined by
f1 ∗ f2 := µ′ ◦ (f1 ⊗ f2) ◦ δ.
See also [LV12, Section 1.6]. If ε : V → K is a counit for V and η′ : K→ V ′ a unit for V ′,
then
e := η′ ◦ ε : V → V ′ (D.4)
is the unit for ∗. The convolution product is associative and commutative provided that
the algebra and coalgebra are.
Let us recall the conilpotency property of a coaugmented counital coassociative coalge-
bra (V, δ, ε, η), where ε : V → K is the counit and η : K→ V the coaugmentation. We
write
δ = δ¯ + δ0,
where δ0 : V → V ⊗ V is defined by
δ0(v) :=
1⊗ 1 if v = 1,1⊗ v + v ⊗ 1 if v ∈ V¯ , (D.5)
with respect to the decomposition V = 〈1〉 ⊕ V¯ . The other map is then defined simply as
the difference
δ¯ := δ − δ0 : V −→ V ⊗ V.
We call δ0 the trivial coproduct and δ¯ the reduced diagonal. They are both coassociative,
and δ0 is even cocommutative. The conilpotency property reads: for every v ∈ V , there
exists an n ∈ N such that δ¯(n)(v) = 0, where δ¯(n) := (δ¯ ⊗ 1⊗n−2) ◦ · · · ◦ δ¯ is the iterated
reduced diagonal with n outputs.
Using the conilpotency property, it is possible to weaken the condition ‖f‖ > 0
on the convergence of a power series in f ∈ Hom(V, V ′) in the convolution algebra
(Hom(V, V ′), ∗, e) to ‖f‖ ≥ 0 and ‖f(1)‖ > 0. The latter condition can not be weakened
because ef (1) = ef(1) is the exponential in (V ′, µ′, η′).
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Proposition D.1.8 (Power series in ∗ with coefficients in K). Let (V, δ, ε, η) be a complete
filtered coaugmented counital cocommutative coassociative coalgebra such that the following
limit conilpotency property holds:
δ¯(n)(v)→ 0 as n→∞ for all v ∈ V. (D.6)
Let (V ′, µ′, η′, ε′) be a complete filtered augmented unital commutative associative algebra.
Let R be a complete filtered K-algebra. Then the following holds:
(a) The convolution product ∗ extends naturally to R-linear maps fi : V ⊗ˆR→ V ′ ⊗ˆR
(⊗ = ⊗K) of finite filtration degrees, and for its iterations, we have
f1 ∗ · · · ∗ fn = µ′(n) ◦ (f1 ⊗ˆR · · · ⊗ˆR fn) ◦ δ(n), (D.7)
where µ′(n) and δ(n) are the continuous R-linear extensions of the iterated product
and coproduct, respectively. (Recall that the continuous extension of a linear map f
of finite filtration degree on V to the completion Vˆ is defined by f(∑∞i=0 vi) :=∑∞
i=0 f(vi) for all vi ∈ V with ‖vi‖ → ∞.)
(b) Let f : V ⊗ˆR→ V ′ ⊗ˆR be an R-linear map of finite filtration degree such that
‖f‖ ≥ 0 and ‖f(1)‖ > 0. (D.8)
Then any power series ∑∞k=0 αkf∗k with coefficients αk ∈ K, where f∗0 := e is the
unit of the convolution product, converges to an R-linear map V ⊗ˆR→ V ′ ⊗ˆR of
non-negative filtration degree, and it holds
( ∞∑
k=0
αkf
∗k)(1) = ∞∑
k=0
αkf(1)k.
Proof. (a) Given a K-linear map u : V ⊗ˆk → Vˆ ⊗l of finite filtration degree for some k,
l ≥ 0, we consider its R-linear extension u ⊗ 1 : V ⊗ˆk ⊗ R → V ⊗ˆl ⊗ R and extend it
continuously to V ⊗ˆk⊗ˆR→ V ⊗ˆl⊗ˆR. Because V ⊗ˆn⊗ˆR ' (V ⊗ˆR)⊗ˆRn via canonical maps
(this can be proven explicitly using Proposition 3.1.11), we get the desired continuous
R-linear extension (V ⊗ˆR)⊗ˆRk → (V ⊗ˆR)⊗ˆRl. We apply this construction to u = µ′(n),
δ(n) and define f1 ∗ · · · ∗ fn using (D.7) for all n ≥ 2. It is then easy to see that
(· · · ((f1 ∗ f2) ∗ f3) ∗ · · · ) ∗ fn
= µ′(µ′(· · ·µ′(f1 ⊗ˆR f2)δ ⊗ˆR f3)δ ⊗ˆR · · · ⊗ˆR fn)δ
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n
λ
n1‖f(1)‖
n1
‖δ¯(n)(w)‖
n0
K
Figure D.2.: GivenK > 0, pick n0 ∈ N such that ‖δ¯(n)(w)‖ ≥ K for n ≥ n0. Find n1 ≥ n0
such that n1‖f(1)‖ ≥ K + n0‖f(1)‖. Then (n− i)‖f(1)‖+ ‖δ¯(i)(w)‖ ≥ K for
i = 0, . . . , n for any n ≥ n1.
= µ′(µ′ ⊗ˆR 1) · · · (µ′ ⊗ˆR 1n−2)︸ ︷︷ ︸
=µ′(n)
(f1 ⊗ˆR · · · ⊗ˆR fn) (δ ⊗ˆR 1n−2) · · · (δ ⊗ˆR 1)δ︸ ︷︷ ︸
δ(n)
= f1 ∗ · · · ∗ fn.
(b) Let w ∈ V ⊗ˆR and n ≥ 2. For the map δ(n) : V ⊗ˆR→ (V ⊗ˆR)⊗ˆRn, we write
δ(n)(w) =
n∑
i=0
∑
(n−i)×1
∑
¯δ(i)
w(1) ⊗ˆR 1 ⊗ˆR 1 ⊗ˆR w(2) ⊗ˆR 1 ⊗ˆR · · · ⊗ˆR w(i) ⊗ˆR 1, (D.9)
where the second sum is over all insertions of n− i units 1 into the tensor product and
the third sum denotes the sum from the Sweedler’s notation
δ¯(i)(w) =
∑
w(1) ⊗ˆR · · · ⊗ˆR w(i).
Formula (D.9) is easy to see from δ = δ0 + δ¯.
Before we continue, let us check that δ¯ : V ⊗ˆ R → (V ⊗ˆ R)⊗ˆR2 also satisfies the
limit conilpotency property (the proof is similar to the proof of Lemma D.1.9 below).
Every element of V ⊗ˆ R can be written as ∑∞i=0 rivi for ri ∈ R and vi ∈ V such that
‖rivi‖ → ∞ as i → ∞; this follows from the Resummation Lemma (Lemma D.1.1).
Given K > 0, we pick i0 ∈ N such that ‖rivi‖ ≥ K for all i ≥ i0. We pick n0 ∈ N such
that ‖δ¯(n)(v0)‖+ ‖r0‖, . . . , ‖δ¯(n)(vi0−1)‖+ ‖ri0−1‖ ≥ K for all n ≥ n0. According to the
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construction in (a), we have
δ¯(n)(
∞∑
i=0
rivi) =
∞∑
i=0
riδ¯
(n)(vi).
For n ≥ n0, it holds ‖riδ¯(n)(vi)‖ ≥ ‖ri‖ + ‖δ¯(n)(vi)‖ ≥ K for i < i0 and ‖riδ¯(n)(vi)‖ ≥
‖rivi‖ ≥ K for i ≥ i0. It follows that δ¯(n)(∑∞i=0 rivi)→ 0 as n→∞.
Going on with the main proof, using (D.7) and (D.9), we have
‖f∗n(w)‖ = ‖µ(n)(f ⊗ˆR · · · ⊗ˆR f)δ(n)(w)‖
=
∥∥ n∑
i=0
∑
(n−i)×1
∑
δ¯(i)
f(wn,(1)) ⊗ˆR f(1) ⊗ˆR f(1) ⊗ˆR f(wn,(2)) ⊗ˆR f(1) ⊗ˆR · · ·
⊗ˆR f(wn,(n−i)) ⊗ˆR f(1)
∥∥
≥ min
i=0,...,n
(
(n− i)‖f(1)‖+ i‖f‖+ ‖δ¯(i)(w)‖)
≥ min
i=0,...,n
(
(n− i)‖f(1)‖+ ‖δ¯(i)(w)‖)︸ ︷︷ ︸
=:(∗)n
.
Let K > 0 be arbitrary. Because ‖f‖ ≥ 0, ‖f(1)‖ > 0 and δ¯i(w) → 0 as i → ∞
by the assumptions, we obtain an n1 ∈ N such that (∗)n ≥ K for all n ≥ n1 (see
Figure D.2). This implies the convergence of ∑∞n=0 αnf∗n(w) in V ⊗ˆR. Using (e) of the
Resummation Lemma, we get a well-defined K-linear map ∑∞k=0 αkf∗k : V ⊗ˆR→ V ⊗ˆR
with ‖∑∞k=0 αkf∗k‖ ≥ infk=0,...,∞ ‖f∗k‖ ≥ 0. It is easy to see that it is R-linear as well.
Lemma D.1.9 (Completion of conilpotent coalgebra satisfies limit conilpotency). Let
(V, δ, ε, η) be a filtered coaugmented counital coassociative coalgebra which is conilpotent.
Then the completion (Vˆ , δ, ε, η) is a complete filtered coaugmented counital coassociative
coalgebra which satisfies the limit conilpotency property (D.6).
Proof. Let v ∈ Vˆ , and write v = ∑∞i=0 vi for vi ∈ V with ‖vi‖ → ∞. Given K > 0, find
i0 ∈ N such that ‖vi‖ ≥ K for all i ≥ i0. From the conilpotency, we can find n0 ∈ N
such that δ¯(n)(v0) = . . . = ‖δ¯(n)(vi0−1)‖ = 0 for all n ≥ n0. Because δ¯ has finite filtration
degree, δ¯(n) has finite filtration degree too, and so we can permute it with the infinite
sum and write
δ¯(n)(v) =
∞∑
i=0
δ¯(n)(vi) =
∞∑
i=i0
δ¯(n)(vi).
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Because ‖δ¯‖ ≥ 0, we have ‖δ¯(n)‖ ≥ 0, and hence
‖δ¯(n)(v)‖ ≥ inf
i=i0,...,∞
‖δ¯(n)(vi)‖ ≥ inf
i=i0,...,∞
‖vi‖ ≥ K
for all n ≥ n0. This shows the limit conilpotency property.
Remark D.1.10 (Exponential and logarithm in ∗). (i) It is obvious that Lemma D.1.7
holds for ∗ with the weakened conditions (D.8). To sum up, the conditions for the
existence of exp(f) are ‖f‖ ≥ 0 and ‖f(1)‖ > 0, and the conditions for the existence of
log(f) are ‖f‖ ≥ 0 and ‖f(1)− 1‖ > 0.
As for log(f), we will explain how ‖f‖ ≥ 0 and ‖f(1)‖ > 0 together imply ‖f− e‖ ≥ 0.
Let λ < 0, µ ∈ R and v ∈ Fµ(V ⊗ˆ R) be arbitrary. If v is not a multiple of 1, then
(f− e)(v) = f(v) ∈ Fµ+λ as λ < ‖f‖. If v = τ for 0 6= τ ∈ K, then it must hold µ ≤ 0, and
further because of ‖f(1)− 1‖ > 0, there is an ε > 0 such that (f− e)(τ) ∈ Fε ⊂ Fµ+λ. It
follows that ‖f− e‖ ≥ 0.
(ii) Given f : V ⊗ˆ R → V ⊗ˆ R satisfying (D.8), it holds e−f ∗ ef = e by Lemma D.1.7
because e is the unit for the convolution product. However, there might not be any
g : V ⊗ˆR→ V ⊗ˆR such that g ◦ ef = 1 (or ef ◦ g = 1). To see this, let V = SˆU , R = K,
and let f110 : U → U be a linear map with ‖f110‖ ≥ 0 such that there is 0 6= v ∈ U
with f110(v) = 0. Consider the trivial extension f := f110 : SˆU → SˆU (it equals f110 on
Sˆ1U → Sˆ1U and 0 otherwise). Because
f∗n(v · · · v︸ ︷︷ ︸
k-times
) =
n!f110(v)
n if k = n,
0 otherwise,
for all k, n ∈ N0, it holds ef(v) = f110(v) = 0, and so ef : SˆU → SˆU is not invertible.
(iii) In the case of V = SˆU , one can check that log(1) is the trivial extension of
1110 : Uˆ → Uˆ (see also [MV17, Example 21] in the non-filtered setting). C
D.2. Filtered IBL-infinity-algebras in filtered MV-formalism
In [MV17], MV-algebras were introduced; they are precisely the algebras governed by
the BV-relations ∆2 = 0 and ef ∆+ = ∆− ef (following [CFL15], we will denote by + the
source and by − the target). Schematically, there is the following inclusion of categories
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(explanations will be given below):
MV-algebras
Obj.: (V, µ, δ, η, ε), R,
∆ : V ⊗ˆR→ V ⊗ˆR,
∆2 = 0, |∆ | = 1,
∆(1) = 0.
Mor.: f : V + ⊗ˆR→ V − ⊗ˆR,
ef ◦∆+ = ∆− ◦ef,
f(1) ⊂ V − ⊗ˆm−.
⊃ BV∞-algebras∗
R = K[[~]],
∆ = ∆1 +~∆2 +~2 ∆3 + · · · ,
∆i : V → V differential
operator of order ≤ i,
f = f1 + ~f2 + ~2f3 + · · · .
⊃ IBL∞-algebras∗∗
V = SU,
Sk>i(U) ⊂ ker fi.
(D.10)
Here, R is a complete local Noetherian ring with residue field K of characteristic 0
and maximal ideal m, (V, µ, η, ε) is a graded commutative associative algebra over K
with unit η : K → V and augmentation ε : V → K, (V, δ, ε, η) is a conilpotent graded
cocommutative coassociative coalgebra with counit ε and coaugmentation η (the same
maps as ε and η for (V, µ)), V ⊗ˆR := lim←−n(V ⊗R/V ⊗m
n), where mn = m · · ·m, is the
completed tensor product, the operators ∆ and f are R-linear and have non-negative
filtration degrees with respect to the filtration by V ⊗ˆmn.
If R is a K-algebra,4 then this is precisely the same setting as that of Proposition D.1.8
for the filtrations F≤0V = V , F>0V = 0 and Fλ≤0R = R, Fλ>0R = mdλe. Clearly,
f(1) ⊂ V − ⊗ˆm− is equivalent to ‖f(1)‖ > 0. Therefore, ef exists by Proposition D.1.8.
Recall from [MV17, p. 5] that a linear operatorD : V → V on a commutative associative
algebra V with unit 1 is called a differential operator of order ≤ k for k ∈ N0 if it holds
ψDk+1(v1, . . . , vk+1) := [[· · · [[D,Lv1 ], Lv2 ], . . . ], Lvk+1 ] = 0 for all v1, . . . , vk+1 ∈ V,
where
Lv(w) := vw for all w ∈ V
is the left-multiplication with v ∈ V and [·, ·] is the graded commutator.
The categories of BV∞- and IBL∞-algebras contained in the MV-formalism are not
the most general ones; this is what ∗ and ∗∗ indicate. Before we explain this, let us
agree on calling (qklg) a strict IBL∞-algebra if q0lg = qk0g = 0 for all k, l, g ∈ N0, an
4The ring Z4 is a local ring which is not a K-algebra over its residue field K = Z2. The ring of polynomials
R[x] in a single variable x is a K-algebra over its residue field K = R, but it is not a local ring because
both (x) and (x+ 1) are maximal ideals. In contrast to this, the ring of power series K((~)) is both a
local ring and a K-algebra. Thanks to Thorsten Hertl for pointing this out.
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input-strict IBL∞-algebra if q0lg = 0 for all l, g ∈ N0, and a weak IBL∞-algebra if we
want to emphasize that operations with no input and output are allowed. The same
terminology will be used for morphisms.
* It is the category of augmented strictly commutative BV∞-algebras (see [CL09,
Section 5] for the definition of a commutative BV∞-algebra). The augmentation ε
is an additional data to get an MV-algebra. The coproduct is defined by δ := δ0
(see (D.5)).
** It is the category of (non-filtered) input-strict IBL∞-algebras (qklg)k≥1,l,g≥0 and
input-strict morphisms (fklg)k≥1,l,g≥0 which satisfy the following finiteness condition
for all k ≥ 1 and g ≥ 0: for any v ∈ SU , we have
qklg(v) = 0 and fklg(v) = 0 for all but finitely many l ∈ N0. (D.11)
See [CFL15, Remark (6), p. 14] for the same finiteness condition. This is precisely
what symplectic field theory for exact cobordisms gives.
(The transformation formulas between qklg and ∆i and fklg and fi were written
down in Remark 3.2.9. We will repeat them in Proposition D.2.6 below.)
The following filtered version of MV-algebras will allow us to describe more general
weak IBL∞-algebras. In particular, we will be able to remove the restriction (D.11).
Definition D.2.1 (Complete filtered MV-algebra). A complete filtered MV-algebra over
a complete filtered graded algebra R over a field K is a complete filtered graded vector
space V over K, a homogenous R-linear map ∆ : V ⊗ˆ R → V ⊗ˆ R of finite filtration
degree satisfying
|∆ | = −1, ‖∆ ‖ ≥ 0, ‖∆(1)‖ > 0 and ∆ ◦∆ = 0,
and operations µ : V ⊗ˆ V → V , δ : V → V ⊗ˆ V , η : K → V and ε : V → K such
that (V, µ, η, ε) is a complete filtered augmented unital commutative associative algebra
and (V, δ, ε, η) is a complete filtered coaugmented counital cocommutative coassociative
coalgebra satisfying the limit conilpotency property (D.6). We often denote a complete
filtered MV-algebra simply by (V,∆).
A morphism of complete filtered MV-algebras (V +,∆+) and (V −,∆−) over R is a
homogenous R-linear map f : V + ⊗ˆR→ V − ⊗ˆR of finite filtration degree such that
|f| = 0, ‖f‖ ≥ 0, ‖f(1)‖ > 0 and ef ◦∆+ = ∆− ◦ef.
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The composition  of two composable morphisms f1 and f2 (i.e., the target of f2 is the
source of f1) is defined by
f1  f2 := log
(
ef1 ◦ ef2
)
. (D.12)
(The exponential and logarithm are well-defined by Proposition D.1.8.)
Remark D.2.2 (On complete filtered MV-algebras). (i) The condition ‖f(1)‖ > 0 is
required for the exponential to converge; i.e., it might be seen as a technical condition.
On the other hand, the condition ‖∆(1)‖ > 0 is optional, and we impose it in the manner
of [MV17] and [CFL15].
(ii) We do not define “non-complete filtered MV-algebras” because it is not clear
whether f1  f2 : V + ⊗ˆR→ V − ⊗ˆR for V + ⊗R f2−→ V +− ⊗R f1−→ V − ⊗R restricts to a
map V + ⊗ R → V − ⊗ R. This forces us to define morphisms as maps of completions
V + ⊗ˆR→ V − ⊗ˆR. In such category, two filtered MV-algebras would be isomorphic if
and only if their completions were. This is not desired, and thus we define only “complete
filtered MV-algebras”. C
Inspired by (D.10), we define the following version of weak IBL∞-algebras.
Definition D.2.3 (Complete filtered IBL∞-algebra in MV-formalism). Let d ∈ Z and
γ > 0. A complete filtered IBL∞-algebra of bidegree (d, γ) in MV-formalism is a complete
filtered MV-algebra (V,∆, R, µ, δ, ε, η) satisfying the following conditions:
(1) R = K((~)) is the ring of Laurent series5 in a formal variable ~ of degree |~| = 2d
equipped with the complete, Hausdorff and exhaustive filtration
FλK((~)) :=
{ ∞∑
i=−∞
ai~i ∈ K((~)) | ai = 0 for i < λ2γ
}
for λ ∈ R. (D.13)
(2) There is a complete filtered graded vector space W such that if we define
U := W [1] and FλU := (Fλ−γW )[1] for all λ ∈ R, (D.14)
then (V = SˆU, µ, δ, η, ε) is the completion of the symmetric bialgebra on U filtered
by the induced filtration.
5Another notation for K((~)) is K[[~]][~−1] to emphasize that it is the localization of the ring of power
series K[[~]] at the powers of ~. An element of K((~)) is a formal power series
∑∞
i=−∞ ai~
i with only
finitely many non-zero ai ∈ K for i ≤ 0.
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(3) The BV-operator ∆ : SˆU((~))→ SˆU((~)), where SˆU((~)) := SU ⊗ˆK((~)),6 decom-
poses as
∆ = ~−1 ∆0 + ∆1 +~∆2 +~2 ∆3 + · · · , (D.15)
where for all i ≥ 0 the operator ∆i : SˆU → SˆU is a linear differential operator of
order ≤ i.7
We often denote the data of a complete filtered IBL∞-algebra in MV-formalism simply
by (W,∆).
A morphism of complete filtered IBL∞-algebras (W+,∆+) and (W−,∆−) of bidegree
(d, γ) in MV-formalism is a morphism of complete filtered MV-algebras f : SˆU+((~))→
SˆU−((~)) which decomposes as
f = ~−1f0 + f1 + ~f2 + ~2f3 + · · · , (D.16)
where for all i ≥ 0 the map fi : SˆU+ → SˆU− is K-linear and satisfies
SˆjU+ ⊂ ker fi for all j > i. (D.17)
Notation D.2.4 (Replacing ∗ with  for V = SU). From now on, we will denote the
convolution product ∗ on morphisms of SU by . It is namely the same operation on
morphisms which is denoted by  in Section 3.2 and in [CFL15].
For a map f = ∑∞i=−∞ fi+1~i : SˆU+((~)) → SˆU−((~)), where fi : SˆU+ → SˆU− is
K-linear, we denote
〈f〉klg := pil ◦ fk+g ◦ ιk : SˆkU+ → SˆlU− for all k, l ≥ 0, g ∈ Z.
This is the notation introduced in [CFL15, Equation (2.14)].
Based on [CFL15], we will now give an equivalent characterization of complete filtered
IBL∞-algebras in MV-formalism and their morphisms in terms of their components
(qklg) and (fklg) within the surface calculus. We will not repeat the interpretation of
the algebraic relations in terms of gluing of surface; for this, see [CFL15]. We need the
following lemma.
6In contrast to K((~)), an element of SˆU((~)), when seen as a power series, can have a non-zero coefficient
at every power ~i.
7The definition of a differential operator on p. 305 generalizes in a straightforward way to complete
filtered algebras.
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Lemma D.2.5 (Differential operators on filtered symmetric bialgebras). Let U be a
complete filtered graded vector space. Then the following holds for the complete filtered
symmetric bialgebra SˆU and all k ∈ N0:
(a) A linear homogenous map D : SˆU → SˆU of finite filtration degree is a differential
operator of order ≤ k if and only if it can be written as
D =
k∑
i=0
Di  1 (D.18)
for linear homogenous maps Di : SˆiU ⊂ SˆU → SˆU of finite filtration degrees (here
Di = 0 on SˆjU for j 6= i is the trivial extension). The maps Di are uniquely
determined by D.
(b) A linear homogenous map f : SˆU → SˆU of finite filtration degree satisfies Sˆi>kU ⊂
ker f if and only if it can be written as f = f0 + · · ·+ fk for linear homogenous maps
fi : SˆiU → SˆU of finite filtration degrees. The maps fi are uniquely determined by f.
Proof. (a) The claim is implied by the following subclaim and proposition, which
generalize in a straightforward way to the filtered case. Recall that an operator D :
SU → SU is called a derivative of order ≤ k if
D(1) = 0 and ψDi (v1, . . . , vi)(1) = 0 for all i ≥ k + 1 and v1, . . . , vi ∈ V,
where ψDi were defined on page 305.
Subclaim (Derivatives and differential operators). A homogenous linear operatorD : SU →
SU is a differential operator of order ≤ k if and only if the linear operatorD′ := D−D01,
where D0 = D◦ι0, is a derivative of order ≤ k (recall that ιk : SkU → SU is the inclusion).
Proof. Given a derivative D′ of order ≤ k and a linear map D0 : S0U ⊂ SU → SU , we
will check that D := D′ +D0  1 is a differential operator of order ≤ k. We have
ψD
′
k+2(v1, . . . , vk+2)(1)︸ ︷︷ ︸
=0
= [ψD′k+1(v1, . . . , vk+1), Lvk+2 ](1)
= ψD′k+1(v1, . . . , vk+1)(vk+2)− ψD
′
k+1(v1, . . . , vk+1)(1)︸ ︷︷ ︸
=0
vk+2
for all v1, . . . , vk+2 ∈ V , and hence D′ is also a differential operator of order ≤ k. For all
v ∈ SU , it holds
(D0  1)(v) = D0(1)v,
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and hence for all v, v1 ∈ SU , we have
ψD011 (v1)(v) = (D0  1)(v1v)− (−1)D0v1v1(D0  1)(v)
= D0(1)v1v − (−1)D0v1v1D0(1)v
= 0.
It follows that D0  1 is a differential operator of order 0. Clearly, a sum of differential
operators of orders ≤ k1 and ≤ k2 is a differential operator of order ≤ max(k1, k2).
Therefore, D = D′ + D0  1 is a differential operator of order ≤ k. Moreover, since
D′(1) = 0 by definition, we have D(1) = D0(1), i.e., D0 = D ◦ ι0.
Given a differential operatorD of order ≤ k, we defineD0 := D◦ι0 andD′ := D−D01.
Firstly, it holds
D′(1) = D(1)− (D0  1)(1) = 0.
Secondly, we have
ψDi (v1, . . . , vi) = ψD
′(v1, . . . , vi) = 0,
and hence ψDi (v1, . . . , vi)(1) = 0 for all i ≥ k + 1 and v1, . . . , vi ∈ V . Therefore, D′ is a
derivative of order ≤ k. (Subclaim) 
Proposition D.2.1 ([Mar01, Proposition 3.2]). A linear operator D : SU → SU is a
derivative of order ≤ k if and only if it can be written as D = ∑ki=1Di  1 for unique
Di : SiU → SU .
(b) This is clear. We have fi = f ◦ ιi for all i = 0, . . . , k.
Proposition D.2.6 (Filtered IBL∞-algebras in MV-formalism in components). We have
the following equivalences of structures:
(a) The data of a complete filtered IBL∞-algebra of bidegree (d, γ) in MV-formalism
(W,∆) is equivalent to the data of a complete filtered graded vector space W and
a collection of K-linear maps qklg : SˆkU → SˆlU for all k, l, g ∈ N0 which are
homogenous, have finite filtration degrees and satisfy the following conditions for
all k, l, g ≥ 0:
(1) |qklg| = −2d(k + g − 1)− 1.
(2) ‖qklg‖ ≥ −2γ(k + g − 1).
(3) The inequality in (2) is strict whenever k = 0.
(4) The sum of maps Qkg :=
∑∞
l=0 qklg : SˆkU → SˆU converges (in the sense of
Lemma D.1.1).
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(5) The following equation holds:8
∑
h≥1
k1,k2,l1,l2,g1,g2≥0
k1+k2−h=k
l1+l2−h=l
g1+g2+h−1=g
qk1l1g1 ◦h qk2l2g2 = 0. (D.19)
(b) The data of a strict morphism f : (W+,∆+)→ (W−,∆−) of complete filtered IBL∞-
algebras of bidegree (d, γ) in MV-formalism, strict meaning that ε− ◦ f = f ◦ η+ = 0,
is equivalent to a collection of K-linear maps fklg : SˆkU+ → SˆlU− for all k, l,
g ∈ N0 which are homogenous, have finite filtration degrees and satisfy the following
conditions for all k, l, g ≥ 0:
(1) |fklg| = −2d(k + g − 1).
(2) ‖fklg‖ ≥ −2γ(k + g − 1).
(3) The inequality in (2) is strict whenever k = 0.
(4) The sum Fkg :=
∑∞
l=0 fklg : SˆkU+ → SˆU− converges.
(5) It holds fk0g = f0lg = 0.
(6) The following equation holds:
∞∑
r=0
1
r!
∑
h1,...,hr≥1
k1,...,kr,k−,l1,...,lr,l−,g1,...,gr,g−≥0
k1+···+kr=k
l1+···+lr−k−+l−=l
g1+···+gr+g−+k−−r=g
q−k−l−g− ◦h1,...,hr (fk1l1g1 , . . . , fkrlrgr)
=
∞∑
r=0
1
r!
∑
h1,...,hr≥1
k1,...,kr,k+,l1,...,lr,l+,g1,...,gr,g+≥0
k1+···+kr+k+−l+=k
l1+···+lr=l
g1+···+gr+g++l+−r=g
(fk1l1g1 , . . . , fkrlrgr) ◦h1,...,hr q+k+l+g+ .
(D.20)
The term r = 0 on the left- or right-hand side is possible only for k = 0
or l = 0 and equals q−0lg ◦ e : Sˆ0U+ → SˆlU− or e ◦ q+k0g : SˆkU+ → Sˆ0U−,
respectively, where e is the Sˆ0U+ → Sˆ0U− component of the unit for the
convolution product (D.4) (the identity under Sˆ0U± ' K via η±). 9
8Notice that (D.19) does not contain q00g with g ≥ 0 for any k, l, g ≥ 0 (otherwise all qklg appear). In
fact, it will be clear from the proof that there is no condition on q00g coming from ∆2 = 0; if we
work over a general ring, then q00g(1) for g ≥ 0 can be arbitrary odd elements in it. Note that this
contradicts [CFL15, p. 47, bottom-most paragraph].
9If f is not strict, it would be interesting to know whether ef ∆+ = ∆− ef is still equivalent to the
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The equivalences (a) and (b) are given by the formulas
∆i =
∑
k,g≥0
k+g=i
Qkg  1 and fi =
∑
k,g≥0
k+g=i
Fkg for all i ≥ 0, respectively. (D.21)
We remark that the operations ◦h1,...,hr are defined in Definition D.4.2 in the next section
or in Definition 3.2.2.
Suppose that f+ and f− are strict composable morphisms of complete filtered IBL∞-
algebras in MV-formalism. Then we have the following:
(c) The composition f := f−  f+ is a strict morphism of complete filtered IBL∞-algebras
in MV-formalism and its components fklg for k, l ≥ 1, g ≥ 0 are given by
fklg =
∑
r−,r+≥0
k−1 ,l
−
1 ,...,k
−
r− ,l
−
r−≥1
k+1 ,l
+
1 ,...,k
+
r+
,l+
r+
≥1
g+1 ,...,g
+
r+
,g−1 ,...,g
−
r−≥0
k−1 +···+k−r−=l
+
1 +···+l+r+
k+1 +···+k+r+=k
l−1 +···+l−r−=l
g+1 +···+g+r++g
−
1 +···+g−r −r+−r−
+k−1 +···+k−r−+1=g
1
r+!r−! (f
−
k−1 l
−
1 g
−
1
, . . . , f−
k−
r− l
−
r−g
−
r−
)◦con (f+k+1 l+1 g+1 , . . . , f
+
k+
r+
l+
r+
g+
r+
), (D.22)
where ◦con denotes the connected composition (see Definition D.4.2 in the next
section).
Proof. (a) Suppose first that (W,∆) is a complete filtered IBL∞-algebra of bidegree (d, γ)
in MV-formalism; i.e., we have ∆ = ∆0 ~−1+∆1 + ∆2 ~+· · · for ∆i : SˆU → SˆU differential
operators of order ≤ i, |∆ | = −1, ‖∆ ‖ ≥ 0 and ‖∆(1)‖ > 0. Using Lemma D.2.5, we
write ∆i =
∑i
j=0Dij  1 for K-linear maps Dij : SˆjU ⊂ SˆU → SˆU of finite filtration
degrees which are uniquely determined by ∆i, and we define Qkg := Dk+g,k : SˆkU → SˆU
for all k, g ∈ N0. Next, we define qklg := pil ◦Qkg : SˆkU → SˆlU for all k, l, g ∈ N0.
In the following computations, we will keep in mind that |~| = 2d and ‖~‖ = 2γ. Using
the formula |f ◦ g| = |f |+ |g|, which is valid for homogenous linear maps f and g, we
connected calculus (D.20) or whether there are some other equations possibly involving disconnected
gluing. Note that trying to incorporate f0lg to the right-hand side and fk0g to the left-hand side of
(D.20) always leads to the disconnected calculus. Also note that f00g for g ≥ 0 do not appear in (D.20)
for any k, l, g ≥ 0; otherwise all fklg appear. Finally, note that q+klg and q−klg appear for all k, l, g ≥ 0
and that it follows from (D.20) that e ◦ q+00g and q−00g ◦ e have to be equal for all g ≥ 0.
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have
|∆ | = −1 ⇐⇒ ∀i ≥ −1 : |∆i+1 | = −1− di
⇐⇒ ∀k, g ≥ 0, k + g = i+ 1 : |Qkg| = −1− di
⇐⇒ ∀k, l, g ≥ 0, k + g = i+ 1 : |qklg| = −1− d(k + g − 1).
Thus (1) follows. Using that ‖f ◦ g‖ ≥ ‖f‖+ ‖g‖ and ‖∑i vi‖ ≥ infi ‖vi‖, we have
‖∆ ‖ ≥ 0 ⇐⇒ ∀i ≥ −1 : ‖∆i+1 ‖ ≥ −2γi
⇐⇒ ∀k, g ≥ 0, k + g = i+ 1 : ‖Qkg‖ ≥ −2γi
⇐⇒ ∀k, l, g ≥ 0, k + g = i+ 1 : ‖qklg‖ ≥ −2γ(k + g − 1).
Thus (2) follows. The argument for “=⇒” on the second line is inductive using that
Qkg =
(
∆k+g −
k−1∑
j=0
Qj,k+g−j  1
)
◦ ιk
for all k, g ≥ 0. Evaluation of ∆(1) gives
∆(1) = ∆0(1)~−1 + ∆1(1) + ∆2(1)~+ · · ·
= Q00(1)~−1 +Q01(1) +Q02(1)~+ · · ·
=
( ∞∑
l=0
q0l0(1)
)
~−1 +
( ∞∑
l=0
q0l1(1)
)
+ ~
( ∞∑
l=0
q0l2(1)
)
+ · · · ,
and we see that ‖∆(1)‖ > 0 is equivalent to (3). As for (4), it is implied by the
Resummation Lemma (Lemma D.1.1). Namely, we have
∞∑
l=0
qklg(v) =
∞∑
l=0
pil(Qkg(v))
D.1.1= Qkg(v) for all v ∈ SˆkU.
Thus ∑∞l=0 qklg converges to Qkg.
On the other hand, given qklg satisfying (1), (2), (3) and (4), we clearly get an operator
∆ : SˆU((~))→ SˆU((~)) which has the decomposition (D.15) and which satisfies |∆ | = 0,
‖∆ ‖ ≥ 0 and ‖∆(1)‖ > 0.
Assuming (1), (2), (3) and (4), it remains to check that ∆2 = 0 is equivalent to (5).
This is the same computation as in [CFL15, Section 2], just in the filtered setting and
allowing k = 0 or l = 0 (it will turn out that it does not change anything). Recall the
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notation from Section 3.2 that Dˆ := D 1 = µ(D ⊗ˆ 1)δ. We will be using formulas from
Remark 3.2.3 in that section, which are proven in Proposition D.4.4 in the next section.
Note that by the Resummation Lemma, elements of the completion can be summed up
in any order, even as nested infinite sums, provided one (and hence all) of these sums
converges. Therefore, we could, in principle, write just one sum ∑ and think of ∆ as of
the sum ∑ qˆklg~k+g−1 over all k, l, g ≥ 0.
We have
∆ ◦∆ =
∞∑
i=−2
( ∑
k1,l1,g1,k2,l2,g2≥0
k1+k2+g1+g2=i+2
qˆk1l1g1 ◦ qˆk2l2g2
)
~i
=
∞∑
i=−2
( ∑
k1,l1,g1,k2,l2,g2≥0
k1+k2+g1+g2=i+2
min(k1,l2)∑
h=0
qk1l1g1 ◦h qk2l2g2
∧)
~i,
and we see that
〈∆2〉klg =
∑
k1,l1,g1,k2,l2,g2≥0
k1+k2+g1+g2=k+g+1
min(k1,l2)∑
h=0
pil ◦ qk1l1g1 ◦h qk2l2g2
∧◦ ιk for all k, l ≥ 0, g ≥ −1.
Because qk1l1g1 ◦h qk2l2g2 : Sˆk1+k2−hU → Sˆl1+l2−hU , it follows from the definition fˆ :=
µ(f ⊗1)δ that pil ◦ qk1l1g1 ◦h qk2l2g2
∧◦ ιk = 0 unless 0 ≤ k1 +k2−h ≤ k, 0 ≤ l1 + l2−h ≤ l
and l1 + l2 + h− (k1 + k2 + h) = l − k. For fixed k, l, h ≥ 0, g ≥ −1, it holds
k1, l1, g1, k2, l2, g2 ≥ 0
0 ≤ k1 + k2 − h ≤ k
0 ≤ l1 + l2 − h ≤ l
l1 + l2 − k1 − k2 = l − k
k1 + k2 + g1 + g2 = k + g + 1

=
⊔
s=0,...,k

k1, k2, l1, l2, g1, g2 ≥ 0
k1 + k2 − h = k − s
l1 + l2 − h = l − s
g1 + g2 + h− 1 = g + s

,
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and hence
〈∆2〉klg =
k∑
s=0
g+s+1∑
h=0
∑
k1,k2,l1,l2,g1,g2≥0
k1+k2−h=k−s
l1+l2−h=l−s
g1+g2+h−1=g+s
pil ◦ qk1l1g1 ◦h qk2l2g2
∧◦ ιk
=
g+1∑
h=0
∑
k1,k2,l1,l2,g1,g2≥0
k1+k2−h=k
l1+l2−h=l
g1+g2+h−1=g
qk1l1g1 ◦h qk2l2g2
︸ ︷︷ ︸
=: ()klg
+
k∑
s=1
pil ◦ ()k−s,l−s,g+s
∧
◦ ιk.
(D.23)
We see immediately that
〈∆2〉klg = 0 for all k, l ≥ 0, g ≥ −1, (D.24)
which is equivalent to ∆2 = 0, follows from ()klg = 0 for all k, l ≥ 0, g ≥ −1. The
reverse implication is proven by induction on the linear order ≺ on signatures (k, l, g)
defined in [CFL15, Definition 2.4]. It holds (k′, l′, g′) ≺ (k, l, g), by definition, if one of
the following conditions is satisfied:
(i) k′ + l′ + 2g′ < k + l + 2g,
(ii) k′ + l′ + 2g′ = k + l + 2g and g′ > g, or
(iii) k′ + l′ + 2g′ = k + l + 2g and g′ = g and k′ < k.
For the last sum in (D.23), we denote ks := k− s, ls := l− s and gs := g+ s and compute
(k − ks) + (l − ls) + 2(g − gs) = s+ s+ 2(−s) = 0.
Therefore, case (ii) applies, and so (ks, ls, gs) ≺ (k, l, g) for all s = 1, . . . , k. This shows
the equivalence of ∆2 = 0 and ()klg = 0 for all k, l ≥ 0, g ≥ −1. Finally, ()k,l,−1 = 0
holds automatically because g1 + g2 + h = 0 implies h = 0, and all terms qk1l1g1 ◦h qk2l2g2
with h = 0 vanish. This is because qklg are odd and f1 ◦0 f2 = (−1)|f1||f2|f2 ◦0 f1.
(b) Exactly as in (a), we first prove the equivalence of |f| = 0, ‖f‖ ≥ 0, ‖f(1)‖ > 0 and
the conditions (D.16) and (D.17) to (1), (2), (3) and (4) under the correspondence (D.21).
Clearly, ε− ◦ f = f ◦ η+ = 0 is equivalent to (5).
Assuming (1), (2), (3) and (4), it remains to check that the equation ef ∆+ = ∆− ef is
equivalent to (6). This is again the same computation as in [CFL15, Section 2]. We will
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do it in the weak case and then restrict to the strict case for the induction. We have
ef ◦∆+
=
( ∞∑
r=0
1
r!
∑
i1,...,ir≥−1
∑
k1,l1,g1,...,kr,lr,gr≥0
k1+g1=i1+1,...,kr+gr=ir+1
fk1l1g1  · · ·  fkrlrgr~i1+···+ir
)
◦
( ∞∑
i+=−1
∑
k+,l+,g+≥0
k++g+=i++1
qˆ+k+l+g+~
i+
)
=
∞∑
i=−∞
( ∞∑
r=0
1
r!
∑
k+,l+,g+,k1,l1,g1,...,kr,lr,gr≥0
k++k1+···+kr+g++g1+···+gr=i+r+1
(fk1l1g1  · · ·  fkrlrgr) ◦ qˆ+k+l+g+
)
~i
=
∞∑
i=−∞
( ∞∑
r=0
1
r!
∑
k+,l+,g+≥0
k1,l1,g1,...,kr,lr,gr≥0
k++k1+···+kr+g+
+g1+···+gr=i+r+1
∑
h1,...,hr≥0
h1+···+hr=l+
(fk1l1g1 , . . . , fkrlrgr) ◦h1,...,hr q+k+l+g+
︸ ︷︷ ︸
=: (∗)+i,r : SˆU+ → SˆU−
)
~i
and similarly
∆− ◦ ef
=
∞∑
i=−∞
( ∞∑
r=0
1
r!
∑
k−,l−,g−≥0
k1,l1,g1,...,kr,lr,gr≥0
k−+k1+···+kr+g−
+g1+···+gr=i+r+1
∑
h1,...,hr≥0
h1+···+hr=k−
q−k−l−g− ◦h1,...,hr (fk1l1g1 , . . . , fkrlrgr)
︸ ︷︷ ︸
=: (∗)−i,r : SˆU+ → SˆU−
)
~i.
We will consider pil ◦ (∗)+i,r ◦ ιk for fixed i ∈ Z and k, l ≥ 0. Because of the definition of
◦h1,...,hr , only the terms with l1 + · · ·+ lr = l and k+ + k1 + · · ·+ kr − h1 − · · · − hr =
k+ + k1 + · · ·+ kr − l+ = k survive in pil ◦ (∗)+i,r ◦ ιk. Denoting g := i− k + 1, we have
k+ + k1 + · · ·+ kr + g+ + g1 + · · ·+ gr = i+ r + 1
k+ + k1 + · · ·+ kr − l+ = k
l1 + · · ·+ lr = l
⇐⇒
g1 + · · ·+ gr + g+ + l+ − r = g
k+ + k1 + · · ·+ kr − l+ = k
l1 + · · ·+ lr = l.
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Therefore, it holds
pil ◦ (∗)+i,r ◦ ιk =
∑
k+,l+,g+≥0
k1,l1,g1,...,kr,lr,gr≥0
k++k1+···+kr−l+=k
l1+···+lr=l
g1+···+gr+g++l+−r=g
∑
h1,...,hr≥0
h1+···+hr=l+
(fk1l1g1 , . . . , fkrlrgr) ◦h1,...,hr q+k+l+g+ .
Collecting the terms with hi = 0 and using the graded commutativity of , we obtain
pil ◦ (∗)+i,r ◦ ιk =
∑
h1,...,hr≥1
k+,l+,g+,k1,l1,g1,...,kr,lr,gr≥0
h1+···+hr=l+
k1+···+kr+k+−l+=k
l1+···+lr=l
g1+···+gr+g++l+−r=g
(fk1l1g1 , . . . , fkrlrgr) ◦h1,...,hr q+k+l+g+
︸ ︷︷ ︸
=: (+)rklg
+
r−1∑
r′=0
(
r
r′
) ∑
h1,...,hr′≥1
k+,l+,g+≥0
k1,l1,g1,...,kr,lr,gr≥0
h1+···+hr′=l+
k1+···+kr+k+−l+=k
l1+···+lr=l
g1+···+gr+g++l+−r=g
(fk1l1g1 , . . . , fkr′ lr′gr′ ) ◦h1,...,hr′ q+k+l+g+
fkr′+1lr′+1gr′+1  · · ·  fkrlrgr
= (+)rklg +
r−1∑
r′=0
(
r
r′
) ∑
0≤k′≤k
0≤l′≤l
0≤g′≤g+r−r′
(
(+)r′k′l′g′

∑
kr′+1,lr′+1,gr′+1,...,kr,lr,gr≥0
kr′+1+···+kr=k−k′
lr′+1+···+lr=l−l′
gr′+1+···+gr−(r−r′)=g−g′
fkr′+1lr′+1gr′+1  · · ·  fkrlrgr
︸ ︷︷ ︸
=: (4)r−r′k−k′,l−l′,g−g′
)
.
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We used here that for fixed r ≥ 0, 0 ≤ r′ ≤ r − 1, k, l ≥ 0 and g ∈ Z, we have

h1, . . . , hr′ ≥ 1
k+, l+, g+ ≥ 0
k1, l1, g1, . . . , kr, lr, gr ≥ 0
h1 + · · ·+ hr′ = l+
k1 + · · ·+ kr + k+ − l+ = k
l1 + · · ·+ lr = l
g1 + · · ·+ gr + g+ + l+ − r = g

=
⊔
0≤k′≤k
0≤l′≤l
−r′≤g′≤g+r−r′

h1, . . . , h
′
r ≥ 1
k+, l+, g+ ≥ 0
k1, l1, g1, . . . , kr′ , lr′ , gr′ ≥ 0
h1 + · · ·+ hr′ = l+
k1 + · · ·+ kr′ + k+ − l+ = k′
l1 + · · ·+ lr′ = l′
g1 + · · ·+ gr′ + g+ + l+ − r′ = g′

×

kr′+1, lr′+1, gr′+1, . . . , kr, lr, gr ≥ 0
kr′+1 + · · ·+ kr = k − k′
lr′+1 + · · ·+ lr = l − l′
gr′+1 + · · ·+ gr − (r − r′) = g − g′

,
where the notation is the vertical version of {· | ·}. In fact, the summation starts from
g′ = 0 because if g′ < 0, then (+)r′k′l′g′ = 0. Summing over r ∈ N0, we get
∞∑
r=0
1
r!pil ◦ (∗)
+
i,r ◦ ιk
=
∞∑
r=0
1
r! (
+)rklg +
∞∑
r=0
r−1∑
r′=0
1
r′!
1
(r − r′)!
∑
0≤k′≤k
0≤l′≤l
0≤g′≤g+r−r′
(+)r′k′l′g′  (4)r−r
′
k−k′,l−l′,g−g′
=
∞∑
r=0
1
r! (
+)rklg +
∑
0≤k′≤k
0≤l′≤l
g′≥0
( ∞∑
r′=0
1
r′! (
+)r′k′l′g′
)

( ∞∑
t=1
1
t! (4)
t
k−k′,l−l′,g−g′
)
,
(D.25)
where we used the substitution t = r − r′ and the fact that if g − g′ < −t, then
(4)tk−k′,l−l′,g−g′ = 0. Similarly, we obtain
∞∑
r=0
1
r!pil ◦ (∗)
−
i,r ◦ ιk
=
∞∑
r=0
1
r! (
−)rklg +
∑
0≤k′≤k
0≤l′≤l
g′≥0
( ∞∑
t=1
1
t! (4)
t
k−k′,l−l′,g−g′
)

( ∞∑
r′=0
1
r′! (
−)r′k′l′g′
)
.
(D.26)
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Now, ef ∆+ = ∆− ef is equivalent to
∞∑
r=0
1
r!pil ◦ (∗)
+
i,r ◦ ιk =
∞∑
r=0
1
r!pil ◦ (∗)
−
i,r ◦ ιk for all k, l ≥ 0 and i ∈ Z. (D.27)
By our previous computations, this follows from
∞∑
r=0
1
r! (
+)rklg =
∞∑
r=0
1
r! (
−)rklg for all k, l, g ≥ 0,
which are precisely equations (D.20). In order to prove the reverse implication, one needs
to do induction on signatures (k, l, g) as in (a). It is possible in the strict case by the
following lemma.
Subclaim (Induction in strict case I). Suppose that f0lg = fk0g = 0 for all k, l, g ≥ 0.
Then for any k, l ≥ 0 and i ∈ Z, g = i− k + 1, only the terms with (k′, l′, g′) ≺ (k, l, g)
contribute to the sums on the right-hand side of (D.25) and (D.26). These sums vanish
if (k, l, g) = (0, 0, 0).
Proof. Recall the definition of ≺ on p. 315. First of all, (4)tk−k′,l−l′,g−g′ 6= 0 implies
D := (k + l + 2g)− (k′ + l′ + 2g′) = (k − k′) + (l − l′) + 2(g − g′) ≥ t+ t+ 2(−t) = 0,
where k − k′, l − l′ ≥ t holds due to strictness. Suppose that D = 0. Then g′ ≥ g must
hold because k − k′ ≥ 0 and l − l′ ≥ 0. If g′ = g, then l = l′ and k = k′ must hold; this
is a contradiction with k − k′ ≥ t ≥ 1. Therefore, it holds g′ > g, and case (ii) of the
definition of ≺ applies.
If (k, l, g) = (0, 0, 0), then (4)t0,0,−g′ = 0 because t ≥ 1 and k − k′ ≥ t. (Subclaim) 
(c) We have
ef =
∑
k,l,g≥0
〈ef〉klg~k+g−1,
where
〈ef〉klg =
∑
r≥0
k1,l1,g1,...,kr,lr,gr≥0
k1+···+kr=k
l1+···+lr=l
g1+···+gr−r+1=g
1
r! fk1l1g1  · · ·  fkrlrgr
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= fklg +
∑
r≥2
k1,l1,g1,...,kr,lr,gr≥0
k1+···+kr=k
l1+···+lr=l
g1+···+gr−r+1=g
1
r! fk1l1g1  · · ·  fkrlrgr (D.28)
for all (k, l, g) 6= (0, 0, 1) with k, l ≥ 0, g ∈ Z. For (k, l, g) = (0, 0, 1), one has to add the
unit e coming from the summand with r = 0. We find that
〈ef−ef+〉klg =
∑
r−,r+≥0
k−1 ,l
−
1 ,g
−
1 ,...,k
−
r− ,l
−
r− ,g
−
r−≥0
k+1 ,l
+
1 ,g
+
1 ,...,k
+
r+
,l+
r+
,g+
r+
≥0
k−1 +···+k−r−=l
+
1 +···+l+r+
k+1 +···+k+r+=k
l−1 +···+l−r−=l
g+1 +···+g+r++g
−
1 +···+g−r −r+−r−+k−1 +···+k−r−+1=g
1
r+!r−! (f
−
k−1 l
−
1 g
−
1
· · ·f−
k−
r− l
−
r−g
−
r−
)◦(f+
k+1 l
+
1 g
+
1
· · ·f+
k+
r+
l+
r+
g+
r+
)
for all k, l ≥ 0, g ∈ Z. The composition f−  f+ = log
(
ef
− ◦ ef+
)
is the unique f such
that ef = ef− ◦ ef+ ; this is equivalent to
〈ef〉klg = 〈ef−ef+〉klg for all k, l ≥ 0, g ∈ Z. (D.29)
In the strict case, this can be solved for (fklg) by induction on signatures.
Subclaim (Induction in strict case II). Suppose that f+ and f− are strict. Then it holds
(ki, li, gi) ≺ (k, l, g) for all i = 1, . . . , r and r ≥ 2 in (D.28) for all k, l ≥ 0, g ∈ Z.
Proof. We compute
k + l + 2g − 2 = (k1 + l1 + 2g1 − 2) + · · ·+ (kr + lr + 2gr − 2),
where ki + li + 2gi − 2 ≥ 0 by strictness. It follows that k + l + 2g ≥ ki + li + 2gi holds
for all i = 1, . . . , r. If, e.g., k + l + 2g = k1 + l1 + 2g1, then k2 = l2 = · · · = kr = lr = 1,
g2 = · · · = gr = 0, and hence g = 1 − r. However, this can not happen as r ≥ 2 and
g ≥ 0. Therefore, case (i) of ≺ always occurs. (Subclaim) 
Using this, we can set f110 = f−110 ◦ f+110 and f0lg = fk0g := 0 for all k, l, g ≥ 0 and
solve (D.29) for (fklg) for all k, l ≥ 1, g ≥ 0 by induction over (k, l, g). The solution (D.22)
will solve (D.29) for all k, l ≥ 0, g ∈ Z (the equations for g < 0 consist of disconnected
gluings and can be checked by splitting into connected components).Conditions on the
filtration degree are easy to check as in [CFL15, Lemma 8.5].
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We expect that weak complete filtered IBL∞-algebras in MV-formalism with weak
morphisms form a subcategory of the category of complete filtered MV-algebras (to see
this, it remains to prove a version of (c) of Proposition D.2.6 for weak morphisms). The
identity morphism in this category is the continuous K((~))-linear extension of the trivial
extension of the identity 1 : Uˆ → Uˆ to SˆU((~))→ SˆU((~)) (see (iii) of Remark D.1.10).
In the following, we will compare Definition D.2.3 to the definition of filtered IBL∞-
algebras from [CFL15, Section 8].
A filtered IBL∞-algebra of bidegree (d, γ) over K on a complete filtered graded vector
space W according to [CFL15] is a collection of homogenous K-linear maps qklg : SˆkU →
SˆlU of finite filtration degrees for all k, l, g ∈ N0, where U was defined in (D.14), which
satisfy, firstly, (1) and (2) of (a) of Proposition D.2.6 with the strict inequality in (2) for
all (k, l, g) from the set
{
(0, 0, 0), (1, 0, 0), (0, 1, 0), (2, 0, 0), (0, 2, 0), (0, 0, 1)
}
(D.30)
and, secondly, the equations (D.24). A morphism of filtered IBL∞-algebras of bidegree
(d, γ) over K on complete filtered graded vector spaces W+ and W− according to [CFL15]
is a collection of homogenous K-linear maps fklg : SˆkU+ → SˆlU− of finite filtration
degrees for all k, l, g ∈ N0 which satisfy, firstly, (1) and (2) of (b) of Proposition D.2.6
with the strict inequality in (2) for (k, l, g) ∈ (D.30) and, secondly, the equations (D.27).
Recall (D.14) and notice that if we define the filtration FλWU := (FλW )[1] for all λ ∈ R
and denote the corresponding filtration degree by ‖ · ‖W , then it holds ‖ · ‖ = ‖ · ‖W + γ
on U , and for a map qklg : SˆkU → SˆlU , we have
‖qklg‖ ≥ −2γ(k + g − 1) ⇐⇒ ‖qklg‖W ≥ γ(2− 2g − k − l).
Signatures (D.30) together with (1, 1, 0) correspond to unstable surfaces, i.e., those
(k, l, g) for which χklg = 2 − 2g − k − l ≥ 0. Allowing morphisms f which have non-
zero components of these signatures leads to the appearance of an infinite number of
summands in 〈∆− ef〉klg, 〈ef ∆+〉klg and 〈ef−ef+〉klg (and in the Maurer-Cartan equation
(D.38) later); the strict inequalities for filtration degrees of these components seem to
be the minimal condition to algebraically handle this situation. Again, the author does
not see any technical reason for imposing strict filtration degree conditions for qklg. See
Figure D.3 for the graphical explanation of the bubbling.
We observe the following differences between our approach to weak IBL∞-algebras and
the original approach from [CFL15]:
321
D. Filtered IBL-infinity-algebras as filtered MV-algebras
(i) Bubbling. The definition of [CFL15] is symmetric in inputs and outputs, whereas our
definition is not (compare (D.30) and (3) of Proposition D.2.6). We will illustrate
this in Example D.2.9 below.
(ii) General ring. The theory of [CFL15] is formulated over a filtered graded commu-
tative ring R, i.e., W is a filtered R-module and the maps are R-linear. We can
tweak our formalism to handle this situation if R is a K-algebra (e.g., the Novikov
ring) by replacing K((~)) with R((~)) in Definition D.2.3.
(iii) Completions. The BV-formalism of [CFL15] uses the completion SˆU with respect
to the union filtration F∪ of the induced filtration and the filtration by weights
(see Section D.1); however, this is not necessarily a filtered bialgebra (see Exam-
ple D.1.5), Proposition D.1.8 might not apply, and it is not clear whether ef (or
the multiplication with the exponential of the Maurer-Cartan element later) are
well-defined operators on SˆU((~)).
In the following case, our theory and the theory of [CFL15] agree.
Proposition D.2.7 (Equivalence of definitions in bounded case over K). Let d ∈ Z and
γ > 0. For ζ ∈ R, we denote by Wζ the class of complete filtered graded vector spaces W
for which there is an α > ζ such that
FαW = W. (D.31)
For such W , we will consider weak IBL∞-algebras of bidegree (d, γ) over K and their
weak IBL∞-morphisms. We have the following:
(a) Filtered IBL∞-algebras and morphisms from [CFL15] over W−γ are also complete
filtered MV-algebras and morphisms from Definition D.2.3, respectively.
(b) The two definitions agree over W0. If in addition γ ≥ 1, then also the BV-
formalisms are identical.
(c) The canonical dIBL-structure on the (reduced) dual cyclic bar complex
W = Bˆ∗cycV [2− n]
for a Poincaré duality algebra V of degree n from Section 3.4 satisfies (b).
Proof. For W ∈ Wζ , there is an α > ζ such that
‖ · ‖ = ‖ · ‖W + γ ≥ α+ γ on U,
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(a) Connected bubbling of f010 in ∆− ef. (b) Connected bubbling of f100 in ef ∆+.
(c) Connected bubbling involving f010 or f100 in the composition ef
−  f+ = ef−ef+ .
(d) Connected bubbling in the compo-
sition with no f010 and f100.
(e) Disconnected bubbling of f001 in the
relation ∆− ef, ef ∆+ or in the com-
position.
(f) A possible disconnected bubbling in-
volving f000 in ∆− ef, ef ∆+ or in
the composition.
Figure D.3.: Bubbling in IBL∞-relations. If we glue any of the components above
to a surface of signature (k, l, g), the signature remains the same. Note
that since g is defined via the Euler characteristic, adding a disconnected
component without inputs and outputs decreases g by one.
323
D. Filtered IBL-infinity-algebras as filtered MV-algebras
and hence
‖qklg(v)‖U ≥ l(α+ γ) for all v ∈ SˆkU (D.32)
and any k ≥ 0, l ≥ 1, g ≥ 0. It holds also for l = 0 because the filtration on Sˆ0U ' K is
non-negative. We see that if ζ ≥ −γ, which is the case of both (a) and (b), then the sums∑∞
l=0 qklg converge automatically; i.e., (4) of (a) of Proposition D.2.6 holds. It remains
to study the relation of the strict filtration degree conditions
∀l, g ∈ N0 : ‖q0lg‖ = ‖q0lg(1)‖ > −2γ(g − 1) (D.33)
and
∀(k, l, g) ∈ (D.30) : ‖qklg‖ > −2γ(k + g − 1). (D.34)
Here, ‖q0lg‖ = ‖q0lg(1)‖ holds because the trivial filtration on K is non-negative and
it holds ‖1‖ = 0. For morphisms, the story is the same, and the rest is implied by
Proposition D.2.6.
(a) Assuming (D.34), we have to prove (D.33). It is easy to see that if ζ ≥ −γ,
then (D.33) follows from (D.32) except for (k, l, g) = (0, 0, 0), (0, 1, 0), (0, 2, 0) and
(0, 0, 1). These are precisely the signatures from (D.30) with no input; in particular, they
are implied by (D.34).
(b) Assuming (D.33), we have to prove (D.34). Clearly, (D.33) implies the strict
inequality for all (k, l, g) ∈(D.30) with no input. It remains to check it for (1, 0, 0) and
(2, 0, 0). Using ζ ≥ −γ, we obtain
‖f100(v)‖ ≥ ‖f100‖+ ‖v‖ ≥ 0 + (γ + α) > 0 for all v ∈ Sˆ1V,
and using ζ ≥ 0, we obtain
‖f200(v)‖ ≥ ‖f200‖+ ‖v‖ ≥ −2γ + 2(γ + α) > 0 for all v ∈ Sˆ2V.
Because im f100, im f200 ⊂ K, it must hold f100 = f200 = 0, and hence the strict filtration
degree condition is automatically satisfied.
The equivalence of BV-formalisms for γ ≥ 1 follows from Lemma D.1.6 because
F1U = (F1−γW )[1] = W [1] = U , where α > 0 ≥ 1− γ.
(c) For any k ∈ N0 and k ≤ λ < k + 1, we have
FλwBcycV = Bcyc1 V ⊕ · · · ⊕ Bcyck V,
324
D. Filtered IBL-infinity-algebras as filtered MV-algebras
FλB∗cycV = {ψ ∈ B∗cycV | ψ
∣∣
FλBcycV = 0}
' (B∗cycV )k+1 ⊕ (B∗cycV )k+2 ⊕ · · · ,
where Fw is the increasing filtration by weights, F the dual filtration and (B∗cycV )i the
graded dual to Bcyci V . We also see that FλB∗cycV = B∗cycV for all λ < 1. Since Bˆ∗cycV is
the completion of B∗cycV in the graded category, we have Bˆ∗cycV ∈W0. Finally, we know
that γ = 2 for the canonical dIBL-algebra.
Remark D.2.8 (Generalization over algebra). It is easy to see that (a) of Proposition D.2.7
also holds when we work over a non-negatively filtered augmented unital graded K-
algebra R. However, (b) should not generalize as there are no conditions in the filtered
MV-formalism implying the strict filtration degree condition for (1, 0, 0) and (2, 0, 0). C
Example D.2.9 (Asymmetry of MV-formalism). How is it possible that there are no strict
filtration degree conditions on (1, 0, 0) and (2, 0, 0) in the filtered MV-formalism even
though these unstable surfaces can obviously bubble off (see Figure D.3)?10
Heuristically, increasing the number of (1, 0, 0)’s glued to the outputs increases the
number of times δ¯ has to be applied to the input to split it and feed it into the new
(1, 0, 0)’s. The limit conilpotency property (D.6) steps in, increases the filtration degree
and provides convergence of the infinite sum. As for the bubbling of (2, 0, 0), we look at
(c) and (d) of Figure D.3 and see that there is always an increasing number of (0, 2, 0)’s
or (1, 0, 0)’s in the adjacent components. Now, (0, 2, 0) increases the filtration degree due
to the strict filtration degree condition, and (1, 0, 0) increases the filtration degree due to
the limit conilpotency property as explained above. The convergence is again established.
We will now illustrate the bubbling of f100 and f010 in the relations for morphisms with
a concrete computation. Let f100 : Sˆ1U → Sˆ0U , f010 : Sˆ0U → Sˆ1U , q1l0 : Sˆ1U → SˆlU and
qk10 : SˆkU → Sˆ1U for k, l ≥ 0 be K-linear maps such that the following sums converge
to K((~))-linear operators SˆU((~))→ SˆU((~)):
∆ :=
∞∑
l=1
qˆ1l0, f := f100,
∆′ :=
∞∑
k=1
qˆk10~k−1, f′ := f010~−1.
10Note that this question is relevant only when we work over a general K-algebra R, so that f100 and f200
do not necessarily vanish.
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Assume that ‖f‖ = ‖f100‖ ≥ 0. Because f100(1) = 0, convergence of the exponential
ef =
∞∑
r=0
1
r! f
r
100 : SˆU((~))→ SˆU((~))
relies purely on the limit conilpotency property (see the proof of Proposition D.1.8).
Assume that ‖f010‖ = ‖f010(1)‖ > 2γ, i.e., ‖f′‖ = ‖f′(1)‖ = ‖f010(1)‖ − 2γ > 0. Clearly,
convergence of the exponential
ef
′ =
∞∑
r=0
1
r! f
r
010~
−r : SˆU((~))→ SˆU((~)) (D.35)
relies purely on the strict filtration degree condition.
For all v ∈ S1U , we have
(ef ∆)(v) =
∞∑
l=1
efqˆ1l0(v)
=
∞∑
l=1
1
l!µ
(l)f⊗l100δ¯
(l)q1l0(v)
=
∞∑
l=1
f⊗l100
(
q1l0(v)
)
.
(D.36)
In this simplest case, the limit conilpotency property takes the form δ¯(k)(SlU) = 0 for
k > l, which bounds the number of f100’s applied to individual summands. Next, we have
(∆′ ef′)(1) =
∞∑
r=0
1
r! ∆
′ f010(1)r~−r
=
∞∑
r=0
1
r!
∞∑
i=1
qˆi10f010(1)r
=
∞∑
r=1
r∑
i=1
1
i!(r − i)!qi10(f010(1)
i)f010(1)r−i~−r+i−1
=
( ∞∑
i=1
1
i!qi10(f010(1)
i)
)( ∞∑
t=0
1
t! f010(1)
t~−t−1︸ ︷︷ ︸
=ef′(1)~−1
)
.
(D.37)
Clearly, the condition ‖f010(1)‖ > 0 is required for the convergence of the sum in the first
bracket. C
Let us now consider the twisting of a complete filtered IBL∞-algebra in MV-formalism
(qklg) onW with a Maurer-Cartan element n. TheMaurer-Cartan element is, by definition,
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a morphism from the trivial IBL∞-algebra 0 to W . Because Sˆ0 = Sˆ00 = K, only the
(0, l, g)-components denote by nlg : K→ SˆlU for l, g ≥ 0 might be non-zero, and thus
n =
∑
l,g≥0
nlg~g−1 : Sˆ0((~)) −→ SˆU((~)).
Clearly, en(1) = en(1) ∈ SˆU((~)). Consider the left multiplication Len(1) : SˆU((~)) →
SˆU((~)), and let ∆ be the BV-operator for (qklg). The BV-operator for the twisted
IBL∞-algebra (qnklg) is defined by
∆n := Le−n(1) ◦∆ ◦Len(1) : SˆU((~)) −→ SˆU((~)). (D.38)
The twisting always produces an input-strict IBL∞-algebra. Indeed, we have
∆ ◦en = 0 ⇐⇒ ∆(en(1)) = 0 ⇐⇒ ∆n(1) = 0.
This is called the Maurer-Cartan equation.
Proposition D.2.10 (Twisted IBL∞-algebra). Let (W,∆) be a complete filtered IBL∞-
algebra in MV-formalism, and let n be a Maurer-Cartan element. Then ∆n defined
by (D.38) is an input-strict complete filtered IBL∞-algebra in MV-formalism of the same
bidegree as (W,∆), and for its components (qnklg), it holds
qnklg =
∑
r≥0
k′,l′,g′,l1,g1,...,lr,gr≥0
k′−h1−···−hr=k
l′+l1+···+lr−h1−···−hr=l
g′+h1+···+hr−r+g1+···+gr=g
qk′l′g′ ◦h1,...,hr (nl1g1 , . . . , nlr,gr) for all k ≥ 1, l, g ≥ 0,
where (qklg) and (nlg) are components of ∆ and n, respectively.
Proof. Using Len(1) = en  1, we compute
∆ ◦Len(1)
=
∑
r≥0
k′,l′,g′,l1,g1,...,lr′ ,gr′≥0
1
r! qˆk
′l′g′ ◦ (nl1g1  · · ·  nlrgr  1)~g1+···+gr−r+k
′+g′−1
=
∑
r≥0
k,k′,l′,g′,l1,g1,...,lr′ ,gr′≥0
h1,...,hr≥0
h1+···+hr+k=k′
1
r!qk
′l′g′ ◦h1,...,hr,k (nl1g1 , · · · , nlrgr ,1)~g1+···+gr−r+k
′+g′−1
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=
∑
r≥0
0≤r′≤r
k,k′,l′,g′,l1,g1,...,lr′ ,gr′≥0
h1,...,hr′≥1
h1+···+hr′+k=k′
1
(r − r′)!
1
r′!nlr′+1gr′+1  · · ·  nlrgr
 (qk′l′g′ ◦h1,...,hr′ ,k (nl1g1 , . . . , nlr′gr′ ,1))~g1+···+gr−r+k′+g′−1
=
(∑
t≥0
1
t!nl
′
1g
′
1
 · · ·  nl′tg′t~g
′
1+···+g′t−t
)

( ∑
k,l,g≥0
∑
r′≥0
k,k′,l′,g′,l1,g1,...,lr,gr≥0
h1,...,hr′≥1
k′−h1−···−hr′=k
l′+l1+···+lr′−h1−···−hr′=l
g′+h1+···+hr′−r′+g1+···+gr′=g
1
r′!qk
′l′g′ ◦h1,...,hr′ ,k (nl1g1 , . . . , nlr′gr′ ,1)~k+g−1
)
=
(∑
t≥0
1
t!
(
nl′1g
′
1
 · · ·  nl′tg′t  1
)
~g
′
1+···+g′t−t
)
◦
( ∑
k,l,g≥0
∑
r′≥0
k,k′,l′,g′,l1,g1,...,lr,gr≥0
h1,...,hr′≥1
k′−h1−···−hr′=k
l′+l1+···+lr′−h1−···−hr′=l
g′+h1+···+hr′−r′+g1+···+gr′=g
1
r′!qk
′l′g′ ◦h1,...,hr′ (nl1g1 , . . . , nlr′gr′ ) 1~k+g−1
)
= Len(1) ◦
( ∑
k,l,g≥0
∑
r′≥0
k,k′,l′,g′,l1,g1,...,lr,gr≥0
h1,...,hr′≥1
k′−h1−···−hr′=k
l′+l1+···+lr′−h1−···−hr′=l
g′+h1+···+hr′−r′+g1+···+gr′=g
1
r′!qk
′l′g′ ◦h1,...,hr′ (nl1g1 , . . . , nlr′gr′ )
∧
~k+g−1
)
.
The claim follows.
D.3. BV-complexes for IBL-infinity-algebras
We plan to use the filtered MV-formalism from the previous section to study chain-maps
between the following chain complexes.
Definition D.3.1 (Chain complexes for IBL∞-algebras). Given a complete filtered IBL∞-
algebra in MV-formalism (U,∆), we call the chain complex (SˆU((~)),∆) the BV-complex.
If (U,∆) is input-strict, i.e., if ∆(1) = 0, then (SˆU [[~]],∆) is a chain complex as well,
and we call it the strict BV-complex. If (U,∆) is strict, we also have the chain complex
(Sˆ1U, q110), and we call it the IBL∞-chain complex (c.f., Definition 3.2.8).
Clearly, the definition works also for filtered IBL∞-algebras from [CFL15] (we are just
not sure about Proposition D.3.3 below, and thus we rather stick to our formalism).
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Remark D.3.2 (BV-bicomplex for surfaces). Writing ∆ = ∆1 + ∆2 ~+ ∆3 ~2 + · · · in the
input-strict case, we have
0 != ∆2 = ∆21 +~(∆1 ∆2 + ∆2 ∆1) + ~2(∆22 + ∆1 ∆3 + ∆3 ∆1) + ~3(· · · ) + · · · .
We see that ∆21 = 0 and [∆1,∆2] = 0, where [·, ·] is the graded commutator, always
hold. Moreover, if [∆1,∆3] = 0, then also ∆22 = 0. Now, |∆1 | = −1 always holds, and
if d = −1, then |~| = −2 and |∆2 | = −1 − 2d = 1. We see that if [∆1,∆3] = 0 and
d = −1, then (SˆU,∆1,∆2) is a (homological) mixed complex. If ∆k = 0 for k ≥ 3, then
the [~−1, ~]]- and [[~]]-versions of the total complex (see Remark B.2.4) compute the
BV- and strict BV-homology, respectively. Note that by [CV20, Proposition 2.2], these
versions are quasi-isomorphism invariants of mixed complexes.11
In the case of the canonical dIBL-algebra on cyclic cochains of a Poincaré duality
algebra of degree n, we have d = n− 3, and so d = −1 corresponds to n = 2. C
Proposition D.3.3 (Morphisms of BV-complexes). In the category of complete filtered
IBL∞-algebras in MV-formalism, the following holds:
(a) A weak morphism of weak IBL∞-algebras induces a chain map ef of BV-complexes.
(b) An input-strict morphism of input-strict IBL∞-algebras induces a chain map of
both the BV-complex and its strict version.
(c) The (1, 1, 0)-part of a strict IBL∞-morphism of strict IBL∞-algebras induces a
chain map of IBL∞-chain complexes.
(d) For a Maurer-Cartan element n, the left multiplication Len(1) : SˆU((~))→ SˆU((~))
is an isomorphism of the BV-complexes (SˆU((~)),∆) ' (SˆU((~)),∆n).
Proof. Clear.
Notice that whereas Len(1) : SˆU → SˆU is an isomorphism of chain complexes and it has
a well-defined logarithm (i.e., it holds ‖Len(1)‖ ≥ 0 and ‖Len(1)(1)− 1‖ = ‖en(1) − 1‖ > 0),
it is typically not equal to ef for any (weak) IBL∞-morphism f.
As an example, suppose that n(1) = ~−1n10(1) ∈ SˆU (recall that we interpret n10 as a
map K→ SˆU) and assume that Len(1) = ef for f = f0~−1 +f1 +f2~+ · · · with SˆiU ⊂ ker(fk)
for all i > k. In particular, for u ∈ U , there is no negative power of ~ in f(u). On the other
11A morphism of mixed complexes commutes with both the boundary operator and the differential. A
quasi-isomorphism of homological mixed complexes is a morphism of mixed complexes which is a
quasi-isomorphism with respect to the boundary operator.
329
D. Filtered IBL-infinity-algebras as filtered MV-algebras
hand, there is precisely one negative power of ~ in ∑∞k=1 (−1)kk (Len(1) − e)ku, namely
n10(1)~−1 for k = 1. Therefore, Len(1) does not come from a weak IBL∞-morphism as
long as n10(1) 6= 0. This sheds light on the matter of the author’s confusion from the
preamble about twisting with a Maurer-Cartan element.
Questions D.3.4. (i) What is the geometric meaning of
H(SˆU((~)),∆) ' H(SˆU((~)),∆n), H(SˆU [[~]],∆) and H(SˆU [[~]],∆n), (D.39)
where U = B∗cycHdR(M)[3− n] is the (reduced) dual cyclic bar complex of the de Rham
cohomology of a closed oriented n-manifoldM with the filtration dual to the (homological,
i.e., increasing) filtration by weights, ∆ represents the canonical dIBL-structure for the
intersection pairing on HdR(M) and n is the Chern-Simons Maurer-Cartan element? Are
some of the homologies (D.39) isomorphic? How about the bicomplex from Remark D.3.2
for surfaces?
(ii) Are there any implications between the following statements (a)–(c)? A strict
IBL∞-morphism of strict IBL∞-algebras induces
(a) a quasi-isomorphism of IBL∞-complexes,
(b) a quasi-isomorphism of strict BV-complexes and
(c) a quasi-isomorphism of BV-complexes?
(iii) For a Maurer-Cartan element n, is there a formula for
logLen(1) : SˆU((~)) −→ SˆU((~))?
D.4. Composition of polynomials in convolution product
We will work on a (non-filtered) N0-graded bialgebra V over K and consider K-linear
maps V → V . Nevertheless, the results extend in a straightforward way to weight-
graded complete filtered bialgebras Vˆ and K-linear maps of finite filtration degrees, and
ultimately to the formal series Vˆ ((~)) and K((~))-linear maps of finite filtration degrees.
The theory is based on the following observation.
Lemma D.4.1 (Iterated compatibility condition). Let (V, µ, δ, η, ε) be an N0-graded
bialgebra. Write V = ⊕∞i=0 Vi,12 and for every i ∈ N0, let ιi : Vi → V and pii : V → Vi be
12We use the lower index because it should correspond to the weight in the weight-graded setting of
V = SU .
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δ(n) δ(n) δ(n)
µ(m) µ(m) µ(m)
m-times
n-times
σm,n
Figure D.4.: The “heart and veins” of the iterated bialgebra compatibility condition
δ(n)µ(m), and the definition of σm,n.
the canonical inclusion and projection, respectively. Let m, n ∈ N, and let σm,n ∈ Smn be
the permutation of mn elements depicted in Figure D.4. For A ∈ Nm×n0 , let
FA :=
m⊗
i=1
n⊗
j=1
piAij ◦ ιAij : V ⊗mn −→ V ⊗mn.
Then for the iterated product µ(m) : V ⊗m → V and the iterated coproduct δ(n) : V → V ⊗n,
the following holds:
δ(n)µ(m) = µ(m)⊗nσm,nδ(n)⊗m =
∑
A∈Nm×n0
µ(m)⊗nσm,nFAδ(n)⊗m. (D.40)
For n = m = 2, this reduces to the well-known compatibility relation
δ ◦ µ = (µ⊗ µ) ◦ (1⊗ τ ⊗ 1) ◦ (δ ⊗ δ). (D.41)
Proof. Clearly, the second equality of (D.40) holds because ∑A∈Nm×n0 FA = 1mn. As
for the first equality, it holds for m = n = 2 from the definition of a bialgebra; the
rest is obtained by induction on m, n, distinguishing the two cases δ(n)µ(m) = (δ ⊗
1
⊗n−2)δ(n−1)µ(m) and δ(n)µ(m) = δ(n)µ(m−1)(µ⊗ 1⊗n−2), respectively. In the first case,
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the induction step reads
δ(n)µ(m) = (δ ⊗ 1⊗n−2)δ(n−1)µ(m)
= (δ ⊗ 1⊗n−2)µ(m)⊗n−1σm,n−1δ(n−1)⊗m
= µ(m)⊗n(σm,2δ⊗m ⊗ 1⊗m(n−2))σm,n−1δ(n−1)⊗m
= µ(m)⊗nσm,nδ(n)⊗m.
On the third line, we used that δµ(m) = (µ(m) ⊗ µ(m))σm,2δ⊗m, which equals (D.41) for
m = 2, and for m ≥ 3, it is proven by induction with the induction step
δµ(m) = δµ(m−1)(µ⊗ 1⊗m−2)
= (µ(m−1) ⊗ µ(m−1))σm−1,2δ⊗m−1(µ⊗ 1⊗m−2)
= (µ(m−1) ⊗ µ(m−1))σm−1,2(µ⊗ µ⊗ 1m−2)(1⊗ τ ⊗ 1⊗ 1m−2)δ⊗m
= (µ(m) ⊗ µ(m))σm,2δ⊗m.
The second case is analogous.
Definition D.4.2 (Compositions of monomials in convolution product). Consider an
N0-graded bialgebra (V, µ, δ, η, ε). Given linear maps f1, . . . , fr, f′1, . . . , f′r′ : V → V and a
matrix A ∈ Nr′×r0 for r, r′ ∈ N, we define the A-composition (f1, . . . , fr)A (f1, . . . , fr′) :
V → V by the formula
(f1, . . . , fr)A (f1, . . . , fr′)
:= µ(r) ◦ (f1 ⊗ · · · ⊗ fr) ◦ µ(r′)⊗r ◦σr′,r ◦ FA ◦ δ(r)⊗r′ ◦ (f′1 ⊗ · · · ⊗ f′r′) ◦ δ(r
′),
where σr′,r and FA were defined in Lemma D.4.1.
We call a matrix A ∈ Nr′×r0 connected if for the matrix
B :=
(
0 A
AT 0
)
,
the matrix product Br+r′ has at least one row with all entries non-zero.13 In this case,
we say that the A-composition (f1, . . . , fr)A (f1, . . . , fr′) is connected.
Suppose that V is connected, i.e., V0 = 〈1〉. Given linear maps f1, . . . , fr, f′1, . . . ,
f′r′ : V → V for r, r′ ∈ N, we define the connected composition (f1, . . . , fr)◦con(f′1, . . . , f′r′) :
13Such A represents a connected weighted bipartite graph.
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V → V by
(f1, . . . , fr) ◦con (f1, . . . , fr′) =
∑
A∈N(r′+1)×(r+1)0
A connected
Ar′+1,r+1=0
(f1, . . . , fr,1)A (f′1, . . . , f′r′ ,1).
Given linear maps f, f1, . . . , fr : V → V and parameters h1, . . . , hr ∈ N0 for r ∈ N, we
define the partial compositions f ◦h1,...,hr (f1, . . . , fr), (f1, . . . , fr) ◦h1,...,hr f : V → V by
f ◦h1,...,hr (f1, . . . , fr)
:= µ(f⊗ 1)(µ⊗ 1)(1⊗ τ)([(µ(r) ⊗ µ(r))(Fh1,...,hr ⊗ 1⊗r)σrδ⊗r]⊗ 1)
(f1 ⊗ · · · ⊗ fr ⊗ 1)δ(r+1),
(f1, . . . , fr) ◦h1,...,hr f
:= µ(r+1)(f1 ⊗ · · · ⊗ fr ⊗ 1)
([
µ⊗rσ−1r (Fh1,...,hr ⊗ 1⊗r)(δ(r) ⊗ δ(r))
]⊗ 1)
(1⊗ τ)(δ ⊗ 1)(f⊗ 1)δ,
where we set Fh1,...,hr := F(h1,...,hr) = F(h1,...,hr)T = ιh1pih1 ⊗ · · · ⊗ ιhrpihr and σr := σr,2,
and we omit writing the composition ◦. For r = 1, we have µ(1) = δ(1) := 1 by definition,
and both equations above reduce to
f ◦h f1 = µ(f⊗ 1)(µ⊗ 1)(1⊗ τ)(Fh ⊗ 1⊗2)(δ ⊗ 1)(f1 ⊗ 1)δ(
= µ(f⊗ 1)(µ⊗ 1)(Fh ⊗ 1⊗2)(1⊗ τ)(δ ⊗ 1)(f1 ⊗ 1)δ
)
.
(c.f., Definition 3.2.2 in Section 3.2 for the case of V = S(C[1]))
Proposition D.4.3 (Partial compositions). Let f, f1, . . . , fr : V → V be linear maps
on a connected N0-graded bialgebra V , and let h1, . . . , hr ∈ N0 for r ∈ N. Then the
following formulas hold:
f ◦h1,...,hr (f1, . . . , fr) =
∑
A∈N(r+1)×20
A=
h1 •... ...
hr •• 0

(f,1)A (f1, . . . , fr,1),
(f1, . . . , fr) ◦h1,...,hr f =
∑
A∈N2×(r+1)0
A=
(
h1 ··· hr •• ··· • 0
)
(f1, . . . , fr,1)A (f,1).
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Proof. We compute
∑
A∈N(r+1)×20
A=
h1 •... ...
hr •• 0

(f ∗ 1)A (f1 ∗ · · · ∗ fr ∗ 1)
=
∑
A∈N(r+1)×20
A=
h1 •... ...
hr •• 0

µ(f⊗ 1)µ(r+1)⊗2 σr+1,2FAδ⊗r+1(f1 ⊗ · · · ⊗ fr ⊗ 1)δ(r+1)
= µ(f⊗ 1)µ(r+1)⊗2 σr+1(ιh1pih1 ⊗ 1⊗ · · · ⊗ ιhrpihr ⊗ 1⊗ 1⊗ ι0pi0)δ⊗r+1
(f1 ⊗ · · · ⊗ fr ⊗ 1)δ(r+1)
= µ(f⊗ 1)µ(r+1)⊗2(Fh1,...,hr ⊗ 1⊗ 1⊗r ⊗ ι0pi0)σr+1δ⊗r+1
(f1 ⊗ · · · ⊗ fr ⊗ 1)δ(r+1)
= µ(f⊗ 1)(µ⊗ 1)(1⊗ τ)([µ(r)⊗2(Fh1,...,hr ⊗ 1⊗r)σrδ⊗r]⊗ 1)
(f1 ⊗ · · · ⊗ fr ⊗ 1)δ(r+1)
= f ◦h1,...,hr (f1, . . . , fr).
On the line before the last line we used that for a connected bialgebra V , it holds
(1⊗ ι0pi0)δ(v) = v ⊗ 1 and (ι0pi0 ⊗ 1)δ(v) = 1⊗ v for all v ∈ V.
The case of (f1, . . . , fr) ◦h1,...,hr f is treated analogously, using that σm,n = σ−1n,m (this is
visible by looking at the highlighted square in Figure D.4, which is symmetric under the
rotation by 180◦).
We see that the operations ◦h1,...,hr and ◦con, which are the cornerstone of the surface
calculus for SU in Section D.2, originate naturally from A. Clearly, we can now
replace SU by any connected weight-graded bialgebra V and develop a surface calculus
for BV∞-algebras over V .
The following formulas were stated in Remark 3.2.3 in Section 3.2 and come from
[CFL15], where they were used in a slightly different form (and without a proof).
Proposition D.4.4 (Formulas involving partial compositions). For r ∈ N, let f, f1, . . . ,
fr : V → V be linear maps on a connected N0-graded bialgebra V . Then the following
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formulas hold:
fˆ ◦ fˆ1 =
∑
h≥0
f̂ ◦h f1, (D.42)
fˆ ◦ (f1 ∗ · · · ∗ fr) =
∑
k≥0
∑
h1,...,hr≥0
h1+···+hr=k
(fιkpik) ◦h1,...,hr (f1, . . . , fr), (D.43)
(f1 ∗ · · · ∗ fr) ◦ fˆ =
∑
l≥0
∑
h1,...,hr≥0
h1+···+hr=l
(f1, . . . , fr) ◦h1,...,hr (ιlpilf), (D.44)
f ◦h1,...,hr−1,0 (f1, . . . , fr) = f ◦h1,...,hr−1 (f1, . . . , fr−1) ∗ fr, (D.45)
(f1, . . . , fr) ◦0,h2,...,hr f = f1 ∗ (f2, . . . , fr) ◦h2,...,hr f. (D.46)
(Recall that fˆ := f ∗ 1 : V → V .)
Proof. As for (D.42), we compute
fˆ ◦ fˆ1 = µ(f⊗ 1)δµ(f1 ⊗ 1)δ
= µ(f⊗ 1)(µ⊗ µ)(1⊗ τ ⊗ 1)(δ ⊗ δ)(f1 ⊗ 1)δ
= µ(µ⊗ 1)(f⊗ 1⊗2)(µ⊗ 1⊗2)(1⊗ τ ⊗ 1)(δ ⊗ 1⊗2)(f1 ⊗ 1⊗2)(δ ⊗ 1)δ
= µ
([
µ(f⊗ 1)(µ⊗ 1)(1⊗ τ)(δ ⊗ 1)(f1 ⊗ 1)δ︸ ︷︷ ︸
=
∑
h≥0 f◦hf1
]⊗ 1)δ
=
∑
h≥0
f ◦h f1
∧
.
On the second line, we used the compatibility condition; on the third line, we used
associativity and coassociativity.
In order to see (D.43), the easiest is to use Proposition D.4.3:
fˆ(f1 ∗ · · · ∗ fr) =
∑
k≥0
∑
h1,...,hr≥0
h1+···+hr=k
∑
A∈Nr×20
A=
(h1 •... ...
hr •
)
(fιkpik,1)A (f1, . . . , fr)
=
∑
k≥0
∑
h1,...,hr≥0
h1+···+hr=k
∑
A′∈N(r+1)×20
A′=
h1 •... ...
hr •• 0

(fιkpik,1)A′ (f1, . . . , fr,1)
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=
∑
k≥0
∑
h1,...,hr≥0
h1+···+hr=k
(fιkpik) ◦h1,...,hr (f1, . . . , fr).
On the second line, the bottom-left •, i.e., how many “veins” of 1 go into fιkpik, is forced
to be 0 because fιkpik has k inputs and h1 + · · · + hr = k. Equation (D.44) is proven
analogously.
As for (D.45), we prefer to manipulate the expression with bialgebra operations:
f ◦h1,...,hr−1,0 (f1, . . . , fr)
= µ(f⊗ 1)(µ⊗ 1)(1⊗ τ)([µ(r)⊗2(Fh1,...,hr−1,0 ⊗ 1⊗r)σrδ⊗r]⊗ 1)
(f1 ⊗ · · · ⊗ fr ⊗ 1)δ(r+1)
= µ(f⊗ 1)(µ⊗ 1)(1⊗ τ)([(µ(r−1) ⊗ µ(r))(Fh1,...,hr−1 ⊗ 1⊗r)(σr−1 ⊗ 1)
(δ⊗r−1 ⊗ 1)]⊗ 1)(f1 ⊗ · · · ⊗ fr ⊗ 1)δ(r+1)
= µ(f⊗ 1)(µ⊗ 1)(1⊗ τ)(1⊗ µ⊗ 1)([µ(r−1)⊗2(Fh1,...,hr−1 ⊗ 1⊗r−1)σr−1
δ⊗r−1
]⊗ 1⊗2)(f1 ⊗ · · · ⊗ fr ⊗ 1)δ(r+1)
= µ(f⊗ 1)(µ⊗ 1)(1⊗ µ)(1⊗ τ ⊗ 1)([µ(r−1)⊗2(Fh1,...,hr−1 ⊗ 1⊗r−1)σr−1
δ⊗r−1
]⊗ 1⊗2)(f1 ⊗ · · · ⊗ fr−1 ⊗ 1⊗ fr)δ(r+1)
= µ
([
µ(f⊗ 1)(µ⊗ 1)(1⊗ τ)([µ(r−1)⊗2(Fh1,...,hr−1 ⊗ 1⊗r−1)σr−1
δ⊗r−1
]⊗ 1)(f1 ⊗ · · · ⊗ fr−1 ⊗ 1)δ(r)]⊗ fr)δ
= µ
(
f ◦h1,...,hr−1 (f1, . . . , fr−1)⊗ fr
)
δ
= f ◦h1,...,hr−1 (f1, . . . , fr−1) ∗ fr
Equation (D.46) is proven analogously.
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