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a b s t r a c t
It is well known that reaction–diffusion systems describing Turingmodels can display very
rich pattern formation behavior. Turing systems have been proposed for pattern formation
in various biological systems, e.g. patterns in fish, butterflies, lady bugs and etc. A Turing
model expresses temporal behavior of the concentrations of two reacting and diffusing
chemicals which is represented by coupled reaction–diffusion equations. Since the base
of these reaction–diffusion equations arises from the conservation laws, we develop a
hybrid finite volume spectral elementmethod for the numerical solution of themand apply
the proposed method to Turing system generated by the Schnakenberg model. Also, as
numerical simulations, we study the variety of spatio-temporal patterns for various values
of diffusion rates in the problem.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
One of the most fundamental problems in theoretical biology is to explain the mechanism by which patterns and forms
are created in the living world. In developmental biology, pattern formation describes the mechanism by which initially
equivalent cells in a developing tissue assume complex forms and functions by coordinated cell fate control. The biological
process that causes an organism to develop its shape is morphogenesis. As is said in [1] it is one of three fundamental
aspects of developmental biology along with the control of cell growth and cellular differentiation. The process controls
the organized spatial distribution of cells during the embryonic development of an organism. As is mentioned in [1]
morphogenetic responsesmay be induced in organisms by hormones, by environmental chemicals ranging from substances
produced by other organisms to toxic chemicals or radionuclides released as pollutants and other plants or by mechanical
stresses induced by spatial patterning of the cells. Morphogenesis can take place in an embryo, a mature organism, in cell
culture or inside tumor cell masses [1].
In the quest for understanding biological growth, it was Alan M. Turing, the British mathematician, who first
demonstrated how a simple model system of coupled reaction–diffusion equations could give rise to spatial patterns in
chemical concentrations through a process of chemical instability [2]. He had the insight that diffusion is not always
a homogenizing influence and that spatial patterns would be formed by a reaction–diffusion system combining local
activation with long-range inhibition. He proposed a reaction–diffusionmodel to explain at a macroscopic scale the process
of pattern formation, as related to the occurrence of what he called a diffusion-driven instability. Turing also suggested that
the emergence of such patterns could play a major role in biological pattern formation. The first experimental evidence
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supporting the Turing instability was found in chemistry: the chlorite-iodide-malonic acid starch reaction (CIMA reaction)
was the actual chemical reaction in which Turing patterns were first observed [3,4]. Due to the complexity of the nature,
researchers have not yet succeeded in developing a Turing system based model that would describe morphogenesis in
essence, although specific examples such as skin coloring of animals have been modeled using Turing systems.
As is told in [5], Turing systems show a very rich behavior from the pattern formation point of view, which means that
by numerically solving thesemathematically defined systems, we obtain a variety of spatial patterns in two dimensions and
structures in three dimensions, varying from spots to stripes and from lamellar to chaotic structures.
A typical Turing system consists of at least two chemical species, usually referred to as activator and inhibitor, reacting
in such a way that their steady state is stable to small perturbations in the absence of diffusion, but becomes unstable
when diffusion is present. This simple mechanism is referred to as Turing instability. Many Turing-type models described
by coupled systems of reaction–diffusion equations have been used for generating patterns in both organic and inorganic
systems [5]. A large variety of pattern formation phenomena in nature with applications to mammals [6], fish [7,8,6],
bacterial colonies [9,10], seashells [11,12] and phyllotaxis [13] has been explained by Turing type models. Some Turing
models are the Gierer–Meinhardt Model [14], Gray–Scott model [15], Lengyel–Epstein model [16], Brusselator model [17],
Schnakenberg model [18] and Sel’klov model [19].
The basic theoretical aspects of the Turing problem have been studied in considerable detail [20–22] and it has been
illustrated in principle how biological patterns can arise from the Turing instability [23]. Also, some numerical methods
have been employed to solve and analyze some Turing models: In [24], asymptotic and numerical methods have been
used to highlight different types of dynamical behaviors that occur for the motion of a localized spike-type solution to
the singularly perturbed Gierer–Meinhardt and Schnakenberg reaction–diffusionmodels in one-dimension, then amoving-
mesh numerical method has been introduced to compute the different behaviors in these models approximately. Some
analytic results for the steady states to the Sel’kov model have been derived in [25]. The authors of [26] applied a moving
grid finite element method to some models of the Turing problem, where the mesh movement was prescribed through a
specific definition to mimic the growth that is observed in nature.
In this paper, we shall be concerned with the numerical solution of the Turingmodel bymeans of the combining spectral
element method and finite volume technique.
The finite volume method, as a type of important numerical tool for solving differential equations, has a long history.
Generally speaking, the finite volume method can be treated as an efficient middle ground between the finite difference
and finite element methods. This technique has been widely used in several engineering fields, such as fluid mechanics,
heat transfer, transport phenomena, flows in porous media and petroleum engineering. The finite volume method has the
ability to recover fluxes that are numerically conservative. For many physical and engineering applications, this numerical
conservation property is crucial [27–37].
The finite volume element (FVE) method is a combination of a standard finite volume method and the standard finite
elementmethod. The FVEmethod uses a volume integral formulation of the problemwith a finite partitioning set of volumes
to discretize the equation, then restricts the admissible functions to a finite element space to discretize the solution [38–47].
It possesses the important and crucial property of inheriting the physical conservation laws of the original problem locally.
The purpose of the present work is to examine the use of the spectral element method in conjunction with the finite
volume technique in a way similar to the FVE method to simulate pattern formation described by the Turing model. The
spectral element method is an advanced implementation of the finite element method in which the solution over each
element is expressed in terms of a priori unknown values at carefully selected spectral nodes. The advantage of the spectral
element method is that stable solution algorithms and high accuracy can be achieved with a low number of elements under
a broad range of conditions [48].
The general conservation law is used in deriving the governing equations for reaction diffusion mechanisms and hence
in obtaining Turing equations [23], therefore it can be expected that the finite volume-spectral element (FVSE) method,
proposed here, can simulate this problem effectively.
The plan of the rest of this paper is as follows:
In Section 2, the Turing system is described. Section 3 is devoted to applying the proposed procedure for solving the
described problem which involves introducing the basic and dual grids of the domain, methodology fundamentals, time
descritization and finally solving the obtained nonlinear system. In Section 4, some numerical results for various values of
diffusion rates are reported. A conclusion is drawn in Section 5.
2. Statement of the problem
Turing equations describe the temporal development of themorphogen concentrations u and vwhich can be represented
in general by the following coupled reaction–diffusion equations [23]
∂u
∂t
= ∇2u+ f (u, v), (2.1)
∂v
∂t
= d∇2v + g(u, v), (2.2)
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Fig. 1. The control volume corresponding the point z (the colored polygon).
in Ω × [0,∞), where d represents the relative magnitude of the diffusion coefficient of one morphogen compared to the
other and f and g are reaction kinetics. Here,Ω represents the spatial domain of the equation with ∂Ω as the boundary and
∇2 denotes the Laplacian associated with diffusion of the species. A spatially-uniform steady state of the above system is
the state (us, vs) for which
f (us, vs) = 0, g(us, vs) = 0.
In our simulations, we investigate the patterns in a two-dimensional squarewith zero-flux boundary conditions, namely,
∂u
∂ n⃗Ω
= 0, ∂v
∂ n⃗Ω
= 0, on ∂Ω, (2.3)
where n⃗Ω denotes the unit outward normal vector on ∂Ω , the boundary of regionΩ .
3. Numerical formulation of the problem
3.1. Structure of the technique
The finite volume method relies on a local conservation property associated with the differential equation. Namely,
integrating (2.1) and (2.2) over any region D ⊆ Ω and using Green’s formula, we obtain
D
∂u
∂t
dD =

∂D
∇u · n⃗D dΓ +

D
f (u, v) dD, (3.1)
D
∂v
∂t
dD = d

∂D
∇v · n⃗D dΓ +

D
g(u, v) dD. (3.2)
The finite volume spectral element method, can be mathematically treated as the Petrov–Galerkin method with trial
function space associated with a certain spectral element space consists of continuous piecewise polynomial functions over
the primal partition, Th, and test space related to finite volume space which consists of piecewise constant functions over
the dual partition,D h
p
. In order to describe the FVSE technique [49], let Th denote the basic grid of the domainΩ , with hK
denoting the diameter of the element K ∈ Th and h = maxK∈Th hK and T hp denoting the p-fold refinement of Th that connects
interpolation (nodal) points defined on each element in Th in themanner of [50]. LetMh = {mi : i ∈ I} andM h
p
= {nj : j ∈ J}
be the set of all nodal points of Th and T h
p
, respectively, where I and J are suitable index sets.
Now, we can construct a dual partitionD h
p
= {Dz : z ∈M h
p
} corresponding to the triangulations T h
p
, whose elements are
called control volumes. For each element of T h
p
, we define its barycenter to be the point which is located at the average of the
coordinates of the nodes which define the cell. We construct the dual grid by connecting barycenters of adjacent elements
with straight lines passing through each of the interior element surface of the original grid. The barycenters of two elements
will be connected if and only if the two elements share a common face. Wemake the assumption that the grid is sufficiently
regular that the join of two barycenters intersects only the common face which the two elements share. Then with each
vertex z ∈M h
p
, we associate a control volume Dz as shown in Fig. 1.
F. Shakeri, M. Dehghan / Computers and Mathematics with Applications 62 (2011) 4322–4336 4325
3.2. Variational approach to spatial discretization
Let Pp(K) consist of all the polynomials with degree less than or equal to pwithin both Cartesian directions x and ywithin
each spectral element or control volume K . The approximate solution will be sought in the space of piecewise polynomial
spectral elements
V
p
h := {v ∈ C0(Ω) : v|T ∈ Pp(T ), ∀T ∈ Th}.
The FVSE method is then to find (uph, v
p
h) ∈ Vph × Vph such that
Dz
∂uph
∂t
dD =

∂Dz
∇uph.n⃗DzdΓ +

Dz
f (uph, v
p
h)dD, ∀z ∈M hp , (3.3)
Dz
∂v
p
h
∂t
dD = d

∂Dz
∇vph .n⃗Dz dΓ +

Dz
g(uph, v
p
h) dD, ∀z ∈M hp . (3.4)
This problemmay also be expressed in aweak form. For this purposewe introduce the finite dimensional piecewise constant
space
W h
p
:= {w ∈ L2(Ω) : w|Dz ∈ P0(Dz), ∀Dz ∈ D hp }.
Obviously,W h
p
= span{χz : z ∈M h
p
}, where χz is the characteristic function of volume Dz defined by
χz(x) =

1, if x ∈ Dz,
0, otherwise,
and Vph = span{ψz : z ∈M hp }, where ψz is the nodal basis function associated with the node z defined later in Section 3.3.
To obtain variational forms of the integral forms (3.3) and (3.4), let us define the interpolation operator I∗h : C(Ω)→ W hp
as
I∗hu =

z∈M h
p
u(z)χz .
We now multiply the integral relation (3.3) and (3.4) by an arbitrary χz , and sum over all z ∈ M h
p
to obtain the
Petrov–Galerkin formulation
∂uph
∂t
, I∗hw
p
h

+ a(uph, I∗hwph)− (f (uph, vph), I∗hwph) = 0, ∀wph ∈ Vph , (3.5)
∂v
p
h
∂t
, I∗hw
p
h

+ da(vph, I∗hwph)− (g(uph, vph), I∗hwph) = 0, ∀wph ∈ Vph . (3.6)
Here the bilinear form a(., .):Vph ×W hp −→ R is defined as follows:
a(v,w) = −

z∈M h
p
w(z)

∂Dz
∇v · n⃗Dz dΓ . (3.7)
3.3. Basis functions based on the Legendre polynomials
For the Turing problem in a square domain Ω = Ix × Iy, Ix = [ax, bx], Iy = [ay, by] which we consider here, let Th be a
nonuniform rectangular partition ofΩ . In order to take the advantage of the properties of spectralmethods, we have divided
the domainΩ into Nx×Ny non-overlapping rectangular elements using Legendre–Gauss–Lobatto (LGL) points {xi}Nx+1i=1 and
{yj}Ny+1j=1 in the x and y directions, respectively. LGL points are placed at zeros of the completed Lobatto polynomials [48]
defined on the interval [−1, 1] as
Lcm+1(ζ ) = (1− ζ 2)L′m(ζ ),
where L′m(ζ ) denotes the derivative of themth Legendre polynomial. For getting these points in the arbitrary interval [a, b],
the shifted Legendre polynomials are used [51]. Once the base triangulation Th is defined, (p + 1) × (p + 1) interpolation
points are considered in each element [xi, xi+1] × [yj, yj+1] using again LGL points {xri }p+1r=1 and {ysj }p+1s=1 and therefore each
rectangle in Th is further subdivided into p×p non-overlapping rectangles which form T h
p
, the p-fold refinement of Th. Note
that considering the nodal points as described above, we have x1i = xi, xp+1i = xi+1, y1j = yj, yp+1j = yj+1.
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Fig. 2. The partition and subpartition of Iσ = [aσ , bσ ], σ = x, y for constructing Th and T h
p
.
Let (xri , y
s
j ) ba an interpolation point of T hp . Consider h
r
i = xr+1i − xri , ksj = ys+1j − ysj , xr−
1
2
i = xri − h
r−1
i
2 , x
r+ 12
i = xri + h
r
i
2 ,
y
s− 12
j = ysj −
ks−1j
2 , y
s+ 12
j = ysj +
ksj
2 , then
Λrsij = {(x, y) : x ∈ [xr−
1
2
i , x
r+ 12
i ], y ∈ [ys−
1
2
j , y
s+ 12
j ]}
is a control volume or dual element of node (xri , y
s
j ). For boundary nodes, their control volumes should be modified
correspondingly. For example,
Λ1111 = {(x, y) : x ∈ [x11, x1+
1
2
1 ], y ∈ [y11, y1+
1
2
1 ]}.
The control volumesΛrsij , i = 1, . . . ,Nx + 1, j = 1, . . . ,Ny + 1, r, s = 1, . . . , p+ 1, form the dual partitionD hp .
One may consider T h
p
as the tensor product of Γx and Γy, the partitions of the intervals Ix and Iy, respectively, which are
another representations of the nodal points xri and y
s
j as follows
Γσ : aσ = βσ1 < βσ2 < βσ3 < · · · < βσMσ = bσ ,
where σ = x, y andMσ = Nσp+ 1. In Fig. 2, the partitioning of Iσ = [aσ , bσ ], σ = x, y into Nσ intervals for forming Th and
then dividing each interval into p subintervals for constructing T h
p
are shown.
Let θpk,q(ζ ), k = 1, . . . ,Nσ and q = 1, . . . , p + 1 be the Lagrange interpolation polynomials of degree p in the interval
(σk, σk+1), corresponding to the point σ qk , through the p+ 1 LGL points, {σ lk}p+1l=1 , in this interval, defined by
θ
p
k,q(ζ ) =
1
p(p+ 1)
(ζ 2 − 1)L′k,p(ζ )
Lk,p(σ
q
k )(ζ − σ qk )
,
where σ = x, y and L′n,m denotes the derivative of themth shifted Legendre polynomial in the (σn, σn+1). Wemay thenwrite
down discrete representations uph and v
p
h for u and v, respectively, as follows:
uph(ξ , η, t) =
Mx
i=1
My
j=1
uij(t)ψ xi (ξ)ψ
y
j (η), (3.8)
v
p
h(ξ , η, t) =
Mx
i=1
My
j=1
vij(t)ψ xi (ξ)ψ
y
j (η), (3.9)
where ψσk is the global interpolation functions corresponding to β
σ
k which according to the spectral element method [48],
is continuous piecewise polynomial functions by piecing together the local basis functions θpi,js and denoted as follows
Let 1 ≤ k′ ≤ Nσ − 1 and 1 ≤ k′′ ≤ p+ 1 such that βσk = σ k′′k′ .
If k′′ = 1 and k ≠ 1,
ψσk (ζ ) =

θ
p
k′−1,p+1(ζ ), σk′−1 < ζ < σk′ ,
θ
p
k′,1(ζ ), σk′ < ζ < σk′+1,
0, otherwise,
(3.10)
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if k′′ = p+ 1 and k ≠ Mσ ,
ψσk (ζ ) =

θ
p
k′,p+1(ζ ), σk′ < ζ < σk′+1,
θ
p
k′+1,1(ζ ), σk′+1 < ζ < σk′+2,
0, otherwise,
(3.11)
else
ψσk (ζ ) =

θ
p
k′,k′′(ζ ), σk′ < ζ < σk′+1,
0, otherwise.
(3.12)
3.4. The Schnakenberg model
Because of expressing the details of the method, we focus on the solution of the Schnakenberg model which is one of
the most interesting Turing models in biological pattern formation. The Schnakenberg system has been used to model the
spatial distribution of morphogens and has been widely studied (for example, see [52–55,26,56]).
The Schnakenberg model in dimensional form is as follows [23]
∂A
∂t
= dA∇2u+ k1 − k2A+ k3A2B,
∂B
∂t
= dB∇2v + k4 − k3A2B,
where A and B are two chemical species with diffusion rates dA and dB, respectively and ki’s are the positive rate constants.
After the following rescaling [23]
u = A

k3
k2
 1
2
, v = B

k3
k2
 1
2
, t∗ = dAt
L2
, x∗ = x
L
,
a = k1
k2

k3
k2
 1
2
, d = dB
dA
,
b = k4
k2

k3
k2
 1
2
, γ = L
2k2
dA
,
the dimensionless reaction–diffusion system becomes, on dropping the asterisks for algebraic convenience,
∂u
∂t
= ∇2u+ γ (a− u+ u2v), (3.13)
∂v
∂t
= d∇2v + γ (b− u2v), (3.14)
which is a special case of Turing system (2.1) and (2.2) where the reaction parts are given by
f (u, v) = γ (a− u+ u2v),
g(u, v) = γ (b− u2v). (3.15)
Obviously, this system has a single stationary point (us, vs) = (a+ b, b(a+b)2 ). Regarding the integral relations (3.3) and
(3.4) with Dz = Λrsij , i = 1, . . . ,Nx + 1, j = 1, . . . ,Ny + 1, r, s = 1, . . . , p + 1, we arrive at the following semi-discrete
nonlinear ODE system problem
Mx
k=1
My
l=1
∂ukl(t)
∂t

Λrsij
ψ xk (ξ)ψ
y
l (η) dΛ =
Mx
k=1
My
l=1
ukl(t)

∂Λrsij
∇(ψ xk (ξ)ψyl (η)).n⃗Λrsij dΓ
+ γ
Mx
k=1
My
l=1
Mx
p=1
My
q=1
Mx
m=1
My
n=1
ukl(t)upq(t)vmn(t)
×

Λrsij
ψ xk (ξ)ψ
y
l (η)ψ
x
p(ξ)ψ
y
q (η)ψ
x
m(ξ)ψ
y
n(η) dΛ
− γ
Mx
k=1
My
l=1
ukl(t)

Λrsij
ψ xk (ξ)ψ
y
l (η) dΛ+ γ a

Λrsij
dΛ, (3.16)
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Mx
k=1
My
l=1
∂vkl(t)
∂t

Λrsij
ψ xk (ξ)ψ
y
l (η) dΛ = d
Mx
k=1
My
l=1
vkl(t)

∂Λrsij
∇(ψ xk (ξ)ψyl (η)).n⃗Λrsij dΓ
− γ
Mx
k=1
My
l=1
Mx
p=1
My
q=1
Mx
m=1
My
n=1
ukl(t)upq(t)vmn(t)
×

Λrsij
ψ xk (ξ)ψ
y
l (η)ψ
x
p(ξ)ψ
y
q (η)ψ
x
m(ξ)ψ
y
n(η) dΛ+ γ b

Λrsij
dΛ. (3.17)
3.5. The methods of time discretization and solving nonlinear system
In the time discretization [57], we follow the Crank–Nicolson technique. The Crank–Nicolson method is a semi-implicit
method based on taking the average of the explicit and the implicit Euler method in the equation [58–60]. The differential
equations (3.16) and (3.17) at time t+ 121t are evaluated, where1t = tα+1− tα is the time increment and it is implied that
the problem will march in time. The time derivative is approximated with a centered finite difference. For the rest terms,
the average of times t and t +1t is considered. Therefore Eqs. (3.16) and (3.17) can be written as:
Mx
k=1
My
l=1

ω + γ
2

H
ij,rs
kl −
1
2
F
ij,rs
kl

uα+1kl −
γ
2
Mx
k=1
My
l=1
Mx
p=1
My
q=1
Mx
m=1
My
n=1
S
ij,rs
kl,pq,mnu
α+1
kl u
α+1
pq v
α+1
mn
=
Mx
k=1
My
l=1

ω − γ
2

H
ij,rs
kl +
1
2
F
ij,rs
kl

uαkl +
γ
2
Mx
k=1
My
l=1
Mx
p=1
My
q=1
Mx
m=1
My
n=1
S
ij,rs
kl,pq,mnu
α
klu
α
pqv
α
rs + γ aK ij,rs, (3.18)
Mx
k=1
My
l=1

ωH
ij,rs
kl −
1
2
dF ij,rskl

vα+1kl +
γ
2
Mx
k=1
My
l=1
Mx
p=1
My
q=1
Mx
m=1
My
n=1
S
ij,rs
kl,pq,mnu
α+1
kl u
α+1
pq v
α+1
mn
=
Mx
k=1
My
l=1

ωH
ij,rs
kl +
1
2
dF ij,rskl

vαkl −
γ
2
Mx
k=1
My
l=1
Mx
p=1
My
q=1
Mx
m=1
My
n=1
S
ij,rs
kl,pq,mnu
α
klu
α
pqv
α
mn + γ bK ij,rs, (3.19)
where i, r , j and s are indices such that (xri , y
s
j ) is an interior node ofΩ , u
α
kl = ukl(α1t), vαkl = vkl(α1t), ω = 11t , and
H
ij,rs
kl =

Λrsij
ψ xk (ξ)ψ
y
l (η) dΛ,
F
ij,rs
kl =

∂Λrsij
∇(ψ xk (ξ)ψyl (η)).n⃗Λrsij dΓ ,
S
ij,rs
kl,pq,mn =

Λrsij
ψ xk (ξ)ψ
y
l (η)ψ
x
p(ξ)ψ
y
q (η)ψ
x
m(ξ)ψ
y
n(η) dΛ,
andK ij,rs = 
Λrsij
dΛ.
For the nodes on the boundary, according to the boundary conditions (2.3), we replace F ij,rskl by Q
ij,rs
kl in the above
computations, where
Q
ij,rs
kl =

∂Λrsij \∂Λrsij

∂Ω
∇(ψ xk (ξ)ψyl (η)).n⃗Λrsij dΓ .
Eqs. (3.18)–(3.19) constitute a system of nonlinear algebraic equations of the unknowns uα+1kl and v
α+1
kl which is solved
using the Levenberg–Marquardt algorithm [61–63]. The Levenberg–Marquardt algorithm is one of the most widely used
algorithms for solving nonlinear systems. It outperforms the simple gradient descent and other conjugate gradient methods
in a wide variety of problems. In order to describe this method, consider the nonlinear n× n problem
F1(x1, x2, . . . , xn) = 0,
F2(x1, x2, . . . , xn) = 0,
...
Fn(x1, x2, . . . , xn) = 0,
which can be summarized as
F(x) = 0,
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where x = (x1, x2, . . . , xn) and F = (F1, F2, . . . , Fn)T . In iterative methods such as the Levenberg–Marquardt algorithm for
solving the above system, from a starting point x0, the method produces a sequence {xk} which converges to x∗, a solution
of the system. Notice that xk = (x1,k, x2,k, . . . , xn,k).
According to the Levenberg–Marquardt method, xk+1 = xk +1x, where
((1− µk)J(xk)T J(xk)+ µkI)1xk = −J(xk)TF(xk),
J(xk) =

∂Fi(xk)
∂xj

i=1,...,n, j=1,...,n
,
and µk ≥ 0 is a parameter being updated from iteration to iteration. When the current solution is far from the correct one,
the algorithm behaves like a steepest descent method: slow, but guaranteed to converge. When the current solution is close
to the correct solution, it becomes a Gauss–Newton method. If µk = 0 (µk = 1), then the method reduces to Newton’s
(steepest descent) method.
Once the increment 1xk is computed, the vector xk is updated to give a new value xk+1 to the trial solution as xk+1 =
xk+1xk, k = 0, 1, 2, . . .. It is well known that the Levenberg–Marquardt method has a quadratic rate of convergence, if the
Jacobian at the solution is nonsingular and if the parameter µk is chosen suitably at each step. Authors of [64] have shown
that under the weaker condition that ∥F(xk)∥2 provides a local error bound near the solution, the Levenberg–Marquardt
method still has a quadratic convergence if the parameter is chosen as µk = ∥F(xk)∥22. The paper [65] extended this result
by using µk = ∥F(xk)∥δ2, where δ ∈ [1, 2], instead of µk = ∥F(xk)∥22 as the Levenberg–Marquardt parameter. In each step,
we use the norm ∥F(xk)∥∞ as stopping criterion, comparing it with a previously established tolerance ϵ.
4. Numerical results
A reaction–diffusion system exhibits diffusion-driven instability or Turing instability if the homogeneous steady state
is stable to small perturbations in the absence of diffusion but unstable to small spatial perturbations when diffusion is
present. The parameter values in Eqs. (2.1) and (2.2) are determined from the conditions that give rise to Turing instability.
The process of determining these parameter values is known as linear stability. Linear stability analysis shows that diffusion-
driven instability of the Turing systems occurs if the following conditions hold [23]
fu + gv < 0, (4.1)
fugv − fvgu > 0, (4.2)
dfu + gv > 0, (4.3)
(dfu + gv)2 − 4d(fugv − fvgu) > 0, (4.4)
where fu, fv , gu and gv are the partial derivatives of f and g with respect to u and v at the steady state.
The parameter values in the following numerical simulations are selected such that the Turing instability conditions
(4.1)–(4.4) are verified.
4.1. Example 1
In this example, consider the model Eqs. (3.13) and (3.14) with a = 0.1, b = 0.9, du = 1, dv = 8.6676 and γ = 230.82.
These parameters are taken from the literature [55] which satisfy the Turing instability conditions. (us, vs) = (1, 0.9) is the
homogeneous steady state of this problem. Initial conditions are taken as small random perturbations around this steady
state.
The criterion for convergence to the inhomogeneous steady state is regarded as
Eαu =
∥Uα+1 − Uα∥max
∥Uα+1∥max ,
where Uα is a Mx × My matrix whose (i, j)th entry is uαij and ∥.∥max is the norm obtained by taking the maximum over the
absolute values of the entries of the matrix.
In this example and other test problems, the numerical solutions are obtained bymeans of FVSEmethodwithNx = Ny =
8, p = 4 and the parameter value d = dvdu and calculations are performed step by step until the introduced error decreases
to 10−7. Simulations are carried out with time-step 1t = 0.01. Also in all contour graphs, coloration is determined by
a constant threshold value, us, such that in the regions with yellow color, u > us while the regions which experience a
concentration u < us are coloredwith green. The profiles of the function v, are 180° out of phase to those of u, so we present
only the concentration of the function u.
The time evolution of the concentration of activator u is shown in Fig. 3. We can observe that the initial random
perturbation is amplified and spreads, leading to formation of checkered pattern presented in Fig. 3. Also the introduced
error for some values of α and the graphs of the number of iterations α versus the logarithm of the error for getting the
value of−7 are given in Table 1 and Fig. 5, respectively.
To see the effect of varying γ , we fix all parameters values a, b, du, dv and resolve the equation with γ = 329.20 and
γ = 435.99. Tables 2 and 3 and Fig. 4 show the numerical simulations obtained by these values of γ .
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Fig. 3. Patterns generated by the Schnakenberg model with parameter values a = 0.1, b = 0.9, du = 1, dv = 8.6676 and γ = 230.82. Contour plots of
time evolution of the concentration of the activator u are displayed at times (a) t = 0, (b) t = 1, (c) t = 2, (d) t = 3, (e) t = 5 and (f) t = 10.
Table 1
The error Eαu in Example 1 for γ = 230.82.
α 200 400 600 800 1000
Eαu 1.58403× 10−4 8.81836× 10−6 2.30674× 10−6 8.93872× 10−7 3.62415×10−7
Table 2
The error Eαu in Example 1 for γ = 329.20.
α 200 400 600 800 1000
Eαu 5.55270× 10−6 2.09365× 10−6 1.19729× 10−6 8.27894× 10−7 6.30314×10−7
Table 3
The error Eαu in Example 1 for γ = 435.99.
α 200 400 600 800 1000
Eαu 2.22081× 10−4 3.01074× 10−5 5.13546× 10−6 1.68435× 10−6 6.64975×10−7
4.2. Example 2
Let the parameter values be given by a = 0.1305, b = 0.7695, du = .05, dv = 1 [66] and three different values of
γ = 10, 100, 200. Initial conditions are considered as [67]
u(x, y, 0) = a+ b+ 10−3e−100

x− 13
2+y− 12 2
, (4.5)
v(x, y, 0) = b
(a+ b)2 . (4.6)
Fig. 6 shows the formation of spot patterns. In this figure, the concentration values of u at times t = 0.01, t = 0.25, t = .5,
t = 0.75, t = 1 and t = 10 are selected and illustrated. By comparing the results in Fig. 7 which show the concentration
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Fig. 4. The plot of the approximation of u (left graphs) and its corresponding contour (right graphs) generated by the Schnakenbergmodel with parameter
values a = 0.1, b = 0.9, du = 1, dv = 8.6676 and (a) γ = 230.82, (b) γ = 329.20 and (c) γ = 435.99.
Table 4
The error Eαu in Example 2 for γ = 10.
α 200 400 600 800 1000
Eαu 5.07333× 10−3 3.05217× 10−4 9.53013× 10−5 3.53491× 10−5 1.60874×10−5
Table 5
The error Eαu in Example 2 for γ = 100.
α 200 400 600 800 1000
Eαu 5.94180× 10−4 3.78736× 10−5 5.47868× 10−6 1.38979× 10−6 5.13488×10−7
Table 6
The error Eαu in Example 2 for γ = 200.
α 200 400 600 800
Eαu 6.46980× 10−5 2.10746× 10−6 4.18779× 10−7 1.06173×10−7
Table 7
The error Eαu in Example 3 for γ = 29.
α 200 400 600 800 1000
Eαu 1.89252× 10−3 1.71527× 10−5 2.72842× 10−6 9.50193× 10−7 3.35261×10−7
u, we can see the effect of varying of γ . Tables 4–6 and Fig. 8 display the errors obtained by the FVSE method for γ = 10,
γ = 100 and γ = 200.
4.3. Example 3
In this example, let us take a = 0.1, b = 0.9, du = 1 and dv = 10 and two different values of γ = 29 and γ = 114 [55].
Again initial conditions are prescribed as small random perturbations about the uniform homogeneous steady state. The
numerical results of FVSE approximations are reported in Tables 7 and 8 and Figs. 9 and 10.
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Fig. 5. The logarithm of the error Eαu in Example 1 for (a) γ = 230.82, (b) γ = 329.20 and (c) γ = 435.99.
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Fig. 6. Patterns generated by the Schnakenberg model with parameter values a = 0.1305, b = 0.7695, du = 0.05 and dv = 1 and γ = 100. Contour plots
of time evolution of the concentration of the activator u are displayed at times (a) t = 0.01, (b) t = 0.25, (c) t = 0.5 (d) t = 0.75, (e) t = 1, and (d) t = 10.
Table 8
The error Eαu in Example 3 for γ = 114.
α 100 200 300 400 500
Eαu 5.94180× 10−4 3.78736× 10−5 5.47868× 10−6 1.38979× 10−6 5.16128×10−7
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Fig. 7. The plot of the approximation of u (left graphs) and its corresponding contour (right graphs) generated by the Schnakenbergmodel with parameter
values a = 0.1305, b = 0.7695, du = 0.05 and dv = 1 and (a) γ = 10, (b) γ = 100 and (c) γ = 200.
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Fig. 8. The logarithm of the error Eαu in Example 2 for (a) γ = 10, (b) γ = 100 and (c) γ = 200.
5. Conclusion
In this paper, we have studied the well-known reaction–diffusion Schnakenbergmodel of Turing type in two dimensions
using the finite volume spectral element method. The FVSE procedure, which is a combination of spectral element method
and finite volume technique, is usually easier to implement than the spectral element procedure. More importantly, the test
spaceW h
p
ensures the local conservation of the numerical solution over each computational element. Numerical solutions
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Fig. 9. The plot of the approximation of u (left graphs) and its corresponding contour (right graphs) generated by the Schnakenbergmodel with parameter
values a = 0.1, b = 0.9, du = 1 and dv = 10 and (a) γ = 29 and (b) γ = 114.
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Fig. 10. The logarithm of the error Eαu in Example 3 for (a) γ = 29 and (b) γ = 114.
of this model, which have been applied to several problems in developmental biology, are presented. Comparisons in these
examples show the agreement of the approximate solutions with those presented in [55,66].
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