ABSTRACT Logistic regression as a classic classification algorithm has limitations that can only be applied to linearly separable data. For linearly indivisible data, we use a kernel trick to map it to a higher dimensional space, making it easier to separate and structure in this space. However, with the increasing scale of data, the use of kernel trick is becoming more and more restricted. When the data reaches a certain scale, the cost of storage and computing kernel matrix is very expensive. To mitigate the problem of kernel matrix overload, we employ the low-rank approximate kernel matrix to speed up the solution of kernel logistic regression (KLR) and propose a framework for quickly solving the KLR algorithm. We use a fast iterative algorithm similar to the sequential minimal optimization (SMO) algorithm to solve the dual problem in the KLR. In addition, in this framework, the low-rank approximation is combined with gradient descent and Newton iteration algorithm, respectively. The low-rank approximation is used to reduce the redundant information in the data, which not only speeds up the solution of the KLR but also improves the accuracy of classification. Finally, the extensive experiments show that the KLR optimization algorithms based on our proposed framework outperform the state-of-the-art algorithms.
I. INTRODUCTION
Logistic regression algorithm (LR) is a classic classification algorithm in statistical analysis, machine learning, and data mining. It is mainly proposed for the two-class classification problem and is used to estimate the possibility of event occurrence. The algorithm's output is equivalent to the probability that the model predicts the test samples belong to the positive class. LR also is a linear classification algorithm with the characteristics of fast solving speed and strong interpretability of prediction results. However, LR can only be used for linear classification. It is quite difficult to classify nonlinear feature data. After the introduction of kernel function, LR was called kernel logistic regression (KLR), which becomes a classifier that can be used for nonlinear feature data classification [1] . The kernel trick is to make the samples linearly separable by mapping the original data into a space of higher or infinite dimensions [2] . Although the The associate editor coordinating the review of this manuscript and approving it for publication was Nikhil Padhi. mapping rules of this process are usually agnostic, the kernel function can be used to replace the inner product operations in the feature space. Therefore, it is not necessary to know the specific expression of the feature vector in this feature space [3] .
Kernel trick [4] is very popular in the field of machine learning in recent years, especially the success of support vector machine (SVM) based on statistical learning theory [5] . This leads to the algorithms based on kernel trick [6] which are widely used in pattern recognition, text classification, signal processing and other fields [7] . Compared to the SVM, the objective function of KLR is not the risk minimum function but the maximum likelihood value. Therefore, KLR will produce the category posterior probability value of the classification. KLR is also a convex optimization problem [8] , and the local optimal solution must be the global optimal solution. For convex optimization problems, gradient method or Newton iteration algorithm [9] can be used to solve them, but these two methods need to perform an inverse calculation on an n × n kernel matrix in each iteration, where n represents the number of samples. In general, when the number of n reaches tens of thousands, the calculation time cost becomes very expensive, or even unacceptable, and the time complexity is O(n 3 ). When Platt et al. [10] proposed a sequence minimum optimization algorithm(SMO) to solve convex quadratic programming problem in SVM, S.S. Keerthi et al. [11] were inspired to give a fast dual algorithm for solving KLR. The goal of the algorithm is to accelerate the KLR algorithm by solving the dual problem, and does not need to bring the entire kernel matrix into the iterative step for calculation. In each iteration, the fast dual algorithm only needs to update the two optimized values in the sequence, so the time overhead is very small. However, when solving the iterative update value via truncated Newton method, the fast dual algorithm introduces the calculation of the kernel matrix (although the kernel matrix does not participate in the iterative process), which increases the time cost of the algorithm, so the algorithm still needs to be improved.
At the earliest, kernel trick was combined with SVM to solve nonlinear classification problems. When the success of kernel SVM, kernel trick began to combine with traditional algorithms. With the continuous development of Internet technology, the scale of data continues to expand, and the application of kernel trick is increasingly restricted. One of the key problems is that kernel matrices are usually dense matrices with very expensive storage and computational costs. The storage of dense matrices requires O(n 2 ) space, and the calculation of such matrices requires the cost of O(n 2 m), where n and m represent the number and dimensions of the sample, respectively [12] . In order to speed up the calculation of kernel matrix and save memory space, the most common solution is to use a finite memory to calculate an approximate kernel matrix [13] , [14] . This method not only solves the memory problem, but also improves the solving efficiency of the kernel matrix [15] , [16] . At present, a variety of kernel matrix approximation methods have been proposed [17] , among them, the Nystrom method is the most widely used, and it is also the basis for many approximate kernel matrix algorithms [18] , [19] . Compared with other approximate matrix methods such as Incomplete Cholesky (ICD), Nystron method is faster in solving problems. The main idea of the Nystrom method is to obtain the approximate matrixK of the original matrix K by reducing the rank, which is equivalent to taking m rows and m columns randomly from K. This approximationK can be written asK = K n,m K −1 m,m K m,n , where K n,m is the n×m block matrix in the original matrix K, but m n. The low-rank approximation of the matrix is usually used to approximate kernel matrix [20] , which has been used in combination with the kernel SVM algorithm. However, the optimization algorithm for solving LR usually requires iteration, so the kernel trick used in this algorithm is very inefficient. The fast dual algorithm similar to SMO overcomes the shortcomings of the kernel matrix participating in iterative operations and greatly reduces the time cost of solving KLR. Therefore, the application of kernel trick to LR has become acceptable.
Inspired by the combination of the kernel SVM and the low-rank approximation method, we combine the fast dual algorithm with the Nystrom method to solve KLR, which improves the accuracy and efficiency of the classifier. The Nystrom method estimates the original kernel matrix by low-rank approximation to reduce redundant information in the data and reduce the computational time overhead of the kernel matrix. In the iterative process of the fast dual algorithm, we use the approximate kernel matrix to calculate the value that needs iteration. The Nystrom method has achieved good results in classification efficiency and accuracy, and then the three different optimization algorithms based on the Nystrom method for solving KLR are proposed in our framework. In this paper, the new algorithm that combines the Nystrom method and the fast dual algorithm to solve the KLR is called NSMO-KLR algorithm, and the algorithm that combines the Nystrom method and the gradient descent to solve KLR is called NGD-KLR algorithm. Similarly, the algorithm that combines the Nystrom method with the Newton iterative to solve KLR is called NNI-KLR algorithm.
The main contributions of this paper can be summarized as follows:
(1) Based on the low-rank approximate optimization algorithm, we proposed a kernel framework to accelerate the solution of KLR. (2) We have explored the efficiency of solving the KLR under different scale data by the above three low-rank approximation optimization algorithms. (3) We concluded which optimization method should be used to solve KLR in order to reduce time cost and improve classification accuracy. (4) The convergence and time complexity of the low-rank approximation optimization algorithm is analyzed. The rest of this paper is organized as follows. First, three different algorithms for solving KLR are introduced in Section II. Then, Section III introduces KLR's three fast solving algorithms combined with the Nystrom method. Section IV analyzes the convergence of three different solving algorithms for KLR. The computational complexity of NSMO-KLR algorithm is analyzed in Section V.
In Section VI, we tested the performance of the six algorithms on public datasets of different scales. In addition, we also demonstrate the experimental results and analysis in Section VII. Finally, Section VIII concluded the paper.
II. RELATED WORK A. KERNEL LOGISTIC REGRESSION ALGORITHM
For the logistic regression, suppose there is a dataset D =
∈ R m , and y ∈ {0, 1}, input vector is x i = [x (1) , . . . , x (m) ]. The logistic function can be written as
Equation (1) means that the posterior probability estimation of y = 1 is h w (x), we assume that y obeys the Bernoulli VOLUME 7, 2019 distribution and choose a value of 0 or 1, then we can obtain the following expression:
If the samples of the data are independent, we can construct a likelihood function and then use the idea of Maximum Likelihood (ML) to solve the parameters. However, in order to satisfy the theory of minimizing risk, the idea of MLE can be transformed into a minimization of risk theory. Hence, maximizing the likelihood function is equivalent to minimizing the negative likelihood function, then the likelihood function can be reformulated as
For the convenience of calculation, the following formula is obtained by the logarithm of Eq. (4),
Using the fact that w * can be written as w * = n i=1 α i ϕ(x i ), where ϕ(x i ) is the projection of x i in the feature space. Therefore, the projection of features into high-dimensional space can be written as
where k i is the i-th row vector of the kernel matrix K.
For KLR, the prediction function can be defined as
Then, the 2 is introduced to reduce the complexity of the model, there is the following form
Therefore, the likelihood function Eq. (4) can be rewritten as
Finally, the loss function of KLR is formulated as
B. GRADIENT DESCENT METHOD FOR KLR
For loss function Eq. (9), which only variable that needs to be solved is vector α. If we consider using the gradient descent optimization algorithm to solve, we can calculate the first derivative to obtain the direction of gradient descent:
where λ is the penalty term, which satisfies λ > 0, and according to Eq. (6), the above equation can be rewritten as the following form:
Therefore, the iterative is formulated as
where β is the gradient descent step size, which satisfies β > 0. The gradient descent method for solving KLR can now be described as Algorithm 1.
Algorithm 1 Gradient Descent Method for KLR
While not converged do:
Step 1: Generating a kernel matrix K from dataset D.
Step 2: Calculate the gradient update direction:
Step 3: Update α :
For the solution of Eq. (9), it can also use Newton iteration method. Based on the first-order derivative of Eq. (11), the second-order derivative of the equation is formulated as:
where is a diagonal matrix whose elements are:
Thus, the iteration is formulated as:
The Newton iteration for solving KLR can now be described as Algorithm 2.
Algorithm 2 Newton Iteration Method for KLR
Step 2: Calculate the first derivative:
Step 3: Calculate the second derivative:
Step 4: Update α by Eq. (14) . End Output: α
D. SMO METHOD FOR KLR
For KLR, if the class label y ∈ {1, −1}. It have another form of loss function:
. (15) For the loss function of Eq. (15), itself is a convex quadratic programming problem [21] , and the direct solution is cumbersome. We can use the Lagrangian multiplier method to get its dual problem and then solve it on the dual form [22] . According to the prediction function, define the g(ξ ) = log(1 + e ξ ) and Eq. (15) can be converted to the primal problem:
Then, the generalized Lagrange's function [23] is given by:
where α i represents the Lagrangian multiplier, and α i ≥ 0. According to Eq. (17), the optimization condition can be written as
Thus, we can obtain w(α) = n i=1 α i y i x i , and (18) is applied to Eq. (17), the ξ i is a function of α i , and set δ = α i c , we can define:
In addition, the derivative of Eq. (19) can be written:
1+e ξ , where g is monotonous and differentiable, but the domain of the inverse function g −1 of g is (0, 1). It is easy to verify by checking the non-negative nature of the second derivative. If g is a convex function, then G is also a convex function. Combining Eq. (20), we can obtain the function:
Then we can use the Wolfe duality theory and maximize the primal problem to obtain its dual form [24] :
and introduce to Eq. (21a), the optimization function can be rewritten as
In order to calculate the threshold parameter b and the stopping condition of the algorithm, the Lagrange multiplier is introduced again for Eq. (23):
where C is the penalty term, which satisfies C > 0, and β is the Lagrange multiplier, which satisfies 0 < β < C. In order to solve the Eq. (24), there are defined as
Therefore, the optimal condition for the dual problem can be equivalently reformulated as
Then, consider the following equation:
Thus, the termination condition of the dual problem is b low = b up . When there is a pair of (i, j) to update the vector α, it satisfies the H i = H j , we can assume that there exists an α which does not satisfy the optimal solution condition, and it will continue to update until the termination condition is reached. Thought based on coordinate descent [25] , when (i, j) in the vector α satisfies H i = H j and keeps the equality VOLUME 7, 2019 constraint n i=1 α i y i = 0 to reduce the f (α) function. Finally, the α that needs to be updated can be rewritten into the following equation:α
Then, for the univariate optimization problem t * = arg min f (α(t)) can be solved using truncated Newton method:
Finally, we can write the solution as
The termination conditions do not usually achieve absolute optimal accuracy in practice. It usually use the approximate optimal conditions b low ≥ b up − 2 , where is a positive tolerance parameter. The SMO method for solving KLR can now be described as Algorithm 3.
Algorithm 3 SMO Method for KLR
Input: D, α (0) , hyperparameter: C, σ . Initialization: α (0) = 0, C = 1, σ = 2. While not converged do:
Step 2: Initialization α i (t), select i = i up , j = i low .
Step 3: Calculating t * by Newton iteration : t * = arg min f (α(t)).
Step 4: Updateα i (t) andα j (t).
Step 5: Calculating new α and b:
In recent years, kernel trick has been widely used, but the computational cost of the kernel matrix usually requires O(n 2 ), where n is the number of samples. As the number of samples continues to increase, the cost of such calculations becomes increasingly unacceptable. If we use the Nystrom method to approximate the kernel matrix K, it only takes O(m 2 n) time complexity, where m is usually much smaller than n. The resulting approximate matrixK is low-rank, which not only preserves the main features of the original matrix, but also reduces the storage space and computational complexity of the kernel matrix.
1) NYSTROM METHOD APPROXIMATION EIGENFUNCTION
When the input sample is mapped to the high dimension feature space, in order to calculate the inner product in the feature space, it is assumed that the covariance kernel k(x, y) is substituted in the original space:
where λ 1 ≥ λ 2 ≥ ... ≥ 0 represents the eigenvalue of the kernel matrix, φ 1 , φ 2 , · · · φ n represents the feature function of the operator, then there is:
the p(x) represents the probability density of the original space input vector x, and the feature function is orthogonal. For more explicit description, Eq. (31) can be rewritten as
take an independent and identically distributed sample
and replace the integral on p(x) with the mean:
the constraint condition
is obtained by orthogonal feature function. So, we can rewrite to the following formula:
where K (q) is a kernel matrix of q × q, U
∈ R q×q , the columns are orthogonal, (q) is the diagonal matrix of the element λ (q) , and λ
q ≥ 0. Then the relevant approximate value can be obtained, and the i-th eigenfunction can be obtained via Nystrom method
where
i is the i-th column in the U (q) matrix. Eq. (35) can also be seen as projecting a new input x onto the i-th feature vector in the feature space [26] .
2) NYSTROM METHOD APPROXIMATE KERNEL MATRIX
Using Eigen decomposition, the kernel matrix K can be decomposed into the following form:
where U F is an orthogonal matrix, F is a diagonal matrix in which the diagonal elements are in descending order of λ
i . If p < n, take the first p column in the U F matrix to construct U ∈ R n×p , and = diag(λ
can be used to approximate the kernel matrix K + σ I, where σ I is introduced to avoid the generation of singular matrices and increase stability, and σ is a small positive number [27] . If the feature decomposition can be performed, the above approximation method can save a lot of overhead for the calculation of the kernel trick. But the time complexity of matrix feature decomposition is usually O(n 3 ). The usual practice is to calculate the first p eigenvalues and eigenvectors of K when calculating the kernel matrix K. When p n, the time complexity is significantly reduced. At this point, the feature equation of all sample points is approximated by the Nystrom method described above. The low-rank approximation matrix K of K can be written as follows:
i respectively represent the eigenvalues and eigenvectors of the n × n matrix of all samples obtained by the Nystrom method.
In the approximate formula Eq. (37), there are:
whereũ (m)
i is the i-th eigenvector of the m×m matrix. K n,m is an n × m block matrix in the kernel matrix K.
Assume a symmetric semi-positive definite kernel matrix K ∈ R n×n , randomly select m n columns from K to form matrix C:
where W ∈ R m×m , S ∈ R (n−m)×m , B ∈ R (n−m)×(n−m) , if SVD is decomposed on W , U U T is obtained, the U is an orthogonal matrix, = diag(λ 1 , . . . , λ m ) is the diagonal matrix in which the singular values of the W block matrix are arranged in descending order. If there is k ≤ m, then the low-rank approximation matrixK of the previous kernel matrix K is:K
i U (i) U (i)T , and the U (i) is the i-th column of the U matrix.
III. KERNEL LOGISTIC REGRESSION FAST ALGORITHM
In order to reduce the computational time overhead of the kernel matrix in KLR, the Nystrom method can be used to approximate the required K,
Algorithm 4 NSMO-KLR Algorithm
Input: D, α (0) , hyperparameter: C, σ , Rank. Initialization:
Step 1: Selecting m vectors from the rank value to calculate the approximate kernel matrixK. Step 2: Initialization α i (t), select i = i up , j = i low .
A. SMO COMBINED WITH THE APPROXIMATE KERNEL MATRIX
In order to improve the efficiency of the fast dual algorithm in calculating the kernel matrix when solving KLR, the Nystrom method and the fast dual algorithm can be combined to accelerate the solution of KLR. For the NSMO-KLR algorithm, first we select m row vectors from the overall training samples, calculate their eigenvalues and eigenvectors, then bring them into Eq. (41) to approximate the kernel matrix K. Finally, use an approximate kernel matrix to solve the values that need to be iterated in the SMO algorithm, so Eq. (15) can be rewritten as
. Then, NSMO-KLR algorithm can now be described as Algorithm 4.
B. GRADIENT DESCENT COMBINED WITH THE APPROXIMATE KERNEL MATRIX
For the NGD-KLR algorithm, first we select m row vectors from the overall training samples, calculate their eigenvalues and eigenvectors, and then bring them into Eq. (41) to approximate the kernel matrix K. Finally, Eq. (9) combined with Nystrom approximation method rewrites the loss function into
For the gradient direction, we have ∇ α Loss = − 1 nK T (y − p) + λKα, and λ is the penalty term. So, the iteration formula of gradient descent is α (c+1) = α c − β∇ α Loss, where β is the step size, which satisfies β > 0. Finally, NGD-KLR algorithm can now be described as Algorithm 5. While not converged do:
Step 1: Selecting m vectors from the rank value to calculate the approximate kernel matrixK.
Algorithm 6 NNI-KLR Algorithm
Input: D, α (0) , hyperparameter: λ, σ , Rank. Initialization: α (0) = 0, λ = 0.05, σ = 3, Rank = 25. While not converged do:
Step 4: Update α by Eq. (45). End Output: α
C. NEWTON ITERATION COMBINED WITH THE APPROXIMATE KERNEL MATRIX
For the NNI-KLR algorithm, Firstly, m row vectors are selected from the overall training samples, and their eigenvalues and eigenvectors are calculated. Secondly, the approximate kernel matrixK is introduced in Eq. (13) . Finally, the second derivative of Newton's iteration can be rewritten as
. . , n. Thus, the iteration formula of Newton's iteration is
NNI-KLR algorithm can now be described as Algorithm 6.
IV. CONVERGENCE ANALYSIS A. CONVERGENCE ANALYSIS OF THE NSMO-KLR ALGORITHM
Firstly, set B = {α ∈ A : f (α) ≤ f (α 0 )}, the f is continuous, it means that B ∈ A, B is also bounded. In addition, for any sequenceα k , when (α k ) → ∞ it will be close to the boundary point of A, where B ⊂ R m and m is the number of variables α.
Since SMO is an algorithm based on coordinate descent, each iteration is very clear. Lemma 1: When r ≥ 0:
Proof: A finite second-order Taylor series expansion will be performed near t * in φ:
wheret between t and t * , but not equal to t or t * . Then, calculate the second derivative of φ:
Because there is G (δ) = 1 δ(1−δ) , we can get this border φ (t) ≥ 8 C , and according to Eq. (47), when t = 0, we naturally obtain:
Therefore, the Lemma 1 is proved. Theorem 1: (1) {α r } has at least one limit point in A. (2) Each limits point of {α r } in A is the solution of the SMO algorithm.
Proof: According to Lemma 1, {α r } ⊂ A, because of B ⊂ R m , {α r } has limit points in B and each limit point in {α r } also belongs to B, the B ⊂ A, so every limit point of {α r } also belongs to A. Since the algorithm is decreasing at each iteration, f is the lower boundary, so the {f (α r )} is a convergent sequence. By lemma 1, we can immediately get
} s≥0 is the convergence subsequence, α denotes the limit point that converges in A. For any r ≥ 0, let i (r) = i up (α r ), j (r) = i low (α r ), the coordinates of i are selected during the iterative optimization of the r-th step. When φ = 0, φ (t) = H i − H j , we can get:
Since the index is finite, there is at least one pair (i 1 , j 1 ) in infinite s, where i 1 = i(r(s)), j 1 = j(r(s)), redefine this subsequence:
the b up and b low are continuous functions of α. This can be obtained:
where,
Since {α r(s)+1 − α r(s) } converges to 0, there are lim s→∞ [P(s)] = 0, lim s→∞ [R(s)] = 0, it can be obtained Q(s) = 0 by Eq. (50). Thus, when b low ≥ b up − 2 , theᾱ is the solution sequence of SMO, andᾱ is the convergent limit point. This completes the proof.
B. CONVERGENCE ANALYSIS OF THE NGD-KLR ALGORITHM AND NNI-KLR ALGORITHM
For the gradient descent algorithm, each iteration update is a step forward with a negative gradient as the search method [28] . When the number of iterations t tends to infinity, the cost function f (x t ) converges to the optimal solution f (x * ), the convergence rate is t = O(1/t).
Newton's iterative rule is to use the Newton step as the search direction, the Newton step is also the quadratic norm defined by the Hessian matrix ∇ 2 f (x) at x. In general, the Newton method converges very quickly, subsequent convergence around x * , once entering the quadratic convergence phase, only a small number of iterations can be used to produce a solution with very high accuracy [29] .
V. COMPUTATIONAL COMPLEXITY
The overall complexity of the KLR algorithm is mainly dominated by the maximum likelihood risk function and the kernel matrix. Its time complexity is O(n 3 ) [30] , the complexity of the kernel matrix operation is O(n 2 ). The NSMO-KLR, NGD-KLR and NNI-KLR algorithms are based on the Nystrom method to select the m rows/columns to approximate the kernel matrix. So the complexity of the kernel matrix becomes O(m 2 n) [13] , where n is the number of samples, and m is the number of subsamples selected, usually m n. The SMO algorithm is mainly solved for the quadratic programming(QP) optimization problem, and its time complexity is O(n). Assuming the model stops within I iteration, the NSMO-KLR algorithm overall computational complexity is O(Im 2 n).
VI. NUMERICAL EXPERIMENTS A. EXPERIMENTAL SETUP
In order to compare the difference between the calculation time cost and the classification accuracy of the above six algorithms in solving KLR, we selected 10 different public datasets from UCI, among which the sample features of the banana dataset are non-linear. Table 1 lists the details of the various datasets. Table 2 gives the experimental parameter settings. In all of the following experiments, we mainly used Gaussian kernel K (x,x) = exp(− x−x 2 2σ 2 ). The convergence condition parameter = 10 −5 , and we initialize the α to α (0) . For SMO algorithm, we must let α i ∈ (0, C). The number of class 1 and class 2 in . In addition, the α (0) also can be initialized to 0.
B. EXPERIMENTAL RESULTS
In this paper, we proposed a kernel framework based on low-rank approximation Nystrom method, in which the most important algorithm is NSMO-KLR. In order to compare our algorithm with other algorithms in terms of time efficiency and classification accuracy, we designed the above experiment, and the experimental results show that our algorithm has improved in both aspects. Table 3 lists the computational costs (in seconds) for the above 6 algorithms to achieve equal convergence conditions on different datasets. When the calculation cost exceeds 5000 seconds, the ''−'' is used instead. As we can see, the training time of NSMO-KLR algorithm is the least on datasets of different scales, except for ionosphere and mushroom datasets. Table 4 lists the classification accuracy of the 8 algorithms on different datasets. For datasets that cannot be classified by a method or take more than 5000 seconds to compute, the accuracy is replaced by ''−''. Table 5 shows four sets of changes in accuracy, respectively SMO and SVM and LR, NSMO-KLR and SMO, NGD-KLR and gradient descent, NNI-KLR and Newton iterative. Compared with the traditional machine learning classification algorithm, the KLR algorithm solved by SMO has improved or flattened the classification accuracy on 70% of the datasets. For the non-iterative type SMO algorithm, the Nystrom method is used to approximate the kernel matrix, which can improve the accuracy of classification. However, for the iterative type of gradient descent and Newton iterative algorithm, the effect is not obvious.
VII. DISCUSSION
In general, the time cost of our low-rank approximate optimization algorithm for solving KLR is less than that of other optimization algorithms (except mushroom dataset). The low-rank approximation optimization algorithms improve the accuracy of classification on more than half of datasets, among which NSMO-KLR is superior to other optimization algorithms in all datasets. Based on the experimental results, we have the following more detailed observations. First, for some datasets such as ionosphere, using the Nystrom method to approximate the kernel matrix will increase the overall cost. This is because when a small number of samples are used to approximate the original kernel matrix, the single iteration time is reduced, but in order to achieve the same convergence condition, the number of iterations of the algorithm is increased. In addition, the rank of the approximate kernel matrix is required to be controlled by the 'Rank' hyper-parameter. If the rank value is set unreasonably, it will also increase the number of iterations.
Second, the two algorithms of gradient descent and Newton iteration involve the operation of the entire kernel matrix in the iteration process, including the operation of inversion of the kernel matrix. When using an approximate kernel matrix instead of the original kernel matrix, the computational costs are significantly reduced, but the accuracy is also reduced. Such as cancer and image datasets, when using the approximate kernel matrix, re-inverting the approximate kernel matrix and finding the Hessian matrix will lose most of the relevant information [31] . Therefore, using the approximate kernel matrix to accelerate the solution of this two algorithms will reduce the classification accuracy. At the same time, the approximate kernel matrix is a low-rank approximation of the original kernel matrix, redundant irrelevant classification information is reduced, and the classification accuracy is improved for most common datasets.
Third, for the mushroom dataset, it can be clearly seen from the experimental results that the low-rank approximation optimization algorithm can significantly reduce the time cost without affecting the classification accuracy. The sub-gradient direction of the Newton iteration can quickly find the optimal solution, and the number of single iterations is the least, so the time cost and accuracy of the Newton iteration algorithm are best on this dataset. For other general datasets, the results are the same as we expected.
Finally, from the above experimental results, it can be seen that the non-iterative fast dual SMO algorithm performs very well on datasets of different scales. The kernel matrix is approximated by using the Nystrom method, our NSMO-KLR algorithm can achieve better results on this basis. It not only greatly improves the speed of the solution but also exceeds the gradient descent method, Newton iteration method and common algorithms such as SVM and LR. For the low-rank approximation optimization algorithms based on the iterative processes, such as NGD-KLR and NNI-KLR, Nystrom method reduces the computational kernel matrix overhead and the overall time overhead of the KLR algorithm. However, when using the low-rank approximation kernel matrix, the operations such as inversion and computation of the Hessian matrix on the kernel matrix will lose most of the relevant information, thus reducing the accuracy of the algorithm classification. For datasets that are naturally linearly separable, using kernel trick may not improve the accuracy of their classification, instead increase their training time. The use of kernel trick for non-linearly separable datasets such as banana dataset is necessary.
VIII. CONCLUSION
In our kernel framework, we proposed three low-rank approximation optimization algorithms for KLR, proved their convergence and discussed the experimental results. By solving the dual problem, it can be faster than the gradient descent and Newton iterative optimization algorithm directly applied to the original problem, and the classification effect is better. It shows good robustness on the general scale datasets. However, after combining the low-rank approximation, the rank selection has randomness, so the robustness will be reduced, but the classification efficiency and accuracy have been improved on the most datasets.
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