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Resumen 
 
Este proyecto se ha llevado a cabo con el propósito principal de desarrollar un 
sistema de análisis de contornos de Otolitos. 
 
Los Otolitos son unas formaciones calcáreas situadas en el oído interno de los 
peces. El principal interés de estos elementos es su contorno, ya que proporciona 
gran cantidad de información, muy útil para diferentes  estudios de las especies 
marinas. 
 
Por este motivo, hemos creado una herramienta, que a partir de una serie de 
fotografías de Otolitos, proporcione las coordenadas que caracterizan la silueta de 
su contorno. Para la obtención de estos datos hemos seguido los siguientes 
pasos: 
 
• Procesado previo de la imagen 
• Extracción del contorno 
• Análisis de las Componentes Principales 
• Acondicionado de los datos 
 
Esta herramienta se ha desarrollado con Python, un lenguaje de programación 
bastante adecuado para éste propósito, ya que es un lenguaje  muy potente y de 
alto nivel, además de ser gratuito y de código abierto, lo que lo hace aún más 
accesible para todo el mundo. 
 
Finalmente, podemos decir que la herramienta creada cumple bastante 
satisfactoriamente con su cometido (a tenor de los resultados), que no es otro que 
el de proporcionar las coordenadas características del contorno del Otolito. 
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Overview 
 
This project has been carried out with the main purpose to develop an Otolith’s 
Contour analysis system. 
 
Otoliths are chalky formations located in the fish’s inner ear. The most important 
feature of these elements underlies on its contour, since it provides a graet amount 
of information very useful for many different studies about the sea species. 
 
For this reason, we have created a tool, that from a series of Otolith’s 
photographies, can provide the coordinates that characterize their contour’s  
silhouette. In orden to obtaining these data we have followed the next steps: 
 
• Previous image processing 
• Contour extraction 
• Principal Component Analysis 
• Data setting up 
 
This tool has been developed in Python, a programming language very suitable for 
this purpose, since it is a high level and powerful language, in addition to be a free 
and opened code language, which makes it still more accessible for everybody. 
 
Finally, we can say that the created tool fulfills its assignment quite satisfactorily (in 
accordance with the results), which it's only to provide the characteristic 
coordinates of the contour of Otolith. 
 
 
 
 
 
 
 
 
 
 
 ÍNDICE 
 
 
INTRODUCCIÓN ............................................................................................... 1 
CAPÍTULO 1. OTOLITOS.................................................................................. 2 
1.1 QUE SON LOS OTOLITOS? .................................................................. 2 
1.2. Por qué se estudian los Otolitos? ................................................................................... 3 
1.3. Como se estudia la diversidad morfológica de los Otolitos?....................................... 4 
CAPÍTULO 2. PYTHON ..................................................................................... 5 
2.1. Características................................................................................................................... 5 
CAPÍTULO 3. SHAPE ANALYSIS..................................................................... 8 
3.1. Representación matemática del contorno...................................................................... 8 
3.2. Procesado previo de la imagen........................................................................................ 9 
3.2.1 Adquisición de imagen ........................................................................................... 9 
3.2.2 Binarización .......................................................................................................... 10 
3.2.3 Obtención de la información útil ........................................................................... 12 
3.3. Extracción clásica del contorno .................................................................................... 12 
3.3.1 Detección de bordes............................................................................................. 12 
3.3.2 Detección del contorno......................................................................................... 13 
3.4. Algoritmo de seguimiento de contorno ........................................................................ 14 
3.4.1 Punto de inicio ...................................................................................................... 14 
3.4.2 Búsqueda del siguiente punto .............................................................................. 15 
3.4.3 Seguimiento del contorno..................................................................................... 17 
Fig.3.11 Imagen de un Otolito(arriba) y su contorno(abajo) ............................................. 18 
3.5. Análisis de las Componentes Principales .................................................................... 18 
3.5.2 Introducción .......................................................................................................... 18 
3.5.2 Extracción de la media ......................................................................................... 19 
3.5.3 Creación de la matriz de covarianza .................................................................... 20 
3.5.4 Autovectores y Autovalores.................................................................................. 21 
3.5.5 Creación del vector de características ................................................................. 22 
3.5.6 Obtención de resultados....................................................................................... 22 
3.6. Acondicionado de la imagen.......................................................................................... 24 
3.6.1 Orden de los datos ............................................................................................... 24 
3.6.2 Interpolación ......................................................................................................... 27 
CAPÍTULO 4.RESULTADOS .......................................................................... 29 
4.1 Funcionamiento de la aplicación ................................................................................... 29 
4.2 Resultados prácticos ...................................................................................................... 29 
 4.2.1 Prueba1.Otolito Normal. ....................................................................................... 29 
4.2.2 Prueba2.Otolito girado 45º ................................................................................... 30 
4.2.3 Prueba3.Otolito expandido ................................................................................... 32 
4.2.4 Resumen .............................................................................................................. 34 
CONCLUSIONES ............................................................................................ 36 
BIBLIOGRAFÍA ............................................................................................... 37 
Introducción 1 
INTRODUCCIÓN 
 
El ser humano, tiene la necesidad de dotar a las máquinas y las computadoras de 
los sentidos que por naturaleza, él posee. Y entonces poder observar hasta dónde 
llegarían éstos sentidos con la capacidad de cálculo de un ordenador. 
 
Así podemos encontrar diferentes avances tecnológicos en audio, cómo 
mecanismos capaces de distinguir y reconocer patrones de voz. También se han 
conseguido analizar sabores y olores y discernir entre los agradables y 
desagradables. Incluso existen sensores  capaces de controlar un brazo mecánico 
tan preciso, que se pueda utilizar en operaciones quirúrgicas. 
 
Pero es en el campo del procesado de imágenes, donde los avances realizados no 
han sido tan espectaculares. Esto se puede deber, a que el sentido de la vista es 
el más complejo de los cinco, y por tanto, más difícil de reproducir artificialmente. 
 
En este proyecto se pretende desarrollar una herramienta, capaz de procesar 
imágenes con formas relativamente complejas y extraer su contorno. Las 
imágenes que se procesarán corresponden a fotografías de Otolitos. 
 
Los Otolitos son unas formaciones óseas que se encuentran en el oído interno de 
algunos peces y que poseen unas características morfológicas muy singulares. 
Estas características varían según los individuos y aportan una información muy 
importante aplicable en estudios de identificación de poblaciones, análisis de las 
dietas de algunas especies o incluso en estudios arqueológicos. Podemos 
encontrar más información sobre los Otolitos y su análisis en Capítulo 1 de esta 
memoria. 
 
Para el desarrollo de nuestra aplicación, hemos utilizado una herramienta software 
llamada Python. Este es un lenguaje que tiene unas características muy concretas 
y que se adaptan perfectamente a nuestras necesidades. En el Capítulo 2 se 
explican más detenidamente  estas características, así como el listado completo de 
librerías utilizado. 
 
En el tercer capítulo, el más extenso, podemos encontrar el proceso seguido para 
la obtención del contorno de las imágenes, así como un ejemplo de otros procesos 
existentes. 
 
Los detalles de funcionamiento de nuestra aplicación, y el análisis de los 
resultados obtenidos se encuentran en el Capítulo 4. 
 
Y finalmente, a partir del análisis previo de los resultados obtenidos presentamos 
las conclusiones que de ellos se pueden extraer.  
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CAPÍTULO 1. OTOLITOS 
 
1.1 Que son los Otolitos? 
 
Los Otolitos son unas formaciones calcáreas  situadas en el oído interno de los 
peces de la especie Osteichtyes (peces óseos), y localizadas en la parte posterior 
del cráneo de estos peces. Están formados por cristales de carbonato de calcio y 
materiales orgánicos de origen proteico.  
 
Existen tres pares de órganos otolíticos en el oído interno del pez : el utrículo, el 
sáculo y la lagena. Estos órganos están formados por un epitelio que rodea los 
otolitos. En el epitelio existe un área constituida por células sensoriales, llamada 
macula. También existe una depresión en el otolito llamada surco acústico la cual 
se relaciona con la mácula sensorial 
 
 
Fig.1.1 Situación de los Otolitos en el cráneo del pez 
 
Cada órgano Otolítico se asocia con un cierto tipo de otolito. El lapillus está 
localizado en el utrículo, el asteriscos en el lagena y el sagitta en el sáculo. 
 
El caso del sagitta es especial, ya que es el otolito que presenta una mayor 
variabilidad morfológica, y por lo tanto, es el más estudiado. 
 
 
En los peces, el oído interno tiene dos funciones principales: percibir sonidos 
(función acústica) y percibir aceleración angular y gravedad (función del equilibrio). 
Estas dos funciones se corresponden con dos partes morfológicas bien 
diferenciadas. La parte superior del oído interno (utrículo y canales semicirculares) 
controla principalmente las funciones del equilibrio, mientras que la parte inferior 
(sáculo y lagena) está especializada en la percepción del sonido. Cuando una 
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onda sonora llega al oído, el otolito se comporta como un transductor, trasladando 
la onda al sistema nervioso del pez. 
 
 
 
 
Fig.1.2 Detalle del oído interno 
 
1.2. Por qué se estudian los Otolitos? 
 
Desde qué en 1884 E. Koken observara que cada especie de pez Teleósteo 
presenta particularidades características en sus otolitos (forma y tamaño), la 
morfología otolítica no ha dejado de ser motivo de estudio. Los resultados de estos 
estudios han servido para identificar especies y fauna fósil, estudiar las dietas de 
especies ictívoras a partir del contenido estomacal de éstas o ser usados en 
estudios arqueológicos. 
 
 
 
 
Fig.1.3 Diferentes tipos de Otolitos 
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En el caso del Otolito Sagittae, también ha sido utilizado para identificar relaciones 
intraespecíficas (determinando poblaciones dentro de especies) e interespecíficas 
(estableciendo parecidos y diferencias entre especies). 
 
Además, se sabe que el crecimiento de los Otolitos está estrechamente 
relacionado con el crecimiento del animal y los cambios ambientales en su hábitat. 
 
 La variación en las proporciones de los elementos que componen el Otolito es la 
causa de la formación de los anillos de crecimiento, siguiendo una periodicidad 
diaria y estacional. Esta característica se usa para determinar, con relativa 
exactitud, la edad del pez en estudios de crecimiento, seguimiento y mortalidad, lo 
cual es muy importante para aprender acerca de la dinámica de la población. Otro 
tipo de estudios actuales se centran en la composición química y  las 
microestructuras de los Otolítos y su relación con el entorno. 
 
 
1.3. Como se estudia la diversidad morfológica de los 
Otolitos? 
 
Los primeros estudios en morfología otolitica se basaron en descripciones 
anatómicas con dibujos. En los años ochenta una nomenclatura común fue 
desarrollada para las diferentes partes del Otolito y para los varios tipos 
anatómicos. Actualmente los otolitos son todavía descritos a través de dibujos en 
blanco y negro, y también con fotos digitales tomadas con un microscopio (óptico o 
eléctrico). 
 
A partir del desarrollo de las técnicas de análisis de imagen en los años noventa, el 
concepto de shape analysis comenzó a ser introducido en los estudios sobre 
Otolitos. Los sistemas de análisis de forma de los Otolitos usados estan basados 
en el estudio del contorno completo del Otolito. Los primeros trabajos realizados en 
los años noventa emplearon las distancias existentes entre el perímetro del Otolito 
y su centro de gravedad o utilizaron los armónicos de la transformada de Fourier 
para descomponer numéricamente el Otolito. Esta última  técnica es capaz de 
reproducir una versión del contorno bastante fiel a la original escogiendo un 
número reducido de armónicos. Sin embargo, es bastante complicado localizar las 
singularidades del contorno a partir de su espectro. Como alternativa a estas 
técnicas, aparecen la transformada Wavelet y la CSS (Curvature Scale Space 
representation) que permiten cuantificar las irregularidades del contorno y su 
posición exacta. Estas propiedades son las que hacen a las dos técnicas 
anteriores muy apropiadas para el estudio de reconocimiento de patrones, 
determinación de edad y sexo del individuo e identificación de especies. 
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CAPÍTULO 2. PYTHON 
 
Para poder desarrollar nuestra herramienta de análisis, se ha escogido Python, un 
lenguaje de programación sencillo, pero a la vez potente y muy similar a otros 
lenguajes existentes como Perl o Java. 
 
A fin de familiarizarnos con este lenguaje explicaremos a continuación sus 
principales características así cómo los motivos de su elección como plataforma de 
desarrollo. 
 
2.1. Características 
 
Python es un lenguaje de Programación creado por Guido van Rossum y lanzado 
por primera vez en 1990 que actualmente es administrado por la Python Software 
Foundation. 
Es un lenguaje de código abierto, orientado fundamentalmente a objetos y basado 
en scripts (interpretado). Esto último quiere decir que el código es ejecutado en un 
intérprete en lugar de ser compilado. Además, cuenta con un modo interactivo, lo 
que permite ejecutar código en tiempo real; según se ingresan las sentencias en el 
intérprete, se ejecutan y se visualizan los resultados. Al ser un lenguaje 
interpretado, además, ahorra una gran cantidad de tiempo en el desarrollo del 
programa ya que no necesita compilar ni enlazar  el código. 
 
Otra característica de Python, es que permite dividir el código en diferentes 
módulos que se pueden utilizar, a su vez, desde otros programas en Python 
simplemente importándolos. Viene además, con diferentes módulos estándar que 
proporcionan multitud de aplicaciones para utilizar de base para la creación de 
programas, pero además existe una gran variedad de módulos adicionales que 
pueden ser descargados y utilizados fácilmente. Algunos de estos módulos han 
sido utilizados para la realización de nuestro programa, como por ejemplo: 
 
• Numpy: Numerical Python, proporciona herramientas para la creación y 
manipulación de arrays. 
• Matplotlib: Plotting Library, proporciona herramientas para la 
representación gráfica. 
• Scipy: Scientific tools, proporciona diferentes librerías para el cálculo 
numérico, algebra, fft, etc. 
 
Por último, una de las más importantes características de Python, es que se trata 
de un lenguaje de muy alto nivel y que, por lo tanto, incluye tipos de datos muy 
complejos, lo que permite expresar operaciones bastante complejas con 
sentencias relativamente simples. Esto, unido a que no precisa de declarar 
variables ni argumentos y a que utiliza la identación hacen de Python un lenguaje 
muy sencillo, compacto y legible. 
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2.2. Programa, entorno y librerías  
 
Todo el proyecto se ha desarrollado utilizando la versión 2.4 de Python aunque 
actualmente ya existe la versión 2.5. No es recomendable utilizar las últimas 
versiones del programa ni de las librerías ya que pueden aparecer problemas  de 
compatibilidad entre ellos.  
 
A continuación tenemos un listado detallado de todos los elementos utilizados para 
la realización del proyecto:  
 
 
Programa:   Python v2.4 
     
Entorno de desarrollo: Dr.Python v3.10 
 
También existen otros entornos como Boa constructor, pero hemos elegido 
dr.Python por su sencillez de funcionamiento. 
 
 
 
Módulos:   
 
    Scipy v0.5.2 
 
Este módulo proporciona una serie de librerías que sirven para realizar funciones 
propias del campo de la ciencia y la ingeniería como pueden ser: interpolación, 
integración, algebra lineal, procesado de señal ,etc. Entre otros módulos, contiene 
Numpy. 
 
 
    Numpy v1.0.1 
 
Este módulo está contenido en  Scipy, y proporciona herramientas para el cálculo y 
creación de arrays multidimensionales, además de una serie de librerías 
matemáticas de alto nivel para operar en estos arrays. 
 
 
    Numarray v1.5.2 
 
Es una ‘versión antigua’ de Numpy que contiene básicamente las mismas 
funciones, pero con algunas características de manejo diferentes. 
 
    Matplotlib v0.87.7 
 
Es la librería encargada de la parte de representación grafica de datos. 
 
 
 
 
    wxPython v2.6 
    wxMPL v1.2.7 
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Estos dos últimos módulos, son los que permiten la creación de las GUI (Graphical 
User Interface). 
 
 
Para descargar los programas o módulos, obtener información, ver tutoriales, etc. 
Podemos encontrar  una gran cantidad de páginas web que nos pueden ser 
útiles.Ver (BIBLIOGRAFÍA). 
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CAPÍTULO 3. SHAPE ANALYSIS 
 
Los Otolitos Sagitta, como se ha explicado anteriormente, proporcionan gran 
cantidad de información, debido a su gran variabilidad morfológica. Las singulares 
características que presenta cada uno de ellos, son el punto de partida desde el 
que nacen los diferentes estudios biológicos. Estas singularidades se encuentran 
básicamente en el tamaño y la forma de los Otolitos. Por ello, ha sido esencial el 
desarrollo del procesado de imagen a la hora de crear nuevos métodos de análisis 
y caracterización de los Otolitos. 
 
En este escenario, es importante definir qué método se va a seguir para analizar el 
Otolito. En principio existen dos opciones: trabajar con la imagen completa del 
Otolito o utilizar una representación de este basada en su silueta. 
En este proyecto se ha elegido la segunda opción, ya que presenta varias ventajas 
como son la reducción del tamaño de los datos manejados o la simplificación de 
los instrumentos de análisis. Además existe la certeza de que el contorno contiene 
la mayor parte de las características propias del Otolito, por lo que, aún reduciendo 
el tamaño de los datos de entrada se conserva la mayor parte de la información. 
 
Una vez decidido el método, establecemos los dos procesos necesarios para una 
completa caracterización del Otolito que son: 
 
• Obtención de una representación matemática del contorno (extracción del 
contorno) 
• Obtención de los rasgos característicos del contorno (extracción de la 
información) 
 
A lo largo de este proyecto nos centraremos en el primer proceso, dejando el 
segundo para posibles revisiones o ampliaciones del mismo. 
 
 
3.1. Representación matemática del contorno 
 
Cómo todo elemento de estudio, disponemos de una serie de fotografías de los 
Otolitos que han de estar realizadas sobre fondo negro, ya que esto facilita la labor 
a la hora de establecer los límites del contorno del Otolito. 
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Fig.3.4 Imagen de un Otolito 
 
Otra cosa a tener en cuenta, es que al ser fotografías, son bastante susceptibles 
de presentar diferentes tamaños u orientaciones de los Otolitos. Por esta razón, la 
herramienta de análisis de imagen que diseñemos ha de ser suficientemente 
robusta para no verse afectada por estas circunstancias, ya que ello alteraría los 
resultados reales.  
 
La representación matemática del contorno es un proceso complejo y lo 
dividiremos, por  tanto, en una serie de pasos o fases a seguir: 
 
• Procesado previo de la imagen 
• Extracción del contorno 
• Análisis de las Componentes Principales 
• Acondicionado de la imagen 
 
 
3.2. Procesado previo de la imagen 
 
Como ya se ha dicho, las imágenes de los Otolitos son fotografías realizadas sobre 
fondo negro. Además, el Otolito en sí está representado en escala de grises. Por lo 
tanto, es obvio que para proceder a la extracción del contorno, primero se ha de 
procesar y acondicionar previamente la imagen. 
 
3.2.1 Adquisición de imagen 
 
Lo primero de todo, es adquirir la imagen dentro del entorno python. Para ello 
utilizamos la función imread() del módulo matpotlib. 
 
Esta función importa la imagen desde el ‘path’ donde está guardada y la carga en 
un array de dimensiones M x N x 4. Los datos son almacenados cómo float 
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normalizados de 0 a 1. Esto quiere decir que el valor de los píxels de la imagen 
oscila entre 0 y 1 con valores decimales. 
 
Fig.3.2 Array de imagen de entrada 
 
Por lo tanto, tenemos cuatro array 2-D con las componentes RGBA (Red, Green, 
Blue, Alpha) de la imagen. Las tres primeras componentes contienen la misma 
información en el caso de nuestras imágenes en escala de grises, mientras que la 
componente Alpha no nos es de gran utilidad ya que proporciona información 
sobre el nivel de opacidad de los objetos.  
 
Tomando cualquiera de las tres  primeras componentes ya tendremos toda la 
información que necesitamos analizar. 
 
3.2.2 Binarización 
 
El siguiente paso después de extraer la información del archivo de imagen, es la 
binarización. Este proceso nos ayudará a hacer más evidente, si cabe, la 
diferencia entre objeto y fondo, ya que sólo habrá dos valores posibles para las 
muestras: 0 y 1. 
  
Además, de este modo, es mucho más fácil aplicar cualquier algoritmo de 
detección de bordes, que es el siguiente paso a realizar. 
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Fig.3.3 Histograma de la imagen de un Otolito 
 
 
Para realizar el proceso de binarización se ha creado la función bin(). Esta función 
asigna a las muestras un valor de 0 o 1 dependiendo de si su valor sobrepasa un 
cierto umbral lambda igual a 0,2. Este umbral se ha elegido de forma empírica 
visualizando los histogramas de una serie de Otolitos. Hemos elegido este valor 
porque estadísticamente era el que presentaba menor cantidad de muestras en 
todos los Otolitos y en él se observaba claramente la transición de las zonas 
negras(0) a las zonas más cercanas al blanco(1). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.3.4 Imagen de un Otolito(izquierda). Imagen binarizada (derecha) 
 
 
Como se puede observar en la figura superior derecha, sólo hay dos niveles en la 
imagen. Por un lado esta el nivel correspondiente al color blanco (muestra=1) que 
forma el ‘cuerpo’ del Otolito y por otro está el fondo que sigue de color negro 
(muestra=0). 
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3.2.3 Obtención de la información útil 
 
Lo primero que se ha de hacer es separar la información útil de la que no lo es, 
para facilitar así el tratamiento posterior de los datos. En este caso, la información 
que nos resulta útil es el cuerpo del Otolito y la que no nos interesa es el fondo de 
la imagen. 
 
Este proceso se lleva a cabo en una función creada llamada información(). Esta 
función toma cómo argumento de entrada el array que contiene los datos binarios. 
En ella se recorre el array  buscando los valores diferentes de 0 y cuando se 
encuentra uno se guarda la posición que éste ocupa en la matriz,  en forma de 
número complejo. 
 
 
 
mjnPosición ⋅+=
  
  
 
 
 
 
 
 
Este tipo de representación de las coordenadas en el plano complejo nos resultará 
muy útil en el siguiente paso del proceso: la búsqueda de puntos del contorno. 
 
3.3. Extracción clásica del contorno 
 
En este apartado explicaremos los procesos que se siguen para extraer el 
contorno de una imagen. Esto no quiere decir que sea el método que se ha 
utilizado para la obtención de nuestro contorno, sino que sirve para mostrar una 
manera diferente de realizar la misma tarea. 
 
3.3.1 Detección de bordes 
 
Existe una gran variedad de técnicas de extracción y detección de bordes de una 
imagen. Los bordes de una imagen se pueden definir como los puntos dónde 
aparece un cambio brusco en el gradiente. En nuestro caso, al tener una imagen 
binarizada, todos los cambios de gradiente serán bruscos y por tanto definirán el 
contorno. 
 
Para detectar estos cambios se aplica a la imagen una serie de máscaras o 
plantillas denominadas operadores de gradiente. Estos operadores consisten 
básicamente en dos pequeñas matrices numéricas que se aplican mediante 
convolución sobre la imagen para determinar la magnitud del gradiente en dos 
direcciones perpendiculares (horizontal y vertical). Si la suma de estas dos 
magnitudes supera un cierto umbral, ése punto se considera parte del contorno.  
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Este tipo de operadores también son denominados dobles o de dos etapas, ya que 
primero se aplica la máscara horizontal y posteriormente la vertical. Ejemplos de 
estos tipos de operadores de gradiente pueden ser: Prewitt, Sobel, Roberts o Frei-
Chen cuyas máscaras de detección de contornos se muestran a continuación. 
 
 
3.3.2 Detección del contorno 
 
Posteriormente a la detección de los bordes de una imagen, se realiza la 
identificación del contorno de esta. En el caso de los Otolitos, al ser objetos de 
contorno bidimensional continuo y cerrado los conceptos de bordes y contorno 
guardan el mismo significado. 
 
Para la detección del contorno, se realiza una búsqueda píxel a píxel  de los 
siguientes puntos que definen la figura. Es aquí donde aparecen los conceptos de 
vecindad y conectividad. 
 
Se conoce como vecindad al conjunto de píxeles que se definen por su posición 
relativa al píxel de interés (x,y).Podemos decir, que un cierto píxel definido por sus 
coordenadas (x,y) presenta 4 vecinos ortogonales y cuatro vecinos diagonales. 
 
x-1,y-1 x,y-1 x+1,y-1 
x-1,y x,y x+1,y 
x-1,y+1 x,y+1 x+1,y+1 
 
Fig.3.5 Vecindad 8 de un píxel central(x,y) 
 
Para que un cierto píxel sea vecino de otro, sólo se debe cumplir que se encuentre 
dentro de su vecindad. 
 
Para el concepto de conectividad la condición a cumplir es diferente. Podemos 
decir que dos píxeles están conectados cuando el píxel de interés (x,y) es igual a 1 
y alguno de sus vecinos también lo es. 
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De este modo, se ha de realizar la búsqueda píxel a píxel, de los puntos que 
presentan conectividad entre ellos hasta obtener una serie que forme un conjunto 
cerrado. 
 
 
Fig. 3.6 Ejemplo de búsqueda píxel a píxel 
 
 
3.4. Algoritmo de seguimiento de contorno 
 
En este proyecto, no se ha seguido explícitamente ninguno de los dos procesos 
anteriores para obtener el contorno de la imagen. En nuestro caso, se ha utilizado 
un algoritmo de seguimiento de contorno basado en el ya existente creado por 
Luciano da Fontoura Costa y Roberto Marcondes Cesar Jr. 
 
En este algoritmo, se toman como datos de entrada los valores binarizados de la 
imagen. Sobre  estos valores aplicaremos un algoritmo de búsqueda de los puntos 
del contorno y finalmente obtendremos dos vectores que contendrán las 
coordenadas que caracterizan a cada punto del contorno.  
 
3.4.1 Punto de inicio 
 
Lo primero que se ha de hacer, es localizar el primer punto del contorno. Para ello, 
hemos de recorrer la matiz que contiene la imagen binarizada. 
La búsqueda se realiza de izquierda a derecha y de arriba abajo y se detiene 
cuando se encuentre el primer píxel de valor 1. Todo este proceso ya se ha 
realizado previamente al ejecutar la función información( ), por lo que en la 
posición [0,0] de la matriz de datos útiles encontraremos este primer píxel de valor 
1. 
Pero eso no significa que éste sea el primer punto del contorno, sino que es el 
primer punto que pertenece a la figura. 
Fig.3.7 Representación de la elección de primer píxel 
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Por lo tanto, nos desplazamos un píxel hacia la izquierda para salirnos de la figura 
y establecemos este píxel como primer punto perteneciente al contorno. Sabemos 
que éste punto pertenece al contorno y no a la figura porque al realizar la 
búsqueda hemos recorrido la matriz de izquierda a derecha y de arriba abajo, de 
modo que si este punto hubiese pertenecido a la figura estaría contenido en la 
matriz de información en la posición [0,0]. 
 
3.4.2 Búsqueda del siguiente punto 
 
Una vez hemos encontrado el punto de partida de la figura, hemos de realizar la 
función de búsqueda de los puntos sucesivos. Esta tarea se realiza aplicando una 
máscara de vecindad cómo la siguiente: 
 
-1 - j -j +1 -j 
-1 P +1 
-1 +j +j +1 +j 
 
Fig.3.8 Máscara de vecindad utilizada. 
 
Esta máscara se recorre siguiendo el sentido antihorario ,y representa todas las 
posibles direcciones del contorno divididas en ángulos de 45º.Así, si el píxel 
siguiente se encuentra en la posición 5, sabemos que el contorno evoluciona en un 
ángulo de 225º en este instante. 
 
 
 
 
 
3 2 1 
4 P 0 
5 6 7 
 
Fig.3.9 Orden de recorrido de la máscara 
 
Por lo tanto, comprobamos píxel a píxel (de la imagen binarizada) si se cumple la 
condición de contorno aplicando la máscara. Para ello tomamos los píxeles 
vecinos de dos en dos y los comparamos entre ellos. Al primero lo llamaremos A y 
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al segundo B. Estos píxeles van moviéndose por la matriz hasta encontrar un 
punto de contorno. Esto pasará cuando el píxel A sea un píxel del fondo(0) y en 
píxel B forme parte del Otolito (1). Cuando lo encontremos guardaremos las 
coordenadas del nuevo punto (cómo un número complejo) y también la dirección 
de la matriz (el ángulo que forma respecto al punto anterior). 
 
 
 
Ejemplo: 
 
Tenemos el fragmento de imagen de la figura, dónde ya se conoce el primer píxel 
que forma parte del contorno (resaltado en color rojo). Para encontrar el siguiente, 
buscamos en la vecindad de 8 píxeles a su alrededor en el orden en que nos 
marca la máscara de seguimiento de contorno. 
Para que un píxel sea declarado parte del contorno ha de cumplirse(A=0, B=1). 
 
Fig.3.10 Ejemplo de búsqueda de un punto de contorno 
 
Píxel= 10 + 9j 
Primer paso: 
 
A :(11+9j)  correspondiente a la casilla 0 de la matriz (+1) 
B :(11+ 8j) correspondiente a la casilla 1 de la matriz (+1-j) 
A=1 B=0 No se cumple la condición 
 
Segundo paso: 
Avanzamos una posición de A y B en la matriz. 
 
A:(11+8j) correspondiente a la casilla 1 (+1 -j) 
B:(10+8j) correspondiente a la casilla 2 (-j) 
A=0 B=0 No se cumple la condición 
 
Podemos observar en la figura como en el tercer, cuarto y quinto paso sucede lo 
mismo que en los dos anteriores, que no se cumple la condición de elemento del 
contorno. 
 
Sexto paso: 
A:(9+10j) correspondiente a la casilla 5 (-1+j) 
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En este paso el píxel B ya ha entrado en la figura del Otolito mientras que el píxel 
A queda fuera. Esto quiere decir que hemos llegado a un borde de imagen y se 
cumple la condición de contorno. Por tanto podemos decir que el píxel  9+10j es el 
siguiente punto del contorno. 
 
3.4.3 Seguimiento del contorno 
 
En el ejemplo anterior se ha podido ver el procedimiento que se utiliza para 
encontrar, a partir de un punto conocido, el siguiente punto del contorno del Otolito.   
 
Básicamente, éste procedimiento se repite hasta completar la figura. Se ‘navega’ 
por la silueta del contorno hasta llegar de nuevo al punto inicial y se realiza en el 
sentido antihorario. Una vez se ha ‘cerrado’ el contorno, es decir, se ha llegado al 
punto de partida de nuevo, la función finaliza. 
 
A partir de los números complejos que hemos ido almacenando al recorrer la 
figura, podemos extraer la parametrización de las coordenadas x, y. 
 
( )
( )[ ]
( )[ ]jmnfy
jmnfx
yxfjmnf
+=
+=
⇒+
Im
Re
),(
 
 
 
Los valores de x se corresponden con la parte real de cada número complejo, 
mientras que los valores de y son la parte imaginaria. 
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Fig.3.11 Imagen de un Otolito(arriba) y su contorno(abajo)  
 
3.5. Análisis de las Componentes Principales 
 
Tal como se ha podido observar en el apartado anterior, mediante el algoritmo de 
seguimiento del contorno se puede reproducir fielmente la silueta del Otolito. 
Pero, ¿que pasaría si este Otolito apareciese en la fotografía girado?  
 
El problema del algoritmo anterior, es que no es robusto ante este tipo de 
situaciones y ante rotaciones de la imagen, nos daría unas coordenadas diferentes 
para cada caso, que al ser comparadas nos dirían que nos encontramos ante 
Otolitos diferentes. 
 
Por este motivo se ha de proceder a la normalización de la imagen, y para ello 
utilizaremos el Análisis de las Componentes Principales.  
3.5.2 Introducción 
 
El Análisis de las Componentes Principales es una técnica que nos permite 
observar patrones existentes en conjuntos de datos. Podemos observar las 
similitudes o las diferencias existentes entre estos datos o reducir 
considerablemente el tamaño de éstos, conservando la mayor parte de la 
información. 
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En nuestro caso los utilizaremos para identificar los dos ejes principales del 
contorno del Otolito, y posteriormente normalizar éste de modo que sea cuál sea la 
orientación de la imagen de entrada, siempre se represente su contorno con la 
misma orientación. 
Fig.3.12 Componentes principales de un contorno 
 
 
Todo este proceso lo dividiremos en  cinco fases, que iremos detallando: 
 
1. Extracción de la media 
2. Creación de la matriz de covarianza 
3. Autovectores y autovalores 
4. Creación del vector de características 
5. Obtención de resultados 
 
3.5.2 Extracción de la media 
 
Para empezar hemos de extraer la media de cada una de las dos dimensiones. 
 
n
X
X
n
i i∑ =
=
1
 
Para obtener la media sumamos todos los valores X y dividimos por el número de 
valores sumados, y hacemos lo mismo con Y.  
 
Una vez que hemos calculado la media de las dos dimensiones, procedemos a 
sustraer este valor a cada una de las muestras (la media de X en el vector de las 
X, y lo mismo para Y). 
 
[ ] XXnX n −=  
[ ] YYnY n −=  
 
Esto produce un conjunto de valores cuya media es igual a cero. 
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3.5.3 Creación de la matriz de covarianza 
 
Los datos anteriormente calculados no nos aportan ninguna información relevante, 
tan sólo sirven como paso previo para el cálculo de la covarianza. 
 
La varianza es una medida que nos aporta información sobre la dispersión de una 
serie de datos respecto de su media. Tomaremos como ejemplo dos series de 
datos. 
 
[ ]20,12,8,01 =X  [ ]12,11,9,82 =X  
 
Estas dos series de datos tienen la misma media (10), pero a simple vista 
observamos que son muy diferentes. Lo que les diferencia es la dispersión entre 
sus datos. La varianza se calcula: 
( ) ( )
( )1)var(
0
−
−⋅−
=
∑
=
n
XXXX
X
n
i
ii
 
 
Si calculamos la varianza de las series anteriores obtenemos datos más 
reveladores que con la media. 
 
( ) 333.691var =X   ( ) 333.32var =X  
 
Ahora se puede observar mejor que aunque la media es idéntica, los datos de la 
serie1 están mucho más alejados los unos de los otros. 
 
La varianza es una medida que sólo se puede calcular sobre series de datos 
unidimensionales. Si lo que queremos es hacer un cálculo similar para datos 
bidimensionales tenemos que calcular la covarianza. 
 
La covarianza nos da una medida de la variación de las muestras de una 
dimensión  sobre la media con respecto de la otra dimensión y se calcula de una 
forma muy similar a la varianza. 
 
( )
( ) ( )
( )1,cov
0
−
−⋅−
=
∑
=
n
YYXX
YX
n
i
 
 
 
Para conocer la covarianza entre las dos diferentes dimensiones de nuestra 
imagen, hemos de sustraer a cada muestra de cada dimensión el valor medio de 
toda la serie (esto lo hemos hecho en el apartado anterior), y una vez hecho esto 
multiplicamos la muestra i-esima de X por la muestra i-esima de Y. Esto se repite 
para toda la longitud de datos y los productos los vamos acumulando 
sucesivamente. Por último se divide el resultado por el número total de productos 
acumulado menos uno. 
 
Ahora bien, para conocer todas las relaciones existentes entre las dimensiones 
hemos de construir una matriz de covarianza. El tamaño de esta matriz viene 
definido por el número de dimensiones que poseen nuestros datos. En este caso, 
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los datos son bidimensionales, por lo que la matriz de covarianza tendrá un 
tamaño de 2 filas x 2 columnas y la apariencia siguiente: 
 
( ) ( )
( ) ( )




=
yyxy
yxxx
C
,cov,cov
,cov,cov
 
 
Además, sabemos que los elementos de la diagonal principal se corresponden con 
la varianza de x y la varianza de y, ya que la covarianza de una dimensión 
respecto de ella misma es igual a la definición de varianza. Otro dato importante es 
que la matriz es simétrica respecto de la diagonal principal ya que: 
 
( ) ( )xyyx ,cov,cov =  
 
Una vez que hemos construido la matriz de covarianza, podemos pasar a la 
siguiente fase: la obtención de los autovectores y los autovalores. 
 
3.5.4 Autovectores y Autovalores 
 
Los autovectores de un operador lineal, son aquellos vectores que al ser 
multiplicados por el operador dan como resultado un múltiplo escalar de ellos 
mismos. Este escalar es conocido como autovalor del autovector. 
 
vvA ⋅=⋅ λ  
 
Dónde A es el operador lineal, v el autovector y λ el autovalor. 
 
Si asumimos, además, el vector como una flecha de una longitud concreta, que 
apunta en una dirección y sentido determinados, podemos llegar a la conclusión de 
que los autovectores, al ser multiplicados por un operador lineal, no cambian ni su 
dirección ni su sentido, sólo su longitud, es decir, su módulo. 
Por lo tanto, si conseguimos extraer los autovectores de nuestra imagen, podemos 
obtener un tipo de datos invariables (sólo en magnitud) ante cualquier tipo de 
transformación lineal cómo pueden ser las rotaciones o las expansiones de 
imágenes. 
 
Esto es muy importante porque se elimina así el problema planteado 
anteriormente, por los posibles defectos que pueden presentar las imágenes de los 
Otolitos en cuanto a diferentes orientaciones o escalas de imagen.  
 






=





×





5
11
3
1
12
32
 
 






×=





=





×





2
3
4
8
12
2
3
12
32
 
 
En la figura superior podemos observar dos ejemplos de lo explicado. En el primer 
caso multiplicamos una matriz (operador lineal) por un vector. El resultado es otro 
vector que no guarda ninguna relación escalar con el primero, en este caso no es 
un autovector. En el segundo caso tenemos la misma situación, pero el resultado 
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es diferente. Ahora si se observa una relación entre el primer vector y el vector 
resultante. En este caso el vector sería un autovector y el escalar (4) sería su 
autovalor correspondiente al operador lineal aplicado. 
 
Pero para trabajar con los autovectores hemos de conocer mejor  algunas de sus 
propiedades principales: 
 
• Sólo podemos encontrar autovectores en las matrices cuadradas 
• Esto no implica que todas las matrices cuadradas tengan autovectores 
• Existen tantos autovectores en una matriz cuadrada como dimensiones 
tenga ésta 
• Todos los autovectores de una matriz son ortogonales entre sí 
 
Esta última propiedad es muy importante, ya que es la que nos permite extraer las 
componentes principales x e y de nuestra imagen, totalmente ortogonales entre si. 
 
Por lo tanto, sabiendo que nuestra matriz de covarianza es cuadrada podemos 
extraer los autovectores y autovalores. Como la matriz es, además, de dos 
dimensiones, sabemos que tiene dos autovectores ortogonales. 
 
Una vez que hemos obtenido los autovalores y autovectores, podremos observar 
que son diferentes. Los autovalores van asociados a cada autovector y nos indican 
su magnitud. Entonces, el autovector que tenga un correspondiente autovalor 
mayor será la componente principal de nuestra imagen. El otro autovector también 
es útil pero nos aporta información menos significativa sobre los datos. 
 
3.5.5 Creación del vector de características 
 
El siguiente paso en el proceso es ordenar los autovectores  en una matriz para 
formar el Vector de Características. 
 
Este vector contiene los autovectores ordenados por orden de importancia, es 
decir, por orden decreciente del valor de sus respectivos autovalores. Además se 
ordenarán por columnas, dando como resultado una matriz como la siguiente: 
( )nautautautautticasCaracterísdeVector ...321=  
 
En nuestro caso, el vector de características, será una matriz del mismo tamaño 
que la matriz de covarianza, es decir, dos filas y dos columnas. 
 
3.5.6 Obtención de resultados 
 
Este es el último paso en el proceso de análisis de las componentes principales. 
En este paso, hemos de multiplicar nuestros datos en dos dimensiones por el 
vector de características recién formado. 
 
De este modo obtendremos exactamente los mismos datos de entrada pero 
representados sobre sus componentes principales. 
 
)()(Re FilasadosDatosAjustFilascteristicoVectorCaranalessultadosFi ⋅=  
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Donde Vector Característico (Filas) es el mismo Vector de Características 
transpuesto, de modo que los autovectores en lugar de en columnas estan 
organizados en filas, y Datos Ajustados es la matriz de dos columnas 
pertenecientes a los valores para las dos dimensiones (x,y) a los que les habíamos 
sustraído la media de cada componente. Estos datos también han sido 
transpuestos, de modo que cada una de las dos componentes se encuentra en 
una fila diferente. 
 








−−−
−−−
⋅





=
YYYYYY
XXXXXX
autaut
autaut
nalessultadosFi
n
n
...,,
...,,
Re
10
10
22
11
 
 
El resultado de esta multiplicación de las dos matrices, es otra matriz con los datos 
por columnas y las dos dimensiones separadas a lo largo de dos filas. 
 








=
''
2
'
1
'
0
''
2
'
1
'
0
...
...
Re
n
n
YYYY
XXXX
nalessultadosFi  
 
 
 
 
 
 
 
 
Fig.3.13 Imagen de un Otolito rotado (izq.) y su contorno extraído (der.) 
 
 
Cómo se puede observar en las figuras superiores,  la posible rotación de las 
imágenes de entrada ya no afecta en los datos de salida que muestran el contorno 
del Otolito perfectamente orientado.  
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3.6. Acondicionado de la imagen 
 
En el apartado anterior se han resuelto todos los problemas que podría haber 
respecto de rotaciones o diferentes orientaciones de una imagen con el cálculo de 
sus componentes principales. 
 
Pero todavía existe riesgo de error a la hora de comparar dos imágenes del mismo 
Otolito. 
 
3.6.1 Orden de los datos 
 
Este posible error no se aprecia a simple vista en la representación gráfica de los 
valores del contorno. Pero sí sería muy evidente si comparásemos una a una las 
coordenadas de dos imágenes del mismo Otolito. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.3.14 Mismo Otolito con orientación normal (izq.) y rotado(der.) 
 
 
Para entender un poco mejor el problema, tomamos como muestra las dos 
imágenes superiores. En la de la izquierda tenemos un Otolito, a su derecha 
tenemos el mismo Otolito rotado 15º. Con el Análisis de las Componentes 
Principales, no deberíamos tener ningún error a la hora de obtener exactamente el 
mismo contorno a partir de las dos imágenes. 
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Fig.3.15 Resultado de las dos imágenes anteriores. 
(Arriba) Valores de la coordenada X del Otolito normal 
(Abajo) Valores de la coordenada X del Otolito Rotado 
 
 
 
Podemos observar en las figuras superiores la evolución de x a lo largo de las 
muestras. Esta evolución es idéntica en las dos figuras, pero hay un aspecto que 
las hace diferentes, y es el valor de inicio. En la figura superior (Otolito normal) el 
valor de la primera muestra de x es cercano a 100, mientras que en la figura 
inferior (Otolito rotado) el valor inicial es mayor de 100. 
 
Esto es debido a que en la búsqueda del primer punto del contorno, no se aplica 
ningún mecanismo de control sobre este punto inicial, debido a la dificultad que 
entraña su localización en posibles contornos girados. 
 
Una vez hemos aplicado el algoritmo de análisis de las componentes principales, 
este punto inicial es más fácil de localizar ya que todas las figuras están centradas 
sobre el mismo eje de coordenadas. 
 
Establecemos como punto inicial de los contorno, el punto situado en y=0, x>0. 
26                                                                          Desarrollo de herramientas de análisis de contornos basado en Python 
Este punto estará situado sobre el eje x a la derecha de la figura. 
 
Fig.3.16 Detalle de la posición del primer punto del contorno 
 
 
Para establecer este punto, lo primero que hemos de hacer es encontrar los 
cambios de signo en el vector Y, debemos encontrar dos, correspondientes a los 
dos pasos por cero de la figura. Una vez encontrados, buscamos en el vector X 
(estarán en las mismas posiciones) sus equivalentes valores para esta dimensión.  
 
A continuación los comparamos y el que tenga un valor mayor (positivo) será el 
punto inicial a establecer. Para poder ordenar las muestras a partir de este punto 
almacenamos la posición que ocupa este valor dentro del vector X. 
 
Pero antes de proceder a la ordenación de las muestras, se debe averiguar el 
sentido de giro del contorno. Para ello, hemos de saber si las primeras muestras 
(desde el nuevo punto inicial) tienen tendencia positiva o negativa en el eje Y. 
 
Con este código averiguamos el sentido de giro del contorno. Si el valor resultante 
de la variable antihorario es igual a 1, el giro es antihorario, en caso contrario, no.  
 
 
siendo: 
 
sign:  función que retorna el signo de un valor numérico (+1,-1) 
poszmax: posición que ocupa en el vector X el valor establecido como punto inicial. 
poszmin: posición que ocupa en el vector X  el cruce por cero de Y con valor 
negativo de X. 
if( y[0] !=0 ): 
  antihorario=sign(y[0])*sign(poszmax-poszmin) 
 
else: 
  antihorario=sign(x[0])*sign(mean(y[1:5])) 
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Cómo queremos establecer un sentido de giro antihorario, en caso de obtener un 
valor diferente a 1, reordenamos los vectores X e Y de forma inversa. 
 
Posteriormente procedemos a la reordenación de los vectores, estableciendo 
como primeras muestras los valores elegidos como puntos iniciales. 
 
Fig.3.17 Método de reordenación de los vectores 
 
3.6.2 Interpolación 
 
En el proceso de obtención de datos de salida robustos ante diferentes 
configuraciones de imagen, aún queda un paso importante que se ha obviado 
hasta el momento: la obtención de una representación del contorno invariable en 
tamaño. 
 
Cómo archivos de imagen que son, los datos de entrada pueden presentar 
diferente escalado cómo consecuencia a posibles tratamientos realizados, o por el 
paso a través de algún software de procesado de imagen o retoque fotográfico 
(p.ej Photoshop). 
 
Ante esta situación, hemos de garantizar que sea cual sea el tamaño o escala de 
la imagen de entrada, presentaremos siempre los mismos resultados a la salida de 
nuestro sistema. El método que nos permite alcanzar este objetivo es la 
interpolación. 
 
Se conoce como interpolación, el hecho de poder construir nuevos puntos a partir 
del conocimiento de un conjunto discreto de puntos. 
 
Lo que se ha de hacer es, a partir del conjunto de puntos que forman el contorno 
del Otolito, obtener la función característica que mejor los represente y trasladar 
esa función de manera eficiente a otro conjunto de puntos más reducido. La 
función característica del conjunto conocido de puntos se denomina función 
interpolante. 
 
Este proceso se ha de seguir para las dos dimensiones de nuestra figura. Primero, 
obtenemos la función interpolante de X. Posteriormente creamos un conjunto de 
puntos equidistantes que sea lineal. El número de puntos escogido ha sido 512, 
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pero este parámetro puede ser modificado fácilmente. Finalmente aplicamos esta 
función interpolante sobre los nuevos puntos creados. 
 
Como resultado obtenemos dos vectores de 512 muestras que reproducen 
fielmente el contorno del Otolito sea cual sea el tamaño de los datos de entrada. 
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CAPÍTULO 4.RESULTADOS 
 
4.1 Funcionamiento de la aplicación 
 
Nuestra aplicación se caracteriza  por tener un funcionamiento bastante básico.  
 
El usuario solamente debe introducir dos datos fundamentales: 
 
• Tipo de archivo: Debe especificar que tipos de archivo de imagen desea 
seleccionar (*.png, *.bmp, *.jpg, etc.) 
• Ruta de acceso: Es necesario que indique la ruta de acceso a las imágenes 
que desea analizar. 
 
Una vez introducidos estos datos, se procede a listar los elementos contenidos en 
la carpeta indicada en la ruta de acceso, pero solamente se guardarán los que 
coincidan con el tipo de archivo especificado. 
 
De esta lista se extraen uno a uno los nombres de los archivos, que se van 
procesando, pasando por todas las fases explicadas a lo largo del documento. 
 
Finalmente, las coordenadas bidimensionales se guardan en un fichero ASCII con 
el mismo nombre que la imagen, con extensión *.ixy. 
 
4.2 Resultados prácticos 
 
Con el fin de constatar el correcto funcionamiento de nuestra aplicación, la 
someteremos a una serie de pruebas y analizaremos los resultados. 
 
4.2.1 Prueba1.Otolito Normal. 
 
Para empezar, calcularemos el contorno de la imagen de un Otolito. No 
aplicaremos rotaciones ni escalados de ningún tipo. 
 
Fig.4.1 Imagen del Otolito de entrada 
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Fig.4.2 Contorno de salida 
 
Podemos observar que la representación del contorno es correcta. 
 
Fig.4.3 Valores de las coordenadas x (der.) e y (izq.) 
 
 
En las dos gráficas superiores se observa la evolución de las coordenadas x e y a 
lo largo de las 512 muestras con las que se representa el contorno. También 
podemos ver cómo la primera coordenada de y pertenece al paso por cero, 
consecuencia del algoritmo aplicado en el apartado anterior. Estas imágenes las 
utilizaremos de referencia para compararlas con las de las siguientes pruebas. 
 
4.2.2 Prueba2.Otolito girado 45º 
 
En este caso, queremos estudiar la respuesta del sistema al introducir un Otolito 
rotado 45º. 
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Fig.4.4 Imagen del Otolito de entrada. Girado 45º 
 
 
 
Fig.4.5 Contorno de salida. Orientación normal 
 
Igual que en la prueba anterior, el contorno se representa con total fidelidad a la 
imagen, sin importar que ésta haya sufrido una rotación de 45º. 
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Fig.4.6 Valores de las coordenadas x (der.) e y (izq.) 
 
También se puede observar como las dos dimensiones evolucionan correctamente 
a través de las muestras, y el punto inicial en el eje y se mantiene como 0. 
 
4.2.3 Prueba3.Otolito expandido 
 
Ahora, introduciremos una imagen expandida, para comprobar el funcionamiento 
de la función de interpolación. 
 
 
 
 
Fig.4.7 Imagen del Otolito de entrada. Expandido 
 
 
 
 
 
Observamos que el contorno se calcula correctamente. En este caso, al ser mayor 
la imagen de entrada el valor de los datos es mayor. Lo que no varia es la longitud 
Capítulo4. Resultados  33 
de los datos de salida que sigue siendo de 512 muestras a pesar de que la imagen 
tiene un mayor número de píxeles que las anteriores. 
 
 
 
Fig.4.8 Contorno de salida 
 
Fig.4.9 Valores de las coordenadas x (der.) e y (izq.) 
 
 
 
Podemos observar que el sistema funciona correctamente, también para imágenes 
expandidas. 
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4.2.4 Resumen 
 
A continuación mostramos los datos obtenidos después de aplicar ciertas 
rotaciones a las imágenes, para unas longitudes de los vectores x e y de 512 y 
1024 muestras. 
 
Estos datos son el resultado de comparar muestra a muestra cada una de las 
dimensiones del contorno de la imagen rotada, con las muestras de la imagen de 
referencia del apartado 4.2.1. 
 
 
 
512 muestras 
45º 90º 
  error máx. Error medio error máx. Error medio 
x 31 15,24 57 28,38 
y 23 6,39 31 14,04 
 
 
Tabla 4.1 Resultados para 512 muestras y rotación crítica 
 
1024 muestras 
45º 90º 
  error máx. error medio error máx. error medio 
x 30 15,23 57 28,32 
y 23 6,38 31 14,04 
 
Tabla 4.2 Resultados para 1024 muestras y rotación crítica 
 
Podemos observar que pese a doblar el numero de muestras que representan el 
contorno, no se consigue disminuir de manera muy notable el error. 
Aún así podemos decir que el error cometido no es muy importante ya que las 
rotaciones de la imagen son bastante considerables. En aplicaciones reales este 
tipo de rotaciones no aparecen, y si rotaciones de varios grados. 
 
 
 
512 muestras 
5º 10º 
  error máx. Error medio error máx. Error medio 
x 5 1,87 11 3,99 
y 5 1,04 7 1,96 
 
Tabla 4.3 Resultados para 512 muestras y rotación leve 
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1024 muestras 
5º 10º 
  error máx. error medio error máx. error medio 
x 5 1,87 10 4,01 
y 5 1,05 7 1,94 
 
Tabla 4.4 Resultados para 1024 muestras y rotación leve 
 
 
Aquí ya se observan valores de error menores, para rotaciones más proclives a 
aparecer. Por ejemplo, para una posible rotación de imagen de 5º el error máximo 
cometido es de 5 píxeles, mientras que el error medio de toda la serie de valores 
de un eje no llega a 2 píxeles. 
 
Por lo tanto, podemos asegurar que nuestra aplicación de análisis de contornos 
presenta una exactitud bastante elevada. 
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CONCLUSIONES 
 
 
El objetivo principal de este proyecto, era el de desarrollar una herramienta de 
análisis de contornos de imagen. 
 
Esta herramienta tenía como principal cometido la extracción del contorno de un 
objeto, en este caso un Otolito, y su posterior análisis. Este análisis se realizaría 
utilizando diversas técnicas como pueden ser: la Transformada Wavelet, la 
Transformada de Fourier o la función CSS (Curvature Scale Space). 
 
Aunque a simple vista pueda parecer una tarea casi trivial, la extracción del 
contorno presentó múltiples dificultades y problemas durante su desarrollo. 
 
Esto es debido, a que las imágenes de entrada (fotografías) podían presentar 
algunos defectos cómo orientaciones incorrectas o escalados indeseados. Ante la 
nueva magnitud que adquiría el proyecto, se decidió redefinir los objetivos iniciales, 
y centrarnos exclusivamente en la operación de extracción del contorno de la 
figura, 
pero asegurándonos, a su vez, que nuestra herramienta era suficientemente 
robusta ante los posibles defectos de las imágenes comentados anteriormente. 
 
El rasgo principal de este proyecto, ha sido que se ha ido desarrollando en forma 
de cadena. No se podía pasar al siguiente eslabón si no se tenía total seguridad de 
que el actual funcionaba correctamente para todos los casos posibles. Por ello, los 
resultados se han ido verificando paso a paso y al final de todo sólo se ha tenido 
que constatar lo  sabido con anterioridad y obtener medidas de cuantificación de 
error. 
 
Estas medidas de error tomadas en el apartado 4.2, han sido realizadas al 
introducir imágenes a las que se les había aplicado algún tipo de rotación. Las 
medidas obtenidas para rotaciones considerables (45º, 90º) han sido bastante 
correctas, mientras que las medidas de error para rotaciones de imagen de 
pequeña magnitud  han sido muy pequeñas, imperceptibles a simple vista en el 
contorno resultante.  
 
Tras el análisis de los resultados prácticos, podemos decir que hemos conseguido 
una aplicación que cumple su función principal de manera bastante estable y 
aceptable. 
 
Para finalizar, solamente apuntar que como posible mejora o continuación del 
proyecto, estaría el diseño de una Interfaz Gráfica para el Usuario (GUI) para 
hacer más cómodo y sencillo el manejo de nuestra herramienta, así como volver a 
tener en cuenta los objetivos iniciales del proyecto, que proponían un posterior 
análisis de los datos, para extraer las características más significativas de los 
Otolitos. 
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