The evaluation of an implication by Imaging is a logical technique developed in the framework of modal logic. Its interpretation in the context of a \possible worlds" semantics is very appealing for IR. In 1989, Van Rijsbergen suggested its use for solving one of the fundamental problems of logical models in IR: the evaluation of the implication d q (where d and q are respectively a document and a query representation). Since then, others have tried to follow that suggestion proposing models and applications, though without much success. Most of these approaches had as their basic assumption the consideration that \a document is a possible world". We propose instead an approach based on a completely dierent assumption: \a term is a possible world". This approach enables the exploitation of term{ term relationships which are estimated using an information theoretic measure.
1 The use of non-classical logic in Information Retrieval
In Information Retrieval (IR) there is no lack of models: the Boolean, the vector space, the probabilistic, and the fuzzy model are all well known. How-1 ever the limitations of these models for IR cause researchers to propose new models every so often. In recent y ears there have been several attempts to dene a l o gic for IR. The earliest approaches were directed to the use of classical logic, like Boolean logic [1] , with few notable exceptions [2] . The basis of a logical model for IR is the assumption that queries and documents can be represented by logical formulas. In order to retrieve a document an IR system has to infer the query from formulas representing the document. This logical interpretation of query and documents emphasizes that IR is an inference p r o c ess by which we can infer if a document is relevant to the query using information present in the document itself together with user knowledge. In classical logic inference is often associated with logical implication: a document is relevant t o a query if it implies the query, that is if d ! q is true. Later, it was realized that it was necessary to take i n to consideration the uncertainty inherent i n this implication. A collection of documents cannot be considered as a consistent set of statements. In fact documents in the collection could contradict each other. In order to cope with uncertainty a logic for probabilistic inference was introduced. If d ! q is uncertain, then we can measure its degree of uncertainty b y P ( d ! q ). An early suggestion was to estimate P (d ! q) b y P ( q=d). The limitation of this approach w ere discovered when the triviality results of Lewis [3] excluded that conditional probabilities could be used as probabilistic logic dealing with conditionals. In 1986 Van Rijsbergen [4] proposed the use of a non-classical conditional logic for IR. This would enable the evaluation of P (d ! q) using the following logical uncertainty principle:
\Given any t w o sentences x and y; a measure of the uncertainty o f y ! x related to a given data set is determined by the minimal extent to which w e h a v e to add information to the data set, to establish the truth of y ! x."
The proposal initiated a new line of research (see for example [5, 6, 7, 8] ) but in that paper nothing was said about how \uncertainty" and \minimal" might be quantied and the suggested information-theoretic approach did not go much further than a suggestion. A few years later, moving into Modal Logic, Van Rijsbergen proposed to estimate the probability of the conditional by a process called Imaging [9] . This paper explores that proposal in more detail. We propose a technique called Retrieval by Imaging (RbI), that is based on the ideas suggested by V an Rijsbergen. It enables the evaluation of P (d ! q) and P (q ! d) b y Imaging according to a possible worlds semantics where a term is considered as a possible world. This technique exploits term{term relationships in retrieval by means of an accessibility relation between worlds based on the Expected Mutual Information Measure (EMIM) estimated as described in [10] . The paper is structured as follows. In Section 2 we give a brief explanation of what the Imaging process is all about, whilst Section 3 presents how Imaging can be used in IR. Section 4 deals with the problems related to the implementation of RbI. Section 5 reports on some experiments aiming at evaluating the eectiveness of the proposed technique. Related work is reported in Section 6, while further directions of investigation are described in Section 7.
Imaging and possible worlds semantics
Imaging is a process developed in the framework of Modal Logic. It enables the evaluation of a conditional sentence without explicitly dening the operator \!". What it requires is a clustering on the space of events (worlds) by means of a primitive relation of neighbourhood. This semantics is called possible worlds semantics and it was proposed by Kripke in [11] . According to this semantics the truth value of the conditional y ! x in a world w is equivalent to the truth value of the consequent x in the closest world w y where the antecedent y is true. The identication of the closest world is done using the clustering. Ties at this stage, if they occur, are broken at random, to ensure uniqueness of the closest world (but see [12] for a generalisation). The passage from a world to another world can be regarded as a form of belief revision, and the passage from a world to its closest is therefore equivalent t o the least drastic revision of one's beliefs. Using this process it is possible to implement the logical uncertainty principle described in Section 1. Imaging can be extended to the case where we h a v e a probability distribution on the worlds [3] . A probability distribution over the worlds can be regarded as a measure of the prior uncertainty (or certainty) associated with the beliefs. In this case there is a shift of the original probability P of the world w to the closest world w y where y is true. Probability is neither created nor destroyed, it is moved from a \not-y-world" to a \y-world" to derive a new probability distribution P 0 . This process is called deriving P 0 from P by imaging on y. To explain how the Imaging process works in more detail we need to use a little algebra and to introduce some terminology. The exposition will be in terms of the possible worlds semantics and it refers to the interpretation given by Stalnaker [13] .
Suppose we h a v e a set of possible worlds W . Let w y be the world most similar 1 (the closest if we h a v e a distance metric) to w where y is true, then y ! x will be true at w if and only if x is true at w y . N o w let: w(y) = 1if y is true at w 0 otherwise then we h a v e:
where:
w y (x) = 1if x is true at w y 0 otherwise
Now w e assume a probability distribution over the set of possible worlds W so that, according to the classical rules of probability, w e h a v e:
Hence we dene P (y) as follows:
F rom this probability distribution we can derive a new probability distribution P 0 so that: This process of deriving the new probability distribution P 0 from the original P is obtained by transfering the probability o f e v ery world w to its w y , the most similar world to w where y is true. Now w e are able to show that P (y ! x) = P 0 ( x ) or, using a terminology more appropriate to highlight the imaging process on y, that:
where P y (x) is the new probability distribution derived from P by imaging on y. The probability of the conditional is the probability of the consequent after Imaging on the antecedent. In fact, as reported in [3] :
In the next Section we will see how w e can apply Imaging to IR.
Retrieval by Imaging
Taking into consideration a possible worlds semantics, the most obvious way of applying Imaging to IR would be by considering a document as a possible world, regarding it as a set of propositions with associated truth values. This is the view taken originally by a n V an Rijsbergen [4] and followed by others (see Section 6) . In this view we should evaluate the probability o f the conditionals d ! q by computing a new probability distribution P d by imaging on d over all the possible worlds, i.e. over all the possible document representations. According to the denition of Imaging we h a v e: In order to apply this technique to IR there are a few problems to be solved. The rst is related to the computational requirements of Imaging. We need to assign a probability to each document ( w orld) and to dene and use a similarity measure between them. The former problem can be solved by looking at classical IR techniques, e.g. [15] . The latter problem is much more dicult to solve. It is related to the interpretation of the possible worlds semantics when the event d in the conditional statement is also interpreted as world. There is a diculty with this interpretation since it is unlikely that a document d could not be true in d itself. To deal with this diculty one would have to make explicit the dierence between a document as a ctive object existing in its own right and a partial description of such an object (as in [16] ). Rather than doing this we h a v e adopted a dierent approach. We consider the set of terms T (index terms or simply terms used in the document collection) as the set of possible worlds. According to this we consider a process of Imaging on d over all the possible term t in T . More formally:
where t d (q) = 1if q is true at t d 0 otherwise and t d is the closest term to t for which d is true.
The possible worlds semantics in the context of IR can now b e i n terpreted without diculty b y considering a term represented by a set (a vector) of documents. This is the inverse of the representation technique most often used in IR where a document is represented as a set of features, namely terms (or index terms). Intuitively this can be understood as \if you want t o k n o w the meaning of a term then look at all the documents in which that term occurs". This idea is not new in IR (see for example [17, 18] ) and it has been widely used for the evaluation of term{term similarity (see Section 4). Here we consider a process of Imaging on q over each possible term t in T so that the probability initially assigned to each term moves from terms not occurring in the query q to terms occurring in the query q.
Nie showed in [5] proposed to combine the two measures to produce a correspondence measure between query and document. This measure should estimate the relevance of a document to a query. W e i n tend to investigate this proposal in the future.
The application of the above technique to IR requires an appropriate measure of similarity and an appropriate probability distribution over the term space T . W e will tackle this problem in Section 4.
In the following two sections we explain in more detail the technique RbI using a simple example.
Evaluation of Pd q
We assume a set of terms T with a probability distribution P which assigns to each term t 2 T a probability P (t) so that P P (t) = 1. We also use the 7 following notation:
t(x) = 1if t occurs in x 0 otherwise
We assume we h a v e a document collection D, with d i 2 D, where the documents are represented by terms in the set T . Finally, w e assume we h a v e a query q also represented by terms in T . Then, as explained in the previous Section, it is possible to evaluate the P (d i ! q) as:
where t d i is the term most similar to t which also occurs in d i , and P d i (t) is the new probability distribution over the set of terms appearing in d i obtained by imaging on d i .
The evaluation of P (d i ! q) = P d i ( q ) m ust be repeated for each document in the collection D and it is based on the initial probability distribution over the set of terms T and on the availability of a similarity measure enabling the evaluation of t d i .
For a practical example of this evaluation let us suppose we h a v e a query q described by the terms t 1 , t 4 , and t 6 . W e w ould like t o e v aluate the probability of relevance of a document d i described by terms t 4 , t 5 , and t 6 . Assuming a vector notation, Table 1 table) . 2. Determine for each term in T the t d i , i.e. the most similar term to t for which t(d i ) = 1. This is done using the similarity measure on the term space (fourth column). 3. Evaluate P d i (t) b y transferring the probabilities from terms not occurring in the document to terms occurring in it (fth column). 4. Evaluate t(q) for each term, i.e. determine if the term occurs in the query (sixth column). 5. Evaluate the probabilities P d i (t(q)) for all the terms in the query (seventh column) and evaluate P d i (q) b y summation (bottom of seventh column).
It is interesting to see a graphical interpretation of this process. In Figure 1 (a) each term is represented by a w orld with its probability measure expressing the importance of the term in the term space T . The shadowed terms occur in document d i . We assume a measure of similarity on the term space. Using this information we can now transfer the probability from each term not occurring in the document d i to its most similar one occurring in d i as depicted in Figure 1(b) . In Figure 1 (c) the terms with null probability disappear and those occurring in the query q are taken into consideration and their new probabilities P 0 (t i ) are summed up to evaluate P d i (q). 
Evaluation of Pq d
Using the same data of the previous example we can now e v aluate for documents the probability P (q ! d i ). The terminology is analogous to that of the example above, though modied to take i n to consideration the evaluation of dierent elements. Table 2 reports the evaluation of P (q ! d i ) which can be structured in the following steps:
1. Identify the terms occurring in the query q (third column of the table). 2. Determine for each term in T the t q , i.e. the most similar term to t for which t(q) = 1 (fourth column). 3. Evaluate P q (t) b y transferring the probabilities from terms not occurring in the query to terms occurring in it (fth column). 4. Evaluate t(d i ) for each term, i.e. determine if the term occurs in the document (sixth column).
Evaluate P q (t(d i )) for each term in the document and evaluate P q (d i )
by summation (seventh column).
A graphical interpretation of the Imaging process in relation to this example is reported in Figure 2 .
Worlds mass and worlds distance
In order to perform RbI we h a v e t w o requirements: a probability distribution over the set of worlds which should reect the importance of each w orld (the mass if we take an analogy with planets and stars) in the universe; a measure of similarity (which is related to distance) between worlds.
According to our view, by which a term is a world, these two requirements become: a probability distribution and a measure of similarity on the term space T . The problem of determining an appropriate probability distribution over the set of terms used to index a document collection is one of the oldest in IR and many models have been proposed for this purpose. The problem could be translated into nding a measure of the importance of the term in the term space, where this importance is related to the ability of the term to discriminate between relevant and not relevant documents. In IR several discrimination measures have been proposed (see for example [15, 19] ). For the experiments reported in this paper we used the Inverse Document Frequency (IDF), a measure which assigns high discrimination power to terms with low and medium collection frequency. IDF is dened as:
where n i is the number of documents in which t i occurs, and N is the number of documents in the collection. Strictly speaking, this is not a probability since P T I D F (t i )6 = 1 , h o w ever we can assume it to be monotone to P (t i ). We can use this estimate because we are not really interested in nding the exact probability P (d ! q) (or 11 P (q ! d)) but only to produce a ranking of the documents according to it.
We also chose this measure because it does not require relevance information. At this stage of our work we prefer not to require relevance information which should come from Relevance Feedback with the user. We i n tend to investigate this in the future.
The problem of measuring the similarity b e t w een terms and its use to dene the accessibility among worlds is more dicult. It is very important t o c hose the appropriate measure since much of RbI depends on it. In this paper we decided to use the Expected Mutual Information Measure (EMIM) between terms as the measure of accessibility b e t w een worlds. The EMIM between two terms is often interpreted as a measure of the statistical information contained in the rst term about the other one (or vice versa, it being a symmetric measure). EMIM is dened as follows:
I (i; j ) = X t i ;t j P (t i ; t j )log P (t i ; t j ) P ( t i ) P ( t j )
where i and j are binary variables representing a term. When we apply this measure to binary variables we can estimate EMIM between two terms using the technique proposed in [10] , pag. 116. This technique makes use of co-occurrence data which can be simply derived by a statistical analysis of the term occurrences in the collection. Using this measure we can then evaluate for every term a ranking of all the other terms according to their decreasing level of similarity with it. We store this information in a le which is used at run-time to determine for a term the closest term to it occurring in the document (or query) under consideration.
In the next section we will compare the performance of RbI with simple weighted retrieval and we will also show that it is possible to decrease the computational eort of RbI by cutting down the size of this le using some heuristics.
Evaluating Retrieval by Imaging
Since this work is in progress, we will report in this Section only the results of some preliminary investigations into the eectiveness of RbI. All the experiments reported in this section refer to the evaluation of RbI for P (d ! q).
For the experiments reported in this paper we used the Craneld 2 document collection (in particular the C1400I). This test collection was produced in the Craneld Project [20] in the sixties and it is one of the most used for comparative e v aluations. The collection is made up of 1400 documents, and 225 queries with relevance assessments. The number of terms used in the collection is 2686, manually derived from the documents. These experiments should be seen as illustrative of the technique and an indication of whether further research might b e w orthwhile. Some more experiments are currently being performed on a larger test collection. Figure 3 reports a performance comparison between RbI and a Benchmark. The Benchmark uses the same weighting scheme of RbI, i.e. the IDF, but does not perform the transfer of this probabilities which i s t ypical of Imaging. As can be seen the performance of RbI are slightly better thought a statistical analysis shows that the dierence is not signicant. A problem with RbI is the amount of computation necessary to provide for the transfer of probabilities. These computations need to be performed at run-time
The next experiment i n v estigates the possibility of reducing the amount of computation necessary at run-time to perform RbI.
In Figure 4 we reports the performance of Imaging Retrieval when we reduce the amount of probability shifts necessary to compute it. We decided to cut o the 10% most frequent terms and the 10% least frequent terms because their discrimination power is very low. During RbI if a term t is not present i n the similarity le because it was excluded from the similarity e v aluation then we simply do not transfer its probability but we lose it. This is theoretically incorrect for the Imaging process since the new probability distribution P d i will not have Another problem in the implementation of RbI is related to the storage space requirements for the term similarity e v aluated using EMIM (see Section 4). This is stored in a le which lists for every term all the other terms ordered by their similarity to it. This is used to evaluate for each term the closest one occurring in a particular document (or query). The dimension of this le can be considerably reduced if we store only the rst k most similar term. Again if for a term t we cannot nd in the le its t d i then we d o n o t transfer its probability but we lose it. This heuristics acts like a threshold on the accessibility b e t w een worlds. Figure 5 shows the performance of RbI at various level of k. It can be seen that there is little dierence between these values. For k = 60 there is actually a small increase in performance compared to RbI without threshold. The use of a threshold on the similarity brings a considerable saving in storage space. For example, for k = 60 the le is reduced by almost 40%. It should be noticed that for k = 0 RbI is equivalent to simple weighted retrieval because there is no probability transfer.
Related work
To the best of our knowledge, there have not been many attempts to use Imaging in IR . There are only three papers dealing with Imaging in IR: the original paper by V an Rijsbergen [9] where the idea of using Imaging was rst explicitly proposed, a paper by Amati and Kerpedjiev [17] and a recent paper by Sembok and Van Rijsbergen [21] . We h a v e already addressed Van Rijsbergen's original idea in Section 3. In this Section we will report on the other two papers. In [17] Amati and Kerpedjiev propose two methods dening a logical model for IR. Only one of them is based on conditional logic and makes use of Imaging for the evaluation of P (d ! q) and P (q ! d). They proposed two dierent semantics for the evaluation of the two conditionals. For the evaluation of P (d ! q) they consider a term as a world, while for the evaluation of P (q ! d) they consider a document a s a w orld. We do not agree with this use of two dierent semantics, and in particular with the consideration of a document a s a w orld for reasons reported in Section 3. Moreover, in the evaluation reported in the paper they make use of a simple clustering technique for the evaluation of the distance between worlds. Since most of the power of Imaging relies on the correct identication of the closest possible world, we think that it is very important to use the best possible similarity measure for the job. Finally, their testing lacks rigour and was performed using a very small and non-standard test collection. Sembok and Van Rijsbergen in [21] proposed a relevance feedback technique based on the use of Imaging. Again, the perspective of a document a s a w orld is used and the similarity b e t w een documents is evaluated by means of clustering using nearest neighbour. The similarity measure used for the clustering on the document space is based on the Dice's coecient, a very simple similarity measure. The paper gives a thorough evaluation using the CACM standard test collection and the results seems \to support it [imaging] as something worth looking into further" (in the authors' own words). We certainly agree with that nal result. We think that our paper is in fact a further look into Imaging, though taking a completely dierent point of view (indeed another \world view").
Conclusions and future work
In this paper we h a v e experimented with a new interpretation of the Imaging process for IR that we called RbI. It is based on a possible worlds semantics where a term is a possible world. Every term (world) is assigned a probability and the accessibility b e t w een terms is measure by the EMIM. RbI estimates the relevance of a document to a query using the probability of conditionals:
either P (d ! q) o r P ( q ! d ). We i n v estigated RbI for P (d ! q) where this is evaluated deriving a new probability on the term space by Imaging on the document d. Our experiments showed that RbI is at least as eective as classical weighted retrieval on a small standard test collection and that the computational costs of its use can be considerably reduced using some simple heuristics.
In the future we i n tend to further investigate the eectiveness of RbI. We will perform some more experiments using larger document collections, using dierent measures of probability, and dierent similarity measures. We also intend to use RbI as the retrieval technique on which to base an interactive IR system. This system will be based on a logical/probabilistic model derived from integrating RbI and the Jerey's rule of conditioning. The model is still under study and will be presented in more details in a future paper.
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