Sivan et al. claim that the methods used to distinguish thermal from hot carrier effects in our recent report are inaccurate and that our data can be explained by a purely thermal mechanism with a fixed activation energy. This conclusion is invalid, because they substantially misinterpret the emissivity of the photocatalyst and assume a linear intensity-dependent temperature in their model that is unrealistic.
Our recent study distinguished thermal from hot carrier effects in plasmonic photocatalysis by invoking a lightdependent activation barrier for ammonia decomposition on a Cu-Ru antenna-reactor plasmonic photocatalyst (1). Sivan et al. (2) comment on several experimental factors they believe may have led to an overestimate of the hot carrier contribution in our study. However, they actually overlook several important and carefully analyzed aspects of our measurements already accounted for in our original publication (1) .
Their primary concern is the accuracy of the temperatures measured by the infrared (IR) camera. Sivan et al. suggest that emissivity values of 0.2 or even 0.02 would be appropriate for our sample based on literature values for Cu (3), Ru (4), and MgO (5). However, these examples refer to solid materials with polished surfaces. Porous beds of powdered materials, as in our experiments, have far larger emissivities (6) . Their own reference for porous Al2O3 (7) reports a high emissivity (>0.95) for the wavelength range of 7 to 11 μm. Similarly, Li et al. (8) , reference 10 in Sivan et al. (2) , showed that the emissivity of 16% Ni nanoparticles on Al 2 O 3 could be as high as 1.0. Because of the porosity of our catalyst bed, the high emissivity value is justified.
To validate the accuracy of our surface temperature measurements, we calibrated the IR camera against a thermocouple in the reaction chamber when the sample was externally heated under dark conditions. Figure 1A is a schematic of our temperature calibration method (1) . A thin layer of sample (0.3 mm), shown as a dark brown powder in Fig. 1B , was placed onto a stainless steel mesh supported by a stainless steel honeycomb. This stage was then heated with a pencil heater and the temperature was measured using a thermocouple positioned 3 to 5 mm below the bottom of the catalyst bed. The thermal camera was positioned above the reaction chamber to image the surface of the catalyst. The measured temperatures of the catalyst are reported in Table 1 . The minor systematic differences observed are likely due to a temperature gradient between the thermocouple and the support. The agreement between the thermocouple-measured and IR camera-measured temperatures directly justifies the use of a high emissivity value in our IR camera measurements.
Sivan et al. also suggest that temperature nonuniformities in the sample volume under photocatalytic conditions would result in different thermal contributions under light and dark conditions. In terms of the transient local temperature increase under pulsed laser excitation, we have shown it to be very close to the time-averaged temperature increase through simulations shown in the supplementary material (figure S12E) of our original report (1) . To assess the effect of collective heating, we have calculated the confinement parameter of our system according to (9) 
where p is the interparticle distance, L is the full width at half maximum (FWHM) of a Gaussian laser focus spot, and R is the radius of the nanoparticles. The extremely low confinement parameter in our experiment suggests that the Response to Comment on "Quantifying hot carrier and thermal contributions in plasmonic photocatalysis"
additional local temperature increase of a single nanoparticle is negligible compared to the ensemble temperature. At larger length scales, the resolution of our thermal camera is ~100 µm, high enough to resolve any macroscopic temperature inhomogeneities on the sample under illumination with a 2-mm beam spot. Thermal gradients along the catalyst bed depth under illumination also exist. Our use of the highest measured surface temperature of the catalyst as the reference for performing the thermocatalytic control leads to an overestimation of the photothermal contribution to the overall reaction rate. Because the reaction rate of control thermocatalysis is substantially lower (by a factor of 20 to 100) than the photocatalytic rate at the same surface temperature [ figure 1D in (1)], we are confident that the contribution of photothermal heating is negligible and a hot carrier mechanism predominates in driving the reaction under illumination.
Additionally, the model presented by Sivan et al. relies entirely on the assumption that the catalyst temperature will increase linearly with light intensity over the temperature range of our experiment (2), which is invalid. Even in the references (10, 11) cited by Sivan et al., it is explicitly stated that a linear model can only be applied for small temperature increases (<100 K). For a system in steady state, we instead have
where α is the absorption fraction, I is light intensity, h(T) is the heat transfer coefficient, and A(T) is the thermal radiation coefficient. Experimentally, we observed a sublinear increase of surface temperature with illumination intensity [ figure S11D in (1)]. Assuming a linear temperature increase over a wide temperature range results in unrealistic temperature predictions. For example, Sivan et al. claim that under laser excitation of 3.2 W/cm 2 at 550 nm wavelength, the effective temperature must be as high as 1150 K to account for the decrease in activation energy. Figure 1C shows the predicted temperature under excitation of 4 W/cm 2 light for each wavelength from Sivan et al.'s proposed model (constant E a ). They are all extremely high, and for 525 nm and 550 nm wavelengths, they exceed the melting temperature of bulk copper. This would have caused substantial sintering of the Cu-Ru particles, which was not observed. In addition, the assumption of a light-independent E a is not physical, because hot carriers modify adsorbate coverage on the catalyst surface and thus influence the apparent activation barrier, as we explained in our original paper. If we release the constraint of E a but apply the unphysical linear model, the resulting activation barriers still vary (Fig. 1D) , although a little less than when using the measured surface temperature. This shows that E a (α, I) can only be determined from measured temperatures. 
