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ABSTRACT 
 
Electron energy-loss spectroscopy (EELS) is an analytical microscopy technique which 
measures the energy lost by electrons that have been inelastically scattered as they interact 
with a thin sample.  It yields information on composition and electronic structure but 
quantification of this information is challenging due to the large dynamic range of the 
output spectra.  Electrons which have lost zero (or very small amounts) of energy saturate 
the EELS detector whilst inelastically scattered electrons are often hidden in the background 
spectral noise.  An electrostatic fast beam switch (FBS) uses rapid beam blanking to avoid 
saturation of the detector and allows sequential acquisition of the two signals with an 
adequate signal to noise ratio.  More importantly, the FBS uses the same optical conditions 
for both types of signal which is essential for quantification studies.  Scott et al. [1] showed 
that full quantification of EELS is possible on a 200kV transmission electron microscope 
(TEM) using a FBS.  In the current research project a modified FBS system has been 
implemented on a 300kV Titan scanning transmission electron microscope (STEM).  The aim 
of this research is to use recognised quantification techniques to obtain the absolute 
concentration of atoms in the sample and to investigate the achievable spatial resolution for 
fully quantitative EELS.   
 
The FBS was tested on two systems: an Al / Al2O3 sample and a BaTiO3 / CoFe2O4 interface.  
Good agreement was achieved between the measured atomic concentrations and their 
literature values for Al, Ba and Ti.  The other elements experienced problems relating to the 
mean free path and cross-section calculations.  The highest spatial resolution achieved in 
these experiments was 0.6nm.  This can be increased further by reducing the electron probe 
size but other factors, such as electron beam broadening in the sample and delocalisation of 
the inelastic signal cause the spatial resolution to decrease.   
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1.  INTRODUCTION 
 
To gain an image using a scanning transmission electron microscope (STEM), a fine probe of 
high energy electrons must traverse a thin specimen.  The transmitted beam of electrons 
contains information about the interaction of the incident beam with the sample.  Electron 
energy-loss spectroscopy (EELS) interrogates this information in the STEM environment and 
yields compositional and bonding information.   The potential of EELS is realised when the 
STEM probe is very small giving EELS the possibility of very high spatial resolution.  Due to 
improvements in the electron optics of the microscope, STEM probe sizes of less than 0.1nm 
can be achieved [2] allowing us to image atoms.  By positioning the STEM probe over a 
certain area of the sample, it is possible to detect and locate specific elements from the 
EELS spectrum.   
 
Quantification of EELS data is challenging due to the large dynamic range of the spectra.  
Scott et al. [1] developed a device to overcome this, ensuring an adequate EELS signal to 
noise ratio.  They tested the device, named the fast beam switch (FBS), on a 200kV STEM 
and used several established processing techniques to gain the absolute thickness of the 
specimen, the number of atoms per unit area and the number of atoms per unit volume.  
One of the aims of this project is to implement a modified FBS on a 300kV STEM, which 
offers a greater spatial resolution, and quantify the data to obtain the absolute 
concentration of atoms in the sample.  The accuracy and precision of the chemical 
concentrations are dependent on the quantification procedure [3] and it is hoped that the 
erroneous steps will be identified. 
 
The ultimate aim of this project is to determine whether it is possible to count atoms in 
atomic columns using EELS.  Counting atoms using STEM has been proven by LeBeau et al. [4] 
but they were unable to determine the type and position of atoms.  Using atomic resolution 
EELS, it is possible to determine the number, type and position of the atoms in a sample 
which enables analysis of interfaces.  The spatial resolution of EELS depends on factors 
other than the electron optics and these will be investigated to access the achievable spatial 
resolution for fully quantitative EELS.   
 
12 
 
The three main instrumental components to this research are the FEI Titan 80-300 scanning 
/ transmission electron microscope (S/TEM), the Gatan Tridiem EEL spectrometer and the 
fast beam switch (FBS).  The FEI Titan 80-300 is an aberration corrected electron microscope 
which has the capability of acquiring atomic scale images.  The Gatan Tridiem EEL 
spectrometer acquires quantifiable data of the energy-loss of electrons which have been 
scattered as they travel through a thin specimen.  The FBS enables absolute quantification 
of the EELS data.   
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2.  INSTRUMENTATION AND THEORY 
 
The microscopy techniques used and the associated theory is explained in this chapter. This 
will aid interpretation of results in later chapters and particular attention has been paid to 
transmission electron microscopy (TEM), scanning transmission electron microscopy (STEM), 
electron energy-loss spectroscopy (EELS) and the fast beam switch (FBS).  Since all 
experiments were carried out on the FEI Titan 80-300, explanations will refer particularly to 
this microscope.   
 
2.1 Imaging using Electrons 
The resolution is arguably the most important feature of a microscope and is defined as the 
smallest distance between two distinguishable objects in an image.  Due to its wave nature, 
when light from an object passes through a circular aperture, it produces a diffraction 
pattern with a bright maximum, termed the Airy disc, and series of lower intensity 
concentric diffraction rings shown in figure 2.1.  A smaller aperture and larger wavelength 
result in a smaller Airy disc.  The resolution of the image is equal to the diameter of the Airy 
disc [5-6]. 
 
 
 
Figure 2.1: Airy Disc surrounded by diffraction rings (adapted from [7]) 
 
If there are two point objects, the image points contribute individually to the image and are 
resolved only when the minimum of one distribution (first diffraction minimum) coincides 
with the maximum of the other distribution (first diffraction maximum) as shown in figure 
2.2.  This is known as the Rayleigh Criterion.    
First 
diffraction 
ring 
Airy disc 
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Figure 2.2: Unresolved and resolved image Airy Discs and their associated image distributions [8] 
 
The smallest distance that can be resolved, d, is:  
  
  
     
     
 
2.1 
 
where λ is the wavelength of light, n is the refractive index and β is the aperture diameter 
[8].  For an optical microscope, where green light has a wavelength of about 550nm and 
nsinβ can be approximated to 1, the resolution is limited at 300nm.  This corresponds to 
approximately 1000 atoms [5].  However, materials have features controlling their 
properties which lie below this resolution limit.  Therefore by reducing the wavelength of 
the electromagnetic radiation it is possible to probe much deeper into the structure of 
materials.   
 
De Broglie first theorised that electrons have wave-like and particle-like characteristics in 
1925 [9].  He related the particle momentum, p, to the electron wavelength, λ, using 
Planck’s constant, h: 
 
   
 
 
 2.2 
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By accelerating electrons through a potential difference, momentum is generated which is 
equal to the product of the rest mass of the electron, m0 and the velocity, v: 
 
        2.3 
 
Kinetic energy is also generated and this is equal to the potential energy: 
 
 
    
   
 
 
 2.4 
 
By making v the subject in the equation above such that: 
 
 
    
   
  
 2.5 
 
And substituting this into equation 2.3, such that: 
 
           2.6 
 
The momentum can then be substituted into equation 2.2 to give: 
 
 
   
 
      
 2.7 
 
This relationship shows that as the accelerating voltage is increased, the wavelength of the 
electrons is decreased.  In reality, equation 2.7 is not wholly true as relativistic effects have 
been ignored and the accepted equation which takes into account these relativistic effects is: 
 
 
   
 
         
  
     
  
 
  
 
2.8 
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Following De Broglie’s work, Knoll and Ruska developed the first electron microscope in 
1932.  They used an accelerating voltage of 75kV which had a resolution limit of 0.22nm but 
this resolution was not achieved until 40 years later [10].  With the development of 
aberration corrected microscopes, resolution can be further increased as demonstrated by 
the 300kV FEI Titan 80-300 which can achieve a resolution of 0.002nm [11]. 
 
2.2 Beam Specimen Interactions 
When a beam of electrons interacts with a specimen, there are a variety of events that can 
occur provided the sample is electron transparent (generally less than 100nm).  A few of the 
possible interactions are shown in figure 2.3. 
 
 
Figure 2.3: Signals generated when a beam of electrons interacts with a thin specimen [5] 
 
Beam specimen interactions can be described in terms of the scattering cross-section and 
the mean free path.   
 
The scattering cross-section (which will be described in more detail in later chapters) 
describes the intensity of scattering. A large cross-section means that more scattering is 
likely to occur, as shown in equation 2.9  [12]: 
 
 
    
        
 
 2.9 
 
17 
 
QT is the number of scattering events per unit distance, t is the thickness, N0 is Avogadro’s 
number, ςT is the total cross-section, ρ is the density of the sample and A is the atomic 
weight of atoms in the specimen.  The total interaction cross-section is the sum of the 
elastic and inelastic cross-sections. 
 
The mean free path, λ, is inversely proportional to the interaction cross-section and is the 
average distance an electron travels between scattering events in a thin specimen.  A longer 
mean free path means that there are fewer interactions within the sample resulting in a 
lower cross-section.  It follows that the mean free path is described by equation 2.10 [5]. 
 
 
   
 
        
 2.10 
 
2.3 Elastic Scattering 
Elastic collisions involve no exchange of energy [11] and are a result of the Coulombic 
interaction between the incident electrons and the atomic nucleus.  The nucleus has a high 
concentration of charge which deflects the electron through high angles, termed Rutherford 
scattering [13].  Sometimes an electron is deflected beyond 90° and this is termed a 
backscattered electron, shown in figure 2.4.  
 
 
Figure 2.4: Schematic of Rutherford scattering 
 
Elastic scattering may be described by the differential cross-section, dς(θ)/dΩ, which 
expresses the elastic scattering cross-section, ς, as a function of the unit solid angle ,Ω.   
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  2.11 
 
θ is screening parameter, λR is the relativistically corrected wavelength, Z is the atomic 
number of the specimen and a0 is the Bohr radius of the scattering atom.  Equation 2.11 has 
taken into account relativistic effects and screening of the nucleus and is therefore widely 
used for TEM work.  By collecting only highly scattered electrons using a high angle annular 
dark field detector (HAADF), it is possible to generate an image where the atomic number is 
the dominant contribution to the contrast, termed Z-contrast.  This is due to the differential 
Rutherford cross-section being proportional to Z2 [5]. 
 
In situations where the elastic scattering has an angle too low to be modelled by the 
Rutherford model, the concept of the atomic scattering factor, f(θ), is used.   It measures the 
amplitude of the electron wave scattered from an isolated atom.  In addition, the sum of the 
atomic scattering factors in a unit cell becomes known as the structure factor, F(θ), which is 
useful in determining situations when the amplitude of scatter is zero (known as a 
systematic absence) due to either the type of atom or the position of the atom in the cell [5].   
 
2.4 Electron Diffraction 
Huygen stated in 1678 that each point on a wavefront can be regarded as a source of 
wavelets which extend radially [14].  Diffraction occurs when incident plane waves approach 
an obstruction or an aperture and the resulting wavelets interfere with one another. 
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Figure 2.5: Interference pattern from two wavelets 
 
Figure 2.5 shows the two types of interference that can occur from two wavelets.  If the 
scattered waves are in phase and reinforce each other, it is termed constructive 
interference.  If the scattered waves are not in phase and cancel each other out, it is termed 
destructive interference [15].   
 
Bragg’s Law regards the diffraction beam as a reflection of an incident beam by a set of 
atomic planes (hkl).  Each atomic plane is separated by an interplanar spacing, d.  When the 
beam of X-rays is incident on the planes at an angle θ, the situation in figure 2.6 arises. 
 
 
 
Figure 2.6: Schematic of the path difference between two electron beams scattered by two atomic 
planes 
 
Figure 2.6 shows PO=OQ. For the phases of the two waves to be the same, i.e. constructive 
interference, the sum of PO and OQ must be equal to an integral multiple of the 
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wavelengths  (PO+OQ = nλ) [15].  Additionally, sinθ = PO/d and sinθ = QO/d.  Therefore the 
condition for diffraction is:  
           2.12 
 
2.5 Inelastic Scattering 
Inelastic collisions occur when energy is lost from the Coulombic interaction between the 
electron beam and the atomic electrons.  The incident electron may either interact with an 
inner-shell electron or an outer-shell electron.  In the former situation, the inner-shell 
electron can be moved to an energy level above the Fermi Level (A in figure 2.7) if the 
incident electron has an energy which is greater than or equal to the atomic electron’s 
original binding energy.  If this occurs, the incident electron loses the same amount of 
energy due to the conservation of energy and is then scattered (B in figure 2.7).  The highly 
ionised target electron which is now in a much higher energy state, begins to lose its energy.  
An outer-shell electron then moves to fill the vacancy left by the target atom and the excess 
energy is released (C in figure 2.7)  [13].   
 
 
Figure 2.7:  Schematic of an inelastic scattering event (adapted from [5]). The transition of the atomic 
electron from a 1s level to the conduction band results in a K edge in the EEL spectrum. 
 
Single-electron transitions can also occur with outer-shell electrons.  Alternatively, the 
electrons collectively may be excited in the form of plasmon resonance.  This may be 
described by a pseudoparticle, called a plasmon which has energy Ep=ħωp where ħ is 
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Planck’s constant and ωp is the plasmon frequency.  Ep ranges from 5 to 30eV [13].  The 
mechanism is such that the atomic electrons are repelled by the incident electrons passing 
through the sample and then move back to their original position.  The lifetime therefore of 
the plasmon is very short [13]. 
 
2.6 The FEI Titan 80-300 Electron Microscope 
A schematic of the microscope is shown in figure 2.8 and each set of components are 
discussed and described in this section.  Additionally, imaging in TEM and STEM modes will 
also be explained.   
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Figure 2.8: Schematic of the FEI Titan 80-300 [16] 
To EELS spectrometer 
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2.6.1 Field Emission Gun and Extractor Anode 
The FEI Titan 80-300 S/TEM uses a field-emission source operated in Schottky mode [17].  
Schottky emission requires a small (~15nm) source to be negatively biased compared to its 
surroundings so that an electric field is created [17].  This reduces the energy required for 
the electrons to escape the material and hence emits a high current with improved stability 
[5, 18].  
 
The emitting material is a tungsten single crystal coated in a thin layer of zirconium-oxide.  
The tungsten has a high melting temperature (3683K [19]) and the zirconium-oxide lowers 
its work function [17].  When in operation, the emitter is heated to 1800K [17].   
 
The complete gun unit is shown in figure 2.9. 
 
 
 
Figure 2.9:  Schematic of the Gun unit 
 
The emitting material is attached to a tungsten hairpin heating filament.  A negatively 
charged suppressor cap surrounds the hairpin to stop the emission of electrons from 
anywhere other than the emission tip.  The extraction anode provides an extraction voltage 
of between 1.8 and 7.0kV and so ensures that the emission of electrons is well controlled.  
To preserve the life of the emitter, a maximum current of 150μA is used  [17].   
 
 
 
 
24 
 
2.6.2 Gun Lens and Monochromator 
The Wien filter monochromator can be visualised as a lens which overfocuses the beam to 
form a STEM probe or underfocuses the beam to form TEM parallel illumination.  The 
strength of the lens depends on the excitation for which a full circular movement of 
electrons is termed a 2π excitation.  The higher the excitation, the larger the dispersion as 
illustrated in figure 2.10.  A fixed aperture can be used to select the appropriate energy 
range by focusing the monochromator in a different position [17].  
 
 
Figure 2.10: Monochromator excitation [17] 
Figure 2.10 above also illustrates how the electrostatic gun lens is a continuous lens which 
depends on the monochromator.  The gun lens converges the electron beam and is at its 
strongest setting when the monochromator is off (excitation = 0) and its weakest setting 
when the monochromator is on (excitation = 2.2) [17].   
This research will require the monochromator to be unexcited which gives a lower energy 
resolution of 0.5eV compared to an excited monochromator (0.12eV) [17] which 
experiences  broadening of the energy distribution [20]. 
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2.6.3 Pre-Specimen Lenses 
Once the electrons have travelled from the FEG, through the gun lens and the 
monochromator, they travel through a series of condenser lenses which alter the beam 
shape and size. The FEI Titan has 3 condenser lenses which provide a ‘double zoom system’.  
Condenser 1 (C2) and condenser 2 (C2) form one zoom system and C2 and condenser 3 (C3) 
form the second zoom system [17].  The C1-C2 zoom controls the beam current and the C2-
C3 zoom controls the beam diameter in TEM and the probe convergence in STEM [17].  
Figure 2.11 shows the set-up of the column in TEM and STEM modes and also illustrates the 
position of the C2 aperture which acts as the beam-defining aperture in both modes.   
 
 
Figure 2.11: Two settings of the condenser column[17] 
 
Below the condenser system is a minicondenser (MC) lens and an upper objective (Obj) lens.  
When the minicondenser lens is switched on, called the microprobe setting, it aids the 
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upper objective lens to form parallel TEM illumination.  When the minicondenser lens is 
switched off, called the nanoprobe setting, the upper objective lens can form a STEM 
convergent probe on the sample [17]. 
 
2.6.4 Specimen, Objective and Projector Lens and Screen 
The specimen stage is located in between the upper and lower objective lenses.  The plane 
of the specimen within the microscope column is important because if the lenses are 
correctly aligned, the objective lens is at the optimum value for focussing the scattered 
electrons from the specimen.  The plane of the specimen is termed the eucentric plane and 
its position is termed the eucentric height.  By having the sample in the eucentric plane, it 
ensures that when tilting the specimen holder, the height (known as the z control) would 
not have to be altered [5].   
 
As the electrons are scattered by the specimen, they are brought to a focus by the lower 
objective lens as shown in figure 2.12.   
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Figure 2.12: Post-specimen lenses in diffraction and imaging mode [5] 
 
The strength of the intermediate lens can be altered to enable either the back focal plane or 
the 1st image plane to be viewed on the charge-coupled device (CCD).  A diffraction pattern 
is formed when the back focal plane of the objective lens lies on the object plane of the 
intermediate lens and a diffraction aperture can be inserted to select specific regions of 
interest.  An image is formed when the 1st image plane of the objective lens lies on the 
object plane of the intermediate lens and can be improved by inserting an objective 
aperture to increase the contrast [5].   
 
The projector lens is responsible for projecting the magnified image of the specimen onto 
the ZnS coated screen.  When the electrons hit the screen, green light, with a wavelength of 
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approximately 530nm, is emitted and the intensity of the light is dependent on the intensity 
of the incoming electrons [5].  
 
2.6.5 Aberrations and Aberration Correction 
Electromagnetic lenses, such as the condenser, minicondenser and objective lenses, may be 
visualised as convex lenses in an optical microscope.  Optical microscopes can use high 
precision optics to minimise aberrations.  Aberrations are imperfections in the image and 
are not wanted.  However, it would be impractical to rid them completely from TEM imaging 
as contrast is required [21].  The three main types of aberration are chromatic aberration, 
astigmatism and spherical aberration.   
 
Chromatic aberration is a consequence of the energy spread of the electron beam.  Higher 
energy electrons are less deflected by a magnetic field than those of lower energy so they 
are brought to a focus further from the lens.  This produces a disc of least confusion, shown 
in figure 2.13, which comprises of a range of focus points and can be seen as a smear in the 
image.  
 
 
Figure 2.13: Chromatic aberration of a single lens 
 
The radius of the disc of least confusion, δc, is: 
  
      
  
 
  
2.13 
 
Cc is the chromatic aberration coefficient of the lens, ∆E is the energy spread of the 
electrons, E is the initial energy of the electrons and α is the semi-angle of the collected 
beam [5].  Chromatic aberration is reduced by using the monochromator and the fixed 
aperture to narrow the energy spread  [22].   
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Lens astigmatism cannot be corrected but can be reduced by accurate alignment of the 
lenses.  The objective lens is the most likely lens to suffer from misalignment and carbon 
contamination [23].  Misalignment causes a change in the axial alignment in the electro-
optical system.  As the electrons spiral round the optic axis, there is a variation in focal 
length resulting in two line foci at right angles as seen in figure 2.14.  
 
 
Figure 2.14: Astigmatism in a single lens 
 
Spherical aberration occurs when parallel rays closest to the optic axis are focused further 
from the lens than the rays further from the optic axis.  This leads to a disc of least 
confusion which has a radius δs~ Csα
3 where Cs is the spherical aberration coefficient of the 
lens [24].  The disc can be seen in figure 2.15. 
 
 
Figure 2.15: Schematics of a) spherical aberration and b) no spherical aberration. The blue disk 
indicates the disc of least confusion [25] 
 
Scherzer [25] discovered that round lenses cause positive Cs whilst hexapole lenses generate 
negative Cs so by positioning a series of hexapole lenses above the projector lenses, the 
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spherical aberration will be eliminated as shown in figure 2.15.  Alignment of the hexapole 
corrector is performed using a Zemlin tableau which tilts the beam about the optic axis, 
takes an image and measures the Fourier transform at each angle and adjusts accordingly 
[25]. 
 
2.6.6 Imaging Methods of the FEI Titan 80-300 
The Titan may be operated in either TEM or STEM mode. Both can create bright field (BF) 
and dark field (DF) images of the sample.  The TEM parallel beam imaging system uses an 
objective aperture to select only the direct beam to form a BF image and the aperture can 
be moved to select a diffraction spot formed from scattered electrons to create a DF image, 
as shown in figure 2.16 a) and b).   
 
Figure 2.16: a) Formation of a BF image and b) DF image in TEM mode.  c) Formation of a BF image 
and d) DF image in STEM mode [5] 
 
STEM imaging requires detectors rather than apertures to select the transmitted or 
scattered electrons, as shown above in figure 2.16 c) and d) and explained in section 2.6.6.2.   
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2.6.6.1 TEM Imaging 
TEM imaging contrast arises from the scattering of the electron beam by the specimen.  The 
electron wave can change both its amplitude and phase as it passes through the specimen.  
Amplitude contrast can be split into two types: mass-thickness contrast and diffraction 
contrast.   
 
Mass-thickness contrast is more prominent in non-crystalline sample and arises from 
Rutherford elastic scattering of electrons which is dependent on the atomic number and the 
thickness of the specimen.  A high atomic numbered, high density or thicker region will 
scatter more electrons than a low atomic numbered, low density or thinner region of the 
specimen, as shown in figure 2.17.  It therefore follows that for a BF image the former will 
appear darker than the latter.  For a DF image, the high atomic numbered or thicker regions 
will appear lighter than low atomic numbered or thinner regions of the specimen [5]. 
 
Figure 2.17: Mass-thickness contrast in a BF image [5] 
 
Diffraction contrast arises from Bragg elastic scattering of electrons.  For the region of 
interest to be in the Bragg condition, the specimen must be tilted to a zone axis orientation 
whereby the family of crystallographic planes are tilted parallel to the electron beam.  Each 
diffraction spot in the diffraction pattern now corresponds to a Bragg reflection for a 
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specific crystallographic plane.  Areas that are strongly scattered in the specimen are shown 
as dark regions in a BF image and bright regions in a DF image [5].   
 
Phase contrast allows the imaging of the atomic structure of a specimen, otherwise known 
as high resolution TEM (HRTEM).  Phase contrast requires a large objective aperture to 
select several electron beams so the transmitted and diffracted beams all contribute to the 
image.  Contrast arises from the difference in phase of the beams as the electrons leave the 
sample which forms an interference pattern allowing observation of thickness fringes 
(contours of equal thickness normally near the edge of the sample).    
 
2.6.6.2 STEM Imaging 
STEM mode uses a convergent beam which is rastered across the specimen and the 
transmitted signal is collected as a function of the beam location.  The raster motion of the 
beam is achieved by using beam deflection coils, positioned as shown in figure 2.8, and 
these ensure that the beam remains parallel to the optic axis and does not tilt [5].  The 
STEM detectors are positioned to make use of the parallel scanning.  The bright field (BF) 
detector is located in the path of the direct beam and therefore collects the transmitted 
beam.  The BF scintillator converts the electrons to light and a photo-multiplier amplifies the 
signal and finally converts the signal to electron current.   The diffracted beams are collected 
by the annular dark field (ADF) detector which is positioned around the BF detector.  The 
range of diffraction angles collected by the ADF detector is dependent on the camera length; 
high camera lengths (e.g. 160mm) collect a smaller range of angles whilst low camera 
lengths (e.g.38mm) collect to much higher angles [5].  A separate high-angle annular dark 
field (HAADF) detector can be moved in and out of the electron column and allows atomic-
resolution STEM imaging.  A schematic of the STEM system is shown in figure 2.18. 
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Figure 2.18: Schematic of the STEM detectors [5] 
 
The HAADF detector collects electrons which have elastically scattered at a semi-angle 
greater than 50mrads.   The image is unaffected by specimen thickness and the contrast is 
termed Z-contrast and allows high-resolution imaging. 
 
2.7 Electron Energy-Loss Spectroscopy 
EELS is an analytical technique which measures the energy lost by electrons that have been 
inelastically scattered after interaction with a thin specimen.  In this research, EELS is 
conducted in a STEM environment.  EELS instrumentation and the energy-loss spectrum are 
explained in this section.   
 
2.7.1 Gatan Tridiem EEL Spectrometer 
The Titan S/TEM has a Gatan Tridiem 865 EEL spectrometer attached to the existing TEM 
column.  This consists of an entrance aperture followed by a drift tube and a magnetic prism 
which deflects the electrons onto the CCD, as shown in figure 2.19. 
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Figure 2.19: A schematic of an EEL spectrometer [5, 13] 
 
An external voltage can be applied to the drift tube to shift the spectrum over the CCD array 
[26].  The magnetic prism consists of a homogeneous magnetic field, B, which causes 
electrons of specific kinetic energies and velocities, v, to follow the arc of a circle whose 
radius of curvature, R, is [13]: 
  
    
   
  
   2.14 
 
γ = 1 / (1-v2/c2)1/2 is a relativistic factor, c is the speed of light, m0 is the rest mass of the 
electron, e is the charge on an electron and v is the velocity of the electron. The electrons 
are deflected by approximately 90° and are spatially dispersed in terms of their energy [11].  
Electrons with higher energy-loss are deflected more than those with zero energy-loss.  A 
spectrum is formed in the dispersion plane and is recorded on a CCD.   
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2.7.2 Optical Conditions 
In any quantitative EELS experiment, it is imperative that both the convergence semi-angle, 
α, and the collection semi-angle, β, are known.  Definitions of α and β in STEM mode are 
shown in figure 2.20.   
 
 
Figure 2.20: (S)TEM definition of α and β [27] 
 
α is determined by the C2 aperture whilst β is determined by the camera length, L,  and the 
spectrometer entrance aperture [27].   
 
2.7.3 The Energy-Loss Spectrum 
A typical EEL spectrum consists of two regions.  The low-loss region (shown in blue in figure 
2.21) extends from 0eV to approximately 50eV and the core-loss region (shown in pink in 
figure 2.21) begins at approximately 50eV and extends to several thousand electron volts.   
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Figure 2.21: Schematic of a typical EEL spectrum 
 
The most intense feature on the EEL spectrum is the zero loss peak (ZLP) at 0eV.  This is 
formed from elastically and quasi-elastically scattered electrons.  Removing the effect of  
the spectrometer, the full width half-maximum (FWHM)  of the ZLP is defined by the energy 
spread of the electron source which determines the energy resolution of the spectrum [11].   
 
The second most prominent feature is the plasmon peak which was described in chapter 2.5.   
 
The core-loss region corresponds to the inelastic scattering of electrons where the 
transferred energy is used to excite electrons from their atomic positions to unoccupied 
energy levels above the Fermi level [11], shown in figure 2.7.  Superimposed on the 
background from the ZLP and plasmon peak are core-loss edges which are characteristic of a 
particular atomic type as the binding energy of a particular electron atomic sub-shell is 
specific to that atomic transition.  The edges are noted in standard nomenclature as shown 
in figure 2.22. 
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Figure 2.22: Schematic showing the range of edges seen on an energy-loss spectrum [5] 
 
The edges seen in this research are the K, L and M edges.  The K edge involves the ionisation 
of a 1s electron.  At higher energy, L edges occur on the ionisation of either a 2s electron or 
a 2p1/2 and a 2p3/2 electron.  The subscript describes the total angular momentum quantum 
number, j, where j = l+s where l is the orbital angular momentum and s is the spin quantum 
number.  s can either be +1/2 or -1/2 and the s orbital, p orbital and d orbital refer to sub-
shells with l = 0, 1 and 2 respectively.  Therefore for a 2p electron, j = 1 + 1/2 = 3/2 
corresponds to a L3 edge and j = 1 - 1/2 = ½ corresponds to a L2 edge [11].  The L2 and L3 
edges cannot be resolved at low ionisation energies so the edge is sometimes termed the 
L2,3 edge [5].   
 
Transition metal L2,3 edges are composed of two intense narrow energy width features, 
known as ‘white lines’.  The occurrence of the white lines is due to the transition of 
electrons from the 2p orbital to the energetically narrow 3d orbital which lies near the Fermi 
Level [28].  The high intensity of the 3d L2,3 white lines is due to the high density of 
unoccupied states within the 3d orbital [29].  The dipole selection rule for an electron 
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transition states that the change in the angular momentum quantum number between the 
initial and final electron states must be equal to ±1 [5].  This means that an electron 
transition from a p to an s orbital is also dipole allowed.  The intensity of these peaks 
however would be less intense than a 2p to 3d transition as the energy required is an order 
of magnitude less [29].   
 
White lines are an example of energy-loss near-edge structure (ELNES) found within 50eV of 
the edge threshold [13].  ELNES probes the unoccupied orbitals and gives information on the 
environment surrounding the excited atom.  The more unoccupied energy states within a 
specific energy window, the higher the probability that the ejected electrons will reside 
there.  This is shown on the core-loss edge as an increased intensity at the corresponding 
energy-loss  [30]. 
 
2.8 The Fast Beam Switch (FBS) 
The EEL spectrum contains compositional and chemical information in the core-loss region 
and information regarding the thickness of the specimen in the low-loss region.  For full 
EELS quantification, we require both regions of the spectrum to be acquired under the same 
collection and convergence angles  [31].  The problem lies with the large dynamic range of 
the energy-loss spectrum.  The low-loss region is very intense and often saturates the 
detector whilst the core-loss edges have a low signal to noise ratio.  It is therefore 
impossible for the EELS detector to collect the whole energy-loss spectrum in one 
acquisition with an adequate signal to noise ratio.  The solution to this is to collect the low 
and core-loss regions separately by setting an offset voltage using the spectrometer’s drift 
tube.  This enables switching between 0eV for the low-loss region and much higher electron 
voltages for the core-loss region.  When the drift tube is set to 0eV, the acquisition time 
must be reduced to microseconds to avoid saturation of the EELS detector.  When the drift 
tube is set to higher electron voltages, a much longer acquisition time of several seconds is 
required to achieve a good signal to noise ratio. 
 
Typical EELS shutters are electromagnetic and so cannot achieve a short enough acquisition 
time to avoid saturation of the detector.  This can be solved by using an electrostatic shutter 
which comprises of electrostatic plates which deflect the electron beam orders of 
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magnitude faster than an electromagnetic shutter [1].  Scott et al. [1] named this the fast 
beam switch (FBS) [32] and it allows the collection of the low and core-loss regions 
separately without saturation of the detector and with an adequate signal to noise ratio.  
The FBS also allows the same convergence (α) and collection (β) semi-angles to be used 
which is essential for quantification of the EELS data.  The set-up of the FBS is shown in 
figure 2.23. 
 
 
 
 
Figure 2.23: FBS set-up [1, 32] 
 
The first experimental results acquired from the FBS in 2002 on the CM20 TEM show that 
the electrons are deflected out of the spectrometer entrance aperture in under 40ns and 
return to their original position when the plates are momentarily switched off in less than 
100ns [32].  The deflection plate assembly is controlled by an electronic circuit of resistors 
and capacitors which ensure there is enough current to charge the FBS and enough charge 
to push and pull the electron beam using the deflection plates [32].   
 
Scott et al. [1] describe the FBS as being controlled by a NOTSCAN signal.  When the 
NOTSCAN signal is high, the shutter is open and so the signal is integrated on the CCD but 
when the NOTSCAN signal is low, the shutter is closed and so the CCD is read out [1].  The 
beam is positioned on each individual pixel and data is collected from the core and low-loss 
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regions separately.  Figure 2.24 shows the operation of the NOTSCAN signal with two 
integrations of each core and low-loss signal. 
 
Figure 2.24: The NOTSCAN signal operation [1] 
 
VSM stands for voltage scan module and it is the appropriate voltage that the electrostatic 
drift tube is set at; high for the core-loss and zero for the low-loss regions.  The integration 
times are controlled by the D02 which is the gating system.  It allows an integration time to 
be set for the low-loss and core-loss regions so the integration times are not continually 
switched.  The low-loss region requires the shutter to be closed after a much shorter time 
than the core-loss region and the D02 adjusts the times accordingly and allows the same 
optical conditions for both regions.  Figure 2.24 shows the D02 as high when there is no 
gating present.  Two delays can also be seen in the figure; Tsyst and Tdelay.  Tsyst changes every 
time the D02 switches state and Tdelay is a fixed hardware delay [1].   
 
Absolute quantification using the FBS was achieved in 2008 by Scott et al. [1] and will be 
explained in detail in the next chapter.   
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INTEGRATION 
UNDER EDGE OF 
INTEREST AND ZLP 
• The area under the core-loss edge of interest is proportional to the number of atoms of the 
particular core-loss edge element that are present. 
• Measuring the area under the ZLP is necessary for the calculation of the number of atoms 
present. 
CALCULATE 
THICKNESS 
• The thickness is calculated from the low-loss spectrum. 
• Calculating the thickness involves measurement of the area under the ZLP (previous step)  to 
calculate the relative specimen thickness (t/λ) and absolute thickness if λ is known. 
• Thickness calculations use the same conditions as for deconvolution. 
 
 
CALCULATE  
NUMBER OF 
ATOMS PER UNIT 
AREA AND 
VOLUME 
• To calculate the number of atoms per unit area, values for the integral under the core-loss edge 
of interest, integral under the ZLP, and cross section are required. 
• To calculate the number of atoms per unit volume, the number of atoms per unit area must be 
divided by the absolute thickness. 
3. QUANTIFICATION OF EELS DATA 
 
There are a number of data processing techniques that have been developed to fully 
quantify EELS data.  The principle of quantifying the data is to determine the thickness and 
the composition of the specimen region.  The thickness can be determined from the low-
loss region whilst the core-loss region holds information about the specimen composition. A 
flow chart summarising the quantification steps is shown in figure 3.1 and discussed in detail 
in this chapter.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.1:  Flow chart to show the quantification procedure 
BACKGROUND 
SUBTRACTION 
• Background is removed from the core-loss edge of interest.   
DECONVOLUTION 
• Deconvolution requires the low-loss spectrum with unsaturated ZLP to be collected 
from the same region as the core-loss spectrum and with the same angular conditions. 
• This step ensures that only one scattering event per incident electron contributes to 
the core-loss edge of interest. 
• Deconvolution results in a single scattering distribution (SSD). 
CALCULATE 
INELASTIC PARTIAL 
CROSS SECTION 
• The cross section gives a measure of the probability of electron scattering for the 
edge of interest. 
• Inelastic  partial cross sections enable conversion of extracted edge intensities into 
elemental concentrations.  
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3.1 Background Subtraction 
Core-loss edges are superimposed on a monotonically decreasing background.  The 
background is composed of plasmon excitations and excitations from core-loss edges at 
lower energy-losses [11].  Core-loss edges are weak signals compared to plasmon 
excitations and so the high intensity of the plasmon background makes it difficult to observe 
and analyse the core-loss edge of interest.  If the sample has a core-loss edge that lies at a 
lower energy-loss than the edge of interest, the tail of the lower edge will contribute to the  
background [33].  Therefore, to quantify the core-loss edge of interest, the background must 
be removed. 
 
Maher et al. [34] noted a linear relationship between the logarithm of the intensity and the 
logarithm of the energy-loss.  The equation relating this is a power-law function in the form: 
 
            3.1 
 
I(E) is the intensity of the background, A is a fitting parameter dependent on a variety of 
factors, E is the energy-loss and r is an exponent.  r decreases with increasing specimen 
thickness because more scattering events occur per electron.  It is likely in a thick specimen 
that an electron will undergo an ionisation event, forming the core-loss edge, and many 
more may undergo one or more plasmon excitations.  Hence more plasmon excitations give 
greater background intensity.  Additionally, r decreases with decreasing energy-loss due to 
the edge becoming closer to the plasmon peak.  r typically ranges from 2 to 6 [35].  It 
follows therefore that A and r must be fitted for an individual core-loss edge.   
 
The most common method of fitting A and r is to use  linear least-squares fitting [11, 36].  
This requires a ‘fitting region’ immediately prior to the edge of interest where Maher’s 
power-law is modelled.  The fitting region must be well separated from any other edges and 
with a width that is as large as possible to obtain a more accurate extrapolation of the 
background under the edge [11].   Joy and Maher [33] note that the width of the window 
needs to be larger than or similar to the energy window for integration of the edge.  Hofer 
and Golob [36] suggest that fitting regions should be made small for low energy losses, such 
43 
 
as 15-20eV for a  Be K edge at 111eV, and increased to a few hundred electron volts for 
higher energy losses, such as a Si K edge at 1839eV.  At lower energy-losses, typically below 
100eV, Maher’s power-law fails to function as it is too close to the plasmon peak.  Figure 3.2 
shows a typical linear-least squares fit over a Ti edge at 456eV.  The red window is a 60eV 
background fitting window, the red line is Maher’s power-law extrapolated over the edge of 
interest and the green line is the signal generated when the background is removed. 
 
 
 
Figure 3.2: Extrapolation of the background under the edge of interest 
 
In this research, Digital MicrographTM software is used for the processing and analysis of 
EELS spectra [37].  This programme uses an algorithm to extrapolate and extract the 
background.  First the logarithms of the data coordinates are taken: 
 
             3.2 
 
where yi is the logarithm of the intensity of the signal Ji (which is the same as the number of 
electron counts, on figure 3.2) and: 
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             3.3 
 
where xi is the logarithm of the energy-loss, Ei.  Then parameters a and b can be calculated 
using Bevington’s equations [35]: 
  
   
            
    
        
 
3.4 
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where N is the number of channels in the background fitting window.  The fitting 
parameters are then given by r = -b and log(A) = a [35, 38].   
 
This method is suitable for all pre-edge backgrounds [33] provided that the pre-edge 
background has a high number of detected electrons [35] and the edges are well separated.  
Joy and Maher’s experimentation of background removal using this method did not reveal 
any systematic errors but the choice of the width for the background window does produce 
variations of a few percent in the area under the edge of interest [33].   
 
3.2 Deconvolution 
EELS requires the use of a thin sample, typically less than 100nm so that only one inelastic 
scattering event per electron occurs as the electron beam traverses the sample.  In reality, 
there may be more than one scattering event occurring, known as plural scattering [5].  
Initially, the incoming electron may be inelastically scattered and then it may undergo a 
further excitation, normally a plasmon excitation, which appears as a broad feature, 
typically 20-30eV above the edge onset.  In order to calculate the single scattering 
distribution (SSD) which is essential for quantification, it is necessary to remove the plural 
scattering contributions and this is done by deconvolving the data.  Figure 3.3 shows the 
effect of deconvolution (plot in red) which results in a drop in intensity at 20-30eV above 
the edge.   
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Figure 3.3:  Background subtracted Ti edge in turquoise and deconvolved signal in red 
 
Removal of the extra scattering requires the use of the low-loss region of the EELS spectrum 
which contains the plasmon peak [35].  This peak is used to remove the plasmon 
contributions from the edge.  Thus it is of great importance to have a low-loss region that 
can be acquired without saturation of the EELS detector.   
 
As acquisition of EELS data for this research has been collected with the FBS, Fourier-Ratio 
deconvolution is the preferred method of removing plural scattering from the data as it 
requires that the energy-loss spectrum be divided into the low and core-loss regions.  It 
approximates the experimental spectrum to an SSD termed F(E) and convolutes this with 
the Fourier-transform of the low-loss spectrum F(P) [5].  This gives:  
 
                3.6 
 
where F’ is the Fourier-transform of the experimental spectrum around the core-loss edge. 
Bracewell [39] developed the Fourier transform which for a distribution J(E) is described: 
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where j(v) is the Fourier transform of J(E), 2π represents the period of the Fourier series, v is 
the frequency and E is the energy-loss.  The convolution of F(E) and F(P) is defined as the 
integral under both functions when one function has been reflected and shifted along the 
energy-loss axis so the functions slide and overlap each other [40].  By rearranging equation 
3.7, a ratio of the two regions arises, hence the name Fourier-ratio. 
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When two Fourier transforms are divided, noise amplification arises.  To eliminate this 
effect, it is necessary to multiply equation 3.8 by a reconvolution function which is the 
Fourier transform of the ZLP [41].  In summary, Fourier-Ratio deconvolution is defined as 
the Fourier transform of the core-loss region (F’) divided by the Fourier transform of the 
low-loss region (F(P)) and multiplied by a reconvolution function.  [41].   
 
Williams and Carter [5] note that errors in deconvolution can be ignored as they are usually 
below 10% for energy-losses of up to 1keV.  Deconvolution is required when t/λ >0.3-0.5 
where t is the thickness and λ is the mean free path [35] but may also be used when the 
sample is very thin. As a general rule, the background must be removed before Fourier-ratio 
deconvolution is carried out [5].   
 
3.3 Calculating the Inelastic Partial Cross-Section 
A cross-section, ς, can be defined as a measure of the probability of an interaction between 
electrons [35].  An inelastic partial cross-section refers to the calculation of the cross-section 
over an ionisation edge (formed from inelastic scattering) and integrating it over a specific 
energy range.  Cross-sections are often given in units of barns where 1 barn = 1x10-24 cm2  [5].   
Calculation of the cross-section allows the intensity of the core-loss edge to be converted 
into an elemental concentration [42].   
 
Deriving the equation for the inelastic partial cross-section begins with the differential cross-
section which describes the angular distribution of scattering of an electron from an atom 
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[5].  Electrons are scattered through an angle θ into a solid angle Ω which is shown in figure 
3.4.   
 
 
Figure 3.4:  Electron scattering by a single atom [5] 
 
 
dΩ is therefore: 
 
 
             
3.9 
 
which becomes: 
 
              3.10 
 
The differential scattering cross-section is [5]: 
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By integrating equation 3.11, we obtain ς for electron scattering at angles greater than θ. 
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The double differential cross-section, d2ς / (dE dΩ), describes the angular and energy 
distributions for electron scattering by a single atom into a solid angle dΩ with an energy 
loss between E +dE.  This is given by [5]: 
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where β is the collection semi-angle of the electron scattering and E0 is the incident energy 
[11].  Once the preceding background has been removed and a suitable window for 
integration under the edge of interest has been chosen (explained further in section 3.4), 
we achieve the following equation which is the inelastic partial cross-section [11].   
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There are two theoretical methods for calculating the inelastic partial cross-section: the 
hydrogenic model and the Hartree-Slater model.  The hydrogenic model is more suitable for 
studying K-shell edges [36] whilst the Hartree-Slater model can calculate cross-sections for K, 
L, M and N edges [43].  Both model the atomic inelastic scattering in terms of the 
generalised oscillator strength (GOS) which describes the response of an atom when it 
undergoes a collision with a fast electron [13]. 
 
The hydrogenic model considers an isolated hydrogen atom with no outer-shell electrons 
and an atomic number 1 which is equal to the charge on the nucleus.  The wave function of 
the hydrogen atom can be expressed analytically by Schrödinger’s wave equation.  This is 
possible because the nuclear Coloumbic potential of a hydrogen atom is isotropic [44]. 
Schrödinger’s equation can also be used as a model for K shell electrons in other elements 
because it neglects outer-shell electrons.  However an allowance for the screening and 
nuclear charge by the other electrons has to be introduced.  The second 1s electron 
introduces a screening effect, Zs, on the K shell which is described by [45]: 
 
        3.15 
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where Z is the atomic number and s is the inner-shell screening constant.  Slater [46] and 
Zener [47] agree that s is approximately equal to 0.3 in most K-shell elements.  However, at 
low atomic numbers (Z<10), the hydrogenic model overestimates the cross-section so s 
needs to be re-adjusted to 0.6 to agree with experimental data [45].  Egerton developed the 
computer programme SIGMAK to yield K-shell ionisation cross-sections for using the 
hydrogenic model.  A comparison of an experimental N K edge and the hydrogenic model 
using SIGMAK is shown in figure 3.5. 
 
Figure 3.5: Comparison of the N K edge and the hydrogenic model using the SIGMAK program [5] 
 
SIGMAK ignores the near edge structure as a hydrogen atom would not have this present in 
the energy-loss spectrum [5].  Typically, SIGMAK has an accuracy of approximately 10% [48].  
Egerton extended the SIGMAK program to quantify L shells, termed SIGMAL, but this is not a 
widely used method as it cannot fit to white lines because it only gives a rough estimate of 
the average intensity as shown in figure 3.6. 
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Figure 3.6: Comparison of the Cr L2,3 edge and the modified hydrogenic model using the SIGMAL 
program [5] 
 
L, M and N edges are more realistically modelled using the Hartree-Slater model [49].  This 
model iteratively solves the Schrödinger equation and assumes a spherically symmetric field 
within the atom [35].  The main problem with modelling a spherically symmetric atomic field 
is that it is not possible to provide an exact treatment when two electrons wave functions 
overlap, known as electron exchange.  In this case, electrons of like-spin avoid each other.  
Slater therefore developed a spherically averaged exchange potential to modify the model 
[50].  Digital MicrographTM uses values of the GOS [5] calculated by Rez et al. [51-52]. 
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Figure 3.7: Digital MicrographTM energy-loss spectrum of the Ti L2,3 edge approximated by the 
Hartree-Slater model (in blue)  
 
An example energy-loss spectrum of the Hartree-Slater approximation to the Ti L2,3 edge is 
shown in figure 3.7 in blue.  The Hartree-Slater model computes the L2 and L3 parts of the 
edge separately because white line contributions are not included in the program.  However, 
Digital MicrographTM enables the user to input specific background fitting and signal 
windows to maximise the fit of the model to the data [37].  Additionally, a chemical shift can 
be inputted if the ionisation edge of interest has moved from its standard energy-loss 
position due to chemical state effects [37].   
 
Accuracy of theoretically calculated inelastic partial cross-sections is debatable and so 
Digital MicrographTM assumes a blanket 10% error in the quantitative results.  It is possible 
to refine this error estimate by measuring the difference between the hydrogenic and 
Hartree-Slater partial cross-sections for the same edge and conditions to give the minimum 
percentage uncertainty [52].   
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3.4 Integration under Region of Interest and Zero Loss Peak (ZLP) 
Once all the plural scattering has been removed from the core-loss edge of interest by 
background subtraction and deconvolution, quantitative data can be extracted from the 
edge.  The area under the edge can be used to estimate the number of atoms of a particular 
element [35].  This requires an energy window of more than 50eV to be positioned at the 
edge onset [53] but this may have to be reduced if two edges are located close to each 
other.   
 
The derivation of the formula for estimating the number of atoms stems from the collection 
of the transmitted signal in the electron spectrometer.  It is assumed that the spectrometer 
collects all the inelastic and elastic scattering events and the background is successfully 
extrapolated under the edge of interest to measure the total core-loss intensity, Ik [35].  It 
then follows that Ik is the product that the probability of the transmitted electron is 
scattered, Pk, and the total transmitted intensity, I: 
 
         3.16 
 
However, equation 3.16 describes both elastic and inelastic scattering and the deconvolved 
core-loss edge with its background removed corresponds to single scattering.  Electron 
scattering events are independent and obey Poisson statistics [5, 11, 35]: 
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where Pn is the probability that an electron is scattered n times in a specimen of thickness t 
and λ is the mean free path for inelastic scattering.  Since for a SSD, n = 1 [35]: 
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where λk and ςk are the mean free path and cross-section for ionisation of shell k.  N is the 
number of atoms per unit area of the sample, otherwise known as the areal density.  As the 
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specimen is less than 100nm thick and the mean free path is measured in micrometers, the 
exponential term is close to 1 so [35]: 
 
         3.19 
 
To minimise errors, an integration window of width ∆ must be introduced over the edge of 
interest after plural scattering has been removed [35].  Provided the integration window of 
the core-loss edge is smaller than or equal to the background fitting window, integration 
errors are negligible [42].  The final equation to obtain quantitative data from the core-loss 
edge is:  
 
   
              3.20 
 
ςk(∆) is the inelastic partial cross-section.  I has been replaced with the ZLP intensity I0 as the 
plasmon excitations have been removed [35].  Therefore calculation of the area under the 
ZLP is required for estimation of the number of atoms present.   
 
3.5 Calculating the Thickness 
Calculating the thickness enables the conversion of areal densities into elemental 
concentrations [54].  The thickness can be obtained from the low-loss region of the energy-
loss spectrum by measuring the area under the ZLP, I0, and the total intensity reaching the 
spectrometer which is the same as the area under the spectrum up to 500eV and including 
the ZLP [36], It.  This is given by: 
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where t is the thickness of the specimen and λ is the mean free path. It is less than the total 
intensity of the incident electrons because the spectrometer collection aperture cuts off 
some of the scattering signals.  This causes λ to have a logarithmic dependency on the 
collection semi-angle β which converts equation 3.21 to [35]: 
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Equation 3.22 provides a simple way of calculating the relative thickness, t/λ.  When using 
Digital MicrographTM, It is defined as the integral under the edge of interest. This log-ratio 
method is accurate (within 10%) in the range 0.2<(t/λ)<5 [56].  
 
To enable calculation of the absolute thickness, t, it is necessary to use Kramers-Kronig sum 
rule [35]: 
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where a0 = 53pm (the Bohr radius), n is the optical refractive index of the specimen, E is the 
energy-loss, S(E) is the SSD, θE is the characteristic scattering angle, T is related to the 
incident energy by         T = F E0  where E0 is the incident energy (in kV) and F is a relativistic 
factor given by [55]: 
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Malis et al. [55] noted that for most materials n>>1 so Kramers-Kronig sum rule can be 
simplified to: 
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where Em is an average energy-loss term and is dependent on the atomic number, Z [55]: 
 
        
     3.26 
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Malis [55] notes that equation 3.25 gives more accurate values of λ if the collection semi-
angle, β, is larger than the convergence semi-angle, α. 
3.6 Calculating the Number of Atoms per Unit Area and Volume 
This final step in the quantification process requires equation 3.20 to be rearranged to give 
[35]: 
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By substituting the area under the edge of interest (Ik
1(∆)), the area under the ZLP (I0) and 
the inelastic partial cross-section (ςk(∆)), the number of atoms per unit area, N, (also termed 
the areal density) can be calculated.  Furthermore, by dividing N by the absolute thickness, t, 
the number of atoms per unit volume (also termed the atomic concentration) can be 
determined.   
 
EELS quantification is carried out across a line scan or box scan with data being acquired for 
each pixel.  This process can therefore be used to give the number of atoms per unit volume 
for each pixel of a line or box scan.   
 
3.7 Absolute Quantification using the Fast Beam Switch 
Absolute quantification using the FBS was achieved in 2008 by Scott et al. [1].  The first part 
of the experiment was to test the fast electrostatic shutter to collect the low-loss and core-
loss spectra separately with an adequate signal to noise ratio and without saturation of the 
detector.  Figure 3.8 a) shows the Fe L2,3 edges taken from several core-loss pixels of a steel 
sample and when this is deconvolved using the separately collected low-loss spectrum to 
give figure 3.8 b), it can be seen that this well defined and accurately aligned edge is now 
suitable for further quantification. 
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Figure 3.8: (a) As-recorded Fe L2,3 edges from several core-loss pixels, (b) realigned and 
deconvolved Fe L2,3 edges [1] 
The second part of the experiment was to set up a 50x35 pixel box scan on a steel sample 
and fully quantify the data. The experiment had parameters Tcore = 220ms and Tlow = 1ms, [1]. 
Scott et al. use all the data processing techniques previously described: background 
subtraction, integration, deconvolution, cross-section calculations, and calculations of the 
absolute thickness.  However, by having the low-loss spectrum separate to the core-loss 
spectrum, the thickness and contrast effects can be normalised as shown in figure 3.9 [1]. 
 
 
Figure 3.9: (a) Map of the integrated region of Fe L2,3 edge with background subtracted, (b) map after 
deconvolution and normalisation by the cross-section, (c) map after normalisation by the absolute 
thickness [1] 
 
The development of contrast in Figure 3.9 varies with each image.  Figure 3.9 (a) has 
contrast from the number of electron counts recorded on the CCD, figure 3.9 (b) has 
contrast from the thickness of the sample where the thicker regions are darker in colour and 
figure 3.9 (c) has contrast from the number of atoms per unit volume.  The development of 
each image is now explained.  Figure 3.9 (b) is figure 3.9 (a) divided by the low-loss region 
and the cross-section.  Figure 3.9 (b) is a map of the absolute number of Fe atoms per unit 
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area.  By dividing the absolute thickness for each pixel in Figure 3.9 (b), a map of the 
absolute number of atoms per unit volume can be obtained (Figure 3.9 (c)).  Just outside the 
dark precipitate spot, the scale bar indicates that there are approximately 70 Fe atoms per 
nm3 (figure 3.9 (c)) using the Hartree-Slater cross-section.  The  calculated theoretical values 
for α-iron is 85.5 atoms/nm3 [1].  In comparison, the same experimental and quantification 
procedure using the hydrogenic SIGMAL model was carried out and gave a value of 
approximately 85 Fe atoms per nm3 near the precipitate [1].  This has much better 
agreement with the theoretical value but it demonstrates that the largest source of error in 
the quantification procedure is the calculation of the cross-section [33]. 
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4. PROOF OF CONCEPT 
 
This chapter illustrates the feasibility of acquiring a full dataset using the 300kV Titan STEM 
and demonstrates the information that can be extracted and the limitations to its accuracy.   
 
4.1 Introduction 
This EELS experiment was carried out on an Al / Al2O3 interface prepared by Dr. Yaron 
Kauffmann at the Technion-Israel Institute of Technology.  The Al2O3 part of the sample was 
prepared as a standard bulk sample by using a dimpling machine to polish a disc of the 
sample to a fixed thickness at the centre.  Ion milling was also used to reduce the thickness 
further.  The sample was heated to 750°C in the Institute’s Titan STEM and an Al droplet was 
formed from the 300kV beam reducing the Al2O3 to Al.  A low magnification DF field image is 
shown in figure 4.1 along with a higher magnification image of the area analysed.  The FBS 
experiment was carried out by Dr Catriona McGilvery at Imperial College, London.   
 
 
 
 
Figure 4.1: a) Low magnification DF image of the Al2O3 sample and b) a higher magnification DF 
image showing the Al droplets formed in the Al2O3 hole. The red circles in a) and b) indicate the area 
that was analysed. 
 
 
a) b) 
c) 
c) 
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4.2 Results  
The first example is a line spectrum starting at point A in the Al2O3 region and extending to 
point B in the Al region, along the green line shown in figure 4.2. 
 
 
 
Figure 4.2: DF survey image of an Al/ Al2O3 specimen showing the position of the line spectrum image.  
 
The line spectrum consists of 57 pixels (0.32nm per pixel).  A 0.4nm probe was used with a 
convergence semi-angle of 10mrad and a collection semi-angle of 18mrad.  The core-loss 
was recorded with Tcore equal to 2 seconds and Tdelay 0.2 seconds.  For the low-loss exposure, 
Tlow was 0.007 seconds.   The drift tube was set at 60eV to study the Al L2,3 edge at 73eV.   
 
There was a systematic drift during the acquisition of the line spectrum. The spectrum 
images were thus realigned.  As the low-loss spectrum and the core-loss spectrum are 
collected in a single spatial pixel, the amount of realignment for the low-loss and core-loss 
spectrum images are the same, presuming minimal drift within the dwell time at the 
position of the spatial pixel.  The ZLP was calibrated to 0eV as it was originally positioned at 
the drift tube voltage of 60eV.  The as-recorded low-loss spectrum is shown in figure 4.3a) 
demonstrating the drift from pixel to pixel and figure 4.3b) shows the realigned and 
calibrated ZLP for the same pixels shown in figure 4.3a).   
 
A 
B 
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Figure 4.3: a) As-recorded ZLP spectrum collected for 10 adjacent pixels at the drift tube voltage of 
60eV, b) calibrated to 0eV and realigned ZLP spectra for the same 10 adjacent pixels. 
 
Figure 4.4a) shows the realigned and calibrated low-loss spectrum image which consists of 
the 57 energy-loss spectra from A to B.  The lighter areas correspond to a higher number of 
electron counts.  The bright white line corresponds to the ZLP.  The shorter white line at 
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higher energy-loss corresponds to the Al plasmon peak found at 16eV.  In its elemental state 
Al exhibits a narrow well-defined plasmon resonance. This peak has a higher peak intensity 
than the plasmon peak for Al2O3 at 26eV  [57] which is broader than the FWHM of the ZLP.  
Figure 4.4b) is the core-loss spectrum image which shows a bright region towards the lower 
energy-loss region which corresponds to the Al L2,3 edge at 73eV.   Notice how the shape of 
the edge is different for Al and Al2O3 due to local environment of the atom undergoing 
ionisation.  Also note the horizontal line through the spectrum image which is an 
instrumental error and the results from these pixels will be ignored.  
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Figure 4.4: a) Realigned low-loss spectrum image with the pixel at position A being the first pixel in 
the line scan and the pixel at position B being the last pixel in the line scan.  The plasmon peaks for 
position A (Al2O3) and B (Al) are shown.  b) Callibrated and realigned core-loss spectrum image 
showing Al L2,3 edge in position A and position B. 
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Following re-alignment and calibration, a window of 28eV was used for background 
subtraction as shown in figure 4.5.  A larger window would have been preferable however 
the Al L2,3 edge lies below 100eV and Maher’s power law function AE
-r cannot be performed 
near the plasmon region.   
 
 
 
Figure 4.5: a) 28eV background subtraction window for Al L2,3 edge in Al2O3 region (pixel at position A) 
and b) Al region (pixel at position B). 
 
Using the calibrated and realigned low-loss spectrum image, the background subtracted 
core-loss spectrum image can be deconvolved with the Fourier-Ratio method. Figure 4.6 
demonstrates the agreement between the shape and position of the Al edge after 
deconvolution for the first 5 pixels of the scan i.e. 1.6nm from A.   
 
 
b) a) 
Energy-loss (eV) 
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Figure 4.6: Al L2,3 edges of 5 adjacent pixels in the Al2O3 region after realignment, calibration, 
background subtraction and Fourier-ratio deconvolution. 
 
The inelastic partial cross-section was calculated using both the Hartree-Slater method and 
the hydrogenic model.  The cross-sections were measured using a 28eV window in keeping 
with the background subtraction and integration windows.  Using the Hartree-Slater 
method the Al L2,3 inelastic partial cross-section was calculated to be 4.35x10
-20cm2 and 
using the hydrogenic model the cross-section was calculated to be 3.24x10-20cm2.  Figure 4.7 
shows the Hartree-Slater and hydrogenic models superimposed on an Al2O3 spectrum and 
an Al spectrum.  The cross-sectional values for Al and Al2O3 are identical because the 
probability of scattering is the same.  The 37th pixel (11.8nm) from position A showed the 
merging of the two Al edge shapes so this pixel was assumed to be the interface.  The cross-
section for this pixel was taken to be the average of the Al and Al2O3 cross-sectional values.   
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Figure 4.7: a) Core-loss spectrum in position A (Al2O3) with Hartree-Slater inelastic partial cross-
section (in blue) and hydrogenic  cross-section (in purple) over a 28eV window marked in green and b) 
in position B (Al) 
 
The area under the Al L2,3 edge was integrated, as was the area under the ZLP.  To take 
account of the difference in acquisition times for the low and core-loss regions, the ZLP 
integrals were multiplied by 285.7 (calculated from the core loss acquisition time divided by 
the low loss acquisition time).  
 
Using Digital MicrographTM, the t/λ values were calculated from the low-loss spectra.  
Referring to Egerton [54], λ for Al is 83nm and for Al2O3 is 88nm.  These values were used to 
calculate the thickness for each pixel.   
 
To help determine the Al distribution across the interface, it is important to know the spatial 
resolution.  The spatial resolution is dependent on the probe size and the amount of beam 
broadening through the thickness of the sample [58].  As the thickness averages at 24nm, 
the spatial resolution based on Gaussian beam broadening can be estimated using the 
following equation [59]: 
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R is the spatial resolution and κ is associated with the incident-beam size and is equal to   
dTM / 4.29 where dTM is the incident beam diameter at FWHM.  μ is associated with the 
beam broadening: 
 
 
      
  
  
 
 
 
 
 
  4.2  
 
Z is the atomic number, E0 is the incident beam energy, ρ is the density and M is the atomic 
weight of the specimen.  This gives a value of 0.2nm for a sample of Al of thickness 24nm 
using an accelerating voltage of 300kV.  This in addition to the probe diameter gives a 
spatial resolution that is at best 0.6nm 
 
Using the equations quoted in Chapter 3, the absolute concentration of atoms in the sample 
was obtained.  The overall results are shown in the scatter chart in figure 4.8. 
 
Figure 4.8: Graph to show the change in the number of Al atoms across SI1 
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The literature values are calculated using literature values for the lattice parameters [60].  
The most common form of Al2O3 is α-Al2O3 which is based on a hexagonal close packed 
structure [61] with 6 atoms per unit cell where a = 0.4759nm and c = 1.2989nm [60].  The 
volume (0.866a2c) is 0.2547nm3 which when divided by 6 atoms gives 47 atoms per nm3.  Al 
has a face-centred cubic structure with 4 atoms per unit cell.  It has a lattice parameter of 
0.4049nm [60] which gives a unit cell volume of 0.0664nm3.  The volume divided by the 
number of atoms gives 60 Al atoms per nm3.   
 
To test the quantification procedure’s reliability, the second example (SI2) used the same 
quantification parameters on a line scan just below the first example (SI1) as shown in figure 
4.9. 
 
 
 
Figure 4.9:  DF survey image of the Al/ Al2O3 specimen showing the position of the SI1 and SI2 line 
scans.   
 
Using a window of 28eV, the Hartree-Slater inelastic partial cross-section was calculated to 
be 4.29x10-20cm2 and the hydrogenic inelastic partial cross-section was calculated to be     
3.12x10-20cm2.   The absolute number of atoms is shown in figure 4.10 along with the 
theoretical values.  The 27th pixel (8.6nm) from position A was assumed to be the interface. 
SI1 
SI2 
A 
B 
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Figure 4.10:  Graph to show the change in the number of Al atoms across SI2. 
 
SI2 has atomic concentrations closer to the literature values than SI1 which may be due to 
SI2 experiencing less drift than SI1.  The atomic concentrations using the Hartree-Slater 
model are particularly good and in SI2 the measured values are only 7 atoms from the 
literature values.  Additionally, the errors are smaller for the Hartree-Slater model atomic 
concentrations compared to the hydrogenic model, shown by the decreased size in the 
error bars (calculated using the combination of errors).  The standard deviation of the 
atomic concentrations is shown in the text boxes in figures 4.8 and 4.10 and this is lower for 
the Hartree-Slater values as there is a lower degree of variation in the final values.   
 
The quantification errors are negligible in the deconvolution and integration steps.  The 
main sources of error in the quantification procedure are the mean free path and the 
calculation of the inelastic partial cross-section.  The mean free path values were 
theoretically predicted by Egerton [13] but any errors associated with it will directly impact 
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the thickness, which is calculated by multiplying t/λ by λ. The average thickness for SI1 was 
calculated to be 24nm with a standard deviation of 3nm (or 13%) and for SI2 the average 
thickness was calculated to be 17nm with a standard deviation of 3nm (or 15%).  The 3nm 
variation could also be due to an error with Digital Micrograph’sTM calculation of t/λ or a 
slight variation in thickness of the specimen across the line scan.  Therefore, for this 
experiment, it is difficult to gauge the error associated with the mean free path.  The ‘Gatan 
Spectroscopy Help Manual’ notes that the minimum uncertainty of the cross-section can be 
estimated by calculating the difference between the Hartree-Slater and hydrogenic results 
for identical input which is 1.15x10-20cm2 for SI1 and 1.17x10-20cm2 for SI2.  This gives a 
minimum error of approximately 26% for the Hartree-Slater model and 36% for the 
hydrogenic model.  This is very much more than the blanket 10% error which Digital 
MicrographTM automatically assumes.  As the cross-section is included in the areal density 
calculation (equation 3.27), the error associated with the cross-section will contribute to the 
error on the areal density.  The error on the absolute concentration of atoms is a function of 
the error on the areal density and the error on the thickness.  The vertical error bars in 
figures 4.8 and 4.10 give an indication of the degree of error.  There is a 20% and 15% 
standard deviation for the Al2O3 region using the Hartree-Slater cross-sections for both SI1 
and SI2 respectively and approximately a 15% standard deviation for the Al region using 
both the Hartree-Slater and hydrogenic cross-section calculated values for SI1 and SI2.   
 
Initially, the interfaces were assumed to be 11.8nm from position A in SI1 and 8.6nm from 
position A in SI2 because the core-loss spectra for these pixels showed a mixture of the two 
Al edge shapes.  Studying figures 4.8 and 4.10, it seems that the interfacial region is more 
likely to extend over 2 to 3 pixels (between 0.6nm and 0.9nm).  An alternative method of 
estimating the width of the interfacial region is required to make sure that the averaged 
cross-section is used over all the interfacial pixels.   
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4.3 Discussion 
These FBS results show that having the low-loss spectrum image collected simultaneously 
and separately to the core-loss spectrum image enables full processing of the EEL spectral 
data.  Realignment eliminates drift which is important for Fourier-ratio deconvolution 
requiring the separate low-loss spectrum centred at 0eV.  Values for the thickness, number 
of atoms per unit area and number of atoms per unit volume can be extracted from the 
EELS data.  The absolute atomic volume values calculated using the Hartree-Slater inelastic 
partial cross-section compare well to the theoretical values despite the errors associated 
with calculating the cross-sections and mean free paths.   
 
Auerhammer and Rez [62] note that the errors  for inelastic partial cross-sections may come  
from a systematic error.  The systematic error is due to the background subtraction window 
being very small and cannot therefore be well described by AE-r.  This is particularly relevant 
in the case of Al which has a larger variability in atomic concentration compared to Al2O3 
(shown in figures 4.8 and 4.10).  Al exhibits a more intense plasmon peak than Al2O3. The 
peak lies within 60eV of the Al L2,3 edge and even though a large background subtraction 
window is required, this is not achievable in this energy-loss range.  Additionally, with the 
edge being so close to the plasmon peak, Maher’s power law does not function properly.  
The collection semi-angle, β, must also be considered when calculating cross-sections.  The 
collection semi-angle limits the amount of scattering detected by the detector and so gives 
the integral cross-section, ςt(β) [13]: 
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where γ2 = (1-v2/c2)-1 where v is the velocity of the incident beam and c is the speed of light 
in vacuum.  Z is the atomic number and k0 = 2π/λ where λ is the incident-electron 
wavelength [13].  θE = Ē/(γm0v
2) where θE is the characteristic angle corresponding to the 
mean energy-loss Ē and m0 is the rest mass of an electron.  θ0 = (k0r0)
-1 where r0=a0Z
-1/3 and 
a0 is the Bohr radius equal to 0.529x10
-10m [13].  Equation 4.3 takes into account that the 
partial cross-section does not accept all scattering angles.  If all the scattering angles are 
considered, the cross-section now becomes dependent on θE [13].   
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Rez et al. have studied cross-sections in depth [51, 62-64] but mainly at accelerating 
voltages of 120kV.  Egerton notes the magnitude of scattering, q, to be [54]: 
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If the accelerating voltage increases, the incident-electron wavelength decreases so k0 and q 
increase.  Since q is inversely proportional to the inelastic cross-section, it can be assumed 
that as the voltage increases, the inelastic cross-section decreases.    
 
The cross-section and the mean free path are inversely proportional.  Therefore the mean 
free path is also influenced by the collection semi-angle.  Egerton [54] notes two mean free 
path values at 100kV, one for a collection semi-angle of 10mrad and one for no aperture.  In 
this experiment, mean free paths obtained using no aperture were used.  As Malis’ 
equations do not take apertures into account, any mean free paths calculated from these 
equations would be different to Egerton’s values.  Therefore the choice to use the 100kV 
mean free paths quoted by Egerton is possibly more reliable than using Malis’ equations.  It 
is interesting to note that the mean free paths collected using no angle limiting aperture for 
Al2O3 and Al are 18% lower than for values calculated using a 10mrad aperture [54].     
 
Processing the absolute thickness is another source of considerable error.  Digital 
MicrographTM gives t/λ values which are unlikely to have more than a 0.5% error.  However, 
when the relative thickness is multiplied by the mean free path, the error associated with 
the resulting absolute thickness is more considerable.  Kauffmann and Oh [57] note that the 
thickness of the sample is approximately 20nm [57].  The averaged thicknesses for SI1 and 
SI2 are less than 20% different to 20nm but changes in composition and problems with 
sample preparation could cause this variation so calculating the error for the thickness is 
difficult. 
 
The spatial resolution of each pixel is much lower than first anticipated (0.6nm compared to 
0.32nm) due to the effects of beam broadening and the electron probe size.  In fact there 
are several other factors that contribute to a decrease in the spatial resolution (hence the 
horizontal error bars on the figures 4.8 and 4.10).  Shah et al. [65] note these to be the 
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stability and precision of the electron probe and the localisation of inelastic scattering.  The 
former is corrected by having a stable environment surrounding the microscope.  The latter 
is more difficult to predict.  Inelastic scattering does not emanate from the centre of an 
atom but instead can occur within distance x from the centre of the atom [66].  Classically, 
an atom has a localisation distance which is related to the impact parameter, b of an 
electron otherwise described by the distance between the centre of the atom and the initial 
trajectory of the electron.  In reality, there are a range of impact parameters which directly 
affect the scattering angle and the resultant energy-loss.  This can be illustrated by using the 
Rayleigh criterion to estimate the spatial resolution [66]: 
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where ∆x is the localisation distance, λ is the incident-electron wavelength and  θE = E / 2E0 
where E is the energy-loss and E0 is the incident energy.   In fact, the resolution is higher 
than equation 4.5 would suggest because only a small fraction of electrons are scattered to 
θE.  A more realistic measure of the delocalisation parameter was calculated as being: 
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where d50 contains 50% of the scattered electrons, {θ} = √(θEθC) is the median inelastic 
scattering angle and θc is the highest angle that reaches the detector [53, 65].   Equation 4.6 
demonstrates that the delocalisation distance is related to the angle of scattering.  For 
energy-losses of between 300 and 1000eV, the delocalisation distance is between 0.1 and 
0.2nm for 100kV [53].  Equation 4.6 shows that at higher incident energies, the 
delocalisation distance will increase.  Below an energy-loss of 300eV, the delocalisation 
length becomes larger than the spacing between atoms [67], so the image resolution 
decreases; 0.6nm (±0.3nm) has been suggested for the horizontal error bars in figures 4.8 
and 4.10.  This means that it would not be possible to count atoms in atomic columns using 
the Al L2,3 edge. The Al K edge at 1560eV is also not suitable for counting atoms in atomic 
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columns because at energy-losses above 1000eV, the signal is much weaker and there is 
more noise which limits the spatial resolution [67].   
 
4.5 Conclusions 
Quantification results across an Al / Al2O3 interface show that it is possible to acquire a full 
EELS data-set using a 300kV STEM and a FBS.  The use of the FBS gives more accurate data 
due to the ability to align and calibrate each pixel spectrum.  Processing to obtain the 
relative and absolute thicknesses and the number of atoms per unit area and volume are 
demonstrated.   
 
Absolute atomic concentrations compared well to the theoretical values when the Hartree-
Slater inelastic cross-sections were used.  The sources of error in the processing procedure 
are the small background subtraction window, the thickness calculations, the inelastic 
partial cross-section and the mean free path.        
 
The spatial resolution per pixel for this experiment was, at best, 0.6nm due to the effects of 
beam broadening and the electron probe size.   
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5. FULL QUANTIFICATION OF A BaTiO3/CoFe2O4 MULTILAYER STRUCTURE 
 
Analysis of several interfaces of a layered BaTiO3 / CoFe2O4, sample was carried out using 
FBS EELS.  The purpose of this experiment is to test the quantification procedure on a more 
complex system and if possible, address the questions concerning any inter-diffusion 
occurring across the interface.   
 
5.1 Introduction 
The EELS experiment was carried out on a BaTiO3 / CoFe2O4 sample which was prepared by 
Frederic Aguesse at Imperial College, London.  The sample was prepared by pulsed laser 
deposition (PLD) onto a 60nm SrTiO3 substrate orientated <100>. After formation of the 
substrate, 300 pulses of the vaporised BaTiO3 target material was deposited onto the SrTiO3 
at 700°C and then left for 20 minutes in O2 to remove contamination from the interface.  
Following this, 1000 pulses of CoFe2O4 was deposited onto the BaTiO3 and the sample was 
left to anneal for an hour.  After one hour, another layer of BaTiO3 was deposited on top of 
the CoFe2O4 and left for 20 minutes in O2 and a further layer of CoFe2O4 was deposited on 
top of the BaTiO3 and left for a further hour to anneal.  This process was repeated once 
more to form three layers of BaTiO3 / CoFe2O4 on top of a SrTiO3 substrate.  The sample was 
cooled at a rate of 10 degrees per minute.  The focused ion beam (FIB) was used by Dr 
Sebhan Husain at Imperial College, London, to prepare a cross-section sample lamella of the 
PLD specimen so that it could be analysed under the STEM.  The resulting structure of the 
sample is shown in the STEM image in figure 5.1.  The EELS experiment was carried out by 
Dr Catriona McGilvery at Imperial College, London. 
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Figure 5.1: STEM ADF image of BaTiO3 / CoFe2O4 sample 
The structure of the BaTiO3 and CoFe2O4 layers differ considerably.  In this specimen, BaTiO3 
is in a tetrahedral phase with lattice parameters a = 0.399nm and c = 0.404nm [60].  
Therefore the unit cell volume (a2c) is 0.064nm3 and the structure of the cell is shown in 
Figure 5.2.   
 
 
Figure 5.2: Structure of Barium Titanate   
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The structure consists of a central positive Ti ion which is surrounded by an octahedral 
arrangement of oxygen ions with the barium ions filling in the voids.  With the general 
formula of the compound being BaTiO3, it can be calculated that there are 15.5 Ba atoms 
per nm3, 15.5 Ti atoms per nm3 and 46.5 O atoms per nm3.  (Please note that absolute 
atomic concentrations will be rounded to one decimal place in this chapter.)  
 
CoFe2O4 has a cubic structure with lattice parameter a = 0.839nm [60].  This equates to a 
unit cell volume of 0.591nm3.  There are eight molecular units of CoFe2O4 per unit cell as 
shown in Figure 5.3.   
 
Figure 5.3: Unit Cell for CoFe2O4 in the a)100 projection and b) off-axis projection [68] 
 
CoFe2O4 has a structure which is formed from 56 atoms, with 8 Fe ions occupying the 64 
tetrahedral sites and 8 Fe and 8 Co ions occupying the 32 octahedral sites available.  Taking 
into account the general formula being CoFe2O4, it can be calculated that there are 13.5 Co 
atoms per nm3, 27.1 Fe atoms per nm3 and 54.2 O atoms per nm3.   
 
Following the EELS experiments on the BaTiO3 / CoFe2O4 sample, it was apparent that the Fe 
absolute atomic volumes were always much lower than the 27.1 Fe atoms per nm3 that was 
predicted.  This prompted a separate experiment using energy dispersive X-ray spectroscopy 
(EDX).  Recent data acquired using high resolution EDX mapping showed there to be Al on 
the B site (Fe site) of the CoFe2O4.  The data were quantified and they revealed that the 
CoFe2O4 structure was in fact Co(Fe0.9Al0.1)2O4.  This reduces the theoretical value of Fe to 
24.4 atoms per nm3 and 2.7 Al atoms per nm3 are also expected.   
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5.2 Results  
To analyse the BaTiO3 / Co(Fe0.9Al0.1)2O4 interfaces, a 300kV accelerating voltage was used 
with a 50μm C2 aperture, 48mm camera length and a 2.5mm spectrometer entrance 
aperture.   The energy resolution was 0.75eV and the dispersion was 0.3eV per pixel.   
 
When spectrum images (SI) were collected using the FBS, the exposure time for the low-loss 
spectrum was 7x103 microseconds and the exposure time for the core-loss spectrum was  
10 seconds per pixel.  There was a delay time of 200 milliseconds.   
 
The positions of five acquired spectrum images are shown in Figure 5.4. 
 
 
 
Figure 5.4:  The positions of spectrum images I-V on the BaTiO3 /Co(Fe0.9Al0.1)2O4 sample 
The edges of interest in the spectra were the Ti L2,3 edges at 456 and 462eV respectively, the 
Fe L2,3 edges at 708 and 721eV respectively, the Co L2,3 edges at 779 and 794eV respectively 
and the Ba M4,5 edges at 781 and 791eV respectively.  The O K edge at 532eV was also 
quantified.  No quantification was carried out for Al because the edges were outside the 
dispersion range of the spectra. 
 
 Spectrum image III – 10 pixels core-loss 
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Determination of the spatial resolution of each pixel is necessary to determine the amount 
of oversampling.   The spatial resolution is a function of the size of the electron probe, the 
size of the pixel, the spreading of the beam as it travels through the thickness of the 
specimen and the use of sub-pixel scanning.  It can be assumed that with a C2 aperture of 
50μm, the probe size is 0.4nm and has a Gaussian formation [69].  The pixel size is 0.5nm for 
each spectrum image.  Using equations 4.1 and 4.2 and assuming dTM = 0.2eV, ZBaTiO3 = 41.96, 
ZCoFe2O4 = 22.29, ρBaTiO3 = 6.02x10
-21g/nm3,    ρCoFe2O4 = 5.29x10
-21g/nm3 [60], the spatial 
resolution due to beam spreading for BaTiO3 in a 40nm specimen (an underestimate of the 
thickness) is 0.20nm and for CoFe2O4 in a 70nm specimen (an overestimate of the thickness) 
is 0.20nm.   
 
The focused probe of size 0.4nm is smaller than the pixel step of 0.5nm.  Sub-pixel scanning 
allows the probe position to be scanned rapidly over the pixel area during acquisition as 
shown in figure 5.5.   
 
 
Figure 5.5:  Schematic of sub-pixel scanning 
 
Figure 5.5 shows one pixel for which there are three sub-pixel scans.  In this case, the pixel is 
being oversampled and data is collected from outside the pixel.  As half the FWHM is 0.2nm, 
there is an overlap of 0.2nm on either side of the 0.5nm pixel.  This means that the spatial 
resolution of the pixel is now 0.9nm per pixel.   
 
All four contributions to the spatial resolution mean that the best spatial resolution per pixel 
is approximately 1nm which is double the pixel size.   
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5.2.1 Spectrum Image I 
Spectrum image I (SI I) is a 30 pixel line scan running from BaTiO3 to Co(Fe0.9Al0.1)2O4 at the 
bottom of the sample, close to the substrate.  A STEM image is shown in Figure 5.6 showing 
the (00l) planes of BaTiO3.   
 
 
Figure 5.6: DF Survey Image of SI I which runs from A to B 
After calibration and realignment of the ZLP, a 50.1eV window was used for the background 
subtraction of Ti.  This window size was chosen as it was the largest size which could be 
used for background subtraction for the preceding edges.  Figure 5.7 shows the AE-r fit (in 
red) for the first pixel in the spectrum image.  The extracted signal is shown in green.   
A 
B 
BaTiO3 
Co(Fe0.9Al0.1)2O4 
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Figure 5.7:  50.1eV background subtraction window with AE-r fit shown in red 
The background subtracted spectrum then underwent Fourier-Ratio deconvolution to give a 
single scattering distribution shown in Figure 5.8.   
 
Figure 5.8:  Deconvolved Ti L2,3 edge 
A 50.1eV window was used for integration of the Ti edge and the values were used to 
analyse the interface.  To estimate the width of the interface, a different approach from 
chapter 4 is tested.  A plot of the area under the Ti edge versus the distance from position A 
is used to analyse the width of the steepest gradient.  From figure 5.9, the steepest gradient 
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lies between 4.5 and 6.5nm from position A and the width of this measurement would 
equate to an interfacial region of approximately 2nm.   
 
 
Figure 5.9:  Area under Ti edge across SI I 
A 50.1eV window was also used for the calculation of the inelastic partial cross-section.  The 
Hartree-Slater inelastic partial cross-section of Ti was calculated to be 4.16x10-21cm2 ± 10% 
with a minimum level of uncertainty of 5%.  Following the same procedure, the Hartree-
Slater inelastic partial cross-section of Fe was found to be 1.45x10-21cm2 ± 10% with a 
minimum level of uncertainty of 8%.  The Hartree-Slater inelastic partial cross-section of Ba 
was found to be 3.17x10-21cm2 ± 10% and due to Ba having such a large number of electrons 
(Z=56), the hydrogenic model could not be used for calculation of the cross-section and so a 
minimum level of uncertainty cannot be calculated.  For Co the Hartree-Slater inelastic 
partial cross-section was 1.16x10-21cm2 with an increased minimum level of uncertainty of 
11%.  O has a Hartree-Slater inelastic partial cross-section of 8.71x10-21nm2 with a minimum 
level of uncertainty of 11% also.   
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To calculate the number of atoms per cm2, the area under the ZLP was required and a 
window from -6 to 6eV was used and the integral was then multiplied by 1428.6 to take 
account of the difference in acquisition times between the low and core-loss regions.  t/λ 
values were calculated using the low-loss spectrum from -35 to 578eV (It) (including the ZLP 
from -6 to 6eV) and using the log-ratio technique.  The variation in t/λ across the scan is 
shown in figure 5.10. 
 
Figure 5.10: Variation of t/λ across SI I 
In the BaTiO3 bulk region, the t/λ value averages at 0.5 whilst in the Co(Fe0.9Al0.1)2O4 bulk 
region, the t/λ value averages at 0.6.  At the interface, between 4.5nm and 6.5nm from 
position A, the sharp increase in t/λ has an average of 0.53.     
 
By calculating the effective atomic number (Zeff) for BaTiO3 and Co(Fe0.9Al0.1)2O4 to be 20.40 
and 15.86 respectively, and then using equation 3.26, Em was calculated to be 22.51 and 
20.55 for BaTiO3 and Co(Fe0.9Al0.1)2O4.  This results in mean free paths of length 116.77nm 
for BaTiO3 and 126.02nm for Co(Fe0.9Al0.1)2O4.  The absolute thickness for each pixel 
averaged at approximately 70nm though there is a steady increase from approximately 
56nm in the BaTiO3 bulk region to 76nm in the Co(Fe0.9Al0.1)2O4 bulk region as shown in 
Figure 5.11. 
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Figure 5.11:  Variation in sample thickness across SI I 
 
The variation in sample thickness over several nanometers is large and this may be due to 
the sample preparation or the quantification methods.  Material-dependent sputter rates 
for FIB sample preparation can result in different thicknesses occurring across a sample.  
Further analysis of the data was carried out to understand the possible quantification 
problems.   
 
To calculate t/λ Digital MicrographTM requires both the area under the ZLP and the area 
under the low-loss spectrum.  The ZLP must be modelled to work out its area and initially it 
was thought that the ZLP was being incorrectly modelled by the reflected tail model.  The 
reflected tail model is used in the majority of cases and it replicates and reflects the left side 
of the ZLP to model the right side [52] as shown in figure 5.12.  
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Figure 5.12:  Reflected tail model (in red) and “2 Gaussian” model (in blue) of a) BaTiO3 ZLP and b) 
Co(Fe0.9Al0.1)2O4 
The BaTiO3 reflected tail ZLP is a good fit to the data but the Co(Fe0.9Al0.1)2O4 right side has a 
signal of 40 electron counts lower than the left side.  Digital MicrographTM explains that 
after reflection of the left hand side, background signal is removed from the right side of the 
ZLP.  It may be possible that at -15eV, Digital MicrographTM assumes that the 
Co(Fe0.9Al0.1)2O4 ZLP signal (40 counts) contains a background signal, compared to the 
BaTiO3 ZLP which was only 20 counts at the same energy-loss voltage.  Additionally, the 
reflected tail model stops at 15eV for the Co(Fe0.9Al0.1)2O4 ZLP when it should continue at 
least another 10eV.  Ni et al. [69] recently used the “2 Gaussian” model for a sample of 
zirconium metal alloy and found that it gave better results than the reflected tail mode.  The 
“2 Gaussian” model has also been plotted on Figure 5.12 and does not seem to fit as well as 
the reflected tail model.  Considering the reflected tail model is the better of the two 
models, it has been used throughout this work, even though the fit for Co(Fe0.9Al0.1)2O4 is 
not ideal.   
 
Another factor that would directly affect the t/λ values is the mean free path. Within the 
calculations for the mean free path, the average energy-loss term, Em, features in both the 
numerator and denominator of equation 3.25.  This parameter relies on the calculation of 
the average atomic number, Zeff.  Egerton [54] suggests using the following formula for 
calculation of Zeff for a compound: 
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    5.1 
where fi is the atomic fraction of each element of atomic number Zi.  The difference 
between this method and simply calculating ΣifiZi is more apparent in compounds with very 
light and very heavy elements [55], such as BaTiO3.  This is shown in Table 1.    
 
 
Table 1: Zeff calculated using two different methods: Zeff simple is calculated using  ΣifiZi  and Zeff 
Egerton uses equation 5.1.   The associated mean free paths for these two methods is also shown. 
 
The difference in the method of calculating Zeff actually makes little difference to the large 
change in thickness across the specimen and only changes the thickness values by 5%.  The 
simple calculation of Zeff was used throughout this project as the two methods only produce 
a difference of at most one atom in the absolute atomic volume calculations.   
 
The overall equation calculating Em may instead cause the effect of a huge change in 
thickness across the sample.  Equation 3.26 which calculates the Em values is accurate to 
within 20% [70] and this may be due in part to the physical state of the specimen such as 
the density or the orientation of the sample.  It is also important to note that an amorphous 
layer caused by FIB milling is likely to be on both sides of the specimen but Ni et al. [69] note 
that this is more relevant for the thinnest regions of the sample as the layer only contributes 
approximately 3nm for low-energy milling.  Lee et al. [71] analysed the mean free path for Si 
and SiO2 for several accelerating voltages.  They noted that at higher accelerating voltages, 
there was less agreement between experimental and calculated values using Malis’ 
equations (an error of 20% for SiO2 at 300kV) and this is due to two factors.  The first is that 
equation 3.26 uses a parametisation of 120kV and the second is that equation 3.26 was 
parametised using metals  and so there is a problem with the Z-dependence for other 
materials [71].  This has lead to a limited collection of data on the mean free paths of 
different materials [69].  Mitome et al. [72] suggest a mean free path of between 100 and 
   Zeff simple 
λ using Zeff simple 
(nm) 
 Zeff 
Egerton 
λ using Zeff Egerton 
(nm) 
BaTiO3 20.4 116.77 25.08 109.71 
Co(Fe0.9Al0.1)2O4  15.49 126.92 17.07 123.24 
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120nm at 300kV for SrTiO3  which has the same structure as BaTiO3 so we can assume that 
the mean free paths would be similar.  116nm seems to be a reasonable figure for BaTiO3.  
Harrison et al. [73] estimate a mean free path of 170nm for magnetite so it is likely that the 
calculation for thickness in the Co(Fe0.9Al0.1)2O4  region is flawed.   
 
Using the equations quoted in Chapter 3, the number of atoms per unit area and volume 
were calculated and are shown in figure 5.13. 
 
 
 
 
 
Figure 5.13:  Graph to show the change in number of Ti, Fe, Ba, Co and O atoms across the BaTiO3 / 
Co(Fe0.9Al0.1)2O4  interface in SI I using the Hartree-Slater inelastic partial cross-section 
 
Studying figure 5.13, it can be seen that at position A, Ti and Ba are close to their literature 
value of 15.5 atoms per nm3.  They both show a small degree of error and the Ba signal 
overlapped with the Co signal which made it more challenging to quantify.  This has resulted 
BaTiO3 Co(Fe0.9Al0.1)2O4   Interface 
BaTiO3: 
Measured values (atoms /nm
3
): 
Ba = 10.2 ± 0.6, Ti = 11.8 ± 1.2, O = 25.1 ± 1.6 
Stoichiometry: BaTi1.2O2.5 
Co(Fe0.9Al0.1)2O4  : 
Measured values (atoms /nm
3
): 
 Co = 4.8 ± 0.7, Fe = 13.3 ± 1.2, O = 27.1 ± 1.9 
 Stoichiometry: CoFe2.8AlxO5.6 
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in the Ba and Co atomic concentrations being reduced.  The Fe atomic concentration in 
figure 5.13 is also much lower than expected.  The O atomic concentration is almost half the 
literature values in both the BaTiO3 and Co(Fe0.9Al0.1)2O4 regions. 
 
The absolute concentrations of atoms were also calculated using the hydrogenic inelastic 
partial cross-section.  In the BaTiO3 region, Ti averaged at 15.0 ± 1.5 atoms per nm
3 and O 
averaged at 22.3 ± 1.4 atoms per nm3.   In the Co(Fe0.9Al0.1)2O4 region, the Co averaged at  
5.4 ± 0.8 atoms per nm3, Fe averaged at 15.6 ± 1.1 atoms per nm3 and O averaged at 24.4 ± 
1.7 atoms per nm3.  This shows that using both methods of calculating the inelastic partial 
cross-section result in lower than expected atomic concentrations, particularly for O, Co and 
Fe.   
 
Figure 5.13 also shows the stoichiometry for the two regions and illustrates that the region 
closest to A is almost stoichiometric (BaTiO3).   
 
5.2.2 Spectrum Image II 
Spectrum image II (SI II) is a 30 pixel line scan running from BaTiO3 to Co(Fe0.9Al0.1)2O4  at the 
top of the sample.  A STEM image is shown in Figure 5.14.   
 
Figure 5.14: DF Survey Image of SI II which runs from A to B 
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A 50.1eV window was used for background subtraction and integration of the edges. The 
area under the Ti edge is shown in figure 5.15 and has a shallower gradient than for SI I 
(Figure 5.9).  The steepest gradient extends from 5nm to 7nm from position A which 
suggests the interface is approximately 2nm in width.    
 
Figure 5.15:  Area under Ti edge across SI II 
 
The Hartree-Slater inelastic partial cross-sections are Ti 4.21x10-21cm2 with a minimum level 
of uncertainty of 20%, Fe 1.46x10-21cm2 with a minimum level of uncertainty of 14%, Ba 
3.20x10-21cm2 ± 10% and Co 1.15x10-21cm2 with a minimum level of uncertainty of 10%. The 
absolute volume of atoms were calculated and summarised in figure 5.16.  The number of 
oxygen atoms per unit volume was not calculated for this particular spectrum image.   
 
Interface 
BaTiO3 
Co(Fe0.9Al0.1)2O4   
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Figure 5.16: Graph to show the change in number of Ti, Fe, Ba and Co atoms across the BaTiO3 / 
Co(Fe0.9Al0.1)2O4  interface in SI II using the Hartree-Slater inelastic partial cross-section 
 
Figure 5.16 demonstrates the effect of specimen drift which is a major problem for 
experiments at high magnification.  The drift is easily detected from the DF STEM image 
after the EELS scan was acquired as shown in Figure 5.17.  This can be rectified by leaving 
the sample to settle whilst the electron beam is blanked, however small amounts of drift are 
expected at this resolution.  It is difficult to estimate how much the sample has moved in 
the time of the EELS scan as the sample has drifted in more than one direction but it is 
definitely more than 10nm which makes the data acquired meaningless. 
BaTiO3 Interface Co(Fe0.9Al0.1)2O4   
 
BaTiO3: 
Measured values (atoms /nm
3
): 
Ba = 5.1 ± 0.9, Ti = 6.6 ± 1.5 
 
Co(Fe0.9Al0.1)2O4:   
Measured values (atoms /nm
3
): 
 Co = 3.3 ± 0.8, Fe = 7.2 ± 2.1 
 
90 
 
 
Figure 5.17: a) Before and b) after SI II acquisition 
 
5.2.3 Spectrum Image III 
Spectrum image I has several issues associated with the Co(Fe0.9Al0.1)2O4  region of the 
specimen so further analysis of this region was carried out.  A 10 pixel spectrum image of 
the Co(Fe0.9Al0.1)2O4  region was acquired without using the FBS.  To fully quantify the data, 
the pixel positioned furthest from A in SI II was taken as the low-loss data.  The survey image 
of the spectrum image (SI III) is shown in figure 5.18. 
 
Figure 5.18: DF Survey Image of SI III which runs from A to B 
 
A background subtraction window and integration window of 50.1eV was used and the pixel 
29nm from position A in SI II was used for deconvolution.  The thickness of this pixel was 
a) 
A B 
b) 
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48nm which was used for calculating the absolute concentration of atoms.  The Hartree-
Slater inelastic partial cross-sections over a 50.1eV window were calculated to be        
1.14x10-21cm2 ±10 % for Fe, 1.14x10-21 ± 10% for Co and 8.80x10-22 ± 10% for O.  As the final 
results in Figure 5.19 show, Fe averages at 19 ± 1.2 atoms per nm3 Co averages at 4 ± 0.8 
atoms per nm3.  Using the hydrogenic cross-section this increases to 22 atoms for Fe and 4 
atoms for Co per nm3.   
 
Figure 5.19:  Graph to show the number of Fe, Co and O atoms in the Co(Fe0.9Al0.1)2O4   region in SI III 
using the Hartree-Slater inelastic partial cross-section 
The Fe, Co and O absolute concentrations are lower than the literature values.  It is likely 
that the Co(Fe0.9Al0.1)2O4   region of the sample is non-stoichiometric.  Additionally, errors 
with the calculation of the mean free path and inelastic cross-section will also cause a 
deviation of the measured values from the literature values.   
 5.2.4 Spectrum Images IV and V 
Spectrum images IV and V were collected without the use of the FBS over the same 
interface as spectrum image I (acquired using the FBS).  Thus, this experiment provides a 
direct comparison between the results acquired with and without the FBS.  The three 
spectrum images are shown in figure 5.20.  SI IV (core-loss data) was acquired before the 
beam was moved to a second region to collect SI V (low-loss data).   
 
Measured values (atoms/nm
3
): 
Fe = 18.8 ± 1.2, Co = 3.8 ± 0.8,  
O = 34.6 ± 2.0 
Stoichiometry: CoFe4.9AlxO9.1 
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Figure 5.20: DF Survey Image of SI I, II and IV which run from A to B 
 
 
The acquisition time for SI IV which is the core-loss spectrum is 10 seconds per pixel and the 
acquisition time for SI V which is the low-loss spectrum is 0.007 seconds per pixel.  
Callibration and realignment were carried out and a 50.1eV window for background 
subtraction was used.  Integration and cross-section measurements also used a 50.1eV 
window.  The Hartree-Slater inelastic partial cross-sections were calculated to be        
4.13x10-21cm2 for Ti with a minimum level of uncertainty of 23%, 1.45x10-21cm2 for Fe with a 
minimum level of uncertainty of 16%, 3.17x10-21cm2 for Ba, 1.14x10-21cm2  for Co with a 
minimum level of uncertainty of 12% and 8.68x10-22cm2 for O with a minimum level of 
uncertainty of 12%.  The area under the Ti edge (shown in figure 5.21) was used to estimate 
the interfacial region.  The steepest gradient starts at 6.5nm from A and finishes at 9nm 
from A and so the width of the measurement is approximately 2.5nm.   
 
SI I 
SI IV SI V 
A 
A 
B 
B 
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Figure 5.21:  Area under Ti edge across SI IV 
 
 
The number of Ti, Fe, Ba, Co and O atoms per nm3are shown in figure 5.22.  The Ba, Ti and 
Fe values are greater than for SI I (collected using the FBS) and therefore closer to the 
literature values.  It may be the case that there are in fact more atoms per nm3 in SI IV than 
SI I as the scans were acquired in different positions.  This may also explain the slightly 
larger interfacial region in SI IV compared to SI I.  
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Figure 5.22: Graph to show the change in number of Ti, Fe, Ba and Co atoms across the BaTiO3 / 
Co(Fe0.9Al0.1)2O4 interface in SI IV and V using the Hartree-Slater inelastic partial cross-section 
 
 
Comparing the stoichiometric ratios with the other spectrum images, shown in table 2, it 
can be seen that using the FBS gives ratios closer to the predicted stoichiometry but this 
would be more pronounced using a shorter low loss acquisition time. 
SI I (FBS) BaTi1.2O2.5 CoFe2.8AlxO5.6 
SI II (No FBS) / CoFe4.9AlxO9.1 
SI IV and V (No FBS) BaTi1.3O3.0 CoFe3.2AlxO6.8 
 
Table 2: Stoichiometric ratios for the measured spectrum images 
5.3 Discussion 
Quantitative analysis gave good results for Ti and Ba which are either identical to, or close to 
the predicted atomic concentrations.  The BaTiO3 region of the sample was calculated to be 
BaTiO3 Interface Co(Fe0.9Al0.1)2O4 
 
BaTiO3: 
Measured  values (atoms /nm
3
): 
Ba = 12.7 ± 1.6, Ti = 14.3 ± 1.5, O = 38.1 ± 4.8 
Stoichiometry: BaTi1.3O3..0 
Co(Fe0.9Al0.1)2O4: 
Measured  values (atoms /nm
3
): 
Co = 6.1 ± 1.3, Fe = 19.4 ± 1.8, O = 41.3 ± 3.8 
Stoichiometry: CoFe3.2AlxO6.8 
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stoichiometric.  The Co, Fe, and O results are less satisfactory indicating that the processing 
remains problematic.  These processing errors will now be assessed in more detail. 
 
The Co and Ba signals overlap and so it is difficult to calculate the area under the edges, 
particularly at the interface.  The Ba signal is the more intense of the two signals so it was 
quantified over the interface and the Co signal was only quantified in the bulk region.  The 
contributions of the Ba and Co signals can be separated using a multiple linear least squares 
(MLLS) fitting procedure which fits reference standards to each edge and calculates the 
amount of each element present.  It would be useful to use this procedure in future work. 
 
The Co(Fe0.9Al0.1)2O4 region of the spectrum was calculated to be over 15nm thicker than the 
BaTiO3 region across SI I and SI IV and V.  This was decided to be a systematic error related 
to the mean free path of the material.  The mean free path of the material was calculated 
using Malis’ equations which are not parametised for high accelerating voltages.  
Iakoubovskii et al. [74] suggest that the mean free path is proportional to the density of 
atoms, and can therefore be modelled using density scaling rather than effective number 
scaling.  They derived the following equation: 
 
  
 
  
      
      
   
         
         
         
         
 
  
 
  
   4.1  
 
where F is the same as in equation 3.24, θE = (5.5ρ
0.3)/(FE0) and θc = 20mrad.  This resulted 
in mean free paths of 151nm for BaTiO3 and 157nm for CoFe2O4, giving reduced averages of 
9 ± 0.6 Ti atoms per nm3 and 11 ± 0.7 Fe atoms per nm3.  These averages are less satisfactory 
than the values calculated using Malis’ equations and they illustrate how difficult it is to 
predict the mean free path.  The mean free path for BaTiO3 calculated using Malis’ 
equations (116nm) is a reasonable figure [72] and suggests that the thickness in this region 
of the specimen is reliable.  
 
Due to the mean free path being inversely proportional to the cross-section, there may also 
be errors found in the Co(Fe0.9Al0.1)2O4  individual inelastic partial cross-sections.  The O 
Hartree-Slater inelastic partial cross-section averages at 8.71x10-22cm3, Co averages at 
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1.15x10-21cm3 and Fe averages at 1.45x10-21cm3.  A contributing factor to the error 
associated the inelastic cross-section is the background subtraction.  Harkins et al. [75] have 
previously quantified EELS data for Pb(Zr0.3Ti0.7)O3 and noticed a difficulty with background 
subtraction of the O edge in the presence of Ti.  A narrow background window of 20eV is 
strongly influenced by the Ti fine structure [75], present 30 to 40eV above the edge onset 
[11].  A 60eV background subtraction window gives  consistent results [75] and should be 
used in future work.  Bach et al. [76] also notes that the O K edge shows drastically different 
near edge structures for oxides and perhaps the Hartree-Slater model, which uses standards 
to model the spectra [63], does not have a approximation suitable for the O K edge in 
BaTiO3 or Co(Fe0.9Al0.1)2O4.  Hofer [77] notes that the Hartree-Slater model should be used 
to calculate the L2,3 cross-sections for Co and Fe. However the same background error occurs 
with the Co edge which lies within 60eV of the Fe edge onset. To illustrate the degree of 
error, in SI I the minimum level of uncertainty for Co and O was estimated to be 11%.  In 
contrast, the minimum level of uncertainty for Fe was 8% and Ti was 5%.  The Hartree-Slater 
model is therefore more reliable for Fe and Ti.  The Ba inelastic partial cross-section could 
only be modelled by the Hartree-Slater cross-section due to its high atomic number.   
 
This experiment was not carried out at the spatial resolution required to enable full analysis 
of the interfacial region.  However, a crude analysis of the width of the interfaces was 
carried out by studying the Ti edge.  This edge was assumed to be the most reliable because 
the only background present is from the plasmon tail.  The steepest gradient of a graph of 
the area under the edge versus the distance from A was used to estimate the width of the 
interface.  The interfacial region is a convolution of the physical interface and the 
compositional interface.  The physical interface is strongly influenced by the sample 
preparation.  Ideally, a sharp physical interface is required to study inter-diffusion.  The 
compositional interface is dependent on atomic diffusion which is an exponential process.  
Figure 5.11 shows a change in the thickness over the interface with a steep gradient over a 
smaller region than in figure 5.9 which plots the area under the Ti edge.  The steep gradient 
in figure 5.11 extends from 5nm to 6.5nm from A.  This suggests a physical interface of 
1.5nm.  However, it would be possible to refine the width of the physical interface by 
collecting more data points.  There are presently only between 3 and 6 points across the 
interface.  Overall, the interfacial region (physical and compositional) was estimated to 
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range from 2 to 2.5nm across the interface studied in SI I and SI IV and V and so does not 
exhibit any long range diffusion.  A plot of the Ti and Fe signals across the interfacial region 
in SI I with the trend equation is shown in figure 5.23. 
 
Figure 5.23: Number of Ti and Fe atoms across SI I interfacial region 
 
Qualitative analysis of figure 5.23 shows that the gradients of Ti and Fe across the interface 
are similar suggesting similar diffusion coefficients.  It would be interesting to study the 
interface from the Co(Fe0.9Al0.1)2O4  region to the BaTiO3 region because from figure 5.1, it 
seems that this interface is more diffuse.  If the atomic concentrations across the interface 
demonstrate a shallower gradient that in figure 5.23, it would suggest more inter-diffusion 
across the boundary or a slanting physical interface.   
 
The spatial resolution was approximated at 1nm per pixel due to the effects of beam 
broadening, the probe size, the pixel size and the sub-pixel scanning.  The effect of 
delocalisation of the inelastic scattering decreases this resolution further but because all the 
edges are located within 300-1000eV, the decrease in resolution is between 0.1 and 0.2nm 
[67].  The decrease in resolution is shown on figures 5.13, 5.16, 5.19 and 5.22 as a horizontal 
error bar measuring 0.5nm on each side of the data point.   
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5.4 Conclusions 
Full quantification has been demonstrated on several spectrum images on a sample of 
BaTiO3 / Co(Fe0.9Al0.1)2O4.  Quantification of the BaTiO3 proved that this region of the 
specimen was stoichiometric and the measured Ba and Ti atomic concentrations were close 
to the literature values.  Quantification of the Co(Fe0.9Al0.1)2O4 region of the specimen was 
more challenging due to errors in the mean free path, thickness and inelastic partial cross-
sections.  A higher spatial resolution and more data points are required to fully interrogate 
the interface.   
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6. OVERALL CONCLUSIONS AND FUTURE WORK 
The Al / Al2O3 experiment proved that it is possible to acquire a full data-set on a 300kV 
Titan STEM with a FBS.  The FBS enabled the low and core-loss spectra to be acquired 
almost simultaneously under identical optical conditions.  This allows accurate calibration, 
alignment and deconvolution to be carried out.  Quantification of the Al L2,3 edge using the 
Hartree-Slater inelastic partial cross-section was found to give atomic concentrations similar 
to the literature values. 
 
Following the Al / Al2O3 experiment, a BaTiO3 / Co(Fe0.9Al0.1)2O4 sample was tested to see 
whether the same quantification procedure would work on a more complex sample.  
Measured atomic concentrations of Ti and Ba were similar to literature values, and it was 
concluded that the BaTiO3 region of the sample was stoichiometric.  The Co(Fe0.9Al0.1)2O4 
was prone to more errors relating to the thickness, mean free path and inelastic partial 
cross-sections but some of these errors, such as overlapping edges and small background 
subtraction windows, can be rectified.   
 
The main difficulty when quantifying EELS data is the calculation of the mean free path and 
cross-section.  Malis’ equation [55] for calculating the mean free path depends on the 
incident energy, the collection semi-angle and the effective atomic number of the sample.  
The equation is rather outdated as it was parametised for a 120kV incident energy electron 
microscope.  A more recent equation developed by Iakoubovskii  et al. [74] relates the mean 
free path to the density of the sample, rather than the effective atomic number.  This 
approximation gives mean free paths which are greater than using Malis’ equations 
resulting in atomic concentrations which are much lower than the theoretical values.  This 
research demonstrates how poorly understood mean free paths are and how difficult they 
are to predict.  This has a direct impact on the thickness measurements which in turn 
influences the absolute atomic concentrations.  Cross-sections are also challenging to 
predict accurately and are necessary to convert edge intensities into elemental 
concentrations. The simplest model, the hydrogenic model, is based on the hydrogen atom 
and provides an exact solution to the Schrödinger equation.  It is accurate for K edges.  A 
more complex model, the Hartree-Slater model, provides an iterative solution to the 
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Schrödinger equation for K, L and M edges but cannot provide an exact treatment of 
electron exchange.  Both models are dependent on the collection semi-angle, the incident 
energy and the integration window.  The partial inelastic cross-section must therefore be 
measured over a large enough integration window (>50eV) to redistribute the fine structure 
and the background prior to the edge of interest must be subtracted with a large energy 
window (>50eV) to fit Maher’s power-law.  In reality, it may only be possible to have a small 
integration and background fitting window when the material of interest has several edges 
within a confined energy-loss range.   
 
Full quantification has been shown on two interfacial samples.  Both samples show no long 
range inter-diffusion but determining the amount of short range diffusion is problematic.  
The experiments were not carried out at high enough spatial resolution and there were not 
enough data points across the interfacial region.  This means that we cannot definitively say 
how physically sharp the interface is, though for the BaTiO3 / Co(Fe0.9Al0.1)2O4 sample a 
distance of 1.5nm has been suggested.   A sloping 1.5nm interface would influence the 
shape of the atomic concentration graph making it difficult to distinguish how much of the 
gradient is attributable to the physical profile and how much is attributable to the atomic 
inter-diffusion. 
 
The ultimate goal of this research is to find out whether it is possible to count atoms in 
individual atomic columns.  There is little that can definitively be said about this as the 
experiments were not carried out at high enough spatial resolution.  The factors that 
influence the spatial resolution are the probe size, pixel size, broadening of the electron 
beam and sub-pixel scanning.  Delocalisation of the inelastic scattering also reduces the 
spatial resolution, particularly for energy-loss edges below 300eV and above 1000eV.  These 
experiments have shown spatial resolutions of approximately 0.6nm and 1nm on an 
aberration corrected STEM.  To count atoms would require a spatial resolution of 0.1nm.  At 
present, even with the smallest probe size, thinnest sample and best aberration corrected 
electron microscope, environmental and mechanical instabilities would make it impossible 
to position the probe on an individual atomic column.   
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Possible future work could involve counting atoms in a two-by-two square of four atomic 
columns in an ultra thin (<20nm) elemental light specimen, of known thickness, with an 
energy-loss edge located between 300 and 1000eV using a probe size of approximately 
0.1nm.  As the quantification of Ti in the BaTiO3 / Co(Fe0.9Al0.1)2O4  sample proved successful, 
it would be beneficial to experiment with a Ti sample where the Hartree-Slater inelastic 
partial cross-section is already known.   Further analysis into the calculation of the cross-
sections and mean free paths is required to enable more accurate quantification of 
spectrum images acquired over complex materials at high accelerating voltages.   
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