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Abstract
In this note we consider a two-dimensional difference equation, that arises in models of storage allocation. We us a discrete
version of the classic method of separation of variables, and obtain an explicit form of the solution, as either a contour integral or
an infinite series.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
We consider the following model of storage allocation. Near a restaurant there are m primary parking spaces (or
servers) and an infinite number of secondary spaces (perhaps further away). The spaces are numbered and customers
arrive according to a Poisson process of rate λ. A customer takes the lowest numbered space (server). If possible this is
one of the primary spaces that are numbered {1, 2, . . . ,m}. The time that any customer spends parked is exponentially
distributed with mean 1/µ. We are interested in computing the joint steady state probability distribution of finding k
(of the m) primary spaces and r secondary spaces occupied.
This model has been used in many situations, including dynamic storage allocation and the fragmentation of
computer memory. In the context of queueing theory it is referred to as an M/M/∞ queue with ranked servers.
It has been studied by many authors, including Kosten [4], Coffman et al. [2], Newell [5] and Aldous [1]. In fact [5]
is an entire monograph devoted to this particular model. In [2] the joint steady state distribution is analyzed using
generating functions and analyticity arguments. However the form of the solution is complicated and difficult to
interpret qualitatively, or evaluate numerically. In [5,1] probabilistic arguments are used to study various limiting
cases (typically as ρ = λ/µ→∞). A more complete asymptotic analysis is given in [3].
The purpose of this note is to give a simple direct solution for the joint steady state distribution. We use the
classic method of separation of variables, applied to the basic difference equation(s). We thus obtain the solution in a
compact form, as either an integral or an infinite sum, which are useful for asymptotic and numerical computations.
The analysis avoids generating functions entirely.
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2. Analysis
We let N1(t) (resp., N2(t)) be the number of occupied primary (resp., secondary) servers at time t . The steady state
distribution will be denoted by
P(k, r) = lim
t→∞Prob[N1(t) = k, N2(t) = r ]. (2.1)
Let λ be the Poisson arrival rate and µ the service rate, with ρ = λ/µ. The probabilities in (2.1) satisfy the difference
equation
(ρ + k + r)P(k, r) = ρP(k − 1, r)+ (k + 1)P(k + 1, r)+ (r + 1)P(k, r + 1). (2.2)
This holds for 0 6 k < m and r > 0, if we define P(−1, r) ≡ 0. At k = m we have the boundary condition
(ρ + m + r)P(m, r) = ρP(m − 1, r)+ ρP(m, r − 1)+ (r + 1)P(m, r + 1). (2.3)
This holds for r > 0 if we define P(m,−1) ≡ 0. The normalization condition is
∞∑
r=0
m∑
k=0
P(k, r) = 1. (2.4)
To solve (2.2)–(2.4) we first set
P(k, r) = ρ
k
k!r !Q(k, r) (2.5)
to get
(ρ + k + r)Q(k, r) = kQ(k − 1, r)+ ρQ(k + 1, r)+ Q(k, r + 1). (2.6)
We solve (2.6) by separation of variables, seeking solutions of the form Q(k, r) = A(r)B(k). Then dividing (2.6) by
Q and rearranging terms we get
ρ
B(k + 1)
B(k)
+ k B(k − 1)
B(k)
− ρ − k = r − A(r + 1)
A(r)
. (2.7)
We have a function of k equal to a function of r so that both must be constant, which is called the “separation
parameter” that we shall denote by −z. Then A(r + 1) = (r + z)A(r) so that, up to a constant,
A(r) = 0(r + z) = A(r; z) (2.8)
where 0 is the Gamma function. From (2.7) we also have ρB(k+1)+kB(k−1) = (ρ+k− z)B(k). Setting B(0) = 1
for convenience and requiring that B(−1) be finite (then P(−1, r) = 0 by (2.5)), we then have B(1) = 1 − z/ρ,
B(2) = 1− 2z/ρ + z(z − 1)/ρ2, and in general B(k) is the following polynomial in z of degree k:
B(k) = B(k; z) = 1−
(
k
1
)
z
ρ
+
(
k
2
)
z(z − 1)
ρ2
+ · · ·
=
k∑
L=0
(
k
L
)
ρ−L 0(L − z)
0(−z) ≡ Gk(z). (2.9)
From (2.9) we can easily establish the recurrence relations
Gk(z) = Gk−1(z)− z
ρ
Gk−1(z − 1), (2.10)
Gk(z − 1) = Gk(z)+ k
ρ
Gk−1(z − 1). (2.11)
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We have thus obtained a one parameter family of separable solutions to (2.6) in the form 0(z+ r)Gk(z). Allowing
z to be complex we use linear superposition to seek a solution of (2.6) in the form
Q(k, r) = 1
2pi i
∫
C
0(z + r)Gk(z)H(z)dz, (2.12)
where C is a contour in the complex z-plane that will be chosen later, and the “weight” function H(z) will be
determined by the boundary condition along k = m.
If we require (2.2) to hold also at k = m, thus defining P(m + 1, r), then (2.3) may be replaced by the “artificial”
boundary condition (m + 1)P(m + 1, r) = ρP(m, r − 1). In terms of Q this becomes
Q(m + 1, r) = r Q(m, r − 1). (2.13)
Using (2.13) in (2.12) yields∫
C
0(z + r)Gm+1(z)H(z)dz =
∫
C
r0(z + r − 1)Gm(z)H(z)dz. (2.14)
We write r = (r + z − 1)+ (1− z) in the right side of (2.14) to get∫
C
0(z + r)Gm(z)H(z)dz −
∫
C−1
z0(z + r)Gm(z + 1)H(z + 1)dz (2.15)
where in the second integral we shifted the contour by one unit to the left. Assume now that the integrand
0(z + r)Gm(z + 1)H(z + 1) is analytic in the “strip” between C and C − 1, so we can replace the integration
contour by C in the second integral in (2.15). Then comparing (2.15) to the left side of (2.14) we conclude that
[Gm+1(z)− Gm(z)]H(z) = −zGm(z + 1)H(z + 1). (2.16)
We use (2.10) with k = m + 1, with which the functional equation for H in (2.16) becomes
H(z + 1)
H(z)
= 1
ρ
Gm(z − 1)
Gm(z + 1) . (2.17)
The most general solution to (2.17) is
H(z) = H0(z)ρ
−zhm
Gm(z)Gm(z − 1)
where H0(z + 1) = H0(z) and hm is a constant. We thus have H0(z) a periodic function of period one in the real
direction. We choose H0(z) = 1 and discuss this choice later. We have thus shown that
P(k, r) = ρ
k
k!r !hm
1
2pi i
∫
C
ρ−z0(z + r)Gk(z)
Gm(z)Gm(z − 1) dz (2.18)
is a solution, provided that the integral over C converges, and that the shift from C − 1 to C in (2.15) is permissible.
Now there are no roots of the polynomial Gk(z) for z real and<0, and we can show that Gk(z)/[Gm(z)Gm(z−1)]
is analytic in the left half-plane. Also, 0(z + r) decays exponentially for z → ±i∞. Hence a convenient choice of C
is the imaginary axis. But, since if r = 0 there is a simple pole at z = 0 due to 0(z), we indent the contour slightly
to the right about the origin, calling the indented contour C+. On C+, z goes from −i∞ to −iε, then from −iε to +iε
along the semicircle z = εeiθ , −pi/2 < θ < pi/2, and finally from +iε to +i∞. Here ε > 0 is sufficiently small so
that z = ε lies to the left of any zero of Gm(z). With this choice of C the shift in (2.15) is possible.
Finally we determine hm by normalization. We shift C+ to C−, where C− is a vertical contour in the strip
−1 < R(z) < 0. We thus have
P(k, r) = hm
[
δ(0, r)ρk
Gm(−1)k! +
ρk
k!r !
1
2pi i
∫
C−
ρ−z0(z + r)Gk(z)
Gm(z)Gm(z − 1) dz
]
. (2.19)
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Here δ(0, r) = 1 if r = 0 and δ(0, r) = 0 if r > 1. In the strip −1 < R(z) < 0 we have
∞∑
r=0
0(z + r)
r ! = 0 (2.20)
so that summing (2.19) from r = 0 to r = ∞ yields
∞∑
r=0
P(k, r) = hm ρ
k
k!
1
Gm(−1) . (2.21)
But, from (2.9) we get
Gm(−1) =
m∑
L=0
m!ρ−L/(m − L)! = m!ρ−m
m∑
L=0
ρL/L!.
Thus summing (2.21) from k = 0 to k = m and invoking the normalization (2.4) we conclude that
hm = m!ρ−m . (2.22)
This completes the analysis, and we have thus obtained two representations for P(k, r), in (2.18) and (2.19), with C+
in (2.18).
The value of the integral in (2.18) is determined by the singularities in the left half-plane, and these occur at
z = −r − q for q = 0, 1, 2 . . . . By closing the integration contour and using (2.22) we obtain a third representation,
namely
P(k, r) = ρ
k−mm!
k!r !
∞∑
l=0
(−1)l
l!
F(l + r − 1, k)ρl+r
F(l + r − 1,m)F(l + r,m) , (2.23)
where F(N , k) = Gk(−N − 1). It is shown in [3] that the form (2.23) can also be obtained, after much analysis, by
inverting the double generating function (i.e., G(t, s) =∑∞r=0∑mk=0 P(k, r)tksr ) that is given in [2].
Our analysis made the choice H0(z) = 1. But, in view of the fact that the poles in the left half-plane in (2.18) are
all spaced one unit apart, and that any choice of H0 must have H0(z + 1) = H0(z), an alternate selection would lead
to exactly the same sum as in (2.23).
To summarize, we have used a discrete version of the well known technique of separation of variables to obtain
a contour integral representation of P(k, r). This form is useful for asymptotic analysis, much more so than (2.23)
which involves an alternating sum. We expect that the method should also be useful on other problems of this type, as
long as the basic difference equation (e.g., (2.2)) is separable in some coordinate system.
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