Use of conventional scattering solvers for the problem of sound diffraction in the presence of a mean flow requires the use of variable transformations that reduce the wave equation to its canonical form. This enables the assessment of the mean-flow impact on the radiation of the isolated source as well as its diffraction by an object. Applications include the shielding of propulsion noise sources by the airframe. The focus of this study is the diffraction of a wavepacket noise source, simulating jet noise, from a surface having the general shape of the hybrid-wing-body (HWB) airplane. In addition, the canonical problem of monopole diffraction by a sphere is addressed. In both instances the potential solution for the mean flow is used in the transformations, and the boundary element method is used to compute the scattered fields. The study addresses the effect of the mean flow on the incident and total pressure fields and conducts a systematic assessment of the errors introduced by the transformations. The general trend is a compaction of the downstream influence of the noise source, leading to better shielding for the HWB problem. The overall error tends to be less than 5% for flight Mach number not exceeding 0.2. 
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I. Introduction
The acoustics of airframe-propulsion integration are gaining attention as aircraft design is increasingly being driven by low-noise considerations. Accurate and efficient prediction tools that can provide design guidance for conventional and advanced aircraft are sought out. An example low-noise configuration is the hybrid-wing-body (HWB) airplane where the engines are mounted on top of the airframe. The airframe can thus be used to "shield" the power-plant noise emitted towards communities. The prediction approach requires efficient computational methods in conjunction with practical but realistic formulations of the noise sources. The sources are generally very complex and defy a prediction approach from first principles. Approximate, physical models are needed that capture the salient features of the noise sources without imposing excessive computational demands.
Scattering prediction tools include the boundary element method (BEM) and the method of equivalent sources, the latter implemented in the Fast Scattering Code (FSC).
1 These methods solve the canonical wave equation in the time domain or the canonical Helmholtz equation in the frequency domain. Thus they are limited to acoustic propagation in a homogeneous medium at rest. While this is useful for many applications, aircraft are inherently in motion and predictions of scattering with forward flight effects are critical. Formulations that solve directly the acoustic field, and its scattering, in a moving medium involve the solution of the linearized Euler or Navier-Stokes equations.
2 This is a very complex and computationally demanding approach that lacks the elegance and robustness of the BEM or FSC methods. A prediction tool based on the linearized Euler or Navier-Stokes equations is not on the horizon for the foreseeable future.
An alternative approach is to utilize transformations of the linearized equations that reduce them to the canonical wave equation. The traditional scattering methods would then be used in the transformed domain. Such transformation methods exist for uniform subsonic mean flow and for low-Mach number potential mean flow. In this report we examine the diffraction of sound in a potential flow field; a companion paper addresses noise sources and their diffraction with uniform flow.
3 The emphasis here is on the wavepacket noise source, which simulates jet noise emission, and its diffraction by a HWB-shaped boundary. It follows past work that predicted jet noise diffraction using a wavepacket model at static conditions. 4 We present the methodology for the transformation, treatment of the wavepacket source, computation of the potential mean flow, evaluation of errors inherent in the approximations, and sample results on the effect of mean flow on the diffraction. In addition, results from the benchmark problem of monopole diffraction by a sphere are presented. Even though the theoretical background of the governing equations and their transformation has been covered in past publications 5, 6 we present a concise review of the analysis for completeness.
II. Theoretical Background
We develop the relations for the propagation of sound in an irrotational, homentropic, subsonic medium. The problem setup is illustrated in Fig. 1 . The sound source could be external or the body itself (e.g., an aircraft surface that vibrates). The total velocity of the medium (mean plus acoustic) is expressed in terms of a velocity potential Φ,
and thus satisfies automatically the irrotationality condition. In the development that follows D/Dt is the material derivative based on the total flow velocity and D/Dt is the material derivative based on the mean (steady) velocity component. Figure 1 . Acoustic propagation in a subsonic potential flow.
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A. Governing Equations
The flow field being irrotational and homentropic, we invoke the unsteady Bernoulli equation
where the relation p/ρ = a 2 /(γ − 1) was used, with a 0 the total (reservoir) speed of sound. Applying the isentropic relation ρ ∼ a 2/(γ−1) to the continuity equation Dρ/Dt = −ρ∇ · u we obtain
The above two equations are combined by taking the total derivative of Eq. 2 and inserting the result of Eq. 3:
The system of Eqs. 4 and 5 is exact for potential flow. Next we seek approximations for the acoustic field.
B. Decomposition
The flow field is decomposed into a mean potential part and an acoustic fluctuation according to
where φ is the acoustic velocity potential. The same decomposition is applied to the square of the speed of sound:
Substituting in Eq. 4,
The mean component of Eq. 8 is the mechanical energy equation
Subtracting it from Eq. 8 and neglecting second-and higher-order terms,
The fluctuating speed of sound squared is readily obtained from Eq. 5:
while the mean value of the speed of sound squared is obtained by the mean terms of Eq. 5:
Using these relations we arrive at the expression
with
The system of Eqs. 13-14 was first derived by Vaidya. 5 The term E represents "sources" that stem from mean flow gradients (first three terms) and the difference between ambient and local speed of sound squared (last term). We treat E as an error term and and evaluate its magnitude after solving the homogeneous version of Eq. 13. As a preliminary step, an order-of-magnitude assessment of the error term is offered in Section II.D.
Once the velocity potential is known, the acoustic pressure is obtained from the linearized momentum equation
The mixed-derivative term on the left hand side of Eq. 13 can be eliminated via the time transformation introduced by Taylor:
where Φ denotes the velocity potential for the mean flow:
We proceed with the derivative transformations, noting that x and t are no longer independent.
Substituting in Eq. 13,
The second term inside the parenthesis is of order M 2 and can be absorbed into the error term such that
The redefined error, E , is written here in the original domain. Equation 20 is the inhomegeneous wave equation in the new time coordinate T . Taylor's transformation was used by Astley and Bain 6 towards the development of boundary-element methods acoustics in moving media. However, the step of including the term u · u/a 2 ∞ (Eq. 19) in the error was not performed. It will be shown that this is a very significant contributor to the error of the cases investigated here. We also note recent work by Wolf and Lele 8 on BEM simulations in a potential flow, using point sources, that utilized Taylor's transformation.
D. Order-of-Magnitude Evaluation of Error Term
We follow an approach similar to Astley and Bain's 
Terms E 4 and E 5 vanish as M 2 ∞ → 0, consistent with the framework of this theory. Terms E 1 , E 2 and E 3 are small compared to the left hand side of Eq. 20 if M 2 ∞ L A /L M → 0. Therefore, these error terms may become appreciable, even as M
Thus the approach may fail if the mean-flow scale is much smaller than the acoustic wavelength.
E. Harmonic Fields

Governing Equation
We now consider the harmonic time dependence e −iωt . On applying the substitution
the transformation of Eq. 16 yields
Applying to Eq. 20, it is evident that the transformed variable
satisfies the inhomogeneous Helholtz equation
Thus, in the frequency domain, the transformation applies only to the dependent variable. There are no coordinate or frequency transformations. Consequently, there is no transformation of the boundary condition on the surface as long as the surface is rigid, i.e., u · n = 0, where n is the unit normal on the surface. The following sections develop solutions for the homogeneous version of Eq. 24. Once the homogeneous solution is obtained, an error assessment is conducted by computing E in the frequency domain.
F. Boundary Element Method
Boundary integral equations 9 are central to solving acoustic scattering and radiation problems (Fig. 2) . We discuss BIEs for the canonical wave equation as they the form the basis for scattering solvers. Flow effects can be introduced by applying the BIEs in the transformed domain. The BIE has exactly the same form for all acoustic scalar variables, although the surface boundary conditions may be different for each variable. The BIE for the acoustic potential is
G is the Green's function; c(x) takes the values 1 in the exterior, 1/2 on the surface (assuming the surface is smooth), and 0 in the interior of the body; and subscript i denotes the incident field. The normal acoustic velocity on the surface is
For a rigid body, u n = 0. This study used a fast-multipole version of the boundary element method called FastBEM (Advanced CAE Research, LLC. See also Ref. 10) . The size of the mesh elements that defined the scattering bodies was λ/8, where λ is the acoustic wavelength. The BEM solves the acoustic potential in the transformed domain. To obtain the acoustic pressure in the original domain with forward flight, the gradient of the acoustic potential must be known (Eq. 15). Additionally, to evaluate the error field, the bigradient (gradient of the gradient) and the Laplacian of the acoustic potential in the original domain must also be known. Two different sets of gradient evaluation schemes were used depending on whether the point of interest was a field point or a point on the body. Both sets of evaluation schemes required that additional field points surround the point of interest: six points for gradient and 18 for the bigradient. The gradient, bigradient, and Laplacian evaluation schemes at field points were based on second-order central differencing. For points on the body, these quantities were evaluated using forward differencing based on a localized axis centered on the mesh elements. The local axis was rotated such that all the additional field points lay outside the body and within the acoustic domain.
To demonstrate the accuracy of the BEM method, we treat the problem of monopole diffraction by a sphere (Fig. 6 ) and compare the computational prediction of the total (incident plus scattered) pressure field with the analytical solution of Morris.
11 Figure 3 plots the polar distribution of the magnitude of the total pressure at a radius r = 3r 0 centered at the sphere, for non-dimensional wavenumbers kr 0 =5, 20, and 50. The match between BEM prediction and analytical solution is perfect at kr 0 =5 and 20, and very good at kr = 50. This indicates that the BEM method, and the grid resolution selected for the scattering surface, perform satisfactorily for the predictions that follow. 
III. Source Fields
We discuss the treatment of two types of sources used in the scattering problems of this study: the monopole and the wavepacket. The former is used for the canonical problem of sound diffraction by a sphere; the latter simulates the jet noise source and will be integrated with an aerodynamic surface.
A. Monopole
In the transformed domain, the monopole is a volume source/sink visualized as a uniformly-pulsating sphere with radius much smaller than the acoustic wavelength creating a disturbance in a still medium. Considering a harmonic monopole centered at x s , the acoustic potential is
Once the scattered and total fields are computed in the transformed domain, the respective fields in the original domain are obtained by applying the inverse of the transformation of Eq. 23. The procedure is illustrated in Fig. 4 .
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B. Wavepacket
At its most general interpretation, the wavepacket model is an application of Kirchhoff's integral theorem: 12 an acoustic field is prescribed on a surface, then it is propagated away from the surface using the wave propagator. Here the surface is a cylinder of radius r = r 0 . In the physical domain, the prescribed disturbance has the form
where ψ is the azimuthal angle, and n is the helical mode. In the transformed domain, using Eq. 23, the imposed disturbance becomes
The solution in the transformed domain is obtained by solving the canonical wave equation in polar coordinates:
where
Here k = ω/a ∞ is the acoustic wavenumber; () denotes the spatial Fourier transform; k x is the axial wavenumber; k r is the radial wavenumber; and H
n is the Hankel function of the first kind of order n. The solution is radiating for |k x | ≤ k, for which k r is real; and decaying for |k x | ≥ k, for which k r is imaginary.
The spatial Fourier transform of φ 0 in Eq. 30 is tedious because it involves the velocity potential of the mean flow. However, if we make the assumption that, near r = r 0 , the mean flow is uniform with velocity u = U 0 i, the mean velocity potential reduces to Φ = U 0 x and the transformed acoustic potential simplifies to φ 0 (x) = φ 0 (x)e ikM0 x e inψ with M 0 = U 0 /a ∞ . Further, for a problem where the wavepacket is placed near a streamlined body, it is reasonable to approximate M 0 ≈ M ∞ . Then we readily obtain
This is the wavepacket incident field in the transformed domain. Once the scattered and total fields are computed, their respective fields in the original domain are obtained by reversing the transformation of Eq. 23. The process is illustrated in Fig. 5 .
Solid boundary Figure 5 . Transformation of the wavepacket field and its diffraction.
In this study the disturbance imposed on r = r 0 has the form
Here x is a local axial coordinate that is related to the x-coordinate via x = x − x max , where x max is the location of the peak amplitude of the radiating component of the wavepacket pressure. Equation 33, in combination with the e −iωt harmonic factor describes an amplifying-decaying wave traveling with convective velocity U c = ω/α. The amplification is controlled by the width b 1 and power p 1 , while the decay is controlled by the width b 2 and power p 2 . Considering a given jet flow, the parameters α, b 1 , b 2 , p 1 and p 2 are determined by matching the directivity of the far-field sound intensity, at a given frequency, using the procedures in Ref.
4.
The wavepacket model of this study captures the far-field directivity of a separate-flow, bypass ratio 10 nozzle tested in our laboratory.
14 The jet diameter was D j = 0.0312 m and the jet characteristic velocity was U j = 279 m/s. Table 1 lists the wavepacket parameters. The Strouhal number is defined as Sr = f D j /U j . 
IV. Flow Fields
We study the effects of mean flow on the acoustics of two problems: the diffraction of monopole emission by a sphere, shown in Fig. 6 ; and the diffraction of wavepacket emission by an HWB-shaped boundary, shown in Fig. 7 . In both instances the freestream is uniform with Mach number M ∞ . For the monopole and sphere problem, the monopole is situated two radii downstream of the center of the sphere. The coordinate system in this problem is centered with the sphere. For the wavepacket and HWB problem, the surface shape is patterned after the N2AEXTE HWB 4 without vertical fins and with a symmetrical cross-section, with thickness-to-chord ratio of 12% on the symmetry plane. The wing is placed at zero angle of attack. The wavepacket is on the symmetry plane and the coordinate system is centered with the wavepacket, the origin x = 0 signifying the peak of the radiating pressure on the wavepacket surface (see Eq. 33). The wing trailing edge is located at x/s = 0.111, y/s=0.062, where s is the wing span. The wavepacket cylinder diameter is D j /s = 0.043.
For both the sphere and HWB bodies the flow field is obtained by the solution to Laplace's equation ∇ 2 Φ = 0 subject to the boundary condition on the body. In other words, the flow solution is inherently incompressible although we allow the freestream Mach number M ∞ to take a finite value. For a given subsonic M ∞ , the departure from the exact solution is expected to be worse for the sphere than for the HWB because the latter is a streamlined body. This departure is not included in the present error assessment. The flow field around the sphere was obtained using the analytical incompressible potential-flow solution. The mean flow around the HWB surface was computed using the potentialFoam solver of the OpenFOAM computational fluid dynamics package. The potentialFoam solver is an incompressible potential flow solver wherein the discretized linear system of equations is solved iteratively to a convergence tolerance of 10 −6 using a preconditioned conjugate gradient method. The diagonal incomplete-Cholesky preconditioner for symmetric matrices was used. The computational domain had dimensions 20s, 10s, and 20s in the x, y, and z directions, respectively, and was centered at the trailing edge on the symmetry plane. The domain was discretized into an unstructured field mesh composed of 357128 tetrahedral volume cells using the NETGEN algorithm. The grid resolution was 0.015s on the surface and gradually increased to 0.5s at the boundaries of the domain. At the inlet of the domain the velocity was prescribed at u = (1, 0, 0) and at the outlet the pressure was fixed atp − p a = 0, where p a is the ambient pressure. The boundary conditions on the surface was u · n=0. Symmetry conditions were applied across the xy and xz planes. Once the flow field was computed, the values of mean velocity, mean velocity gradient, and gradient of the squared mean velocity magnitude were interpolated onto the desired field points.
The incompressible nature of the mean-flow solution means that ∇ · u = 0, thus the third error term in Eq. 22 is theoretically equal to zero. However, to account for the finite speed of sound of the pseudocompressible flow solution employed here, the divergence of the mean velocity field was computed from Eq. 9. This is expected to give a more realistic estimate of the E 3 error term. Nevertheless, this term is very small as will be shown in the results of Section VI.
V. Mach Number Effect on Total Pressure Field
We discuss the effect of the flight Mach number M ∞ on the diffraction of sound for the two problems defined Section IV. The total pressure field is the complex addition of the incident and scattered pressure fields, p t = p i + p s . 
A. Monopole and Sphere
B. Wavepacket and HWB Surface
We first examine the effect of freestream Mach number on the wavepacket incident pressure field. Figure  10 presents polar plots of the magnitude of the incident pressure, |p i |, for Mach numbers M ∞ =0, 0.1, 0.2, 0.4, and 0.6, and Strouhal numbers Sr =0.2, 0.5, and 1.26. The pressure is evaluated on the circle r = 2.5s centered at the wavepacket origin. At low frequency the wavepacket is beaming radiation downstream. With increasing frequency, the polar angle of peak emission increases from the downstream axis. We note a trend of weakening of the source with increasing Mach number across all the Strouhal numbers. The decrease in the relative Mach number of the wavepacket instability, manifested in the argument k x − kM 0 of the source term in Eq. 32, results in a reduction in the radiated energy. Reference 3 elaborates more on this phenomenon. We now turn our attention to the total pressure field, plotted in Fig. 11 for the same conditions as in Fig. 10 . The skewed distributions indicate attenuation in the downward direction (due to shielding from the HWB surface) and amplification in the upward reduction (due to reflection from the surface). The effect of increasing M ∞ is to weaken the distributions and to increase the downward attenuation, particularly at high frequency. Comparing the incident (Fig. 10) and total (Fig. 11 ) pressure distributions at Sr = 1.26, we note that increasing M ∞ attenuates the downward (shielded) pressure much more than the upward (reflected) pressure. This is a consequence of the compaction of the radiating source, which increases the effectiveness of the HWB surface to shield downward-emitted noise.
VI. Error Assessment
The full error term in the physical domain is given by Eq. 21. Its harmonic form is
It is compared to the harmonic form of the left hand side of Eq. 13
whose homogeneous solution was obtained using the variable transformation and the BEM described in Section II. The magnitude of the left hand side of Eq. 13 scales with ω 2 |φ|. Therefore, we compare |φ| to |E |/ω 2 . To make the comparison as conservative as possible, the magnitude of the acoustic potential and the evaluation of the error term are based on the scattered acoustic potential φ s . The error assessment is done in the "far field" and on the scattering surface.
A. Far-Field Evaluation
Monopole and Sphere
The far-field evaluation was done on the radius r = 3r 0 around the center of the sphere. Figure 12 presents polar plots of |E /ω 2 | at various freestream Mach numbers and compares them to the distribution of |φ s |. The comparisons are made at non-dimensional wavenumbers kr 0 = 5, 20, and 50. For M ∞ ≤ 0.2 the error term is very small. It becomes appreciable at M ∞ = 0.4 where it can be as strong as ∼ 0.2|φ s |. At M ∞ = 0.6 it dominates in the downstream and upstream directions. These trends hold for all the frequencies investigated.
It is instructive to examine the individual components of the far-field error, as broken down in Eq. 22. Figure 13 plots the magnitudes of the error components at M ∞ = 0.6 versus polar angle for kr 0 =0.5 and kr 0 =50. The magnitudes are normalized by the maximum value of the scattered field on r = 3r 0 , |φ s | max . Note that the error contributions are coherent fields, so the sum of their magnitudes squared does not equal the total magnitude squared. For both frequencies the principal contributions come from terms E 1 and E 5 , the former dominating at small polar angles and the latter becoming prominent for θ ≥ 70
• . Term Figure 13 . Magnitudes of individual far-field error components at M∞ = 0.6 for the problem of monopole diffraction by a sphere. a) kr 0 = 0.5; b) kr 0 = 50.
involves the gradient of M whereas terms E 2 and E 3 involve gradients of M 2 ; it is thus expected that E 1 will dominate the components that involve mean-flow gradients in Eq. 22. Contribution E 5 arises from the transformation of Section II.C (u · u/a 2 ∞ term in Eq. 19) and is directly proportional to M 2 . In contrast, term E 4 scales with M 2 − M 2 ∞ and is thus of lower overall magnitude. The error component breakdown seen in Fig. 13 is similar at the lower Mach numbers of this study.
Wavepacket and HWB
The far-field evaluation was done on the radius r/s = 2.5 centered at the wavepacket origin. Figure 14 plots |E /ω 2 | at various freestream Mach numbers with comparison to |φ s |, at Strouhal numbers Sr = 0.2, 0.5, and 1.26. The error is very small for M ∞ ≤ 0.2, and becomes appreciable at M ∞ ≥ 0.4. At M ∞ = 0.4 the error is on the order of 0.3|φ s |, similar to the error for the sphere and monopole problem. At M ∞ = 0.6 the error is large and comparable to the scattered acoustic field. The magnitudes of the error components for M ∞ = 0.6, plotted versus polar angle, are shown in Fig. 15 . The trends are similar as for the monopole and sphere problem (Fig. 13) . Terms E 1 and E 5 dominate the error, the former impacting the small angles and the latter the large angles. 
B. Surface Evaluation
Monopole and Sphere
The error assessment was done on the surface of the sphere on the symmetry plane. Results are plotted against the polar angle θ defined with respect to the downstream axis. Figure 16 compares the magnitude of the overall error to the magnitude of the scattered acoustic field, all quantities being normalized by |φ s | max . At low frequency (kr 0 = 5) the error for M ≥ 0.2 is comparable or higher than the minimum value of |φ s |, which occurs near θ = 90
• . For kr 0 ≥ 5 the error is uniformly lower than |φ s |, even for the highest Mach number investigated of 0.6. For M ∞ ≤ 0.4 the error is about one order of magnitude lower than the magnitude of the scattered acoustic field.
The breakdown of the error terms for M ∞ = 0.6 is plotted in Fig. 17 . At low frequency, the contributions are of comparable magnitude, except for E 3 which is mostly lower than the other terms. At high frequency there is a clear separation of contributions with E 5 dominating, as was seen in the far-field results. Results for the lower Mach numbers of this study are similar.
Wavepacket and HWB
The surface error evaluation was done at field points on the symmetry plane and at distance of 0.01s from the surface, as depicted in Fig. 18 . The error and its components are plotted versus the coordinate η along the evaluation contour. The locations of the trailing edge (TE), wavepacket origin (WP), and leading edge a) (LE) are identified on the plots. Figure 19 plots the surface distributions of the magnitudes of the scattered field and of the overall error for different Mach numbers and for Sr = 0.2 and 1.26. For both frequencies the error is uniformly smaller than the scattered field. For M ∞ ≤ 0.4, the error is at least one order of magnitude smaller than the magnitude of the scattered field. The corresponding error components are plotted in Fig.  20 , where we note a clear dominance of the E 5 term. In contrast to the sphere problem (Fig. 17) , the mean flow gradients in the HWB problem are weak and therefore the leading M 2 -dependent term clearly dominates.
LE TE WP η Figure 18 . Surface evaluation of error for HWB and wavepacket problem.
C. Trends versus Mach Number
The magnitude of the overall error in the far field is now plotted versus freestream Mach number for different polar directions. The error is normalized by the magnitude of the scattered field in the same direction. Figure 21 presents the results for the sphere and monopole problem at kr 0 = 0.5 and 50. exhibits similar trends, with the error being minimized at θ ∼ 90
• and the magnitude of the relative error being ∼ 5 % at M ∞ = 0.2.
VII. Conclusion
Prediction of sound propagation in a potential mean flow is possible by using solvers of the canonical wave equation in conjunction with a variable transformation that reduces the problem to an analogous static problem. This approach was applied here to an extended source that simulates jet noise -the wavepacket -and its diffraction by a surface that resembles the hybrid-wing-body (HWB) airplane. In addition, the canonical problem of monopole diffraction by a sphere was addressed.
The investigation assessed the effects of mean flow on the incident and diffracted fields, and provided a methodical assessment of the errors that arise from the transformations. The overall effect of the mean flow is a compaction of the downstream extent of the noise source, a trend that benefits noise shielding. The error of the transformation is on the order of 5% for M ∞ = 0.2 and 20% for M ∞ = 0.4. Of the error components, those which scale directly with the mean Mach number M and its gradient are dominant. Terms involving the gradient of M 2 are much less significant. As pointed out in Section II.D, the danger of the transformation approach studied here is that it may fail if the mean flow scale is much smaller than the acoustic length scale, even at low Mach number. With the possible exception of the sphere and monopole problem at low frequency (Fig. 16a) , this risk has not materialized here. The risk appears particularly low when the problem involves a streamlined aerodynamic body, like the HWB-shaped surface of this study. 
