This paper deals with a concept of memetic search in agent-based evolutionary computation. In the presented approach, local search is applied during mutation of an agent. Using memetic algorithms causes increased demand on the computing power as the number of fitness function calls increases, therefore careful planning of the fitness computing (through the proposed local search mechanism based on caching parts of the fitness function) leads to significant lowering of this demand. Moreover, applying local search with care, can lead to gradual improvement of the whole population. In the paper the results obtained for selected high-dimensional (5000 dimensions) benchmark functions are presented. Results obtained by the evolutionary and memetic multi-agent systems are compared with classic evolutionary algorithm.
Introduction
Some problems are very difficult for common optimization methods as their search space is too big or too complex to be explored efficiently. Such 'black-box' problems [9] may be solved using a general-purpose algorithms, e.g. meta-heuristics, which provide good enough solutions in reasonable time, taking into consideration little information from the problem domain.
For a long time meta-heuristics were not fully understood, until Davis [6] and Moscato [18] conducted successful experimental research and managed to discover the need for adjusting the solver to the problem characteristics. These practical observations were backed up in the so-called 'no-free-lunch' theorem [12, 23] , according to which it is not possible to find a metaheuristic method that will be an ultimate solution for all problems, no matter how excellent it works for a certain problem. Therefore, it is still necessary to look for novel meta-heuristics, adjusted to given problems and often inspired by the various domains of life, such as biology, evolution or genetics.
In 1996 Krzysztof Cetnarowicz [4] introduced a notion of agency to evolutionary algorithms and proposed Evolutionary Multi-Agent System (EMAS), an effective implementation of distributed problem solving. In agent-based systems the main task is decomposed into sub-tasks entrusted to agents-intelligent objects which are able to interact one with another, as well as with the environment, and make decisions autonomously. In numerous researches EMAS proved to be an efficient method for solving different problems-classic benchmarks [1] , inverse problems [24] and other optimization tasks [7, 8] . Moreover, many modifications and extensions of EMAS have been proposed. Compared to classic evolutionary algorithm, EMAS provides satisfactory results in less computation time, requiring less evaluations.
This paper concerns the idea of hybridization of EMAS with local search algorithms, inspired by the meme theory. Memetic algorithms (MAs) [19, 16, 20] join ideas from the popular metaheuristics and blend together local search with population-based search engine. MAs, initially popularized e.g. by Radcliffe and Surry [21] , were proven to provide remarkable success [13] . However, memetic algorithms are very computationally demanding, therefore following [11] of caching partially the fitness results, a similar method is followed in continuous optimization, in order to efficiently realize the local search in the solution space.
Section 2 describes EMAS, along with its main assumptions, in detail. In Section 3 EMAS hybridization with local search memetic algorithms is introduced. Preliminary experiments and their results are presented in Section 4. Section 5 concludes this paper and discusses possible future work.
From evolutionary algorithms to Evolutionary MultiAgent Systems
Evolutionary algorithms [17] belong to population-based metaheuristics. In the most popular variant called a genetic algorithm, solutions are encoded into genotypes owned by individuals. These individuals form populations-groups of potential solutions, which are evaluated based on the fitness function. Poor solutions are eliminated in the process of selection and the remaining ones create a mating pool. Subsequent population is created based on that mating pool, using variation operators, such as crossover or mutation. The whole process continues until some stop condition is reached (e.g.: predefined number of iterations or reaching good enough solution). The key issue in practical applications of evolutionary algorithms is the diversity of solutions in the population. To preserve this diversity during the search several techniques may be applied. Following the idea of allopatric speciation, individuals may be distributed among evolutionary islands, which allows for parallelizing the algorithm [3] . Figure 1 (a) schematically illustrates parallel evolutionary algorithm (PEA) used as a reference in this paper.
Agency brings to the world of evolutionary metaheuristics decentralization of selection and autonomy of the individuals. Thus the natural process of evolution is mimicked better, and in this way the author of EMAS Krzysztof Cetnarowicz [4] , and his followers [2, 7] tend to introduce a new quality into metaheuristics, achieving effective results consisting e.g. in decreasing the computation cost computed as the number of fitness function calls [1] .
In EMAS phenomena of inheritance and selection-the main components of evolutionary processes-are modelled via agent actions of death and reproduction ( Figure 1(b) ). As in the case of classic evolutionary algorithms, inheritance is accomplished by an appropriate definition of reproduction. Core properties of the agent are encoded in its genotype and inherited from its parent(s) with the use of variation operators (mutation and recombination). Moreover, an agent may possess some knowledge acquired during its life, which is not inherited. Both inherited and acquired information (phenotype) determines the behaviour of an agent. It is noteworthy that it is easy to add mechanisms of diversity enhancement, such as allopatric speciation (cf. [3] ) to EMAS. It consists in introducing population decomposition and a new action of the agent based on moving from one evolutionary island to another (migration). 
Efficient memetic search in EMAS
Evolutionary algorithms may be enhanced by hybridization with local search memetic algorithms. Local improvements are applied within evolutionary cycle and they may happen in the course of evaluation (according to the Baldwin effect [14] ) or mutation (according to the Lamarckian model [10] ). To deal with the problem of efficiency, memetic operators can be used in steady-state evolutionary algorithm [22] and similar ones. But agent-based setting seems to be the most natural as in other metaheuristics, no parallel ontogenesis is observed. Recent our works tried to apply memetic algorithms to EMAS and presented promising results at the expense of efficiency (see, e.g. [2] ), since many evaluation events were required. Below a more profound study of the hybridization of EMAS with memetic algorithms is presented. In this paper Evolutionary Multi-Agent System with memetic algorithms (MemEMAS) is analysed and compared with the memetic version of Parallel Evolutionary Algorithm (Mem-PEA) and the classic variants of both algorithms. Schematic presentation of MemEMAS and MemPEA are given in Figures 2(a) and 2(b) . Local search results in creating different solutions, each of which is evaluated and the best one is selected to replace individual's genotype. Each memetization event (local search realized during mutation) consisted of 10 cycles. At each cycle one random gene was changed. If this change resulted in individual's fitness improvement, it was performed repeatedly as long as fitness value was improved. Moreover, gene change was adapted to the increase of quality of the results obtained on an individual's evolutionary island-if the best fitness on an island does not improve sufficiently, gene change is greater.
As it was stated in Section 3, during each memetization event one gene was changed and fitness value had to be recalculated. Therefore, such local search algorithm is so computationally exhaustive, that without any efficient modification, the number of evolutionary steps performed in a time unit would be disproportionately lower, compared to classic algorithms.
In the presented research the evaluation operator was implemented in a similar way that was presented in [11] , so the fitness computation, especially when running a local search, is the most efficient. This amendment bases on the division of fitness function into separable parts, each of them corresponding to the particular gene:
where
is any mathematical operator like sum, subtraction, division or product. Assuming such fitness function, one can easily compute the n−1 values of the partial functions f j (x j ), j ∈ [1, n]∧j = k, j, k ∈ N, leaving the value of f k (x k ) to be computed once per each mutation, when the single-point mutation is considered. The gain from "caching" the values of the other partial fitness function seems to be inevitable, and it will be confirmed later in the experimental section. This approach may be of course easily extended for other mutation operators (e.g. two-point mutation and others).
This mechanism can be the most effortlessly applied if a fitness function is separable. However, there are means to implement a similar mechanism in the case of non-separable functions (cf. e.g., discrete optimization with efficient memetization operator presented in [11] ), and extending the number of potential benchmarks is one of our future goals.
Experimental results
In this Section experiments comparing EMAS, PEA and their memetic variants (MemEMAS and MemPEA) are discussed. These experiments were performed with the use of PyAgE computing and simulation platform [15] and two multidimensional hard continuous benchmark problems were solved: Rastrigin and Ackley functions. These functions are described by Equations 2 and 3, respectively. Global optimum for both of them equals f (x) = 0.0. 
The tested functions were evaluated in 5000 dimensions on the hypercubes x i ∈ [−5.12, 5.12] All experiments lasted exactly 72000 seconds, were repeated 11 times (nature of the problem and the implementation issues made the whole system very computational power demanding, therefore the number of repetitions was decreased) and standard deviation was computed.
Obtained results have been illustrated by plots in Figures 4(a) and 4(b) . Moreover, Table 2 contains precise results at the end of experiments. As one can see, EMAS outperformed PEA for both of the functions (visibly reaching better solutions in the same time), that acknowledges the conclusions of preceding research (e.g. [2] ). Focusing on influence of memetization on results obtained by EMAS, two different cases are noticeable:
• Rastrigin function: Memetization allowed to reach a better solution in shorter time (what can be clearly observed in Figure 4 (c)), but then it was outperformed by classic EMAS, because of the computational overhead caused by vast amount of fitness evaluation events more evaluations as it is in the case of the classic one. One must however remember that these are local fitness evaluations-they may improve the exploitation, but can be fairly useless from the exploration point of view. Again proper tuning of the system's parameters is necessary. Anyway, here the advantages of the efficient memetic operator can be clearly seen.
These different outcomes of the experiments demonstrate how memetization may influence on the obtained results. They can be also explained by the aforementioned no free lunch theorem-we cannot provide an ultimate solution for all kinds of problems.
Besides, it is noteworthy that all of the experiments are repeatable as the value of standard deviation is low.
Conclusions
The results presented in this paper show that local search realized in EMAS may provide significant improvements in shorter time and should be further developed. Moreover, the efficient implementation of the local search operator allowed in particular cases to increase the number of fitness function evaluations over ten times more than it was realized in the classic version of the tested algorithms. Thus the possibilities of exploration and exploitation of the high-dimensional search spaces become real-and one cannot do there anything without such dedicated mechanisms, because of so called curse of dimensionality [5] present there.
The optimized benchmark functions examined in this work were separable, and in fact, such problems are the easiest to tackle with the presented efficient local search mechanism-however implementation of such operator for non-separable problems is also possible (although it will rather not be as efficient as in the case of separable ones). Indeed, one of our future goals is to examine also non-separable problems (starting from e.g. Rosenbrock benchmark).
Of course the detailed examination of parametrization of the system (when and to what extent such local searches should be applied by the agents) is also envisaged, as without such experiments the rationale for using the proposed efficient local search method might not be fully justified.
