We show that moduli spaces of transversely cut-out (perturbed) pseudo-holomorphic curves in an almost complex manifold carry canonical relative smooth structures ("relative to the moduli space of domain curves"). The main point is that these structures can be characterized by a universal property. The tools required are ordinary gluing analysis combined with some fundamental results from the polyfold theory of Hofer-Wysocki-Zehnder.
Introduction

Main Result
In this article, we construct canonical relative smooth structures (formally defined in Definition 2.5) on the moduli spaces of (regular) pseudo-holomorphic curves, relative to the space of domain curves. Constructing smooth structures on moduli spaces of holomorphic curves is an important problem with the main difficulty lying in constructing the smooth structure near the nodal curves. The polyfold theory of Hofer-Wysocki-Zehnder provides one possible approach to this problem (though it is not completely clear that this smooth structure is independent of various choices made in the construction of the ambient polyfold).
Remark 1.4. Since the relative smooth structure we construct can be characterized by a simple universal property (see Definition 3.1), this structure is the "correct" one. Thus, even though we prove the existence of this structure using techniques from polyfold theory -which involves making choices of a gluing profile and a specific functional analytic setup involving weighted Sobolev spaces -the result is still independent of all choices. We would like to emphasize that this is quite different from the usual way in which moduli spaces are constructed in symplectic geometry -the construction a priori depends strongly on the specific framework used (polyfolds, Kuranishi structures etc) and thus, a lot of effort is required to prove that the local charts thus constructed are smoothly compatible. We, on the other hand, start with an easy-to-state universal property which characterizes the relative smooth structure uniquely provided that it exists. The burden is thus shifted to a proof that such a structure exists, and this is tackled using techniques familiar from holomorphic curve theory. In this sense, our "functor of points" approach to moduli spaces closely resembles the one adopted in algebraic geometry.
Guide to the Article
In §2, we define the category of relative smooth manifolds and morphisms between them. We also include a brief discussion of representable (set-valued) functors defined on this category for the convenience of the reader.
In §3, we introduce the moduli functors of interest to us. This gives a categorical way of stating the universal property we wish our construction of relative smooth structures to satisfy. We then discuss the underlying topology of the moduli problem.
In §4, which is the heart of the article, we prove the main existence result (Theorem 3.5). The proof makes use of techniques from classical gluing analysis for holomorphic curves (e.g. as described in [Par16, Appendix B] ) and some fundamental results of polyfold theory (specifically, from [HWZ17] and [HWZ09] ). In this section, we assume the reader has a working familiarity with the basics of polyfold theory (e.g. at the level of [FFGW16, §4- §6]). Once the proof of existence is completed, we do not need to revisit this construction as only its universal property is relevant for the rest of the article.
In §5, we extend the result of the previous section to treat another common setup that occurs in holomorphic curve theory -namely the construction of certain types of obstruction bundles on moduli spaces. The main result of this section (Theorem 5.16) constructs natural rel-C ∞ structures on certain obstruction bundles on moduli spaces of holomorphic curves.
In §6, we show that stable maps are open in the moduli spaces we have constructed in earlier sections. As a byproduct of the technique used to prove this, we also describe localétale charts for the stack of stable maps (including when it is not cut-out transversely).
Finally, Appendix A collects some technical results used in §4.
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2 Relative C r Manifolds
Basic Definitions
We start by defining a class of geometric spaces which should be viewed as a "relative version" of the class of differentiable manifolds (of class C r for some integer r ≥ 0 or r = ∞). Definition 2.1 (Relative Spaces and Morphisms). (1) Let S be a topological space. A space relative to S (also referred to as an S-space) is the data of a topological space X equipped with a continuous map f : X → S, called the structure morphism. When f is clear from context or unimportant, we will abbreviate (X, f ) to X/S or simply X. An S-space (X, f ) is called separated if the diagonal map
is a closed embedding.
(2) A map of S-spaces (also referred to as an S-morphism) from (X, f ) to (X ′ , f ′ ) is a continuous map g : X → X ′ such that the following diagram commutes.
(3) Given another topological space S ′ , a continuous map ϕ : S ′ → S and an S-space (X, f ), we define the pullback ϕ * (X, f ) to be the S ′ -space (X ′ , f ′ ) given by the following fibre product diagram. (4) Given an S-space (X, f ) and an S ′ -space (X ′ , f ′ ), a relative morphism from (X, f ) to (X ′ , f ′ ) is a pair (φ : X ′ → X, ϕ : S ′ → S) of continuous maps such that the square above is commutative (but not necessarily a fibre square).
(5) Given a topological space Y , the trivial S-space with fibre Y is defined to be Y S := (Y × S, π S ), where π S : Y × S → S is the second coordinate projection.
Definition 2.2 (Rel-C r Maps). Consider a relative morphism Φ = (φ, ϕ) : U → V ′ S ′ , where U is an open S-subspace of the V S , with V, V ′ being finite dimensional R-vector spaces. We then define the notion of Φ being of class rel-C r for r ≥ 0 by induction on r. For r = 0, we require no additional conditions on Φ (i.e., Φ is always of class rel-C 0 ). For r ≥ 1, we define Φ to be of class rel-C r if and only if the following conditions hold. is of class rel-C r−1 (where T M denotes the tangent bundle of a manifold M ).
We say Φ is relatively smooth (or of class rel-C ∞ ) if and only if Φ is of class rel-C r for all integers r ≥ 1.
Lemma 2.3. For integers r ≥ 0 (as well as r = ∞), a composition of rel-C r maps is again rel-C r .
Proof. Obvious by the ordinary chain rule and induction on r.
Definition 2.4 (Rel-C r Compatibility of Charts). Let S be a topological space, n ≥ 0 be an integer and (X, f ) be an S-space. An S-chart (of relative dimension n) for X is a pair (U, ϕ) consisting of an open subset U ⊂ X along with an S-morphism ϕ : U → R n S which is an homeomorphism onto an open subset of R n S . Now, given two S-charts (U, ϕ) and (V, ψ) of relative dimension n and 0 ≤ r ≤ ∞, the two charts are said to be rel-C r compatible with each other if the both map
and its inverse are of class rel-C r . A rel-C r atlas for X/S is a collection A of charts {(U α , ϕ α )} α such that {U α } α is an open cover of X and any two charts in A are rel-C r compatible. Elements of a rel-C r atlas are called rel-C r charts.
Definition 2.5 (Rel-C r Manifolds and Maps). Given a topological space S, an integer n ≥ 0, 0 ≤ r ≤ ∞ and an S-space X, a rel-C r manifold structure A on X/S (of relative dimension n ≥ 0) is a maximal rel-C r atlas on X (all of whose S-charts are of relative dimension n). We say that the rel-C r manifold X/S is separated if the structure map X → S is separated. We include ordinary C r manifolds into rel-C r manifolds by taking S = pt. We also include the case where X is the empty set (in this case, the relative dimension over S is not well-defined). The notion of rel-C k maps between rel-C r manifolds for 0 ≤ k ≤ r is defined in the obvious fashion using atlases.
Definition 2.6 (Base Change). Let X/S be a rel-C r manifold and let T → S be a continuous map of topological spaces. Then, the space X T := X × S T carries the natural structure of a rel-C r manifold over T . This is evident when X/S = V S for some vector space V (or an open subset thereof), in which case X T /T is canonically identified with V T (respectively, an open subset thereof). For general X/S, we define the rel-C r structure on X T /T by gluing these local models. We call X T /T the base change of X/S along T → S. Definition 2.7. Let 0 ≤ r ≤ ∞. We define the category of rel-C r manifolds, denoted by (C r /·), to be the category whose objects are rel-C r manifolds and whose morphisms are rel-C r maps between them. Given any topological space S, the subcategory of (C r /·) consisting of rel-C r manifolds which are S-spaces and rel-C r S-morphisms between them is called the category of rel-C r S-manifolds and denoted by (C r /S). Note that this is not a full subcategory.
Categorical Properties
We note here some basic properties of the category (C r /·) which will be useful later. We begin by discussing some generalities on categories and then specialize to the case at hand.
Adjoints, Presheaves and Yoneda Functors
For a category A, we let PShv(A) denote the category of (set-valued) presheaves on A, i.e., the category of contravariant functors from A to the category (Sets). We let X → h X := Hom A (−, X) denote the Yoneda embedding h : A ֒→ PShv(A). Its essential image is the subcategory of representable presheaves.
Remark 2.8. We will often conflate an object X with the associated Yoneda presheaf h X . Thus, for a presheaf X, we will usually denote elements of X(X) as morphisms X → X of presheaves. 
for i = 1, 2 and all A ∈ A and B ∈ B. Let η ′ : F ′ 2 ⇒ F ′ 1 be the induced natural transformation. For i = 1, 2, these induce pullback functors F ′′ i : PShv(A) → PShv(B) and a natural transformation
In view of the next lemma, we say that η ′′ : F ′′ 1 ⇒ F ′′ 2 is the extension of η : F 1 ⇒ F 2 to presheaves. Lemma 2.10. In the situation above, η : F 1 ⇒ F 2 and η ′′ : F ′′ 1 ⇒ F ′′ 2 are naturally compatible under the Yoneda embeddings A ֒→ PShv(A) and B ֒→ PShv(B). In particular, given any object A ∈ A, we have the natural isomorphisms
for i = 1, 2 in PShv(B). Furthermore, these fit into the following commutative diagram.
Proof. Direct verification.
Presheaves and Sheaves on (C r /·)
We now specialize the discussion of §2.2.1 to the category (C r /·). Consider the two "forgetful" functors t, b : (C r /·) → (Top) given on objects by
with the obvious action on morphisms. We have a natural transformation s : t ⇒ b defined as follows.
For any X/S in (C r /·), the map s(X/S) is the structure morphism X → S. These admit left adjoints t ′ , b ′ : (Top) → (C r /·) given on objects by with the projection (X S,Φ ) top → S identified with the natural map s ′′ X S,Φ . In the case when Φ is the inclusion of an open sub-functor (or an open subset, when S is representable), we denote the base change simply by X| S . In this case, X| S → X is the inclusion of an open sub-presheaf.
(Source Change) Suppose Ψ :
U → X top is the inclusion of an open sub-functor. We then define the source change of X (along Ψ) to be the sub-presheaf X U,Ψ (or simply X U ) of X given by setting
. This description gives a natural isomorphism
which is compatible with Ψ and the inclusion X U,Ψ ⊂ X. The inclusion induces a natural isomorphism
Under these isomorphisms, s ′′ X • Ψ is identified with s ′′ X U,Ψ . Further, the sub-presheaf X U,Ψ ⊂ X is open. The next lemma shows the compatibility of the above definitions with representable functors and the essentially local nature of representability for sheaves. (a) Let X/S be an object of (C r /·). 
Let X be a sheaf on (C r /·). Representability of X is stable under base and source changes, and moreover, local on both X base and X top . More precisely, we have the following properties.
(1) Suppose that {S α → X base } α∈I is a cover by open sub-functors. If each base change X| Sα is representable, then so is X.
(2) Suppose that X base is representable and that {U α → X top } α∈I is a cover by open sub-functors such that each X Uα is representable. Then, X is representable. Further, if s ′′ X : X top → X base represents a separated map of topological spaces, then X is representable by a separated rel-C r manifold.
(3) If X is representable and Φ : T → X base is a morphism of topological spaces, then the base change X T,Φ is also representable. More generally, if U ⊂ X top is an open sub-functor and X U is representable, then so is the base change (
We can now state a basic criterion for representability of a presheaf on (C r /·).
Proposition 2.15 (Representability Criterion). Let X be a sheaf on (C r /·) and assume that the following conditions hold.
(1) X base is representable by a topological space S.
(2) There exists an open cover {U α } α∈I of S such that (X| Uα ) top is representable. This implies that X top is representable by a topological S-space X with structure map p : X → S.
(3) For every point x ∈ X, the sheaf X is representable near x ∈ X, i.e., there exist open neighborhoods
Then, X is representable by a rel-C r structure on X/S.
Proof. Direct consequence of Lemma 2.14.
Moduli Problem
We will now introduce the holomorphic curve moduli problem and then state the main theorem of this article. After that, we make some preliminary reductions before giving the key step of the proof in §4.
Moduli Functors
Fix a integers g, m ≥ 0, complex manifold S and let π : C → S be a proper flat analytic family of prestable curves of genus g with m marked points (given by analytic sections p 1 , . . . , p m of π). For any point s ∈ C, let (C s , p 1 (s), . . . , p m (s)) denote the corresponding fibre of π, equipped with its m marked points.
Let (X, J) be a smooth almost complex manifold and let β ∈ H 2 (M, Z) be a homology class. Denote by C • the (open) complement in C of the union of the singular loci of the fibres of π (in other words, C • is the locus where π is an analytic submersion over S). Since S is a complex manifold, it follows that C • is naturally a complex (and thus, smooth) manifold. Let E be a finite dimensional R-vector space and let P be an R-linear homomorphism
We assume that that for every v ∈ E, the section P (v) is supported on a subset of C • × X which is proper over S (with respect to the projection C • × X → C • π − → X). We want to consider the moduli space of all regular triples (s, u, v) where
• The map u satisfies the equation∂
The meaning of regular is that the linearization of (3.1.2) with respect to the pair of variables (u, v) is a surjective (Fredholm) operator. In the case when E = 0, we will also want to consider the sub moduli space consisting of those triples (s, u, v) for which (C s , p 1 (s), . . . , p m (s), u) is stable. Both of these moduli spaces will be given canonical rel-C ∞ structures by realizing them as solutions to the problem of representing certain sheaves on the category (C ∞ /·).
Definition 3.1 (Moduli functor M). We define the functor
as follows. Given any topological space T and a rel-C ∞ manifold q : Y → T , we define M reg J,P (π, X) β (Y, q) to be the set of all diagrams
where ϕ is continuous, both squares are Cartesian, F is a rel-C ∞ map from C Y /C T to X (where the rel-C ∞ structure is pulled back from Y /T ), w is a rel-C ∞ map from Y /T to E and finally, for every y ∈ Y , the triple (s, u, v) := (q(ϕ(y)), F | Cs , w(y)) satisfies (3.1.2), is regular and lies in class β. The "restriction maps" of the presheaf M reg J,P (π, X) β are given, in an obvious way, by pullbacks. Definition 3.2 (M as a functor over S). Viewing S as a rel-C ∞ S-manifold using the identity map (and identifying it with the Yoneda functor h S/S associated to it), we get a morphism (natural transformation) ρ S : M reg J,P (π, X) β → S given by mapping a diagram as above to the map (q • ϕ, ϕ) : Y /T → S/S.
First Steps towards Representability
We develop some basic background material from topology and then verify the first two hypotheses of Proposition 2.15 for the functor M. We also establish the compatibility of the functor M with base change -this will be useful when we establish local representability of M in §4.
Primer on the C 0 topology
Let E, B, Z be metrizable topological spaces and let π : E → B be a continuous, proper and open map.
Definition 3.9 (C 0 Topology). We define the C 0 topology on the set C 0 (E/B, Z) to be the topology generated by the following basis of open sets. For any open U ⊂ E × Z, we let
for any two open sets U 1 , U 2 ⊂ E × Z, which shows that this is indeed a basis for a topology. Sometimes, when (b, f ) ∈ N (U), we'll denote N (U) as N (f, U) to emphasize that it is an open neighborhood of (b, f ). 
is also continuous.
Proof.
Given an open set U ⊂ B, define U U := π −1 (U )×Z ⊂ E ×Z, and note that we have p −1 (U ) = N (U U ). This proves the continuity of the map p. Now, given a point ((b, f ), e) ∈ C 0 (E/B, Z) × B E, set z := f (e) and let V ⊂ Z be a neighborhood of z. Choose an open set e ∈ W ⊂ E such that f (W ∩ E b ) ⊂ V (possible since f is continuous and E is metrizable -we can simply take W to be a small metric ball around e). Define
This proves the continuity of the map ev E/B,Z . 
Lemma 3.12. The metric d H induces the C 0 topology on the set C 0 (E/B, Z).
Proof. It's clear that the Hausdorff metric topology is finer than the C 0 topology (since ǫ-neighborhoods with respect to d E×Z of a graph Γ f form a fundamental system of neighborhoods in E × Z for the compact set Γ f as ǫ ranges over all positive real numbers). Now, we want to show that the C 0 topology is finer than the d H -topology. To check this, let ǫ > 0
This is an open neighborhood of b ∈ B. Now, let U be the (open) set of points (e, z) ∈ E × Z such that d E×Z ((e, z), Γ f ) < δ and π(e) ∈ U . Clearly, Γ f ⊂ U and thus, N (f, U) is a neighborhood of f in the C 0 topology. Now, for any g ∈ N (f, U), we will show that d H (Γ f , Γ g ) < 5ǫ.
It is clear that for any (e ′ , g(e ′ )) ∈ Γ g , we have d((e ′ , g(e ′ )),
We can then find (e ′′ , f (e ′′ )) ∈ Γ f such that
We then have the estimates
which together show that d E×Z ((e, f (e)), Γ g ) ≤ 4ǫ < 5ǫ. Since ǫ > 0 and (b, f ) were arbitrary, this completes the proof that the C 0 topology is finer than the d H -topology. 
and this map an isomorphism of presheaves.
Proof. Given a diagram as in the statement of the lemma (but with F and ϕ just being set maps), let
). It then suffices to show that F ϕ is continuous if and only if F and ϕ are.
First, suppose F ϕ is continuous. Note that, using the notation of Lemma 3.10, we have
which shows that ϕ and F are continuous. Conversely, suppose ϕ and F are continuous. Let t ∈ T and
which completes the proof that F ϕ is continuous.
Corollary 3.14 (C 0 Topology Commutes with Pullbacks). Let T be a metrizable space, ϕ : T → B a continuous map and π T : E T → T to base change of π along ϕ. Then, the obvious set map
is a homeomorphism over T .
Proof. This is obvious from Lemma 3.13 . We only need to consider the corresponding T -morphism
of presheaves, which is easily seen to be an isomorphism.
Topology of M
We will now study the functors M top and M base , which are derived from M (as in §2.2.2), and show that they are representable. Proof. This is immediate from the definition of M top and the universal property of the C 0 topology (Lemma 3.13). The universal family on M top is given by pulling back the universal family from C 0 (C/S, X) and the coordinate projection to E. 
Compatibility of M with Base Change
Lemma 3.17. Suppose Φ : S ′ → S is an analytic map of complex manifolds. Let M ′ := M reg J,P ′ (π ′ , X) β , where π ′ , P ′ are the pullbacks of π, P along Φ. Then, the natural map from M ′ to the base change M S ′ ,Φ is an isomorphism of sheaves.
Proof. Direct verification. The proof is virtually identical to that of Lemma 3.14. 
Construction of M
We will now show that M is locally representable near each point of M top . This will verify the third hypothesis of Proposition 2.15 and thus, will lead to the proof of Theorem 3.5.
Preparations
Let (s, u, v 0 ) ∈ M top be a point. We wish to show that M is representable near (s, u, v 0 ).
For simplicity of notation, we will denote the curve C s as C. Let ν 1 , . . . , ν d be an enumeration of the nodes of the curve
Choose h to be a Riemannian metric X with the following property. There exist pairwise disjoint open subsets {U ι } ι∈N in X and a smooth function ϕ : U → R 2n (where 2n = dim X and U := ι U ι ) such that the following hold:
• For each ι ∈ N , we have ι ∈ U ι and ϕ ι := ϕ| Uι is diffeomorphism onto the unit ball B 2n ⊂ R 2n centred at the origin with ϕ ι (ι) = 0.
• For each ι ∈ N , the metric h looks standard in the coordinates ϕ ι , i.e.,
Usually, when speaking of points (or tangent vectors etc) in U ι , we will suppress ϕ ι from the notation, and instead simply identify U ι with B 2n using ϕ ι . Next, for each 1 ≤ j ≤ d, there are two non-singular branches of C meeting at ν j , choose parametrizations ψ j : D → C and ψ ′ j : D → C (with respective inverses z j , z ′ j mapping the node ν j to 0). Let γ : (0, ∞) × S 1 → D × be the analytic isomorphism given by
We call the two maps γ j , γ ′ j : (0, ∞) × S 1 → C \ {ν j } as the j th pair of cylindrical parametrizations, where we set γ j := ψ j • γ and γ ′ j := ψ ′ j • γ. The (0, ∞) × S 1 -valued inverses of γ j and γ ′ j are denoted by (s j , t j ) and (s ′ j , t ′ j ) respectively and we call them the cylindrical coordinates on the j th pair of ends of C \ {ν 1 , . . . , ν d }. Denote by C ′ the complement (in C) of the union of the images of ψ j and ψ ′ j (1 ≤ j ≤ d). We can, and shall, assume that the images of the maps u • ψ j (and u • ψ ′ j ) all lie in a compact subset of U = ι U ι .
Having chosen a suitable metric and local coordinates on X, in addition to a cylindrical parametrizations the ends of C \ {ν 1 , . . . , ν d }, we now proceed to fix coordinates on S near the point s (recall that C is the fibre of π over the point s ∈ S). We will do this by replacing π by a particular versal deformation of C which we describe in the next paragraph. (Immediately after that, we will justify why it is enough to work with this versal deformation instead of the original analytic family π.)
Let j 0 denote the almost complex structure on C. Suppose that V is a finite dimensional real vector space and let {j(v)} v∈V be a smooth family of almost complex structures on C such that j(0) = j 0 and j(v) ≡ j 0 over a neighborhood of the closure of the cylindrical ends. Also, let G denote the space of all α = (α 1 , . . . , α d ) ∈ C d with each |α j | < 1/4. Now, given α ∈ G and v ∈ V , define the prestable curve (C α , j α (v)) as follows. We first equip C with the almost complex structure j(v), and then we perform the following cut-and-paste operations for each 1 ≤ j ≤ d.
• If α j = 0, we do not do anything.
• If α j = e −(Rj+iθj ) = 0 for some (unique) point (R j , θ j ) ∈ (0, ∞) × S 1 , then we remove the node ν j and the copies of [R j , ∞) × S 1 from either side of ν j , and then identify the remaining parts (0, R j ) × S 1 of the ends according to the following equations
Note that these cut-and-paste operations can alternatively be described as replacing the locus z j z ′ j = 0 in C with the locus z j z ′ j = α j (with |z j | < 1 and |z ′ j | < 1). Also observe that (C 0 , j 0 (0)) is the same as the original curve C. By choosing V and the family {j(v)} v∈V suitably, we can ensure that the following family is a versal deformation of the curve C.
We take S ′ := G × V and define C ′ by gluing the family C ′ × S ′ → S ′ (where we use the almost complex structure j(v) on C ′ over a point (α, v) ∈ G) along its boundary (in the obvious way) with the family
Note that this family has the property that the fibre over
We now explain why it will be enough to work with such a family instead of the original π. The first point is that there is a (possibly non-unique) holomorphic classifying map k : S → S ′ = G × V , defined in a neighborhood of s ∈ S and satisfying k(s) = (0, 0), and an isomorphism C ≃ − → k * C ′ . If k is not an immersion near s, then we can choose a vector space V ′ ։ V and pull C ′ /S ′ back to G × V ′ , and lift k to a classifying map k ′ : S → G × V ′ -choosing V ′ ։ V and k ′ suitably, we can ensure that k ′ is an immersion. (Indeed, we can take V ′ = V ⊕ W and k ′ = (k, ψ), where ψ : S → W is a local holomorphic chart on S defined near s -such a pair (W, ψ) exists since S is a complex manifold. The map V ′ = V ⊕ W ։ V is taken to be the coordinate projection.) Replace k, V by k ′ , V ′ to assume that the classifying map k : S → S ′ is an immersion. By shrinking to smaller neighborhoods of s and (0, 0) respectively on the domain and target, we may assume that k : S → S ′ is a proper (closed) embedding. Thus, the family π has been embedded into the family C ′ → S ′ as a closed analytic subfamily. We now smoothly extend P from this properly embedded submanifold to the whole of the family C ′ → S ′ (so that it is still supported away from the nodes in C ′ and the support is proper over C ′ ) and call the extension P ′ . We can (and do) shrink the cylindrical ends on C to assume that
By base change (Lemma 3.17 combined with Lemma 2.14(b)(3)), we may reduce the problem of representability -of M near (s, u, v 0 ) -for the original data (π : C → S, P ) to the corresponding problem for the data (π ′ : C ′ → S ′ , P ′ ) described here. Thus, we will replace the family π by π ′ for the rest of §4. We will now set up the problem of finding a chart for M top near (s, u, v 0 ) as an instance of the polyfold implicit function theorem (introduced in [HWZ09]). Remark 4.1. For the rest of §4, we will use the coordinates (α, v) on the base of the family π : C → S. Most of the statements we make about (α, v) ∈ S will be true only for (α, v) sufficiently close to the basepoint (0, 0) ∈ S. To enhance readability, we will avoid pointing this out explicitly in each instance.
Interlude: Notational Conventions for Polyfolds
For the discussion in §4.2- §4.3, we assume that the reader has a working knowledge of basic polyfold concepts. See [FFGW16, §4- §6] for an introduction and for further references. Here, we explain our conventions for gluing/anti-gluing maps and gluing profiles and how these differ (slightly) from what is customary in the polyfold literature.
Gluing (⊕,⊕) and Anti-gluing (⊖,⊖)
Let's explain how our notations for gluing/anti-gluing differ from the standard polyfold literature. To this end, let Y and Y ′ be two copies of (0, ∞) × S 1 . As mentioned in the opening paragraph of §4.3, we take S 1 = R/2πZ (contrary to S 1 = R/Z, which is customary in polyfold literature). We denote the obvious R × S 1 -valued coordinates on Y and Y ′ by (s, t) and (s ′ , t ′ ) respectively. Given α ∈ C with 0 < |α| < 1/4 and writing α = e −(R+iθ) , we define the infinite cylinder Z α by identifying Y and Y ′ along (0,
We let Y α be the subset of Z α corresponding to the image of (0, R) × S 1 ⊂ Γ in Z α . Notice that there are obvious R × S 1 -valued holomorphic coordinates (s, t) and (s ′ , t ′ ) on Y α (which also extend to Z α in obvious way) which are related by equations (4.2.1)-(4.2.2).
Next, choose β : R → [0, 1] to be a smooth function satisfying
For each R > 0, define the function β R : R → [0, 1] to be the translate β R (s) := β(s − R/2). We will be using β to define the gluing (⊕,⊕) and anti-gluing (⊖,⊖) maps below.
Now, given continuous
This definition deviates from the usual one in the polyfold literature in two ways. The first, less important, way is that we glue two copies of (0, ∞) × S 1 to define Y α , Z α rather than gluing R + × S 1 (with coordinates s, t) and R − × S 1 (with coordinates s ′ , t ′ ) using the relations s − s ′ = R and t − t ′ = θ. The second, more substantial, difference is that we make use of the logarithmic gluing profile in our definition of gluing/antigluing as opposed to the exponential gluing profile (which is the one used in polyfold theory to guarantee sc-smoothness of the splicings/retractions induced by gluing/anti-gluing). This point is explained in more detail below in §4.2.2.
Gluing Profile (Logarithmic vs Exponential)
Central to defining the gluing/anti-gluing maps (as well as the domains Z α and Y α themselves) is the correspondence between α ∈ D and the parameters (R, θ) ∈ R + × S 1 that go into defining the gluing relation between (s, t) and (s ′ , t ′ ). Here, D is the unit disc in C centred at 0 ∈ C. The correspondence The factor of 2π appears in the definition of R exp because in our convention S 1 = R/2πZ (instead of R/Z). where R exp and θ exp are defined as above. We let G exp be the smooth manifold with underlying topological space G and a global smooth chart ψ G,exp : G exp → C d given by the formula
Explicitly, this means that a function f : G exp → R is smooth if and only if the function f •ψ −1 G,exp (defined on an open subset of C d ) is smooth. We will refer to G exp sometimes as G equipped with the exponential smooth structure. 
Functional Analytic Setup and Implicit Function Theorem
Fix a large integer k (say, k ≥ 10) and a constant 0 < δ < 1 and define the weighted Sobolev spaces
as in [Par16, §B.4] . For simplicity, we will refer to these weighted Sobolev spaces in the sequel as H k,δ and H k−1,δ respectively. (We caution the reader these same spaces are denoted by the slightly different notations H k,δ c (· · · ) and H k−1,δ (· · · ) respectively in [HWZ17] . Following [HWZ17], we will view H k,δ and H k−1,δ as sc-Hilbert spaces in the usual way -by picking a strictly increasing sequence (δ m ) m≥0 ⊂ (0, 1) with δ = δ 0 and taking the m th scales to be H k+m,δm and H k+m−1,δm respectively. Note that in [HWZ17] , the authors take S 1 = R/Z, while we take S 1 := R/2πZ. In our version, the first positive eigenvalue of i ∂ ∂θ on S 1 is 1.)
Let Γ(p, q), for sufficiently close by points p, q ∈ X, denote a smooth J-linear parallel transport from q to p (of a tangent vector) along the unique shortest h-geodesic joining the two of them. For example, we may take Γ to be the parallel transport of the connection ∇ J := 1 2 (∇ + J −1 • ∇ • J) on T X , where ∇ is the Levi-Civita connection of the metric h. For v ∈ V small enough, we have the canonical isomorphism
of complex vector bundles. We denote by I α (v) : (TC α , j α (v)) → (TC α , j α (0)) the corresponding isomorphism induced by I(v) when it descends toC α (which is constructed fromC by an obvious cut-and-paste operation). Note that I 0 (v) = I(v) and that I α (v) is an isomorphism for v ∈ V small enough and is ≡ 1 on the ends/necks ofC α .
For the rest of §4.3, we will assume the reader has a working knowledge of polyfold theory (e.g. at the level of [FFGW16, §4- §6]). In some places, our notation is slightly different from what is standard in polyfold theory (these differences have been pointed out and explained in §4.2). Now, given α ∈ G, v ∈ V , ξ ∈ H k,δ , all small enough, we define η := F (α, v, ξ) ∈ H k−1,δ to be the unique section satisfying the following equations. (Note that on the cylindrical ends of C, u * T X is trivialized by the chosen local Euclidean coordinates (U, ϕ) on X and Ω 0,1 C,j0 is trivialized by ds − i · dt. This enables us to regard ξ, η as functions on the ends and thus, we can apply the gluing/anti-gluing maps to them.)
We now clarify what the notation∂ J(0) means. We can think of ⊖ α ξ as a collection of functions defined on copies of R× S 1 , one for each 1 ≤ j ≤ d for which α j = 0. For any particular 1 ≤ j ≤ d with α j = 0, we think of the function ⊖ α ξ restricted to the j th copy of R × S 1 as taking values in T u(νj ) X -using 
is sc-smooth 2 (here, G exp is just G equipped with the exponential smooth structure -see Definition 4.4) and is, in fact, also sc-Fredholm 3 (see [HWZ17, Propositions 4.7, 4.8] for proofs). Note that we are abusing notation slightly here as F is defined only on a sufficiently small ball around (0, 0, 0) ∈ G × V × H k,δ . Next, given e ∈ E and small enough α ∈ G, v ∈ V , ξ ∈ H k,δ , we define η := Q(e)(α, v, ξ) ∈ H k−1,δ to be the unique section satisfying the following equations.
Γ(exp u ξ, u) • η • I(v) = P (e)(α, y, ·, exp u ξ(·)) (4.3.7)
We explain the notation here. Recall that P : E → C ∞ (C • × S, Ω 0,1 C • /S ⊠ C T X ) is an R-linear map, and we are evaluating it above at a point of C • × S. We have used the obvious parametrization G× V × C ′ × X → C • × X (whose image contains the support of P (e), for each e ∈ E). We can show (e.g. using [Pal68, Theorem 13.5]) that the map Q is in fact classically smooth when viewed as a map E × G × V × H k,δm → H k,δm+1 where for each m ≥ 0, where (δ m ) m≥0 ⊂ (0, 1) is the sequence of weights chosen to make H k,δ an sc-Hilbert space. The weights don't really matter in the proof of this assertion since the sections P (e) are supported away from the ends of the curve. (Crucially, we also observe that Q remains smooth even if we replace G by G exp , since the identity map G exp → G is smooth by Lemma 4.5.) In particular, the resulting map
is an sc + map 4 . Combining these two maps, we can define the map
which is again sc-smooth and sc-Fredholm (by the stability of sc-Fredholm sections under sc + perturbations, see [HWZ09, Theorem 3.9] or [FFGW16, Theorem 6.21]). From the assumption that the point (s, u, v 0 ), which corresponds to (0, 0, 0, 0) ∈ (G exp × V ) × (E × H k,δ ), is regular (i.e., transversally cut-out), we deduce that the linearized operator
is surjective. (Here, D 3,4 denotes the partial linearization with respect to the variables e and ξ). Define K := ker D 0 ⊂ E ⊕ H k,δ . We will now pick a sc-complement for K in E ⊕ H k,δ . The choice of this specific complement will be vital to the proof of representability, so we explain it in detail. Using unique continuation arguments (see [Par16, §B.7] for instance), we can find a subspace E ′ ⊂ E, finitely many points x 1 , . . . , x ℓ ∈ C ′ and subspaces V i ⊂ T u(xi) X such that the linear map
restricts to an isomorphism on the linear subspace K. We take the sc-complement of K in E ⊕ H k,δ to be the subspace ker L. It follows that D 0 : ker L → H k−1,δ is a linear sc-isomorphism. Note that a sufficiently small (α, v, e, ξ) is a zero of the mapF if and only if ((α, v), ⊕ α exp u ξ, v 0 + e) satisfies (3.1.2) and ⊖ α ξ = 0.
By the sc-implicit function theorem (more precisely, by [HWZ09, Theorem 4.6]), we have an sc-smooth (and in particular, classically smooth -since K is finite dimensional) map
defined on an open neighborhood U u of (0, 0, 0) ∈ G exp × V × K and a constant ǫ > 0, which together satisfy the following properties.
• We have σ(0, 0, 0) = 0. We can now define a chart for the moduli space near the point (s, u, v 0 ). In view of this Lemma, we can (and do) replace U u by a smaller neighborhood of (0, 0, 0) to assume that the inverse of ϕ (s,u,v0) is an S-chart for M top near (s, u, v 0 ). In fact, we may assume that U u is a product neighborhood of (0, 0, 0) of the form G u × V u × K u , where G u , V u , K u are ǫ ′ -balls centred at 0 in G, V, K respectively (for some sufficiently small number ǫ ′ > 0). For notational simplicity in the next definition, let's replace the family π : C → S by the family π : C| Gu×Vu → G u × V u . Thus, in this new notation, we have Proof. We need to prove that the map ev (s,u,v0) is rel-C ∞ on C × K u (relative to the projection onto C) and that the map o (s,u,v0) is rel-C ∞ on U u (relative to the projection onto S). The latter assertion is clear as a consequence of the smoothness of the map σ : U u → E ⊕ H k,δ (where we use the exponential smooth structure on G). For the former assertion, let's begin by noting that the map U u → H k,δ given by (α, v, κ) → ξ α,v,κ is smooth (again, when we use the exponential smooth structure on G). In the language of Appendix A.1, this implies that the map
where (α, v) := π(z), is a weak rel-C ∞ C-morphism. Define the map
where again we set (α, v) := π(z). This is also a weak rel-C ∞ C-morphism by Lemma A.4. Thus, the map e 2 • e 1 is also a weak rel-C ∞ C-morphism by Remark A.2(3). This implies, by Remark A.2 (2) , that ev (s,u,v0) is rel-C ∞ relative to the projection C × K u → C, as desired.
Proof that M is Locally Representable
Define the open subset U (s,u,v0) ⊂ M top to be the image of U u under ϕ (s,u,v0) . coming from Theorem 4.10 is an isomorphism of contravariant functors from (C ∞ /·) to (Sets). Moreover, this isomorphism respects the structure maps to S.
Proof. We will construct the inverse of the natural transformation (4.4.1) and leave the verification that it is indeed natural and an inverse to the reader. Thus, let us start with a diagram
We shall now show that Φ is rel-C ∞ to conclude the definition of the inverse natural transformation of (4.4.1).
At this point, we ask the reader to revisit the definition of the complement of K = ker D 0 in E ⊕ H k,δ . Specifically, we need to recall equations (4.3.12) and (4.3.13), which involve the points x 1 , . . . , x ℓ ∈ C ′ and the subspaces
It is easy to see that y → x i (y) defines a rel-C ∞ map Y /T → C Y /C T for each 1 ≤ i ≤ ℓ, and thus, it follows that Ψ is a rel-C ∞ morphism Y /T → K. We will identify Ψ and Φ (i.e., showing Φ = (q • ϕ, Ψ) : Y → S × K) which will complete the proof. Thus, let y ∈ Y be given. Set (α, v, κ) := Φ(y). We then know that the restriction of F to the fibre over y (of C Y → Y ) and w(y) ∈ E can be identified with 
Completing the Proof of Theorem 3.5
We use the representability crierion (Proposition 2.15), to argue that M is representable. Indeed, Lemma 3.16, Lemma 3 .15 and Theorem 4.11 verify the hypotheses of Proposition 2.15, thus completing the proof of Theorem 3.5.
Moduli Spaces with Obstruction Bundles
For some applications of moduli spaces of holomorphic curves, we also need to consider certain naturally defined vector bundles on them (e.g. "obstruction bundles"). We show how to construct rel-C ∞ structures on such vector bundles, using only the universal property from Theorem 3.5.
Relative Tangent Bundles
Definition 5.1 (Rel-C r Vector Bundles). Let X/S be a rel-C r manifold and suppose E is a topological R-vector bundle on X of rank n. Given two local trivializations of E, over open sets U, V ⊂ X, we say that they are rel-C k compatible for some 0 ≤ k ≤ r if and only if the transition map U ∩ V → GL(n, R) is rel-C k (with source considered as an S-manifold). A rel-C k structure on E is a maximal atlas of local trivializations of E, which are pairwise rel-C k compatible. A vector bundle E equipped with a fixed rel-C k structure will be called a rel-C k vector bundle over X/S. Analogous definitions can be made for C-vector bundles.
Remark 5.2. The total space of a rel-C k vector bundle E (on X/S) naturally admits the structure of a rel-C k manifold over S (with the structure map being the obvious projection E → X → S). It's also easy to see that the same is true of associated bundles of E, such as E * , Λ m E and E ⊗ V (for V a fixed finite dimensional vector space). In particular, E ⊕ E is a rel-C k manifold over S in an obvious fashion. Moreover, the addition, scalar multiplication and zero section
are all S-morphisms of class rel-C k . We also observe that rel-C k vector bundles can be pulled back along morphisms of class rel-C m (for k ≤ m) to yield a rel-C k structure on the pullback bundle.
Definition 5.3 (Relative Tangent Bundles). Suppose X/S is a rel-C r manifold for some r ≥ 1. We define the relative tangent bundle of X/S, denoted by T X/S , to be the rel-C r−1 vector bundle on X/S defined as follows. For a local chart U ⊂ V S (with V a vector space), we define the relative tangent bundle to be (T V ) S | U and for a chart transition Φ : V S → W S , we glue these by the differential map T Φ :
By gluing together these definitions over all the charts for X/S in its maximal atlas, we obtain the rel-C r−1 vector bundle T X/S over X/S.
Remark 5.4. Given a rel-C k map ϕ : X ′ /S ′ → X/S between rel-C r manifolds (for some 1 ≤ k ≤ r), we get an induced linear bundle map (of class rel-C k−1 ) called the differential
of the map ϕ, defined in the obvious way using local charts. Clearly, this differential satisfies the chain rule. We will sometimes denote T ϕ as either T ϕ or d X ′ /S ′ ϕ.
For the rest of the discussion, we exclusively focus on rel-C ∞ manifolds and rel-C ∞ vector bundles on them.
Definition 5.5 (Relative Submersion). A rel-C ∞ S-morphism ϕ : Y ′ /S → Y /S is called a relative submersion if and only if T ϕ is a surjective bundle homomorphism. In this case, by the implicit function theorem with continuous dependence on parameters, we see that Y ′ /Y naturally acquires the structure of a rel-C ∞ manifold and the natural sequence of vector bundles
is exact on Y ′ . It is a simple consequence of the implicit function theorem (with continuous dependence on parameters) that if ϕ is a submersion and Z/S → Y /S is any other rel-C ∞ S-morphism, then (Z × Y Y ′ )/S is naturally a rel-C ∞ manifold. z : X → E (5. 1.8) which are also X-morphisms. Assume that for each x ∈ X, the fibre E x := π −1 (x) carries the structure of an n-dimensional R-vector space withe the restrictions of a, s, z being the addition, scalar multiplication and zero vector respectively. Then, given any x ∈ X, there is an open neighborhood x ∈ U ⊂ X such that we have an X-morphism E| U → U × R n which is a rel-C ∞ S-diffeomorphism and intertwines the addition, scalar multiplication and zero vector on either side. In particular, E naturally carries the structure of a rel-C ∞ R-vector bundle of rank n on X/S. The obvious analogue of for C-vector bundles also holds.
Proof. Consider the rel-C ∞ vector bundle E ′ := z * T E/X on X/S. We will produce an X-morphism E Ψ − → E ′ which is a rel-C ∞ S-diffeomorphism and is linear on each fibre of π : E → X. This will clearly suffice to prove the statement of the lemma. We define
It is easy (using the axioms relating a, s, z) to see that for each x ∈ X, Ψ| Ex : E x → T z(x) E x is linear. In fact, Lemma 5.7 shows that Ψ is a bijection (and that we can identify the differential of Φ| Ex at z(x) with the identity map of T z(x) E x for each x ∈ X). Since Ψ is manifestly rel-C ∞ , it will be enough (by the inverse function theorem with continuous dependence on parameters; see Lemma 5.8) to show that the map
is an isomorphism. It will be enough to check this along the zero section z(X) ⊂ E. This is because the assertion will then follow (by continuity) for a neighborhood of the zero section and then for all of E (since Ψ commutes with scaling). Let's now consider z * T Ψ :
Both the domain and the target of this map split into the tangent space along the fibre and the tangent space along the zero section. It's immediate to see that z * T Ψ is the identity map on each of those summands. This implies that z * T Ψ is an isomorphism.
To deal with the case of C-vector bundles, we simply observe that a rel-C ∞ R-vector bundle with a rel-C ∞ fibrewise almost complex structure J : E → E admits rel-C ∞ local C-linear trivializations.
Lemma 5.7. Suppose V is a C ∞ n-dimensional manifold and suppose that the C ∞ maps
are the addition, scalar multiplication and zero vector of an n-dimensional R-vector space structure on V . Then, the map
is a smooth R-linear isomorphism. Moreover, its derivative at z ∈ V is the identity map of T z V .
Proof. We note that (V, a, z) is an abelian Lie group under the given assumptions. The map s gives a contraction of V to z and thus, V is contractible. By general Lie group theory, this means that that the exponential map exp : T z V → V is a diffeomorphism (and even a group isomorphism since V is abelian) with d(exp) z being the identity map. Thus, it will be enough to show that exp •Ψ is the identity map of V and that Ψ respects scaling. The latter is proved by the computation
For the former, we argue as follows. Given v ∈ V , we claim that t → γ v (t) := s(t, v) is the same as the exponential trajectory t → exp(t · Ψ(v)). To see this, we note that γ v (0) = s(0, v) = z and that
which shows that s(t, v) = exp(t · Ψ(v)). Evaluating at t = 1 gives (exp •Ψ)(v) = v.
Lemma 5.8 (Inverse Function Theorem with Parameters). Suppose V, W are finite dimensional R-vector spaces, (S, t) is a pointed topological space and U ⊂ V × S is an open neighborhood of (0, t). Let f : U → W be a rel-C 1 map (with respect to the projection U → S) given by (q, s) → f s (q) such that we have f t (0) = 0 and the derivative df t (0) : V → W is an isomorphism. Then, there exist open neighborhoods U ⊂ U and U ′ ⊂ W × S of (0, t) such that the map F : U → W × S given by (q, s) → (f s (q), s) is a rel-C 1 Sdiffeomorphism U ∼ − → U ′ , i.e., it is bijective and its inverse G is also rel-C 1 . Moreover, if 2 ≤ r ≤ ∞ and f is rel-C r , then so is G.
Proof. (The proof is essentially the same as that of the inverse function theorem.) Without loss of generality, we may assume that V = W and df t (0) = id V . Endow V with a norm · . Now, we may assume (by shrinking U and S) that df s (q) − id V ≤ 1 2 for all (q, s) ∈ U and that U = N × S where 0 ∈ N ⊂ V is the ǫ-ball centred at 0 for some ǫ > 0. Now, define h s (q) := f s (q) − q and notice that by the mean value inequality, we have
which shows that f | U is injective. Now, given q ′ ∈ N (sufficiently small) and s ∈ S, we would like to find q ∈ N such that q ′ = f s (q) = q + h s (q), i.e., q = q ′ − h s (q). In order to get a solution q by the contraction mapping principle, we would like to find δ > 0 and further shrink S so that for all q ≤ δ, q ′ ≤ δ/3 and s ∈ S, we have q ′ − h s (q) ≤ δ. We estimate
and thus, after shrinking S to assume that h s (0) = h s (0) − h t (0) ≤ δ/6 for all s ∈ S, we conclude that for all q ′ ≤ δ/3 and s ∈ S, there exists a unique q = g s (q ′ ) with q ≤ δ such that f s (q) = q ′ . By the contraction mapping theorem with continuous dependence on parameters, we see that the map (s, q ′ ) → g s (q ′ ) is continuous. By shrinking U to a suitable open U and W × S to a suitable open U ′ , we thus see that F is a homeomorphism. We can show, by the usual proof of the inverse function theorem, that g s is differentiable for all s ∈ S, with derivative given by
which completes the proof that g(s, q ′ ) := g s (q ′ ) is rel-C 1 on U ′ /S. Now, we may apply the usual "bootstrap" argument, using the chain rule and the smoothness of the map A → A −1 on GL(V ), to conclude that g is rel-C r if f is rel-C r .
Obstruction Bundles
We specialize now to the situation of §3, additionally assuming that E = 0. We let M denote the moduli space of pairs (s, f ) with s ∈ S and f : C s → X a J-holomorphic map which is regular (i.e., cut-out transversely) and satisfies f * [C s ] = β. Assume that we have a smooth C-vector bundle F → X equipped with a C-linear connection ∇. Given any smooth map f : C → X, with C a prestable curve, the pullback f * F naturally acquires the structure of a holomorphic vector bundle when equipped with the C-linear Cauchy-Riemann operator (f * ∇) 0,1 .
Definition 5.9. We say that a J-holomorphic map f : C → X is F -unobstructed provided it is regular as a holomorphic map in X (i.e., is cut-out transversely by∂ J ) and, in addition, satisfies H 1 (C, f * F ) = 0.
Definition 5.10. We define M F ⊂ M to be the sub-sheaf of pairs (s, f ), where s ∈ S and f : C s → X is J-holomorphic and F -unobstructed.
Remark 5.11. Note that over M F , we have a family of C-vector spaces (of constant rank) given by
It is natural to ask if this can be realized canonically as a rel-C ∞ C-vector bundle over M F , and Theorem 5.16 below answers this is in the affirmative. Now, note that the tangent bundle of F sits in the canonical short exact sequence
The connection ∇ gives a splitting T F ≃ π * F ⊕ π * T X = π * (F ⊕ T X ) and thus, defines an almost complex structure J F on the manifold F by the pulling back the complex vector bundle structure from F ⊕ T X (where the almost complex structure on the second factor is J). Note that that with this definition, the projection map π : (F, J F ) → (X, J) is pseudoholomorphic. Furthermore, a J F -holomorphic mapf : C → F is exactly the data of a J-holomorphic map f : C → X (given by f = π •f ) and a smooth section σ ∈ ker(f * ∇) 0,1 .
Lemma 5.12. Let C be a prestable curve andf : C → F be J F -holomorphic and set f := π •f . If f is F -unobstructed, thenf is regular. Conversely, iff is regular, then so is f . Moreover, iff has image lying in the zero section of E, then we may additionally conclude that f is F -unobstructed.
Proof. We pullback the sequence (5.2.2) alongf to get the sequence
which then leads to the following commutative diagram with exact rows
whereC is the normalization of C. Now, using the snake lemma gives the required result. One only needs to notice that whenf has image lying in the zero section of E, the short exact sequence of complexes above splits and thus, the connecting morphism in the long exact sequence is zero. Remark 5.15. Notice that the fibre of π * : F F → M F over a point (s, f ) can be identified canonically with the C-vector space H 0 (C, f * F ). Notice that by the assumption of F -unobstructedness and the Riemann-Roch Theorem, it follows that dim C H 0 (C, f * F ) = N (1 − g) + c 1 (F ), β , where N and g are respectively the rank of F and the arithmetic genus of C s . Thus, we may view π * as describing a family of complex vector spaces. Proof. Let us first prove that π * is a submersion. This is a pointwise condition, and thus, we only need to check it after base changing to each point s ∈ S. The base changes (F F ) s and (M F ) s are smooth manifolds and the differential T π * | (FF )s of the map π * at a pointf ∈ (F F ) s is clearly given by
where f := π •f . This map is surjective using the snake lemma on the commutative diagram from the proof of Lemma 5.12 in conjunction with the assumption that H 1 (C s , f * F ) = 0. Next, note that the fibrewise addition, scalar multiplication and zero section maps of F
give rise to the rel-C ∞ S-morphisms (which are also M F -morphisms)
which give the fibrewise vector space structures on F F . These maps are rel-C ∞ because they can be defined in an obvious fashion as maps of functors. Now, by Lemma 5.6, it follows that π * : F F → M F possesses rel-C ∞ C-linear local trivializations over M F /S.
Construction of M
We will now prove Theorem 3.6. To do this, we need some standard facts about holomorphic curves (elliptic regularity, Gromov-Schwarz Lemma) reformulated in terms of rel-C ∞ maps. After presenting these facts, we will show that M ⊂ M is open (in the case when E = 0). The technique used for this also enables us to produce local (topological)étale charts for the moduli orbispace M g,m (X, J) β of stable J-holomorphic maps of type (g, m) in class β.
6.1 Families of Holomorphic Curves are Rel-C ∞ Let (π : C → S, p 1 , . . . , p m ) be a proper flat analytic family of prestable curves of type (g, m) as in §3.1.
Let C • ⊂ C be the open subset defined as the complement of the union of the nodal loci of all the fibres of π. Since C • and S are complex manifolds and π : C • → S is a holomorphic submersion, it can be viewed canonically as a rel-C ∞ manifold (with fibres of real dimension 2).
Definition 6.1 (Rel-C ∞ Structure on a Family of Curves). Suppose ϕ : T → S is a map of topological spaces. Let π T : C T → T be the base change of π along ϕ. Let C • T ⊂ C T be the pullback of C • ⊂ C. Then, π T : C • → T carries a rel-C ∞ structure, pulled back from π : C • → S. We call this the natural rel-C ∞ structure on C • T /T . Remark 6.2. It is easy to verify that this rel-C ∞ structure is independent of the presentation of C T /T as the pullback of C/S. More precisely, if we have any other C ′ /S ′ and maps C T /T → C ′ /S ′ fitting into a Cartesian diagram of topological spaces (respecting the fibrewise analytic structures), then the rel-C ∞ structure induced by C ′ /S ′ is the same as the one induced by C/S. Moreover, C • T /T is, locally on the source C • T , isomorphic to the trivial family D T (preserving the fibrewise analytic structures). Lemma 6.3. Suppose F : C T → X is a continuous map such that for each t ∈ T , the map F | C ϕ(t) satisfies the equation (3.1.2) . Then, the restriction of F to C • T /T is rel-C ∞ .
Completing the Proof of Theorem 3.6
Theorem 3.6 is an immediate consequence of the Lemma 6.5 below. (We continue to use the notation from Lemma 6.3 in its statement and proof.) Lemma 6.5 (Stability is Open). Suppose F : C T → X is a continuous map such that for each t ∈ T , the map F | C ϕ(t) is J-holomorphic. Then, the set of stable points, i.e., t ∈ T such that
is open in T .
Proof. Let t ∈ T be such that (6.2.1) is satisfied. Set s := ϕ(t) and F t := F | C ϕ(t) . We claim that on (the normalization of) any unstable irreducible component of (C s , p 1 (s), . . . , p m (s)), the map F t has full rank at some point. Indeed, if this were not the case, then by J-holomorphicity F t would be constant on this component, contradicting (6.2.1). Thus, it is possible to choose a minimal collection of distinct smooth points q 1 , . . . , q r ∈ C s \ {p 1 (s), . . . , p m (s)} such that (C s , p 1 (s), . . . , p m (s), q 1 , . . . , q r ) is stable and F t is an immersion at each q i (1 ≤ i ≤ r).
Choose smooth functions h 1 , . . . , h r : X → C such that h i (F t (q i )) = 0 and d(h i • F t ) qi is an isomorphism for each 1 ≤ i ≤ r. Since F is rel-C 1 on C • T /T (by Lemma 6.3), it follows using the implicit function theorem with continuous dependence on parameters (a corollary of Lemma 5.8) -applied to the functions
• For all t ′ near t, the curves (C ϕ(t ′ ) , p 1 (ϕ(t ′ )), . . . , p m (ϕ(t ′ )),q 1 (t ′ ), . . . ,q r (t ′ )) are stable of type (g, m+r). This is because stable curves are open in the stack of all prestable curves, see [ACG11, Chapter X, Lemma 3.4] .
Now, it's immediate that for each t ′ near t, the map (C ϕ(t ′ ) , p 1 (ϕ(t ′ )), . . . , p m (ϕ(t ′ ), F | C ϕ(t ′ ) ) is stable: since the presence of a marked pointq i (t ′ ) on any irreducible component of C ϕ(t ′ ) indicates that F is non-constant on this component and, in fact, immersed atq i (t ′ ). This shows that all t ′ near t satisfy (6.2.1).
6.3Étale Charts for the Moduli Stack of Stable Maps
The technique used in the proof of Lemma 6.5 can also be used to produce localétale charts for M g,m (X, J) β , the moduli orbispace of stable m-pointed J-holomorphic curves in X of arithmetic genus g lying in the homology class β. (This orbispace may be highly singular, and thus the domains for itsétale charts also will be. Over the locus of regular stable maps, these may be viewed as orbifold charts.)
Let (C, x 1 , . . . , x m , u) be a point of M g,m (X, J) β . Let y 1 , . . . , y r be a minimal collection of distinct smooth points on C such that (C, x 1 , . . . , x m , y 1 , . . . , y r ) is stable and u is immersed at each x i for 1 ≤ i ≤ m. Minimality implies that r is the C-dimension of the Lie algebra aut(C, x 1 , . . . , x m ) of infinitesimal automorphisms and aut(C, x 1 , . . . , x m , y 1 , . . . , y r ) = 0.
Let π : C V → V be a universal deformation of (C, x 1 , . . . , x m , y 1 , . . . , y r ), i.e., π : C V → V is a proper flat analytic family of stable curves (with marked points given by sections σ 1 , . . . , σ m , τ 1 , . . . , τ r of π) equipped with a point p ∈ V and a Cartesian diagram
xi,yj σi,τj such that the following property holds. Given any other continuous family (π T :
) of stable curves (which is, locally on the topological space T , the pullback of an proper analytic family of stable curves), along with a point q ∈ T and a fibre square
there exists an open neighborhood T ′ ⊂ T of q and a fibre square
which is compatible with the two fibre squares above, i.e., f (q) = p andf • ψ = ϕ. Moreover, the germs of f andf at q are unique. Next, let h 1 , . . . , h r : X → C denote smooth functions such that for each 1 ≤ j ≤ r, we have h j (u(y j )) = 0 and d(h j • u) yj is an isomorphism. (Thus, H j := h −1 j (0) is a smooth codimension 2 submanifold of X near u(y j ) and meets u transversely at y j for 1 ≤ j ≤ m.)
Let M := M J (π, X) top β be the V-space we get by the obvious extension (as explained in Remark 3.18) of Lemma 3 .15 applied to the family π : C V → V. We have the corresponding universal family of stable maps On M ′ /V, there is a corresponding family
of stable maps, restricted from the family ev π defined over M.
Lemma 6.7. If (p, u) ∈ M reg , then we have (p, u) ∈ M ′ reg . Proof. It is clear that h(p, u) = 0. We therefore only need to prove the surjectivity of T h | (p,u) . Let's note that T M/V | (p,u) can be canonically identified with the kernel of the surjective linear operator Ω 0 (C, u * T X ) D(∂J )u − −−−− → Ω 0,1 J (C, u * T X ) (6.3.2) and T h | (p,u) can be identified with the map L : ker D(∂ J ) u → C r (6.3.3) ξ → (dh 1 (ξ(y 1 )), . . . , dh r (ξ(y r ))) (6. 3.4) Now, observe that we have a commutative diagram where D is the divisor on the normalizationC → C consisting of the preimages of the nodes of C and the marked points x 1 , . . . , x m and ev represents the evaluation map at the points y 1 , . . . , y r . Note that H 0 (C, TC(−D)) = aut(C, x 1 , . . . , x m ) and thus, the map ev is injective (and thus, an isomorphism by dimension considerations). The bottom horizontal arrow is an isomorphism by definition, and thus, it follows that L is surjective.
The family of stable maps ev ′ π defined over M ′ has the following universal property.
Proposition 6.8 (Étale Chart). Let π T : C T → T be a family of m-pointed prestable curves of genus g (locally given as the pull back of a proper flat analytic family) with marked points given by sections σ ′ 1 , . . . , σ ′ m . Let F : C T → X be a continuous map which is J-holomorphic on each fibre of T and q ∈ T be a point. Assume we have a commutative diagram Proof. Let us first prove the existence of f andf . Exactly as in the proof of Lemma 6.5, there are unique (germs of) continuous sections τ ′ j defined near q ∈ T such that we have τ ′ j (q) = ψ(y j ) and h j • F • τ ′ j ≡ 0 (for each 1 ≤ j ≤ r). Now, by the universal property of the universal family π : C V → V, there exists unique (germs near q of) maps g,g such that the diagram Conversely, given maps f ′ andf ′ making the diagram in the statement of the proposition commute, we will show that they are the same as f andf near q. The maps f ′ ,f ′ determine maps g ′ ,g ′ to V, C V respectively. Pulling back the sections τ j of π (along g ′ ,g ′ ), we get sections τ ′′ j of π T satisfying τ ′′ j (q) = ψ(y j ). The crucial observation now is that since f maps T into M ′ = h −1 (0) ⊂ M, it follows that h j • F • τ ′′ j ≡ 0, which implies τ ′′ j ≡ τ ′ j . This implies that, as germs near q, we have (g,g) ≡ (g ′ ,g ′ ) and thus, (f,f ) ≡ (f ′ ,f ′ ).
Remark 6.9. For readers familiar with the language of topological stacks, Proposition 6.8 just says that the map of stacks M ′ → M g,m (X, J) β -defined by the family ev ′ π of stable maps over M ′ -isétale, i.e. a local homeomorphism, at the point (p, u).
A Weak Rel-C r Morphisms
A.1 Definitions
We define an auxiliary notion of rel-C r morphisms for relative Banach manifolds which generalizes the notion already defined in finite (relative) dimensions. (2) a weak rel-C r S-morphism for an integer r ≥ 1 if the following hold.
• It is a weak rel-C 0 S-morphism.
• For each s ∈ S, the map v → f (v, s) is of class C 1 .
• The map dF : (T V × S)| U → T W × S on the tangent bundles (induced by differentiating F in the V -directions) is a weak rel-C r−1 S-morphism.
(3) a weak rel-C ∞ S-morphism if it is a weak rel-C r S-morphism for all integers r ≥ 0.
Remark A.2. We note a few assertions which are evident.
