This paper proposes the design of a custom mirror-based light field camera adapter that is cheap, simple in construction, and accessible. Mirrors of different shape and orientation reflect the scene into an upwards-facing camera to create an array of virtual cameras with overlapping field of view at specified depths, and deliver video frame rate light fields. We describe the design, construction, decoding and calibration processes of our mirrorbased light field camera adapter in preparation for an open-source release to benefit the robotic vision community.
INTRODUCTION
(a) (b) (c) Figure 1 : (a) MirrorCam mounted on the Kinova MICO robot manipulator. Nine mirrors of different shape and orientation reflect the scene into the upwards-facing camera to create 9 virtual cameras, which provides video frame-rate light fields. (b) A whole image captured by the MirrorCam and (c) the same decoded into a light field parameterization of 9 sub-images, visualized as a 2D tiling of 2D images. The non-rectangular sub-images allow for greater FOV overlap [4] .
Introduction
Light field cameras are a new paradigm in imaging technology that may greatly augment the computer vision and robotics fields. Unlike conventional cameras that only capture spatial information in 2D, light field cameras capture both spatial and angular information in 4D using multiple views of the same scene within a single shot [1] . Doing so implicitly encodes geometry and texture, and allows for depth extraction. Capturing multiple views of the same scene also allows light field cameras to handle occlusions [2] , and non-Lambertian (glossy, shiny, reflective, transparent) surfaces, that often break most modern computer vision and robotic techniques [3] .
INTRODUCTION
Robots must operate in continually changing environments on relatively constrained platforms. As such, the robotics community is interested in low cost, computationally inexpensive, and real-time camera performance. Unfortunately, there is a scarcity of commercially available light field cameras appropriate for robotics applications. Specifically, no commercial camera delivers 4D light fields at video frame rates 1 . Creating a full camera array comes with more synchronization, bulk, input-output and bandwidth issues. However, the advantages of our approach are video-framerate light field (LF) video allowing real-time performance, the ability to customize the design to optimize key performance metrics required for the application, and the ease of fabrication. The main disadvantages of our approach are a lower resolution, a lower FOV 2 , and a more complex decoding process.
Therefore, we constructed our own LF video camera by employing a mirrorbased adapter. This approach splits the camera's field of view into sub-images using an array of planar mirrors. By appropriately positioning the mirrors, a grid of virtual views with overlapping fields of view can be constructed, effectively capturing a light field. We 3D-printed the mount based on our design, and populated the mount with laser-cut acrylic mirrors.
The main contribution of this paper is the design and construction of a mirrorbased adapter like the one shown in Fig. 1a , which we refer to as MirrorCam. We provide a novel optimization routine for the design of the custom mirror-based camera that models each mirror using a 3-Degree-of-Freedom (DOF) reflection matrix. The calibration step uses 3-DOF mirrors as well; the design step allows non-rectangular projected images. We aim to make the design, methodology and code open-source to benefit the robotic vision research community.
The remainder of this paper is organized as follows. Section 2 provides some background on light field cameras in relation to the MirrorCam. Section 3 explains our methods for designing, optimizing, constructing, decoding and calibrating the MirrorCam. And finally in Section 4, we conclude the paper and explore future work. 
Background
Light field cameras measure the amount of light travelling along each ray that intersects the sensor by acquiring multiple views of a single scene. Doing so allows these cameras to obtain both geometry, texture, and depth information within a single light field image/photograph. Some excellent references for light fields are [5] [6] [7] . Table 1 compares some of the most common LF camera architectures. The most prevalent are the camera array [8] , and the micro-lens array (MLA) [1] . However, the commercially-available light field cameras are insufficient for providing light fields for real-time robotics. Notably, the Lytro Illum does not provide light fields at a video frame rate [9] . The Raytrix R10 is a light field camera that captures the light field at more than 7-30 frames-per-second (FPS); however, the camera uses lenslets with different focal lengths, which makes decoding the raw image extremely difficult, and only provides 3D depth maps [10] . Furthermore, as commercial products, the light field camera companies have not disclosed details on how to access and decode the light field camera images, forcing researchers to hack solutions with limited success. All of these reasons motivate a customizable, easy-to-access, easy to construct, and open-source video frame-rate light field camera.
Methods
We constructed our own LF video camera by employing a mirror-based adapter based on previous works [11] [12] [13] . This approach slices the original camera image into sub-images using an array of planar mirrors. Curved mirrors may produce better optics; however, these mirrors are difficult to produce. Planar mirrors are much more accessible and customizable. A grid of virtual views with overlapping field of view can be constructed by carefully aligning the mirrors. These multiple views effectively capture a light field.
Our approach differs from previous work by reducing the optimization routine to a single tunable parameter, and identifying the fundamental trade-off between depth of field and field of view in the design of mirrored LF cameras. Additionally, we utilize non-square mirror shapes.
Design & Optimization
Because an array of mirrors has insufficient degrees of freedom to provide both perfectly overlapping FOVs and perfectly positioned projective centres, we employ an optimization algorithm to strike a balance between these factors, as in [11] . A tunable parameter determines the relative importance of closeness to a perfect grid of virtual poses, and field of view overlap, which is evaluated at a set of userdefined depths. The grid of virtual poses is allowed to be rectangular, to better exploit rectangular camera FOVs.
The optimization routine begins with a faceted parabola at a user-defined scale and mirror count. Optimization is allowed to manipulate the positions and normals of the mirror planes, as well as their extents. Optimization constraints prevent mirrors occluding their neighbours, and allow a minimum spacing between mirrors to be imposed for manufacturability. Fig. 2 shows an example 3 × 3 mirror array before and after optimization. The FOV overlap was evaluated at 0.3 and 0.5 m. Fig. 1a shows an assembled model mounted on a robot arm, and Fig. 1b shows an example image taken from the camera. Note that the optimized design does not yield rectangular sub-images, as allowing a general quadrilateral shape allows for greater FOV overlap. In future work, we will explore the use of non-quadrilateral sub-images.
Construction
For the construction of the MirrorCam, we aimed to use easily accessible materials and methods. We 3D-printed the mount based on our design, and populated the mounts with laser-cut flat acrylic mirrors. Figure 3 shows a computer rendering of the MirrorCam before 3D printing. The reflection of the 9 mirrors show the upwards-facing camera, which is secured at the base of the MirrorCam. This design was built for the commonly available Logitech C920 webcam. More detailed diagrams of the design are supplied in the Appendix. Mirror thickness and quality proved to be an issue for the construction of the MirrorCam. Since the mirrors are quite close to the camera, the thickness of the mirrors occlude a significant portion of the image, which greatly reduces the resolution of each sub-image. Thus, we opted for thin mirrors, but encountered problems with mirror warping and flatness from the cheap acrylic mirrors. By inspecting the mirrors before purchase, and handling them very carefully (without flexing them) during construction, cutting and adhesion, we were able to minimise image warping and flatness.
Decoding & Calibration
Our MirrorCam calibration has two steps: first the base camera is calibrated following a conventional intrinsic calibration, e.g. using MATLAB's built-in camera calibration tool. Next the camera is assembled with mirrors and the mirror geometry is estimated using a Levenberg-Marquardt optimization of the error between expected and observed checker board corner locations. Initialization of the mirror geometry is based on the array design, and sub-image segmentation is manually specified.
One point of difference with prior work is that rather than employing a 6-degree-of-freedom (DOF) transformation for each virtual camera view, our calibration models each mirror using a 3-DOF reflection matrix. This reduces the DOF in the camera model and more closely matches the physical camera, speeding convergence and improving robustness.
A limitation of our calibration technique is that the images taken without mirrors are only considered when initializing the camera intrinsics. A better solution, left as future work, would jointly consider all images, with and without mirrors.
Based on the calibrated mirror geometry, the nearest grid of parallel cameras is estimated, and decoding proceeds as:
1. Remove 2D radial distortion, 2. Slice 2D image into a 4D array, and 3. Reproject each 2D sub-image into central camera view orientation.
Here, we assume the central camera view is aligned with the center mirror.
The final step corrects for rotational differences between the calibrated and desired virtual camera arrays using 2D projective transformations. There is no compensation for translational error, though in practice the cameras are very close to an ideal grid. An example input image and decoded light field are shown in Fig. 1c . Our calibration routine reported a 3D spatial reprojection root mean square (RMS) error of 1.80 mm. The spatial reprojection error is the 3D distance from the projected ray to the expected feature location during camera calibration, where pixel projections are traced through the camera model into space. This small error confirms that the camera design, manufacture and calibration has yielded observations close to an ideal light field.
It is important to note that our current calibration did not account for the manufacturing aspects of the camera, such as the thickness of the acrylic mirrors, or the additional thickness of the epoxy used to secure the mirrors to the mount. The acrylic mirrors we used also exhibited some bending and rippling, causing image distortion unaccounted for in the calibration process.
Light Field Features
As detailed in our report on light field image-based visual servoing [4] , to our knowledge all prior work on light field features operates by applying 2D methods to epipolar slices of the 4D light field. As a first step towards truly 4D features, we augment both the detection and representation of features to exploit the light field structure. Our implementation employs Speeded-Up Robust Features (SURF) [14] , though the proposed method is agnostic to feature type. We augment the detection process by enforcing light field geometry constraints, making the process more selective and less sensitive to spurious detections. Finally, for representation, we augment the 2D feature location with the local light field slope, implicitly encoding depth.
The Point-Plane Correspondence
Prior work has extracted light field features by applying 2D feature detectors to 2D slices in the u, v dimensions [15] . In this paper, we do the same, but with an additional step to reject features that break the point-plane correspondence. By selecting only features that adhere to the planar relationship, we can remove spurious detections and limit our attention to features that correspond consistently to 3D spatial locations.
Operating on 2D slices of the light field, feature matches are found between the central view and all other sub-images. Each pair of matched 2D features is treated as a potential 4D feature. A single feature pair yields a slope estimate, and this defines an expected feature location in all other sub-images. We introduce a tunable constant that determines the maximum distance between observed and expected feature locations, in pixels, and reject all matches exceeding this limit.
A second constant N MIN imposes the minimum number of sub-images in which feature matches must be found. In the absence of occlusions, this can be set to require feature matches in all sub-images. Any feature passing the maximum distance criterion in at least N MIN images is accepted as a 4D feature, and a consolidated slope estimate is formed based on all passing sub-images. The result of this decoding process is a light field ready for experimental validation.
Conclusions and Future Work
In this paper, we have proposed the design optimisation, construction, decoding and calibration process of a mirror-based light field camera. We have shown that our 3D-printed MirrorCam, optimized for overlapping FOV, reproduced a light field. This implies that the mirror-based LF camera was a viable, low-cost, and accessible alternative to commercially available LF cameras.
Our implementation takes 5 seconds per frame to operate as unoptimized MATLAB code. The decoding and correspondence processes are the current bot- 
