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Abstract
Gene regulation is one of the most important cellular processes, indispensable for the
adaptability of organisms and closely interlinked with several classes of pathogenesis and
their progression, including cancer. The elucidation of regulatory mechanisms can be
approached by a multitude of experimental methods, yet integration of the resulting het-
erogeneous, large, and noisy data sets into comprehensive and tissue or disease-specific
cellular models requires rigorous computational methods. Over the last decade, numer-
ous methods have been proposed trying to infer actual regulatory events in a sample.
A prominent class of methods models genome-wide gene expression as sets of (linear)
equations over the activity and relationships of transcription factors (TFs), genes and
other factors and optimizes parameters to fit the measured expression intensities. In
various settings, these methods produced promising results in terms of estimating TF
activity and identifying key biomarkers for specific phenotypes. However, despite their
common root in mathematical optimization, they vastly differ in the types of experi-
mental data being integrated, the background knowledge necessary for their application,
the granularity of their regulatory model, the concrete paradigm used for solving the
optimization problem and the data sets used for evaluation.
Here, we first review five recent methods of this class in detail and compare them
qualitatively with respect to several key properties. Since no comprehensive, comparative
evaluation of these methods had been carried out before, we quantitatively compare
the results of the presented methods in a unified framework. We base our analyses on
different publicly available data sets including TF knockout and knockdown experiments
in human and E. coli samples. Our results show that, even in the knockout data sets
with clear expression signals and thus an extremely favorable test setting, the mutual
result overlaps are very low, though sometimes statistically significant. The knocked
out or knocked down TF is rarely identified by any analyzed method. We show that
this poor overall performance cannot be attributed to the sample size or to the specific
regulatory network provided as background knowledge. However, although drawing very
different conclusions when presented with the same inference problem, all methods seem
to detect strong signals and, comparing the results to the biological literature, find
biologically relevant information. We suggest that a reason for this deficiency might
be the simplistic model of cellular processes in the presented methods, where, despite
their known importance for gene regulation, TF self-regulation and feedback loops were
not represented. We therefore propose a new method for estimating transcriptional
activity, named Floræ, with a particular focus on the consideration of feedback loops
and evaluate its results in comparison to the previously analyzed methods mainly on
synthetic data sets. Using Floræ, we are able to improve the identification of knockout
and knockdown TFs in synthetic data sets. Our results and the proposed method extend
the knowledge about gene regulatory activity and are a step towards the identification
of causes and mechanisms of regulatory (dys)functions, supporting the development of
medical biomarkers and therapies.
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Zusammenfassung
Die Regulation der Genexpression ist einer der wichtigsten zellulären Prozesse, da sie
für die Anpassungsfähigkeit von Organismen unverzichtbar ist und in engem Zusam-
menhang mit der Entstehung und Entwicklung diverser Krankheiten, unter anderem
Krebs, steht. Regulationsmechanismen können mit einer Vielzahl von Methoden expe-
rimentell untersucht werden, zugleich erfordert die Integration der daraus resultierenden
Datensätze in umfassende gewebe- oder krankheitsspezifische zelluläre Modelle strin-
gente rechnergestützte Methoden. In den letzten zehn Jahren wurden zahlreiche Metho-
den vorgeschlagen, die die tatsächlichen regulatorischen Ereignisse in einer Probe berech-
nen. Ein bedeutender Teil dieser Methoden modelliert die genomweite Genexpression
als (lineares) Gleichungssystem über die Aktivität und die Beziehungen von Transkrip-
tionsfaktoren (TF), Genen und anderen Faktoren und optimiert die Parameter, so-
dass die gemessenen Expressionsintensitäten möglichst genau wiedergegeben werden.
In verschiedenen Untersuchungen lieferten diese Methoden vielversprechende Ergeb-
nisse zur Identifizierung von zentralen Biomarkern für bestimmte Phänotypen. Trotz
ihrer gemeinsamen Wurzeln in der mathematischen Optimierung unterscheiden sich die
einzelnen Methoden stark in der Art der integrierten Daten, in dem für ihre Anwen-
dung notwendigen Hintergrundwissen, in der Granularität des Regulationsmodells, im
konkreten Paradigma, das zur Lösung des Optimierungsproblems angewendet wird, und
in der zur Evaluation verwendeten Datensätze.
In dieser Arbeit betrachten wir zunächst fünf solcher Methoden im Detail und stellen
einen qualitativen Vergleich in Bezug auf zentrale Eigenschaften auf. Da bisher keine
gemeinsame Auswertung dieser Methoden durchgeführt wurde, führen wir auch einen
quantitativen Vergleich der Methoden durch. Unsere Analysen basieren auf verschiede-
nen öffentlich verfügbaren Datensätzen, unter anderem auf TF-Knockout- und TF-
Knockdown-Experimenten. Unsere Ergebnisse zeigen, dass selbst in den Knockout-
Datensätzen, in denen deutliche Effekte auf die Expressionsintenstiäten sichtbar sind,
die Überschneidungen der Ergebnisse der verschiedenen Methoden untereinander sehr
gering, wenn auch in einigen Fällen statistisch signifikant, sind. Der Knockout- oder
Knockdown-TF wird nur in den seltensten Fällen erkannt. Wir zeigen, dass diese
schlechte Gesamtleistung nicht auf die Stichprobengröße oder das regulatorische Netz-
werk zurückgeführt werden kann. Obwohl die Methoden bei gleichen Fragestellungen zu
unterschiedlichen Schlussfolgerungen gelangen, scheinen sie gemeinsam dennoch starke
Effekte erkennen zu können und finden biologisch relevante Informationen, wie wir im
Vergleich mit der biologischen Literatur feststellen konnten. Wir weisen darauf hin,
dass die vereinfachten Modelle zellulärer Prozesse ein Grund für die genannten Defizite
sein könnten, da diese die vorhandenen Rückkopplungsschleifen, trotz deren bekannter
Bedeutung für die Genregulation, ignorieren. Daher schlagen wir eine neue Methode
(Floræ) vor, die einen besonderen Schwerpunkt auf die Berücksichtigung von Rück-
kopplungsschleifen legt, und beurteilen deren Ergebnisse, hauptsächlich anhand synthe-
tischer Datensätze, im Vergleich zu den zuvor analysierten Methoden. Mit Floræ können
wir die Identifizierung von Knockout- und Knockdown-TF in synthetischen Datensätzen
verbessern. Unsere Ergebnisse und die vorgeschlagene Methode erweitern das Wissen
über genregulatorische Aktivitäten und sind ein Schritt in Richtung der Identifizierung
von Ursachen und Mechanismen regulatorischer (Dys-)Funktionen, was die Entwicklung
von medizinischen Biomarkern und Therapien unterstützt.
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1. Introduction
The discovery of the molecular structure of DNA by [Watson and Crick, 1953] has en-
abled a fundamentally new approach to the investigation of genetic functions and cellular
processes, and in consequence has revolutionized biology and medicine. Not only the
structure of DNA and its components have been investigated in more and more detail
and in a growing number of species ever since, but also the mechanisms by which genes
are expressed, by which gene expression is regulated, and which molecular components
are involved are major biological and biomedical research areas [Collins et al., 2003].
The regulation of gene expression is a fundamental biological process, occurring in all
living species, which determines the cell’s unique properties and enables it to adapt to
the organism’s development, to cellular function, to the environment and to external
stimuli [Spitz and Furlong, 2012]. In eukaryotes, gene expression, i.e. the transcription
of genes into mRNA and the subsequent translation into proteins, is mainly regulated
by a complex network of transcription factors (TFs), proteins which bind to specific
DNA motifs and activate or repress gene transcription. MicroRNAs, which degrade the
mRNA transcript, and epigenetic effects, which change the microstructure of the DNA,
also influence gene expression. Regulation processes can form feedback loops, and the
different mechanisms interact and regulate each other. Alterations or disruptions in
regulatory mechanisms can lead to the development and progression of various diseases,
including cancer [Beers et al., 2017; Bonder et al., 2017; Naranjo et al., 2016; Semenova
et al., 2016]. Thus, the elucidation of regulatory relationships, especially in human, is
crucial for the understanding of systematic dysfunctions and the pathogenesis of numer-
ous disorders, constituting an important research field in systems biology [Wang and
Huang, 2014].
Over the past years, rapid advances in high-throughput technology and the simul-
taneous decrease of measurement costs have enabled the investigation of genome-wide
expression and other omics data, holding the potential to study biology at systems level
[Hogeweg, 2011]. The abundance of large scale data, partly available in public data
bases, calls for appropriate analyses methods to enable the understanding of individual
cellular entities and their interplay and regulation, represented in gene regulatory net-
works (GRNs) [Gauthier et al., 2018].
Many algorithms have been proposed to reverse engineer, or infer, the multiple interac-
tions between DNA, RNA, proteins and other cellular molecules directly from expression
data [Delgado and Gómez-Vela, 2019]. Compared to individual biological regulator - tar-
get experiments, such techniques for structure learning of whole GRNs offer a time and
cost efficient way to identify interactions between genes and their products. Network
1
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based approaches are also used to detect the activity of regulators: here, not the for-
mal structure of the GRN itself is searched, but the states of regulatory elements like
transcription factors are inferred, resulting in ranked lists of regulators according to
their activity. Methods typically integrate prior biological knowledge from experimen-
tal evidence of single regulator-target gene interactions, which have been investigated
in a very high number of individual biological experiments. Such findings can be re-
trieved from different databases like TRANSFAC [Wingender et al., 1996] or miRBase
[Griffiths-Jones et al., 2006], from integrated resources of different repositories [Garcia-
Alonso et al., 2019] or from text mining approaches of publications [Thomas et al., 2015].
Many activity inference methods model genome-wide gene expression as sets of (linear)
equations over the activity and relationships of transcription factors, genes and other
factors and optimize parameters to fit the measured expression intensities. Some of
these methods also integrate different types of omics data to deduce a more compre-
hensive picture of the key regulatory circuitry acting in a system. Yet none of them
considers the effect of feedback loops in the underlying regulatory network, despite their
abundance and importance in driving cellular behavior [Brandman and Meyer, 2008; De
Jong, 2002; Sauro, 2017]. The authors of the publications presenting activity inference
methods claim that such methods can be used to identify biomarkers for specific pheno-
types in human cell lines and in vivo samples, for example in innate immunity, ageing
related changes [Balwierz et al., 2014] or acute myeloid leukemia [Li et al., 2014]. The
type and the extent of evaluation performed for the different methods varies greatly.
Although certain evaluation steps were carried out for all methods, the results of the
original publications are not comparable as they are based on the evaluation of different
data sets using different metrics to assess their performance.
This thesis investigates different methods for estimating gene regulatory activity based
on mathematical optimization, quantitatively compares them and proposes a novel
method to include the effect of feedback loops. In the following sections, we give an
overview of our specific goals and contributions, followed by an outline of the thesis’
structure and an account of own prior work in preparation of this thesis.
1.1. Goals and Contributions
The main goal of this thesis is to describe, compare and improve current methods for
the estimation of gene regulatory activity based on mathematical optimization. Over
the last years, numerous methods trying to infer actual regulatory events in a sample
have been proposed, though no comprehensive, comparative evaluation of these methods
had been carried out before. Our aim is to reproducibly compare these methods and to
identify common shortcomings and necessary extensions, focusing our research on the
critical points. To this end, we provide an overview of the state-of-the-art methods in
gene regulatory activity estimation, compare their results and performance in different
aspects based on several data sets and propose a novel method with a, previously lacking,
focus on self-regulation.
2
1.2. Outline
The specific contributions of this thesis are as follows:
1. We review five recently published methods for estimating genome-wide gene reg-
ulatory activity using mathematical optimization in detail, namely the approach
by [Schacht et al., 2014], RACER [Li et al., 2014], RABIT [Jiang et al., 2015],
ISMARA [Balwierz et al., 2014], and biRte [Fröhlich, 2015]. We compare these
methods qualitatively with respect to several key properties with the goal to iden-
tify their mutual strengths and weaknesses. All methods produce a ranked list
of TFs, sorted by their activity in a given group of samples. They differ in the
types of measurements being integrated, the background knowledge necessary for
their application, the complexity and refinement of the underlying model of gene
regulation and the concrete paradigm used for solving the optimization problem.
We emphasize the common ground of these at-first-sight rather different methods
by explaining similarities and differences to a general framework for defining the
relationships of transcription factors and genes.
2. Although evaluations were carried out for all methods in the original publications,
the results are not comparable as they used different input data sets, different
background regulatory networks and different evaluation metrics. We implement
a quantitative comparison to objectively analyze the results of the previously pre-
sented methods for estimating regulatory activity in a unified framework and fur-
ther to investigate the influence of the network topology on the results. We base
our analyses on publicly available data sets including different regulator - gene
networks, multi-omics experimental patient data and transcription factor knock-
down experiments from human and E. coli cell lines to ensure transparency and
reproducibility of our results.
3. We propose Floræ (Feedback loops in regulatory activity estimation) as a novel
method for estimating regulatory activity with a particular focus on the considera-
tion feedback loops in the underlying gene regulatory network. Floræ is constructed
modularly to facilitate the adaptation to different applications and contexts. To
allow the control of all parameters, we evaluate the results in comparison to the
previously analyzed methods using mainly synthetic data, simulating knockout and
knockdown experiments. We further examine the influence of the network’s topol-
ogy and the number of samples on the results and apply Floræ to real biological
data.
1.2. Outline
Here, we give a brief overview of the structure and content of this thesis in a chapter-
based manner.
Chapter 2 introduces basic (biological) concepts relevant throughout this thesis. It
provides an overview of gene expression and gene regulation mechanisms with a focus
3
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on transcription factors and microRNAs. We present models of gene regulatory net-
works and describe methods for their reconstruction as well as current challenges in this
research field. Further, Chapter 2 introduces the idea of gene regulatory activity infer-
ence, a variation of network reconstruction, and mathematical optimization as popular
method to infer regulatory activity.
Chapter 3 surveys and qualitatively compares different methods for estimating genome-
wide gene regulatory activity. We introduce a general mathematical framework for the
inference of regulatory activity and describe five published methods in detail, focusing
on incorporated data types, mathematical models, optimization methods, and evalua-
tion strategies. We descriptively compare the general properties of these methods and
discuss their strengths and weaknesses, motivating the necessity for detailed quantitative
comparisons based on controlled data scenarios.
Chapter 4 studies our results on the quantitative evaluation of different methods for
estimating regulatory activity. We report on method configurations and the ranking
procedure. The extensive comparison is divided into two sections and is based on differ-
ent publically available data sets: multi-omics data from cancer patients and knockdown
data from human and E.coli cell lines. For the analyses based on multi-omics data, we
comparatively report on our results using different amounts of input data sets. In a sec-
ond evaluation based on less complex knockdown experiments, we compared the results
from different methods and analyzed the influence of the underlying regulatory network.
We discuss our results with respect to study design and network topology, pointing out
the need for the inclusion of self-regulation in activity inference methods.
Chapter 5 proposes a novel method for the estimation of regulatory activity, Floræ, with
a particular focus on the consideration of feedback loops in the regulatory network. We
first describe the methodological background and the implementation of Floræ. We re-
port on our evaluation based on synthetic data and the data sets derived from biological
experiments described in Chapter 4. The effects of feedback loops, sample number and
network randomization are examined in detail. We discuss the advantages and limita-
tions of the methodological approach and of the use of synthetic data, indicating several
potential extensions of Floræ.
Chapter 6 summarizes the results of this thesis, recapitulates the main contributions
and addresses possible future directions.
1.3. Own prior Work
Some parts of this thesis are based on work which has been published previously in
peer-reviewed publications. Chapters 3 and 4 describe the comparative assessment of
methods for estimating regulatory activity based on multi-omics data originally pre-
sented in [Trescher et al., 2017]. Saskia Trescher performed the literature research, the
4
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quantitative comparisons and wrote the manuscript with the help of Jannes Münchmeyer
and Ulf Leser. Chapter 4 further contains the analyses of transcription factor activity in
knockdown studies which were published in [Trescher and Leser, 2019]. Saskia Trescher
performed the literature research, implemented the in silico experiments and analyzed
the data. Saskia Trescher wrote the manuscript together with Ulf Leser.
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2. Background
The regulation of gene expression is a fundamental biological mechanism in all living
cells. It determines the cells’ unique properties and it is indispensable for the organism’s
development, cellular function and the adaptation to changing environments and exter-
nal stimuli [Spitz and Furlong, 2012]. Gene regulation also plays an important role in the
development and progression of various diseases [Jargosch et al., 2016; Kleinjan and van
Heyningen, 2005; Maurano et al., 2012]. Further, the distortion of regulatory processes
is inflicted with various diseases [Gong et al., 2010; Jiang et al., 2009], especially with
cancer [Esquela-Kerscher and Slack, 2006; Mayo and Baldwin, 2000].
The following chapter presents the essential biological and technical background for
the understanding of the remainder of this thesis. First, we describe the biological mech-
anisms of gene expression, including the technical bases of determining gene expression
by microarray and state of the art high-throughput sequencing technology. Subsequently,
the role of transcription factors, post-transcriptional regulation and epigenetics in gene
regulation is described. We introduce the concept of gene regulatory networks and de-
scribe different methods for their reconstruction. Furthermore, we present basic notions
of the inference of regulatory activity and thus the elucidation of regulatory relationships
based on mathematical optimization, as studied in this thesis.
2.1. Gene Expression
Gene expression refers to the process of transcribing a specific segment of deoxyribonu-
cleic acid (DNA), called gene, to ribonucleic acid (RNA) and the subsequent translation
into a functional gene product (see Figure 2.1). The procedure consists mainly of three
steps: First, DNA is transcribed into RNA followed by a splicing step, where the non-
coding regions (introns) are removed from the RNA whereas the coding regions (exons)
are joined together, forming the messenger RNA (mRNA). Finally, the mRNA is trans-
lated into an amino acid sequence, which folds into a functional protein [Alberts et al.,
2014]. Further, a large number of non-coding RNA exist, which are not translated into
proteins and which are involved in many cellular processes, having different, partly un-
known functions [Washietl et al., 2007].
In prokaryotic organisms, which lack a defined nucleus, the DNA floats freely within
the cytoplasm, and the processes of transcription and translation occur almost simulta-
neously. In contrast, in eukaryotic cells the processes of transcription and splicing (in
the nucleus) and translation (in the cytoplasm) are physically separated by the nuclear
membrane [Kozak, 2005]. In this thesis, we will analyze gene expression measurements,
7
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DNA
RNA
mRNA
amino acid chain
protein
Transcription
Splicing
Translation
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Figure 2.1.: Process of gene expression including transcription of DNA into RNA, splic-
ing into mRNA, translation into an amino acid chain and folding into a
protein.
both of prokaryotic organisms like the bacteria E.coli and eukaryotic cells from human
cell lines and patient samples.
Experimental Technologies
For most bioinformatic analyses, gene expression is measured at high-throughput scale,
where the mRNA levels of many genes within a sample are analyzed simultaneously.
The two main technologies for sensing gene expression are hybridization microarrays
[Schena et al., 1995] and next-generation sequencing (NGS) such as RNA-Sequencing
[Voelkerding et al., 2009]. Methods of comparative gene expression analysis or gene
expression tracking over time using microarray or sequencing technology may help to
elucidate regulatory mechanisms at transcriptome level. In Chapter 3, we will describe
methods analyzing gene expression data originating from microarrays or RNA-Seq and
later use such measurements for our own computational analyses in Chapters 4 and 5.
Microarrays are based on the principle of hybridization between two complementary
DNA strands. Defined genetic sequences (probes) are attached to specific locations of
the two dimensional surface of a chip. These probes consist of short nucleotide sequences
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ideally representing unique sequences of the gene they target. By adding the sample’s
transcriptome to the chip, the mRNA complementary to the gene-representing probes
hybridizes to the latter and can then be quantified by the activation of an fluorescent
labeling and subsequent optical recognition of the amount of bound sequences for each
spot.
The standard protocol of performing a microarray expression experiment consists of
several steps [Cheung et al., 1999] (see Figure 2.2). First, the target cell’s mRNA is
extracted and purified to avoid false positive signals through contamination. Via re-
verse transcription, complementary DNA (cDNA) is generated from the mRNA. These
cDNA fragments are then labeled, typically with fluorescent dye, and added to the mi-
croarray chip, where they bind to the complementary sequences of the probes. After
this hybridization step, residual unbound sequences and DNA fragments are washed off.
By scanning the emitted light of the previously coupled fluorescent dye, the amount
of hybridized mRNA is captured. Numerical quantities from the dye intensities in the
picture are computed and normalized to reduce the technical bias between and within
arrays [Brazma et al., 2001]. The normalized expression values can then be analyzed, for
example in statistical tests for expression differences between sample groups, clustering
algorithms, classification methods or for gene network inference.
Microarrays represent a well established and low-cost technology for measuring gene
expression [Lee et al., 2008], costing about 100$ per sample [Yandell, 2015], also to the
present time. However, they cannot quantify the exact amount of mRNA in the cell, but
only the amount of abundant transcripts depending on binding specificities or saturation.
Further, microarrays are limited to measuring known genes, as their complementary se-
quence has to be attached to the array in advance [Zhao et al., 2014].
Sample: RNA 
extraction
cDNA synthesis, 
purification, 
labeling
Hybridization
to probes on 
chip
Scanning
Quantification
of gene
expression
Bioinformatic
data analyses
Figure 2.2.: Schema illustrating the processing steps and their sequential order of a mi-
croarray experiment from sample RNA extraction to data analysis.
Another method for measuring mRNA expression is high-throughput RNA-Sequencing
(RNA-Seq). The number of detected sequences, called reads, matching a specific coding
region in the genome allows to quantify mRNA expression levels [Reuter et al., 2015]. A
widely adopted NGS technology is the sequencing-by-synthesis approach detecting single
bases as they are incorporated into growing DNA strands [Fuller et al., 2009] (see Figure
2.3). First, the mRNA of interest is extracted from the cells, fragmented into smaller
pieces and reverse transcribed to cDNA. The resulting double-stranded cDNA fragments
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are ligated with adapter sequences on both ends. This so-called library is then attached
to the surface of a flow cell, a glass slide with eight flow channels. Each bound fragment
is amplified by synthetization of the complementary strand. This leads to the building
of clonal clusters, as many copies of one fragment are located in close spatial proximity.
Sequencing reagents including the four fluorescently labeled nucleotides are added and
incorporated in the sequence. The flow cell is imaged and the emission wavelength and
intensity are used to identify the incorporated base. By repeating the sequencing cycles,
the sequence structure can be reconstructed. The reads are computationally aligned to
a reference sequence and can be used for further analyses, like expression quantification
or the detection of differentially expressed entities.
Sample: mRNA
extraction
Fragmentation, 
cDNA synthesis
Ligation with
adapter
sequences
Library preparation
Attach to
flow-cell
Amplification via 
synthetization of com-
plementary strands
Clonal cluster generation
Add fluorescently
labelled nucleotides
Image 
flow cell, 
readout
Alignment
Sequencing
Repeat until sequence
structure is reconstructed
Bioinformatic
data analysis
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Figure 2.3.: Schema illustrating the processing steps and their sequential order of a RNA-
seq experiment from sample RNA extraction to data analysis.
Unlike microarrays, RNA-Seq technology is able to capture sequences not previously
known, as it is not dependent on pre-designed probes present on the chip [Zhao et al.,
2014]. While for microarrays expression measurement is limited by signal saturation
at the high and background noise at the low end, RNA sequencing provides discrete
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read counts and thus a better qualitative and quantitative transcriptome acquisition
[Nagalakshmi et al., 2008]. For a long time, the main disadvantage of RNA-Seq was
the high cost, but over the years, sequencing technology and necessary computation
power became cheaper by magnitudes. Currently, sequencing a human genome with
a size of around 3,000 Mb costs slightly above 1,000$ [Wetterstrand, 2019]. While for
instance Illumina indicates its average error rate of sequence reads with 1% per base,
other solutions exist, which show a much higher error rate of 5%-40% with the advantage
of a significant speedup [Goodwin et al., 2015]. Further, RNA-Seq sample preparation
and computational analysis routines are not yet standardized [Nekrutenko and Taylor,
2012], making it difficult to compare technologies and results.
2.2. Gene Regulation
The regulation of gene expression is essential to the functions and mechanisms of or-
ganisms, like their development, reaction to external stimuli or the adaption to the
environment [Alberts et al., 2014]. Gene regulation refers to all mechanisms cells use to
increase or decrease the creation of specific gene products. In eukaryotes, modulation
happens at every step of gene expression, for example through structural or chemical
DNA modification, transcriptional control during transcription of DNA to RNA, at the
control of RNA processing, during the transport from the nucleus to the cytoplasm, via
mRNA degradation, or during the translation into a protein. Regulatory effects result
from a complex interplay of multiple of these mechanisms. Further, it is assumed that
more currently unknown factors are involved in gene regulation and that not all regu-
latory effects can be fully explained by now [Munsky et al., 2012]. In this thesis, we
mainly focus on the regulatory effects of transcription factors, but also microRNAs and
epigenetic effects like DNA methylation are considered in some of the presented methods
for estimating regulatory activity.
2.2.1. Transcription Factors
The transcription of DNA into RNA is predominantly controlled by a complex network
of transcription factors (TFs) [Alberts et al., 2014]. These proteins bind to distal or
proximal binding sites at characteristic sequence motifs of DNA adjacent to the genes
they regulate [Lemon and Tjian, 2000], which may enhance or inhibit the recruitment of
RNA polymerase and thereby activate or repress gene transcription [Spitz and Furlong,
2012] (see Figure 2.4). Approximately 10% of all human genes code for TFs, making
them the largest family of human proteins [Jolma et al., 2013]. In this work, we mainly
focus on TFs as origin of regulatory events, as they are assumed to be one of the most
important factors during gene regulation [Alberts et al., 2014].
The estimated number of TFs in the mammalian genome is about 1500-2600, but only
half of them is known [Babu et al., 2004; Vaquerizas et al., 2009]. Several human diseases
have been associated with TF mutations [Lambert et al., 2018b]. An aberrant regula-
tion of TFs, that act as oncogenes or tumor suppressors, is associated with cancer. For
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example, the STAT TF family is involved in the oncogenesis of breast cancer [Clevenger,
2004] and HOX TFs are associated with kidney and colon cancer [Cillo et al., 1999].
Therefore, TFs are of high clinical significance since they can be direct targets of med-
ications or indirectly regulated through signaling cascades [Bhagwat and Vakoc, 2015;
Gronemeyer et al., 2004; Lambert et al., 2018a]. For example, the MYC TF family is
deregulated in more than 50% of human cancers [Chen et al., 2018]. MYC transcription
and translation inhibition have been studied to target this TF for cancer therapeutic
purposes, e.g. via the inhibition of CDK7, an essential component of the transcription
factor TFIIH [Chipumuro et al., 2014].
chromatin
DNA
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TFBS
TF
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TFBS
promoter
transcription 
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mRNA
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Figure 2.4.: Gene regulation via transcription factors. Transcription factors (TFs) bind
to distal or proximal TF binding sites (TFBS) enhancing the binding of
RNA polymerase and activating the transcription of DNA into RNA.
In recent years, chromatin immunoprecipitation followed by sequencing (ChIP-seq)
has become the gold-standard for the detection of TF binding sites (TFBS) and for pro-
filing the binding of transcription factors to DNA at a genome-wide scale [Furey, 2012].
Such experiments provide hundreds to thousands of potential binding sites for a given
transcription factor in proximity to gene coding regions [Lachmann et al., 2010]. Techni-
cally, chromatin is chemically fixated with formaldehyde and the DNA and TF of interest
are co-precipitated using an antibody targeting that TF. The bound DNA sequences can
then be identified by high-throughput sequencing. Further, computational methods are
used to predict new TFBS [Johnson et al., 2007] and to find known TFBS within the
genome (e.g., [Elemento and Tavazoie, 2005; Ernst et al., 2010]). Several databases have
been created which store relevant information, such as lists of binding motifs (TRANS-
FAC [Wingender et al., 1996] or JASPAR [Sandelin et al., 2004]). However, since each
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ChIP-seq experiment is limited to the detection of one TF in one condition and since
TFs may be active simultaneously, TF binding has not been characterized yet compre-
hensively for many TFs in different cell types. The in Chapter 3 described methods
for estimating regulatory activity incorporate knowledge about TF binding in different
ways. We later will use knowledge about TF – gene interactions from TRANSFAC for
our analyses of TF activity (see Chapters 4 and 5).
TFs can play antagonistic roles in the regulation of the same gene, when they compete
for binding to a specific TFBS [Teif and Rippe, 2010]. TFs can also bind in a combinato-
rial manner, allowing genes to be regulated in complex patterns in both space and time
[Spitz and Furlong, 2012]. Further, TFs not only control the regulation of genes, but
also the production rate of other transcription factors or even themselves, called auto-
regulation. For example, a TF can form positive or negative feedback loops, acting as
inducer or repressor for other TFs including itself [Sankpal et al., 2017]. Self-regulation
can enable the cell to maintain a high or low level of a certain TF [Pan et al., 2006].
Since feedback is an important mechanism in gene regulation, we later will introduce a
method for estimating transcriptional activity with a particular focus on the considera-
tion of feedback loops (see Chapter 5).
2.2.2. MicroRNAs
For post-transcriptional regulation, microRNAs (miRNAs) play a major role. These
small non-coding RNA molecules function via base-pairing with complementary mRNA
sequences. They act on gene regulation directly by degrading the mRNA transcript or
indirectly by inhibiting their translation [Guo et al., 2010]. Most miRNAs alter the
protein expression of their target genes only modestly by a factor of 1.5 to 4 [Farazi
et al., 2011]. In the human genome, around 1200 different miRNAs are known, playing a
role in the regulation of more than 30% of all known mRNAs [Rajewsky, 2006] , e.g. in
circadian regulation [Lehmann et al., 2015]. In this thesis, miRNAs are considered, next
to TFs, in some of the later presented methods as important regulators whose activity
can be estimated (see Chapter 3). We will use miRNA-gene networks, indicating which
miRNAs are able to degrade which mRNA transcript, to analyze the activity of miRNAs
in cancer (see Chapter 4).
As well as TFs, miRNAs can act as tumor suppressors in cancer [Esquela-Kerscher
and Slack, 2006]; generally their de-regulation has shown to play a role in various dis-
eases [Jiang et al., 2009]. For example, as a deficiency of BRCA1 can cause breast cancer
[Magdinier et al., 1998], increased expression of miR-182 down-regulates BRCA1 expres-
sion, and increased miR-182 is found in 80% of breast cancers [Krishnan et al., 2013].
Alterations in microRNAs often down-regulate DNA repair mechanisms, which repre-
sents an important step in cancer pathogenesis and progression [Hatano et al., 2015].
MiRNA-based therapies are currently investigated in clinical trials [Ganju et al., 2017;
Romano and Kwong, 2018; Takahashi et al., 2019].
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MiRNA expression can be experimentally detected via hybridization to miRNA mi-
croarrays or by high-throughput sequencing. However, high-throughput quantification
of miRNAs is error prone, since miRNAs degrade more easily due to their short length,
and have a higher variance compared to mRNAs, leading to sample preparation and
methodological problems. Relevant information on targets of regulatory miRNAs is, for
example, stored in miRBase [Griffiths-Jones et al., 2006]. Computational approaches
paring mRNA and miRNA by predicting miRNA-targets based on their sequences exist
as well, however, it has been suggested that many functional miRNAs are missed by
target prediction algorithms [Nourse et al., 2018].
2.2.3. Epigenetics
Epigenetics refers to changes of the microstructure of the DNA or the associated chro-
matin proteins, which are heritable and functional, but do not entail changes in the DNA
sequence itself [Wu and Morris, 2001]. Epigenetic effects cause activation or silencing of
certain genes via two major mechanisms: Histone modifications and DNA methylation
[Jaenisch and Bird, 2003]. Histone modifications change the shape of the histones and
thus the DNA wrapping around them, possibly leading to gene expression changes. For
example, histone acetylation converts the positively charged amine group of the histone
into a neutral amide linkage. This removes the positive charge, thus loosening the DNA
from the histone. Subsequently, TFs can bind to the DNA and allow transcription to
occur [Clapier and Cairns, 2009; Khan, 2014]. However, the predominant epigenetic
modification in mammalian DNA is methylation of cytosine in CpG dinucleotides [Kim
et al., 2008]. Highly methylated areas of DNA tend to be less transcriptionally active
by preventing the binding of transcription factors [Watt and Molloy, 1988]. In Chapters
3 and 4, we will describe and evaluate the use of DNA methylation data as input for
methods estimating regulatory activity.
Epigenetic changes contribute to the genesis of different diseases like cancer, coronary
heart disease, stroke, diabetes or developmental diseases [Dupont et al., 2009; Mam-
louk et al., 2017]. For example, hypermethylation at the promoter CpG islands of a
tumor suppressor gene allows cells to grow and reproduce in an uncontrolled manner,
leading to tumorigenesis [Esteller, 2007; Gopalakrishnan et al., 2008]. More than 90%
of prostate cancers show gene silencing by CpG island hypermethylation of the GSTP1
gene promoter, which normally protects prostate cells from genomic damage [Gurel et al.,
2008]. Further, cancer cells tend to have less monoacetylated and trimethylated forms
of histone H4 compared to healthy cells [Fraga et al., 2005]. Therefore, manipulating
epigenetic changes is highly interesting for cancer prevention and therapy. For example,
the DNA methyltransferase inhibitors azacitidine [Garcia-Manero, 2008] and decitabine
[Aribi et al., 2007] target the distorted methylation pattern of cancer cells and are used
in the treatment of a specific blood cancer, myelodysplastic syndrome.
To find epigenetic signals of regulation, high-throughput genome-wide analysis of DNA
methylation is conducted via bisulfite sequencing, which is considered the gold standard
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for measuring CpG methylation [Lou et al., 2014]. During bisulfite conversion, un-
methylated cytosine is converted into uracil. Subsequent sequencing and re-alignment
to the reference genome allows the detection of mismatches and therefore the methylation
states of CpG dinucleotides [Chatterjee et al., 2012]. Information on DNA methylation
and its patterns in different species and conditions are for example stored in Pubmeth
[Ongenaert et al., 2008], iMETHYL [Komaki et al., 2018] or MethBank 3.0 [Li et al.,
2018].
2.2.4. Further mechanisms
TF binding itself is affected by chromatin state [Kasowski et al., 2013]. DNA packed in
nucleosomes is generally inaccessible to transcription factors, and only unwrapped DNA
allows access to the transcription factor binding site. It is also unlikely, that a TF binds
to all matching DNA sequences identified by ChIP-Seq in vivo, since DNA accessibility
or the presence of co-factors might influence the actual binding, making it a difficult
task to predict where a TF will actually bind in a living cell.
Further, TFs can bind to a distal promoter (enhancer or silencer), up to one megabase
pairs distant from the gene they regulate. In such cases, the DNA strand bends such that
the TF is spatially close and is able to bind to the core promoter. This effect can be de-
tected via chromosome conformation capture (3C) technologies, quantifying the number
of interactions between genomic loci [de Wit and de Laat, 2012]. Via high-throughput
sequencing of the interacting loci (Hi-C), it is possible to analyze genome-wide chromatin
organization [van Berkum et al., 2010]. These methods have revealed a large-scale or-
ganization of the genome into topologically associating domains (TADs), in which DNA
sequences interact more frequently with each other compared to sequences outside the
TAD [Pombo and Dillon, 2015; Rao et al., 2014].
In this thesis, we will not use data of histone modifications describing DNA acces-
sibility and ignore co-factors of transcriptional regulation and the influence of distal
promoters. However, these mechanisms present interesting possibilities for further re-
search on the estimation of regulatory activity (see Chapter 6).
2.3. Gene Regulatory Networks
During the last decades, the biological knowledge about genes, proteins and their in-
teractions was constantly growing and required the development of adequate forms of
representation and analysis. Gene regulatory relationships are often represented in net-
works, as they enable an intuitive characterization of complex biological mechanisms.
Today, the elucidation of regulatory relationships on large scales is one of the most im-
portant goals in systems biology. In this thesis, we consider gene regulatory networks as
a key component for the inference of regulatory activity.
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2.3.1. Model
Gene regulation, as described in Section 2.2, consists of complex interactions between
molecular entities, leading to e.g. gene activation or self-regulation. To describe biolog-
ical reality and predict the behavior of biological signaling systems, it is necessary to
build abstract models. Typically, gene regulation is modeled in pathways, which describe
a linked series of interactions of molecules in a cell leading to downstream responses and
which can affect each other [Jin et al., 2014]. Starting from a detailed description of chem-
ical processes and intermediate signaling molecules, pathways can be abstracted further
in different granularities, concentrating on the entities of interest, like TFs, genes and
their interactions [De Jong, 2002]. These TF - gene interactions can represent a direct
physical binding of a TF to a target gene, but might also comprise an indirect relation-
ship, for example when the expression of a directly regulated gene in turn influences
the expression of others, or when a regulation is caused by one or more intermediaries.
Integrating several pathways into a single formalized model, leads to their description as
a graph, which is called gene regulatory network (GRN) [Bolouri and Davidson, 2002].
Such a graph can be visualized as a network to depict the coherence of biological entities.
A graph G is defined by the pair (V (G), E(G)) where V (G) denotes the set of nodes
and E(G) ⊆ V (G) × V (G) denotes the set of edges. An edge e ∈ E is defined by two
adjacent nodes i, j ∈ V . In a directed graph, an edge is defined by an ordered pair
of nodes (i, j) denoting the edge direction, pointing from node i to node j. Weighted
graphs are defined as G = (E, V, w) where w : E → W is a mapping function of edges to
discrete or continuous values (weights). A path in a graph is a sequence of nodes joined
by a sequence of edges.
In a GRN, genes, TFs, miRNAs and other cell components can be conceptualized as
nodes, and their interactions as edges [Steele et al., 2009]. The nodes can be categorized
into regulators (e.g. TFs) and regulated entities (e.g. genes). Directed edges indicate
a regulatory relationship between the two connected nodes, for example the influence
of a TF on the expression of a gene. Edges in GRNs can be weighted to attribute a
quantitative measure to a regulatory interaction. In a simple case, the edge weights are
w ∈ {−1, 1} to indicate that a TF is inhibiting or activating the expression of a target
gene [Hecker et al., 2009]. A given regulator may have hundreds of different targets, and
a given target might be regulated by multiple regulators (see Figure 2.5). In chapter 4,
we will use for example a human TF - gene network and a miRNA - gene network to infer
regulatory activity in cancer. As regulators might not only influence the regulation of
genes, but also the production rate of other regulators or themselves, loops are frequent
structures in GRNs [Milo et al., 2002]. We represent loops in the TF - gene network as
edges from a TF to a gene and vice versa, from a gene to a TF (compare Figure 2.5),
like in [Kel et al., 2019], [Isomura and Kageyama, 2014] or [Vlaic et al., 2012], meaning
that a TF binds to a target gene to influence its expression, and that the target gene
produces a protein or signaling molecule, that plays a role in the cascades regulating the
activity of the TF. We developed a method for estimating TF activity with a focus on
feedback loops in the network (see Chapter 5).
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TF 1
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TF 3
Figure 2.5.: General scheme of a gene regulatory network including TFs and genes. Or-
ange edges indicate a regulatory relationship between a TF and a gene via
TF binding. Gray edges indicate the production of proteins by the gene,
which act on the formation or decomposition of TFs, forming feedback loops.
GRNs can be extended to model various levels of biological data from gene regula-
tion and protein interaction to metabolic and biochemical reactions. In this thesis, we
mainly focus on the interactions of TFs and genes, and do not include the temporal
evolution of molecular interactions and epigenetic effects in the pathway model here.
Further, co-factorial binding and compound-building of regulators are not considered.
To include such concepts, the use of hypergraphs, that are able to capture many-to-many
relationships, would be necessary [Bolouri, 2014].
2.3.2. Reconstruction
GRN reconstruction aims at the identification of regulatory mechanisms. In this work,
the term network reconstruction (or inference) describes the process of computationally
predicting direct and indirect interactions between regulatory elements, such as activa-
tion, inhibition or binding, based on biological experimental evidence.
GRN reconstruction is a powerful tool for deciphering regulatory interactions, but its
performance is highly dependent on the quality and amount of available input data. Once
a network is reconstructed, it is difficult to evaluate its quality, since there are no gold
standard networks for higher organisms like mammals. Many evaluations of reconstruc-
tion algorithms are based on artificial data, which are not adding to the understanding
of biological networks [Thomas and Jin, 2014]. Further, reconstruction algorithms them-
selves suffer from the dimensionality "large p, small n" problem, referring to the high
number of regulatory effects, that should be modeled, compared to a small number of
samples providing biological data. We will discuss these limiting issues in greater detail
in Section 2.3.3.
GRN reconstruction algorithms use different techniques to circumvent these problems,
and many approaches of GRN reconstruction have been published over the years. Com-
putational tools operating on gene expression or other high-throughput data allow the
reconstruction of GRN networks in a time and cost efficient manner [Wang and Huang,
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2014]. These methods have been successfully used, for example, in the diagnosis of hep-
atocellular carcinoma [Liang et al., 2018] or the identification of biomarkers in cancer
progression and treatment [Yan et al., 2016]. The methods can be categorized into those
who reconstruct static gene networks using steady-state data, and those who infer dy-
namic networks based on time-series data to reflect temporal changes of gene regulation.
Here, we give an overview of methods for reconstructing the structure of a GRN and
later explain the possibility of estimating regulatory activity in Section 2.3.4.
Static networks
In static network reconstruction, experimental data is measured at a fixed point in time
to infer regulatory activity, for example, in drug-response scenarios or different cell types.
A popular method is the construction of co-expression networks: Gene-gene re-
lationships are predicted whenever the correlation between both genes in a sample is
above a certain threshold. It is assumed, that genes with similar expression profiles un-
der different experimental conditions are likely to be co-regulated and hence functionally
related [Wang and Huang, 2014]. Correlation can be determined via coefficients like the
Pearson or Spearman correlation, or the Euclidean distance [D’Haeseleer et al., 2000]. It
is further possible to assign the correlation value to each edge in the network and thereby
obtain a weighted network [Butte and Kohane, 2013]. As an example, co-expression net-
works were successfully applied in the discovery of conserved genetic modules across
evolution [Stuart et al., 2003]. Co-expression networks are easy to interpret and to con-
struct computationally, even in the case of low gene expression or a small number of
samples. However, the regulation by multiple genes is not considered and it is a major
challenge to define an adequate correlation threshold and to choose a suitable correlation
measure. Further, co-expression does not necessarily indicate a regulatory relation, thus
leading to high false positive and low prediction rates [Gillis and Pavlidis, 2012].
Compared to correlation coefficients, a more general way to measure gene relationships
is the information theoretic measure mutual information (MI). A MI equal to zero
indicates that the ensemble of two genes do not contain more information than both on
their own. After a discretization step, the entropy for each variable and pairwise MI is
calculated, which in turn is used to infer the GRN. MI is, unlike correlation coefficient
measures, shown to be able to capture non-linear correlations between expression pro-
files [Daub et al., 2004]. For example, ARACNE [Margolin et al., 2006]and CLR [Faith
et al., 2007] are popular GRN reconstruction methods based on mutual information (see
Chapter 3).
Co-expression and MI based reconstruction algorithms only consider pairwise relations
between the nodes of the network and might miss higher-level interactions. A gene might
simultaneously interact with a group of genes, without having a dominant relationship
with any individual gene in the group. Gaussian graphical models (GGM) can be
used to represent conditional dependencies between nodes and allow to distinguish be-
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tween direct and indirect associations. Based on gene expression data, GGMs were, for
example, used to identify disease candidate genes of multiple sclerosis [Li et al., 2007a].
Despite their favorable theoretical properties, the quality of the inferred network depends
highly on the correct selection of a set of genes, on which the correlation is conditioned
[Kim et al., 2012]. Different heuristics to find an optimal set were proposed [Chu et al.,
2009; Glymour et al., 2019; Opgen-Rhein and Strimmer, 2007].
The aforementioned methods construct undirected graphs and cannot represent un-
derlying biological causal relationships between genes. Bayesian networks [Friedman
et al., 2000] are popular GRN inference methods for constructing directed acyclic graphs.
Each node in the network is treated as a random variable, whereas the graph represents
the joint probability distribution of all nodes [Chai et al., 2014]. The reconstruction en-
compasses two steps: Learning the graph structure given the observed gene expression
data, and subsequently learning the parameters of local conditional probabilities given
the graph’s structure. To reduce the search space for the structure of the graph, it is
possible to include biological assumptions and priors. To identify the Bayesian network
that best fits the given data among all possible ones, a scoring function is considered
[Heckerman et al., 1995; Konishi et al., 2004]. Bayesian models were for example applied
in the identification of miRNAs in kidney cancer [Chekouo et al., 2015]. Bayesian net-
works provide a flexible setup for gene network inference, as they allow the inclusion of
prior knowledge or latent variables. However, this increases the number of parameters
and therefore the need of a growing amount of high quality data. Further, feedback
loops cannot be included and the network size is limited by computation power, as the
associated search space of structure learning is superexponentially large [Lucas, 2004].
Dynamic networks
To capture the dynamic behavior of real networks, such as different states during the
temporal course of a biological process, it is necessary to collect measurements over time
and apply dynamic network inference methods like Boolean networks, dynamic Bayesian
networks or models based on differential equations.
Boolean networks, which were proposed quite early [Kauffman, 1969], are suitable
to model interactions and causal relations between nodes, for example to describe oscil-
lations or switch-like behavior stability [Delgado and Gómez-Vela, 2019]. For each node,
the expression level is discretized to two states and its changes of state between different
time points is described by a Boolean function of its parents nodes. Reconstruction of
the network is achieved by composing directed graphs where the nodes are connected
to each other by means of Boolean functions. This set of functions in effect determines
a topology on the set of nodes, constituting the regulatory network. Boolean networks
are easy to implement and work quite well even without prior knowledge or with small
amounts of input data, for example, for simulating GRNs [Chai et al., 2014]. [Moignard
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et al., 2015] used a Boolean network to reconstruct a model for blood development,
which was later experimentally validated. The main limitation of Boolean networks lies
in the discretization step, making them unable to capture quantities or complex behav-
iors of real world systems like decreases and increases of gene expression. Further, the
time span between different time points can not be modeled, and different time points
describe only a sequence of consecutive states.
Bayesian networks can be extended to capture temporal relationships between vari-
ables and thus modeling loops [Friedman et al., 2000]. Directed acyclic graphs are gener-
ated for each time point as described for Bayesian networks while parents of a node can
include nodes from previous time points. By merging the graphs, dynamic Bayesian
networks can model circles or loops which originally were distributed over consecutive
sub-networks. As for Bayesian networks, the estimation of parameters is computation-
ally demanding and simplifying the graph’s topology based on prior knowledge might be
necessary.
A deterministic approach for GRN reconstruction are Ordinary differential equa-
tions (ODEs), describing rates of changes in e.g. gene expression as a function of the
state of (all) other genes in the network. The approaches differ in the basic functional
form they use, such as linear functions, power law models or nonlinear functions [Wang
and Huang, 2014]. Due to a large number of parameters, ODEs are able to model
detailed realistic dynamics, identify temporal patterns of a response and detect causal
relationships between genes. The inferred networks are directed and signed, and allow
the prediction of their behavior under different conditions, like gene knockout, once the
parameters are known. ODE models can be applied to steady-state and time-series
data and easily integrate prior knowledge or simultaneously model processes like mRNA
degradation. However, solving ODEs requires that the number of experiments exceeds
the number of parameters, which is greater than the number of genes in the network.
This is normally not the case in biological practice. Assuming that GRNs are unlikely
to be fully connected, the number of genes in the model is usually limited or multiple
time points are combined to solve the dimensionality problem [Deng et al., 2017].
To infer static or dynamic regulatory networks, different data types can be used.
Since transcription is considered the main control mechanism in gene expression, GRN
reconstruction usually is based on expression levels [Lappalainen et al., 2013] measured
via microarray or RNA-seq, but some methods also can incorporate other omics data
like proteomics or metabolomics originating from e.g. mass spectrometry. More complex
models include also other sample based measurements like copy number variation (CNV),
DNA methylation, somatic mutations or chromatin state measurements. The integration
of heterogeneous biological information from multiple omics platforms may enhance the
capabilities of GRN inference [Delgado and Gómez-Vela, 2019]. Further, external prior
biological knowledge about regulatory effects from databases and the literature can be in-
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cluded, like TF bindings sites, binding affinities or miRNA - gene interactions. Different
methods for the automatic extraction of relationships between molecular elements from
the literature have been developed [Fluck and Hofmann-Apitius, 2014; Habibi et al.,
2017; Thomas et al., 2015]. In this thesis, we mainly focus our quantitative analyses
on data from steady-state measurements (see Chapter 4), but methods incorporating
time-series data exist as well (see Chapter 3).
2.3.3. Challenges
Regulatory mechanisms in living cells are highly complex, posing multiple challenges
to their computational analysis. First of all, the quality and performance of inferred
regulatory networks is strongly dependent on the amount and quality of available input
data, which in turn, even today, are time and cost intensive to obtain, especially in
higher organisms. Many large-scale data sets of high throughput experiments have been
published and are available in public repositories such as the Gene Expression Omnibus
(GEO) [Edgar et al., 2002], the Cancer Genome Atlas (TCGA) [The Cancer Genome
Atlas Research Network, 2008] or the Encyclopedia of DNA Elements (ENCODE) [Ger-
stein et al., 2012]. However, publically available experiments are scattered over many
data bases, have various study designs, are based on specific measurement protocols and
provide different metadata, making a systematic curation and processing difficult.
Further, the evaluation of computationally predicted GRNs is challenging, as no gold
standards for networks of higher organisms exist. Even precise size and density es-
timations for these networks are lacking [Hart et al., 2006; Stumpf et al., 2008]. In
principle, experimental validations of inferred regulatory relationships should be con-
ducted, but those experiments are expensive, especially since a high number of inferred
regulatory relations is incorrect. Often, simulated data is therefore used to evaluate
GRN reconstruction methods. Regularly, DREAM challenges are organized, which are
public competitions to compare network inference algorithms on simulated expression
data from simple organisms like E.coli [Marbach et al., 2012]. TF perturbation studies,
like knockout or knockdown experiments, where the protein of interest is eliminated or
reduced in its amount, can be used to reveal regulatory functions, as changes compared
to normal controls are likely to be triggered by the perturbed TF. We used such ex-
periments for our quantitative comparison of different methods estimating regulatory
activity in Chapter 4.
Additionally, the number of samples is almost always much smaller than the number
of genes considered in a GRN, leading to a dimensionality problem in network inference.
To decipher the complex interplay of the interacting entities among an exponential num-
ber of possible topologies requires the reduction of the set of potential target genes of a
regulator, the inclusion of prior available knowledge or other heuristics. Such priors are
used by many methods to set up an initial network structure as baseline for subsequent
reconstruction or inference of other parameters and thus reduce the search space (see
Section 2.3.4). Knowledge can be included from other biological experiments, databases
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or the scientific literature. Even though if the comprehensive integration of heteroge-
neous biological data into one model is complex, such semi-supervised approaches were
shown to outperform unsupervised ones and to be the most successful approaches to
GRN inference so far [Pataskar and Tiwari, 2016; Wang and Huang, 2014].
2.3.4. Inference of Regulatory Activity
An important variation of network reconstruction, that partly addresses the dimension-
ality problem, is the inference of regulatory activity [Wang and Huang, 2014], as studied
in this thesis. In this specific case, not the formal structure of the GRN itself is searched,
but the states of regulatory elements like transcription factors are inferred, resulting in
ranked lists of regulators according to their activity. The activity of regulatory elements
can be inferred by combining prior knowledge about potential regulator-gene interactions
and data from biological experiments [Brent, 2016]. These network based approaches,
combined with an integrative data analysis, can be used for the discovery of biomark-
ers relevant to diseases or biological processes under investigation. Typical methods
rank regulatory features based on their discriminative power comparing different cellu-
lar states, like healthy vs diseased conditions [Balwierz et al., 2014; Fröhlich, 2015; Li
et al., 2014]. We review some of the these methods in Chapter 3 and quantitatively
assess their results in Chapter 4.
By "activity", we refer to a (measurable) effect that a regulator causes by activating
or inhibiting a certain target gene in a given context. For example, the reduction of
activity in a TF can change the transcription rate of the target gene. Changes in the
abundance of the TF protein, its localization, its association with other proteins, or its
post-translational modifications may alter a TF’s activity [Brent, 2016]. In the case of
a change in regulatory activity, a shift of e.g. gene expression levels is expected (see
Figure 2.6), and this relationship does not necessarily represent a linear correlation be-
tween the activity of a regulator and the mRNA levels of the target genes [Li et al.,
2014]. However, the mere differential expression is not a sufficiently good predictor for
differential regulator activity, since the observed differential expression pattern is usu-
ally a superposition of responses from various influences [Gao et al., 2004]. Furthermore,
some genes only change their expression if several TFs are active and interact. Changes
of regulatory activity may also result in different states of a biological system without
the effect that the target genes or proteins are differentially expressed [Lichtblau et al.,
2017; Wu et al., 2016], since a differentially active TF does not necessarily regulate all
its target genes [Berchtold et al., 2016].
While established methods to measure mRNA levels of gene expression exist, there are
no experimental high-throughput methods determining the activity or inactivity of reg-
ulators, like TFs or miRNAs [Berchtold et al., 2016]. Available experimental approaches
to infer such activities are ChIP and perturbation studies, like knockout or knockdown
experiments. Both techniques can only consider the bindings sites (ChIP) or affected
genes (knockout or knockdown) of one or a small number of TFs simultaneously. Further,
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Figure 2.6.: TF activity inference from expression profiles and a TF-target network. High
(low) TF activity values and observed mRNA levels are marked in yellow
(blue). Adapted from [Brent, 2016].
ChIP experiments cannot distinguish between up- or downregulation of the expressed
gene, and detecting the binding of a TF does not necessarily lead to regulation due to
post-translational modifications.
Therefore, computational methods have been proposed to determine the activity of
TFs. Based on a regulator-gene network, the activity of a regulator can be estimated
from the mRNA levels of its direct target genes and other factors like DNA methy-
lation or CNV: Examples for such methods include ISMARA (Integrated System for
Motif Activity Response Analysis) [Balwierz et al., 2014], biRte (Bayesian inference of
context-specific regulator activities and transcriptional networks) [Fröhlich, 2015], RA-
BIT (Regression Analysis with Background Integration) [Jiang et al., 2015] and RACER
(Regression Analysis of Combined Expression Regulation) [Li et al., 2014]. TF activity
inference can shed light on unobserved biological processes, including cell cycle [Yang
et al., 2005], immune cell differentiation [Yosef et al., 2013] or cancer [Balwierz et al.,
2014]. These methods model genome-wide gene expression as sets of (linear) equations
over the activity and relationships of transcription factors, genes and other factors and
optimize parameters to fit the measured expression intensities. General modeling and
optimization approaches are presented in section 2.4 and the specific methods will be
described in chapter 3.
2.4. Modeling and Mathematical Optimization
Regulatory activity estimation bases on a vast search space, making optimization algo-
rithms an attractive method [Delgado and Gómez-Vela, 2019]. Theoretically, calculating
the activities from samples with thousands of genetic features with an enormous number
of possible configurations would require an enormous amount of biological data to en-
sure the result’s reliability [Opgen-Rhein and Strimmer, 2007]. In practice, the number
of available expression data is always smaller than the number of investigated genes.
Different techniques are applied to face this issue. One widely used approach is feature
selection, i.e the choice of a subset of relevant genetic features before the inference step,
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removing redundant or irrelevant genes without much loss of information [Bermingham
et al., 2015]. Further, the initial choice of a network topology can simplify the infer-
ence task. GRNs were shown to be sparse (usually a gene has only a small number of
regulators), scale-free (the node degree distribution equals a power law), and modular
(consisting of densely connected subsets of nodes that are sparsely linked to the re-
maining network) [Valverde et al., 2015; Zhang and Zhang, 2013]. These properties can
be used to reduce the combinatorial complexity of the inference problem [Babtie et al.,
2014]. In this thesis, we focus on methods that restrict the number of potential regulator-
gene interactions by integrating prior knowledge about the network’s structure. The in
Chapter 3 presented and in Chapter 4 evaluated inference strategies include a math-
ematical optimization step to fit the model to the available data, taking into account
prior knowledge and/ or a network template.
2.4.1. Optimization
Optimization comprises an objective function, defining the optimization’s goal, and the
algorithm itself, actually solving the optimization problem to find a solution that gen-
erates the best possible result. In the case of the estimation of regulatory activity,
the objective function usually consists of minimizing the absolute sum of errors when
comparing measured and predicted expression values or maximizing a likelihood function
[Delgado and Gómez-Vela, 2019]. Together with the characterization of particular meth-
ods for estimating regulatory activity in Chapter 3, a more detailed description of the
applied optimization techniques is provided. The concrete paradigms used for solving
the optimization problem include deterministic algorithms, that provide a unique solu-
tion when the model input and constraints are fixed, and probabilistic models, where
the incorporation of random variables leads to different outputs in each model run and
which might be used to estimate probability distributions. A common approach to solve
the system of linear equations over the activity and relationships of regulators and genes
is linear programming [Bazaraa et al., 2011]. Here, a linear objective function, subject to
linear constraints, can be optimized. Stochastic optimization methods generalize deter-
ministic methods, and many different ways to add stochasticity to the same deterministic
model frame exist [Fouskakis and Draper, 2002]. Random variables can appear in the
formulation of the optimization problem itself or the optimization technique comprises
random iterates [Spall, 2005].
The in Chapter 3 presented methods use different models to describe the relationships
between measured biological experimental data, the underlying regulatory network and
regulatory activity, including linear regression or Bayesian inference. Usually, a regu-
larization term is added, to find a trade-off between the best fit of the model to the
data and the solution with a small norm to improve the model’s prediction accuracy
and interpretability. An example of such a procedure is LASSO (least absolute shrink-
age and selection operator) [Tibshirani, 1996], which induces sparsity of the solution by
forcing the sum of the absolute value of the regression coefficients to be less than a fixed
value. Through the use of the L1 norm, certain coefficients are set to zero, effectively
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choosing a simpler model. A similar idea is incorporated in ridge regression, also known
as Tikhonov regularization [Tikhonov, 1963], in which the sum of the squares of the
coefficients is forced to be less than a fixed value. This regularization shrinks the size of
the coefficients without setting them to zero, not performing variable selection. LASSO
can be interpreted as a Bayesian model using Laplacian priors instead of Gaussian priors
in the regression framework obtaining point estimates of the regulatory activities and
enforcing sparseness of the solution [Li et al., 2014]. Conversely, Bayesian models infer
the posterior distribution of the regulator activities by combining the Gaussian likeli-
hood with Gaussian priors for the activities. A method that combines the L1 and L2
penalties of LASSO and ridge regression with a mixing parameter is called elastic net
[Zou and Hastie, 2005]. This method first applies ridge regression and subsequently com-
mits a LASSO type shrinkage. We will, inter alia, describe the specific optimization and
regularization techniques used by different methods for estimating regulatory activity in
Chapter 3.
2.4.2. EM Algorithm
Another approach to estimate the parameters of a linear system from observed data is
the expectation-maximization (EM) algorithm [Dempster et al., 1977], an optimization
technique for solving for maximum-likelihood estimates [Bersanelli et al., 2016]. The
principle of the EM algorithm is to iteratively compute maximum likelihood estimates
of statistical parameters from data with unobserved variables, called latent variables.
After the initialization, each iteration consists of two phases, an expectation (E) step,
and a maximization (M) step. During the E step, the expectation of the log-likelihood
is evaluated using the current parameter estimates for the latent variables. The M step
consists of estimating the parameters maximizing the log-likelihood found on the E step,
thus updating the parameter estimates for the next E step [Vaske et al., 2010]. In this
thesis (see Chapter 5), the EM algorithm is used for parameter inference where the la-
tent variables correspond to the status of the TF (active or inactive). The procedure
provides posterior probabilities of TF activity in a given sample [Picchetti et al., 2015].
The term incomplete data indicates the presence of two sample spaces X and S and a
mapping from S to X. The observed data x are realizations from X. The corresponding
s in S are not observed directly, but only indirectly through x. Here, we assume that
x represents the measured gene expression data, and s are the unobserved TF activity
values, which influence the expression of x, but cannot be measured directly. We assume,
that each observed gene expression value in a sample has a corresponding unobserved
TF activity value. Further, we expect that in each sample group the observations are
drawn from specific distributions with corresponding parameters (for example case and
control group or knockout and wild type group), and that a further parameter specifies
the mixture component. All unknown parameters are collected in the vector θ.
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Finding a maximum likelihood solution requires taking the derivatives of the likeli-
hood function with respect to all unknown parameters and simultaneously solving the
resulting equations. The EM algorithm solves these two sets of equations numerically
and iterates until the results converge. The convergence to a (local) maximum or a sad-
dle point of the likelihood function can be proven [Wu, 1983], but the specific maximum
found depends on the starting values.
The likelihood function and its logarithm for n observations can be written as
L(θ; X, S) = P (X, S|θ) =
n∏
i=1
P (Xi, Si|θ)
log(L(θ; X, S)) = l(θ; X, S)) = log(P (X, S|θ)) =
n∑
i=1
log(P (Xi, Si|θ).
In iteration j with j = 1...J and J the final iteration where convergence is achieved, the
E step uses the expected value of l(θ; X, S) with respect to the current parameters θj ,
defining Q(θ|θj):
Q(θ|θj) = E(l(θ; X, S)).
Using E(X) =
∑n
i=1 xiπi the expectation function for a random variable X with a finite
number of outcomes xi occurring with probabilities πi respectively, we find
Q(θ|θj) =
n∑
i=1
∑
s
P (Si = s|Xi = x, θj) log(P (Xi, Si = s|θ)).
During the M step, the parameters maximizing Q are found:
θj+1 = argmax
θ
Q(θ|θj).
Subsequently, the updated parameters θj+1 are used in a new computation of Q, iterat-
ing the E and M step until Q(θ|θj) ≤ Q(θ|θj−1) + ε with a preset threshold ε.
For our problem of activity inference, we assume that the gene expression values are
drawn from two Gaussian distributions with parameters μ0, σ0 for the samples with
inactive TFs (S = 0), and μ1, σ1 for the samples with active TFs (S = 1):
P (X|S = 0) ∼ N(μ0, σ20), P (X|S = 1) ∼ N(μ1, σ21),
with densities
f(Xi = x|Si = s) = 1√2πσ2s exp −(x − μs)
2
2σ2s
.
The mixture of the two Gaussian distributions is given by
m(x) = p · f(Xi = x|Si = 0) + (1 − p) · f(Xi = x|Si = 1)
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with p the mixture component reflecting the weighting factor of the sum of both com-
ponents:
p = P (Si = 0) and 1 − p = P (Si = 1)
where all Si are considered independent.
Developing the first part of Q(θ|θj), τs = P (Si = s|Xi = x, θj) for the activity states
s ∈ {0, 1}, by using Bayes’ theorem, we find for τ0 and τ1 in sample i (adapted from
[Nuel, 2013]):
τ0(i) = P (Si = 0|Xi = x, θj)
=
P (Si = 0, Xi = x)
P (Si = 0, Xi = x) + P (Si = 1, Xi = x)
=
P (Si = 0)f(Xi = x|Si = 0)
P (Si = 0)f(Xi = x|Si = 0) + P (Si = 1)f(Xi = x|Si = 1)
=
p · f(Xi = x|Si = 0)
p · f(Xi = x|Si = 0) + (1 − p) · f(Xi = x|Si = 1) and
τ1(i) = 1 − P (Si = 0|Xi = x, θj)
= 1 − τ0(i).
Thus, we can specify
Q(θ|θj) =
n∑
i=1
∑
s
τs(i) log(P (Xi, Si = s|θ))
=
n∑
i=1
τ0(i)(log(p) − log(σ0) − 0.5 log(2π) − (Xi − μ0)2/2σ20) +
τ1(i)(log(1 − p) − log(σ1) − 0.5 log(2π) − (Xi − μ1)2/2σ21)
In the M step, all parameters can be maximized independently, since they all appear in
separate linear terms. Considering p we find,
∂Q(θ|θj)
∂p
=
n∑
i=1
τ0(i)
p
− τ1(i)
1 − p = 0 thus
pj+1 =
n∑
i=1
τ0(i)
τ0(i) + τ1(i)
=
1
n
n∑
i=1
τ0(i).
Analogously, the estimates for μs and σs can be obtained via
μj+1s =
∑n
i=1 τs(i)Xi∑n
i=1 τs(i)
and
σj+1s =
√∑n
i=1 τ1(i)(Xi − μs)2∑n
i=1 τ1(i)
.
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Thus, we calculate a new estimate for θ and use it in the next E-step, until convergence
of Q. We use the final estimations of τ0(i) as probability measure of the inactivity of the
TF sample i. Our application of the EM algorithm to the estimation of transcriptional
activity in feedback loops is described in more detail in Chapter 5.
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The elucidation of human regulatory relationships is an important research field and
many methods attempting to infer the actual regulatory events in a given sample have
been proposed, ranging from purely qualitative methods [Liang et al., 1998] over simple
statistical approaches [Bansal et al., 2007] to more advanced probabilistic frameworks
[Li et al., 2007b]. Early methods were plagued by insufficient data and a general scarcity
of background knowledge, which led to rather unstable results [Markowetz and Spang,
2007]. This situation has changed dramatically over the last years, as results of more
and more large screens have been made publicly available [Rung and Brazma, 2013] and
also the knowledge on principal regulatory relationships has increased [Krämer et al.,
2014; Thomas et al., 2015]. This, in turn, has increased the interest in methods which
predict genome-wide networks and infer regulatory activity using a systematic, unified,
mathematical framework.
Here, we qualitatively review five recent methods for estimating gene regulatory activ-
ity with the goal to identify their mutual strengths and weaknesses (see Chapters 4 and 5
for quantitative results). They all assume both the set of regulators (transcription factors
or micro RNAs) and the topology of the regulatory network to be given. By combining
this background knowledge with specific omics data sets, especially transcriptome data,
they try to infer the activity of regulators in a certain experimental condition or disease
using optimization of an objective function comparing predicted results with experimen-
tal measurements [Ellwanger et al., 2014]. All presented methods are global methods
in the sense that they compute activities genome-wide (as much as represented by the
underlying network), thus removing the shortcomings of local methods, like ARACNE
[Margolin et al., 2006], which ignore cross-talk between sub-models and global effects
within samples [Markowetz and Spang, 2007]. The methods predominantly produce a
ranked list of regulators, sorted by their activity in a given group of samples. Con-
sidering that a multitude of biological influences is ignored during inference, especially
kinetic and temporal effects, their goal cannot be to produce precise snapshots of reg-
ulatory activity [Budden and Crampin, 2016]. However, several studies reported that
such methods can be used to identify biomarkers for specific phenotypes in human cell
lines and in vivo samples, for example in innate immunity [Balwierz et al., 2014], ageing
related changes [Balwierz et al., 2014] or acute myeloid leukemia [Li et al., 2014].
To emphasize the common ground of these at-first-sight rather different methods,
we explain their underlying models by describing differences to a simple framework for
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defining the relationships of transcription factors and genes. This framework is presented
first; it should be understood as a least common denominator, not as a proper method for
network inference by itself. We then describe five recently published methods for genome-
wide TF activity estimation as extensions or constraints to this general framework,
namely the approach by [Schacht et al., 2014] (estimation of TF activity by the effect
on their target genes), RACER [Li et al., 2014], RABIT [Jiang et al., 2015], ISMARA
[Balwierz et al., 2014] and biRte [Fröhlich, 2015]. We describe each method in detail
and qualitatively compare them with respect to the most important properties, such
as the data being used, the method applied for deriving optimized activity values, or
the evaluation performed to show effectiveness in the original papers. As baseline, we
contrast these more comprehensive methods with the local inference algorithm ARACNE
[Margolin et al., 2006], a tool for the de-novo reconstruction of gene regulatory networks.
ARACNE requires no background knowledge, but is still rather popular. Key properties
of all methods (input, mathematical model, computation, output) are summarized in
Table 3.1.
3.1. Mathematical Framework
To combine regulatory networks and quantitative omics data and to thereby deduce
regulatory activity, all methods described here use a genome-wide mathematical model.
Sample specific gene expression values gi,s for in total ngenes genes and nsamples samples
need to be provided as input. The background regulatory network is represented as
a directed graph where the nodes designate regulators and regulated entities (mostly
TFs and genes, but also miRNAs, regulatory sites, or TF complexes) and directed edges
indicate a regulatory relationship between the two connected nodes, for example the
influence of a TF on the expression of a gene.
We will use the variable t for regulators, i for regulated entities, and bt,i for the
strength of an edge from a TF or miRNA t to a gene i representing, for instance, a
binding affinity. As abstract framework for explaining the different methods we use a
simple linear model predicting gene expression ĝi,s of gene i in sample s in terms of the
activity βt,s of transcription factor t, that regulates i, in sample s, i.e. considering the
binding affinities bt,i:
ĝi,s =
T∑
t=1
βt,sbt,i
Given this simple model and a set of quantitative measurements of gene expression gi,s,
the goal of the optimization is to find parameters β such that the sum of squared errors
of measured vs predicted gene expression over all genes and samples is minimized using
a certain norm, for example the L2 norm:
min
ngenes∑
i=1
nsamples∑
s=1
(gi,s − ĝi,s)2.
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ĝ i
,s
=
c
+
θ C
N
V
,s
C
N
V
i,
s
+
θ D
M
,s
D
M
i,
s
+
∑ tβ
t,
s
b t
,i
+
∑ mi
β
m
i,
s
c i
,m
im
iR
N
A
m
i,
s
2)
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Using this model, we assume that the gene expression can be predicted from regulator
activities via the linear model, once the regulatory activity is known. In contrast to
Figure 2.5, where TFs influence each other, this model, as well as the presented meth-
ods in this chapter, ignore TF – TF relations and feedback loops, despite their known
importance for gene regulation [Brandman and Meyer, 2008; Sauro, 2017]. Therefore,
we later propose a new method for estimating transcriptional activity with a particular
focus on the consideration of feedback loops (see Chapter 5). Further, this simple model
captures only linear relationships between gene expression and TF activity, ignoring e.g.
saturation effects.
3.2. Considered methods
We describe in detail five methods which infer transcription factor activity from omics
data sets using a background network of transcription factors and the genes they regulate.
These models allow for the application of mathematical optimization to find parameters
that minimize the divergence of predicted and measured expression intensities. We
further describe the local inference algorithm ARACNE [Margolin et al., 2006], a method
for the de-novo reconstruction of gene regulatory networks.
3.2.1. Estimation of TF Activity by the Effect on their Target Genes
The idea of the method by [Schacht et al., 2014] is to use the expression levels of TF’s
target genes to infer their integrated effect (see Figure 3.1). The method uses expression
data and TF binding information as input. The TF – gene network, assembled from
different databases, is restricted to genes regulated by more than 10 TFs and TFs with
at least 5 target genes. The activity of a TF is modeled linearly by its cumulative effect
on its target genes normalized by the sum of target genes or the TF’s gene expression
level:
ĝi,s = c +
∑
t
βtbt,i(θa,tactt,s + θg,tgt,s)
where ĝi,s denotes the predicted gene expression of gene i in sample s, c is an addi-
tive offset, βt describes the estimated activity of TF t and bt,i refers to the underlying
strength of the relation between TF t and gene i reflecting the binding affinity. The
model is closely related to the general framework mentioned above, only adding a term
for the sample specific effect of a TF. The estimated effect of a TF in a certain sample
is calculated via the switch-like term in parentheses, where either the activity definition
actt,s =
∑
i
bt,igi,s∑
i
bt,i
or the gene expression of the TF itself gt,s is taken into account us-
ing the restrictions θa,t, θg,t ∈ {0, 1} and θa,t + θg,t = 1. This switch term represents a
meta-parameter to find the best model and has no biological interpretation. The model
outputs an activity value and the information which switch parameter is chosen for each
TF of the reduced network.
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mRNA data
TF binding 
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Linear regression model 
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for each gene separately, 
max. number of 6 regulating TFs
Figure 3.1.: Flow chart of the approach by [Schacht et al., 2014]. The input data sets
(marked in blue) are partly filtered and passed to a linear regression model
(yellow) which calculates an activity value for each TF (green).
During the optimization, the sum of error terms (absolute value of the difference
between predicted and measured gene expression) is minimized which is achieved via
mixed-integer linear programming using the Gurobi 5.5 optimizer1. The authors of this
method state that activity actt,s (see above) was used in 95% of their test cases, but
the switch-like combination of both terms yielded still better optimization results. In
the paper, the optimization task is greatly simplified as the model is computed for each
gene separately and allows only a maximum number of 6 regulating TFs. The TF – gene
network indicating the strength of a relation between a TF and a gene is created for 1120
TFs using knowledge from the commercial MetaCoreTM database2, ChEA [Lachmann
et al., 2010] and ENCODE [Gerstein et al., 2012]. Due to the restriction of the network
mentioned above, the actual model is then based on 521 TFs and 636 target genes only.
Evaluation of the results was performed using expression data from 59 cell lines of
the NCI-60 panel [Liu et al., 2010; Shoemaker, 2006] and from melanoma cell lines
(“Mannheim cohort”) [Hoek et al., 2006]. For each investigated gene, a sample based
leave-one-out and 10-fold cross validation of predicted and measured gene expression
yielded on average Pearson correlation scores of about 0.6 for both data sets. A gene
set enrichment analysis of the target genes for TFs modeled by the activity definition
yielded 64 significantly enriched concepts including cell cycle, immune response and
cell growth for the data from the NCI-60 panel. Additionally, a t-test was computed
between melanoma and other cell lines of the NCI-60 panel to find differentially ex-
pressed genes of melanogenesis. For the resulting genes, regulation models were built
and used to predict gene expression in the melanoma cell line data set yielding good
prediction performances.
1http://www.gurobi.com/products/gurobi-optimizer, accessed 09 September 2019
2https://portal.genego.com/, accessed 09 September 2019
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3.2.2. RACER
RACER (Regression Analysis of Combined Expression Regulation) [Li et al., 2014] aims
to integrate generic cell-line data with sample-specific measurements using a two-stage
regression (see Figure 3.2). Compared to our general framework, RACER additionally
includes miRNA binding information. It assumes a linear combination of the regulatory
effects of TFs and miRNAs on mRNA level, which is not further justified. RACER can
incorporate a variety of sample specific data including mRNA and miRNA expression
values, CNV and DNA methylation. Optimization is applied twice to reduce model
complexity, where the method first infers sample-specific TF and miRNA activities and
uses these, in a second step, to compute general TF/ miRNA – gene interactions.
Gene 
expression data
Regulatory 
information
TF binding 
information
miRNA 
information
Elastic-net regularized 
generalized linear 
model
mRNA CNV DNA 
methylation
miRNA 
expression
ENCODE TargetScan
Linear 
regression 
model 1
Sample specific 
TF and miRNA 
activities
Linear 
regression 
model 2
TF/ miRNA  -
gene activities 
across samples
most 
predominant TF/ 
miRNA regulators
Feature 
selection
LASSO 
Optimization
Figure 3.2.: Scheme of RACER method. The input data sets (marked in blue) are passed
to a two-step linear regression model (yellow) which calculates sample spe-
cific activity values for each regulator and determines the most predominant
regulators (green).
In the first regression step, mRNA, miRNA, CNV and DNA methylation data are
used to obtain the sample specific activities:
ĝi,s = c + θCNV,sCNVi,s + θDM,sDMi,s +
∑
t
βt,sbt,i +
∑
mi
βmi,sci,mimiRNAmi,s
where ĝi,s denotes the predicted gene expression of gene i in sample s, c is an intercept,
βt,s describes the estimated activity of TF t in sample s and bt,i is the TF – gene binding
score for TF t and gene i. The parameter βmi,s stands for the estimated activity of
miRNA mi in sample s and is multiplied by ci,mi, the number of conserved target sites
on 3’UTR of the target gene i for miRNA mi, and by the expression level of miRNA mi
in sample s. θCNV,s (respectively θDM,s) are the regression parameters for CNV signals
CNVi,s (respectively DNA methylation data DMi,s).
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Using βt,s and βmi,s from the first regression step, TF – gene and miRNA – gene
interactions across all samples are calculated in a second model:
ĝi,s = c̃ + θ̃i,CNV CNVi,s + θ̃i,DM DMi,s +
∑
t
γi,tβt,s +
∑
mi
γi,miβmi,s
where the sums apply only to a number of selected TFs and miRNAs with nonzero
binding signals bt,i > 0 and number of conserved target sites ci,mi > 0. After the opti-
mization, γi,t and γi,mi indicate the strength of a TF/ miRNA – gene relationship across
all samples. To obtain robust estimates, γi,mi is additionally weighted by the averaged
activities of the miRNA.
In each of the two regression steps, the optimization criterion is to minimize the sum
of squared errors with L1 penalty on the linear coefficients to induce a sparse solution
and to set irrelevant parameters to zero after the fitting. This sparse LASSO solution
is obtained through elastic-net regularized generalized linear models [Zou and Hastie,
2005]. A supplementary feature selection comparing the full model to a restricted model
leaving one TF or miRNA out provides the most predominant TF/ miRNA regulators.
TF binding scores are collected from the generic cell line of erythroleukemia cells K562
from ENCODE for 97 TFs and 16653 genes. Further, the number of conserved target
sites on 3’UTR is taken from sequence-based information from TargetScan for 470 miR-
NAs and 16653 genes. The RACER method is implemented in R and publicly available3.
The method was evaluated using expression data from an acute myeloid leukemia
(AML) data set from TCGA with 173 samples [The Cancer Genome Atlas Research
Network, 2013] via a sample based 10-fold cross validation on the prediction of gene
expression. To assess the quality of predictions, the Spearman rank correlation was cal-
culated resulting in a reassuring value of approximately 0.6. Further, the full model was
compared to models excluding one type of the input variables. The full model performed
best and a substantial reduction of Spearman correlation was observed by omitting TF
regulation (20%) or DNA methylation (5%). RACER also performed with competitive
accuracy in predicting known miRNA – mRNA and TF – gene relationships compared
to other methods like GenMiR++ [Huang et al., 2007] or ENCODE TF binding scores
[Gerstein et al., 2012] using e.g. validated interactions from the MirTarBase [Hsu et al.,
2011] and knockdown studies. The feature selection procedure revealed 18 predomi-
nant transcriptional regulators in the AML data set. Using their associated targets, a
functional enrichment analysis showed that DNA repair and the tumor necrosis factor
pathway were enriched. When applying this panel to cluster patients at different cytoge-
netic risks, the clustering pattern of the regulatory activities was largely consistent with
the risk groups. Further, a literature survey on AML showed that many TF regulators
among the top predictions had a role in leukemogenesis.
3http://www.cs.utoronto.ca/~yueli/racer.html, accessed 09 September 2019
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3.2.3. RABIT
Regression Analysis with Background Integration (RABIT) [Jiang et al., 2015] is a
method for finding expression regulators in cancer by a large scale analysis across di-
verse cancer types. It integrates TF binding information with tumor profiling data to
search for TFs driving tumor-specific gene expression patterns (see Figure 3.3). It can
be applied to predict cancer-associated RNA-binding protein (RBP) motifs which are
key components in the determination of miRNA function [van Kouwenhove et al., 2011].
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Frisch-Waugh-
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mRNA
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TF/ RBP 
activities in each 
cancer type
Optimization
or
Promoter 
CpG content
Promoter 
degree
Regulatory 
information
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cross-tumor 
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Figure 3.3.: Flow chart of RABIT method. The input data sets (marked in blue) are
passed to a linear regression model (yellow) which calculates sample specific
activity values for each regulator and determines general regulatory activities
(green).
Extending our general framework, RABIT can, like RACER, use CNV and DNA
methylation data and additionally integrates promoter CpG content and promoter degree
information (total number of ChIP-seq peaks near the gene transcription start site).
RABIT takes RBP or TF binding information as regulatory input. The computational
model consists of three steps (see Figure 3.3). First, RABIT tests in each tumor whether
the target genes, identified by the BETA method [Wang et al., 2013], show differential
expression compared to the normal controls including a control for background effects
from CNVs, promoter DNA methylation, promoter CpG content and promoter degree:
ĝi =
∑
f
θf Bf,i +
∑
t
βtbt,i
where ĝi represents the predicted differential gene expression between tumor and normal
samples in gene i, B includes values of the f different background factors for gene i, b
contains RBP or TF binding information and θ and β are the respective regression pa-
rameter vectors. The regression coefficients β are estimated by minimizing the squared
difference between measured and predicted gene expression.
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The regulatory activity score is defined for each TF/ RBP as the t-value of the linear
regression coefficient t-test and calculated via the coefficient divided by the standard
error. If multiple profiles exist for the same TF from different conditions or cell lines,
the profile with the highest absolute value of TF regulatory activity score is selected.
In a second step, a stepwise forward selection is applied to find a subset of TFs among
those screened in step one optimizing the model error. Lastly, TFs with insignificant
cross-tumor correlation are removed from the results.
Computationally, the regression coefficients are calculated via the Frisch-Waugh-Lovell
method [Frisch and Waugh, 1933]. TF binding information is taken from 686 TF ChIP-
seq profiles from ENCODE representing 150 TFs and 90 cell types. Additionally, recog-
nition motifs for 133 RBPs and their putative targets are collected by searching recogni-
tion motifs over the 3’UTR regions [Ray et al., 2013]. An implementation of the RABIT
method can be downloaded4.
RABIT was applied to 7484 tumor profiles of 18 cancer types from TCGA using
gene expression, somatic mutation, CNV and DNA methylation data. To systematically
assess the results, the cancer relevance level of a TF was calculated as percentage of
tumors with the TF target genes differentially regulated (averaged across all TCGA
cancer types). A comparison to cancer gene databases, i.e. the NCI cancer gene index
project [National Cancer Institute Wiki, 2014], the Bushman Laboratory cancer driver
gene list [Sadelain et al., 2012; Vogelstein et al., 2013], the COSMIC somatic mutation
catalog [Futreal et al., 2004] and the CCGD mouse cancer driver genes [Abbott et al.,
2015], showed a consistent picture. Further, RABIT’s performance was compared to
other regression models like LAR or LASSO where RABIT had the best results when
classifying all TFs into three categories by NCI cancer index and achieved better cross-
validation error and shorter running time. The regulatory activity of RBPs showed that
some alternative splicing factors could affect tumor-specific gene expression by binding
to target gene 3’UTR regions.
3.2.4. ISMARA
In contrast to the previous three methods and to our general framework which directly
scores TFs or other regulators, ISMARA (Integrated System for Motif Activity Response
Analysis) [Balwierz et al., 2014] infers the activity of regulatory motifs (short nucleotide
sequences) and thereby only indirectly deduces the effects of TFs and miRNAs (see Fig-
ure 3.4). ISMARA is a web service where no parameter settings or specific processing of
the input data, gene expression or ChIP-seq data are necessary. It can also be used to
calculate regulatory activity differences between samples and consider replicates or data
from time series.
4http://rabit.dfci.harvard.edu/download, accessed 09 September 2019
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Figure 3.4.: ISMARA model scheme. The input data sets (marked in blue) are passed
to a linear regression model (yellow) which calculates motif activities and
determines associated regulators (green).
ISMARA takes sample specific measurements and information about regulatory motifs
for TFs and miRNAs into account. Based on the input of gene expression data or
chromatin state measurements, an input signal is calculated for each promoter in each
sample. The input signals are modeled linearly in terms of the binding site predictions
and unknown motif activities:
ĝp,s = cp + cs +
∑
m
Np,mβm,s
where ĝp,s refers to the input signal for a promoter p in sample s, cp and cs are intercepts
for each promoter and sample, Np,m summarizes the TF/ miRNA binding site predic-
tions (sum of the posterior probabilities of all predicted TF/ miRNA binding sites for
motif m in promoter p) and βm,s stands for the estimated motif activities. Like in the
other presented methods, the optimization criterion is to minimize the sum of squared
error terms between predicted and measured gene expression.
Primarily, ISMARA provides the inferred motif activity profiles βm,s sorted by sig-
nificance and a set of TFs and miRNAs that bind to these motifs representing the key
regulators. Further, a list containing their predicted target promoters, associated tran-
scripts and genes, a network of known interaction between these targets and a list of
enriched gene ontology categories is displayed. ISMARA is available as a web service5
only.
5http://ismara.unibas.ch, accessed 09 September 2019
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ISMARA employs a Bayesian procedure with a Gaussian likelihood model and a Gaus-
sian prior distribution for βm,s to avoid overfitting. Information about regulatory motifs
is provided via the annotation of promoters based on deep sequencing data of transcrip-
tion start sites. To obtain a set of promoters and their associated transcripts, the 5’ ends
of mRNA mappings from UCSC genome database are clustered with the promoters. TF
binding site predictions in the proximal promoter region are collected using 190 position
weight matrices representing 350 TFs from JASPAR, TRANSFAC, motifs from the lit-
erature and their own analyses of ChIP-seq and ChIP-chip data. Additionally, miRNA
target sites for about 100 seed families are annotated in the 3’UTRs of transcripts asso-
ciated with each promoter.
For evaluation, the original paper applied ISMARA to data from well-studied sys-
tems and results were compared to the literature. Inferred motif activities were highly
reproducible and even more robust than the expression profiles from which motif activ-
ities were derived. When comparing samples from 16 human cell types (GEO accession
number GSE30611) from younger and older donors, ISMARA was able to identify a
key regulator of aging-related changes in expression of lysosomal genes. A joint analysis
of the human GNF atlas of 79 tissues and cell lines [Su et al., 2004] and the NCI-60
reference cancer cell lines [Ross et al., 2000] revealed that many of the top dysregu-
lated motifs were well-known in cancer biology like HIF1A and has-miR-205 miRNA.
They also suggested novel predictions for regulating TFs in innate immunity, mucociliary
differentiation and cancer.
3.2.5. BiRte
BiRte (Bayesian inference of context-specific regulator activities and transcriptional net-
works) [Fröhlich, 2015] takes a mathematically different approach compared to the meth-
ods described before, integrating TF/ miRNA target gene predictions with sample spe-
cific expression data into a joint probabilistic framework (see Figure 3.5). Compared to
our general scheme of a TF – gene network (Figure 2.5), biRte first uses the TF/miRNA –
gene network without the interactions between regulators themselves (e.g TF-TF interac-
tions) to estimate regulatory activities. BiRte infers the network between the regulators
in a second step.
BiRte takes as input differential gene expression data (mRNA), an underlying regu-
latory network including TF/ miRNA – target gene binding information and optionally
CNV data, miRNA and TF expression measurements. BiRte defines a likelihood model
for the set of active TFs/ miRNAs (called regulators R which can be seen as hidden
variables) based on the entire gene expression data D and certain model parameters θ:
LD,θ(R) = p(D|R, θ) =
∏
D̂
p(D̂|R, θ) =
∏
D̂
∏
c
∏
i
p(D̂ic|Rc, θ)
Here, D̂ represents the set of all available experimental data including mRNA, CNV,
miRNA and TF expression data and D̂ic refers to the ith feature measured under exper-
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imental condition c. The condition specific hidden state variables Rc are estimated with
help of the Markov Chain Monte Carlo (MCMC) method where a regulator can switch
from an active to an inactive state (switch) or an inactive and an active regulator ex-
change their activity states (swap). Thereby, the posterior probability for each regulator
and condition to influence the expression of its target genes is estimated. Simultaneously,
a variable selection procedure is applied to achieve sparsity of the model. The optimiza-
tion goal is not, as one would expect, to return the configuration with highest posterior
probability among all sampled ones but to take marginal selection frequencies during
sampling into account and filter those above a defined cutoff. After the determination
of active regulators, the associated transcriptional network between active regulators is
estimated based on observed nested subsets of differentially expressed target genes.
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Figure 3.5.: Scheme of biRte method. The input data sets (marked in blue) are passed
to a likelihood model (yellow) which determines active regulators (green).
In the implementation, the stochastic sampling scheme based on MCMC allows swap
operations only when regulators show a significant overlap of regulated targets. The
variable selection procedure is implemented via a spike and slab prior [George and Mc-
culloch, 1997] which can integrate prior knowledge about the activity of regulators. To
infer the associated transcriptional network, Nested Effects Model (NEM) [Markowetz
et al., 2007] structure learning is applied. An input miRNA – gene network is constructed
based on MiRmap [Vejnar and Zdobnov, 2012] for 356 miRNAs. A TF – target gene
network with 344 TFs is compiled by computing TF binding affinities to promoter se-
quences according to the TRAP model [Roider et al., 2007] using data from ENSEMBL,
TRANSFAC, JASPAR and MetaCoreTM. An implementation of biRte is available for
R on Bioconductor6.
6https://bioconductor.org/packages/release/bioc/html/birte.html, accessed 10 September 2019
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Several simulations were conducted to study model behavior. On the basis of a hu-
man regulatory sub-network and accordingly simulated expression data of 900 target
genes, biRte was compared to BIRTA [Zacher et al., 2012], GEMULA [Geeven et al.,
2012] and a hypergeometric test and further to other network reconstruction algorithms
like ARACNE [Margolin et al., 2006], GENIE3 [Huynh-Thu et al., 2010] and GeneNet
[Opgen-Rhein and Strimmer, 2007]. BiRte performed best in regulator activity pre-
dictions including a favorable computation time and was robust against false positive
and false negative target gene predictions. Additionally, biRte was applied to an E.coli
growth control and to a prostate cancer data set including 44 normal and 47 cancer sam-
ples from GEO (GSE29079) with corresponding array data from 464 human miRNAs
(GSE54516) and the results showed a principal agreement with the biological literature.
3.2.6. ARACNE
We compare ARACNE (Algorithm for the Reconstruction of Accurate Cellular Net-
works) [Margolin et al., 2006] as an established, yet local, tool for the reconstruction
of gene regulatory networks to the previous five recent genome-wide approaches. The
algorithm is background knowledge-free and identifies transcriptional interactions based
on mutual information including non-linear and non-monotonic relationships and distin-
guishes between direct and indirect relationships (see Figure 3.6). Networks obtained
with ARACNE can be used to calculate regulatory activity using the aforementioned
methods. ARACNE is available via a free online tool7 or as an R package in the minet
library [Meyer et al., 2008].
ARACNE uses as input only microarray expression profiles and estimates candidate
interactions by calculating the pairwise gene expression profile mutual information I
defined as
I(gi, gj) = Ii,j = S(gi) + S(gj) − S(gi, gj)
where S denotes the entropy. Ii,j measures the relatedness of genes gi and gj and equals
zero if both are independent. In a second step, the mutual information values are fil-
tered using a threshold depending on the distribution of all mutual information values
in random permutations of the original data set. Indirect interactions are then removed.
Computationally, a Gaussian kernel operator is used to calculate mutual information
scores. In a subsequent step, the data processing inequality (DPI) [Cover and Thomas,
1991] is applied to remove probably indirect candidate interactions. The DPI states that
if the genes gi and gk interact only through a third gene gj , then
I(gi, gk) ≤ min(I(gi, gj), I(gj , gk))
Thus, the least of the three mutual information scores can come from indirect interac-
tions only [Margolin et al., 2006].
7http://califano.c2b2.columbia.edu/aracne, accessed 09 September 2019
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ARACNE’s performance was evaluated on the reconstruction of realistic synthetic
data sets [Mendes et al., 2003] and on an expression profile data set consisting of about
340 B lymphocytes derived from normal, tumor-related and experimentally manipu-
lated populations [Klein et al., 2001]. Regarding the synthetic networks, ARACNE had
consistently better precision and recall values compared to the two other algorithms,
Relevance Networks [Butte and Kohane, 2013] and Bayesian networks [Hartemink et al.,
2001], and reached very good precision at significant recall levels. It recovers far more
true connections and fewer false connections than the other methods with better perfor-
mance on tree-like topologies compared to scale-free topologies. A reconstructed B-cell
specific regulatory network was found to be highly enriched in known c-MYC targets
where about 50% of the predicted genes to be first neighbors were reported in the liter-
ature.
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Figure 3.6.: ARACNE flow chart. The input data set (marked in blue) is used to cal-
culate pairwise mutual information where indirect interactions are removed
(yellow) and which allow a reconstruction of the gene regulatory network
(green).
3.3. Comparison
We described five recent methods for the genome-wide inference of regulatory activity,
namely the approach by [Schacht et al., 2014], RACER, RABIT, ISMARA, and biRte.
They all assume the topology of the regulatory network to be known, cast activity es-
timation as an optimization problem regarding the difference between predicted and
measured values, take different types of sample specific omics data into account, and
eventually produce a list of transcription factors or miRNAs, ranked by their estimated
activities in the samples under study. As a baseline, we also included ARACNE which
is background knowledge-free and uses only local dependency measures to reconstruct
a regulatory network and indirectly infer activities. All of the presented methods es-
sentially follow the same goal, i.e., accurate ranking of regulatory activity, but differ
in the types of measurements being integrated, the background knowledge necessary
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for their application, the complexity and refinement of the underlying model of gene
regulation, and the concrete paradigm used for solving the optimization problem. The
methods, except for the approach by [Schacht et al., 2014], are available online via a
downloadable implementation (RABIT, ARACNE), a web service (ISMARA), and/or
an R package (RACER, biRte, ARACNE) providing an operable solution for the in-
terested user. Whereas an overview of the main features of each method can be found
in Table 3.1, we now compare the algorithms regarding their general properties in a
descriptive way.
3.3.1. Experimental Data Types
The methods differ in the types of measurements being integrated, which corresponds
to the level of detail of their model of gene regulations. All six methods use mRNA
as input. RACER, RABIT and biRte can also integrate CNV, DNA methylation, TF/
miRNA expression data, or somatic mutations. ISMARA calculates an input signal
from microarray, RNA-Seq, or ChIP-seq data. Additionally, all presented methods, ex-
cept ARACNE, use prior knowledge about the underlying regulatory network. These
networks are extracted from different data sources and preprocessed in different manners.
All methods, except ARACNE, require at least knowledge about TF – gene relationships,
yet RACER, biRte and ISMARA also incorporate information about miRNAs. When
using RABIT, the user can choose whether to provide TF or RNA binding protein in-
formation.
The approach of [Schacht et al., 2014] and biRte extract regulatory information partly
from the commercial MetaCoreTM database, whereas the other methods use only publicly
available databases, like ENCODE, JASPAR or TRANSFAC. The networks which are
used for the evaluations published in the respective papers are publicly available for the
case of RACER (network for 16653 genes, 97 TFs and 470 miRNAs), RABIT (predicted
binding scores of 63 RBP motifs and 17463 genes) and biRte (network for E.coli including
160 TFs). Neither [Schacht et al., 2014] nor ISMARA make this data available.
3.3.2. Mathematical Models
The methods use different mathematical models to infer regulatory activity. The method
by [Schacht et al., 2014] is the most closely associated one compared to our general frame-
work. RACER and RABIT can be seen as extensions of the approach by [Schacht et al.,
2014] since they essentially use the same model structure but incorporate more input
data types and more classes of regulatory information. Also chronologically, [Schacht
et al., 2014] published their method first, followed by RACER and RABIT. The approach
by [Schacht et al., 2014], RACER, RABIT and ISMARA use linear regression whereas
biRte applies a probabilistic framework. RACER applies a two-stage regression to infer
regulatory activity. ARACNE, as a local method, is based on mutual information. Also,
the method by [Schacht et al., 2014] resolves the optimization problem not globally and
restricts the number of regulating TFs per gene. The other methods model activities
genome-wide, as much as represented by the underlying network.
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3.3.3. Optimization Frameworks
For assessing regulator activities, [Schacht et al., 2014], RACER, RABIT and ISMARA
minimize the sum of error terms between measured and predicted gene expression. How-
ever, the methods use rather different algorithms for solving the resulting optimization
problem, and also apply different constraints to achieve model sparsity, robustness of
inference, and feature selection. In the approach by [Schacht et al., 2014], the regression
model is computed for each gene separately and allows only a maximum number of six
regulating TFs. RACER uses a LASSO approach, while ISMARA follows a Bayesian
model that infers regulator activities as posterior distributions. LASSO can be inter-
preted as a Bayesian model using Laplacian priors instead of Gaussian priors in the
regression framework. Thus, point estimates of the regulatory activities are obtained
and sparseness of the solution is enforced [Li et al., 2014]. In contrast, biRte uses a
likelihood model with a spike and slab prior to induce model sparsity. This approach
implements a selective shrinkage of model coefficients such that estimates are less biased
compared to a LASSO prior [Hernández-Lobato et al., 2010]. With the help of the spike
and slab prior, sparsity can be controlled in a variable dependent manner allowing the
inclusion of prior belief in the activity of each regulator [Fröhlich, 2015].
3.3.4. Outputs
[Schacht et al., 2014] and biRte determine activity of regulators over all samples at
once, whereas RACER and biRte first infer sample-specific activities which are combined
to cross-tumor activities in a second optimization step. In contrast, ISMARA in first
place infers motifs activity; these activities are used to deduce the effects of TFs and
miRNAs by their motif binding profiles. ISMARA primarily provides sample specific TF
and miRNA activity but also offers an option to group samples and com-pare average
regulatory activity between different conditions. Like biRte and ARACNE, it also infers
the network of the regulators themselves.
3.3.5. Evaluations
The type and extent of evaluation performed for the different methods vary greatly.
They range from direct application to biological problems over the comparison of results
to the biological literature to simulation studies. All methods published evaluations
results on publicly available data sets, e.g. from the National Cancer Institute, TCGA
or GEO, but unfortunately address different tissues and cancer types. Sample-based
cross-validation is applied in the work by [Schacht et al., 2014], RACER, RABIT and
ISMARA. The first two of these methods use correlation coefficients between measured
and predicted gene expression for assessing prediction quality. The authors of RACER,
RABIT and biRte compare their results to the outcome of other algorithms and to those
of restricted models, for example excluding one type of the input variables. All methods
search the literature to compare their predictions to previously published studies on the
respective biological question. Overall, ISMARA provides the most extensive biological
evaluation using a battery of relevant use cases, whereas biRte excels in systematic
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simulation studies. Sadly, there are very few works which compare any of the methods
presented on the same problem; the only result we are aware of compared ARACNE
and biRte regarding their performance in network reconstruction on simulated data, in
which biRte attained higher robustness against false positive and false negative target
gene predictions [Fröhlich, 2015].
3.4. Discussion
3.4.1. Background Networks
A crucial input to the models is the underlying regulatory network which is needed to
reduce the search space for actual regulatory activity. However, the construction of
comprehensive TF/ miRNA – gene regulatory networks is difficult for various reasons.
Firstly, a comprehensive characterization of the human regulatory repertoire is lacking
since only about half of the estimated 1,500 - 2,000 TFs in the mammalian genome
is known [Vaquerizas et al., 2009]. ChIP experiments, prone to a high false positive
rate [Pickrell et al., 2011], were used to identify TF binding patterns but each assay is
limited to the detection of one TF in one condition and therefore TF binding has not
been characterized for many TFs in most cell types. Further, the local proximity of a
binding site to the transcriptional start site of a gene does not automatically implicate
transcriptional regulation. With regard to post-transcriptional regulators, the functions
for only a few of the around 1,200 different miRNAs have been experimentally deter-
mined and current data on miRNA targets is mostly based on computational predictions
[Rajewsky, 2006]. Generally, the knowledge about TF and miRNA binding is scattered
over the biological literature and different, partly commercial, databases, impeding the
construction of comprehensive networks [Thomas et al., 2015].
Any comparative evaluation of the methods presented here would have to must make
sure that the same background network is used for each computation. Besides, studies
on the impact of network incompleteness or different error rates in networks would be
important to assess the ability of the methods to cope with such common problems.
Simulation studies will be vital in this regard.
3.4.2. Biological Networks as Di-Graphs
The modeling of regulatory networks as graphs (see chapter 2), as used in all presented
methods, is perhaps not the optimal representation for the underlying biological regula-
tory processes. A graph cannot easily account for important effects such as TF complex
formation and temporal and spatial synchronization of activities. Furthermore, TF bind-
ing is affected by chromatin state and the impact of post-translational modifications on
transcriptional activity which are difficult to include in a graph view on regulation. The
model’s dependence on the topological structure and the robustness to changes in the
underlying network have not been evaluated or discussed in any of the presented meth-
ods even if these issues are known to have a severe influence in network analysis [Babtie
et al., 2014].
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3.4.3. Mathematical Model
Linear models, widely spread in different fields of science, provide a simple and easily
understandable design. However, linear models over-simplify the underlying biological
processes. Nonlinear behavior, e.g. saturation effects, cannot be represented, as well
as feedback loops (see Chapter 5). Considering that the number of available samples
is typically relatively small, the incorporation of many different data types and ac-
cording parameters into the model could result in excessively complex designs prone to
overfitting, but this issue lacks general awareness. Only two of the presented methods
incorporate parameter priors (ISMARA and biRte), and only two apply cross validation
techniques to estimate prediction performance (method by [Schacht et al., 2014] and
RACER). Further, the effect of temporal buffering between TF binding and the actual
effect on gene expression is not included in any of the methods.
3.4.4. Comparability
All methods produce a ranked list of regulators. Rating these results across different
methods, even when applied on the same data set and using the same background net-
work, is difficult since no generally accepted benchmarks are available. Therefore, there
currently is no objective measure to designate a best method. The closest comparable
evaluation effort we are aware of is implemented in the “DREAM5 – Network Inference”
challenge [Marbach et al., 2012], which targets gene regulatory network reconstruction.
The invited participants reverse-engineered a network from gene expression data, includ-
ing a simulated network, and evaluated the results on a subset of known interactions or
the known network for the in-silico case in the 2010 edition. The approach of GENIE3
[Huynh-Thu et al., 2010] which trains a random forest to predict target gene expres-
sion performed best and the integration of predictions from multiple inference methods
showed robust and high performance across diverse data sets. However, an extensive
competitive evaluation to determine active regulators based on a given regulatory net-
work has, to the best of our knowledge, not been carried out yet.
3.4.5. Latest Research
The previous analyses in this chapter, comparing different methods for estimating reg-
ulatory activity, are based on our publication in BMC Systems Biology [Trescher et al.,
2017]. Here, we will give a brief update on newly developed methods and the current
status of this research field.
Several new techniques and extensions of existing methods for estimating transcrip-
tional activity have been proposed since then. For example, [Alvarez et al., 2016] devel-
oped VIPER (virtual inference of protein activity by enriched regulon analysis), extend-
ing a TF estimation method based on a probabilistic framework to the application to
single sample expression profiles. They used ARACNE to construct a TF-gene network
and detected the maximum information path targets. By computing the enrichment
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of a protein’s transcriptional targets in differentially expressed genes via analytic rank-
based enrichment analysis (areA), a statistical analysis based on the mean of ranks,
they inferred differential protein activity as the normalized enrichment score computed
by areA. In vitro assays could confirm that protein activity inferred by VIPER outper-
formed mutational analysis in predicting sensitivity to targeted inhibitors. VIPER is
available as an R package on Bioconductor and requires a gene expression signature and
an appropriate cell context-specific regulatory network as input. [Garcia-Alonso et al.,
2019] applied VIPER to assess drug sensitivity in cancer by analyzing the transcrip-
tional dysregulation in cancer cell lines and patient tumors and published their results
as DoRothEA (Discriminant Regulon Expression Analysis), a database with candidate
TF-drug interactions in cancer.
A different approach, which is based on network analysis, is LEAN (local enrichment
analysis) [Gwinner et al., 2017]. It uses a local subnetwork model and genome-wide
omics data sets to identify statistically dysregulated subnetworks and directly suggests
single genes for follow-up experiments. LEAN is also available as an R package (LEANR),
and takes a list of measures of statistical significance for some or all genes and an inter-
action network as input.
Further, [Xi et al., 2018] use matrix factorization to discover driver genes from mutation
data using interaction networks and mRNA expression data. Their method outper-
formed existing network-based methods and detected new driver genes in cancer. Their
implementation is available on GitHub8 and takes somatic mutations of patients across
multiple cancer types, mRNA expression data and an interaction network as input to
compute driver gene candidates.
Two methods apply network component analysis (NCA) to quantify transcription factor
activities: Local NCA (LNCA) [Shi et al., 2017] and sparseNCA [Noor et al., 2018].
LNCA evaluates the local similarities of regulatory variations by integrating the expres-
sion sets and prior TF-gene regulatory knowledge. LNCA was implemented as a Matlab
package, but unfortunately not available online at the time of our search. SparseNCA
incorporates the effect of incompleteness of the underlying network in the estimation of
TF activity and can be downloaded as a C++ implementation9.
A different approach was published by [Martignetti et al., 2016], ROMA (Representation
and quantification of Module Activities), which bases activity quantification on the sim-
plest uni-factor linear model of gene regulation that approximates the expression data
of a gene set by its first principal component. ROMA can be downloaded10 as Java
program and computes the activity of gene sets based on gene expression data and gene
set definitions.
Further, methods evaluating existing regulatory activity predictions have been pro-
posed. [Sikdar and Datta, 2017] extended the search for active TFs and published a
method to identify master regulators, i.e. TFs that control most of the regulatory ac-
tivities of other TFs. They evaluate the concordance of two ranked TF lists using a
8https://github.com/USTC-HIlab/RS-ExpNet-CRNMF, accessed 10 September 2019
9https://sites.google.com/site/aminanoor/softwares, accessed 10 September 2019
10https://github.com/sysbio-curie/Roma, accessed 10 September 2019
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statistical measure, the connectivity score, estimating the change in connectivity of a
TF with the genes in different sample groups. Another measure for the systematic eval-
uation of inferred activity changes was proposed by [Berchtold et al., 2016], called i-score
(inconsistency score), quantifying how many genes could not be explained by the set of
activity changes of TFs. They observed, that many published methods (like ISMARA)
yielded a high number of unexplained target genes (i.e. large i-scores), indicating that
currently available regulatory networks are far from being complete. They also developed
the theoretical minimum of the score given the expression data and the gene regulatory
network, which can be used to evaluate the results of different networks.
3.5. Conclusion
Despite their often rather involved procedures and models, none of the presented meth-
ods adequately reflects the biological reality of regulatory activity in cells. A specific
disease phenotype is rarely caused by a single gene but rather a product of the inter-
play of genetic variability, epigenetic modifications and post-transcriptional regulation
mechanisms [Davidsen et al., 2016]. The presented methods ignore a multitude of such
factors like the effects of chromatin state and alternative splicing, nonlinear relationships
between regulatory activity and gene expression, or kinetic and temporal effects. Fur-
thermore, TFs themselves regulate the expression of other TFs forming feedback loops
which are not considered in any of the presented methods. We therefore propose a new
method for estimating transcriptional activity with a particular focus on the considera-
tion of feedback loops (see Chapter 5). Nevertheless, the methods apparently are able to
detect strong signals and are thus valuable tools for identifying biomarkers for specific
phenotypes.
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4. Evaluation of Methods Scoring
Regulatory Activity
As described in the previous chapter, several algorithms have been presented to model
genome-wide gene expression and regulation via the activity and relationships of tran-
scription factors. These methods apply mathematical optimization to find parameters
that minimize the divergence of predicted and measured expression intensities. They
all consider the topology of the regulatory TF – gene network to be given and try to
infer the actual TF activity present in a certain disease or under a specific experimen-
tal condition. Their primary output is a ranked list of TFs, sorted by their activity
in a given group of samples. Several studies reported that such methods can be used
to identify biomarkers for specific phenotypes in human cell lines and in vivo samples,
for example in innate immunity, ageing related changes [Balwierz et al., 2014] or acute
myeloid leukemia [Li et al., 2014].
Although certain evaluation steps were carried out for all methods, results in the
original papers are not comparable as they used different input data sets, different back-
ground regulatory networks, and different evaluation metrics. Here, we implement a
quantitative comparison including all of the previously presented methods to objectively
analyze the results of different methods for estimating regulatory activity. We provide
publicly available experimental data and regulatory networks as input to the methods
to ensure transparency of our results.
Since the genome is regulated at multiple levels (see Chapter 2), the combination
of different biological layers of information might help unraveling associations between
biological entities and build elaborate markers of disease and physiology [Hasin et al.,
2017; Huang et al., 2017]. Therefore, we use multi-omics patient data from three differ-
ent cancer types as input to the methods (see Section 4.3). Furthermore, we evaluate
the results of different methods by using mRNA expression data from knockdown and
knockout experiments in human and E.coli cell lines (see Section 4.4). Altering the
expression of single transcription factors offers an important source of information for
estimating regulatory activity [Markowetz and Spang, 2007]. Additionally, we apply
different underlying regulatory networks to investigate their influence on the results.
4.1. Evaluated Methods and Configurations
For the multi-omics data, which we downloaded from TCGA [Weinstein et al., 2013], we
conduct the quantitative comparison for the method proposed by [Schacht et al., 2014],
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RACER, RABIT and biRte. ISMARA is not included here, since it can only be used
with its own, proprietary underlying regulatory network, and requires the upload of raw
data which is prohibited by TCGA’s terms of use. Also ARACNE is not included in
the quantitative evaluation since it does not use background knowledge and we therefore
consider its results as incomparable to the other methods.
In the case of knockdown data, which we retrieved from GEO [Edgar et al., 2002], we ap-
ply RACER, RABIT and biRte. Additionally, we run ISMARA for those data sets whose
underlying experimental technologies are supported by the web service, even though the
regulatory network is different. We use ARACNE to provide regulatory networks as
input to the other methods, to study the influence of the underlying regulatory network.
For the knockdown data sets, we do not apply the method by [Schacht et al., 2014], since
its results from multi-omics are particularly poor.
The evaluated methods were described in detail in Chapter 3. Here, we briefly name
the methods and their configuration considered for our quantitative comparison:
• RABIT published a C++ implementation which they provide on their website1
and which we use with the FDR option set to 1. As RABIT takes differential
expression into account, we use the difference of expression values between case
and control group as input and order the TFs by t-value as proposed in the RABIT
paper.
• For RACER we use the available R scripts2 and extract the resulting sample-
specific regulatory activities. To run RACER in the knockdown scenario, where
only mRNA expression data is available, we set miRNA expression data, copy
number variation and methylation scores, which have to be provided, to zero. The
obligatory miRNA – gene network is artificially created where all dummy miRNAs
and genes were connected. We compute separate models for case and control group
and extracted the resulting sample-specific regulatory activities. TFs are ranked
by their activity difference between the two groups.
• BiRte is available as a bioconductor R package. We use R version 3.3.2 with biRte
version 1.10.0 and apply the method birteLimma to estimate regulatory activities
with the options niter and nburnin set to 10000. As biRte has a randomized
component, the resulting TF activities are not exactly the same for different runs.
We average the final activity scores over 100 iterations of birteLimma.
• For the approach by [Schacht et al., 2014] we re-implemented their method as
closely as possible to the original design using Python and the Cuneiform work-
flow language [Brandt et al., 2015; Bux et al., 2015]. Due to the high number of
integer parameters in the original method, the complexity of optimizing the whole
network at once would have by far exceeded our available computational resources.
1http://rabit.dfci.harvard.edu, accessed 10 September 2019
2http://www.cs.utoronto.ca/~yueli/racer.html, accessed 10 September 2019
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Therefore, like in the original paper, we compute the model for each gene sepa-
rately and restrict the number of regulating TFs per gene to six. As in [Schacht
et al., 2014], we use the Gurobi Optimizer version 6.04, which is available under
a free academic license. We compute separate models for case and control group
and rank the TFs by their activity difference between the two groups.
• ISMARA is available via a web service3. We uploaded raw CEL files and grouped
the samples according to their origin or treatment to compare the average regula-
tory activity between different conditions.
• For ARACNE, we use the implementation of the “minet” bioconductor package
[Meyer et al., 2008] in R (version 3.38) and build the mutual information matrix
with Spearman’s correlation. The threshold for removing an edge in the aracne
function was set to 0.1. We used ARACNE only to generate gene regulatory
networks based on expression data and subsequently computed activity scores using
any other of the presented methods.
4.2. Ranking
We compare the results of each method and in each data set by ranking the absolute val-
ues of the computed TF activity scores. The highest absolute activity value corresponds
to rank 1. We appoint TFs that compared equal the same rank. Subsequently, a gap is
left in the ranking numbers whose size is equal to the number of items that compared
equal minus 1. Activities equal to zero are not considered. Therefore, the total number
of ranked TFs is different in each method and data set.
We predominantly assess the rank of the TF that was knocked down. Additionally to
the KD TF, we evaluate the ranks (if existing) of
• directly connected TFs in the network
• aliases provided in the GeneCards database version 4.8.0 Build 54 [Stelzer et al.,
2016] for human TFs respectively synonyms from the EcoCyc database5 [Keseler
et al., 2017] for E. coli.
• TFs directly connected in a pathway from SignaLink 2.06 [Fazekas et al., 2013] for
human TFs respectively from the EcoCyc database5 [Keseler et al., 2017] for E.
coli.
• TFs directly interacting with the KD TF according to TcoF-DB version 2.2.27
[Schmeier et al., 2017] for human.
3https://ismara.unibas.ch, accessed 10 September 2019
4www.genecards.org, accessed 10 September 2019
5www.ecocyc.org, accessed 10 September 2019
6www.signalink.org, accessed 10 September 2019
7http://tools.sschmeier.com/tcof/home, accessed 10 September 2019
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For a given TF, we call all TFs in the union of these sets "related TFs". An overview
is available in Table A.1 in the Appendix. The table shows all related TFs, irrespective
whether they appear in our regulatory networks or not. For each method and data set
individually, we evaluate whether the resulting ranks of all related TFs are significantly
smaller than the average rank. We apply a one-sided one-sample t-test to compare the
mean rank against the average rank (total number of ranked TFs divided by 2) and
consider p-values < 0.05 as significant. Since the total number of t-tests is quite small
(54) and nearly all p-values are above the significance level anyway, we do not apply
multiple testing correction.
4.3. Validation using Multi-omics Data
In the original papers, the data sets used for evaluation vary between all methods.
Therefore, we implement an evaluation framework to compare the method by [Schacht
et al., 2014], RACER, RABIT and biRte in an objective and quantitative way. We use
experimental data of three independent and publicly available data sets from TCGA
[Weinstein et al., 2013] and a regulatory network as background knowledge.
4.3.1. Data Sets
We use experimental data from TCGA [Weinstein et al., 2013] for three cancer types:
Colon adenocarcinoma (COAD), liver hepatocellular carcinoma (LIHC) and pancreatic
adenocarcinoma (PAAD). For all three cancer types, mRNA expression, CNV, DNA
methylation and miRNA expression data is available for primary tumor and normal tis-
sue samples. These data sets are openly accessible via the NCI Genomic Data Commons
Data Portal8 or the NCI Genomic Data Commons Legacy Archive9 (DNA methylation
data) under the project names TCGA-COAD, TCGA-LIHC and TCGA-PAAD.
For mRNA gene expression we use processed RNA-Seq data in the form of FPKM
(fragment per kilobase of exon per million mapped reads) values. The files include En-
sembl Gene IDs which are converted to HGNC symbols using the Ensembl [Yates et al.,
2016] BioMart tool10 to match the IDs of the TF – gene network. In two cases, where
multiple Ensembl Gene IDs map to one HGNC symbol, we choose the gene with highest
log2 fold change between case and control group. miRNA expression is given as RPM
(reads per million miRNA mapped) measurements. Both mRNA and miRNA data are
centered using a weighted mean such that the mean of the case group equals the nega-
tive mean of the control group, and normalized via a weighted standard deviation. CNV
data is retrieved as masked copy number segment. The Y chromosome and probe sets
with frequent germline copy-number variation has already been removed by the data
providers. Chromosomal regions are mapped to genes using the R package biomaRt
8https://portal.gdc.cancer.gov, accessed 10 September 2019
9https://portal.gdc.cancer.gov/legacy-archive, accessed 10 September 2019
10http://www.ensembl.org/biomart/martview, release 87, accessed 10 September 2019
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[Durinck et al., 2009]. If multiple records map to one gene, the median of the segment
mean values is calculated. For DNA methylation data we use the beta-values of Illumina
Human Methylation 450 arrays as methylation scores. Multiple scores for the same gene
are averaged within a sample.
We restrict our analyses to samples for which all four input data types are available.
When multiple measurements for one sample and data type are available, we use only
the first one in alphabetical order of the file name. After this selection procedure, 165
samples remain for COAD, 404 for LIHC and 180 for PAAD. A list including sample
and file information is available online (additional file 1 of [Trescher et al., 2017])11.
Together with the experimental data, all evaluated methods are given the same reg-
ulatory network as input. We use a publicly available human TF – gene network
[Thomas et al., 2015] based on a text-mining approach available via the FastForward
DNA database12 and complemented it with TF – gene interactions from the public
TRANSFAC database, release 7.013 [Wingender et al., 1996]. The network was built by
text mining the entire Medline and an additional manual curation step of the top-ranking
sentences. It thereby combines the content of regulatory databases with more than 300
validated regulatory relationships. This network includes 2894 interactions between 429
TFs and 1218 genes. The network is provided as additional file in [Trescher et al., 2017]11
and includes an adjacency list of the connected nodes of the TF – gene network. The list
consists of three columns (“TF”, “gene”, “edge”) where each row indicates an association
with the value of “edge” between a TF and a gene. Complexes of TFs are indicated with
a separating “.” between their components.
4.3.2. Results
To ensure the result’s comparability, we first use only mRNA expression data as input
to the four methods. In a second evaluation, we include also other omics data sets where
possible. We obtain lists with the regulators ranked according to the absolute value
of their computed activity for each cancer type and method, with and without the use
of additional inputs. For each cancer type we calculate the size of the overlaps in the
four different results using the top 10 and top 100 regulators. The results for the top
10 regulators are shown in Table 4.1 (only mRNA) and Table 4.2 (multiple omics data
sets). To better distinguish regulators and genes from cell lines or other abbreviations,
we set TFs, miRNAs and genes in italics.
11https://bmcsystbiol.biomedcentral.com/articles/10.1186/s12918-017-0419-z, accessed 10 September
2019
12http://fastforward.sys-bio.net, accessed 10 September 2019
13http://www.gene-regulation.com/pub/databases.html, accessed 10 September 2019
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Only mRNA as Input
When only mRNA is used as input, only one TF is found by the three methods RACER,
RABIT and biRte in each data set, respectively: PHOX2B for COAD, EPAS1 for LIHC
and ELF1 for PAAD (see Table 4.1). A literature search of these TFs and their targets
reveals clear associations to the respective cancer type. The TF obtained commonly for
COAD, PHOX2B, is related to TLX2, a gene which has been shown to play a role in the
tumorigenesis of gastrointestinal stromal tumors [Naumov et al., 2013]. EPAS1, which
is found in the LIHC top 10 TFs of three methods, is linked to CXCL12, which plays
an important role in metastasis formation of hepatocellular carcinoma by promoting the
migration of tumor cells [Liu et al., 2008; Rubie et al., 2006]. For PAAD, three methods
rank TF ELF1 high, which is related to 14 genes in our network, inter alia to BRCA2
and LYN. Mutations in the BRCA2 gene have been implicated in pancreatic cancer
susceptibility [Couch et al., 2007; Greer and Whitcomb, 2007], whereas the knockdown
of LYN reduced human pancreatic cancer cell proliferation, migration, and invasion [Je
et al., 2014]. These results underline that the methods are able to find biologically rel-
evant information about regulation processes in cancer. Several TFs in the top 10 are
found by two of the four methods. For instance, RACER and RABIT have four common
top 10 TFs (CDX2, NRF1 and MYC next to PHOX2B) in the COAD data set. The
top 10 TFs found by the method by [Schacht et al., 2014] do not overlap with any top 10
TFs of the other methods in any data set. The agreement of RACER, RABIT and biRte
in the top 10 TFs is statistical significant as the probability of finding common TFs in
three sets of ten randomly chosen ones out of 429 TFs is below 0.006. Additionally, the
methods do identify different TFs for different data sets, indicating the importance of
the actual cancer specific mRNA expression values and that results are not dictated by
the background network.
The number of overlapping regulators in the top 100 between the four methods and
the three different data sets are shown in Figure 4.1. For RABIT, only 76 TFs for COAD
(resp. 67 for LIHC and 57 for PAAD) can be ranked since all other TFs have an activity
value equal to zero. When looking at the overlap of three of the four methods, the number
of overlapping TFs is still the highest for the triplet RACER, RABIT and biRte. In the
LIHC data set, two TFs are found in the top 100 of all four methods (E2F4 and SOX10 ).
E2F4 is a downstream target of ZBTB7, which is associated to the expression of cell
cycle-associated genes in liver cancer cells [Yang et al., 2012]. Two target genes of E2F4,
CDK1 and TP73 are also involved in liver cancer development [Bisteau et al., 2014]
and proposed as prognostic marker of poor patient survival prognosis in hepatocellular
carcinoma [Stiewe et al., 2004]. Further, epigenetic alterations of the EDNRB gene, a
target of SOX10, might play an important role in the pathogenesis of hepatocellular
carcinoma [Hsu et al., 2006]. Even if the result of four methods finding two common
TFs is not statistically significant (p-value=0.36), their association to liver hepatocellular
carcinoma shows that the methods find at least a few relevant TFs.
However, when comparing different data sets, the methods tend to rank the same TFs
under the top 100 to a greater or lesser extent. For example, the overlap of all top 100
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Data set Schacht et al. RACER RABIT biRte
COAD
INSM1 HOXA5 MYC AHR*
NR0B1 SP4 KLF5 NR1I3*
SNAI1 MECOM CDX2 KLF5
FOXC1 MLXIPL NRF1 PRDM1
PHOX2A CDX2 PRDM1 CDX1
FOXA1 NRF1 NFYA PHOX2B
SREBF2 MYC.MAX.ZBTB17 NFKB1 ESRRA
NR4A1 PHOX2B PHOX2B HOXA5
SNAI2 HOXA10 RARG TCF7L2
ARNT.HIF1A MYC PITX2 SOX2
LIHC
NFIL3 GBX2 HNF4A PHOX2A
NR0B1 STAT5B MYC EPAS1
ELF2 POU3F1 NRF1 HNF4A
NR4A2 EPAS1 HNF1A FLI1
ZNF384 POU5F1 SP1 MTF1
INSM1 ELK3 RARB IKZF1
ATOH1 PHOX2A MTF1 NFATC1
SP4 FOXF2 SOX10 POU3F1
KLF11 MMP3 NR1I3 POU3F2
POU4F1 GCM1 EPAS1 NFKB1
PAAD
RARB ELF1 SPI1 SPI1
RBPJ SATB1 GATA2 PRDM1
USF1.USF2 IRF1 PES1 PES1
BARX2 STAT1.STAT2.IRF9 FOXO3 BACH1
USF2 IKZF1 ELF1 ELF1
STAT3.STAT1 NFATC2 RELA.REL PURA
ETV4 MYF5 NFE2 TFAP2B
HOXA1 GATA2 CTCF SATB1
STAT4 NFYC ATF1 NR2C2
ESR1 PHOX2A PURA STAT1
Table 4.1.: HGNC Symbols of the top 10 regulators found by each method for COAD
(using 165 samples), LIHC (404 samples) and PAAD (180 samples) and the
use of only mRNA data as input. TFs with equal activity values are marked
with *. TFs found by several method’s top 10 are marked in bold (when found
by RACER, RABIT and biRte), blue (RACER and RABIT), red (RABIT
and biRte) or yellow (RACER and biRte).
TFs of the three cancer types is only one TF for RABIT and nine TFs for biRte, but 16
TFs for the method by [Schacht et al., 2014] and even 32 TFs for RACER. Therefore,
the results from RABIT and biRte seem to be more cancer type specific than the results
from RACER and the method by [Schacht et al., 2014]. However, we do not specifically
investigate the influence of the underlying network and its topology on the results here.
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Figure 4.1.: Number of overlapping TFs in the top 100 of ranked TFs per method (for
RABIT the overlap with the top 76/ 67/ 57 TFs (having activity > 0) in
COAD/ LIHC/ PAAD is shown).
Multi-omics Data as Input
When not only taking mRNA into account but also miRNA, CNV and DNA methyla-
tion, the results are more difficult to compare, since every method uses a different way
of combining different types of data. We are aware of the lower level of comparability
of this approach regarding the multi-omics results in contrast to a scenario, where all
methods are evaluated on the same set of input data. However, we here intend to use
the maximum set of input data for each method to cover the effect of the use of multiple
omics data sets compared to only mRNA as input.
BiRte is evaluated on mRNA and CNV data, RABIT on mRNA, CNV and DNA
methylation data, and RACER additionally uses miRNA expression as input. Whereas
RACER and RABIT consider CNV or DNA methylation data as one background factor
and compute only one activity value, biRte evaluates the influence of each CNV sepa-
rately.
The results (see Table 4.2) show that RACER exclusively ranks miRNAs high; not
a single TF is found among the top 10 regulators. The influence of CNVs is high in
LIHC and PAAD. The TFs that RACER found in the top 10 when using only mRNA
data as input are still ranked high in the multi-omics scenario, e.g. the COAD top three
TFs of the mRNA results are ranked 13th, 16th and 14th in the results of the multi-
omics input. The difference of the results coming from the two input types is smaller
for RABIT: Seven TFs are still in the top 10 for COAD (8 for LIHC and 6 for PAAD)
when using CNV and DNA methylation additionally to mRNA data. Therefore, the
contribution of additional input data seems not to be crucial for the performance of
RABIT. BiRte considers each CNV as a potential regulator which increases the total
number of regulators enormously. Still, two commonly present TFs in the top 10 of the
COAD data set (even six for LIHC and one for PAAD) are found by either the sole
mRNA input and the multi-omics approach. The overlap of the top 10 of RABIT and
biRte in the multi omics case is significant with three TFs in LIHC (HNF4A, EGR1 and
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Data set RACER RABIT biRte
COAD
MIR130A MYC GUCA2A
MIR598 NRF1 SLC25A34
MIR640 KLF5 PLCD1
MIR554 RARG AHR
MIR921 GFI1B FAM163B
MIR631 E2F1 NR1I3
MIR1202 CDX2 KLF4
MIR548G NFYA TRPM6
MIR602 HOXA5 ADAMDEC1
MIR623 PITX2 TMIGD1
LIHC
MIR187 HNF4A PHOX2A
MIR892A EGR1 EPAS1
MIR638 SP1 HNF4A
MIR517A NRF1 ADRA1A
MIR493 DNA methylation MTF1
MIR572 MYC IKZF1
CNV SOX10 EGR1
MIR192 MTF1 FLI1
MIR1281 RARB CEBPB
MIR1244 NR1I3 FOS
PAAD
MIR653 DNA methylation RNU6-830P
MIR552 SPI1 RN7SKP94
MIR381 PES1 RNA5SP60
MIR668 NFKB1.REL SPI1
MIR587 PURA PHBP14
CNV NFE2 TOMM22P6
MIR596 ATF1 IL22
MIR1180 FOXO3 EEF1A1P24
MIR190B NFATC2 LINC01375
MIR216A IRF1 EIF4EP4
Table 4.2.: HGNC Symbols of the top 10 regulators found by each method for COAD
(using 165 samples), LIHC (404 samples) and PAAD (180 samples) and the
use of multiple input data sets (RACER: mRNA, miRNA, CNV and DNA
methylation; RABIT: mRNA, CNV and DNA methylation; biRte: mRNA
and CNV). TFs found by several method’s top 10 are marked in red (RABIT
and biRte).
MTF1 ; p-value=0.001), but not significant with one TF in PAAD (SPI1 ; p-value=0.21).
Three of them (HNF4A, MTF1 and SPI1 ) were already found when using only mRNA
data as input. Overall, the results for different input data sets show that the top ranked
regulators are drastically changed when using additionally miRNA data in RACER, but
change less when only CNV or DNA methylation data is provided in RABIT and biRte.
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4.4. Validation using Knockdown Data
We suspect that the complexity of gene regulation in cancer is one reason for the ques-
tionable performance and low consistency of different methods’ results in the previous
analyses using multi-omics data. We therefore perform an additional experiment, where
we focus on much less complex data and use knockdown experiments to evaluate differ-
ent methods on estimating TF activity changes. We suppose that the highest change in
activity will occur in the knocked down TF when comparing case and control samples.
Many data sets of such high-throughput experiments for certain experimental condi-
tions and different species have been published and are available in public repositories
like GEO [Edgar et al., 2002] (Gene Expression Omnibus). In this straightforward and
comparably simple setting, we expect that the methods are consistently able to identify
the knocked down TF.
Here, we compare four different methods, namely biRte [Fröhlich, 2015], ISMARA
[Balwierz et al., 2014], RABIT [Jiang et al., 2015] and RACER [Li et al., 2014], to infer
transcription factor activity from gene expression data in knockdown (KD) experiments.
We downloaded transcriptome data of four publicly available KD experiments from the
GEO [Edgar et al., 2002] repository including different TF knockdowns in human and
E.coli cell lines. To better distinguish KD TFs from cell lines or other abbreviations, we
set TFs in italics.
4.4.1. Data Sets
We downloaded publicly available transcriptome data for different TF knockdowns in
human and E. coli cell lines from the GEO repository [Edgar et al., 2002]. We chose
three different experiments for TF silencing in human cell lines and one experiment in
E. coli. The three experiments from human cell lines (GEO identifier GSE45838 [Al-
varez et al., 2016], GSE17172 [Alvarez et al., 2009; Lefebvre et al., 2010] and GSE19114
[Carro et al., 2010]) contain data from 8 knocked down genes (BCL6, FOXM1, MYB,
bHLH-B2, FOSL2, RUNX1, C/EBPβ, STAT3 ) and the double knockdown C/EBPβ
& STAT3. The selected experiment in E. coli (GEO identifier GSE1121 [Covert et al.,
2004]) comprises 5 knocked down genes (AppY, ArcA, Fnr, OxyR, SoxS) and the double
knockdown ArcA & Fnr. Some of these experiments were conducted in several cell lines
or conditions (see Section 4.4.1). Overall, we study 25 data sets (combinations of the
experiment, the particular TF knockdown and different cell lines or growth conditions),
13 from human and 12 from E.coli. Throughout the section, we refer to the whole KD
experiments from GEO as “experiments”, which contain different KDs in cell lines or
growth conditions, called “data sets”. For an overview of the composition of the experi-
ments, see Figures 4.3, 4.4 and Table 4.4.
PCA plots for all data sets are provided in Figure 4.2 showing the separation of
treated and control samples. We map the given probe identifiers to HGNC Symbols
(human data) or gene symbols from UniGene (E. coli). When multiple probes map to
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one gene we compute a t-test comparing case and control group and keep the probe with
smallest p-value.
GSE45838 [Alvarez et al., 2016] contains data from the knock-down of BCL6 expres-
sion in human diffuse Large B-Cell Lymphoma cell lines. This experiment was performed
in OCI-Ly7 and Pfeiffer GCB-DLBCL cell lines as triplicates, providing three case and
three control samples per cell line. Gene expression was profiled on H-GU133plus2
Affymetrix gene chips. We analyze the samples in dependence of their cell line origin
and treat them as two independent data sets since they are clearly separated in a PCA
plot (see Figure 4.2, panel a).
GSE17172 [Alvarez et al., 2009; Lefebvre et al., 2010] consists of samples of Human
Burkitt’s lymphoma ST486 cells which were transduced either with non-target control
shRNA lentiviral vectors, FOXM1 shRNA or MYB shRNA lentiviral vectors (three
samples in each condition). cRNA was hybridized in Affymetrix Human Genome U95
Version 2 Arrays. We use the MAS5 [Hubbell et al., 2002] normalized data as provided
on GEO.
GSE19114 [Carro et al., 2010] includes 74 samples from knockdown experiments in
human glioma cell line SNB19 and glioblastoma multiforme-derived brain tumor initi-
ating cells (BTICs). shRNA-mediated silencing targeted bHLH-B2, FOSL2, RUNX1,
C/EBPβ and STAT3. For SNB19, 10 control samples are available together with 4
samples with bHLH-B2 knockdown, 4 with FOSL2 knockdown and 3 samples each for
C/EBPβ, STAT3 and the combined C/EBPβ & STAT3 knockdown. Data is available
for C/EBPβ, STAT3, combined C/EBPβ & STAT3 knockdown and a control condition
for 11 samples in each group in BTICs. RNA was hybridized on Illumina HumanHT-
12v3 expression BeadChip. Since the samples are clearly separated in a PCA plot by
their cell type (see Figure 4.2, panel c), we treat data from SNB19 and BTICs indepen-
dently.
GSE1121 [Covert et al., 2004] contains three samples of six E. coli strains with knock-
outs of transcriptional regulators in the oxygen response (AppY, ArcA, Fnr, OxyR, SoxS
and the double knockout ArcA & Fnr) in both aerobic and anaerobic conditions. Addi-
tionally, three (aerobic condition) and four (anaerobic condition) wild type samples are
available. Gene expression was profiled on Affymetrix E. coli Antisense Genome Arrays.
We analyze the data from the two oxygen conditions independently.
As background network, we use two gene regulatory networks (one for human, one
for E.coli) as input to the methods biRte, RABIT and RACER. Recall that ISMARA
employs an own, inaccessible underlying network. The network including information
on human regulatory relationships is based on a text-mining approach [Thomas et al.,
2015] complemented with TF – gene interactions from the public TRANSFAC database,
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Figure 4.2.: PCA plots (showing first and second component) for all considered data sets.
a) GSE45838 (BCL6 knockdown), b) GSE17172 (FOXM1 and MYB knock-
down), c) GSE19114 (C/EBPβ, STAT3, bHLH-B2, FOSL2 and RUNX1
knockdown), d) GSE1121 (ArcA, AppY, Fnr, OxyR and SoxS knockout)
release 7.014 [Wingender et al., 1996] (see Section 4.3.1 for a more detailed description).
The network for E. coli was retrieved from RegulonDB, version 9.0, Release 9.4 [Gama-
Castro et al., 2016]. We keep those interactions for which at least one entry in the column
“Evidence that supports the existence of the regulatory interaction” is mentioned. The
network contains 4273 interactions between 206 TFs and 1798 genes.
14http://www.gene-regulation.com/pub/databases.html, accessed 10 September 2019
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4.4.2. Results
We predominantly assess the rank of the TF that was knocked down and the total num-
ber of ranked TFs. We additionally check for aliases and determine the ranks of neighbor
TFs in the network, of co-members in a pathway and of interacting TFs. To examine
whether the methods are able to detect a common signal in the data, we compare the
overlap of the top 100 ranked regulators of all methods within one data set. We addition-
ally perform activity estimation on smaller networks and on networks inferred de-novo
by ARACNE (Algorithm for the Reconstruction of Accurate Cellular Networks) [Mar-
golin et al., 2006] to assess the influence of the network on the results. To test whether
the mere differential expression is a better predictor for TF activity changes, we calcu-
late ranks of differential expression for the knocked down TFs and compare those to the
activity ranks.
Our results show that, although almost all KD TFs show differential expression, their
activity ranks are only in 15 out of 54 cases within the top 5% of all ranked TFs (compare
Table 4.4). In E. coli, the identification of the KD TF by activity estimation yields
slightly better results compared to human cell lines. When looking not only at the KD
TF but also at regulators related to the KD TF in the network or a pathway, we identify
only a single case where the mean of the ranks of all related TFs is significantly smaller
than expected by chance. The overlap of the top 100 ranked regulators of all methods
within one data set is small and statistically insignificant. The reduction of the network
size or the use of ARACNE’s inferred networks does not improve the results.
Differential Expression
First, we test whether the knocked down TFs themselves are differentially expressed,
which is the case for all human KD TFs except C/EBPβ in BTICs (brain tumor initi-
ating cells), both in the single KD and double KD together with STAT3, see Figure 4.3.
Unexpectedly, the expression of RUNX1 is significantly upregulated in SNB19 case sam-
ples compared to the control samples. Nonetheless, we include RUNX1 in our analyses
since we are only interested in finding absolute TF activity changes. In E. coli (see Fig.
4.4), all KD TFs are significantly downregulated in the corresponding case samples. The
according p-values are given in the Appendix A.2.
Additionally, we check whether the differential expression per se would be a good
predictor for the determination of knocked down TFs in a data set. Therefore, we
compute differential expression separately in each data set, contrasting the expression
of the corresponding case and control samples and evaluated the ranks of differential
expression for the KD TFs via a two-sided t-test. We rank the genes according to the
p-value of the t-test (smallest p-value corresponds to rank 1). We do not apply any
multiple test correction, since we are not interested in the precise p-value but only the
order of p-values to assign ranks. The results are shown in Fig. 4.3. In human, in 9 out
of the 13 data sets, the TFs are ranked within the top 5%. In E. coli, the number of KD
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Experiment: GSE45838 | GSE17172 | GSE19114
    Cell type: B−cells | B−cells | astrocytoma (SNB19)/ brain tumor initiating cells (BTICs)
Knockdown: BCL6 | FOXM1: MYB |bHLH−B2: FOSL2 :RUNX1 : C/EBPβ : STAT3 : C/EBPβ & STAT3
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Figure 4.3.: Boxplots of log2 normalized expression values for all human KD TFs, com-
paring respective case and control groups. For the double KD C/EBPβ &
STAT3, separate boxplots for each TF are shown. In all experiments, ex-
pression in case samples is significantly lower than in control samples, except
for C/EBPβ (single and double KD) in BTICs and RUNX1 KD.
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Figure 4.4.: Boxplots of log2 normalized expression values for all E. coli KD TFs, com-
paring respective case and control groups. For the double KD ArcA & Fnr,
separate boxplots for each TF are shown.
TFs in the top 5% TFs is 3 in the aerobic and 5 in the anaerobic condition out of 6
data sets in either condition. As expected, the KD TFs are in about two third of the
considered data sets amongst the TFs with the highest changes in differential expression.
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Orga-
nism
Experi-
ment TF knockdown
Cell line/
condition rank total
Human
GSE45838 BCL6 OCI-Ly7 9 371Pfeiffer 5 371
GSE17172 FOXM1 ST486 1 331MYB ST486 1 331
GSE19114
bHLH-B2 SNB19 174 368
FOSL2 SNB19 108 368
RUNX1 SNB19 72 368
C/EBPβ SNB19 7 368BTICs 330 368
STAT3 SNB19 1 368BTICs 1 368
C/EBPβ & STAT3 SNB19 6 / 4 368BTICs 117/ 1 368
E. coli GSE1121
AppY aerobic 8 150anaerobic 4 150
ArcA aerobic 13 149anaerobic 7 150
ArcA & Fnr aerobic 11 / 4 151anaerobic 13 / 8 151
Fnr aerobic 3 151anaerobic 3 150
OxyR aerobic 1 149anaerobic 1 150
SoxS aerobic 17 150anaerobic 1 150
Table 4.3.: Ranks for differential expression of KD TFs and total number of ranked TFs
per data set. Differential expression ranks of KD TFs in the top 5% of all
ranked TFs are marked in dark orange, ranks in the top 5-10% in yellow and
ranks in the top 10-20% in light orange. Two ranks in one table cell refer
to a combined KD of two TFs and are given in the order of the TFs at the
beginning of the table row.
Ranking of knocked down TFs
We next apply biRte, ISMARA, RABIT and RACER to determine the respective KD
TFs’ ranks. Since neither Illumina chips nor the Affymetrix E. coli Antisense Genome
Array are supported, we can run ISMARA only on the data sets with BCL6 (GSE45838)
and FOXM1/MYB (GSE17172) knockdown. The KD TFs are only in 15 out of 54 cases
within the top 5% of all ranked TFs (4 out of 18 in human and 11 out of 36 in E. coli).
Of the 54 cases where non-zero ranks are computed, 27 result from biRte, one from
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ISMARA, 13 from RABIT and 13 from RACER. Due to stringent filtering thresholds
within the methods, no activity score is assigned to the KD TF in 37 cases. The resulting
ranks of knocked down TFs and the total number of ranked TFs per method and data
set are shown in Table 4.4. Favorable results, meaning that the knocked TF is highly
ranked, are marked in green.
We observe that biRte assigns at least some activity for nearly all KD TFs. In 3 out
of the 13 human data sets where ranks are specified, biRte ranks the knocked down TF
in the top 5% (FOXM1, RUNX1 and STAT3 in SNB19). In E. coli, the results from
biRte are better with 8 out of 14 TFs in the top 5% and another two TFs in the top 10%.
In all other data sets, the ranks for the TFs in question are quite low. ISMARA could
only be applied to GSE45838 and GSE17172 since the chips from the other experiments
are not supported by the online interface. In one data set (MYB) the KD TF is highly
ranked (10th out of 602), but ISMARA does not provide any ranks for the two other
KD TFs (BCL6 and FOXM1 ). Since the underlying network from ISMARA is not
accessible, we cannot discern whether the TF is not present in the network or is not
considered important by the ranking procedure. RABIT removes TFs with insignificant
cross-sample correlation from the results and therefore only provides the ranks of, on
average, 56 TFs in our analyses. It does not provide any activity score for the KD TF
in over half of the data sets (12 in human, 4 in E. coli). In human, not a single KD TF
is ranked in the top 20%. However, in E. coli, RABIT is able to identify AppY (rank
1) and ArcA as knocked down TFs in the anaerobic condition (rank 2 in the single KD
and rank 1 in the combined KD ArcA & Fnr). In contrast, RACER ranks only one KD
TF for the human data sets at all (BCL6 ) and does not rank any KD TF highly in E.
coli. In some human data sets, RACER even reports zero total active regulators.
Related TFs
We expect that the knockdown of a certain TF does not only affect the activity of this
TF itself, but also influences the activity of related TFs. Therefore, for each KD TF, we
determine the ranks of a set of related regulators. We define as related all TFs directly
connected in the same pathway (information from SignaLink [Fazekas et al., 2013] for
human respectively EcoCyc [Keseler et al., 2017] for E. coli), direct neighbors in the TF
– gene network, directly interacting TFs (information from TcoF-DB v2 [Schmeier et al.,
2017], human) and presumed aliases from the GeneCards [Stelzer et al., 2016] (human)
and EcoCyc [Keseler et al., 2017] database (E. coli). An overview of the related TFs can
be found in A.1 in the Appendix.
We show the resulting ranks and according p-values of the KD TF and related TFs
for one exemplary result (MYB KD from GSE17172) in Table 4.5. All other results are
given in Table A.3 in the Appendix. We observe that related TFs are rarely ranked
highly by any of the methods. Only one related TF (JUN ), which is directly connected
to MYB in the human regulatory network, is ranked among the top 20% TFs by two
of the four methods (biRte rank 50, ISMARA rank 23). Previously, it was shown that
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4. Evaluation of Methods Scoring Regulatory Activity
JUN contributed to the transcriptional activation of MYB [Nicolaides et al., 1992; Vor-
brueggen et al., 1994]. For each method and data set individually, we evaluate whether
the mean of the resulting ranks of all related TFs is significantly smaller than the average
rank expected at random (total number of ranked TFs divided by 2). Only one out of
54 of the mean ranks of the estimated activity changes is significantly below the average
rank: In E. coli, biRte ranks OxyR and a related TF highly in the anaerobic condition
(p = 0.002). However, since this result is obtained with quite a small sample set (only
two ranked TFs), we consider it not representative.
TF biRte ISMARA RABIT RACER
MYB 112 10 19 -
ETS1 - 292 - -
HOXA9 2 431 27 -
IRF1 386 - - -
JUN 50 23 10 -
JUND 70 234 - -
GATA3 34 580 25 -
MYC 130 - - -
NR3C1 129 299 24 -
PAX5 353 232 - -
PAX6 297 411 - -
SNAI2 122 - - -
SP3 270 196 - -
HLF 203 - - -
MAF 56 - - -
SMARCA2 314 - - -
SP100 - 209 - -
total 404 602 46 0
p-value 0.160 0.284 0.274 -
Table 4.5.: For experiment GSE17172: Ranks of MYB (bold) and related TFs, total
number of ranked TFs per method and p-value indicating significance of test
whether the mean of the ranks of all related TFs is smaller than the average
rank. Ranks of TFs in the top 5% of all ranked TFs are marked in dark green,
ranks in the top 5-10% in green and ranks in the top 10-20% in light green.
When a TF was not ranked, "-" is shown.
Overlap
Since the ranks of knocked down and related TFs are quite different in each method,
we examine whether the methods might detect a common signal in the data such as a
drastic change elsewhere in the network incurred by the KD. To this end, we compare
the overlap of the top 100 ranked regulators of all methods within one data set.
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We find very little overlap in human cell line data. The highest overlap among three
methods (biRte, RABIT and ISMARA) occurs in FOXM1 with only four common TFs
within the top 100 (JUN, MYBL2, NR2F2 and FOXO4 ). These results make sense, as
the expression of FOXM1 and MYBL2 as its downstream factor are significantly associ-
ated with clinical stages and overall survival of glioma patients [Zhang et al., 2017] and
is very high in Burkitt lymphoma [Höglund et al., 2011]. Further, MYBL2 deregulation
occurs in a broad spectrum of cancer entities [Musa et al., 2017; Sadasivam et al., 2012].
FOXM1 is a direct target of repression by FOXO proteins. An inactivation of FOXO
or overexpression of FOXM1 is associated with tumorigenesis and cancer progression
[Wilson et al., 2011]. Nevertheless, the overlap is small and not significantly larger than
expected at random (p = 0.81, obtained by simulating the size of the overlap of three
lists when sampling 100.000 times 100 out of 429 TFs per list).
In E. coli, the number of common TFs from biRte, RABIT and RACER is higher,
but also not significantly (p = 0.96), with a maximum overlap of 18 TFs (ArcA & Fnr
knockdown in the anaerobic condition). The overlap contains, for example, ArcA, which
is activated in anaerobic conditions [Compan and Touati, 1994], NtrC, which is shown
to be upregulated during the transition from anaerobic to aerobic conditions [Partridge
et al., 2006], and AdiY, which is maximally induced under anaerobic conditions [Stim-
Herndon et al., 1996]. Although the methods do not find the knocked down TF itself,
at least in our E. coli data sets they commonly find TFs biologically relevant for the
condition under consideration. The results are exemplarily shown for FOXM1 and the
combined ArcA & Fnr KD (anaerobic condition) in Figure 4.5 and in A.4 in the Appendix
for all other TFs.
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Figure 4.5.: Number of overlapping TFs in the top 100 by estimating TF activity with
different methods. Venn diagrams are shown for FOXM1 knockdown in
human (left) and for the combined ArcA & Fnr knockdown in E. coli for the
anaerobic condition (right). For RABIT and RACER, the total number of
ranked TFs was below 100 in some cases (see Table 4.4).
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Network Alterations
The previous results showed that, in a few cases, the methods were able to find bio-
logically plausible information, although they did not identify the knocked down TF or
its functional vicinity. One possible reason for this observation, which is in contrast to
results published with the methods [Fröhlich, 2015; Jiang et al., 2015; Li et al., 2014], is
that the regulatory networks used in the original work were much smaller compared to
our networks. To assess whether the usage of a smaller network improves the results, we
restrict the underlying TF – gene network to the neighborhood of each knocked down TF
with a distance of two. Note that this design gives a very favorable prior to the analysis.
An exemplary restricted network for FOSL2 is presented in Figure 4.6. We apply biRte,
RABIT and RACER again using these individual smaller networks for the human data
sets and perform TF ranking. The resulting TF activities are shown in Table 4.6 and
are not better than for the full networks. Only RUNX1 and STAT3 are ranked within
the top 5% and FOXM1 in the top 10% using biRte. This result was already obtained
using the full network (compare Table 4.4). We conclude that the use of smaller and
more focused regulatory networks alone is not sufficient to obtain more accurate results
in human.
Orga-
nism
Experi-
ment TF KD
Cell line/
condition
biRte RABIT RACER
rank total rank total rank total
Human
GSE45838 BCL6 OCI-Ly7 41 53 8 12 - 24Pfeiffer 31 53 - 5 - 0
GSE17172 FOXM1 ST486 6 97 - 7 - 0MYB ST486 41 156 12 19 - 21
GSE19114
bHLH-B2 SNB19 20 63 - 7 - 5
FOSL2 SNB19 16 26 - 1 9 26
RUNX1 SNB19 1 43 - 4 1 3
C/EBPβ SNB19 - 95 - 14 - 0BTICs 93 95 - 17 - 3
STAT3 SNB19 4 105 29 29 - 4BTICs 71 105 - 16 - 20
Table 4.6.: Ranks of KD TFs and total number of ranked TFs per method and data set
for the restricted networks. Ranks of KD TFs in the top 5% of all ranked
TFs are marked in green and ranks in the top 5–10% in light green. When a
TF is not ranked, "-" is shown.
To further study the influence of the underlying regulatory network, we apply the pop-
ular method ARACNE [Margolin et al., 2006] to reconstruct ab initio a gene regulatory
network from the given transcriptome data exemplarily for the FOXM1 KD (human)
and AppY KD (E. coli). We use the resulting gene regulatory networks as input to the
investigated TF activity estimation methods and rank the resulting TF activity scores.
Although the networks inferred by ARACNE have a higher density compared to our
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Figure 4.6.: Restricted network for FOSL2. The color of the inner circle corresponds
to the differential expression of case vs control samples from GSE19114,
SNB19 cell line with FOSL2 knockdown (log2 fold changes): Blue colors
correspond to downregulated, red colors to upregulated genes in the case
samples; genes with missing expression are colored in gray. The color of the
outer circle corresponds to the inferred activity score from biRte, ranging
from 0 (no activity, white) to 1 (high activity, dark green). The edge width
corresponds to the absolute correlation of the expression values between the
two adjacent nodes: Small absolute correlation values are marked with a
thin line, higher absolute correlation values with bolder lines. Edges with
missing correlation values and self-correlation are given the thinnest line
width.
original networks (see Appendix A.5), the resulting TF activity rankings are compara-
ble (see Table 4.7). Therefore, the network provided as background knowledge to the
methods seems not to be the most important element to explain the overall bad perfor-
mance.
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Orga-
nism
Experi-
ment TF KD
Cell line/
condition
biRte RABIT RACER
rank total rank total rank total
Human GSE17172 FOXM1 ST486 9 248 - 70 - 178
E. coli GSE1121 AppY aerobic 15 145 - 19 21 103
Table 4.7.: Ranks of KD TFs (bold) and total number of ranked TFs per method using
a network inferred by ARACNE as input. Ranks of TFs in the top 5% of all
ranked TFs are marked in green and ranks in the top 5-10% in light green.
When a TF was not ranked, "-" is shown.
4.5. Discussion
We conducted a comparative evaluation of different transcriptome-based TF activity
estimation methods using multi-omics and knockdown data sets. Our results are easily
reproducible since they are based on publically available data sets, networks and methods
(except for the method by [Schacht et al., 2014], which we only used in our analyses of
multi-omics data). The results show that the methods are able to find biologically
relevant information about regulation processes in cancer. The overlap of results from
different methods evaluating a specific data set is partly significant. The methods rank
different regulators highly in different data sets, pointing to the importance of the actual
cancer specific mRNA expression data and emphasizing that the results are not only
dependent on the background network. However, the results of different methods vary
greatly, which is also reflected by our results evaluating the knockdown data sets: We
showed that estimates of TF activity are not quite robust since only in around a fourth
of all cases the KD TF is ranked within the top 5%, despite that the KD TFs themselves
are differentially expressed. In many cases, the methods did not assign any activity for
the KD TF due to the internal filtering.
4.5.1. Networks
We used a gene regulatory network constructed by a text mining approach [Thomas
et al., 2015] and complemented it with TF – gene interactions from the public TRANS-
FAC database [Wingender et al., 1996]. The construction of the text mining network
included an extensive manual curation step, to improve the reliability of the detected
relations compared to a completely automated approach. In addition to the text-mining,
the network also contains interactions reported in the TRANSFAC database, which is
based on biological experiments. For the E. coli KD data, the network was retrieved
from RegulonDB [Gama-Castro et al., 2016], a gold standard in the field. We therefore
believe that both the human and the E. coli network represent a pertinent choice to pro-
vide background knowledge to the methods. Further, for the KD data, the use of other
networks (restricted versions of the original human and E. coli networks or networks
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inferred by ARACNE) did not improve or change substantially the results. Also, the
network size is not a negative factor for prediction performance, since the use of smaller
networks did not improve the detection of KD TFs for any of the activity estimation
methods. We conclude that the results are not imposed by the network given as input
to the methods.
However, we did not evaluate the variations of topological structure of the networks,
the effects of incompleteness, or different error rates. These aspects are known to have
a severe influence in network analysis [Babtie et al., 2014; Luscombe et al., 2004] and it
would be interesting to assess the behavior of the methods in these cases, for example via
simulation studies. Hence, we later analyze the influence of randomized network edges
in an artificial network on activity estimation (see Chapter 5). Further, larger TF-gene
networks could be used as input for the methods, such as RegNetwork15 [Liu et al.,
2015], which contains 1456 human TFs, 1904 miRNAs and 19719 target genes from 25
databases. A network covering lung-specific TFs and their predicted targets, LungNet,
was constructed by [Chen et al., 2017]. They were able to show that lung-specific TFs
became consistently and preferentially inactivated in lung cancer, in precursor lung can-
cer lesions and partly in normal cells exposed to smoke carcinogens. This network could
be useful in the analysis of lung-disease specific data sets, e.g. from TCGA. A recent
study by [Garcia-Alonso et al., 2019] investigated in three data sets how background net-
works affect estimated TF activity using VIPER [Alvarez et al., 2016]. They conclude
that literature curated information is the best source of information and assembled a
collection of TF-target interactions for 1541 human TFs together with confidence scores.
4.5.2. Data Sets
In general, the selection of experiments affects the outcome of the methods. We use
experiments from TCGA and the GEO platform, established and extensive repositories
for omics data sets, to ensure an easy and public access to the data and to allow other
researchers to replicate our results. We chose data from different species, different dis-
eases, different cells of origin and cell lines, from various contributors and data measured
on different arrays to make our results less dependent on a specific data sets. The chosen
experiments had to fulfill certain criteria: For the evaluation based on omics data from
cancer patients we only chose cases for which all required data types were available. For
the knockdown data we chose to include only experiments with at least three samples
per condition. Further, as we wanted to include ISMARA as a method for estimating
TF activity, we preferred experiments whose Affymetrix chips were supported by its web
service. These constraints limit the number of possible data sets and the use of other
experimental data, different underlying networks or additional methods might produce
different results. However, since we draw our conclusions from a total of three cancer
and 25 KD data sets, amongst which we do not detect a pattern justifying an especially
good or bad performance, we believe that our results show not only individual artefacts
but are generalizable to the estimation of TF activity.
15available online via www.regnetworkweb.org, accessed 14 August 2019
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We can also exclude the number of samples within a data set as a restricting element,
as data sets with more samples do not achieve better results than those with fewer
samples. For example, in some of the experiments we chose from GEO [Edgar et al.,
2002], the sample size is relatively small with on average 4 case and 6 control samples
per data set and a partly high variation within the groups (compare Figures 4.3 and
4.4). However, even in the data sets with larger sample size or with smaller variation,
the method’s results are not better compared to the less favorable data sets.
4.5.3. Performance across Methods
The comparability of different methods is only given when the same experimental data
and a common regulatory network are provided as input. For the data based on can-
cer patient data, we therefore mainly compared the results based on mRNA expression
data. Unfortunately, the multi-omics results are less comparable across different meth-
ods, since they all use a different combination of input data sets due to different model
structures. However, we intended to use the maximum number of experimental input
data sets to assess the influence of the use of additional omics data, allowing only the
comparison of results from one method in this case. We observe that the results from
RACER change greatly when integrating additional omics data, whereas the results from
RABIT and biRte vary less. Further, the incorporation of many data types leads to an
increasing number of parameters in the models, resulting in complex designs, which are
prone to overfitting. Only ISMARA and biRte include explicit parameter priors to ad-
dress this problem. Since the results from the method by [Schacht et al., 2014] have the
least overlap with all other methods and no implementation is publically available, we
chose to exclude this method from further investigation regarding the KD data sets.
When comparing the results of different methods by searching the literature for com-
monly found TFs, we inherently can only find already existing knowledge, restricting
the explanatory power of our analyses. The closest comparable evaluation effort we are
aware of addressing gene regulatory network reconstruction in the “DREAM5 – Network
Inference” challenge [Marbach et al., 2012], but no generally accepted benchmarks are
available to compare the results of methods estimating regulatory activity. [Berchtold
et al., 2016] published a method called i-score to assess the target genes whose changes
are strictly inconsistent with the predicted activity states of their corresponding TFs.
They also found that active TF predictions were very different across methods, when
comparing ISMARA [Balwierz et al., 2014], plsgenomics [Boulesteix and Strimmer, 2005],
DREM [Ernst et al., 2007] and T-profiler [Boorsma et al., 2005]. They concluded that
for many genes it is not possible to explain the observed effects with the current net-
works, likely because of missing edges in the network. We therefore focused on much less
complex data, using knockdown experiments in human and E.coli to evaluate different
methods on estimating TF activity changes. Supposing that the highest change in ac-
tivity will occur in the knocked down TF we expect to partly circumvent the evaluation
problem of unknown results.
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4.5.4. Knockdown
The poor overall performance concerning the KD data sets cannot be attributed to a
low effectiveness of the knockdown, which has an enormous effect on the TF’s gene
expression: Nearly all KD TFs show a significantly high differential expression and
most of them have one of the highest changes in differential expression of all genes in
the respective data set. We expect the methods to recognize such a drastic change in
expression and activity represented by the KD. However, they can only rarely find the
KD TF even when its differential expression is very high. This might indicate, that the
KD itself affects only a small portion of the whole gene expression. Then one could
argue, that the methods do not detect such particular changes and seem to be robust
against limited variation in the input data. Nonetheless, the KD signal is clearly present
in the data and expected to be found by the methods.
4.5.5. Human vs. E. coli
The results from E. coli are better compared to the results from human cell lines, both
regarding the detection of the KD TF and regarding the agreement among different
methods. The gene regulatory network of E. coli is probably the best characterized
one of all species [Fang et al., 2017] with a gold standard of experimentally validated
interactions from RegulonDB [Gama-Castro et al., 2016]. Even under such optimal con-
ditions, the obtained results have only a poor quality. Conversely, a comprehensive
characterization of the human regulatory repertoire is lacking since only about half of
the estimated 1,500–2,000 TFs in the mammalian genome is known [Vaquerizas et al.,
2009] and the existing knowledge about regulatory effects is scattered over the biologi-
cal literature and different, partly commercial, databases, impeding the construction of
comprehensive networks [Thomas et al., 2015]. We expected that the estimation of TF
activity in human is a much harder task compared to its estimation in E. coli, which is
partly confirmed by our results.
We also examined whether the methods were able to detect a common signal in the
data at all and compared the overlap of the top 100 ranked regulators of all methods
within one KD data set. The overlap in human data is quite small, but consistently
larger in E. coli. We attribute the low similarity of the results partly to the noisy char-
acter of the transcriptome data provided as input. Also, many other factors important
for regulation, like chromatin structure or post-transcriptional effects, are ignored. How-
ever, in both human and E. coli, the intersection of methods identifies some biologically
plausible TFs for the condition under consideration. In the literature, we find many ex-
amples of such evaluation procedures [Balwierz et al., 2014; Fröhlich, 2015; Jiang et al.,
2015; Li et al., 2014], where highly ranked TFs are found to be biologically important.
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4.6. Conclusion
Except for a study from [Garcia-Alonso et al., 2019], analyzing the influence of the quality
of TF–target interaction data sets on the estimation of TF activities, we are not aware of
any other independent study on the performance of optimization-based algorithms for the
estimation of whole genome transcription factor activity. Our results compare inter alia
the performance on multi-omics data sets. We used a publicly available human TF – gene
network [Thomas et al., 2015] together with experimental data from TCGA [Weinstein
et al., 2013] for three cancer types to identify key biomarkers for these specific diseases.
The results show that all methods seem to detect strong signals and find biologically
relevant information about regulation processes in cancer, but sensitivity is low and the
mutual result overlaps from different methods are small, though sometimes statistically
significant. This seems surprising as all methods essentially follow the same goal, i.e.,
identification of the most differentially active TFs or genes. This low coherence in the
results of different methods led us to the new experimental design of using knock-down.
However, also on this presumable much simpler problem the result overlaps are very
low and the knocked-down transcription factor is only very rarely identified. In the
knockdown scenario, the investigated methods for estimating TF activity are not able
to robustly detect knocked down TFs neither in human nor in E. coli data. We believe
that the main reason for this deficiency is the simplistic model of cellular processes
used even in the more complex methods like ISMARA. We can only speculate which
aspects are primarily responsible for the limited performance. All considered methods
only use gene expression data whereas other important regulatory processes such as
epigenetic mechanisms like DNA methylation, chromatin remodeling, complex promoter
structures, and post-transcriptional regulatory processes via microRNAs are disregarded.
The inclusion of further data types would probably change the outcome of the methods
and might improve results. Also, all models assume linear relationships between TFs and
lack a notion of kinetic or temporal effects [Klinger and Blüthgen, 2018]. Although time
series expression data from TF knockdown or TF induction experiments exist [Atger
et al., 2015; Nishiyama et al., 2009], the selected methods cannot make use of this type
of data. Another possible reason for the failure of the methods might be their inability
to model TF self-regulation and feedback loops despite their known importance for gene
regulation [Alon, 2007; Komili and Silver, 2008]. We therefore propose a new method
for estimating transcriptional activity with a particular focus on the consideration of
feedback loops and evaluate the results in comparison to the previously analyzed methods
(see Chapter 5).
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Regulatory Activity Estimation
In all methods for inferring transcriptional activity previously described in Chapter 3
and 4, the concept of self-regulation via feedback loops (FBLs) has not been consid-
ered specifically, and we are not aware of any other method describing such a model.
However, feedback loops are an important part of regulation processes in any cell type,
enabling the regulation not only of gene expression but in turn also of TFs and other
regulatory proteins [Brandman and Meyer, 2008].
In general, feedback occurs when the output of a system is passed back as input for
the same system, forming a closed loop. Feedback can be either positive or negative,
depending on how the respective values are referenced. Usually, positive feedback refers
to the effect of self-reinforcement, tending to accelerate or intensify a process, whereas
negative feedback describes a self-correcting behavior, slowing down a process and re-
ducing the input signal. Further, a system can contain mixtures of positive and negative
feedback where either positive or negative feedback can dominate [Ford, 2000].
In a cell, feedback loops are a common regulatory element in signaling and represent a
central control mechanism driving cellular behavior [Sauro, 2017]. They enable the cell
to mediate biological functions such as bistable switches or oscillations [Brandman and
Meyer, 2008]. Feedback loops can contain either only one regulatory element (referred
to as auto-regulation) or several elements, forming larger cycles. For example, the TF
PU.1 forms an auto-regulatory loop to control myeloid and early B-cell development
[Leddin et al., 2011]. The mechanism of ERK regulation by SHP2 forms a positive
feedback loop that enhances the maintenance and invasiveness of breast tumors [Aceto
et al., 2012]. In colorectal cancer cells, the prevalent signaling mechanism appears to be
strong negative feedback from ERK1/2 to BRAF, and the transcriptional activation of
the DUSP family that inactivates ERK [Morkel et al., 2015] (see Figure 5.1).
In this work, we focus on transcriptional activity, as TF-gene interactions represent
the predominant mechanism of gene regulation. TF loops occur in different recurring
regulation patterns, called network motifs [Milo et al., 2002]. A TF with a positive
(negative) auto-regulation describes a transcription factor that activates (represses) its
own promoter. A TF binds to a gene, which in turn may encode a signaling molecule
that plays a role in the cascades that regulate the TF’s activity [Kel et al., 2019] (see
Figure 5.2). Also, larger feedback loops are possible. In our graph model, a regulating
TF is directly connected to its target gene, and vice versa, a protein producing gene to
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Figure 5.1.: Schematic representation major feedback mechanisms controlling MAPK
(mitogen-activated protein kinase) activity in colorectal cancer (taken from
[Morkel et al., 2015]). Major positive interactions are given as black arrows,
while inhibitory interactions are given as red blocked lines. Solid lines in-
dicate molecular interactions, whereas dotted lines indicate transcriptional
control. Names frequently refer to a representative member of a multiprotein
family.
the produced TF (see Figure 2.5). The gene-TF edges indicate that a gene produces a
protein or signaling molecule, that plays a role in the cascades regulating the activity of
the TF. The simplification of the biological process in the model omits the representation
of the intermediate signaling molecule.
Our aim is to improve the currently in other methods for estimating TF activity
presented models of cellular processes by taking into account the high importance of
TF self-regulation. In this chapter, we propose a new method for estimating transcrip-
tional activity which is the first one being able to consider feedback loops. We name
our method Floræ (Feedback loops in regulatory activity estimation)1, as it is able
to find loops in the regulatory network and subsequently attempts to infer the specific
activity of TFs within the loop. Floræ implements an Expectation Maximization (EM)
procedure, applying a Gaussian mixture model to the activity values of each TF in a
feedback loop and the related gene expression values. Iteratively, we estimate the means
and proportions of each Gaussian distribution of the mixture and use them to score TF
1We chose the name Floræ (old English spelling of the Latin plural of flora) due to its connection to
biology and since the ligature æ graphically reminded us of an intertwined network.
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Figure 5.2.: Scheme of feedback loops in the gene regulatory network (adapted from [Kel
et al., 2019]). The genes G1-G3 are controlled by TF1 respectively TF2. G1
and G2 encode for signaling molecules M1 and M2, that play a role in the
cascades that regulate the activity of TF1 respectively TF2.
activity. To generate initial activity values and to assign activity values to TFs not part
of a loop, we use the model from biRte [Fröhlich, 2015].
We evaluate the results of Floræ in comparison to the methods previously analyzed in
this thesis, mostly based on synthetic data. We choose to use small artificial networks
and to simulate according expression values since this approach represents a fast and
integrated possibility to compare the results of different methods, while allowing us to
control all parameters and to be able to interpret the results. We analyze the activity
values inferred by biRte, RABIT, RACER and Floræ and examine the influence of
the network’s topology and the sample size on the results. Using Floræ, we are able
to improve the identification of knockout and knockdown TFs in synthetic data sets.
Additionally, we use the data sets presented in Chapter 4 to apply Floræ to real biological
data. As expected, the results from Floræ were close to those from biRte, and only
marginal improvements could be detected for the knockdown data from human and E.
coli cell lines.
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5.1. Method
5.1.1. Motivation
We propose Floræ (Feedback loops in regulatory activity estimation), a method for the
inference of TF activity with a specific focus on the adequate analysis of feedback loops
in the underlying gene regulatory network. A scheme summarizing input, model and
output of the algorithm is given in Figure 5.3 (see also Chapter 3 regarding the nota-
tion). Floræ first finds loops in the regulatory network with a defined maximum cycle
length. Regarding each specific loop, Floræ tries to find a consistent solution for the
TF activities within the loop by alternating between two phases: the inference of TF
activities and the inference of gene expression values. Hence, the estimations converge
iteratively to a stable solution. In each phase, an Expectation Maximization (EM) al-
gorithm [Dempster et al., 1977] with a Gaussian mixture model of two components is
employed, reflecting active and inactive states of the TFs. The EM algorithm is an it-
erative process which maximizes the likelihood function of a parametric model in which
some of the variables are "latent" (unknown) variables or treated as such [Balakrishnan
et al., 2017]. Here, we use the EM algorithm as an optimization technique to numerically
find the optimal parameters of the likelihood model, since it is analytically impossible
or infeasible to directly calculate them. Using mRNA expression data of case and con-
trol samples and a TF-gene network as input, we use biRte to generate initial activity
values and to assign activity values to TFs that are not comprised in a loop. BiRte
uses Markov Chain Monte Carlo (MCMC) simulations to estimate TF activities. Both
MCMC and EM are used to achieve the same goal here, which is solving the maximum
likelihood estimation problem. The EM algorithm is typically used for the inference of
point estimates as a simply understandable and easily implementable method, but has
possibly a slow convergence [Rydén, 2008]. In comparison to biRte, Floræ performs an
additional refinement of the solution of the global optimization problem by enforcing con-
sistent values within the loops. Floræ eventually combines the estimations of biRte and
its own TF activity values for the TFs comprised in a loop to score the activity of all TFs.
The choice of the network, which should be adapted to the available mRNA input
data, can be handled by the user. We focus on TFs as they represent the predominant
mechanism of gene regulation. Of course, our method could also be adapted to the
analysis of other regulatory relationships, like miRNA-gene interactions. We will sketch
the necessary adaptation in Section 5.3.3. In our current implementation of Floræ, we
apply biRte to compute initial activity values for all TFs, which thereafter are used
as starting values in the EM step. We choose biRte due to its good performance in
our previous analyses (see Chapter 4), especially since it provides the best results when
analyzing knockout and knockdown data. Since we analyze such experiments later on in
simulation studies, we want to ascertain whether Floræ could even improve these results.
Obviously, also other methods for estimating regulatory activity could be used for the
computation of initial activity values, making Floræ adaptable to different applications
and contexts.
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mRNA Data
likelihood
model
from biRte
TF activities
TF binding
information
EM 
Algorithms
TFs in feed-
back loops Scoring
Figure 5.3.: Scheme of Floræ. The input data sets (marked in blue) are passed to biRte’s
likelihood model (yellow) which generates initial TF activity values. For all
TFs included in a feedback loop, an EM algorithm (yellow) is used to score
TF activities (green), others are taken directly from biRte.
5.1.2. Procedure
Floræ consist of four computational steps:
• Read the gene regulatory network and find all loops with the function find_loops
(see pseudocode in Algorithm 1, Appendix A.6).
• Load the gene expression data together with the network and pass them to
apply_biRte to get initial TF activity values (see pseudocode in Algorithm 2,
Appendix A.6).
• Use the gene expression data, the loops and the initial activity values for all TFs
comprised in a loop as input to the EM runs in function EM_loops (see pseudocode
in Algorithm 3, Appendix A.6).
• Apply the scoring function (see pseudocode in Algorithm 4, Appendix A.6) to
compute the final activities for the TFs comprised in a loop and assemble them
with all other TF activity values from biRte for the TFs not included in a loop.
These steps are described in more detail in the following. We implemented Floræ in R,
version 3.5.1 and use the packages igraph in version 1.2.2 and biRte (from Bioconductor)
in version 1.16.0.
Loops in Graphs
As explained in Chapter 2, we use simple graphs to model the gene regulatory network
provided as background knowledge to the inference methods. To apply Floræ, the de-
tection of loops in a graph is the first necessary step. In graph theory, loops usually
only refer to self-loops, i.e. edges that connect a node to itself. Here, we use a broader
definition of the term "loop" and also include the notion of cycles. A cycle is a subset of
the edge set of the graph that forms a directed path such that the first node of the path
corresponds to the last.
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To find all loops of length l, we search for subgraph-isomorphisms of the directed
network with a ring of length l, i.e. a graph consisting only of a cycle of length l. An
isomorphism is a bijection between two graphs G1 and G2 preserving their structure,
i.e the image of any two adjacent vertices of G1 are also adjacent in G2 and vice versa
[Gross and Yellen, 2003]. A subgraph-isomorphism is an isomorphism of a subgraph
to another graph. We identify the subgraph-isomorphisms using the VF2 algorithm
[Cordella et al., 2001] which is able to find such a mapping (if existing) between sub-
graphs of G1 (the network) and G2 (the ring). The depth-first algorithm starts with
an empty mapping M(k = 0). At each state k of the matching process, the algorithm
computes the set of node pairs that are candidates to be added to the current state,
which represents a partial mapping M(k) between the two graphs. If a pair of vertices
fulfills the subgraph-isomorphism condition, the mapping is extended and the algorithm
is applied recursively. The algorithm explores all relevant mappings from G2 to G1
and returns all cycles of length l in the network. Since a cycle of length l has l different
isomorphisms to itself, we remove such variations of the same cycle in the results of VF2.
In our implementation, we search only for loops of even length and until a maximal
length of max_length=4 (see Algorithm 1 in Appendix A.6). We do not search self
loops (l = 1), since Floræ can only consider relationships of two different nodes in the
network. The search for subgraph-isomorphisms is implemented in the igraph package
in the function graph.get.subisomorphisms.vf2.
biRte
To calculate initial activity values for the subsequent EM algorithms, we use biRte
[Fröhlich, 2015], see Algorithm 2 in Appendix A.6. Gene expression data for each sample,
as well as the network is loaded as input. We use the function birteRun with the
parameters niter and nburnin set to 10,000 and get an activity parameter for each TF
and each sample as output.
EM Algorithms
For all TFs that are included in a loop, Floræ employs Expectation Maximization (EM)
algorithms with Gaussian mixture models of two components to iteratively estimate
means and proportions of each Gaussian distribution using the mRNA expression data.
The theoretical background of the EM algorithm and the calculation of the parameters
for the Gaussian mixture model has been described in Section 2.4.2.
From a high level view, two inference phases are alternated to represent the cyclic
behavior of TF activity: first, we only consider those edges in the network pointing
from a TF to a gene and use the gene expression data as observed variables to infer
(the unobserved) TF activity values with an EM algorithm. Secondly, we reverse this
attribution and use the inferred activity values as observed variables to infer a "gene
activity" value, which we use as approximation for the gene expression, again using an
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EM algorithm. Thus, in this second phase, we examine the directed edges in the network
from a gene to TF. The estimated gene expression values are then again used as input
to the first inference phase, and we iterate until the change of the parameters for the
TF activity values is smaller than a certain threshold (see Algorithm 3 in Appendix A.6).
In more detail, we use the inferred TF activities from biRte to initialize θ and S in the
first phase. Since S has to be a binary variable, we map the TF activities from biRte to
0 when TF_act < 0.5 or to 1 in case TF_act ≥ 0.5 in each sample. If biRte assigns the
samples to only one group, we randomly assign two samples to the other group. Using
the measured gene expression values and the initialization, the EM algorithm iterates
until convergence of Q and outputs an estimation for the group membership of the TF
activities per sample (active or inactive, i.e. S = 1 or S = 0) in the first phase. These
estimations are retrieved from the final values of τ0(i) = P (Si = 0|Xi = x, θ), which
reflect the probability that the TF was inactive in sample i. In the second phase, we
simply reverse the attribution of measured and latent variables in the EM algorithm,
meaning that we now consider the TF activity as measured and try to infer whether a
gene was active or inactive, i.e. whether it produces a molecule for the signaling cascade
of the TF or not. We use the inferred TF activities per sample from the first phase
of the EM algorithm as values for X and assign the probability of S = 0 or S = 1
(the state of the gene) as gene activity. Note that we do not use the measured mRNA
values for TF expression here, or compare the measured to the inferred values. Now, we
obtain estimations for μs, σs and p, which represent the mean, variance and proportion
of samples with active or inactive TFs. Iteratively, we now use the estimations for the
gene expression, stored in τ0, as input for another first EM phase where now the TF
activities are the latent variables again. Thereby, we create an alternating procedure of
two EM algorithms. The iteration terminates, when the change of the parameters μs,
σs and p in a step where the genes are the latent variables is sufficiently small compared
to the parameters of the previous run. When convergence is not achieved in less than
1000 iterations, we use different starting values for S in the affected EM run. In this
case, one may restart EM_loops manually and use other initial values for S in the not
converged EM run by switching the group assignment of one randomly chosen sample.
We compute TF activity values for all TFs included in a loop. However, a node can be
part of multiple loops. In this case, we calculate the activity score for each loop separately
and finally assign the highest score as overall TF activity, since we are interested in the
existence of any high TF activity in a sample. In Floræ, we only explore loops with an
even number of edges, since the algorithm is based on the notion of TF-gene and gene-
TF interactions. At a TF-TF edge, both nodes would be initialized with values for S,
making the mixture of Gaussian distributions inadequate. However, the algorithm could
be extended to include also loops with TF-TF edges by introducing special calculation
rules for those cases (see Section 5.3). We typically explore cycles of length two (TF1 -
gene1 - TF1) and four (TF1 - gene1 - TF2 - gene2 - TF1) in our analyses.
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Scoring
We use the final estimations of μs and p to score actt, the activity of a TF t over all
samples for the TFs in a loop. Since p = P (S = 0) is a probability and μs is a mean
of probability values, both parameters will lie in [0, 1]. If p is close to 0 or 1, meaning
that the TF is active or inactive for most of the samples, we use the mean of the bigger
group as estimate for the TF activity, which is either μ0 or μ1. If p is close to 0.5,
signifying in about half of the samples the TF is active, and in the other half inactive,
we suspect that the TF has a different behavior in the case and control group (although
we do not check the accordance with the true group memberships). We therefore assign
the absolute difference of μ0 and μ1 as TF activity value. Thus, we obtain high activity
scores for TFs that are active in all samples and for TFs with high differential activity
between two sample groups.
actt =
⎧⎪⎪⎨⎪⎪⎩
μ1 p ≈ 0
|μ1 − μ0| p ≈ 0.5
μ0 p ≈ 1
When these two cases (high activity in all samples and high differential activity) should
be considered separately, the scoring heuristic could be adapted accordingly (see Section
5.3).
We use the sample size to determine the specific thresholds for p. We consider p ≈ 0
respectively p ≈ 1 when 75% of the samples (value rounded to a natural number) assign
the TF an active respectively inactive state. In the other cases, when less that 75% of
the samples are in one group, we consider p ≈ 0.5. Thereby, we obtain the final scores
for TFs included in a feedback loop. For the TFs, that are not included in a loop, we
re-run biRte with the option single.sample=FALSE to get TF activity values over all
samples, which lie in [0,1] as well. We finally assemble both results in a single list (see
Algorithm 4, Appendix A.6).
5.2. Evaluation
We evaluate Floræ in comparison to biRte, RABIT and RACER (see Chapters 3 and 4)
using different transcriptome data sets and networks. We mainly investigate synthetic
data sets from five artificial networks, each including five feedback loops. With the tool
GeneNetWeaver [Schaffter et al., 2011], we simulate knockout and knockdown experi-
ments for each network and suppose that the highest change in activity will occur in
the knocked out or knocked down TF when comparing case and control samples. By
focusing on data with low complexity, we aim to thoroughly assess the results of Floræ
and the influence of network topology and sample size. Additionally, we use the data
sets presented in Chapter 4 to apply Floræ to real biological data.
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Analogously to the evaluation in Chapter 4, we rank the absolute values of the com-
puted TF activity scores, where the highest absolute activity value corresponds to rank
1. We appoint TFs that compare equal the same rank. Subsequently, a gap is left in the
ranking numbers whose size is equal to the number of items that compare equal minus
1. Since activities equal to zero are not considered, the total number of ranked TFs can
be different in each method and data set. We compute the ranks of all TFs, but evaluate
only the rank of the TF that was knocked out or knocked down.
5.2.1. Synthetic Data
We simulate expression data using the tool GeneNetWeaver2 [Schaffter et al., 2011].
Originally, the tool was developed for in silico benchmark generation and performance
profiling of network inference methods. Here, we use GNW and five manually created
gene regulatory networks to simulate expression data including the knockout respectively
the knockdown of each TF in the networks.
Networks
The five artificial networks used for evaluation (see Figure 5.4), named network A to
E, are relatively small to ensure a comprehensive interpretation of the results. They all
comprise 10 TFs (denominated by Greek letters names), 24 genes (denominated by Latin
letters) and 37 (networks A and D) or 38 (networks B, C and D) directed interactions
(see also Table 5.1). We integrate two types of feedback loops:
• Direct loops (length two), where a TF influences the expression of a gene, which in
turn expresses a protein affecting the expression or binding of the just mentioned
TF, for example the path Alpha - b - Alpha in network A, and
• Indirect feedback loops (length four) including two TFs, where a first TF influences
the expression of a gene expressing a protein affecting another TF, which in turn
regulates a second gene and thereby again the first TF, for example the path Beta
- d - Gamma - e - Beta in network A.
We include positive negative feedback loops, and a loop with mixed interactions in
each network. Network A, B and C each contain two direct and three indirect loops,
whereas the network D only contains direct and network E only indirect feedback loops.
Of course, loops could include additional TFs and genes, but we aim to restrict the
size and complexity of the model to be able to keep track of the network dynamics
(see Section 5.3.3). The feedback loops are partly overlapping in the networks A, D
and E, i.e. at least one TF is comprised in several feedback loops in these networks. In
network B, all TFs within a loop are part of at least two loops, whereas in network C, the
loops affect distinct TFs. Therefore, the number of TFs in a loop varies from network
to network. The network’s distribution of in-degree (the number of incoming edges)
and out-degree (number of outgoing edges) are scale free, a property often observed in
biological networks [Albert, 2005]. A summary of the network properties can be found
in Table 5.1.
2http://gnw.sourceforge.net, accessed 10 September 2019
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Network A Network B
Network C Network D
Network E
Figure 5.4.: Artificial gene regulatory networks A-E including feedback loops. Red (blue)
arrows represent an inducing (repressing) effect of a TF on gene expression.
TFs are labeled with Greek names, genes with Latin letters.
5.2. Evaluation
Network
Property A B C D E
number of TFs 10 10 10 10 10
number of genes 24 24 24 24 24
number of interactions 37 38 38 37 38
number of FBls 5 5 5 5 5
number of FBLs, length 2 2 2 2 5 0
number of FBLs, length 4 3 3 3 0 5
overlapping FBLs partly all none partly partly
number of TFs within FBL 7 4 8 4 8
Table 5.1.: Characteristics of the artificial networks.
We further study the influence of randomized network edges by changing 10% or
50% of the interactions of network A. To this end, we randomly choose 4 respectively
19 network edges and assign them new connected nodes. In that process, we exclude
edges that already existed in the original network. We generate 10 of these networks
for each rate of randomization and evaluate the methods with each network, averaging
the resulting ranks of knocked down and knocked out TFs at the end over all networks.
Additionally, we evaluate network A without any feedback loops by eliminating the edges
b - Alpha, e - Beta, i - Eta, p - Theta and t - Kappa.
Expression Data
In GNW, we simulate expression data using the artificial networks described above.
GNW is able to endow a given network with dynamical models of gene regulation in-
cluding both transcription and translation processes. It uses a thermodynamic approach
accounting for both independent (additive) and synergistic (multiplicative) interactions
[Schaffter et al., 2011]. The model further provides stochastic molecular noise and ex-
perimental noise observed in microarrays. The software can reproduce different types of
in vivo experimental procedures:
• Wild type: Steady-state levels using the unperturbed network
• Knockout: Steady-state levels of single gene knockouts, providing an independent
knockout for every gene of the network by setting the transcription rate of this
gene to zero
• Knockdown: Steady-state levels of single gene knockdowns, simulating a knock-
down of every gene of the network by reducing the transcription rate of the corre-
sponding gene by half
GNW is a tool with a graphical user interface, available online as a web interface3 or
a downloadable stand-alone Java software4, of which we use version 3.1 Beta for our
3http://gnw.sourceforge.net/genenetweaver.html, accessed 10 September 2019
4http://tschaffter.ch/projects/gnw/index.php, accessed 10 September 2019
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analyses. For each network, we generate the expression data sets without removing
auto-regulatory interactions and use deterministic ODEs as model. We omit the genera-
tion of dual knockouts and time series data. Using the same kinetic model, we generate
a certain amount of samples per group: By default three samples, as this number reflects
typical biological experiments, or five, ten and twenty samples to analyze the influence of
sample size on the results. In each case, we analyze wild type (WT), knockout (KO) and
knockdown (KD) data sets. We multiply all simulated mRNA concentrations with 100
to reach the range of biological array experiments and to circumvent numerical problems
during TF activity estimation. Further, when the standard deviation within one exper-
iment and sample group is zero, which is the case in some knockdown experiments for
the KD TF, we add a small random error following a Gaussian distribution with mean
zero and standard deviation 0.0001. For the results described subsequently, we run this
expression data generation pipeline (see Figure 5.5, upper part in blue) 20 times per
setting to obtain a distribution of the ranks of KO and KD TFs produced by activity
estimation. PCA plots for an exemplary WT vs KO and WT vs KD data set based on
network A are provided in the Appendix in Figure A.7, showing the separation of wild
type and KO respectively KD samples. The WT samples are located closely together
with the samples with Alpha, Beta, Gamma, Delta and Zeta KO/KD and separated from
Theta and Kappa KO/ KD. The separation is more distinct in the KO compared to the
KD plot.
5.2.2. Configuration
Using the artificial networks and the simulated expression data, we evaluate different
methods for estimating TF activity, namely biRte, RACER and RABIT, and compare
the results to the outcome of our own method, Floræ (see Figure 5.5, middle and lower
parts). Based on our previous analyses of KO and KD data in Chapter 4, we do not
include the method proposed by [Schacht et al., 2014] here, since its results were poor.
Also, ISMARA [Balwierz et al., 2014] cannot be included in the analyses, as it can
only be used with its own, proprietary underlying regulatory network. The evaluated
methods were described in detail in Chapter 3. We apply the same configuration of
RABIT, RACER and biRte as in Chapter 4, see page 52 for the specifications. For
Floræ, we use our implementation, as described in Section 5.1.2.
5.2.3. Results
Effectiveness of Knockout and Knockdown
Next to WT, KO and KD expression data, GNW additionally outputs the original
protein concentration which was used to simulate the expression data. This information
can be used for the the evaluation of the effectiveness of KO and KD, as it reflects the
true values of TF activity. We show the proportional change of protein concentration for
all simulated expression data sets in Figures 5.6 (KO) and 5.7 (KD). When comparing
the TF activity of WT and KO samples, we notice, as expected, that the knocked out
TF has always the lowest protein concentration of all TFs, and the variability of the KO
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Network A, B, C, D or E
Generate
kinetic model
Input to GNW
Generate
data sets
KnockoutWild type Knockdown
GNW data
generation
Input to
Methods
TF activity
estimation
Estimation
vs or
TF ranking
Results,
boxplots of TF ranks
Analysis of
results
Repeated 20 times
Figure 5.5.: Standard pipeline for data generation using GNW to simulate expression
data, TF activity estimation and analysis of the results.
TF’s activity over all samples is very small. For the KD experiments, the results are less
clear. Although the protein concentration of the KD TFs is, as expected, approximately
divided in half, other TFs show sometimes equal proportional changes. For example in
the KD of Eta, also Epsilon has equally low activity values on average. Therefore, it
should be a much easier task for the methods to determine the KO TF compared to the
identification of the KD TF. Further, the protein concentrations of the TFs within the
positive feedback loops, like Alpha and Eta, have a high variability in nearly all KO and
KD experiments. Still, the median activity of all non-KO and non-KD TFs are close to
zero, meaning that on average their concentration is not changed when comparing KO/
KD and wild type samples.
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Figure 5.6.: Boxplots of the relative changes of protein concentration of all TFs given
by GNW of WT vs KO samples. The change’s median is represented by
a bold line, the boxes range from 25th to 75th percentile, representing the
interquartile range. Each plot shows a KO experiment, the heading indicates
the corresponding KO TF.
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Figure 5.7.: Boxplots of the relative changes of protein concentration of all TFs given
by GNW of WT vs KD samples. The change’s median is represented by
a bold line, the boxes range from 25th to 75th percentile, representing the
interquartile range. Each plot shows a KD experiment, the heading indicates
the corresponding KD TF.
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Overview of Ranking of KO and KD TFs
We use all five artificial networks described in Figure 5.4 and the according simulated
expression data for wild-type, knockout and knockdown samples (three samples per
experiment) to compare the resulting TF activity ranks of Floræ, biRte, RABIT and
RACER. Overall, when comparing the number of KO TFs ranked on position 1 or 2 of
all methods (median rank), Floræ is able to improve the identification of KO TFs in four
of the five networks (A, B, C, E) and yields equally good results as biRte and RABIT for
the network D (see Table 5.2). In the KD data sets, Floræ yields in all five networks the
best results, together with RABIT (networks B and C). However, for both KO and KD
data sets, the median ranks of RABIT are partially based on less data points compared
to the other methods, since RABIT does not provide a rank for the KO or KD TF in all
20 data sets. Therefore, the results of RABIT are as good as those from Floræ in some
cases, but are less reliable. The number of correctly identified KO TFs by Floræ range
from 6 (network D) to 10 (network B) and from 6 (networks A, C) to 8 (networks B, D,
E) for the KD TFs. On average over all networks, Floræ is able to identify 8 out of 10
KO TFs and 7 out of 10 KD TFs.
Network
Data type Method A B C D E
Knockout
Floræ 8 10 9 6 7
biRte 5 7 8 6 6
RABIT* 5 9 7 6 5
RACER 0 3 2 0 2
Knockdown
Floræ 6 8 6 8 8
biRte 5 6 1 7 5
RABIT* 5 8 6 7 6
RACER 3 2 3 1 3
Table 5.2.: Number of KO and KD TFs ranked on position 1 or 2 by each method
(median ranks) for each network. The best method per network and data
type is marked in green. RABIT (marked with an asterisk) partly does not
provide any ranking of the KO or KD TF, the median is calculated on the
available ranks and does not consider the number of missing values.
The detailed results per network are shown in Figure 5.10 (network A, WT vs KO),
Figure 5.11 (network A, WT vs KD) and in the Appendix A.9 (networks B-E, both
KO and KD). For each network, these figures show boxplots of the resulting ranks per
method and per knocked out respectively knocked down TF, aggregating the results of
20 runs of data generation and TF ranking. We will describe the results for network A
in detail in the next section. Here, we present the aggregated results over all TFs and
networks, which are shown in Figure 5.8 (WT vs KO) and 5.9 (WT vs KD). The results
per KO and KD TF over all networks are shown in Appendix A.8.
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When comparing the results by differentiating whether a TF was part of a loop or not,
Floræ yields particularly good results for the identification of KO and KD TFs that are
comprised in one ore several feedback loops (see Figures 5.8 and 5.9). Floræ ranked 24
out of 33 KO TFs that are part of a loop on position 1 or 2, whereas biRte and RABIT
are only in 19 and RACER in 8 cases able to identify the KO TF. For KO TFs not part
of a loop, the results from Floræ, biRte and RABIT are nearly equally good (Floræ: 16,
biRte 15, RACER 13 KO TFs on rank 1 or 2 out of 17). RACER only identified 3 KO
TFs here. We find comparable results also in the KD data sets, where Floræ ranked 25
out of 33 KD TF within a loop first or second (biRte: 14, RABIT: 22, RACER: 8) and 11
out of 17 KD TFs (biRte and RABIT: 10, RACER: 5). Overall, we observe that Floræ
ameliorates the identification especially of those KO and KD TFs that are included in a
feedback loop, which reflects that Floræ achieves the goal of improving the estimation
of regulatory activity in synthetic data sets.
Ranking of KO and KD TFs in network A
We now analyze the results of Floræ, biRte, RABIT and RACER for network A described
in Figure 5.4 and the according simulated expression data for wild-type, knockout and
knockdown samples (three samples per experiment) in more detail as an example of how
Floræ can improve the identification of KO and KD TFs. The results are shown in Figure
5.10 for the WT vs KO data, and in Figure 5.11 for the comparison of WT vs KD. The
figures show boxplots of the resulting ranks per method and per knocked out respectively
knocked down TF, aggregating the results of 20 runs of data generation and TF ranking.
For the KO data, Floræ, biRte and RABIT rank the KO TF in four out of ten cases
first (median rank), attributing the highest change of TF activity to the actual KO TF
and thus identifying the KO TF correctly. When looking at the top 2 TFs, Floræ ranks
on average eight out of ten TFs on the first or second position, followed by RABIT and
biRte (both five KO TFs). Floræ has in nearly all KO scenarios comparable or better
results than biRte or RABIT, but due to stringent filtering thresholds in RABIT, often
no activity score was assigned to the KO TF. Hence, the boxplots of RABIT are in some
cases (marked with an asterisk in the label of the according plot) based on three to six
values only, compared to 20 values for the other methods. RACER does not rank any
KO TF into the top 2 and is therefore clearly outperformed by the three other methods.
The methods (except for RACER) yield particular good results for the KO of Delta,
Epsilon, Iota and Kappa. From these TFs, fewer genes and fewer TFs are reachable in
network A, compared to more central TFs like Beta, Gamma and Theta, hinting at a rel-
atively easy optimization procedure in these cases. The results for the nodes comprised
in a feedback loop (Beta, Gamma, Epsilon, Eta, Theta and Kappa) are particularly good
for the method Floræ, as for all these TFs (except Gamma) the median rank is one or two.
Especially for the central TFs in network A, Beta and Theta, Floræ provides much bet-
ter ranks compared to the other methods. The variation of TF KO ranks over different
data generation and TF activity estimation runs is quite small, and not dependent on
the specific KO TF or method. Typically, the interquartile range, representing 50% of
the results, covers only two ranks.
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Figure 5.8.: Median ranks over all networks and KO TFs of Floræ (green), biRte (blue),
RABIT (red) and RACER (orange). The upper plot contains the median
ranks for all KO TFs, that are comprised in one or several loops in any
network, whereas the lower plot shoes the median ranks for all other KO
TFs.
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Figure 5.9.: Median ranks over all networks and KD TFs of Floræ (green), biRte (blue),
RABIT (red) and RACER (orange). The upper plot contains the median
ranks for all KD TFs, that are comprised in one or several loops in any
network, whereas the lower plot shoes the median ranks for all other KD
TFs.
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Figure 5.10.: Boxplots showing the TF activity ranks of Floræ (green), biRte (blue),
RABIT (red) and RACER (orange) for all ten TF KOs based on network
A, 20 runs of data generation and TF ranking. Median ranks are repre-
sented by a bold line, the colored box ranges from 25th to 75th percentile,
representing the interquartile range. See main text for RABIT*.
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Figure 5.11.: Boxplots showing the TF activity ranks of Floræ (green), biRte (blue),
RABIT (red) and RACER (orange) for all ten TF KDs based on network
A, 20 runs of data generation and TF ranking. Median ranks are repre-
sented by a bold line, the colored box ranges from 25th to 75th percentile,
representing the interquartile range. See main text for RABIT*.
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The results for the KD data are comparable. Floræ, biRte and RABIT are able to
detect the KD TF, i.e. assigning the first rank to the KD TF in four cases (Floræ and
RABIT), respectively three cases (biRte). When looking at the top 2 TFs, Floræ ranks
on average 6 out of 10 TFs on the first or second position, followed by RABIT and
biRte (both 5 KD TFs) and RACER (3). Like in the KO scenario, RABIT assigns only
three to six times a rank to the KD TF in half of the KD experiments, thus limiting
the explanatory power of the according boxplots (marked with asterisk). Again, the
TFs Delta, Epsilon, Iota and Kappa in network A yield quite good results in Floræ,
biRte and RABIT, being the top 1 or top 2 TF on average. Also, Floræ performs well
on the TFs comprised in a feedback loop and has better or comparable results to biRte.
Surprisingly, the performance of all methods does not considerably decrease in the KD
scenario compared to the KO data sets, even when the highest proportional change of
protein concentration from WT to KD did not affect the KD TF itself but another TF,
as described before.
Effect of Feedback Loops
To assess the influence of feedback loops in the network on the performance of the
methods, we evaluate the methods using a network without any feedback loops by elimi-
nating the edges b - Alpha, e - Beta, i - Eta, p - Theta and t - Kappa in network
A. As expected, Floræ now yields similar results like biRte (see Table 5.3), due to their
methodological resemblance. Note that the results are not identical, since we average the
results from biRte over 100 runs (see Section 4.1), but Floræ uses only one initialization
of biRte. Overall, the exclusion of feedback loops only diminishes the performance of
Floræ in terms of the detection of KO or KD TFs, whereas the results of RABIT re-
main nearly unchanged. The ranks inferred by RACER change a lot when changing the
underlying regulatory network, both positively and negatively. Without the inclusion of
feedback loops, Floræ loses its capacity to yield much better results compared to biRte
for the KO and KD of Beta, and the marginally better ranks for Eta (KO and KD),
Zeta (KO) and Alpha (KD), as expected.
Sample number
We further analyze the influence of the sample size on resulting TF activity ranks in
network A. In our first analysis (see previous two sections), we used three samples per
wild-type and knockout respectively knockdown experiment, as biological experiments
tend to provide only a small number of samples per group. However, we are interested
whether a higher number of samples could improve the inference of TF activity. The
results for KO are presented in Figure 5.12 and for KD in the Appendix in A.10. The
plots indicate mean ranks and the according standard error of the mean (SEM) calcu-
lated by SEM = σ√
n
with σ the sample standard deviation and n the sample size. In
general, the sample size has no crucial impact on the estimated TF activity ranks and
the results are mainly dependent on the actual KO TF and the inference method. KO
TFs that already had good results for a sample size of three are the top 1 or 2 TF also
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Floræ biRte RABIT RACER
TF FBL no FBL FBL no FBL FBL no FBL FBL no FBL
Alpha KO 8 8 6 9 8 6 4 3
Beta KO 2 6 6.5 6 5 5 5 9
Gamma KO 7.5 8 7 9 6 6 8 9
Delta KO 1 1 1 1 1 1 4 1
Epsilon KO 1 1 1 1 1 2 10 2
Zeta KO 2 3.5 2 3 1.5 2 5 5
Eta KO 2 4 3 4 8 8 10 10
Theta KO 2 1.5 3.5 1.5 3 1 5 8
Iota KO 1 1 1 1 1 1 6 5
Kappa KO 1 1 1 2 1 2 3 8
Alpha KD 4 6 5 7 4 4 2 3
Beta KD 2 5 3 5 4 4 4 5
Gamma KD 7 8 8 9 8 8 3 6
Delta KD 1 2 1 3 1 2 2 2
Epsilon KD 1 1 1.5 1 1 2 2 2
Zeta KD 4 3.5 3 3 4 4 7 10
Eta KD 3 4 4.5 4 4 4 10 7
Theta KD 1 1 2 1 2 2 3 4
Iota KD 2 1.5 1 1 1 1 5 7
Kappa KD 1 1 1 1.5 1 1 9 7
Table 5.3.: Effect of the inclusion of feedback loops (FBL) in the underlying regulatory
network. The table shows the median ranks of KO and KD TFs for all
methods based on 20 runs of data generation and TF activity estimation.
Improved ranks with the use of the network with FBLs are colored in green
(improvement > 1 rank), worse ranks in red.
for higher sample numbers, for example Delta, Epsilon, Iota and Kappa. For other
TFs, like Zeta and Eta, the increase of sample size does not have an improving effect on
identifying the KO TF. Only Beta, Theta and partly Gamma, TFs with feedback loops
located centrally in network A , show better ranks for higher sample sizes (except ranks
inferred by RACER in Theta and biRte and RABIT in Gamma). In general, the results
of RACER are contrary to the results of the other methods and show the highest vari-
ability across different sample sizes. For example, RACER provides small ranks for the
Alpha KO using 5 and 20 samples, which no other method is able to yield, but is not
able to detect the Theta or Kappa KO for sample sizes larger than 5, whereas the other
methods obtain quite good results. Floræ is for three KO TFs (Beta, Gamma and Eta)
the best method, i.e. achieves lowest ranks for all sample sizes. In 5 other cases (Delta,
Epsilon, Theta, Iota and Kappa), Floræ yields comparable results to biRte and/ or
RABIT. Regarding the KD data sets, comparable results are achieved (see A.10).
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Figure 5.12.: Mean ranks and according standard errors of the mean of TF activity ranks
for all ten knockout TFs using a varying number of samples (3, 5, 10, 15
and 20) for both wild-type and knockout experiments. Per sample size, TF
activity ranks are calculated on the basis of network A, 20 runs of data
generation and TF ranking using biRte (blue line), Floræ (green), RABIT
(red) and RACER (orange).
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Network Randomization
In our previous analyses, we used the artificial regulatory networks employed for data
generation also as input to the methods for estimating TF activity. However, in biolog-
ical applications, the underlying gene regulatory network and its structure are almost
never known completely, even in simple organisms. We therefore investigate the influ-
ence of network changes on TF activity estimation. After data generation, we randomize
the edges from network A by changing either 10% or 50% of the interactions, randomly
removing 4 respectively 19 network edges and inserting new TF-gene edges with random
direction and effect (enhancement or repression) elsewhere. We generate 10 of these
networks for each rate of randomization and exclude edges that already existed in the
original network. We do not apply a degree-preserving randomization (such as rewiring
existing edges), since in a biological application the node degrees of the (partly) known
underlying regulatory network do not have to be correct. Further, during randomization,
we do not preserve the originally present feedback loops of the artificial network A or
prevent the formation of new ones. This led to a decrease of the number of feedback
loops for the networks with 50% changed interactions. The remaining number of loops
per randomization rate is indicated in Appendix A.11, as well as an exemplary random-
ized network for each randomization rate.
We evaluate the methods using each randomized network as input, as well as the same
synthetic WT, KO and KD data sets already used before, with three samples in each
group. We average the resulting ranks of knocked down and knocked out TFs over all
randomized networks. The results show, as expected, a higher variability across the ten
different randomized networks, compared to the use of the original artificial network A.
Especially the results from RACER are highly dependent on the actual network provided
as input, generating unstable TF activity ranks. When comparing WT and KO samples
with a network randomization rate of 10% (see Figure 5.13), Floræ, biRte and RABIT
are still capable of identifying those KO TFs that already had good results with the
original artificial network A (Delta, Epsilon and Iota). Floræ ranks seven of the ten
KO TFs on rank 1 or 2 (median rank), followed by RABIT (six) and biRte (four). The
relatively small variance of the ranks provided by RABIT is partly caused by a high
number of missing values, not assigning any rank to the KO TF and thus limiting the
explanatory power of the according boxplots (marked with asterisk). When changing
50% of the network edges (see Appendix A.11), the variability of the resulting TF ranks
is much higher, also for Floræ and biRte. RABIT provides good results, but overall
rarely ranks the KO TF at all, leading to unstable results which are highly dependent
on the actual network and samples provided as input. Floræ, biRte and RABIT yield
good results for the KO of Iota, and Floræ still identifies Delta, Epsilon and Kappa
as KO TF on rank 1 to 3 (median rank). The results from the comparison WT vs KD
are comparable: for 10% randomization rate, Floræ and RABIT rank five out of ten
TFs on rank one or two (Delta, Epsilon, Theta, Iota and Kappa), followed by biRte
(three) and RACER (zero). When 50% of the network edges are rewired, the results for
Epsilon, Theta, Iota and Kappa are still acceptable, being ranked on average at first
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Figure 5.13.: Effect of network randomization of network A (10%), WT vs KO samples.
Boxplots showing the TF activity ranks of Floræ (green), biRte (blue),
RABIT (red) and RACER (orange) for all ten TF knockouts.
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or second position by Floræ, biRte and RABIT. However, the variability of the results
from all methods is much higher compared to the original network A or the networks
with 10% randomization rate. In nearly all KD TFs, RABIT does not provide ranks for
all randomized networks, leading to a high number of missing results, which skews the
results. The results for the WT vs KD comparison can be found in Appendix A.11.
Application to biological data sets
We briefly evaluate the application of Floræ to real biological data sets. We use a part
of the TCGA data, as well as the knockdown and knockout experiments described in
Chapter 4. We first analyze the presence of loops in the human text mining and E.
coli regulatory network. Whereas the number of loops in the network from E. coli is
relatively small (107 self-loops, 12 loops each of length two and three, one loop with four
nodes and no loops of length five to ten), the text mining network has a lot more loops
(50 self-loops, 30 loops of length two, 30 of length three, 67 of length four, 170 of length
five and 16.298 of length ten). This high number of long cycles occurs for example when
in a cycle of length ten, only one node changes compared to another cycle of the same
length and the other nine nodes are identical. Since we set the maximum loop length
in Floræ to four, we expect that the results for human data will change more than the
results of E. coli.
We select the COAD (colon adenocarcinoma) mRNA data from TCGA, described in
Chapter 4, to compare the top 10 ranked TFs from biRte, RABIT, RACER and Floræ.
Like before, we use the text mining network as TF-binding information. The results are
given in Table 5.4. Overall, the results from Floræ have a large overlap with the results
from biRte (seven TFs). In the top 10 TFs of all methods, seven TFs are found by two
methods and another three TFs by three methods. This overlap is larger compared to
the results from Chapter 4, since we do not include the method by [Schacht et al., 2014]
here, which had no overlap in the top10 of the COAD data set (see Table 4.1). Further,
we find PHOX2B in the top 10 of all four methods. PHOX2B was found to be hyper-
methylated in colorectal cancer and might be used as biomarker in early diagnosis [Li
et al., 2012]. Further, PHOX2B is susceptible to play a role in Crohn’s Disease [Lauriola
et al., 2011] and other diseases, like neuroblastoma [Di Zanni et al., 2017; Yin et al.,
2016]. Floræ, biRte and RABIT also rank PRDM1 highly (ranks 3, 4 and 5). This
TF silences stem cell-related genes and inhibits the proliferation of colon tumors [Kang
et al., 2016; Liu et al., 2018; Zhu et al., 2017]. Even though the number of loops in the
human TF-gene network is larger than in the E.coli network, there are still only 60 loops
considered in our analysis of the COAD data set, and thus the results of Floræ are very
similar compared to biRte. The three TFs in the top 10 of Floræ, that are not already
present in biRte’s top 10 (MYC, TP53 and SP3 ), are all TFs within a loop and are
rather generally altered TFs in cancer [Dang, 2012; Li and Davie, 2010; Parikh et al.,
2014; Petitjean et al., 2007]. These findings suggest that Floræ identifies relevant TF in
cancer patient data. However, the lack of a gold standard persists as a general problem
in the evaluation of real biological data sets and therefore a quantitative assessment of
the results remains difficult.
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RACER RABIT biRte Floræ
HOXA5 MYC AHR* AHR*
SP4 KLF5 NR1I3* NR1I3*
MECOM CDX2 KLF5 PRDM1
MLXIPL NRF1 PRDM1 CDX1
CDX2 PRDM1 CDX1 PHOX2B
NRF1 NFYA PHOX2B MYC
MYC.MAX.ZBTB17 NFKB1 ESRRA TP53
PHOX2B PHOX2B HOXA5 SP3
HOXA10 RARG TCF7L2 KLF5
MYC PITX2 SOX2 ESRRA
Table 5.4.: HGNC Symbols of the top 10 regulators found by RACER, RABIT, biRte
and Floræ for the COAD data (165 samples). TFs with equal activity values
are marked with asterisk. TFs found by several method’s top 10 are marked
in bold (when found by all four methods), blue (found by three methods) or
red (found by two methods). Underlined TFs are part of at least one loop of
length two or length four in the text mining network.
We apply Floræ to the knockout and knockdown data sets from human and E. coli
cells described in Chapter 4. The results are given in Table 5.5, together with the number
of loops of length two and four, that contain the KO or KD TF. We do not observe any
relevant changes when comparing the results of biRte and Floræ. All TFs that were
already ranked in the top 5% or top 5-10% of all ranked TFs by biRte are also retrieved
by Floræ. In FOXM1, STAT3 (SNB19 cells), Fnr, OxyR (aerobic condition) and SoxS
(anaerobic condition), the ranks provided by Floræ are smaller than those from biRte.
The maximal shift appears in SoxS from rank 14 to 11. In two cases, the combined ArcA
& Fnr KD and SoxS (aerobic condition), Floræ ranks the KD TF on rank 2, instead of
rank 1 like biRte. However, Floræ assigns on average smaller ranks to the searched TFs,
but is not able to identify more KD or KO TFs as biRte.
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Orga-
nism
Experi-
ment KO/ KD TF
Cell line/
condition
# of loops rank
l = 2 l = 4 biRte Floræ
Human
GSE45838 BCL6 OCI-Ly7 1 0 266 259Pfeiffer 163 142
GSE17172 FOXM1 ST486 1 5 9 7MYB ST486 0 13 112 181
GSE19114
bHLH-B2 SNB19 1 0 186 158
FOSL2 SNB19 0 0 355 340
RUNX1 SNB19 0 0 8 8
C/EBPβ SNB19 0 0 - 137BTICs 328 331
STAT3 SNB19 0 0 4 3BTICs 209 195
C/EBPβ & SNB19 0 0 -/ 31 209/ 31STAT3 BTICs 402/188 387/180
E. coli GSE1121
AppY aerobic 0 0 119 117anaerobic 15 15
ArcA aerobic 1 0 198 191anaerobic 1 1
ArcA & Fnr aerobic 2 1 6 / 7 6 / 7anaerobic 1 /148 2 /158
Fnr aerobic 1 1 9 7anaerobic 192 157
OxyR aerobic 0 0 7 6anaerobic 6 6
SoxS aerobic 1 1 1 2anaerobic 14 11
Table 5.5.: Number of loops in which a KO or KD TF is part of (for loops of length two
or four) and ranks of knocked down TFs per method and data set. Ranks in
the top 5% of all ranked TFs are marked in green and ranks in the top 5–10%
in light green. Two ranks in one table cell refer to a combined knockdown of
two TFs and are given in the order of the TFs at the beginning of the table
row. A dash is shown when a TF was not ranked by a method
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5.3. Discussion
Feedback loops, despite their known importance for gene regulation [Alon, 2007; Komili
and Silver, 2008], have rarely been considered in methods for the estimation of regu-
latory activity yet. Only a recently published study by [Kel et al., 2019] focuses on
finding positive feedback loops in signal transduction pathways from expression data in
colorectal cancer. They identified and experimentally validated six potential biomark-
ers of DNA methylation leading to rapid tumor development, hinting to the need for
methods incorporating self-regulation. We developed Floræ (Feedback loops in regula-
tory activity estimation) as a new approach for estimating the activity of transcription
factors with a particular focus on the consideration of feedback loops in the underlying
gene regulatory network. Floræ is constructed modularly to facilitate the adaptation to
different use cases. We first analyze the simulated effectiveness of knockout and knock-
down by investigating the protein concentration of the according KO and KD TFs given
by GNW. As expected, the KO of a TF clearly shows the highest percentage change of
protein concentration compared to the other TFs, whereas in the KD data sets, other
TFs than the KD TF have sometimes equal proportional changes. Using the the artifi-
cial networks and the simulated expression data, we show that Floræ ranks on average
over all networks 8 out of 10 KO TFs (and 7 out of 10 KD TFs) on the first or second
position, yielding better results compared to the three other methods. When removing
the feedback edges in the network, Floræ yields comparable results to biRte. We further
observe that the number of samples has no crucial impact on the estimated TF activity
ranks. Randomization of a certain amount of network edges results in a higher variabil-
ity of the TF activity estimations, but Floræ, biRte and RABIT still yield acceptable
results when changing 10% of the interactions. Here, Floræ is the best method and
ranks 7 of the 10 KO TFs on rank 1 or 2 (median rank). When applied to real biological
experiments (data see Chapter 4), the results from Floræ are close to those from biRte,
and only marginal improvements can be detected for the knockdown data from human
and E. coli cell lines.
5.3.1. Method
The EM algorithm is widely applied to incomplete data problems in systems biology,
where finding an analytical solution is impossible or would very complex or time con-
suming. Examples of the application of the EM algorithm include the detection of TF
co-activations [Luo and Wei, 2018], the discovery of mutational patterns in cancer [Tan
and Zhou, 2018], the modeling of stochastic microtubule signals [Menon et al., 2018] and
metabolic flux determination [Boghigian et al., 2010]. The EM algorithm is an efficient
and extensible method with good convergence properties, which have been theoretically
proven [Chrétien and Hero, 2008; Dempster et al., 1977; Wu, 1983]. For example, it was
shown that for Gaussian mixture models with a suitably large mean separation, even a
relatively poor initialization suffices for the EM algorithm to converge to a near-global
optimal solution [Balakrishnan et al., 2017].
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An approach to detect gene deregulation from expression data using EM, which is
quite close to the idea of Floræ to estimate TF activities, was published by [Picchetti
et al., 2015]. However, their method explicitly excludes the presence of cycles in the
network. We here propose a possibility to not only include but specifically use the in-
formation about feedback loops to improve the accuracy of TF activity estimation. We
consider a mixture of Gaussian distributions, but the normality assumption might be
violated in specific genes or TFs, especially at low sample sizes. Particularly in the case
of a knockdown or knockout of a TF, the corresponding TF activities and gene expres-
sion values could be distributed differently. It might be useful to extend the method to
detect such cases and change the mixture model accordingly, for example by applying
a statistical test of normality or any other relevant distribution on the gene expression
values and use an appropriate mixture model, like a mixture of gamma distributions.
We use biRte [Fröhlich, 2015] to provide initial TF activity estimations for Floræ
and final estimations for TFs not included in a loop. We chose this method due to its
relatively good performance in our previous analyses (see Chapter 4) and its compre-
hensive model. Of course, it would be possible to use other methods for this purpose
and it would be easy to incorporate this change in the implementation of Floræ; only
the computed values of TF activity should lie in the same range to assure a meaningful
ranking. Currently, Floræ only examines loops of even length, considering just directed
TF-gene or gene-TF network edges. It would be possible to extend Floræ to include cy-
cles of uneven length l ≥ 3 including e.g. TF-TF interactions, for example by inserting
a dummy gene expression node in between, by combining both TFs in one node or by
adding an intermediate EM run for the remaining edge. Note that we do not use the
TF’s mRNA levels as initialization for TF activity or as convergence criterion during the
EM runs, since they are not a reliable proxy for TF activity due to effects of co-factors
or post-transcriptional modifications [Brent, 2016].
The scoring method we use to compute the final activity values obviously has a sig-
nificant influence on the results. We are interested in scoring TFs highly, that show a
high activity in all samples or which have a high differential activity between two sample
groups. However, the scoring could as well focus only on the TFs with differential activ-
ity, when applied with that scope. We currently do not check whether the sample group
assignments at the end of the EM runs correspond to the original allocation in case and
control samples. The accordance with the true assignment could also be used to desig-
nate a confidence score. Further, in the current version of Floræ, we do not compare
the behavior of the predicted gene expression values to the measured ones during the
EM runs. The distance between measured and predicted gene expression values could
be used to improve the scoring by assessing the reliability and quality of the activities
provided by Floræ compared to the ones given by the initialization method.
5.3.2. Data sets
We base our evaluation of Floræ mainly on synthetic data. We created five small regu-
latory networks, each including five feedback loops, and used the tool GeneNetWeaver
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(GNW) [Schaffter et al., 2011] to simulate according gene expression data for wild-type,
knockdown and knockout samples. Other data generators exist, like Netsim [Di Camillo
et al., 2009] or SynTren [Van den Bulcke et al., 2006]. It would be interesting to com-
pare the results from Floræ when using a different kinetic model in GNW or a different
simulator as starting point for the evaluation. Another interesting objective would be to
analyze the influence of the signal-to-noise ratio in the expression data on the results. In
general, the use of synthetic data allows us to have a complete insight in the underlying
model and gives us the control over all parameters. Experiments based on simulated
networks and expression data are essential to assess the performance of inference meth-
ods [Marbach et al., 2009]. However, additionally to the already abstract formulation
of mathematical models and the representation as networks in methods estimating reg-
ulatory activity, the simulation of synthetic data is a further simplification of biological
reality.
We also use real biological data to evaluate Floræ. The results from Floræ are close to
those from biRte, especially for the KO and KD data from human and E. coli, and only
marginal improvements can be detected. One reason is that the KD and KO TFs are
only partly included in the loops in the networks, and that the network from E. coli only
includes a few loops that can be analyzed at all. A more detailed topological analysis
of the underlying regulatory networks might help understand the limitations of Floræ
in these cases. Further, when comparing the results of different methods by searching
the literature for commonly found TFs, we inherently can only find already existing
knowledge, restricting the explanatory power of our analyses. An additional problem is
the general lack of large gene expression data sets with measurements of multiple samples
per group, as already pointed out in Chapter 4. The data limitation will probably be
removed over the next few years, now that the CRISPR/Cas9 technology has made
deleting TFs in mammalian systems much easier [Sternberg and Doudna, 2015].
5.3.3. Networks
We use artificial networks purposefully designed to evaluate the performance of Floræ.
All five networks include 10 TFs, 24 genes, 37 or 38 directed TF-gene and gene-TF
interactions and five feedback loops of length 2 and/ or 4. We use networks of this
small size and limit the feedback loop length to four to be able to interpret the effects of
feedback. We use five different networks and the according simulated expression data as
input to the methods estimating TF activity. The networks differ in the position of the
feedback loops, have partly overlapping loops and loops of different length. However,
the structures of the artificial networks are still similar to each other, and it would be
interesting to evaluate the methods on networks with different size, different density or
different connectedness. Since in reality the underlying regulatory network is, at least in
mammals, not known completely, we randomize up to 50% of the edges of network A to
study the influence of incomplete and partly incorrect network interactions. Note that
our randomization procedure is not degree-preserving, leading to structural different
networks and implying potential secondary effects. The randomization rate seems high,
108
5.4. Conclusion
but reflects a realistic scenario, as for example in human, the currently existing regulatory
networks contain only a part of the estimated 1,500 TFs in the mammalian genome
[Vaquerizas et al., 2009]. The incompleteness of the underlying networks might also be
a reason for the limited performance of Floræ when using real biological data as input.
Also [Klinger and Blüthgen, 2018] shows that good results of modular response analysis,
a technique for finding connections between network modules, are restricted to the use
of small sparse networks. Therefore, larger TF-gene networks could be used as input
for the methods, like Reg-Network [Liu et al., 2015] or the one assembled from [Garcia-
Alonso et al., 2019]. Further, the quality of existing networks might be improved by
the integration of knowledge about the expression of enhancer RNAs and data on three-
dimensional chromosome conformation [Kang et al., 2016]. Floræ currently focuses on
TF-gene networks, as TFs influence gene regulation mainly. However, Floræ could also
be applied to miRNA-gene interactions.
5.4. Conclusion
We presented a method for estimating the activity of transcription factors considering
the influence of feedback loops in gene regulatory networks. To our knowledge, Floræ is
the first method handling feedback loops to compute activity estimations, providing an
important extension of previous methods. The results of our analyses show that Floræ
can improve the identification of knockout and knockdown TFs in synthetic data sets
compared to three other state-of-the-art methods. Additionally, we studied the effects
of sample size and network randomization, where Floræ behaves similarly to the other
methods.
Currently, Floræ is built modularly: It is based on another method estimating initial
regulatory activity and subsequently performs an optimization of activity estimations in
each feedback loop. Floræ implements an Expectation Maximization (EM) procedure,
applying a Gaussian mixture model to the activity values of each TF in a feedback loop
and the related gene expression values. Iteratively, we estimate the means and propor-
tions of each Gaussian distribution of the mixture and use them to score TF activity. Of
course, the details of the treatment of the feedback loops could be enhanced in different
manners, and we discussed several possible adaptations of Floræ to adjust the method
to different situations or conditions.
As long as it is too expensive or unfeasible to measure TF activity at large scale
by protein mass spectrometry and transcription rates for targets directly [Brent, 2016],
methods for estimating regulatory activity are necessary and valuable tools to describe
causes and mechanisms of regulatory (dys)functions. Reliable activity estimations sup-
port the identification of biomarkers and the development of new therapies.
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6. Conclusion
6.1. Summary
In this thesis, we studied methods for the estimation of regulatory activity using math-
ematical optimization. We compared several of such methods qualitatively in detail,
explaining their common features and pointing out their differences. Since their results
in the original publications were not comparable, we conducted a quantitative evaluation
using the same input data and evaluation metric. We showed that the combined results
for cancer patient data were biologically meaningful, but highly heterogeneous. Unfortu-
nately, the methods were not able to robustly detect knocked down transcription factors.
To take into account the previously ignored influence of feedback loops, we presented a
novel method considering the effects of self-regulation. We showed that our method was
able to improve the identification of knockout and knockdown TFs in synthetic data sets.
In Chapter 2, we introduced relevant biological and technical concepts for this thesis.
We described the mechanisms of gene expression as well as measurement techniques. The
role of different processes relevant for gene regulation and the concept of gene regulatory
networks were presented. We described different methods for gene regulatory network
reconstruction and introduced the problem of activity inference.
Chapter 3 described five recent methods for estimating genome-wide gene regulatory
activity. We compared the published methods in detail with respect to the input data
sets, the mathematical model, the technique to derive optimized activity values, the out-
put and the evaluation procedures. We highlighted the common ground of the methods
by illustrating the similarities and differences to a basic mathematical framework for
activity inference. In this chapter, we showed that the presented methods, despite their
enormous simplification of the underlying biological processes, were able to detect strong
signals, facilitating hypotheses formulation for further research and being useful for the
identification of biomarkers for specific phenotypes.
Since the results of the methods presented in Chapter 3 were not directly comparable,
we conducted the first quantitative comparative evaluation of activity inference methods.
Chapter 4 presented the publicly available data sets and background networks used for
this comparison and showed that the resulting activity ranks from different methods
were highly divergent when investigating (multi-) omics patient cancer data. The result
overlaps were small, though biologically meaningful and in some cases statistically sig-
nificant. We further assessed data with lower biological complexity and compared the
methods based on knockdown data of transcription factors in cell lines. We showed that
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the methods were only rarely able to identify knockdown transcription factors and inves-
tigated the influence of network size and topology on the results. We discussed several
limitations of the methods and our evaluation and suspected that the simplistic model
of cellular processes used even in the more complex methods, ignoring self-regulation
and feedback loops, was at least partly responsible for the limited performance.
We therefore devised in Chapter 5 a novel method, Floræ (Feedback loops in reg-
ulatory activity estimation), to specifically include the effects of feedback loops from
the underlying regulatory network which were not considered in any activity estimation
method before. Floræ is built modularly and is based on an expectation maximiza-
tion algorithm. Using synthetic networks and expression data, we showed that Floræ
improved the identification of knockout and knockdown transcription factors. In the
application to real biological data, the results from Floræ were comparable to those of
other methods and could not substantially enhance the uncovering of regulatory inter-
actions. We further investigated the influence of sample size and network randomization
on the results, indicating that the results from Floræ were stable even for small sample
sizes and when rewiring ten percent of the network edges. We finally discussed several
potential extensions of Floræ, including modeling assumptions, and the limitations of
synthetic data.
6.2. Future Directions
In the course of our research, the growing insight into the functioning and the perfor-
mance of activity inference methods led us to further questions, and thus the results of
this thesis point to multiple future research directions. This section critically discusses
our achievements and gives an overview of several aspects which could be investigated in
the future to achieve the overall goal of uncovering regulatory interactions, elucidating
disease mechanisms, determining biomarkers for prognosis and diagnosis and eventually
identifying therapeutic targets.
6.2.1. Experimental Data
Obviously, the selection and quality of the chosen experiments and their according data
sets affect the type and quality of the outcome of the methods [Wang and Huang, 2014].
Throughout the work on this thesis, we chose to analyze different data types, coming
from different species, from various diseases, from several cells of origin and cell lines and
from different contributors, to make our results and conclusions less dependent on the
specificities of a single data set. However, we did not check the quality of the input data
in detail but relied on the high standards of the public data repositories, like TCGA and
GEO. The use of other data sets or other data types could have led to different results,
but we are confident, that the overall picture of the (in)capabilities of activity inference
methods would not have been changed.
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Sample Size
While the number of available patient data from TCGA was quite large, the number of
biological replicates for one condition in the knockdown experiments was small, as by
default in experimental practice [Gauthier et al., 2018]. Here, a high biological variability
in only a few samples could have impaired the performance of the activity estimation
methods, and larger experiments could be advantageous. On the other hand, reliably
inferring activity from a single sample would be a cost-effective and in regards to animal
experiments an ethically tenable option to gain knowledge about regulatory processes.
Single sample results would also be interesting for the screening of unknown cases in a
prognostic setting and should be investigated further [Li et al., 2014].
Data Types and Multi-omics
Using multi-omics data as input to regulatory inference methods seems meaningful, as
e.g. a specific disease is rarely caused by a single gene but is rather a product of the inter-
play of genetic variability, epigenetic modifications and post-transcriptional regulation
mechanisms. Measuring data on these different levels and integrating this knowledge
offers an unprecedented opportunity to study how genetic information is used to con-
trol complex biological processes and their interaction [Davidsen et al., 2016]. In this
thesis, we did not consider the effects of chromatin remodeling via histone modifications
describing DNA accessibility and ignored the influence of complex promoter structures,
especially distal promoters. However, these mechanisms present interesting possibilities
for further research where measured data or computational models, which are able to
predict genome-wide DNA accessibility and enhancer activity in terms of local constel-
lations of regulatory sites, could be integrated to improve the estimation of regulatory
activity. [Balwierz et al., 2014]. In recent years, the ability to generate omics data
grew and many data sets have been published [Pataskar and Tiwari, 2016]. We used
multi-omics data from the TCGA database as input for the investigated methods, but
they all differed in the specific integration possibilities and we could not draw a definite
conclusion about which combination of data types would currently be the most benefi-
cial for activity inference. Further, the integration of different omics data is generally
challenging since no standard or universal experimental methods, statistical procedures
or computational analyses tools for facilitating integrative research exist [Delgado and
Gómez-Vela, 2019]. This envisaged synergy requires both biologists and computer sci-
entists to work together and share not only data, but also expertise, knowledge and
processes [Thomas and Jin, 2014]. In the future, the in silico reconstruction of whole
living organisms and their environments is conceivable, as already achieved in a whole
cell model of a human pathogen [Gauthier et al., 2018].
In this thesis, we only used data drawn from populations of cells rather than indi-
vidual cells, possibly entailing averaging artifacts [Brent, 2016]. Therefore, it would be
desirable to enable activity inference methods to use single-cell RNA-Seq data, which
recently become available at low-cost and can be generated highly parallel [Macosko
et al., 2015]. For example, data about chromatin accessibility from Hi-C measurements
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could be used to analyze higher order chromatin structures and thereby gene regulation
at the single-cell level. However, these data sets are generally very noisy and require a
large number of replicates to reach conclusions [Pataskar and Tiwari, 2016]. The suc-
cessful adaptation of activity inference methods to single cell analysis would enable new
biological insights into cell differentiation, cell-to-cell variation and gene regulation, as
well as the interdependence of these aspects. [Hebenstreit, 2012].
Time series
Time series data has been studied in detail in gene regulatory network reconstruction
[Berestovsky and Nakhleh, 2013; Schulz et al., 2012], but only rarely in activity inference
[Balwierz et al., 2014; Jargosch et al., 2016]. Although synthetic time series data is pub-
lically available, for example from the DREAM challenges [Marbach et al., 2012; Meyer
et al., 2014], or could be simulated with e.g. GeneNetWeaver [Schaffter et al., 2011],
we did not find any suitable data of this type derived from real biological experiments.
Further, only ISMARA could have been applied directly to time series data, whereas
the other investigated methods in this thesis cannot use this type of data. However,
the modeling of network dynamics could help detecting changes in regulatory activity
over time and thereby improve the understanding of fundamental processes occurring in
living organisms.
Overall, we expect that the efficacy of activity inference methods will further increase,
as new functional genomics technologies develop and approaches to model the interac-
tions between different layers of biological organization advance.
6.2.2. Background Networks
As pointed out in Chapter 3, a necessary input to the models is the underlying regulatory
network, and the results clearly depend on its quality. Their construction is difficult for
various reasons: first of all, not all TFs and miRNAs are known, especially in human.
The main technique for the determination of TF binding is ChIP, which is known for its
high false positive rate and generally not available for many TFs. Furthermore, many
of the binding events identified by ChIP are nonspecific and many of those that are
specific are nonfunctional [Lenstra and Holstege, 2012]. Computational prediction of
transcription factor binding is also debatable [Jayaram et al., 2016]. For the evaluation
of human data, we used a text mining based network published by [Thomas et al., 2015]
and complemented it with ChIP data from TRANSFAC [Wingender et al., 1996]. At the
time we performed our analyses, this was one of the largest publically available network,
containing around 430 human TFs. Recently, [Garcia-Alonso et al., 2019] published a
human gene regulatory network containing 1541 TFs, together with confidence scores
for each of the around one million interactions, which seems to be the largest collection
of human TF-target interactions. It would be interesting to use this network as input to
the investigated activity inference methods and compare the results to our investigation,
as well in regard to the computation time when using such a large network. Further,
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the quality of existing networks might be improved by the integration of enhancer RNAs
and data on three-dimensional chromosome conformation [Kang et al., 2016].
The graph representation of regulatory interactions is intuitive, but cannot account
for TF complex formation and ignores also the required presence of co-factors for tran-
scriptional regulation. The consideration of pairs or a higher number of combinations
of TFs and the inclusion of information on temporal and spatial synchronization of TFs
would require the integration of hypergraphs in the methods. Further, it is currently
assumed, that a TF acts either mainly as activator or as repressor in activity inference
models and gets assigned a single activity value, whereas it is clear that some TFs can
have different effects on distinct targets [Balwierz et al., 2014]. Allowing for hypergraph
edges and such a dual function could improve the results.
We conducted some experiments to assess the influence of the network topology on
the results, for example by using smaller networks and de-novo inferred networks by
ARACNE as input to the methods when studying the knockdown experiments from GEO
(see Chapter 4). The reduction of the network size or the use of ARACNE’s inferred
networks did not improve the results. However, the effects of network incompleteness,
error rates or the robustness to changes in the network could be evaluated further. In
Chapter 5, we randomized 10% and 50% of the network edges and found that the variance
of the results of all investigated methods increased with higher randomization rates.
However, 50% alterations in the network does not seem an unrealistic scenario, since
the existing knowledge of gene regulatory interactions is limited and partly condition
specific. Therefore, activity inference methods would greatly benefit from a good quality
of the background networks and more effort should be devoted to the assembly of high
confidence regulatory networks.
6.2.3. Evaluation Procedure
For the estimation of regulatory activity, no gold standard, i.e. a data set on which the
improvement of the accuracy of the results can be determined, is available to assess the
performance of any given inference method [Brent, 2016]. We, inter alia, evaluated our
results by searching highly ranked TFs in the existing biological literature. However,
this strategy is flawed since we inherently can only find results which are already known.
As often negative experimental results are not published at all [Fanelli, 2012], we might
not know about negative results for TFs we consider to be biologically relevant. We also
assessed the overlap of the results of different methods which was sometimes statistically
significant. The implementation of an ensemble approach, scoring the results of different
methods, could be a solution to increase the robustness of the results and to compensate
strengths and weaknesses of all methods. We further used knockout and knockdown
experiments to circumvent the problem of the absence of a gold standard data set. We
expected that the methods would be able to identify the eliminated TF and that we
could draw conclusions about the accuracy of the method. However, this was not the
case, and we speculated that the knockdown affects only a small proportion of the whole
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gene expression and the effect of deleting a TF on the expression levels of other genes
seems to dissipate quickly in the network [Brent, 2016]. The general lack of publically
available knockdown data sets including multiple samples per group might be removed
over the next few years, now that the CRISPR/Cas9 technology has made deleting TFs
in mammalian systems much easier [Sternberg and Doudna, 2015]. Another interesting
evaluation approach, that we did not pursue, would be to use a clinical data set and show
that the found features are meaningful predictors of outcome, for example by predicting
the survival in a Kaplan-Meier analysis or any other clinical metric, like a tumor grade.
Additionally, we did not evaluate our results using the i-score method [Berchtold et al.,
2016], which systematically evaluates the inferred activity changes and thereby can rate
the results of different methods. However, [Berchtold et al., 2016] stated that published
methods yielded large, i.e. unfavorable, i-scores, meaning that the expression of many
genes could not be explained by the set of activity changes of TFs. This negative result
confirms our observations. Given that we could not identify a best method and that we
are still far from developing realistic quantitative models of genome-wide gene regulatory
dynamics in higher organisms, the most constructive contribution that computational
approaches can currently provide is to develop models that help guide experimental
efforts [Balwierz et al., 2014].
6.2.4. Extensions for Floræ
We proposed Floræ as a method considering the effect of feedback loops in regulatory
activity estimation. Currently, Floræ computes only activity values for TFs in a loop,
but should be extended to calculate values for all regulators, which we did not implement
yet due to practical limitations of computation time. Also, it would be straightforward
to adapt Floræ to, at present ignored, cycles with more than four edges and cycles of
uneven length representing e.g. TF-TF interactions, for example by inserting a dummy
gene expression node in between, by combining both TFs in one node or by adding an
intermediate EM run for the remaining edge. The assumption of a mixture of Gaussian
distributions might be violated in many cases, especially when a TF is knocked down
or knocked out, and the performance of Floræ could be improved by detecting such
cases and changing the model accordingly. In general, the distance between measured
and predicted gene expression values could be used to improve the scoring by assessing
the reliability and quality of the activities provided by Floræ compared to the ones
given by the initialization method, which could itself be varied to adapt the method
to different use cases. The scoring heuristic has a crucial influence on the results and
should be examined carefully. Currently, we equally score TFs with high activity in
all samples and TFs with high differential activity highly, but these two cases could be
rated separately as well. Generally, Floræ only uses mRNA data as input and should
be updated to include other omics-data as well to reflect knowledge of the regulation of
biological processes in a broader spectrum and on different levels. Further, the inclusion
of information from time series data could enable Floræ to detect changes in TF activity
over time and thereby improve the accuracy of the results.
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6.2.5. Perspectives
Currently, TF activity can not be experimentally measured by any high-throughput
method. However, the comparison of (inferred) TF activities with TF mRNA levels
could be used to generate hypotheses about post-transcriptional regulation and might
be linked to upstream signaling pathways, leading to the investigation of pathway ac-
tivity by using knowledge of pathways and how they affect TFs [Clarke et al., 2018]. It
remains to investigate to what extent the inference of TF activity levels enables the esti-
mation of the activity of specific TF activity modifiers, such as kinases and phosphatases
[Brent, 2016]. Today, pathway activities are often inferred by the transcription levels of
their members, ignoring the hard-to-measure post-transcriptional and post-translational
regulation [Garcia-Alonso et al., 2019]. Measurements approximating total TF activity
using quantitative mass spectrometry could monitor protein levels of hundreds of TFs
in a single sample and could be also used to quantify post-translational modifications,
but their robustness and scalability is unclear [Brent, 2016].
Although gene regulatory network models are certainly a powerful tool for the un-
derstanding of biological systems [Delgado and Gómez-Vela, 2019], further research is
necessary to contribute to the establishment of guidelines for the quantification of human
TF activities and to enable the characterization of complex relations between biological
entities.
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A.1. Related TFs
The table shows TFs related to the knocked down TF.
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A.2. Differential expression of KD TFs
The table indicates p-values for differential expression of KD TFs in human and E. coli.
Orga-
nism
Experi-
ment TF knockdown
Cell line/
condition p-value
Human
GSE45838 BCL6 OCI-Ly7 0.001368Pfeiffer 0.000097
GSE17172 FOXM1 ST486 0.000360MYB ST486 0.000072
GSE19114
bHLH-B2 SNB19 0.012660
FOSL2 SNB19 0.009246
RUNX1 SNB19 0.001226
C/EBPβ SNB19 3.94e-07BTICs 0.957500
STAT3 SNB19 1.88e-08BTICs 3.42e-14
C/EBPβ & STAT3 SNB19 3.84e-07 & 4.91e-08BTICs 0.05750 & 1.16e-12
E. coli GSE1121
AppY aerobic 0.027750anaerobic 0.010610
ArcA aerobic 0.014550anaerobic 0.002621
ArcA & Fnr aerobic 0.012500 & 0.002288anaerobic 0.002174 & 0.001488
Fnr aerobic 0.001773anaerobic 0.001363
OxyR aerobic 0.001363anaerobic 7.69e-06
SoxS aerobic 0.032830anaerobic 0.000152
A.3. Ranks of related TFs in KD data sets
The following table shows the ranks of KD TFs (bold) and related TFs, the total
number of ranked TFs per method and a p-value indicating significance of the test
whether the mean of the ranks of all related TFs is smaller than the average rank
(total number of ranks divided by 2). Significant p-values are marked in yellow. Ranks
of TFs in the top 5% of all ranked TFs are marked in dark green, ranks in the top
5-10% in green and ranks in the top 10-20% in light green. When a TF was not
ranked, "-" is shown. Two ranks in one table cell refer to a combined KD of two TFs
and are given in the order of the TFs at the beginning of the table row.
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Human 
Experiment GSE45838: knockdown of BCL6  
Cell line OCI−Ly7 Pfeiffer 
         Method 
TF 
biRte ISMARA RABIT RACER biRte ISMARA RABIT RACER 
BCL6 266 -   -  - 163  - - 68 
TP53 397 138 -  - - 235 - -
FOXO4 49 374 - 33 1 97 - -
SPI1 116 146 -  - - 3 - -
IRF4 36 - 17  - 117 - - - 
JUN - 321 39 83 386 116 - -
JUNB 147 - - - 376 - - -
JUND - 167 - - 7 253 - -
TWIST1 332 - - - 78 - 29 -
ZBTB16 377 392  - 11 179 485 - 42
ZBTB7A 282 - -  - 397 - - -
ZBTB7B 353  -  - 10 262 - - - 
total 404 500 58 88 405 500 53 143 
p-value 0.770 0.512 0.471 0.368 0.453 0.181 - 0.212 
Experiment GSE17172: knockdown of FOXM1 
Cell line ST486  
         Method 
TF 
biRte ISMARA RABIT RACER     
FOXM1 9 -  -   -     
ESR1 387 218 22 -     
TP53 259 310  -  -     
SMAD3 113 62 - -     
SP1 339 555 - -     
ZBTB3  - 558 - -     
total 398 602 63 4     
p-value 0.617 0.649 - -     
Experiment GSE19114: knockdown of bHLH-B2, FOSL2, RUNX1, C/EBPβ, STAT3 and C/EBPβ & STAT3 
Cell line SNB19  
         Method 
TF 
biRte RABIT RACER      
bHLH-B2 186  - -      
ARNT 202 21 -     
ID1 237 - -     
TP53 54 37 -      
TP63 326 - -     
TP73 146 - -     
ARNT.HIF1A 263 - -     
BRCA1 6 6 -     
ENO1 223 - -     
HIVEP1 155 - -     
TCF3 203 - -      
total 402 42 0      
p-value 0.136 0.513 -      
         Method 
TF 
biRte RABIT RACER  
    
FOSL2 355 - -      
BRCA1 237 - -      
FOSL1 276 54 -      
ATF2 321 - -      
ATF3 384 11 -      
JUN 365 - -      
JUNB 229 - -      
JUND 261 - -      
total 404 54 0      
p-value 0.999 0.58 -      
         Method 
TF 
biRte RABIT RACER 
     
RUNX1 8 37 -       
FOXP3 213 - -     
NFE2 271 6 -      
RUNX3 56 - -     
CBFB 371 - -     
CEBPB 6 17 -     
ELF1 251 - -     
ELF2 9 1 -     
ELF4 257 - -     
FOS 2 11 -     
MYOD1 346 - -     
PAX5 255 - -     
VDR 233 - -     
total 401 49 0      
p-value 0.261 0.09 -      
Cell line BTICs  SNB19 
         Method 
TF 
biRte RABIT RACER 
 
biRte RABIT RACER 
 
CEBPB 328 -  -     - -  -  
RUNX2 - - -  290 - -  
JUN 385 - -   394 - -  
TP63 56 - -   - - -  
BRCA1 262 - -   166 - -  
AR 129 - -   397 44 -  
ATF3 238 6 -   268 - -  
ATF4 346 36 -   160 - -  
CEBPA 322 - -   244 - -  
CEBPD 320 - -   311 - -  
CREB1 269 - -   - - -  
EGR1 323 - -  336 - -  
ESR1 370 44 -  371 - -  
FOXO1 90 - -  365 - -  
HMGA1 200 - -   347 - -  
HSF1 87 - -   26 - -  
KLF5 291 - -  28 38 -  
NFKB1 118 - -  - - -  
NR3C1 - - -  143 41 -  
PPARG 168 - -  174 - -  
RARB 314 - -  116 - -  
RELA - - -  227 - -  
RUNX1 281 - -  398 - -  
SMAD3 276 - -  281 - -  
SMAD4 335 - -  366 - -  
SMARCA2 306  - -   291 - -  
SPI1 - - -  167 - -  
Max rank 397 61 14  404 49 0  
p-value 0.989 0.444 -   0.982 0.995 -  
Cell line BTICs  SNB19 
         Method 
TF 
biRte RABIT RACER 
 
biRte RABIT RACER 
 
STAT3 209  - -  4 29 -   
HOXA1 1 58 -  5 21 -
CEBPD 223 55 -  25 - -
FOS 88 - -  396 - -
IRF1 213 - -  - - -
MUC1 298 - -  75 - -
SREBF1 309 - -  7 38 -  
TP53 - - -  167 55 -  
TP63 202 - -  289 - -  
ESR1 - - -  326 - -
ETS1 393 - -  238 - -
FOXA1 131 - -  383 - -
INSM1 343 - -  289 - -
NR2F1 346 - -  377 - -
STAT1 - - -  81 - -
TCF3 157 - -  35 - -
TEAD1 321 51 -  176 - -
VDR 170 - -  403 - -
AR 369 - -  - - -
ATF3 123 56 -  257 - -
GTF2I 54 - -  72 - -  
HES1 332 - -  363 - -
HIVEP1 156 - -  344 - -
KLF15 178 - -  288 - -
MYOD1 162 - -  400 - -
NCOA1 383 - -  225 - -
NFKB1 356 - -  323 18 -
NR4A1 82 17 -  351 - -
PPARD 128 - -  123 - -
RELA 395 16 -  - - -
STAT6 103 - -  102 - -
TWIST1 11 - -  2 23 -
ZNF281 184  - -  31 33 -   
total 405 60 14  403 59 0  
p-value 0.700 0.902 -  0.562 0.617 -  
Cell line BTICs  SNB19 
         Method 
TF 
biRte RABIT RACER 
 
biRte RABIT RACER 
 
STAT3 188  - -  31  -  -   
CEBPB 402  - -  -   -  -   
HOXA1 3 - -  70 - -
CEBPD 356 - -  290 - -
FOS 150 - -  359 - -
IRF1 71 47 -  - - -
MUC1 122 - -  267 - -
SREBF1 357 - -  396 - -
TP53 - - -  373 - -  
TP63 332 - -  185 - -
ESR1 232 - -  - - -
ETS1 380 - -  - - -
FOXA1 355 - -  351 - -
INSM1 320 - -  82 - -
NR2F1 370 - -  52 - -
STAT1 347 - -  - - -
TCF3 336 - -  138 - -
TEAD1 322 - -  273 - -
VDR 40 60 -  312 - -
AR 191 - -  149 - -
ATF3 353 8 -  - - -
GTF2I 57 - -  369 - -
HES1 186 - -  216 - -
HIVEP1 95 - -  78 - -
JUN - - -  393 - -
KLF15 304 - -  183 - -
MYOD1 70 - -  204 - -
NCOA1 133 - -  334 - -  
NFKB1 45 - -  253 - -
NR3C1 403 42 -  320 - -
NR4A1 124 16 -  200 - -
PPARD 160 - -  177 - -
RELA 272 65 -  - - -
STAT6 299 - -  197 - -
TWIST1 8 2 -  3 3 -
ZNF281 178 - -  311 - -
RUNX2 309 - -  368 - -
BRCA1 17 34 -  300 - -
ATF4 262 21 -  281 - -
CREB1 391 - -  387 - -
EGR1 204 - -  - - -
FOXO1 - - -  371 - -
HMGA1 243 - -  239 - -
HSF1 288 - -  54 - -
KLF5 311 - -  256 - -
PPARG 406 - -  106 50 -
RARB 146 - -  102 - -
RUNX1 201 - -  - - -
SMAD3 22 41 -  - 28 -
SMAD4 20 37 -  - - -
SMARCA2 164 - -  111 - -
SPI1 69 - -  394 - -
SRF 405  - -  373 - -  
total 410 71 14  400 51 0  
p-value 0.797 0.40 -  0.972 0.539 -  
E. coli 
Experiment GSE1121: knockdown of AppY, ArcA, Arca & Fnr, Fnr, OxyR and Soxs 
Condition aerobic anaerobic 
         Method 
TF 
biRte RABIT RACER 
 
biRte RABIT RACER 
 
AppY 119  - 73  15 1 71  
DpiA 148 -  -  24 - -  
H-NS 154 - 137  169 - -  
ArcA 14 21 43  1 24 64  
total 199 48 152  198 43 121  
p-value 0.603 - 0.604  0.159 0.289 0.852  
Condition aerobic anaerobic 
         Method biRte RABIT RACER  biRte RABIT RACER  
TF 
ArcA 198  - 70  1 2 135  
Fnr 197 -  -  195 - 138  
total 198 32 142  199 42 147  
p-value 0.998 - -   0.495 - 0.992  
Condition aerobic anaerobic 
         Method 
TF 
biRte RABIT RACER 
 
biRte RABIT RACER 
 
ArcA 6 5 108  1 1 34  
Fnr 7 6  -  148  - 104  
Fur 1 1 105  12 14 41  
IHF 184 12 71  196 20 105  
SoxS 14 24 103  198 - 101  
total 199 29 133  198 45 115  
p-value 0.091 0.144 0.98  0.597 0.097 0.853  
Condition aerobic anaerobic 
         Method 
TF 
biRte RABIT RACER 
 
biRte RABIT RACER 
 
Fnr 9 10  -  192 43 127  
ArcA 7 2 99  1 6 37  
Fur 1 1 118  46 45 51  
IHF 186 18 59  196 31 111  
SoxS 58 - 110  197 - 79  
total 199 33 137  199 55 143  
p-value 0.124 0.057 0.939  0.719 0.648 0.696  
Condition aerobic anaerobic 
         Method 
TF 
biRte RABIT RACER 
 
biRte RABIT RACER 
 
OxyR 7 28 83  6 10 94  
CRP 179  - 107  5 - -  
total 197 34 135  199 35 121  
p-value 0.48 - 0.869  0.002 - -  
Condition aerobic anaerobic 
         Method 
TF 
biRte RABIT RACER 
 
biRte RABIT RACER 
 
SoxS 1 10 95  14  - 92  
SoxR 11 -  -  1 - -  
AcrR 139 - 47  163 - 57  
Fnr 190 15  -  53 5 101  
Fur 1 - 52  182 12 37  
total 199 40 146  199 45 119  
p-value 0.241 0.102 0.32  0.337 0.078 0.763  
 
A.4. Overlap of the top 100 TFs in KD data sets
A.4. Overlap of the top 100 TFs in KD data sets
Venn diagrams show the number of overlapping TFs in the top 100 lists by estimating
TF activity with different methods. For RABIT and RACER, the total number of
ranked TFs was in some cases below 100 (see Table 4.4).
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A.5. Network properties
A.5. Network properties
The table compares several network properties for the text mining network, the E.coli
network and those networks inferred by ARACNE for the FOXM1 KD (human) and
the AppY KD (E.Coli).
Network # of edges Transitivity # of nodes
with hub score
> 0.1
# of nodes
with degree
> 10
Text mining 2894 0.012 2 102
ARACNE (FOXM1 ) 59829 0.046 86 2283
E. coli 3954 0 9 92
ARACNE (AppY ) 15540 0.028 20 379
A.6. Pseudocode of Floræ
Function find_loops
Algorithm 1: Find loops in the network
Function find_loops(network, max_length)
Data: Network, maximum length of loops
Result: List of loops with corresponding nodes
- Load package igraph
for l in seq(2,max_length, by=2) do
all_cycles[l]=graph.get.subisomorphisms.vf2(network,
graph.ring(l,directed=TRUE))
# Keep only one version of each cycle
cycles[l]=drop_permutations(all_cycles[l])
end
# Assemble all results in list
loops=list(cycles[2:max_length])
return loops
end
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Function apply_biRte
Algorithm 2: Apply biRte to get initial TF activities
Function apply_biRte(expression_data, network)
Data: mRNA expression data for case and control samples, network
Result: Activities for each TF in each sample
- Load package birte
# Data handling
n_cases= number of case samples
n_controls=number of control samples
- Match genes from network to probes from expression data
- When multiple probes matched to one gene: Take probe with highest
difference in p-value of t-test between case and control group
- Reduce expression data to genes present in network
# BiRte analysis for each sample
TF_act=birteRun(dat.mRNA=expression_data, affiliations=network,
nrep.mRNA=c(n_cases, n_controls),niter=10000, nburnin=10000,
single.sample=TRUE)
return TF_act
end
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A.6. Pseudocode of Floræ
Function EM_loops
Algorithm 3: EM algorithm and final scoring
Function EM_loops(expression_data, loops, TF_act, epsilon)
Data: mRNA expression data for all samples, loops of network, initial
activity values for all samples and TFs from apply_biRte, threshold
epsilon as convergence criterion
Result: Sample specific TF activity scores for TFs in a loop, distribution
parameters
# Data handling
- Same as in algorithm 2
n=number of samples
for curr_loop in loops do
while change of EM_TF_act > epsilon do
for each TF - gene edge in curr_loop do
Get names of curr_tf and curr_gene
expr=gene_expression[curr_gene]
# Initialize S, μs and p
s=round(TF_act[curr_tf ])
mu_0=mean(expr[s == 0]); mu_1=mean(expr[s == 1])
p=mean(s == 0)
sigma_0=sd(expr[s == 0]); sigma_1=sd(expr[s == 1])
Q_new=1000; niter = 0
while (Q_old − Q_new) > epsilon or niter < 1000 do
# E step
Q_old = Q_new
- Compute tau_0 and τ_1
- Compute Q_new
# M step
- Compute p
- Compute mu_0 and mu_1
- Compute sigma_0 and sigma_1
niter=niter + 1 # Print warning when niter=1000
end
# Get activity estimations per sample
EM_TF_act[curr_tf ]=tau_0
end
for each gene - TF edge in curr_loop do
- Repeat content of previous for-loop, but with reversed TF and
gene assignments and EM_TF_act as input for expr, initialize s
according to case and control samples.
- As result, estimations for gene activity are obtained and stored in
expr.
end
end
end
- When a TF occurs multiple times: Take maximal TF activity
return τ0,mu,p
end
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Function scoring
Algorithm 4: Score TF activity values and assemble results
Function scoring(tau_0, mu, p, loops, expression_data, network)
Data: Estimated TF activity values per samples and distribution parameters
from EM_loops, loops of network, mRNA expression data for case and
control samples, network
Result: TF activity values over all samples for all TFs
- Load package birte
n=number of samples
# TFs in loops
for all TFs in loops (t) do
if sum(tau_0[t] ≥ 0.5) ≥ 0.75*n then
# TF inactive
TF_act[t]=mu_0[t]
end
if sum(tau_0[t] ≥ 0.5) ≤ 0.25*n then
# TF active
TF_act[t]=mu_1[t]
end
if sum(tau_0[t] ≥ 0.5) <0.75*n & > 0.25*n then
# differential activity
TF_act[t]=abs(mu_1[t]-mu_0[t])
end
end
for all TFs not in loop (t) do
- Calculate TF activity using biRte method (TF_birte)
end
- Assemble all TF_act and TF_birte values in one list: TF_act_final
return TF_act_final
end
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A.7. PCA of WT, KO and KD simulated expression data
A.7. PCA of WT, KO and KD simulated expression data
PCA plot for an exemplary simulated WT, KO and KD data set based on network A
showing the separation of WT and KO (left panel) respectively WT and KD (right
panel) samples. Each WT, KO and KD data set comprises three samples, marked as
dots with colors according to the KO/ KD.
Knockout Knockdown
A.8. Median ranks for KO and KD TFs per TF
Median ranks of KO and KD TFs over all networks and data sets. Each plot refers to
the KO/ KD of a certain TF, the dots represent the median rank that was assigned to
the KO/ KD TF over all 20 data sets per method (Floræ: green, biRte: blue, RABIT:
red, RACER: orange). Per method, five median ranks are shown (one per network).
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A.9. Ranks of KO and KD TFs for networks B to E
Boxplots showing the TF activity ranks of Floræ (green), biRte (blue), RABIT (red)
and RACER (orange) for all ten TF KOs and KDs based on different networks (see
headline of each plot), 20 runs of data generation and TF ranking. Median ranks are
represented by a bold line, the colored box ranges from 25th to 75th percentile,
representing the interquartile range.
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A.10. Ranks of KD TFs based on different sample sizes
Scatter Plot indicating mean rank (points) and according standard error of the mean
(error bars) of TF activity ranks for all ten knockdown TFs inferred by different
methods (biRte: blue, Floræ: green, RABIT: red, RACER: orange) using a varying
number of samples (3, 5, 10, 15 and 20) for both wild-type and knockdown data sets.
Per sample size, TF activity ranks are calculated on the basis of network A, 20 runs of
data generation and TF ranking.
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A.11. Randomized networks
Table indicating numbers of cycles in randomized networks (randomization based on
network A) and examples for randomized networks with either 10% or 50% changed
interactions based on network A. Further, the results for WT vs KD samples (10%
randomization), WT vs KO samples (50% randomization) and WT vs KD samples
(50% randomization) are given as boxplots.
number of cycles 0 1 2 3 4 5 6
number of cases in 10% randomized networks 0 0 0 0 5 4 1
number of cases in 50% randomized networks 1 2 2 4 1 0 0
Figure A.1.: 10% randomized edges of network A
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Figure A.2.: 50% randomized edges of network A
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Figure A.3.: Effect of network randomization of network A (10%), WT vs KD samples.
Boxplots showing the TF activity ranks of Floræ (green), biRte (blue),
RABIT (red) and RACER (orange) for all ten TF knockouts.
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Figure A.4.: Effect of network randomization of network A (50%), WT vs KO samples.
Boxplots showing the TF activity ranks of Floræ (green), biRte (blue),
RABIT (red) and RACER (orange) for all ten TF knockouts.
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Figure A.5.: Effect of network randomization of network A (50%), WT vs KD samples.
Boxplots showing the TF activity ranks of Floræ (green), biRte (blue),
RABIT (red) and RACER (orange) for all ten TF knockouts.
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