Abstract. We study some functionals that describe the density of vortex lines in superconductors subject to an applied magnetic field, and in BoseEinstein condensates subject to rotational forcing, in quite general domains in 3 dimensions. These functionals are derived from more basic models via Gamma-convergence, here and in the companion paper [4] . In our main results, we use these functionals to obtain descriptions of the critical applied magnetic field (for superconductors) and forcing (for Bose-Einstein), above which ground states exhibit nontrivial vorticity, as well as a characterization of the vortex density in terms of a non local vector-valued generalization of the classical obstacle problem.
Introduction
In this paper we study certain limits of the Ginzburg-Landau model, which describes a superconducting object in an external magnetic field, and the GrossPitaevsky functional, which describes a Bose-Einstein condensate confined in a trap and subject to rotational forcing.
Most prior mathematical work on these sorts of problems has been limited to 2-dimensional models that are good descriptions, in various regimes, either of very flat, thin objects (superconductors or condensates), or of objects that are translation-invariant, or very nearly so, in one direction. Important results about the 2-dimensional Ginzburg-Landau model, obtained by Sandier and Serfaty in [24] , [25] (see also the book [26] ) include the characterization of the applied critical magnetic field, below which the ground state of a superconductor expels the magnetic field, and above which the superconductor in the ground state is penetrated by magnetic vortices; and a description, in terms of an obstacle problem solved by the magnetic field, of the limiting density of magnetic vortices above the critical applied field. Similar descriptions of 2d Bose-Einstein condensates hold, though they are somewhat less well-documented in the literature.
In this paper we prove analogous results for the full physical problems of 3-dimensional superconductors and condensates. In particular, we find a critical applied field for superconductors, characterized by the same dichotomy as in the 2d case; and we obtain a description, in the supercritical case, of the limiting vortex density in terms of a constrained minimization problem solved by the magnetic field. This problem is not a classical obstacle problem, but it is a kind of nonlocal, vector-valued obstacle problem with an interesting structure. We also establish corresponding results about vortices in Bose-Einstein condensate wave functions, that is, ground states of the Gross-Pitaevsky functional with rotational forcing. These results include the determination of a critical rotational velocity, and a characterization, in terms of a nonlocal generalization of an obstacle problem, of the limiting vortex density for rotations above this critical value.
We obtain these results from the study of certain functionals whose ground states characterize vortex density, and other associated quantities, in limits of sequence of minimizers of (suitably scaled) Ginzburg-Landau or Gross-Pitaevsky functionals. In the case of Ginzburg-Landau, this limiting functional was derived in a companion paper, see [4] , as a corollary of a general result proved there about the asymptotic behavior of a relatively simple model functional. In the case of Gross-Pitaevsky, the derivation of the limiting functional, using results of [4] , is given in Section 4.1.
Although we mostly emphasize the analogy between the problems we study here and obstacle problems, there are also close connections between our vortex density models and total variation models in image processing as introduced by Rudin, Osher, and Fatemi [23] . (See [7] for a survey of related mathematical results.) In particular, the functional G derived in Proposition 4, see (1.22) , can be viewed as a generalization of the Rudin-Osher-Fatemi model, and in situations with rotational symmetry, it reduces to exactly a (weighted) Rudin-Osher-Fatemi functional. The paper concludes in Section 5 with a discussion of this and some related issues.
the Ginzburg-Landau functional.
Let Ω be a bounded open subset of R 3 . A superconducting sample occupying the region Ω may be described by a pair (u, A), where u is a complex-valued function on Ω and A is a 1-form on R 3 , that encode various physical attributes of the superconductor. For example, |u| 2 corresponds to the density of Cooper pairs of superconducting electrons; dA can be identified with the magnetic field; and the superconducting current is given by Here the parameter ǫ is related to physical properties of the superconducting sample. We will study the limit ǫ → 0, with A ǫ.ex scaling so that it will turn out to be comparable to the critical value mentioned above. For a discussion of the physical relevance of this scaling, see for example [26] . The model case is a constant external magnetic field, for which we may take A ǫ,ex = 1 2 c ǫ (x 1 dx 2 − x 2 dx 1 ) for some real-valued scaling factor c ǫ , corresponding to a spatially constant external field H ǫ,ex = c ǫ dx 1 ∧ dx 2 , which in this example points in the e 3 direction.
The functional F ǫ makes sense for u ∈ H 1 (Ω; C) and A such that A − A ǫ,ex ∈ H 1 (R 3 ; Λ 1 R 3 ). As is well known, the functional is gauge-invariant in the sense that for any such (u, A) and for any function φ such that dφ ∈Ḣ 1 (R 3 ), the identity F ǫ (u, A) = F ǫ (e iφ u, A+dφ) holds. Moreover, (u, A) and (e iφ u, A+dφ) correspond to exactly the same physical state, in the sense that all physically observable quantities are pointwise equal for the two pairs.
Our starting point is the following, which is an immediate consequence of [4] , Theorem 4. We use the notatioṅ
which is a Hilbert space with the inner product (A, B)Ḣ 1 * := R 3 dA · dB. We will often write H 1 * for short. We also write H k (Λ p U ) to denote the space of p-forms on U with coefficients in the Sobolev space H k . 
Then there exists some
such that dv 0 is a measure, and such that
Moreover, (v 0 , A 0 ) minimizes the functional
Here |dv| denotes the total variation measure associated with dv. (We understand F (v, A) to equal +∞ if dv is not a measure.)
Our new results about superconductivity in this paper are derived entirely by studying properties of the limiting functional F ; the connection to the more basic Ginzburg-Landau model is provided by the above Proposition 1.
Note that F is gauge-invariant in the sense that if γ ∈Ḣ
Our first main result reformulates the problem of minimizing F through convex duality, the relevance of which in these settings was first pointed out in [6] .
be a bounded open set with C 1 boundary, and assume that
] if and only if the following two conditions are satisfied:
where (1.10) B * := sup
In addition,
2. B 0 is the unique minimizer in C of the functional
It is clear that if B * < ∞ then (1.14)
Remark also that (1.12) implies that B 0 * = 1 2 if the vorticity dv 0 = 0. This is related to the following necessary and sufficient condition for the vorticity to vanish.
, and let B * denote the unique minimizer of E 0 (·) in the set
where E 0 is defined in (1.13) .
. The subtle point in Theorem 3 is the identification of the correct space C ′ in which the magnetic field for the vortex-free minimizer is energetically optimal. Remark 1. We give a different (but necessarily equivalent) characterization of when v 0 is vortex-free, and a different dual problem, see Theorem 9 and Lemma 10 in Section 3.3.
Remark 2. Observe that for B ∈ C ′ we have, by virtue of Hahn-Banach theorem,
, since in that case in (1.10) one can test with forms α j ∈ H 1 (Λ 1 R 2 ) with dα j = f j (x)dx 1 ∧ dx 2 such that the scalar functions f j (x) converge to a Dirac mass δ x0 for arbitrarily fixed x 0 ∈ Ω.
Hence in the 2-dimensional case Ω ⊂ R 2 the constrained variational problem (1.9), (1.13) of Theorem 2 corresponds to a classical obstacle problem (as is wellknown), while in three (or higher) dimensions one may interpret it as a generalized, nonlocal, vectorial obstacle problem. Remark also that norms related to · * have been studied in the context of critical Sobolev spaces (see [5, 28] ).
Remark 3. Condition (1.14) is easily seen to imply that supp(d * B) ⊂Ω. The converse holds if and only if Ω is simply connected. We do not know whether the minimizer of E 0 in the space 
As mentioned before, a rather complete analysis of the asymptotic behavior of the Ginzburg-Landau functional for superconductivity in 2d can be found in [26] . In the 3d case, some results in agreement with Proposition 1 have been obtained by formal arguments, as in [8] , and, rigorously in [3] for the case of the ball, using some arguments of [18] . In particular, [3] identifies a candidate for the first critical field for the ball in a uniform applied field.Our results show that this candidate first critical field is in fact correct. (In fact, it agrees exactly with the alternate expression for the critical field alluded to in Remark 1, see Theorem 9.) Critical fields on thin superconducting shells, among other results, have been derived in [9, 10] via a reduction to a limiting problem on a 2d manifold.
1.2. the Gross-Pitaevsky functional. The second main object of study in this paper is a variational problem that describes a Bose-Einstein condensate with mass m, confined by a smooth potential a :
and subjected to forcing Φ ǫ that in general depends on a scaling parameter ǫ. In the model case corresponding to rotation about the z-axis,
, and a(x) grows quadratically or faster. In this situation, a stable condensate may described by wave function u 0 that is a minimizer, local or global, in a function space to be specified shortly, of a functional that may be written in the form
where j(u) = i 2 (udū −ūdu). The functions ρ, w appearing in the functional G ǫ are determined by the trapping potential a and the mass m as follows:
The last condition clearly determines λ uniquely. We study G ǫ in the function space
where the norm · a is defined by u 2 a := R 3 |du| 2 + (1 + a)|u| 2 . We also define
We will study the behavior of minimizers of G ǫ in H 1 a,m . Throughout our discussion of the Gross-Pitaevsky functional we will use the notation
We will always assume that λ is a regular value of a, so that |Da| ≥ c > 0 on ∂Ω, and hence w > 0 in R 3 \Ω, and
for all x ∈ Ω. We start by proving a theorem that characterizes Γ-limits of the Gross-Pitaevsky functional, see Theorem 12 in Section 4 . This is parallel to Theorem 4 from [4] for the Ginzburg-Landau functional, and the proof relies on results from [4] on the reduced GL functional. An immediate consequence of Theorem 12 is the following.
for ρ defined in (1.18) , and there exists
Moreover, j 0 = ρv 0 , where v 0 is the unique minimizer of
in the space
Remark 5. We also establish parallel results in the case when Φ ǫ = √ g ǫ Φ with | log ǫ| ≪ g ǫ ≪ ǫ −2 . In particular, in this case the limiting energy corresponding to
It is clear that v 0 = Φ| Ω is the unique minimizer ofG. In particular, this implies that for a supercritical rotation around the (vertical) x 3 axis, corresponding to
2 (x 1 dx 2 − x 2 dx 1 ) with g ǫ as above, the limiting ground-state vorticity is given by dv 0 = c 0 dx 1 ∧dx 2 , corresponding to an asymptotically uniform distribution of vortex lines throughout the condensate, regardless of its geometry or topology. This generalizes to 3 dimensions results obtained in [12] in the 2d case.
We next identify a necessary and sufficient condition on Φ and ρ for minimizers of the limiting functional G to be vortex-free, by which we mean that dv 0 = 0 in Ω. For this result, it is useful to note that the space L 2 ρ (Λ 1 Ω) defined above is a Hilbert space with an inner product and norm that we will write as
We will sometimes use the same notation to denote the ρ-weighted L 2 inner product or norm for k-forms with values of k other than 1; the meaning should always be clear from the context. We let P ρ denote the orthogonal projection with respect to the L 2 ρ inner product, onto (ker d) ρ , where
We will also write P ⊥ ρ for the complementary orthogonal projection. Note that if
⊥ , and so it follows from the standard unweighted Hodge decomposition (see section 2.2, and in particular (2.7)) that (1.24)
ρ , and let β 0 minimize the functional
where
Finally, dv 0 = 0 if and only if β Φ ρ * ≤ 1 2 . Note that (1.28) states that the action of the vorticity distribution dv 0 on the potential β 0 − β Φ is the largest possible given the constraint (1.26). Similar considerations apply to (1.12) and (1.9) in the case of superconductivity.
We finally remark that in general there can exist
Hence the restriction to smooth 1-forms w in the supremum that appears in the definition of the · ρ * norm.
related results about 2d BEC.
We do not know of any source in the literature that establishes 2d results analogous to Proposition 4 and Theorem 5. Such results are however in some sense known, at least as folklore, and can be established by arguing exactly as in the proofs we supply here in the 3d case, but taking as a starting-point results from [19] about Γ-limits of the reduced Ginzburg-Landau functional in 2d, rather than the analogous results about the same problem in 3d from [4] , which (together with very general convex duality arguments) are the chief input in the relevant proofs.
In particular, limits of sequences of minimizers in 2d are described, in the same sense as in Proposition 4, by a functional G on L 2 ρ (Ω ′ ) of exactly the same form as in (1.22) , for a suitable Ω ′ ⊂ R 2 . More generally, this functional can be obtained as a Γ-limit of the scaled 2d Gross-Pitaevsky energy, completely parallel to Theorem 12. Moreover, this limiting functional admits a dual formulation as functional with constraints, parallel to that in Theorem 5, and from this one can easily determine a necessary and sufficient condition for the limiting vorticity to vanish. On the other hand, for more extreme rotation regimes in anharmonic trapping potentials in 2d, a quite detailed analysis has been carried out recently in [12, 11, 22] .
In a different direction, the critical rotation has been derived in certain higly symmetric domains in for example [14, 15, 1] . These references also examine the behavior of minimizers for slightly supercritical rotations.
The main difference between 2 and 3 dimensions is the form of the constraint in the limiting variational problem. In particular, in 2d, as in 3d, it is the case that if v 0 minimizes G,
ρ ), where the potential β 0 minimizes the functional (1.25), subject to the constraint (1.26), where the norm in the constraint is defined as in (1.27). The difference is that in 2d, the potentials β are 2-forms on R 2 , and so can be identified with functions. And since it is not hard to check that {dω : Ω ρ|dω| ≤ 1} is weakly dense in the set of signed measures µ such that Ω ρd|µ| ≤ 1}, the 2d constrained problem reduces to minimizing (1.25) in the set
This is a classical (weighted) 2-sided obstacle problem; for many Φ, using the maximum principle it in fact reduces to a one-sided obstacle problem. Thus we view the problem in Theorem 5 as a nonlocal, vector-valued analog of the classical obstacle problem.
previous work in 3d. For trapping potentials of the form a(x)
with ω i > 0, and for Φ ǫ = | log ǫ|Φ = λ| log ǫ|(x 1 dx 2 − x 2 dx 1 ), the description of the critical rotation given in Theorem 5 was obtained in [17] , building on earlier work of [2] . Indeed, these results show that if β Φ * < 1 2 , then vorticity vanishes in the sense that Jv ǫ → 0 as ǫ → 0. This is stronger than the estimate | log ǫ| −1 Jv ǫ → 0 that follows from Proposition 4 and Theorem 5. The same paper [17] characterized the Γ-limit of the Gross-Pitaevsky functionals for the particular choice of a and Φ ǫ described above, in cases where one has an a priori bound on the part of the energy associated with the vorticity of the condensate. A similar Γ-limit result was shown by Montero [21] to hold for very general trapping potentials a and forcing terms Φ ǫ . Although it was not done in [21] , this result could in principle be used to prove that Jv ǫ → 0 for subcritical rotations in these situations. The a priori bound on part of the energy required for these results means that they cannot give any information about minimizers for supercritical rotations. where part of this work was completed, for the warm hospitality.
background and notation

differential forms. If U is an open subset of R
n , we will use the notation
, and so on in a parallel way. For an open set Ω with nonempty boundary and ω ∈ C 0 (Λ kΩ ), we define ω ⊤ and
One refers to ω ⊤ and ω N as the tangential and normal parts of ω on ∂Ω. We will use the same notation ω ⊤ , ω N to refer to the tangential and normal parts of (the trace of) a form ω ∈ W 1,p (Λ k Ω), which one can define by noting that for example the map ω → ω ⊤ , well-defined on a dense subset of
, or equivalently by applying the pointwise definition of ω ⊤ , say, to the trace of ω at a.e. point of ∂Ω.
If ω, φ are elements of L 2 (Ω; Λ k R n ), written as in (2.1), we will write ω · φ to denote the integrable function defined by
This allows us to define an L 2 inner product on spaces of differential forms in the obvious way. We write d * to denote the formal adjoint of d, so that dω · φ = ω · d * φ when ω is a smooth k − 1-form and φ a smooth k-form for some k, and at least one of them has compact support. Then
where in R 3 , the ⋆ operator, mapping k-forms to (3 − k)-forms, is characterized by
(In even dimensions one must be more careful about signs.) We will use the notation
and
In fact forms in H k ⊤ and H k N are known to be smooth. Gauge-invariance implies that the set of minimizers of F ǫ is noncompact in
In order to remedy this, we will often restrict F ǫ to a smaller space. Thus we introduce
with the inner product (A, B)Ḣ 1
into a Hilbert space, satisfying in addition the Sobolev inequality
In view of standard results about the Hodge decomposition, given any any 1-form
Thus given any pair (ũ, 
These are known from work of Morrey (see also [16] , Theorem 5.7). The first of these, for example, means that every ω ∈ L 2 (Λ k Ω) can be written in the form
, and γ ∈ H k N , and moreover dα, d
* β, and γ are mutually orthogonal in L 2 . We will sometimes use the notation
This is justified by the following considerations. First,
, and let χ ǫ ∈ C ∞ c (Ω) be a sequence of functions such that χ ǫ = 1 in {x ∈ Ω : dist(x, ∂Ω) > ǫ}, ∇χ ǫ ∞ ≤ Cǫ. Then the assumption that dv = 0 in Ω implies that
where the last equality follows from the fact that β N = 0. This proves one implication in (2.6), and the other is obvious. Similarly, the Hodge decomposition implies that if
We also define
Given A ∈Ḣ 1 (Λ 1 R 3 ) for example, we will generally abuse notation and write P A 1 instead of P (A 1 | Ω ). We remark that
For applications to Bose-Einstein condensates we will need a Hodge decomposition in the weighted Hilbert space L 2 ρ (Λ k Ω). In particular, in the notation from the introduction (compare (1.23), (1.24)), we may decompose
For refined results assuming ρ and φ sufficiently smooth, see [21] .
2.3. duality. We will frequently use the following basic result, whose proof can be found for example in [13] .
Lemma 6. Assume that H is a Hilbert space, and that I : H → (−∞, ∞] is a convex function and that
* denote the Legendre-Fenchel transform of I, so that
Then if we define
H , the following hold:
3. vortex density in 3d superconductors 3.1. A dual variational problem. We start with the proof of Theorem 2, in which we identify a variational problem dual to that of miminizing F , which describes the limiting density of vortex lines in a superconducting material subjected to an applied magnetic field. We then use this dual problem to prove Theorem 3, giving a necessary and sufficient condition for the limiting vorticity to vanish.
In the next section we present several different and, actually, simpler derivations of (an equivalent but different-looking expression for) the critical field. The approach presented here, although a little more complicated, has the advantage of yielding the dual problem of the statement of Theorem 2, which clearly generalizes, in an interesting way, the obstacle problem identified in the 2d literature, see [26] .
Proof of Theorem 2.
Step 0. Let us write ξ = A| Ω − v and ζ = A − A ex , so that in terms of the ξ, ζ variables,
Note that H is a Hilbert space with the norm (ξ, ζ)
and the corresponding inner product. We next define
Notice that our notation is inconsistent, with Pρ = projection onto (ker d)ρ for Bose-Einstein, and P := projection onto (ker d) ⊥ for superconductivity. These conventions are convenient however, and we do not think they can lead to any confusion.
so that
is not a Radon measure. Let I * denote the Legendre-Fenchel transform of I, so that
Let us further write
Step 1. As remarked in Lemma 6 above, (ξ 0 , ζ 0 ) minimizes F if and only if (−ξ 0 , −ζ 0 ) minimizes F † . To compute I * , note that for (ξ, ζ) ∈ H,
It is clear the supremum on the right-hand side equals zero if (ξ, ζ) satisfies
and if this condition fails to hold, then (by homogeneity) the sup in (3.1) is infinite. Thus
Step 2. We want to rewrite F † in a more useful form. To this end, we first claim that (ξ, ζ) ∈ H satisfies (3.2) if and only if (3.3)
Step 2a. First assume that (3.2) holds. Note that since (ξ, ζ) ∈ H
This follows from (3.2), since we can write (ξ
′′ ) with (ξ * , ζ ′ ) ∈ H and ζ ′′ ⊥Ḣ 1 * , so that dζ ′′ ≡ 0. Now we immediately obtain (3.3) by taking (ξ * , ζ * ) of the form (0, ζ * ) in the above inequality. Similarly, by choosing (ξ * , ζ * ) of the form ±(ζ * | Ω , ζ * ) we find that (3.5)
Since d * ζ = 0 for all ζ ∈Ḣ 1 * , we see from (3.5) that −∆ζ +1 Ω ξ = 0 as distributions, and hence from elliptic regularity that ζ ∈ H 2 loc (R 3 ) and that d * dζ + 1 Ω ξ = 0 a.e. in R 3 , so that (3.4) holds.
Step 2b. Conversely, suppose that (3.3), (3.4) hold. Clearly (3.4) implies (3.5), so for (X * , ζ
Thus (3.2) follows whenever ξ * is the restriction to Ω of some X * ∈Ḣ 1 (Λ 1 R 3 ). We next deduce from this that (3.2) holds whenever ξ * ∈ L 2 (Λ 1 Ω). We may assume that dξ * is a measure, as otherwise the right-hand side of (3.2) is infinite and there is nothing to prove. Then, given (ξ * , ζ * ), it suffices to find (X *
To do this, we start by fixing, for all ǫ sufficiently small, a
For example we may take Ψ ǫ in {x ∈ R 3 : dist(x, ∂Ω) ≤ √ ǫ} to have the form
, whereν(x) is the outer unit normal to ∂Ω at the point of ∂Ω closest to x, and d(x) is the signed distance (positive outside Ω, negative in Ω) to ∂Ω, and f ǫ is a nonnegative function with compact support in (
Next, letξ * denote some extension of ξ to an element of L 2 (Λ 1 R 3 ), and let ψ ǫ be a smooth nonnegative radially symmetric mollifier with support in B(0, ǫ/2) and such that φ ǫ − 1.
Then we define
Then the verification of (3.6) follows by a reasonably straightforward, classical argument. (See for example the proof of Lemma 13, at the end of Section 4.1, where similar computations are carried out in detail in a somewhat more complicated setting.)
Step 3. In view of (3.4), we can eliminate ξ from the expression for F † to find that
We now rewrite everything in terms of B ∈ C, and d
where the constraint set C is defined in (1.9). Second, it follows from Lemma 6 that
if (3.9) holds, and +∞ if not.
Rewriting 3.2. first characterization of the critical applied magnetic field. We next want to prove Theorem 3, which gives a necessary and sufficient condition for the vorticity of a minimizer of F to be nonzero. Recall that this criterion involves the minimizer of an energy E 0 in a space C ′ , defined in (1.15). We first establish some facts about C ′ . Given a function v defined on Ω, we use the notation 1 Ω v to denote its extension to the function, defined on R 3 , that vanishes away from Ω.
q .
Remark 6. The proof will show that
, where (−∆) −1 denotes convolution with the fundamental solution for the Laplacian on R 3 , with (−∆)
Proof.
Step 1. We first claim that if B ∈ C ′ , then (3.13)
(Recall that by definition of C ′ , this identity holds for v ∈ H 1 (Λ 1 R 3 ) such that dv = 0 in Ω.) To see this, define a diffeomorphism Ψ ǫ : R 3 → R 3 as in (3.7), (3.8), and let ψ ǫ denote a symmetric approximate identity supported in
, as ǫ → 0, and we also claim that dv ǫ = 0 in Ω. To see this, note that for any φ ∈ C 1 c (Λ 2 Ω),
, it follows that (3.14)
The definitions of Ψ ǫ and ψ ǫ imply that φ ǫ has compact support in Ω. Thus Ω dv ǫ · φ = Ω dv · φ ǫ = 0 for every ψ ∈ C 1 c (Λ 2 Ω), and it follows that dv ǫ = 0 in Ω. Then if B ∈ C ′ ,
Step 2. Now for
, so elliptic regularity and embedding theorems imply
, and in addition (3.12) holds. It is clear that supp(d
We need one more easy fact about C ′ .
Proof. Let ψ 1 = (−∆) −1 d * B, so that in view of Remark 6,
where the integration by parts is easily justified in view of the decay properties recorded in (3.12) and Remark 6. Now we give the proof of Theorem 3.
Step 1. We first assume that B * * ≤ 1 2 . Then, recalling (1.11), and recalling that dB 0 = 0, we must show that
Since B 0 and B * minimize E 0 in C and C ′ respectively, and since C ⊂ C ′ , it is clear that B * = B 0 if and only if B * ∈ C, which holds if and only if B * * ≤ 1 2 . So it suffices to check that (3.15) dd * B * + B * + H ex = 0 in Ω.
To do this, we take first variations of E 0 in C ′ to find that B * satisfies (3.16)
By Lemma 8, we may rewrite this as
where ψ = (−∆) −1 d * B * , so that dψ = B * . Then we conclude from Lemma 7 that
Step 2. Now we assume that dv 0 = 0 in Ω. We will show that in this case, E 0 (B 0 ) = E 0 (B * ). Since B * is the unique minimizer of E 0 in C ′ and B 0 ∈ C ⊂ C ′ , this implies that B 0 = B * , and hence that B * ∈ C.
First note that (3.17)
⊥ by Lemma 7. Applying this to B = B 0 and recalling that v 0 = d
(The integration by parts is easily justified using (3.12).) Using this to rewrite the definition of E 0 yields
Step 3. Next, taking B * as a test function in (3.16), we obtain
It follows that
3. From (3.16) we also have
On the other hand, again using (3.17), we compute
And by comparing this and (3.20), we find that
This, together with (3.18) and (3.19), shows that E o (B * ) = E 0 (B 0 ), completing the proof.
3.3.
an alternate characterization of the critical applied field. Our next result gives a different characterization of the critical field.
where P is defined in (2.8), and let
(Such an α 1 exists by definition of P .) Note that A 1 and hence α 1 depend on A ex . Then dv 0 = 0 if and only if
3.3.1. Theorem 9 via a splitting of F . We will give three proofs of this theorem. We first present the most direct proof, which does not use convex duality at all.
First proof of Theorem 9.
Recall from (2.
(Note that the definition (3.21) of E 1 can be rewritten E 1 (A) =F (0, A).) It is clear that
Since we are interested here in dv 0 , we may considerF instead of F . We rewritẽ
Since A 1 minimizes E 1 , (3.24)
for B as above. Given any A, let us write A = A 1 + B. Theñ
For α 1 as in the statement of the theorem, (3.25)
where the boundary terms arising from integration by parts have vanished due to the fact that α 1,N = 0. Thus
If condition (3.23) holds, then Ω (
(Ω), and thus Finally, it dv 0 = 0 then it is clear from (3.26) thatF (0, A 1 ) = E 1 (A 1 ) = min F , and and hence that A 0 = A 1 .
Theorem 9 via partial convex duality.
We next prove Theorem 9 by a duality computation that differs slightly from the one used in the proof of Theorem 2. The result of this computation is summarized in the following
and define 
It is clear from the definition that N ⊂ (ker d) ⊥ = Image(P ), and it follows that (3.29)
Proof. We will compute the convex dual of F with respect to the "v" variable only, treating A as a parameter. Thus, let ξ = A| Ω − v, and writeF (ξ; A) = F (v, A), so thatF
A short computation like that in the proof of Theorem 2 shows that
for N as defined in (3.27) . Now let
Then it is clear that − inf
as defined above, and that the infimum is attained by a unique ξ, the closest point to A in the (closed convex) set N . Recall from Lemma 6 that ξ minimizesF (·; A) if and only if it minimizesF ‡ (·; A), and moreover that min ξF (·; A) = − min ξF ‡ (·; A). Thus From the definition (2.8) of P we know that dP A 0 = dA 0 , so that
, since the definitions of N and P imply that N ⊂ (ker d)
⊥ and Image(P ) = (ker d)
In other words, dv 0 = 0 if and only if P A 0 = ξ 0 . But since ξ 0 is the closest point in N to A 0 , and hence to P A 0 , we conclude that
Next, note that A → F ‡ (A ex +A) is strictly convex in H 1 * , so that the minimizers A 0 of F ‡ and A 1 of E 1 are unique. Also, (3.29) implies that if P A ∈ N and A ′ ∈ H 1 * , then
H * . Thus any critical point A of E 1 such that P A ∈ N must also be a critical point of F ‡ , and conversely. It follows along the same lines that if dv 0 = 0 then A 0 = A 1 . Finally, recalling the definitions (3.22) of α 1 and (3.27) of N , and integrating by parts as in (3.25), we conclude that
By combining this with (3.31) and (3.32), we conclude this proof of Theorem 9.
Equivalence of Theorem 9 and Theorem 3.
In Theorem 3 and Theorem 9, we have derived two necessarily equivalent but rather different-looking necessary and sufficient conditions for the vorticity dv 0 of a minimizing pair (v 0 , A 0 ) to vanish. In this section we elucidate the connection between the auxiliary functions B * , defined in Theorem 3, and α 1 , defined in (3.23).
This can be seen as a third proof of Theorem 9.
Proof. If dv 0 = 0, then P v 0 = 0, and we have seen that A 0 = A 1 and B 0 = B * . As a result,
by Theorem 3, Lemma 7, and (1.11). Thus for every v ∈ H 1 (Λ 2 R 3 ),
Now the conclusion follows from the definitions of the norms · * and · * * , see (1.10) and (3.23).
vortex density in 3d Bose-Einstein Condensates
In this section we use the results of [4] to prove convergence as ǫ → 0 of GrossPitaevsky functional G ǫ , defined in (1.17) to the limiting G, defined in (1.22) . We also establish some results describing minimizers of G.
4.1. Γ-convergence. Our first theorem makes precise the sense in which G is a limiting functional associated to the sequence of functionals (G ǫ ) ǫ∈(0,1] . The statement of the result uses some notation that is introduced in Section 1.2.
a,m and that there exists some C > 0 such that
ρ j| Ω and pass to a subsequence if necessary, we have
(ii): lower bound inequality: There exists a sequence of numbers (κ ǫ ) such that if we assume above hypotheses and (4.2), then
The theorem states that the functionals | log ǫ| −2 (G ǫ ( · ) − κ ǫ ) converge to G in the sense of Γ-convergence, with respect to the convergence (4.2). As remarked in the introduction, Proposition 4 is a direct corollary of Theorem 12 and basic properties of Γ-convergence.
Remark 7. In fact we prove a more general result than Theorem 12, since we also allow higher rotations
In fact we show that for such Φ ǫ , if G ǫ (u ǫ ) ≤ Cg ǫ , then after passing to a subsequence,
As noted in Remark 5 in the Introduction, it easily follows that for rotations around the z axis of order | log ǫ| ≪ √ g ǫ ≪ ǫ −1 , ground states exhibit an asymptotically uniform distribution of vertical vortex lines, generalizing 2d results of [12] .
The proofs rely at certain points on Theorem 2 in [4] .
Proof of Theorem 12 and Remark 7. Let
Step 1. First we control the potentially negative term in G ǫ (u ǫ ). To do this, recall our assumption that |Φ| 2 ≤ C(a + 1). Since |ju| ≤ |u| |du|, it follows that
But (1.18) implies that a(x) = w(x) − ρ(x) + λ ≤ w(x) + λ, so it follows that
Integrating this over R 3 and recalling that u ǫ 2 2 = m, we obtain
It follows from this that (4.5)
Step
, and it follows that there
such that, after passing to a further subsequence if necessary,
. Since u ǫ = f ǫ U ǫ , one easily checks that ju ǫ = f 2 ǫ jU ǫ , and then it follows from (4.6) and the uniform convergence f 2 ǫ → ρ that j = ρv ′ in Ω ′ , and hence that v ′ = j/ρ =: v in Ω ′ , independent of Ω ′ . It also follows that the chosen subsequence is independent of Ω ′ . Let moreover
be the energy density ofH ǫ , and notice also that Ω ′ µ ǫ is uniformly bounded, so that after passing to a subsequence, we may assume that there exist a measure µ 0 Ω ′ such that µ ǫ ⇀ µ 0 weakly as measures in Ω ′ . It then follows from Theorem 2 and Remark 4 in [4] , that, in the case g ǫ ≤ C| log ǫ| 2 , µ 0 ≥ 1 2 (|v| 2 dx + |dv|), in the sense that |dv| is a Radon measure, and
In either case we deduce (using basic facts about weak convergence of measures) that (4.9) lim inf
and (4.11) lim inf
Since this holds for all Ω ′ ⊂ Ω, it follows in particular that v ∈ L 2 ρ (Λ 1 Ω) and (in case g ǫ ≤ C| log ǫ| 2 ) that dv is a measure on all of Ω with Ω ρ|dv| < ∞, nearly completing the proof of (4.2). (We still need however to prove that j is supported inΩ.)
Step 5. We next claim that
To prove (4.12), since Φ ǫ = √ g ǫ Φ and
and we only need to show that
Since ρ = 0 outside Ω, in this set we have
whence, for any compact K ⊂ R 3 , we see from (4.5) that
for any compact K. This implies that j = 0 outside Ω, so that the identity j = ρv holds in all of R 3 , finally completing the proof of (4.2), and it also implies that
for K compact. Next, due to (1.16), (1.18) and the assumption that |Φ| 2 ≤ C(a+1), we can find a compact K such that |Φ| 2 ≤ Cw outside of K, so that (arguing as in Step 1)
It follows from this and Step 1 that
By combining these inequalities, we obtain the claim (4.12).
Step 6. We now complete the proof of the lower bound inequality. Note that, by combining (4.12) with (4.10) and recalling (4.7), we find that, in case g ǫ ≤ C| log ǫ| 2 , lim inf
for any open Ω ′ compactly contained in Ω. Taking the supremum over all such Ω ′ , we obtain (4.3) with κ ǫ = G ǫ (f ǫ ). Analogously, in case | log ǫ| 2 ≪ g ǫ ≪ ǫ −2 , using (4.11) in place of (4.10) we obtain the lower bound part in (4.4)
Step 7. Let us prove the upper bound inequality in case g ǫ ≤ C| log ǫ| 2 . The proof in the case | log ǫ| 2 ≪ g ǫ ≪ ǫ −2 follows the same lines and hence is omitted. We will use the following lemma.
and that dv is a locally finite measure with
The proof is given at the end of this section. Now we use the lemma to complete the proof of the theorem. .7), and recalling that Φ ǫ = | log ǫ|Φ, we have
The second term on the right-hand side converges to R 3 χρΦ · v δ = R 3 ρΦ · v δ as ǫ → 0. The proof of this statement is like that of (4.12), but easier. We break the other term into two pieces. The first is
Then, since supp(ρ) ⊂Ω ⊂⊂ B R , it follows from (4.14) and the uniform convergence f
And from properties of χ and exponential smallness of f ǫ outside of B R , it easily follows that H ǫ (χU δ ǫ ′ ; R 3 \ B R ) → 0 as ǫ → 0. By combining the above inequalities, we find that lim sup
Note also that
Conclusion (iii) now follows by setting u ǫ := u δ(ǫ) ǫ for δ(ǫ) converging to 0 sufficiently slowly.
We conclude this section with the proof of the approximation lemma used above.
Proof of Lemma 13. We introduce some auxiliary functions. First, for r ∈ (0, 1], let Ω r := {x ∈ R 3 : dist(x, Ω) < r}, Ω −r := {x ∈ Ω : dist(x, ∂Ω) > r}.
Next, for sufficiently small σ > 0, let Ψ σ : Ω σ → Ω be the W 1,∞ diffeomorphism given by
whereν(x) is the outer unit normal to ∂Ω at the point of ∂Ω closest to x, and d(x) is the signed distance (positive outside Ω, negative in Ω) to ∂Ω. Note that
where I denotes the identity matrix. In addition, ρ(Ψ σ (x)) ≥ ρ(x) for all x, whenever σ is sufficiently small, since Dρ(y) = −c(y)ν(y) for y ∈ ∂Ω, with c(y) ≥ c > 0 for all y, by (1.21). Next, let χ σ ∈ C ∞ c (R 3 ) be a nonnegative function such that χ σ = 1 in Ω σ/4 and χ σ has compact support in Ω 3σ/4 . Finally, for τ ∈ (0, 1] let η τ be a smooth nonnegative even mollifier with supported in B(0, τ ) with η τ = 1.
We define
, where τ, σ will be fixed below. Here Ψ # σ v denotes the pullback of v by Ψ σ , which is a one-form on Ω σ , and the product
, so that the convolution in the definition of v δ makes sense. Indeed, (4.15) implies that |Ψ
)| for all x, so that by a change of variables,
The final estimate follows from the v ∈ L 2 ρ , as well as the fact that ρ is bounded away from 0 in Ψ σ (Ω 3σ/4 ), since this set is compactly contained in Ω.
We will take τ < σ/4, so that
The definition of Ψ σ implies that Ψ # σ v−v = 0 if dist(x, R 3 \Ω) > σ, and |Ψ # σ v−v| ≤ C|v|, so that the second term on the right-hand side tends to 0 as σ → 0, by the dominated convergence theorem, and can be made less than δ/2 by choosing σ appropriately. Then we can clearly make the first term on the right-hand side less than δ/2 by taking τ smaller if necessary.
To estimate ρ|dv δ |, we consider the action of dv δ on some φ ∈ C ∞ c (Λ 2 Ω). Exactly as in (3.14), we can rewrite
is smooth, and thus continuous,
where the right-hand side indicates the integral of the continuous function ⋆(Ψ −1 σ ) # (· · · ) with respect to the measure dv. It follows that
And for
ρ . sup
We insist that σ < 1/16 (in addition to other smallness conditions), so that in
In this set, then,
By taking τ small enough, we can make Cτ /ρ(y) as small as we like in the set Ω −σ , where ρ ≥ cσ. Thus by taking τ still smaller, if necessary, we can guarantee that the right-hand side of (4.16) is bounded by (1 + δ) φ ∞ . Inserting this into the above estimates, we conclude that
, and hence that v δ satisfies (4.13).
4.2. a dual problem and critical forcing. In this section we give the proof of Theorem 5. We will use notation introduced in Section 1.2.
Proof of Theorem 5. 1. We first formulate a dual problem. Let
It is clear that if (v + Φ, w) ρ − 1 2 Ω ρ|dw| > 0 for any w, then the supremum on the right-hand side above is unbounded, so we conclude that
Then it follows from basic facts about duality, see Lemma 6 , that the unique min-
ρ is also the unique minimizer of
2. We next rewrite the dual problem. It is immediate from the definition (4.17)
Observe further that, by stationarity of (1.22) with respect to variations t → e t v 0 around t = 0 we obtain 
further remarks
5.1. symmetry reduction. In the presence of rotational symmetry, the functionals we study in this paper reduce to simpler 2-dimensional models. We discuss this first for the functional G, defined in (1.22), arising in case of Bose-Einstein condensates. We set G red (w) = +∞ if dw is not a Radon measure inΩ or if rρ is not |dw|-integrable.
As noted in the introduction, G red is exactly a (weighted) version of a functional that has been studied in the context of image denoising, see for example [23, 7] .
Proof. 1. Let R α : R 3 → R 3 denote rotation by an angle α around the x 3 axis. Equivalently, in cylindrical coordinates, R α is the map (r, θ, z) → (r, θ +α, z). Then our assumptions imply that of w, we conclude that, formally, vortex curves have the form "θ = constant, w = constant" (at least for regular values of w). Thus in the reduced 2d model, we interpret level sets of a minimizer w 0 , or more precisely sets of the form ∂{(r, z) : w 0 (r, z) > t}, as representing vortex curves.
For similar reasons, one should think of the "vorticity measure " as being given by ∇ ⊥ w 0 , rather than ∇w 0 .
Similarly, we have We omit the proof, which is extremely similar to that of Lemma 14.
5.2. contact curves and vortex curves. It is interesting to ask whether one can define a useful analog of the "contact set" (as normally defined for classical obstacle problems) for the variational problems with nonlocal constraints formulated in Theorems 2 and 5. We address this question first for Bose-Einstein condensates in the presence of rotational symmetry, as discussed immediately above. Thus, we assume that w 0 :Ω → R minimizes the functional (5.4) subject to the constraint (5.5). An approximation argument starting from (5.5) shows that if E is a set of locally finite perimeter inΩ, then
We say that ∂E is a contact curve if equality holds in the above (where ∂E should be understood as the 1-dimensional set that carries |∇1 E |).
Lemma 16. For a.e. t, ∂{w 0 > t} is a contact curve.
As argued in Remark 9, it is natural to interpret ∂{w 0 > t} as a "vortex curve", so the Lemma states, heuristically, that every vortex curve for w 0 is also a contact curve.
Proof. By using rotational symmetry to reduce (1.28) to the (r, z) variables, or by using the fact that 0 = The proof is exactly like that of Lemma 16, except that (5.9), (5.10) are substituted for the coarea formula. Then (5.11) follows immediately from the fact that β 0 satisfies (1.26), and the last assertion us a consequence of (1.28) .
A version of Lemma 17 could be formulated for the functional F arising in the description of superconductivity and the associated contained variational problem described in Theorem 2, using a measurable decomposition (5.9), (5.10) of the vorticity dv 0 to deduce from (1.12) a precise form of the assertion that every (generalized) vortex curve is a (generalized) contact curve.
It would presumably be rather easy to adapt results of [27] to the closely related situations considered here, to obtain concrete descriptions of extr Z, or the corresponding objects relevant for superconductivity, although we are not sure that this would add much insight. It would also be interesting to know whether, if we consider the model case of uniform rotation about the z axis (for Bose-Einstein) or a constant applied magnetic field (for Ginzburg-Landau), the complexities sketched above do not in fact occur, and the vortex curves and contact curves for minimizers can in fact be identified with curves of finite length; this seems likely to us to be the case.
