We propose an approach to the timing of markdowns over a finite time horizon that does not require the precise knowledge of the underlying probabilities, instead relying on range forecasts for the arrival rates of the demand processes, and that captures the degree of the manager's risk aversion through intuitive budget of uncertainty functions. These budget functions bound the cumulative deviation of the arrival rates from their nominal values over the lengths of time for which a product is offered at a given price. A key issue is that using lengths of time as decision variables introduces non-convexities when budget functions are strictly concave; concavity is a common assumption in the robust optimization literature and therefore must be incorporated in a tractable manner. In the single-product case, we describe a tractable and intuitive framework to incorporate uncertainty on customers' arrival rates, formulate the resulting robust optimization model, describe an efficient procedure to compute the optimal sale times, and provide theoretical insights. We then describe how to use the solution of the static robust optimization model to implement a dynamic markdown policy. We also extend the robust optimization approach to multiple products and suggest the idea of constraint aggregation to preserve performance in robust revenue management for this type of problem structure. Numerical results are very encouraging.
Introduction
We analyze the problem of determining optimal sale times for products subject to demand uncertainty over a finite time horizon. Taking an example from Gallego and van Ryzin [9] , consider a fashion retailer that is unleashing a new line of clothing. The entire production process takes from six to eight months to complete, yet the firm plans to sell the entire inventory in as little as nine weeks. Because this is a new line, little is known about customer response to the price. The company has no resupply option during the sales season and products left over at the end of the time horizon have no resale value. Demand is uncertain but is influenced by price, and the merchandise manager must adjust the price throughout the selling season to maximize revenue. In [9] , Gallego and van Ryzin show that pricing policies that aim to run out of stock do not necessarily maximize revenue. Also, they prove that a unique price change is an asymptotically optimal policy as the volume of sales increases using dynamic programming.
Feng and Gallego [8] show that it is optimal to set and adjust prices as soon as the time-to-go falls below a threshold that depends on the number of items currently in stock. That work assumes a Poisson process for the demands at each price point, and prices are defined to fall within a finite set for easier implementation.
Also using dynamic programming, they show the importance of the timing of the markdown, and argue that an early near-optimal markdown typically results in higher revenues than a late, but optimal markdown. In some situations, dynamic programming might lead to policies that frequently change prices, which makes it difficult to segment the market and could confuse potential customers regarding the quality of the product.
Also, retailers often wish to put multiple items on sale at the same time in order to entice customers to visit various stores. Despite different demand forecasts for different products at different store locations, the merchandise manager must decide on the optimal time to begin the sale and on a single optimal price to offer each product at across all locations. Because of its use of dynamic programming, the model in [8] faces tractability issues when extended to the multi-product, multi-location case.
The reader is referred to Phillips [12] and Elmaghraby and Keskinocak [7] for an overview of markdown management and of the basics of pricing optimization and a classification of the vast amount of existing literature dating back to Whitin's work in 1955 [13] . Further, the reader is referred to Bitran and Caldentey [5] for a survey on dynamic pricing models in a revenue management context. More recently, Bertsimas and Perakis [3] present an optimization approach to dynamically setting prices to maximizing revenue in both competitive and non-competitive settings, and suggest that a decision-maker does better by incorporating realized demand information as time evolves into the policy. Adida and Perakis [1] study a robust optimization approach to dynamic pricing in a multiple product setting under demand uncertainty, highlight the difficulties of computing the optimal pricing policy over a given time horizon, and suggest methods of keeping the formulation tractable. Robust optimization is a methodology to handle uncertainty where the decision-maker optimizes the worst-case objective, with the worst case measured over a set centered at the nominal value of the uncertain parameters. In line with Bertsimas and Sim [4] , the size of the uncertainty set is determined by a non-negative parameter called the budget of uncertainty; the higher the budget, the bigger the set and the worse the objective. The robust optimization literature up to 2008 is reviewed in Bertsimas et. al. [2] .
In this paper, we argue that robust optimization is well-suited for the problem of optimizing sale times under demand uncertainty because it offers intuitive modeling techniques as well as tractable formulations that can be solved efficiently. Our approach differs from the other frameworks available in the literature because we focus on applying robust optimization to timing decisions rather than prices. In our framework, the manager selects prices from an available menu (for instance offering a 10%, 25% and 40% discount); most importantly, he decides when to implement the price changes. Our modeling framework thus requires us to apply robust optimization techniques at the level of demand rates rather than the demand itself (since demand at a given price depends on how long the item is offered at that price), which creates new challenges in developing tractable robust formulations. (The reader familiar with robust optimization will notice that the ability to determine sale times makes the arguments of the budget-of-uncertainty function become decision variables and hence create non-linearities. This will be elaborated upon below.)
A possible disadvantage of traditional robust optimization is that the optimal policy is static, in the sense that it does not incorporate new information over time, so that the model must be resolved to capture changes in inventory. As argued in Bitran and Caldentey [5] , the rapid evolution of information technologies and the corresponding growth of the Internet and e-commerce makes a static assumption potentially costly to decision-makers. In today's markets, it is possible to collect valuable information about demand, inventory levels, competitors' strategies, and to process it in real time. In such settings, decision-makers should react dynamically to changes in the marketplace. We explain how to use robust optimization to determine the optimal parameters of such policies in the setting at hand.
Contributions.
• We model uncertainty on the arrival rates of the demand processes through range forecasts and capture the manager's risk aversion through a "budget of uncertainty" function, which limits the cumulative deviation of the arrival rates from their mean and is determined by the decision-maker.
• In the nominal case and in the case where the budget of uncertainty function is linear in time, we provide closed-form solutions for the optimal sale time in the single-product case.
• In the case where the budget of uncertainty is concave and increasing, again for a single product, we derive a mixed-integer problem (MIP) that approximates the robust non-convex formulation.
• We develop a policy about the optimal time to put products on sale, which depends on both the number of items unsold and on the time-to-go, and use our robust optimization model to determine its parameters.
• We extend our analysis to the case of multiple products. In particular, we present the idea of constraint aggregation to maintain the performance of robust optimization for that problem structure.
• We provide numerical experiments to test the performance of the robust optimization approaches described in this paper.
Outline. We study the robust markdown problem in the case of a single product in Section 2 and provide the extension to multiple products in Section 3. Section 4 contains concluding remarks.
The Single-Product Case
We use the following notation, in line with Feng and Gallego [8] :
length of the time horizon, I: number of possible markdowns,
number of items initially in inventory,
arrival rate of demand at price p i ,
We will assume that demand at a given price depends on the length of time for which the item is offered at that price, but not on the start and end times themselves. This is in line with the assumption of Poisson process in the stochastic literature.
One sale time

Problem setup
Consider the case where the decision-maker has one possible sale time, s ∈ [0, T ]. Let p 1 , resp. p 2 , be the price before, resp. after the item is put on sale. In the stochastic version of this problem, the arrival rates λ 1 and λ 2 are assumed constant, and the random arrival process at price p 1 , resp. p 2 , satisfies:
The robust optimization approach incorporates uncertainty on the demand processes by modeling the arrival rates as uncertain. Specifically, the arrival rate at time τ of the first process, denoted by λ 1 (τ ), belongs to the range forecast
, where λ 1 is the nominal value of the arrival rate and λ 1 is the half-width of its confidence interval, with λ 1 < λ 1 . This can be rewritten using the scaled deviations z 1 (τ ):
with |z 1 (τ )| ≤ 1 for all τ ≤ s. We assume that the instantaneous scaled deviation z 1 (τ ) are independent of each other, which corresponds to a situation where customers do not exchange information over a product once the season has started. To limit the degree of conservatism of the solution, we bound the cumulative scaled deviation of the arrival process from its mean:
where Γ : [0, T ] → R + is a concave, increasing function called the budget of uncertainty function, such that Γ(0) = 0 and Γ(s) ≤ s for all 0 ≤ s ≤ T . This function is increasing because longer time periods create more uncertainty, and concave because independent sources of uncertainty tend to cancel each other out over time, in the spirit of the law of large numbers.
Furthermore, the uncertain cumulative demand at full price p 1 , given that the sale begins at time s, is given by:
Reinjecting Eq. (1) yields:
with z 1 ∈ Z 1 where Z 1 is defined by:
Similarly, the cumulative demand at sale price p 2 , given that the sale begins at time s, is given by:
with λ 2 < λ 2 and z 2 ∈ Z 2 where Z 2 is defined by:
The robust problem is then given by:
with N 1 (s) and N 2 (T − s) defined by Eqs (2) and (4), respectively, and Z 1 and Z 2 defined by Eqs (3) and (5), respectively. Notice that the nominal problem is a special case of the robust problem, where Γ(s) = 0 for all s.
Theorem 2.1 (Robust Markdown Problem)
The robust problem (6) is equivalent to:
with
. In particular, the worst-case revenue is achieved when demand in the first stage is lower than its nominal value.
Proof. The worst-case revenue in the second stage is always achieved when demand is less than its nominal value. (This is because the coefficient in front of N 2 (T − s) is positive.) Furthermore, we note that
} by adding and subtracting p 2 min{K, N 1 (s)} and rearranging terms. We conclude by using that p 2 < p 1 .
2
We now characterize the optimal timing decision. We assume that N − 1 (T ) < K, i.e., the worst-case demand at the high price is less than the total number of items initially in inventory. If this assumption is not satisfied, it is never optimal to have a sale since demand is so high that there will not be enough items to satisfy the worst-case demand at full price, and the problem becomes trivial. (ii) If it does have a solution, then this solution is unique and the optimal revenue is the maximum between
, which corresponds to the no-sale case, p 2 N − 2 (T ), which corresponds to the immediate-sale case, and (7) can be rewritten as: 
which is a convex function because the budget of uncertainty function is concave. Hence, the maximum over that set of s values is also achieved when N
We now analyze the equation
The left-hand-side expression is again a convex function, so the equation has at most two solutions. But the extreme values of the left-hand-side expression are N 2
We now compare the optimal sale times in the nominal and robust models. We say that it is optimal to put a product on sale when the sale time is strictly between 0 and T.
Corollary 2.3
If it is optimal to put the items on sale both in the nominal and the robust frameworks, then the sale in the robust framework occurs earlier than in the nominal framework.
Proof. Assume a sale before the end of the time horizon occurs in both models, at s in the nominal framework and at s * in the robust framework. s and s * satisfy, respectively:
and:
Subtracting Eq. (9) from Eq. (10) yields:
It follows from λ 1 < λ 2 and the positivity of the term between straight brackets that s * < s. 2
The above result is particularly valuable for practitioners who might not consider putting items on sale before a certain amount of time has elapsed in the selling season. Corollary 2.3 shows that the decision-maker averse to demand ambiguity should be prepared to put items on sale earlier than his ambiguity-neutral counterpart.
Example 1.
If the budget of uncertainty function is linear in time, i.e., Γ(s) = α s for some α ∈ (0, 1), we have:
which belongs to [0, T ] if and only if either:
or:
The robust approach is then equivalent to the nominal approach with the same number of items initially in inventory but lower arrival rates λ 1 − λ 1 α and λ 2 − λ 2 α.
If, in addition, the half-widths of the range forecasts are proportional to the nominal values of the arrival rates, i.e., λ 1 = δ λ 1 and λ 2 = δ λ 2 for some δ ∈ (0, 1), we have:
i.e., the robust approach is then also equivalent to the nominal approach with the same arrival rates but a higher number of items initially in inventory. Furthermore, the higher the aversion to ambiguity, the earlier the sale (i.e., s * decreases as α increases.)
Numerical Experiments
The goal of the numerical experiments is to investigate the benefits of implementing the robust framework rather than the nominal one. We will assume budgets that are linear in time for this study, i.e, Γ(s) = αs for some α ∈ (0, 1). This choice is motivated by the ease of the implementation of the robust optimization approach in that case.
As a simple example, consider the problem where a decision-maker must decide on the optimal time to markdown price from p 1 = $10 to p 2 = $9 (or 10%) at any point during a 5-month selling season.
He has established that the demand at each price belongs to the intervals
and
respectively, with λ 1 = 90, λ 2 = 120, K = 500 and δ 1 = δ 2 = δ = 0.2. In the nominal problem, it is optimal to begin the sale at s = 10/3, a time that will sell as many items as possible at the higher initial price, and will sell all items in inventory. As we have just shown, in the robust optimization approach, it is optimal to begin the sale at some time s * (α) < s. For each value α = (0, 1) in increments of 0.1, we run 10,000 simulations for i.i.d. demands obeying a Normal, Triangular, and Uniform distributions.
For example, we simulate independent Normal distribution with means (λ 1 , λ 2 ), and standard deviations δλ 1 /2, δλ 2 /2 , respectively. We then calibrate the parameters for the Triangular and Uniform distributions such that the standard deviations are equal across all three. Table 1 and Figures 1 and 2 illustrate the performance of our approach. Table 1 But we also find that a risk-averse investor sometimes achieves both higher revenue and lower risk, e.g., the 
I-price Problem, I>2
We now investigate the case with multiple sale times, corresponding to multiple potential discounts. The decision-maker never increases prices during the selling season. Possible sale prices are ranked in decreasing order and considered in that order during the selling season, i.e., p 1 > · · · > p I , with p 1 the price offered when the season begins (t = 0). s i is the time where the price switches from p i−1 to p i . Note that there will be I − 1 sale times, since there are I prices. Let λ i = δ i λ i for some δ i ∈ (0, 1) be the arrival rate of the demand when the item is priced at p i , for all i = 1, . . . , I. We restrict δ i such that 
, the worst-case demand at the higher price p i is lower than the worst-case demand at the next possible price p i+1 ; otherwise, there is no incentive to price at p i+1 . For completeness, let s 0 = 0
Robust model. The robust optimization problem will determine how many items to offer at each price point, assuming that the demand takes its worst case value (within the uncertainty set) in each case and while respecting the inventory constraint. This is expressed mathematically as follows:
We do not need to impose constraints on s i since they will be implicitly enforced by the fact that the x i are non-negative and cannot exceed the worst-case demand.
An important observation is that Problem (12) is linear if the budgets of uncertainty are linear in time, but non-linear and non-convex if the budgets are concave. Therefore, we will distinguish between linear and non-linear budgets to investigate the tractability our approach.
Linear Budget of Uncertainty
The result below provides an important structural property of the optimal sale prices. Note that it also holds for the nominal problem, which is a special case of the robust formulation where the linear budgets are set to zero.
Theorem 2.4 (One Sale Time)
We always have at most one sale time when the budgets of uncertainty are linear in time. Thus, we always have at most two positive x i .
Proof: By contradiction using Problem (12) , which is a linear programming problem in this case. There are 2I − 1 decision variables and 2I + 1 constraints. Thus, 2I − 1 constraints among 2I + 1 must be tight in order to have a basic feasible solution, leaving two non-binding constraints. Let n be the number of x i that are strictly positive at optimality; hence, I − n of the x i are zero (there are I − n tight sign constraints), so there must be 2I − 1 − (I − n) = I + n − 1 non-sign constraints that are tight at optimality. But there are only I + 1 such constraints. Therefore, we must have I + n − 1 ≤ I + 1, i.e., n ≤ 2. Note that if two x i are not tight and the other I − 2 are tight, we have exactly one sale time; if only one x i is strictly positive and the other I − 1 are zero, all inventory is sold at one price and there is either no sale or an immediate sale. 2 Theorem 2.4 shows that the robust optimization approach with linear budgets of uncertainty reduces to a one-sale model, but the prices implemented before and after the sale must now be determined by a linear programming problem rather than being known in advance.
Example 2. Following Example 1, let Γ(s) = α s for some α ∈ (0, 1). We will make two assumptions:
(1) the δ i parameters are constant, such that the half-widths of the range forecasts are proportional to the nominal values of the arrival rates, λ i = δ λ i , for all i, and (2) λ → p(λ) λ is concave in λ. This arises for instance when the arrival rates are linear in the prices. (Note that arrival rates increase when prices decrease.)
We define i 0 as the greatest index i such that
Sets L and H are often termed abundant capacity and scarce capacity, respectively, in the existing literature (see Bitran and Caldentey [5] ).
Theorem 2.5 (Special case)
Under the concavity and proportionality assumptions above, and for linear budgets of uncertainty:
(i) If it is optimal to put items on sale strictly within the selling season, it is optimal to first charge customers p i 0 , and put items on sale at price p i 0 +1 and time
(ii) As the uncertainty parameter δ or the risk aversion parameter α increases, both the full price and the sale price decrease.
Proof: (i) Let 1 ≤ a < b ≤ I. If one sale time exists in (0, T ), let p a , p b represent the prices at which items are sold before and after the optimal sale time, respectively. We know from Example 1 that:
Again, the robust approach is then equivalent to the nominal approach with the same arrival rates but a higher number of items initially in inventory. The optimal objective is:
that is:
Presolve for the indices i * ∈ L ∪ H that achieves max p i * λ i * .
If i * ∈ L (if there exists multiple i * , we only need one of them to belong to L), then the problem is trivial as it is optimal to sell all items at this price. There will be no sale within (0, T ).
If i * ∈ H, there is a tradeoff between being able to sell items at a slower rate λ l but at a higher price p l before the optimal sale time, and at a relatively higher rate λ h but at a lower price p h after the optimal sale time. In this case, the optimal a and b indices are such that a ∈ L and b ∈ H.
Then maximizing Eq. (13) in a ∈ {1, . . . , i 0 } yields a = 1 due to the non-increasing property of the slope of concave functions. We then maximize Eq. (13) over b. Note that Eq. (13) can be rewritten as:
It is straightforward to prove that, if λ → p(λ) λ is concave in λ, then 1/λ → p(λ) is concave as well.
Therefore, the objective decreases in b and the optimal b is b = i 0 + 1.
(ii) follows immediately from the fact that i 0 increases as δ α increases. 2
Concave Budget of Uncertainty
We now investigate the case where the budget of uncertainty function is non-linear in time. Throughout this section, we will assume for clarity that the budget is of the form: Γ(s) = αs β , for some α > 0, β ∈ (0, 1), but the approach can be extended easily to more general concave functions. (For s ≤ 1, we further enforce that Γ(s) ≤ s since the budget can never grow faster than time.) The concave budget is motivated by the law of large numbers in statistics, which states, in essence, that independent random variables tend to cancel each other out when considered additively (because some will be higher than their expected value and some will be lower), so the decision-maker does not need to protect himself against all of them taking their worst-case value to maintain good risk protection. The concavity comes from the fact that this behavior is more likely to be observed as the number of independent random variables increases. (Also see Bertsimas and Sim [4] for further motivation regarding the use of squared-root functions for the budget of uncertainty).
Concave budgets of uncertainty turn Problem (12) into a non-linear, non-convex problem, which significantly increases its difficulty and hinders our ability to solve this problem to global optimality. Therefore, we study a piecewise linear approximation to the concave budget function, which we will reformulate as a mixed-integer problem using binary variables. We can then solve the robust optimization problem using commercial mixed-integer programming solvers.
We first consider an inner approximation to the budget of uncertainty function, i.e., we approximate the function from below. This makes the feasible set of Problem (12) smaller and therefore allows us to obtain a lower bound on the optimal revenue, in line with the decision-maker's conservative attitude toward uncertainty. (The approach can also be applied to construct outer approximations to the budget curve using information on the tangent at given points, which is useful to assess the quality of the approximation.) Let J 
∀i,
where M is an arbitrarily large number.
Proof: This follows from a straightforward use of binary variables. At optimality, the u ij variable will be equal to 1 if s i −s i−1 belongs to [J vec j−1 , J vec j ] (with j ≥ 1), in which case we must have
The following theorem shows that the one-sale property derived in the case of a linear budget of uncertainty is preserved in the case of piecewise linear approximations.
Theorem 2.7 (One Sale Time)
When the budget of uncertainty is piecewise linear in time, there exists an optimal solution with at most one sale time in (0, T ) and therefore with at most two positive x i .
Proof: For any vector u given -and in particular u when its elements are set to their optimal binary values -the problem simplifies to the case with linear budgets of uncertainty, for which we have seen in Theorem 2.4 that there exists at most one sale time in (0, T ). 2
Observation. In the linear case, introducing uncertainty caused a risk-averse decision-maker to start the sale earlier in the selling season. In the non-linear case, however, the problem is more challenging because the manager faces two competing incentives: he can (1) put items on sale earlier, as before, or (2) expand the length of the selling period at the high price because the budget of uncertainty grows at a decreasing rate.
When δ i is small, the benefit of selling items at one particular price is smaller, and the risk of not selling the entire inventory (compared to the nominal case) is smaller because the worst-case demand rates are closer to the nominal value. In this case, the length of time at which it is optimal to sell items at the lower p b tends to be shorter, allowing more items to be sold at the higher p a . As δ i increases further, however, there is greater incentive to sacrifice sales at p a to ensure all inventory is sold.
A disadvantage of this formulation is that it requires a large number of binary variables for realistic approximations of the budget of uncertainty function over time. Therefore, we describe below a procedure designed to eliminate unnecessary constraints and binary variables, in order to keep the problem tractable.
Simplification. We now describe how to take advantage of the structure of the problem, in order to eliminate unnecessary constraints and binary variables when possible. This allows the decision-maker to find the optimal sale schedule more quickly than by solving the full problem. We will assume again that δ i = δ ∀i, although the approach can be extended to non-constant δ i by resolving when the ranking in the p i λ i (1 − δ i ) changes due to increases in the δ i .
because the arrival rates increase as prices decrease, there exists an index i 0 such that L = {1, . . . , i 0 } and
The procedure has the following steps:
1. Presolve for the index i * ∈ L ∪ H that achieves max p i * λ i * . If i * ∈ L, we can sell all items at the high price p i * and do not need to put the items on sale, in which case we can stop. (Again, if there exists multiple i * , we only need to have one in L for this to apply.) Otherwise, proceed to Step 2.
2. Solve the nominal problem and let p a and p b represent the prices at which the decision-maker sells items before and after the optimal sale time respectively. Also denote the optimal sale time in the nominal problem as s, and the remaining time horizon as T − s.
3. Pick any h ∈ H and determine the smallest index j * h for the budget of uncertainty function evaluated at s h − s h−1 , such that λ h is high enough to sell total inventory if segment j * h is binding. (Because t → λ h [t − δΓ(t)] is increasing convex and piecewise linear in t, it exceeds the threshold K for all pieces with index greater than or equal to j * h .) We include a constraint of the type
. In other words, we remove the constraints that have no chance to be binding, for price index h ∈ H. In addition, from knowing j * h , we derive the smallest time period t * h for which this piece represents the budget of uncertainty function. We must have s h − s h−1 ≥ t * h .
4. Similarly, pick any l ∈ L and determine the greatest index j * l for the budget of uncertainty function evaluated at s l − s l−1 , such that λ l is not high enough to sell total inventory if segment j * l is binding. Again, we remove the constraints that have no chance to be binding, this time for price index l ∈ L. Obtain the corresponding greatest time period t * l for which that piece represents the budget of uncertainty function. We must have s l − s l−1 ≤ t * l .
5. In addition, we know it is never optimal to sell items at a high price above the high price p a obtained in the nominal model, because in that case we would not sell all items (since demand in the robust model is even lower), which would contradict the fact that i * ∈ H above. Therefore, we can discard decision variables x 1 to x a−1 .
Optimality Bounds. The MIP model above uses an inner approximation to the budget of uncertainty, i.e., the piecewise linear segments fall under the curve, implying less uncertainty in the model than what the non-linear budget function would plan for. It is also possible to use the same framework for an outer approximation of the budget of uncertainty function, where the segments fall above the curve, and are defined by the slope of the concave budget at each point j in J vec . By solving the MIP using lower and upper piecewise approximations to the budget of uncertainty, we are able to derive lower and upper bounds on the optimal objective in the robust optimization framework. Approximations with more pieces will be closer to the non-linear curve, thus narrowing down the optimality gap until it falls below a prespecified tolerance.
Numerical Experiments
The goals of these numerical experiments are twofold: (1) to compare the performance of a decision-maker using a linear and a concave budget of uncertainty function (or approximation to it), and (2) to illustrate the performance of the simplifying procedure leading to smaller MIPs.
We assume a 5-month selling season (T = 5), with 5 possible markdowns (specifically, 10%, 20%, 30%, 40%, or 50%) from the initial price of $100. Table 2 summarizes our findings. Notice that the expected revenues of the two robust models are now very close to each other, as was expected due to the small difference in optimal policies. In both the robust linear case and the MIP approximation to the concave budget, the left tail of the revenue distribution has been shifted to the right, as indicated by the higher values of the 1 st and 5 th percentiles. Although standard deviation has increased, this is in fact due to an increase in upside risk, i.e., "good risk". This is an unexpected side-effect of the robust optimization approach. Intuitively, this is due to the fact that we spend more time offering the item at the sale price than in the nominal model, and that the full and sale prices remain the same across all three models; since there are more people willing to buy the item at reduced price than at the regular price, the manager can then capture more demand from that segment of the market.
An increase in upside risk (high percentile values of the revenue distribution) would be harder to achieve if the uncertainty or risk aversion had been large enough to make the robust optimal prices strictly decrease compared to their nominal counterpart.
Additional numerical experiments (not shown here) suggest that the qualitative relationship between the three models described above holds across all values of α, β, and δ as long as these parameters are calibrated to reflect similar levels of uncertainty as described above. Therefore, besides the obvious case where the decision-maker strongly believes that the budget of uncertainty function should be strictly concave rather than linear, the piecewise linear approximation is most useful when we cannot find α L ∈ (0, 1) using the 
procedure we have described. This happens when α N L (s * ) β−1 > 1, which corresponds to a very risk-averse decision-maker (high α N L or high β, provided that s * > 1).
To assess the practical benefits of the simplification, we use the numerical setup from the experiments above and solve both the robust problem and the heuristic for δ increasing from 0 to 0.5 in steps of 0.1. We approximate the concave budget using 5 segments, connecting the integer points on the curve between the present time t = 0 and the end of time horizon T = 5. We compare performance in Table 3 , where we report the number of MIP iterations and branch-and-bound nodes for each approach. Note that the simplified model involves solving the nominal problem first, but for our setting the complexity of doing so is negligible and left unreported. Additional numerical experiments, unreported here,
show that even if we use only two segments in the piecewise linear approximation of the budget of uncertainty, we find approximately a three-fold drop in the number of iterations and nodes necessary to solve our problem.
Dynamic Policy
A disadvantage of traditional robust optimization is that the optimal policy is static, i.e., it does not incorporate new information as it is realized and the problem must simply be resolved as conditions change. As argued in Bitran and Caldentey [5] , the rapid evolution of information technologies and the corresponding growth of the Internet and E-commerce make a static assumption potentially costly to a decision-maker. In many markets today, it is possible to collect valuable information (about demand, inventory levels, competitors' strategies, etc.) and process it in real time; in such settings, decision-makers should react dynamically to changes in the marketplace based on realized uncertainty over time. In the remainder of this section, we define a policy about the time we put items on sale based on the results of the robust optimization approach;
we then compare the performance of the dynamic policy to the solution of the robust static model above.
We wish to compare the static robust solution with a robust dynamic policy, both assuming a MIP approximation to a concave budget of uncertainty. For this approach, let T r (t) and K r (t) be the time and the inventory remaining at time t, respectively. At each time, we decide whether to continue to sell items at the current price or mark them down, as a function of T r (t) and K r (t). As time t passes, we update our model to account for realized demand. The high-level idea is to decide on a policy structure beforehand, for instance, putting items on sale when the ratio of remaining inventory to remaining time exceeds a threshold, and then determine the threshold based on the previous robust optimization analysis. To clarify the setup, we focus on the following example.
Example with 2 prices. Consider the problem where a decision-maker must decide on the optimal time to markdown price from p 1 = $10 to p 2 = $9 (i.e., by 10%) at the beginning of any week during a 5-month selling season. He has established that the demand rates at each price point belong to the intervals 
respectively. The time unit can be altered to whatever time interval the decisionmaker desires. In this case, we define the weekly robust problem as the problem resulting from a MIP approximation of a budget of uncertainty that is non-linear in time, i.e., Γ(s) = αs β , for some α, β ∈ (0, 1).
In the linear budget of uncertainty case, our policy will be to markdown the price from p 1 to p 2 as soon as K r (t) T r (t) exceed a threshold determined by the optimal s * of the static problem. Since T r (t) = T − s * and K r (t) = N − 2 (T − s * ) by definition of s * , the threshold in this case does not explicitly depend on s * and instead is equal to (1 − α L δ)λ 2 . For the concave budget of uncertainty, we use a piecewise linear approximation; specifically, if J vec j = (0, 4, T 2 , T ) (because our units are weeks, 4 refers to the first four weeks of the selling season), the first segment is used to determine the policy J vec
, which is motivated by the assumption that uncertainty cannot grow faster than time as above; the second segment is used when 4 ≤ s i − s i−1 < T 2 , and the third segment is used when T 2 ≤ s i − s i−1 < T . If the T r (t) and K r (t) cross the corresponding threshold determined by our dynamic policy, then it is optimal to markdown the price from p 1 to p 2 . These numbers have been selected for illustrative purposes, but it is straightforward to make the time step as small as desired.
As above in the linear robust case, let δ = 0.2 and α L = 0.3. For the MIP approximation, let δ = 0.2, β = 0.5 and α N L = 0.47. We know that the optimal sale time in the static nominal problem is s = 40/3 ≈ 13.33 weeks. Solving the robust model in the linear and MIP cases gives the optimal sale time in the static robust models, which are s * = 9.08 weeks and s * = 11.83 weeks, respectively. We wish to compare these three static solutions to our dynamic models. We consider a nominal and robust model for both the linear and MIP-approximation cases. Table 4 summarizes the results of our simulation for 10,000 runs using Matlab. Table 4 : Comparison of static and dynamic models models; N=nominal, R=robust, L=linear, M=MIP approximation.
Note that the first three markdown times given above are exactly equal to s * . The next three reflect the average time when the threshold that triggers the markdown is attained. We see that the static policies under-perform the dynamic policies in terms of mean realized revenues as well as in terms of 10th and 25th percentiles. The robust dynamic approaches also achieve lower downside risk (higher 10th and 25th percentiles of revenues) and lower standard deviation than their nominal counterpart, although the standard deviation of the revenues under the robust dynamic policies exceed that under the robust static policies. Thus, we argue that the robust dynamic approaches are superior decision tools from the standpoint of a risk-averse decision-maker, while converting the static strategy to a dynamic policy entails very little effort.
3 Multiple Products
Generalities
The multiple product case has received much less attention in the literature, presumably because of the higher degree of complexity of multiple-product formulations (Bitran and Caldentey [5] ). In this section, we modify our earlier approach in order to solve the case with multiple products. We also describe the case where the decision-maker is limited to at most one sale time, and the case where he decides to either put a product on sale (in which case he does it at a time common for all products on sale), or not put the product on sale at all.
Our methodology relies on first defining the nominal problem, and then incorporating uncertainty on the arrival rates parameters using the robust optimization framework. Let N be the number of products. It is straightforward to write the nominal problem as:
The decision-maker can further impose the s n i to be independent of n (so that all products are marked down at the same time, which is a reasonable assumption to make in practice to avoid confusing customers.)
The key issue for a robust optimization approach applied to multiple products is how to define the uncertainty set, and in particular, how to define the budget-of-uncertainty functions that parametrize the set in order to obtain formulations that combine tractability with good practical performance: should we have one function per product, or should we instead use an aggregate function?
The most important feature of Problem (15) is that uncertainty on the demand rates only affects the x n i ≤ λ n i s n i − s n i−1 constraints; furthermore, each of these constraints is affected by only one source of uncertainty. The worst case (the case that most threatens feasibility) will be when the demand rates are lower than or equal to their nominal values. Because of the structure of the problem, we observe that a per-product budget of uncertainty function turns the problem into a direct extension, formulation-wise, of the single-product case. The x n i ≤ λ n i s n i − s n i−1 constraints are replaced by:
A disadvantage of the basic setup, which we will call the robust-disaggregate approach, is that it does not capture the fact that, under the assumption that demand rates are independent across products and price levels, the demand rates of some products at some price levels will be higher than their nominal value and others will be lower, thus achieving the canceling-out effect that is fundamental for a good performance of the robust optimization approach.
Aggregate Uncertainty Constraints
To take advantage of the canceling-out effect described above, we suggest making the following change to the problem structure: we will keep the x n i ≤ λ n i s n i − s n i−1 constraints using the nominal value of the demand rates, but we will also aggregate the constraints affected by uncertainty and apply robust optimization to this aggregated constraint.
The motivation is that in practice, the decision-maker will simply have left-over items if it turns out that x n i > λ n i s n i − s n i−1 , where the λ n i are the actual unknown parameters, (or, if the manager implements a dynamic policy based on the robust optimization approach, he might simply change the timing of the next markdown). Therefore, the real-life consequences of constraint violation are rather mild; infeasibility is of little concern to the manager for good reason. It is thus more important to protect revenue in a way that incorporates conservatism while ensuring good performance when tested in simulations, which is the purpose of the constraint-aggregation technique. To the best of our knowledge, we are the first to suggest the idea of constraint aggregation in this context (the work of Lai and Thiele [11] , which uses similar robust optimization ideas for power generation planning, began after this work and shares one co-author with the present paper.)
The decision-maker must determine the coefficients of the linear combination used in the aggregation process; the only restriction is that the coefficients be positive. A natural choice is to select the various product prices, since they affect the objective the decision-maker wants to protect against uncertainty. This is the choice we will use in the remainder of the paper. Once the aggregation coefficients have been set, the manager still faces several ways of aggregating constraints, leading to different budget-of-uncertainty functions:
1. Across products, for each markdown level:
where we have already injected that the worst case is achieved for demand rates lower than or equal to their nominal values. The budget of uncertainty function then satisfies:
The worst case in Eq. (16) can be computed off-line and re-injected into the full robust formulation.
2. Across products and markdown levels.
This allows us to define a single budget of uncertainty function across the entire time horizon. Again, we calculate the worst case offline. We will implement this second choice in the numerical study below.
Once the worst-case problem has been solved offline in the demand rates, we substitute this allocation into the model, and solve the resulting problem as a deterministic problem. In the linear-budget case, the formulation is linear. As before, in the concave-budget case, we introduce binary variables to approximate the budget function.
Additional Formulations
To make the mathematical formulation resemble most closely the real-life problem faced by retailers, we assume in what follows that all items must be put on sale at the same time, although the robust optimization methodology itself does not require this assumption to be tractable. We present below the nominal formulations for (a) the problem with at most one sale time and (b) the extension where the decision-maker can choose which items to put on sale, while the others are always sold at their initial price. (There is again at most one sale time, common to all products put on sale.) We then incorporate uncertainty using the aggregate method described in the previous section. Section 3.4 implements these models in numerical experiments.
Limit to one sale time
If we restrict the number of sale times to one, we must choose this unique markdown time as well as the prices before and after markdown for each product. The nominal version of Problem (15) becomes a MIP (with the convention s 0 = 0):
Extension to Sale Subsets
Here, we decide to either put a product on sale (in which case we do it at a time common for all products selected for the sale), or not put the product on sale at all. Only one sale time is allowed; however, different items can receive different markdowns. This situation occurs frequently in the retail industry: patrons are notified that a sale will begin at a certain date and given a range of possible discounts; when they visit the store, they find some items marked down, say, 25% while others are marked down 40%, finally, others are not marked down at all. This adds flexibility to the earlier basic model where we have to put all items on sale at the same time.
We formulate the nominal problem using a set of mutually exclusive constraints, modeled using binary variables. If product n is never put on sale (a decision that we denote by w n = 0 with w n binary), then we want to enforce x n 1 ≤ λ n 1 T , as there is no point in having more items than the total demand; however, if it is put on sale at some time s 1 (w n = 1), then we want to enforce x n 1 ≤ λ n 1 s 1 . For the items put on sale, the decision-maker must also decide on the size of the markdown, that is, the index i(n) determining the price level p n i(n) for that product when it is on sale. The model is a MIP (again, we have s 0 = 0 by convention):
w n ∈ {0, 1}, ∀n,
where M is a sufficiently large number (M ≥ max n λ n 1 T here.) We will perform constraint aggregation on the x n 1 ≤ λ
constraints only (meaning that we keep them in the formulation with the nominal value of the parameters and apply robust optimization to a cumulative version of the constraints), and replace the uncertain parameters in x n 1 ≤ λ n 1 T + M w n by their worst-case values, because these constraints only matter when there is no sale at all and item n is sold at price p n 1 throughout the whole time horizon.
Numerical Experiments
In this section, we study how the choice of the robust optimization models impacts performance, regarding realized revenue, stability of the solution, and complexity of the model. To do so, we report the theoretical results of twelve models for the nominal, robust-aggregate and robust-disaggregate cases when there are multiple sales with and without subsets, and one sale with and without subsets. In order to compare the complexity of the various instances, we turn off the presolve functionality, as well as, all cuts using CPLEX 11.0 from AMPL. We report the resulting number of MIP iterations and branch and bound nodes for each instance. All instances were solved using an Intel(R) Core(TM)2 Duo CPU T7500 @ 2.20GHz processor.
Over a 5-month selling season (T = 5), a decision-maker can choose whether to mark down N = 3 items, with I = 4 sale times and thus 5 possible price levels. We assume the budget-of-uncertainty functions are linear. In the nominal case, all α and δ parameters are set to zero. In the robust cases, α n = 0.3, ∀n, and
We also add, to show the versatility of the approach, the constraint that the demand arrival rates for at most k = 2 out of N = 3 items can take their worst-case values. This is modeled using additional binary variables in the worst-case problem that is solved offline and does not add any mathematical difficulty to the formulation but makes the robust optimization approach more applicable for the practitioner.
The capacity for each item K n is set to 500 for all n. The parameter values for each p n i and λ n i are: We present our findings for the nominal case, a lower level of uncertainty, which we define as α = 0.3, δ = 0.2, and a higher level of uncertainty, which we define as α = 0.35, δ = 0.4. To test the performance of the robust optimization approach, we simulate i.i.d. demands obeying a Normal, Triangular, and Uniform distribution, but obtain similar trends in all three cases, and therefore only present the Normal case here. Tables 6 and 7 summarize the performance metrics of the three approaches (nominal, robustaggregate and robust-disaggregate) for lower and higher levels of uncertainty, respectively. In each table, we highlight the best metric among the three approaches. For instance, for lower uncertainty with one sale time and with subsets, the highest mean revenue is achieved for the robust-aggregate model. Indeed, the robustaggregate model shows superior performance on many (although not all) metrics. These numerical results highlight the potential of a robust-aggregate approach in revenue management, which we plan to investigate further in follow-up work.
In the remainder of the paper, we omit all results for high uncertainty as they show trends similar to the case with low uncertainty; the reader is referred to Dziecichowicz [6] for the complete set of numerical results. Table 8 shows the optimal solution and number of iterations required for the various problem types for lower uncertainty. We notice that in the cases of multiple sales with subsets and one sale without subsets, increasing the level of protection against uncertainty (from the nominal model to the robust-aggregate model to the robust-disaggregate model) makes the markdowns happen earlier. In the case of multiple sales without subsets and one sale with subsets, the markdowns in the robust-disaggregate case happen earlier than in the nominal case, but this is not true of the robust-aggregate case, where incorporating uncertainty results in (a) the first two price changes being delayed in the case of multiple sales without subsets, and (b) the first two price changes occurring even before those in the robust-disaggregate model in the case of one sale with subsets. Interestingly, in this numerical experiment, the choice of products the manager puts on sale, when he can select them, does not depend on the model implemented: he always selects items 2 and 3. Figure 3 shows the histograms of the revenues for the nominal, robust-aggregate and robust-disaggregate models with lower levels of uncertainty when multiple sale times are allowed and there are no subsets (all products are put on sale implementing dynamic policies for multiple products is left to future work.
Conclusions
We have presented a robust optimization approach to markdowns in the retail industry under uncertain demand arrival rates. To prevent over-conservatism, we have used budget-of-uncertainty functions, which depend on the time the items remain on sale at a given price point; for linear budgets, the problem structure remains linear, while in the non-linear concave case, we have developed piecewise linear approximations to solve the resulting non-convex problem as a MIP. We have also developed theoretical insights into the optimal markdown times. We have further shown that a dynamic policy whose parameters are determined by the solution of the robust optimization problem is a valuable decision tool that exhibits superior performance to the static approach. In the case of multiple products, we have proposed the use of constraint aggregation to improve the performance of the robust optimization methodology; constraints with only one uncertain parameter are solved for the nominal value of that parameter, and robust optimization is applied to a cumulative (aggregate) version of these constraints. This is possible here because, in practice, infeasibility does not occur for the type of problems considered: the decision-maker is simply left with extra products, or runs out of items. The performance of the robust-aggregate framework is very encouraging.
Future work will study methods of extending the dynamic approach to the multiple-products case, and their tractability. We would also like to study robust markups rather than markdowns; such problems arise for instance in airline revenue management.
