We study the problem of phonetic modeling for continuous Mandarin speech recognition by providing a systematic performance comparison for systems based on following primitive speech units: syllable, demi-syllable (Initials and Finals), context-independent phones, left-or-right context-dependent phones (diphones), and leftand-right context-dependent phones (triphones). In our speakerdependent continuous speech recognition experiments, a generalized triphone system has achieved the best performance among all. Our best system contrasts most other Mandarin speech recognition systems which have been based on demi-syllable units.
INTRODUCTION
Despite sizable efforts in the past devoted to developing dictation machines for Mandarin Chinese [4][5] [6] , the research on continuous speech recognition for the Chinese language is only of recent interest [8] [3] . Most of the existing systems use demi-syllable units (Initials and Finals) as the primitive speech units for acoustic modeling. Since the co-ardculatory effect for continuous speech is significantly stronger than that for isolated utterances, it is important to study to what degree the modeling of contextdependent phonetic units, which has been demonstrated to be highly successful for English speech recognition [2, 91, but largely ignored in Chinese speech recognition research, is effective for Mandarin continuous speech recognition. The issue of modeling unit selection is p&cularly important for speaker-dependent recognition (reported in this paper) because the variabilities in the speech data are largely attributed to contextual factors (vs. speaker variations). This importance is further accentuated by the fact that modeling unit selection is closed linked to the requirement of training data, which are necessarily sparse for speaker-dependent recognition because of the practical Qfficulty of collecting a large amount of training data for each speaker. 
MODELING CONTEXT-DEPENDENT PHONETIC UNITS IN

BASIC PHONETIC STRUCTURE OF MANDARINCHINESE
Mandarin is a tone language. Among the 1254 distinct syllables, there are a total of 408 toneless base-syllables and most (not all) of the base-syllables are associated with four different tones. Since the tonality of a syllable is largely characterized by the pitch pattem of the syllable and may be recognized separately, in this paper we only deal with the problem of recognizing 408 base-syllables. Note that we m t semi-vowels / g / , / w / as Initials. In addition, we use a pseudo-Initial, / a d / , if there is no Initial in the syllable.
Finals :
Pin-Yig is an alphabetic writing system for Chinese charactrrs.
We have noted from our data analysis that the Pin-Ying notation has been inconsistent with the acoustic-phonetic observations of the Mandarin Chinese speech. (The inconsistency is much less than that between the orthographic form and the phonemic form of English.) For example, acoustic-phonetic observations indicate that the same phonelehl should be used for both "a" in "bian" and in "e" in "bie", completely different symbols in the Pin-Ying notation. Following is the list of phones we have adopted for Mandarin Chinese in our In Appendix we give the phonetic labels for all Mandarin base syllables expressed conventionally in the Pin-Ying notation. We used these labels as the pronunciation of the syllables in our recognition system. Each of the labels we used has one-to-one correspondence to the IPA symbol.
RECOGNITION SYSTEM DESCRIPTION
In this study, we have built seven different recognizers for speakerdependent Mandarin continuous speech recognition, and compared their respective performances. Each recognizer is associated with use of a distinct set of speech units. [6] . In our system, each (context-independent) Final is modeled by a sixstate HMM and each contextdependentwtial by a three-state HMM.
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Recognizer using context-independent phone models. A three-state HMM is used for each of the phones we identified (not Pin-Yin symbols) for the Mandarin Chinese. Recognizer using lefteontext-dependent diphone models.
Each of left-contextdependent diphones is modeled by a three-state HMM.
Recognizer using righteontext-dependent diphbne models. Each of right-context-dependent diphones is modeled by a three-state HMM.
Recognizer using generalized triphone models A. Each of the generalized mphones is modeled by a three-state HMM. The middle state of the HMM is made to depend only on the center phone of the mphone context, while the left or right state depends only on the left or right contexts, respectively. This generalized triphone structure has been used in the past for classification of English phonemes[R.
Recognizer using generalized triphone models B. Each of this kind of generalized triphones is modeled by a four-state HMM. The first two states of the HMM depend only on the left context, while the last two states depend only on the right context. A similar generalized triphone structure has been used by C. Chan [l] , with a different phonetic label set and including cross-syllable contextdependent models.
. Both Recognizer 6 and Recognizer 7 have the ability of predicting m e e n mphones in a straightforward manner. For example, if both triphone units Ll C1 R1/ and L 2 C1 R2/ have been trained, Recognizer 6 will predict the model of an unseen mphone L1 C1 R2/ by using the same first and second states as in Ll C1 R1/ and the same third state as in /L2 C1 RU, while Recognizer 7 will predict the model of Ll C1 RY by using the same first two states as in Ll C1 RllandthesamelasttwostatesasinL2Cl R2/.
It is well known that the performance of a recognizer depends not only by the accuracy of the acoustic modeling but also by the number of free parameters in the recognition system (given a fixed amount of training data). Since our primary goal in this study is to examine the relative qualities of the various acoustic modeling approaches, we have attempted to keep the number of fm parameters roughly the same in different systems by adjusting the number of Gaussian mixtures per state. Table 1 gives the number of mixtures for each of the seven recognizers described above. The test set contains 361 continuously spoken sentences which have 4781 syllables in total. To examine the effect of the amount of training data on the performances of different systems, we designed three sets of training data which are all disjoint with the test set. Table 2 gives, for each data set, the number of isolated syllables, the number of continuous sentences, the number of syllables in these sentences as well as the total number of frames available for training. Combining Table 1 and Tables 3-5 show the syllable recognition performances, in terms of percent correct, percent accurate, percent substitute error, percent delete and insertion errors, for the seven recognizers described in Section 3. the conventional demi-syllable based approach (Recognizer 2) and the generalized triphone models (Recognizers 6 and 7) give about the same recognition performance. Second, as the amount of training data reduces, the generalized mphone models become superior to all other recognizers. This is likely due to the triphones' better mechanism of data sharing than other units. Third, the generalized triphone models in Recognizer 7 perform consistently better than those in Recognizer 6 in that significantly fewer insertion errors are made. Note that in interpreting the results of Tables 3-5 we have used the fact that all seven recognizers have roughly the same number of model parameters.
CONCLUSIONS
In this paper we present a systematic performance comparison among various levels of acoustic modeling for continuous Mandarin speech recognition. Although the conventional (demi-syllable) approach to Mandarin speech recognition has been based on a combination of Finaldependent Initials and context-independent Finals, we found in our experiment that the generalized niphone models can provide equal or better perfoxmance (speakerdependent recognition evaluated so far); this is so especially when the amount of training data is small. A greater advantage of the triphone-based approach over the demisyllable-based one will be its ability for acoustic modeling of cross-syllable contextdependence. This is more difficult to achieve with demisyllable units. In our future research, more extensive evaluation experiments will be needed to further the findings reported in this paper and we will investigate the impact of incorporating cross-syllable context-dependence for Mandarin continuous speech recognition.
