Abstract-The HIP-Based M2M Overlay Network (HBMON) is a virtual, self-organized and secure M2M network built on the top of Internet composed of scattered mobile devices. A fundamental requirements of this overlay network is to ensure session survivability upon end-host movement. The Host Identity Protocol (HIP) provides a regular mobility support in our M2M Overlay network. However, this regular mobility strategy is not adapted for the M2M context, where the number of the devices may outnumber by several order of magnitude the number of human users. Therefore, we propose in this paper a lightweight solution to manage the mobility of M2M devices within our overlay. We analytically evaluate the signaling cost of our solution and compare it with the regular one. Then, we implement both strategies on the OMNeT++ network simulator. Finally, we evaluate the application recovery time of an M2M device experiencing a mobility episode.
I. INTRODUCTION
Machine-to-Machine (M2M) communication is a novel communication technology which has witnessed an unprecedented growth [1] . This novel concept is considered as the new hype of the Internet and the future of our communication society [2] . M2M communication covers a wide range of application from smart homes, smart-grids, vehicular technology and e-health. Such communication considers Internet as the underlying infrastructure. The European Telecommunications Standards Institute (ETSI) is currently standardizing the M2M paradigm. ETSI defines the M2M network as a network composed of M2M devices that are smart and mobile objects capable to detect events at real-time and transmit them via M2M Gateways towards M2M applications [3] . Ensuring a private M2M network in order to secure data exchanged within M2M network is a fundamental challenge. For this purpose, we build a HIP-based M2M Overlay Network (HBMON), a virtual private M2M network [4] . Our solution relies on the Host Identity Protocol (HIP) functionalities to define and self-organize our M2M overlay [5] . According to the targeted application, M2M devices can either be static or mobile nodes. Mobile nodes usually execute a layer 2 (L2) handover which may be followed by a layer 3 (L3) handover. As a result of the L3 handover, current end-host IP address is changed to a new topologically correct one. IP addresses have a dual role, they are considered at the same time end-host locator and session identification. Hence, without an adequate support, running transport session are broken as a consequence of L3 handover. To ensure transport session survivability upon movement, session identification should remain stable while end-hot locator is changed. HIP addresses this issue by introducing a new stable cryptographic Host Identity Tag (HIT) as node identifier [5] . Thus, HIP is supposed to natively provide mobility support to the M2M devices within our overlay without adding any modification. In this paper, we first study to what extent regular HIP can manage end-host mobility within our M2M overlay network. Then we propose a set of enhancement to regular HIP in order to provide a lightweight mobility support to the M2M devices. Both signaling cost analysis and performance evaluation through simulation show that our lightweight mobility support strategy significantly outperforms regular HIP. The remainder of this paper is structured as follows. Section II details the native mobility support of the HIP protocol. Section III presents the regular and the lightweight end-host mobility management within our M2M overlay network. Section IV compares the two signaling costs of the two M2M devices mobility strategies. Section V shows a performance evaluation of both strategies. Section V concludes this paper.
II. HIP MOBILITY SUPPORT
The HIP communication between two hosts is based on a security association (SA) which is established upon the HIP Base Exchange mechanism [5] . A SA is a set of security parameters agreed by two hosts in order to encrypt and authenticate transferred data. However, several SAs may be established between two hosts such as each SA has its own identifier which is called Security Parameter Index (SPI). The main role of HIP layer is to demultiplex incoming packets to host identity tag (HIT) using the SPI value in the packet and to multiplex outgoing packets to the address source and interface according the SPI value in packet. Consequently, in a HIP network, the locator is not only an IP address but also a key indexing the correspondent security association [6] . Thus, when one of two HIP nodes having an ongoing communication changes its current another attachment point, it acquires a new IP address and changes the SPI into SA. So, the moving HIP node has to report to the correspondent node about its new locator in order to maintain the HIP SA. In the following, we illustrate how the Host Identity Protocol support Mobility.
The basic HIP mobility scenario is illustrated as follows. For setting up the hip mobility mechanism, there are two ways to be considered; either, mobility with a single SA pair (only one IP address bound to an interface) without re-keying or mobility with a single SA pair with re-keying [6] . In the former case, which is the simplest one, when the mobile host moves and obtains a new IP address, it notifies the correspondent host sending an UPDATE message containing the new IP address in the LOCATOR parameter and the Old SPI and New SPI values in ESP-INFO parameter. When the correspondent host receives the UPDATE packet, it checks the new address and makes it UNVERIFIED in the interim, while the old address is DEPRECATED. Then it acknowledges the mobile host by the second UPDATE message which contains an ECHO REQUEST to validate the new peer address. As well, it includes ESP INFO with Old and New SPIs set to the current outgoing SPI. Lastly, once receiving the second UPDATE message, the mobile node sends the last UPDATE message including an ECHO RESPONSE in order to definitely validate the new address. Indeed, when the correspondent host receives this ECHO RESPONSE, it automatically marks the new address as ACTIVE and removes the old address. For the second case, a new ESP session key will be regenerated. The mobile host sends the UPDATE message containing a new SPI for the incoming SA. The correspondent host upon receiving the UPDATE message, executes the re-key and replies with the a second message containing its own new SPI, then the readdress processing ends as without re-keying case.
III. M2M DEVICES MOBILITY MANAGEMENT
As mentioned in the section I, the HBMON consists of M2M mobile devices that frequently change their points of attachments. While moving, an M2M mobile device acquires a new topologically correct IP address. As a consequence of this movement, previously established transport sessions with the old IPv6 address are interrupted. Hence, we need to define an adequate support to manage M2M device mobility within our overlay network.
We propose in the following a novel solution based on the enhanced use of the HIP rendez-vous server functionalities to ensure session survivability between HBMON members. In our solution, we use IPv6 protocol suite to handle layer 3 addressing and routing functionalities. This assumption is motivated by the fact the number of M2M devices may reaches 7 trillions devices in the forthcoming years [7] . First of all, an M2M device, member of the HBMON, performs a layer 2 (L2) handover. Once the layer 2 connectivity is established, the M2M device receives an IPv6 router advertisement from the new access router and configures a new global IPv6 address. At this stage, both M2M devices corresponding peers and the HBMON rendez-vous servers are not aware about the M2M device new location. To correctly handle the HBMON mobile nodes (HMN) mobility, we introduce in the HIP protocol the following signaling messages: (i) RVS Discovery: This signaling message allows to discover the nearest HBMON Rendez-vous server (NHRVS). This message is sent in anycast. Fig.1 ), it sends an RVS Discovery message containing the old HBMON Rendez-vous server's (HRVS's) IP address and its HIT (step2 Fig.1 ). The RVS Discovery message is sent to a specific anycast address in order to discover the nearest HBMON rendez-vous server (NHRVS). After that, the HMN reports its new IP address to its HCNs using the HIP mobility mechanism; as explained in section II (step4 Fig.1 ). The new RVS notifies the old HRVS about the new HMN location and triggers the HBMON context update by sending the Context Req message (step3 Fig.1 ). Once the old HRVS receives a Context Req message, it updates the mapping between the HMN's HIT and its new IP address. Afterwards, it updates the HBMON context forwarding to all HBMON RVS the Context Update message (step5 Fig.1 ). This message is sent on specific multicast address including all HBMON rendez-vous servers.
2) 2 nd strategy: Lightweight HBMON mobility: We assume an established HBMON overlay between HMN and HCN, HMN is registered with HMN HRvs and HCN is registered with HCN HRvs. We also assume that HMN and HCN have already an established session. We named this 2 nd strategy lightweight HBMON mobility, in contrast to the regular HB-MON mobility, as we combine Location Update and Context Update packets into a single message. Furthermore, unlike the first strategy, the second strategy is not based on the regular HIP mobility management presented in [6] . Fig.2 describes this scenario.
Fig. 2: Lightweight HBMON mobility scenario
Once the HMN changes its point of attachment and acquires a new IP address (step1 Fig.2) , it sends an RVS Discovery message to discover the nearest RVS and registers with it (step2 Fig.2 ). The RVS Discovery message also includes a new field containing the HCN's HIT. The NHRVS sends then HMN Loc Up message to notify the HCNs about the new HMN's IP address and update the HBMON context in the old RVS (step3 Fig.2 ). At this stage, the old RVS lookups the NHRVS IP address and sends it the HMN loc Up packet(step4 Fig.2) . Meanwhile, the Old HRVS updates the HBMON context (step4 Fig.2 ). The context update message is sent on multicast address. In the final stage, the HCN RVS notifies the HCN node of the HMN's new IP address (step5 Fig.2 ). The main advantage of this solution compared to the previous one is that it minimizes the control packets with the merge of Location Update packets and Context Update packets into a single packet.
IV. SIGNALING COST ANALYSIS
In this section, we propose an analytical model to assess the signaling cost of our two strategies. Tab.I gives notations that will be used.
As the wireless link cost is higher than wired link cost, the transmission cost between a node and HRvs is equal to:
where (l nr − l w ) is the number of wireless links. The transmission cost between HRvs and HRvs is equal to:
The RHM signaling cost depends on the following costs: 
1) HRvs-Discovery cost:
Once a HMN moves to another AS (happens every AS ), it sends an RVS Discovery packet to discover the nearest RVS (NHRVS). Thus, an RVS Discovery packet cost is the sum of the transmission cost between HMN and HRvs and the processing cost at all the HRVSs in the AS. The average RVS Discovery packet cost per second in the whole system can be estimated as the number of HMNs multiplied by the RVS Discovery packet cost for each HMN, divided by the average AS residence time of node AS :
2) update1(peer) cost: After discovering the nearest RVS, a HMN sends the update1(peer) packet towards all its HCNs to update its location. The update1(peer) cost includes the transmission cost and the processing cost of the update location at all HCNs. Thus, the average update1(peer) cost per seconde in the whole system can be calculated by multipling the number of HMNs, the average number of communicating HCNs by the update1(peer) cost devided by the average AS residence time of node AS :
Therefore, the update1(peer) transmission cost is the sum of transmission cost between node and HRvs and transmission cost between HRvs and HRvs:
3) update2(peer)-Req cost: After receiving an update1(peer) packet, each HCN communicating with HMN sends the update2(peer)-Req packet in order to check the new address of the HMN. Unlike update1(peer) cost, processing time costs are not included into the total signalling cost as they are processed at the end terminals. Thus,
Like the update1(peer) transmission cost, the update2(peer)-Req transmission cost is equal:
4) update3(peer)-Resp cost:
Once an HMN receives the second update packet, it sends the update3(peer)-Resp to definitively validate the new address to all HCNs. Like update2(peer)-Req cost, processing time costs are not consider and the average update3(peer)-Resp cost in the whole is can be calculated as:
Where the update3(peer)-Resp transmission cost is equal: 9) The total signalling cost of RHM: The total signaling cost of RHM is the sum of all RHM signaling packets cost (see Eq. 12).
B. LHM signaling cost
The LHM signaling cost depends on the following costs.
1) HRvs-Discovery cost:
Like in RHM signaling cost, the average HRvs Discovery packet cost per second in the whole system is calculated as:
2) HMN location update cost: The NHRvs triggers the HMN location update packet, after receiving the HRvs Discovery packet, towards the old HRvs of HMN. Then, the old HRvs sends the location update packet to the HCNs via their HRVs. Thus, the average HMN location update cost per second in the whole system is estimated as:
3) Context Copy cost: Once the old HRvs receives the location update packet, it sends a HBMON context copy to the NHRvs. The Context Copy cost includes the transmission cost and the processing cost at NHRvs. So, the average Context Copy cost in the whole system is given by Eq. 15:
4) Context Update cost: Furthermore, the old HRVS of HMN forwards on multicast address the Context Update to all HRVSs except the NHRVSs in order to update the HBMON context. Thus, the Context Update cost is the sum of the transmission cost and the processing cost at all HRVSs. The average Context Update cost in the whole system is given by Eq. 16:
5) Lookup cost: Like in RHM, the average lookup cost can be calculated as:
6) The total signaling cost of LHM: Thus, the total signaling cost of LHM can be calculated as:
C. Results
In the following, we compare the signaling cost of LHM and RHM. For all numerical calculations, we use the following parameter values used in [8] l nr = 35, l w = 10, l rr = 35, S = 10, λ sa = 0.01, δ = 0.2, ρ = 10, ε = 0.3. Furthermore, we assume that the HMN moves according to the Random Waypoint model [9] .
1) Impact of the number of HMN for different number of HRVS: Fig.3 shows the impact of number of HMN on the signaling cost of RHM and LHM while varying the number of HRVS relatively to the number of HBMON member. We vary θ, the proportionality constant of the number of HRVS per number of HBMON member, from 10 to 40%. We set the total number of HBMON member N to 200, the average number of HCN N HCN to 5, the number of new HRVS N NHRV S to 5 and the AS residence time T AS to 120s. From Fig.3 , we notice that both RHM and LHM signaling cost increase with the increase of the number of HBMON mobile node and the number of HRVS. We clearly see that the RHM strategy is sensitive to the increase proportionality constant of the number of HRVS per number of HBMON member; whereas, this is not the case of the LHM strategy. For a lower proportionality constant (10%), RHM and LHM have the same order of magnitude of the signaling cost. However, for a high proportionality constant (40%), RHM requires a signaling cost at least three time the signaling cost of LHM. As conclusion, from the above results, we notice that signaling cost of RHM is always higher than LHM. LHM does not rely on the HIP mobility extension to update location, it relays on HBMON context packet relayed through HIP Rendez-vous servers. RHM is not adapted for the M2M context where the number of the devices may outnumber by several order of magnitude the number of human users. We clearly see that LHM does not introduce any signaling storm and thus is more adapted than RHM to the M2M context.
V. PERFORMANCE EVALUATION
In this section, we present a performance evaluation of our HBMON mobility solution. We implement our HBMON mobility solution on the OMNeT++ simulator coupled with the HIPSim++ framework [10] . We set all the wireless accesses to 802.11b at 11Mbit/s. In our scenario, we configure two M2M devices: HMN1 and HMN2, registered respectively with HRVS1 and HRVS2. HMN1 has a 802.11b interface associated with access point AP1 and HMN2 has a 802.11b interface registered with access point AP2.HMN1 is a static node; whereas, HMN2 is a moving according to the random waypoint model. HMN1 and HMN2 exchange a 1 Mbit/s UDP traffic. We load the visited network with three nodes, each of them generating a UDP traffic at 1 Mbit/s In our simulation, we measured the Application Recovery Time (ART) which is the latency elapsed between the last packet sent with the old IP address and the first packet sent with the new IP address. The histogram presented in Fig.6 illustrates the measured ART for both RH and LHM for an empty and loaded visited network. The ART latency is decomposed into 4 phases: (i) L2 handover, (ii) RVS Discovery, (iii) HBMON Context Update and (iv) Location Update. In an empty visited network, for both RHM and LHM strategies, the L2 handover latency is 0.65s, the RVS Discovery latency is 0.2s. However, for RHM strategy the HBMON Context Update latency is 1.7s and the Location Update latency is 1.05s; whereas, in the case of LHM these latencies are respectively 1.4s and 0.95s. These differences are mainly explained by the fact that in RHM, the HMN is in charge of notifying its corresponding HCN about its new location; whereas, in LHM this notification is sent along with the update of the context update and is simply forwarder by the rendez-vous server of the HCN. In a loaded visited network, for both RHM and LHM strategies, the L2 handover latency is 0.819s, the RVS Discovery latency is 0.4s. However, for RHM strategy the HBMON Context Update latency is 2.3s and the Location Update latency is 1.4s; whereas, in the case of LHM these latencies are respectively 2s and 1.2s. The difference between the two measured latencies is mainly due to layer 2 contention to access the wireless medium. We observe that with our solution, running session effectively resume after the mobility episode. The mobility singling lasts more than 2.5s for the case of LHM in an empty visited network (the best measured case) which is inadequate for real time applications. Nonetheless, M2M applications are usually low data-rate application, and providing session survivability -even after 2.5s of interruption-is preferable than completely losing the currently ongoing session.
VI. CONCLUSION
In a previous work [4] , we have designed a HIP-based M2M overlay network over the existing Internet. This overlay ensures a private communication between M2M devices and their corresponding M2M applications. The HIP protocol natively handles the regular mobility case. Nonetheless, we have analytically demonstrated in this paper that the regular HIP mobility management has a high signaling costs. We have therefore proposed a lightweight solution to handle the mobility of M2M devices within our overlay network. We have developed an analytical model for our solution and we have assessed the signaling cost based on the Random Waypoint Mobility model. Our analysis showed that our solution efficiently handles the mobility within our M2M overlay network without causing a signaling storm. Our solution has been implemented on the OMNet++ simulator in order to measure the application recovery time either in the case of empty and loaded visited network. Results showed that M2M devices running sessions survives to mobility episode. As future work, we target to deploy our solution on real Phidget 1 testbed.
