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Given a compact sem igroup S, the set P(S) of probability
measures (i.e. normalized non-negative regular Borel measures) on
S form s a compact affine sem igroup under convolution and with the
*  *relative topology  induced by the weak -top o log y  for  C(S) , the 
dual o f the Banach space of all continuous complex valued 
functions on S. Probability measures have been studied by various 
mathematicians in the past th irty  years. Among these studies the 
case of idempotent and primitive idempotent measures has received 
special consideration and led to some significant results.
We consider algebraic sem igroups in Chapter 1 and topological 
sem igroups in Chapter 2. In these chapters we gather some facts 
and tools for  later use in Chapter 3.
The firs t  topic in our work is about elements of finite order 
which is a generalized concept of idempotents. We extend the 
natural partial order in idempotents to elements of finite order 
in Chapter 1. In P(S), with the help of supports of measures, 
properties of primitive idempotent and central primitive 
idempotent measures are enriched. Next we take up again the topic 
about averaged product sequences and u ltra-convex sets in an 
affine semigroup considered in Chapter 2. In P(S) further results 
are obtained. Then we discuss nilpotent elements when P(S) has 
zero. These so called nilpotent measures can be characterized in 
terms of their supports. Finally we investigate properties of 
bonds in P(S) and we hope their properties can be helpful to the 
study of probability measures on semigroups.
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ABSTRACT
Given a compact semigroup S, the set P(S) of probability 
measures (i.e. normalized non-negative regular Borel measures) on 
S forms a compact affine semigroup under convolution and with the 
relative topology  induced by the weak -topology  for CIS) , the 
dual o f the Banach space of all continuous complex valued 
functions on S. Probability measures have been studied by various 
mathematicians in the past th irty  years. Among these studies the 
case of idempotent and primitive idempotent measures has received 
special consideration and led to some significant results.
We consider algebraic sem igroups in Chapter 1 and topological 
sem igroups in Chapter 2. In these chapters we gather some facts 
and tools for  later use in Chapter 3.
The firs t  topic in our work is about elements of finite order 
which is a generalized concept o f idempotents. We extend the 
natural partial order in idempotents to elements of finite order 
in Chapter 1. In P(S), with the help of supports of measures, 
properties of primitive idempotent and central primitive 
idempotent measures are enriched. Next we take up again the topic 
about averaged product sequences and ultra—convex sets in an 
affine semigroup considered in Chapter 2. In P(S) further results 
are obtained. Then we discuss nilpotent elements when PIS) has 
zero. These so called nilpotent measures can be characterized in 
terms of their supports. Finally we investigate properties of 
bonds in PIS) and we hope their properties can be helpful to the 
study o f probability measures on semigroups.
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Suppose S is an algebraic semigroup or a topological
semigroup, a is an element of S and A is a subset of S. Suppose,
when S is compact, p is an element of P(S) and 0 is a subset of
P(S).
1. C(S) the Banach space of all continuous complex
valued functions on S with the supremum norm,
the dual space of C(S).
the set of idempotents in S.
the minimal ideal of S.
the semigroup of probability measures on S.
the closed subsemigroup of S generated by A.
the set of cluster points of the sequence (a11),
the identity of K(a).





























the union of ideals of S contained in A.
the closed convex hull of A.
the set of extreme points of A.
18. the set of primitive elements with respect to
in I (S).
n
19. the set of primitive elements with respect to




the set of central elements in II
n
the set of central elements in n1 .
n
where is the
idempotent corresponding to Q.
23.
24.
the support of 0.
each neighbourhood of v meets





the Dirac measure at a.
the Klein 4-group.
the symmetric group on 3 symbols.
the cyclic group of order n.
Chapter 1 Algebraic semigroup:
§1 Basic definitions and properties
In this section we give some basic definitions and properties
of algebraic semigroups for the later work.
1.1.1. Definitions.
An algebraic semigroup, or simply a semigroup, is a non-empty
set S together with a function (a,b) — ab from S x S into S such
that the associative law holds, i.e. (ab)c = a(bc) for all a, b,
c e S. The function is usually called the multiplication. By
abuse of language, we shall call S itself an algebraic semigroup.
An element 1 e S with la = al = a for all a e S is uniquely
determined, if it exists, and is called the identity of S.
An element 0 € S with Oa = aO = 0 for all a € S is uniquely
determined, if it exists, and is called the zero of S.
2
An element e e S with e = e, if it exists, is called ar
idempotent.
Let A and B be subsets of S. The product of A and B is the
set AB = {ab : a e A, b € B}. A non-empty subset T of S is a
subsemigroup (left ideal, right ideal, ideal) of S if TT c T
(rRSDetivelv. ST c T, TS c T, ST u TS c T).
A minimal ideal (left ideal, right ideal) of S is an ideal
(left ideal, right ideal) of S containing no other ideal (left
ideal, right ideal) of S properly.
2Throughout the remainder of this chapter S is always an
algebraic semigroup unless the contrary is explicitly specified.
1.1.2. Facts and examples.
(1) For any two ideals I, J of S, the non-empty set IJ is
contained in both I and J. Also I n J is an ideal of S. Thus any
two ideals must intersect and the intersection is again an ideal.
Hence the intersection of all ideals of S, if non-empty, is the
smallest ideal of S. Thus, if S has a minimal ideal, then it is
unique and is denoted by K(S), or simply K when no confusion can
arise.
The minimal ideal of a semigroup may not exist in general.
For example, let S= (0,1) with the usual multiplication. Then any
ideal of S is of the form of (0,a) or (0,a] where 0 a 1. Thus
the empty intersection gives that S has no minimal ideal.
(2) For any two left (right) ideals I, J of S, I n J may be
empty. If I n J is non-empty, then I n J is again a left (right)
ideal. Hence a semigroup may have no minimal left (right) ideal or
may have more than one minimal left (right) ideal. For the latter
case, each minimal left (right) ideal is disjoint from others.
For example, let S= [0,11 with the multiplication defined by
ab= b for all a, b E S. Then S is a semigroup and each subset of
S is a left ideal of S. Thus any singleton subset of S is a
minimal left ideal of S. That is, S has infinitely many minimal
left ideals.
(3) Ideals of S are not transitive in general, in the sense that
suppose J is an ideal of S and I is an ideal of J, but I may not
be an ideal of S.
For example, let S= [0,11 with the usual multiplication,
1.1.3. Proposition.
Let J be an ideal of S and I an ideal of J. Then:
(1) If I2= I, then I is an ideal of S.
(2) If J is the minimal ideal of S, then I is an ideal of S. In
fact I=J.
Proof. (1) IS= 1 2S C IJS c IJ c I. Similarly SI C I. Thus I is
an ideal of S.
(2) Since JIJS c JIJ and SJIJ c JIJ, JIJ is an ideal of S.
Hence J C JIJ. Since I is an ideal of J, then JIJ c I. Thus
J c JIJ c I c J gives I= J and so I is an ideal of S.
1.1.4. Definitions.
S is called simple if S has no proper ideal. Thus the
minimal ideal of a semigroup, if it exists, is a simple semigroup
by 1.1.3. A necessary and sufficient condition for S to be simple
is that SxS= S for all x e S. [25, P.351
An element a E S is called central if ax= xa for all x E S.
An element a E S is said to be normal if aS= Sa.
41.1.5. Proposition.
A normal idempotent element e of S is central.
Proof. Let x be an arbitrary element of S. Since e is normal,
there exist y, z E S such that ex= ye and xe= ez. Since (ex )e=
(ye)e= ye= ex and e(xe)= e(ez)= ez= xe, we have ex= xe. Thus
e is central.
1.1.6. Proposition. [15, P.22-23
Let e E S be an idempotent. Then e is contained in a unique
maximal subgroup of S and any two distinct maximal subgroups are
disjoint.
1.1.7. Tlefinitins.
An ideal P of S is said to be prime if AB c P implies A C P
or B c P, where A and B are ideals of S.
An ideal P of S is said to be completely prime if ab E P
implie s a E P or b E P, where a, b E S.
An ideal P of S is said to be semiprime if for some n E IN,
an E P implies a E P.
1.1.8. Proposition.
Let P be a completely prime ideal of S. Then P is prime and
semiprime.
Proof. Let A and B be ideals of S and AB c P. Suppose A P and
BAP. Then there exist a E A\ P and b€B\P. Since abEAB cP
and P is completely prime, it follows that a E P or b E P,
5a contradiction. Thus A c P or B c P. i.e. P is prime.
Repeat the argument if necessary then after a finite
number of steps, we have a E P, i.e. P is semiprime.
1.1.9. Examples.
The converse of the above proposition is false.
(1) Let S= {a, b, c} with the multiplication table as` follow:
a b c
a a a a
b a b a
a a cc
The associativity can be checked by Light's test given in
[15, P.7-81. Then S is a semigroup and P= {a} is a semiprime
ideal. But P is not prime since A= {a, b}, B= {a, c} are ideals
of S and AB= {a} C P with A P and B P. Hence P is not
completely prime too.
(2) Let S= {a, b, c, d, e} with the multiplication table as
follow:
a b c d e
a a a a aa
a b a a eb
a a c d ac
a d a a cd
a a e b ae
Then S is a semigroup. It is easy to check that {a} and S
are the only ideals of S. Clearly {a} is prime but not semiprime
since d2= a and so not completely prime.
6In conclusion, we have the following figure concerning about




However, if S is commutative, it is easy to see that an ideal
of S being prime is equivalent to be completely prime.
1.1.10. Definitions.
An ideal M of S is said to be maximal if it is proper and is
not properly contained in any proper ideal of S.
A maximal ideal M of S is said to be trivial if M is of the
2
form of S\ {a} for some a S\ S2
1.1.11. Facts and examples.
(1) A prime ideal may not be maximal.
For example, let T= [0,1] with the usual multiplication. Let
S= T U {a} and define a multiplication* on S by
Then S is a semigroup and P= {0, a} is clearly a prime ideal
of S. But Q = [0,12] U {a} is an ideal of S containing P. Thus P is
not maximal.
7(2) A maximal ideal need not be prime.
For example, let with the usual multiplication.
is a maximal ideal but not a prime ideal since
(3) A prime ideal is never a trivial maximal ideal.
Proof. Suppose not, if prime ideal
then S2 c P. Since P is prime, we have S c P, a contradiction.
1.1.12. Proposition.
A maximal ideal of S is either trivial or prime.
Proof. Let M be a maximal ideal of S. Assume M is not trivial,
i.e. M is not of the form of S\ {a} for some a E S\ S2. Then Q=
S\ M contains either an idempotent or an element b= xy where
x, y E S. In fact x, y E Q then b E Q n Q2. In any case, we have
Q n Q2# 0. Let A and B be ideals of S with AB C M. Suppose A M
and B 54 M. Since M is a maximal ideal, we have M V A= S M V B.
Thus Q C A and Q c B, then Q2 c AB c M. Since Q2 n Q# 0, then
Q n M# 0, a contradiction. Hence it follows that M is prime.
1.1.13. Corollary.
(1) Every non-trivial maximal ideal is prime.
(2) If S2= S, then every maximal ideal is prime.
(3) If S\ M contains an idempotent or more than one element,
then the maximal ideal M is prime.
Proof. Clear.
8§2 'Elements of finite order in semigroups
In this section we study extensions of the partial order for
idempotents of semigroups to elements of finite order. We shall
take up elements of finite order again in Chapter 3 in which
semigroups of probability measures on a compact semigroup are
considered.
1.2.1. Definitions.
Let S be a semigroup. a E S is called an element of finite
order if an+1= a for some positive integer n.
Denote the set When no
confusion can arise, we write It is obvious that
is the set of
idempotents of S. The natural ordering on is defined as
H.L. Chow has extended the order from
shown in [4] that the relation defined in is a partial
order extended from
An element a E In is said to be primitive in In if a is the
zero element 0 of S or a minimal non-zero element in I, i.e. for
n
any bEIn and b<a we have b=0orb=a.
We denote by n(S), or simply n, the set of primitive
elements in I. The set of central elements in n, i.e. {x E n:
n n n
xy= yx for all y E S}, is denoted by Cn.
9Some elementary properties concerned about n are given in
the following proposition. The proof is straight forward and
therefore is omitted.
1.2.2. Proposition.
i.e. an idempotent is primitive in if and
The next proposition is a sufficient condition for an element
of finite order to be primitive.
1.2.3. Theorem.
Therefore a is primitive in
1.2.4. Example.
Hence the converse of 1.2.3 does not hold in general.
Let S= {a, b, c, d} with the multiplication given by
10
Then S is a semigroup (checked by Light's test in [15, P.7-
8]). It is easily verified that since
However, we shall see in Chapter 3 (3.2.11) that it is true
in the semigroup P(S) of probability measures on a compact
semigroup S.
For a partial converse of 1.2.3, we have the following
theorem.
1.2.5. Theorem.
Any one of the following conditions impliesSuppose
a is central.(1)
Every idempotent is central.(2)
The minimal ideal K exists and is a non-trivial group.(3)
S is an inverse semigroup (i.e. for any x E S, there exists(4)
and a unionandsuch. thata unique
of groups.
S is a left group (or right group), i.e. S contains an(5)
idempotent element and S= Sx (or S= xS) for all x E S.
11
Proof. (1) Let
a is central, we have
It is easy to see that
we have ab
then
Hence is primitive in
{ 2) Same as (1) since b is central.
(3) Let e be the identity of the group K. First, we show that
e is the smallest element in
idempotents in the group K, we have e= of= fe. Thus e f, i.e.
e is the smallest idempotent.
Next we assert that
we have ea s a. Since a is primitive and S
has no zero because of K being non-trivial, we have ea= a and so
we have
primitive in
(4) It follows from [15, P.127] that every idempotent element in
S is a central element. By (2) above the result follows.




Proof. and a is central, by the above theorem we
Since a is central, then a' is central. Hence
1.2.7. Corollary.




The converse of 1.2.6 may fail to hold.
Consider S3 the symmetric group on 3 symbols,
where e is the identity of
since y is not central.
However, the converse of 1.2.6 is true in P (S) (3.2.12).
1.2.9. Theorem
a is normal if and only if an is central.Suppose
Proof. Suppose a is normal and so is an. Since an is idempotent,
by 1.1.5. an is central. Conversely, if an is central, then for
any b E S we have ab= aanb= aban= (aban-1 )a. Thus ab E Sa
and so aS c Sa. Similarly Sa c aS. Thus aS= Sa, i.e. a is normal.
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1.2.10. Remark.
A normal element of finite order need not be central,
Referring to 1.2.8. y E I2 is normal but y is not central.
However, a normal primitive element of finite order must be
central in P(S) (3.2.13).
In general, the sets In and nn are not semigroups. An example
will be given in Chapter 3 (3.2.17). But CIIn is a semigroup and
its structure is considered in the following results.
1.2.11. Lemma.
(1) If S has zero element 0, then the product of two different
elements in C1 is 0.
(2) If S has no zero element, then C 1 is empty or a singleton
{e}. In the latter case, e is the smallest element in I1
and so 1= {e} .
eeff =ef; thusThenProof.
ef, we haveand
Thus, ifand so of
then ef(2) Suppose
Since e is primitive and S has no zero element, we have of= e.
Cmlarly ef =f and so e= f. Thus C1 is a singleton, say {e}.
ThusThenLet g be any element in
Hence e is the smallest element in I1.
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Remark. We shall see in Chapter 3 (3.2.14) that if S is a
semigroup of probability measures having no zero element, then
is a group with identity
1.2.12. Theorem.
then is a semigroup which is a mutually
disjoint union of groups.
Proof. By 1.2.11 is a semiroup.
we have Thus
we have ab Since ab
is central, then ab Hence is a semigroup.
For each a is an idempotent in the semigroup
and so generates a maximal group
not be maximal in S.) Since
which is a mutually
disjoint union of groups by 1.1.6.
1.2.13. Example.
For the semigroup of probability measures on a compact
(elements maysemigroup, we shall see that
not be distinct) in the previous theorem. However this is not true
for general semigroups.
Let S be the Klein 4 -group with the zero adjoined, i.o
which is not a cyclic group.
13
1.2.14. Definitions.
Now we look a bit closer to the order defined on I. We have
n
said that for
In fact, we observe that this relation is equivalent to
which is defined as follow
Hence ordersimplies aConversely, it is clear that a
and 5 are equivalent.
We consider the five other combinations of
if and only if
if and only if
if and only if
if and only if
if and only if
We find that the first three relations are partial orders in
while the latter three are not.
1.2.15. Examples.
The following examples show that anti-symmetric property is
Hence they are notnot satisfied in the relations
partial orders.







Then S is a semigroup and I1= {a, b, c}. Since ab= a and
ba= b, we have a s4 b and b s4 a, but a b.
(2) Let S= {a, b, c} with the multiplication table as follow:
a b c
a a b C
b a b C
c a b C
Similar to
(3) Let S= {a, b, c} with the multiplication table defined by
a b c
a a Ca
b a a C
c c c a
Then S is a semigroup and
Since s is a partial order, it follows that S1 is a
partial order. We show that S2 is a partial order. By symmetry
s3 is also a partial order.
1.2.16. Proposition.
Proof. We have defined that a< 2 b if and only if a= anb= bna.
Since a E I, then a= an+1= ana, i.e. a < a. Thus reflexivity
of <2 is clear.
Secondly we check anti-symmetricity. Let a, b E In with
17
Finally we verify the transitive property.
partial order.
1.2.17. Examples.
are distinct orders. In fact,andNote that
but not vice versa.andimplies
(1) Let S= {a, b, c d} with the multiplication table as follow:
a a a aa
d c b ab
a b c dc
d d d dd
SinceThen S is a semigroup and
well.
(2) Let S= {a, b, c, d} with the multiplication table as follow:
18
a b c d
a a d a d
b a c b d
c a b c d
d a a d d
Similar to (1), we have a < 3 b, but a <1 b and a 2 b.
The following are some equivalence conditions for <1,<2
and 53
1.2.18. Proposition.
the following statements are equivalent.
Proof. We have seen that (1) (2).
1.2.19. Proposition.
the following conditions are equivalent.
(2) (3) :
(3) = (1) :
1.2.20. Proposition.




Proof. Similar to 1.2.19.
1.2.21. Remark.
For a, any one of and implies
Hence are extensions of the
partial order in I which is defined by if and only if
where e,
1.2.22. Notation.
Let denote the set of all primitive elements in
with respect to and the set of central elements in
where i = 1, 2, 3.
Note that is the set and thus has the properties
discussed before. Since and are identical in I ,
then Thus they are simply denoted by
1.2.23. Proposition.
Proof. Let a and with Then
since a is central. Thus Since a is primitive with
respect to we have or a. Thus and so
Conversely, let a with Then
and so Since
a is primitive with respect to we have or a. Thus
Therefore and so Similarly
1.2.24. Proposition.
Proof. Let Then and thus Let
and Therefore
Thus and
Since we have or a. Thus a is
primitive in The relation can be
shown similarly.
1.2.25. Proposition.
Proof. Let and with Thus
Since thus or a , i.e. Similarly we
have
12.26. Examples.
From 1.2.24 and 1.2.25 we have
Therefore we have The following
examples show that these two inclusions may be strict.








Then S is a semigroup, Since S
is commutative, we have we have
Thus Hence the inclusion
is strict.
(2) Let with the multiplication table as
follow :








d e c a b f g
b b g b b g g
f g c c g f g
a b c d e f g
e e g e e g g
c g c f g f g
g g g g g g g
Then S is a semigroup,





Hence the inclusion is strict.
1.2.26. Remark.
Although the sets may be distinct, and
have the same properties of II shown before. Proofs are parallel
n
to those given in 1.2.2 to 1.2.12. However in Chapter 3 (3.2.10)
12 3
we shall see that sets II , II and IT coincide in P(S).
n n n
Chapter 2 Topological semigroups
§1 Basic facts
In this section we give some basic definitions and properties
of topological semigroups, especially those of compact semigroups,
for the later work.
2.1.1. Definition.
An algebraic semigroup S is said to be a topological
semigroup if S is a Hausdorff topological space such that the
multiplication, i.e. the mapping (x,y) '—» xy from S x S to S is
continuous. In addition, if S is a compact space, then S is called
a compact semigroup.
Suppose S is a topological semigroup and T is an algebraic
subsemigroup of S. Then T is also a topological semigroup under
the relative topology.
2.1.2. Examples.




S = [0,1] with the usual multiplication and the usual
topology.
S = [0,1] with the usual topology and the multiplication
defined by xy = min {x, y} for all x, y € S.
S = [0,1] with the usual topology and the multiplication
defined by xy = x for all x, y e S.








Let S be a topological semigroup and A, B subsets of S. Ther
where the bars denote closure. Hence if S is
compact.
Proof. Since A c and then Thus
Conversely, it suffices to show Let x i.e.
for some and Then there exist nets in A and
in B such that and Fix we have
by the continuity of the multiplication. Since
for all and we have Now vary
and take limit Thus
If S is compact, then A and B are compact. By Tychonoff's
theorem, A x B is compact. Since the multiplication is continuous,
then AB is compact. Thus AB is closed. Therefore Hence
By the nets argument as above and the continuity of the
multiplication, it is easy to have the following proposition.
2.1.4. Proposition.
Let S be a topological semigroup and A r- S. Taking closure
of A preserves the following properties :
(1) A being a subsemigroup of S, i.e. A is still a subsemigroup
of S.
(2) A being an ideal of S.
(3) A being a simple subsemigroup of S, if S is compact.
2.1.5. Proposition. [25, P.22,32]
If S is a compact semigroup, then there exists a minimal
ideal of S and S contains at least one idempotent.
In the rest of this section, S is always a compact semigroup
unless the contrary is explicitly specified»
2.1.6. Notation.
Let Denote by Ha) the closed subsemigroup generated
by a, i.e. and by K(a) the set of cluster
points of the sequence
2.1.7. Proposition. [25, P.109]
Let Then :
(1) K(a) is a commutative subgroup of F(a) and T(a) contains
exactly one idempotent which is the identity of K(a), denoted
by E(a).
(2) K(a) is the minimal ideal of F(a) and K(a) = Ha(E(a)) where
H (E(a)) is the maximal subgroup generated by E(a) in F(a).
a
2.1.8. Notation.
Suppose S is an algebraic semigroup and A S. We define
Jo(A) to be the empty set if A contains no ideal of S, otherwise
Jo(A) is the union of all ideals contained in A. Thus if




Let A be an open subset of S. Then Jo(A) is open.
Let e be an idempotent. Then Jo(S{e}), if it is non-empty,
is an open prime ideal of S.
(3) Let P be a proper open prime ideal of S. Then P = Jo(S{e})
for some idempotent e.
2.1.10. Proposition. [25, P.28]
Any proper ideal of S is contained in a maximal ideal of S
and each maximal ideal is open.
2.1.11. Proposition.
The following sets concerning about finite order of elements




Proof. (1) Let Then there exists a ne1 such
that x. Thus Since for al] , it follows
thai :, i.e , Hence is closed.
(2) Then there exists a net such that
Since I is closed, thenn In view of is
central for each it gives that is central and so x is
normal. Thus i.e. N is closed.
n
(3) We first assert that ClI is closed. Let1 There exists
a net (x) in Cll such that It is clear that and x
is central. Let with Let
Since we have Since
we have
and so It follows that the only possible
cluster points of the nets (y) are 0 or x. Consequently
Hence and so is closed.
To show that Cfl is closed we take
n
There exists a
net (x ) in Cfl such that
a n
Thus and x is central. By
virtue of 1.2.6 That is closed gives Thus
and so by 1.2.3. Hence completing the
proof.
In this section we consider a special kind of compact
semigroup, namely compact affine semigroups. Properties of
limits of averaged product sequences and ultra-convex sets in such
semigroups are investigated
2.2.1. Definitions.
Let X and Y be Hausdorff topological vector spaces over the
real field. Suppose S and T are convex subsets of X and Y
respectively. A mapping P : S - T is said to be affine if P
preserves convex combinations, i.e. P(tx + (l-t)y) = tf(x) +
(l-t)0(y) for x, y e s and 0 t 1.
is affine, it is easily checked by induction
that whenever for
and
A semigroup S is said to be affine if it is a convex subset
of a Hausdorff topological vector space over the real field such
that x(ty + (l-t)z) = txy + (l-t)xz and (ty + (l-t)z)x = tyx +
(l-t)zx for x, y, z e S and 0 t 1, i.e. the multiplication in
S is separately affine.
If , in addition, the affine semigroup S is also a
topological semigroup (relative to the topology inherited from X),
then S is called an affine topological semigroup. In particular, S
is a compact affine semigroup if S is compact.
An element e of a convex set S of a topological vector space
is called an extreme point of S if e = tx + (l-t)y with x, y € S
and 0 t 1 implies e = x = y.
By Krein-Milman theorem [20, P.440-441], the set d(S) of
extreme points of a compact convex subset S of a locally convex
space X is non-empty and S is equal to co(6(S)) which is the
closed convex hull of d{ S), i.e. the smallest closed convex set
containing 6(S).
In the sequel, we shall need the following lemma which is a
simple consequence of [16, Theorem].
2.2.2. Lemma.
Suppose the compact affine semigroups S is in a locally
convex topological vector space. Then an idempotent e of S is
extreme on the set eSe, i.e. if e = ta + (l-t)b for a, b e eSe and
0 t 1, then a = e = b.
2.2.3. Examples.
I. The following are some examples of compact affine
semigroups.
(1) [0,1] with the usual multiplication and the usual topology.
(2) [0,1] with the usual topology and the multiplication defined
by xy = x for all x, y e [0,1].
(3) The set P(S) of probability measures on a compact semigroup
S, under the convolution and the weak -topology. (P(S) will
be discussed in Chapter 3)
II. A convex semigroup may not be affine.
Let S = [0,1] with the usual topology and the multiplication
defined by a for all a, Then S is a
convex semigroup but not affine since
but
In the rest of this chapter, we shall always assume that S is
a compact affme semigroup which lies in a locally convex space if
no other information is given.
2.2.4. Definition and remarks.
Given a The sequence
is called an averaged product sequence in S.
We see in [7] that the sequence (a) converges to a point in
S denoted by L(a). Moreover L(a) is an idempotent with L(a)a =
In fact L(a) is the zero of co(T(a)).
Given which is the set of all idempotents in S.
Let It is clear that the set
gives a partition on S.
According to [7], we have if and only if
where
2.2.5. Proposition.
For any positive integer p,
Proof. Observing that let n and obtain
Since we have
Similarly giving the result.
2.2.6. Corollary.
then
Proof. Since is an idempotent, therefore Hence
The following propositions (2.2.7, 2.2.8) are given in [7].
2.2.7. Proposition.












The set is convex and its closure
e is maximal if and only if Q is closed.Ob 0
2.2.9. Proposition.
If Q is open, then e is minimal.
a a
Proof. Suppose Since which is
open. There exists a neighbourhood such that Since
then and so Thus i.e.
Therefore e is minimal.
a
2.2.10. Proposition.
Suppose S has finitely many idempotents. If is minimal,
then Qa is open.
Proof. It suffices to show Qa contains no limit point of S Q.
Suppose there is an element x of which is also a limit point of
Then since there
are only finite number of Q.. Thus
1
for some i and sc
By 2.2.8 we get . Since e is minimal, then
a
, a contradiction. Hence 0 is open.
a
2.2.11. Remark.
If S has infinitely many idempotents, then e being minimal
does not imply that Q is open. An example will be given in
Chapter 3 (3.3.13).
2.2.12. Proposition. [7]




e is the zero of S.
a
Q is dense in S.
a
Q is an ideal of S.
a
2.2.13. Remark.
Note that if ea is the zero of S, then is an ideal of S.
In general Qa need not be a semigroup. An example will be given in
Chapter 3 (3.3.13).
2.2.14. Definition.
A non-empty subset 0 of S is called ultra-convex if ta +
whenever a and
Hence, if is an ultra-convex subset of S, then
and 0
2.2.15. Proposition.
Let ft be an ultra-convex set of S. Then ft is convex and
dense.
Proof. It is clear that ft is convex. To see ft is dense. Let x be
any point of S and take a ft. Construct a sequence in ft by a =
n
-a + (1 - -)x, where n € !N. Then a x. Hence ft is dense in S.
n n n
2.2.16. Example.- a
The converse of the above proposition is not true.
Let with the
usual coordinate-wise multiplication and the usual topology
2
inherited from R . Then S is a compact affine semigroup. The set S
is the triangle in R with vertices (0,1), (1,0), and (-1,0). Let
Then ft is clearly convex and dense in S but ft is not
ultra-convex since (1,0) + (0,1) £ ft.
A trivial ultra-convex set of S is the set S itself. Other
examples of ultra—convex sets are given by the following
proposition.
2.2.17. Proposition.
Suppose Acs. Any one of the following conditions implies
that A is ultra-convex.
(1) A is an open prime ideal of S.
(2) A is an open semiprime ideal of S.
(3) A is an open completely prime ideal of S.
(4) A is a maximal ideal of S.
(5) Suppose S has a zero and A is the set of all nilpotent
elements in S.
Proof. (1) By [7].
(2) By [9].
(3) By 1.1.8 and (1) above.
(4) By 1.1.12, 2.1.10 and (1) above.
(5) By [7].
2.2.18. Examples.
(1) A prime or semiprime ideal of S may not be ultra-convex if
it is not open.
Let S = [0,1] with the usual multiplication and the usual
topology. Then P = {0} is a prime and semiprime ideal of S but not
ultra-convex.
(2) In a general compact semigroup, an open prime or semiprime
ideal need not be dense (cf. 2.2.15).
with the usual topology and the
multiplication defined by xy = min {x, y}. Then {0} is clearly an
oiDen Drime and semiprime ideal of S but not dense.
Chapter 3 Probability measures on semigroups
Throughout this chapter, S always denotes a compact semigroup
unless the contrary is explicitly specified.
§1 Fundamental concepts
3.1.1. Construction.
Here we outline the construction of a compact affine
semigroup, whose elements are probability measures on a given
compact semigroup. For further details, we refer to [22].
Let S be a compact semigroup and C(S) the Banach space of all
continuous complex valued functions on S with the supremum norm.
The dual space C(S) is a locally convex space under the
weak -topology (the topology of pointwise convergence), i.e. for
any jJ. € C(S) and a net {U) in C(S) , then U -» p if and only if
p(f) - p(f) for all f £ C(S). By Riesz's representation theorem,
we can identify C(S) with the space of all bounded regular Borel
measures on S. We shall use the same letter p to denote the
functional and the measure, writing p(f) = f f(x)dp{x) whereS
f e C(S).
Let P(S) = W e C(S) : P is non-negative and IIj!I = p(l) =
jU(S) = 1). P(S) is called the set of probability measures on S. It
is easy to see that P(S) is convex and by net argument P(S) is
closed. In view of Alaoglu theorem, P(S) is a compact convex
subset of the locally convex space C(S) under the weak -topology.
For p., !» c PIS), the convolution of p. and !' is the measure pi'
satisfying, f(z)d(Ji-(z) = J Jflxy )dJ(x)dP( y) for all f e CIS). Bys s s
the compactness of S and the continuity of the multiplication in
S, it is not hard to see that ±v £ P(S). By Fubini's theorem, the
convolution in P(S) is associative and is separately affine by
properties of integration. In fact, the convolution is continuous
under the weak -topology. Hence P(S) is a compact affine semigroup
%
under the convolution and the weak -topology.
3.1.2. Remark.
For x e S, let 6 denote the Dirac measure at x, i.e. for
any Borel set A in S,
Thus for all Let
Then, under the induced topology, S is homeomorphic to S. By
Krein-Milman theorem [21, P.440-441], we have P(S) = co(S). By
means of net argument we see that a probability measure J is
central in P(S) if = 5 p for all x € S.
X X
3.1.3. Definition.
Let The support of [J denoted by supp J is the
closed set F such that and is open and
It can be shown that such closed set exists and is
unique [22]. In fact F is the smallest closed subset of S with
The following is a well-known formula for supports of
measures in P(S).
3.1.4. Proposition. [22, Lemma 2.1]
Let fJ, v e P(S). Then supp xv - (supp Msupp v).
To generalize the concept of supports of elements in P(S) to
subsets in P(S), we have the following.
3.1.5. Definition.
Let A be a subset of P(S). Then the support of T is defined
as the set supp
3.1.6. Proposition.
be subsets of P(S). Then :
semigroup (ideal) of P(S), then supp A is a subsemigroup
(ideal) of S.
(3) If A is a closed subsemigroup of P(S), then supp K(A) =
K(supp A).
Proof. (1) Clear.
(2) It follows by Urysohn's lemma.
(3) By [24, Theorem 3; 2, Theorem 5].
The following propositions are some useful tools, concerning
about idempotent measures, for the later work.
31»7. Proposition. [18, Lemma 2; 28,Lemma 3]
Let H £ P(S) be an idempotent measure. Then :
(1) supp [X is a compact simple semigroup.
(2) jlii(x - [x for i e P(S) with supp V C supp fX.
3.1.8. Example.
The converse of 3.1.7(1) is false, i.e. [X € P(S) and supp .?
is a compact simple semigroup but fx may not be idempotent.
Consider Z2 the cyclic group of order 2, i.e.
Let Then supp which is compact and
simple, but
3.1.9. Fact.
If G is a compact subgroup of S, then m, the (normalized)
Haar measure of G, is clearly an idempotent in P(S). The converse
is the following proposition.
3.1.10. Proposition. [30, P.925]
Let [X € p(S) be an idempotent. If F = supp J is a group, then
[X is the Haar measure of F. Moreover with
supp
3.1.11. Proposition. [12, P.722]
P(S) has the zero $ if and only if the minimal ideal K of S
is a compact group. In this case, is the Haar measure of K»
§2 Finite order elements in P(S)
In this section we consider elements of finite order in P(S).
With the help of relations between such elements and their
supports, we study properties of primitive elements of finite
order and answer the questions arose from section 2 of Chapter 1.
3.2.1. Notation.
In this section we always assume that p e P(S) is an element
n+
of finite order, i.e. p = p for some positive integer n. Denote
supp p by F. We write T(F) for the closed subsemigroup generated
by F. Notations introduced in section 2 of Chapter 1 will be used
here.
3.2.2. Lemma.




which is a mutually disjoint union of closed
sets.
Proof. Since supp and for
it follows that Thus it remains to show
Let In particular since x then
By 3.1.7 we have
Then
Similarly we get
Thus Hence completing the proof.
3.2.4. Corollary.
If r(F) is connected, then fA is an idempotent.
Proof. Obvious.
3.2.5. Theorem.
Let Then T(F) and Fn are compact simple semigroups of
S having the same idempotents. Moreover, T(F) is a group if and
only if Fn is.
Proof. Let Then for
Thus Also supp
T(F). In view of 3.1.7 T(F) and Fn are compact simple
subsemigroups of S. Since Fn c T(F), idempotents in Fn are in
T(F). Let e be an idempotent in T(F). Then for some
By virtue of 3.2.3 Thus
Hence T(F) and Fn have the same idempotents.
Suppose T(F) is a group and e is the identity of T(F). Then e
is also the identity of Fn. Let x e Fn. There exists x 1 e T(F)
such that Since for some and
by 3.2.3 we have and thus i.e.
Hence F is a group. Conversely, suppose F is a group
and e is the identity of Fn. For each i = l,..,n and x e F , since
there is 2
such that ye = x. Then x = ye = ye =
xe. Similarly ex = x for all x Thus e is the
identity of Let Then for some
then x is invertible. Otherwise there are y, such that
xy - e and zx - e. Again x is invertible. Hence T(F) is a group.
3.2.6. Theorem.
J is central if and only if F is normal in S. In this case
T(F) is a normal group in S.
Proof. If fJ is central, then for any x € S we have
Thus xF = Fx for all i.e. F is normal in S. Conversely, let
F be normal in S. It suffices to show for all x = S. We
first assert that for all where P(F) is the
set of probability measures on and
the convex hull of F. Then which is a
convex combination of elements in F. Since xF = Fx, for each a.
there is such that Thus
Thus Similarly
Thus and so
Since F is normal in S and Jn is idempotent,
then Fn is normal in S and simple. Thus Fn is a group and so T(F)
is a normal group in S. By [12, theorem 3.2] J is central. We
have for some
Since thus
for all x e S, completing the proof.
3.2.7. Example.
T(F) being normal in S is not sufficient to guarantee p is
central.
Consider and let where Then
is a normal subgroup but f.( is not central.
3.2.8. Corollary.
If T(F) is a group and identical with the minimal ideal K(S)
of S, then ju is central.
Proof. By 3.2.6 it suffices to show that F is normal in S. Let e
be the identity of T(F) and x € S. Then xe £ T(F) and so xe e F1
for some i = l,..,n. We have supp Since
is an idempotent and Fn is a compact group by 3.2.5, then in
view of 3.1.10 annihilates any supported in Fn. Thus
Then
Similarly Hence and so xeF =Fxe. Since e
is the identity of T(F) which is the minimal ideal of S, we have
i.e. F is normal in S.
3.2.9. Theorem.
and
Proof. It is clear that and
write Then and i.e.
is primitive, we have the zero of
then which is a
group by 3.1.11. In view of 3.2.8 f( is central, i.e.
Hence Since by the
same argument, we have and
3.2.10. Corollary.
Proof. Since by 1.2.23, the result follows by
applying the previous proposition.




if and only if
Proof. The if part is shown in 1.2.3. Now suppose By
3.2.9 or J is central. If then
is central, then by 1.2.5
3.2.12. Theorem.
if and only if Jn £ Cfl.
Proof. The only if part has been shown in 1.2.6. Now Suppose
Then and thus By 3.2.9 or H is
central. If then In any case ju is central
and so
3.2.13. Proposition.
Let be normal. Then [J is central.
Proof. By 3.2.9 or p is central. If then IJ is a
normal idempotent. By virtue of 1.1.5 p is central.
3.2.14. Proposition.
If P(S) has no zero element, then :
(1)
(2)
where K(P) is the minimal ideal'of P(S).
Proof. (1) By Pym's result [27, §D theorem],
Now take any Then Thus
Hence Consequently
(2) then and so it suffices to show that
then let By
lemma] for all is a zero element of P(S),
a contradiction. Hence
3.2.15. Theorem.
If P(S) has the zero , then the set Cll is a closed
semigroup. Moreover, it is a union of mutually disjoint groups,
each of which is of the form {,...,n} (they may not be all
distinct) for some v € Cll , and the product of any two elements
from different groups is
Proof. By 1.2.12 and 2.1.11, we see that Cfl is a closed
subsemigroup. In the proof of 1.2.12 we have crin = H(pn). If
is a singleton, then is of the form in which
Suppose contains more than one element, i.e.
there exists with Then and
by Take any If is
idempotent, then is not idempotent, in the proof of
3.2.9 we see that both T(supp and T(supp T) are equal to
K(S) which is a group. Thus supp intersects supp x for
some i = l,..,n. Take supp supp As is a
group, by 3.2.5 supp L is a group. Since supp supp
by Thus
Similarly Since we have Consequently,
• and the proof is complete.
We see in the following proposition, when S is a compact
group, we can characterize non-zero primitive elements by means of
their supports.
3.2.16. Theorem.
If S is a compact group, then jJ e {} if and only if Fn
is a maximal proper closed subgroup of S.
Proof. By 3.2.12, p € {} if and only if Lin € 11 {£} . In
view of [17, theorem 1 : S is a compact group, J e [ {} if
and only if supp is maximal proper closed subgroup of S], the
result follows.
3.2.17. Examples.
(1) In general is not a semigroup.
Let S = S3 be equipped with the discrete topology. Then S is
a compact semigroup. Let p = hd + 6 ) and v - hs +6 ), where
2 e y 2 e xy
3 2
x = y - e. Then supp p = {e, y} and supp i = {e, xy} are maximal
proper closed subgroups of S. Hence the above proposition shows p,
e n {}. However, supp xv - (e, y, xy, x} is not a subgroup
of S and so pp £ II ,1
(2) If P(S) has the zero, n may contain n properly.
n 1
Let S = Z be equipped with the discrete topology and p =4
Then and Thus Since
is a maximal proper closed subgroup of and so
However, p is not an idempotent and thus
§3 Limit measures
Recall that for let the
sequence converges to an idempotent measure with




Let be equipped with the discrete topology and
Then But
Thus and
The following proposition was given in [11 showing certain
conditions to guarantee
3.3.3. Proposition.
Suppose such that and are central.
Anv one of the following conditions implies
(1) The family has the finite intersection
property.
(2) Either or there exists an idempotent
3.3.4. Proposition.
Suppose L(.0 commutes with P and L(.!P), and supp L() c
Proof. Observe that the sequence whose nth term is defined by
converges to On the other
hand,
where the second
equality is given by the fact that LI-0 is idempotent and commutes
with Thus the sequence converges to and so
Since by 3.1.7 we have
Hence
3.3.5. Corollary.
If supp then for all
Proof. The hypothesis gives supp So
we have Hence supp
We complete the proof by induction.
First, it is clear that
2
commutes with ju and L(j ). By the
above proposition, Now we assume
Again since L(J) commutes with and then
Therefore for all
Recall that for an idempotent in P(S), we write
and the family of such subsets gives a
partition on P(S). In general may not be a subsemigroup while
the closure must be a
subsemigroup of P(S). In what follows, we investigate properties
of supp and supp Q. We shall use the notation defined above.
3.3.6. Proposition.
is a closed subsemigroup of S.
Proof. By virtue of 3.1.6 we have supp
By 2.1.4 it suffices to show that
denoted by A, is a subsemigroup of S.
Let x, for some J and v in
with and It follows that
xy
then xy Thus A is a subsemigroup of S, completing
the proof.
3.3.7. Proposition.
Proof. We first assert that supp is an ideal of supp
If then we have
supp Therefore
Taking closure for the sets in the above
equalities, we get
Thus supp is an ideal of supp Since is
idempotent, then supp is simple. Thus supp is the minimal
ideal of supp completing the proof.
3.3.8. Example.
Let P(supp It is
easy to see that and is the zero of In
general, is properly contained in P(supp and may not be
the zero of Plsupp
Let S = {a, b} with the discrete topology and the






Then P(S) It is clear that
every element in P(S) is idempotent and P(S) has no zero. Let X
Then and Q which is properly contained in
3.3.9. Theorem.
If supp t is a group, then is the zero of P(supp Q) and
Proof. Since is idempotent and supp is a compact group, by
3 1.10 x is the Haar measure of supp x . In view of 3.3.7 we have
a
and by 3.1.11 is the zero of P(supp
then
3.3.10. Corollary.
If S is commutative, then z is the zero of P(supp Q ) and(x x
Proof. Since S is commutative and supp T is simple, then suppOf
Ta is a group. By the above theorem the result follows.
3.3.11. Theorem.
z is the zero of P(S) if and only if Q is an ultra-convexCX Of
set in P(S).
Proof. Let be the zero of P(S). We want to show L(ti +
for any and Suppose
for some idempotent Then for any
for some
By 2.2.2 we have and thus for
Therefore That is the zero of P(S)
gives Hence and so 0 isa
ultra-convex. Conversely, suppose Qa is ultra-convex. By 2.2.15
Q is dense and by 2.2.12 Z is the zero of P(S).
a «
3.3.12. Theorem.
If z is the zero of P(S), then supp 3 = S. Conversely, if
a a
supp Qa = S and supp z is a group, then z is the zero of P(S).
Proof. Suppose t is the zero of P(S); then Qa is ultra-convex.
Fix For any let which is belonged
to Then Thus supp Conversely, by
the hypothesis that supp r is a group, x is the zero of
oc oc
P(supp Qa) = P(supp Q) = P(S) by virtue of 3.3.9. The proof is
complete.
3.3.13. Examples.
To fulfil the remark in section 2 of Chapter 2, we give
examples showing that :
(1) If S has infinite number of idempotents, then being a
minimal idempotent may not imply Q is open.
Consider P(S) described in 3.3.8. Since every element in P(S)
is idempotent and xv - v for i, v g P(S), no two elements are
related by the order Hence each element in P(S) is both maximal
and minimal. Let x be any element in P(S). Then = {t} is
closed and is not open, otherwise the topology of P(S) is
discrete which contradicts to P(S) being compact.
(2) Q need not be a semigroup.
be equipped with the discrete topology. Then we
have and Thus Q is not
a semigroup.
§4 Nilpotent measures
In section 2 of Chapter 2, we have seen that the set of all
nilpotent elements of a compact affine semigroup is ultra-convex
and so it is convex and dense in the semigroup. In this section we
assume that P(S) has zero element, i.e. K(S) is a compact group,
and we can talk about nilpotent measures in P(S). Our objective of
this section is to characterize nilpotent measures in terms of
their supports. We first consider a special case that K(S) is a
singleton {0}, and so 0 is the zero of S while the Dirac measure
= 5 is the zero of P(S).
3.4.1. Definitions.
In a compact semigroup S with zero 0, we have defined that an
element x is nilpotent if xn -» 0 as n -» ®. Here we extend this
definition to subsets of the semigroup. A c S is called nilpotent
if An 0 as n -» i.e. for any neighbourhood U of 0, there
exists a positive integer k such that An c U for n k. The set
A c s is said to be quasi-nilpotent if 0 e f(A).
It is clear that if A c S is nilpotent, then A is
quasi-nilpotent. In general the converse is not true. For example,
let S = [0,1] with the usual multiplication and the usual
topology. Take A = [0,1 j. Then it is obvious that A is quasi-
nilpotent but not nilpotent. However, we have the positive result
for singleton sets.
3.4.2. Theorem.
Suppose S is a compact semigroup with zero 0. Then x S is
nilpotent if and only if quasi-nilpotent.
Proof. It suffices to show that x is nilpotent if it is
quasi-nilpotent. Since 0 =: T(x), then K(T(x)) = {0}. Thus the
sequence (x11) has a unique cluster point by 2.1.7. Therefore we
have xn - 0 as n , completing the proof.
3.4.3. Lemma.
Let S be a compact semigroup and A c P(S). Then supp T(A) =
supp T(supp A).
Proof. The first equality has been shown in 3.1.6. We assert the
second equality. Since
supp (supp and so supp T(supp A). On the other
hand, take any for some n. Therefore we
T(supp A). It follows thathave supp
T(supp A) and consequently the result follows.
3.4.4. Theorem.
Suppose S is a compact semigroup with zero 0. A subset
A c p(S) is quasi-nilpotent if and only if supp A is
quasi-nilpotent in S.
Proof. Suppose A is quasi-nilpotent, i.e. the zerc
p(S) is contained in T(A). By the above lemma, 0 € T(supp A). Thus
supp A is quasi-nilpotent. Conversely, suppose that supp A is
quasi-nilpotent in S, i.e. 0 = Hsupp A). Thus {0} = K(F(supp A))
= K(supp T(A)) = supp K(T(A)), where the last equality is
guaranteed by 3.1.6. Hence K(T(A)) = {} and so 9 e T(A), i.e.
A is quasi-nilpotent.
Combining 3.4.2 and 3.4.4, we have the following theorem.
3.4.5. Theorem.
Let S be a compact semigroup with zero element. A measure
p e P(S) is nilpotent if and only if supp p is quasi-nilpotent
in S.
Now we consider the general case. In what follows, S always
denotes a compact semigroup whose minimal ideal K(S) is a compact
groupf unless the contrary is explicitly specified. Then the
(normalized) Haar measure 9 of K(S) is the zero of P(S).
3.4.6. Proposition.
A measure p e P(S) with supp p = K(S) is nilpotent.
Proof. By 2.1.7 K(T(p)) is a group. Let x be the identity of
K(T(p)). Then supp X c supp K(T(p)) = K(supp T(p)) = K(T(supp fJ))
= K(S) where the first equality is given by 3.1.6, the second
by 3.4.3 and the third is due to supp p = K(S) and by 1.1.3.
Thus supp px = (supp q)(supp x) o (K(S))(supp x) = K(S).
That px € K(T(p)) gives supp px c supp K(T(p)) = K(S). Hence
supp px = K(S). As K{T[p)) is a group, there exists v € K(T(p))
such that (.rc)p - r. Thus supp t = (supp pr)(suppP) = K(S)(supp p)
= K(S) since supp P c supp K(r(u)) = K(S). By virtue of 3.1.10,
T is the Haar measure of K(S), i.e. r = -9. Hence K(T(i) ) = {0}.
Therefore the sequence (ixn) has only one cluster point 9 and so
9, i.e. [X is nilpotent.
3.4.7. Corollary.
Let IX E P(S) and supp .n K(S) for some n. Then jx is
nilpotent.
Proof. Let U be an arbitrary neighbourhood of Since
there is a neighbourhood such that
By the above proposition is nilpotent, there exists a positive
integer k such that for all Thus
Thus IX is nilpotent.
3.4.8. Example.
The converse of 3.4.6 is not true.
Let S = [0,1] with the usual multiplication and the usual
topology. Take which is clearly nilpotent but supp
does not contain K(S)
3.4.9. Definition.
Given P(S), we have seen in the previous section (3.3.1)
that the sequence must converge to an idempotent
measure L (ix) with supp K(r(supp ix)) . The measure fx is
termed mean-nilpotent if L(fO 9,
3.4.10. Proposition.
A nilpotent measure is mean-nilpotent.
Proof. Let p € P(S) be nilpotent. By 2.2.5 L(p) = i.e. p is
mean-nilpotent.
3.4.11. Example.
A mean-nilpotent may not be nilpotent.
be equipped with the discrete topology. Take
Then supp L(p) = K(T(supp p)) = K(T(x)) = K(S) = S. Since
L(p) is idempotent and S is a group, by 3.1.10 which is
the zero of P(S), i.e. is mean-nilpotent. But p is not nilpotent
since the sequence does not converge,
3.4.12. Proposition.
Suppose S is a compact semigroup with zero 0. A measure
is nilpotent if and only if mean-nilpotent.
Proof. Since supp L(p) = K(T(supp p)), then it is easy to see
that
quasi—nilpotent. In view of 3.4.0, the result follows.
T(supp
3.4.13. Theorem.
A measure is mean-nilpotent if and only if
Proof. Suppose




P(S) is mean-nilpotent for some n, then H is
mean-nilpotent.
Proof. Since Hsupp p) = T(supp !n), the result follows by
applying the previous proposition.
3.4.15. Notation.
Let The set each neighbourhood of x meets
from some n on is denoted by A(supp J) and is called
lim inf supp ju11 in [19].
As a consequence of [19, corollary 1.1], we have the
following lemma.
3.4.16. Lemma.
Let Then is nilpotent if and only if
3.4.17. Theorem.
A measure is nilpotent if and only if
Proof. Suppose jLJ is nilpotent. Let
then there exists a neighbourhood U of x with U
infinitely many n. Since there exists
with and Since U n supp we have
for infinitely many n. Thus for
infinitely many n. As for all f
Then a contradiction. Thus A(supp
Conversely, suppose A(supp q) = K(S). Let e be the identity
of the group K(S) and consider the sequence ((j5)n). We assert
that Let and be a
neighbourhood of x. Then there exists a positive integer no such
that U
Thus each neighbourhood of x intersects K(S). As K(S) is closed,
we have x e K(S), i.e. A(supp 5 ) c K(S). Now let x e K(S) and V
o
be a neighbourhood of x. Since xe = x, there exists a
neighbourhood W of x such that We Since
there exists a positive integer no such that W n supp for
all Thus We
We n supp for all we have x
Consequently,
Since supp by the above lemma i5 ise
nilpotent. Let T be the unique idempotent of T(i). Then there is a
subnet () of the sequence (Jn) converging to T. Since e is the




Thus Hence Since $ is the unique
cluster point of then fJ is nilpotent, completing the proof.
3.4.18. Example.
The inclusion in the above theorem may be proper.
with the usual multiplication and the usual
topology Then p is nilpotent and A(supp p)
{0, 1} contains K(S) = {0} properly.
3.4.19. Corollary.
Let p, v e P(S) with supp p = supp p. If p is nilpotent, then
v is nilpotent.
Proof. Since supp p = supp p, we get supp pn c supp Pn for all n.
Thus A(supp p) c A(supp P). Since p is nilpotent, then
K(S) = A(supp p) and so K(S) c A(supp P). Thus P is nilpotent.
3.4.20. Remark.
Proposition 3.4.6 is a simple consequence of the above
theorem.
§5 Bonds in P(S)
We have seen in the previous sections that given a subset A
in P(S), how its support supp A being a subset in S relates to it.
In this section we study in the opposite direction, in the sense
that given a subset A in S, we consider a subset fi(A) in P(S),
which is named a bond over A, corresponding to A by means of
supports.
3.5.1. Definition.
A subset A of P(S) is called a bond in P(S) if there exists a
non-empty subset A of S such that A = {.( £ P(S) : supp }.( n A ± 0};
we call A the bond over the underlying set A and write A = fi(A).
3.5.2. Remarks.
(1) Given a bond A in P(S), its underlying set is unique.
Proof. Suppose in S. Without loss
of generality, we assume that there exists Therefore
Hencecontradicts to
i.e. the underlying set is unique.
(2) A subset A of P(S) may not be a bond.
For example, let S = [0,1] with the usual multiplication and the
usual topology. Let A = {6}. If A is a bond , then its underlying
set A must contain 0. It is clear that 0(A) contains A properly.
Hence A is not a bond in P(S).
(3) Given a subset A of S, there is a unique bond in P(S)
corresponding to A, namely p(A).
3.5.3. Proposition.






if and only if
A is an ideal of S if and only if £(A) is an ideal of P(S).
hence, a union of bonds is a bond.
Proof. (1) We need only show the if part. Let x A . Then
(2) Let with and Then
and supp Thus supp and
so Therefore
(3) Suppose A is an ideal of S. Then £(A)P(S)
Similarly Thus £(A) is an ideal of P(S).
Conversely, suppose fi(A) is an ideal of P(S). Let
Then Thus xy Similarly
and
Hence A is
an ideal of S.
(4) Since for all By (1) above
Thus For the other inclusion,
take Then supp for some i s I. Thus
Consequently,
the result follows.
(5) Since for all Then for
all i The result is immediate.
3.5.4. Remarks.
(1) Inclusion in 3.5.3(2) may be proper.
For example, let S = {a, b} with the discrete topology and










(2) Inclusion in 3.5.3(5) may be proper too.
For example, let S = {a, b, c} with the discrete topology and
any multiplication such that S is a semigroup. Let A = {a, b}




(3) The intersection of a finite number of bonds is always
non-empty.
Proof. Let for and Then
for Thus
3.5.5. Theorem.
Let A - S. Then :
(1) 3(A) is ultra-convex.
(2)
Proof. (1) Let
It suffices to show that It is clear that Now
let Then supp w = (supp
intersects A and so Thus
(2) It needs only to show that supp Let and
take Then Thus supp
and the result follows.
3.5.6. Remark.
By the above proposition, a bond in P(S) is always
ultra-convex, but an ultra-convex set in P(S) may not be a bond.
Suppose S is a compact semigroup with the zero 0. Let N(P(S))
and N(S) be the sets of all nilpotents in P(S) and S respectively.
By 2.1.17, N(P(S)) is ultra-convex. If N(P(S)) is a bond, then
for some We claim that Let
Then Thus Hence
and so Now let i.e.
supp Then it is easy to see that J is
quasi-nilpotent and thus nilpotent by 3.4.2, i.e.
Hence and so Consequently
Therefore N(P(S)) cannot be a
bond if




a a a a
a a b ;
a a c
a b b (
Le . The Since
it follows that supi:
is not a bond.
) and so N(P(S
3.5.7. Theorem
Let , A is a completely prime ideal of S if and only if
I is a completely prime ideal of P(S),
Proof. Suppose A is a completely prime ideal of S. Then ?(A) is
an ideal of P(S). Let with Then
there exist a end h
such tha Since A is completely prime, we have a e A
or Thiif
OI and so is a completely prime ideal of P(S).
Conversely, suppose 0(A) is a completely prime ideal of S and so
A is an ideal of S. Let x, y with xy Then we have
Thus or
Hence A is a completely prime ideal of S.
3.5.8. Theorem.
Let A c Si If 3(A) is a prime ideal of P(S), then A is a
prime ideal of S.
Proof. Since 3(A) is an ideal of P(S), then A is an ideal of S.
Let I and J be ideals of S with IJ c A. Then 3 (IJ) c 3(A) and so
0(I)0(J) c (A). Since I and J are ideals of S, then ,3(1) and 3(J)
are ideals of P(S). As 3(A) is prime, we have either |3(I) c j8(A)
or 3(J) c 3(A) and so I c A or J c A. Hence A is a prime ideal
of S.
3.5.9. Theorem.
Let A c S. A is open if and only if 3(A) is open.
Proof. Suppose A is open. Then S A is compact. By net
argument, we see that P(S A) = {'ri = P(S) : supp f.1 c S A} is
compact. Thus 3(A) = P(S) P(S A) is open. Conversely, suppose
3(A) is open. It is equivalent to show that S A is closed.
Let x e S A. Then there exists a net (x ) in S A such that
x -» x. Thus 6 e P(S A) with $ 5 . Since P(S A) =(X X XX(x v.
P(S) 3(A) is closed, then 5 e P(S A). Thus x e S A, i.e.X
S A is closed, completing the proof.
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