We are constructing, for the problem of univariate symmetry (with respect to specified or unspecified location), a class of signed-rank tests achieving optimality against the family of asymmetric (local) alternatives considered in Hallin et al. (2011) . Those alternatives are based on a non-Gaussian generalization of classical first-order Edgeworth expansions indexed by a measure of skewness such that (i) location, scale and skewness play well-separated roles (diagonality of the corresponding information matrices), and (ii) the classical tests based on the Pearson-Fisher coefficient of skewness are optimal in the vicinity of Gaussian densities. Asymptotic distributions are derived under the null and under local alternatives. Asymptotic relative efficiencies are computed and, in most cases, indicate that the proposed rank tests significantly outperform their traditional competitors.
1 Introduction.
Testing for symmetry.
The assumption of symmetry is among the most important and fundamental ones in statistics. This importance explains the variety of existing parametric as well as nonparametric testing procedures of the null hypothesis of symmetry in an i.i.d. sample X 1 , . . . , X n ; see Hollander (1988) for a classical survey.
Traditional parametric tests of the null hypothesis of symmetry-the hypothesis under which X 1 − θ d = −(X 1 − θ) for some location (automatically, the population median) θ ∈ R, where This test is generally considered a Gaussian test. Cassart et al. (2011) indeed show that it is locally asymptotically optimal, in the Le Cam sense, for the null hypothesis of i.i.d. Gaussian observations with unspecified location and scale, against asymmetric alternatives described by a first-order Edgeworth expansion of the form
where κ(=3) is the Gaussian kurtosis coefficient, θ a location parameter, and ξ a measure of skewness. The corresponding local experiments moreover enjoy the appealing property that location, scale, and skewness play well-separated roles (diagonality of the Fisher information matrix associated with θ, σ, and ξ).
Extending that Gaussian approach to a broad class of symmetric densities by embedding the null hypothesis of i.i.d.-ness with density f : x → f (x) := σ −1 f 1 ((x − θ)/σ) (f 1 symmetric) into a family of locally asymmetric alternatives based on an adequate generalization of (1.3), Cassart et al. (2011) show that those families (for fixed f ) are uniformly locally asymptotically normal (ULAN) under mild assumptions on f 1 . The resulting locally asymptotically optimal tests are derived and studied in detail.
It should be insisted, however, that considering alternatives of this (generalized) Edgeworth type by no means implies any assumption on the form of the asymmetry present in the data. Those local expansions are just considered as a way of producing non-Gaussian alternatives to the classical test (1.2) . And simulations (see Cassart et al. 2011) indicate that the resulting tests perform quite well against other types of asymmetries, such as the skew-normal and skew-t densities investigated, for instance, by Azzalini and Capitanio (2003) .
Yet, these tests all are of a parametric nature, while symmetry, very typically, is a nonparametric hypothesis, enjoying a rich group invariance structure, through which classical maximal invariance arguments naturally bring signs and signed-ranks into the picture.
The most popular nonparametric signed-rank tests of symmetry (with respect to any specified location-without loss of generality, the origin) are the sign test, based on the binomial distribution of the number of negative signs in a sample of size n, and the Wilcoxon signed-rank test, based on the exact or asymptotic null distribution of
+,i ), where s 1 , . . . , s n denote the signs, and R (n) +,1 , . . . , R (n) +,n the ranks of absolute values in a sample of size n. These tests are not optimal in any satisfactory sense against asymmetry: actually, they are locally asymptotically most powerful against symmetry-preserving location shifts-under otherwise unspecified density for the sign test, under logistic densities for the Wilcoxon one. And the sign test is completely insensitive to nonsymmetric alternatives preserving the median. There is no way such tests can be adapted to an unspecified-location context (alignment for the location nuisance here produces, at probability level α, a test with trivial asymptotic power α).
Another signed-rank test based on signs is the runs test proposed by McWilliams (1990) and further investigated by Henze (2003) . If not completely invariant, this test has low sensitivity against location shifts; however, it does not address any well-identified alternative and does not exploit the ranks themselves. The triples test by Randles et al. (1980) is location-invariant, and also based on signs. Those signs, though, are those of quantities of the form X i + X j − 2X k , 1 ≤ i < j ≤ n, i = j = k, which do not follow from any concept of group invariance and are not distribution-free; optimality properties, if any, are unclear.
Quite surprisingly thus, despite its obvious nonparametric nature, and despite a long history, the problem of constructing optimal rank-based tests of symmetry remains essentially unexplored. The objective of this paper is to construct signed-rank versions of the parametrically efficient tests proposed in Cassart et al. (2011) . These tests are distribution-free (asymptotically so in case of an unspecified location θ) under the null hypothesis of symmetry, and therefore remain valid under very mild distributional assumptions (for the specified-location case, they are valid in the absence of any distributional assumption).
For instance, the normal-score signed-rank test rejects the null hypothesis of symmetry with respect to (specified) θ for large values of
where Φ is the standard normal distribution function, s i (θ) the sign of Z i (θ) := X i − θ, R (n) +,i (θ) the rank of the absolute value of Z i (θ) among |Z 1 (θ)|, . . . , |Z n (θ)|, and
is a standardizing constant. That test is distribution-free under the null hypothesis of symmetry with respect to θ, asymptotically equivalent to the test based on b
1 under Gaussian densities, and hence asymptotically most powerful against local Edgeworth alternatives of the form (1.3) with ξ > 0. And, under a very broad class of non-Gaussian densities (containing, among many others, all Student and power-exponential ones), the ARE (see Section 3.4) of this signed-rank test is strictly larger than one with respect to the traditional test based on b (n) 1 .
Outline of the paper.
The problem we are considering throughout is that of testing the null hypothesis of symmetry. In the notation of Section 1.1, ξ (see (2.1) for a more precise definition) is thus the parameter of interest; the location θ and the standardized null symmetric density f 1 either are specified or play the role of nuisance parameters, whereas the scale σ (not necessarily a standard error) always is a nuisance.
The paper is organized as follows. In Section 2.1, we briefly describe the Edgeworth-type families of local alternatives we are considering. Section 2.2 restates the local asymptotic normality 3 (with respect to location, scale, and the asymmetry parameters) result of Cassart et al. (2011) that provides the main theoretical tool of the paper.
A signed-rank version of that LAN result is established in Section 2.3. In Section 3.1, we propose nonparametric signed-rank (hence distribution-free) versions of the optimal procedures obtained in Cassart et al. (2011) for specified location θ. The case of unspecified θ is treated in Section 3.2, and requires the delicate estimation of a cross-information quantity of the same type as those appearing in in the asymptotic variances of R-estimators (see Cassart et al. 2010) . That estimation problem is discussed in some detail in Section 4. The van der Waerden, Wilcoxon and Laplace versions of the signed-rank statistics are described in Section 3.3, and Section 3.4 provides asymptotic relative efficiencies of signed-rank tests with respect to the classical ones based on (1.1) and (1.2), indicating the superiority of the former.
2 A class of locally asymptotically normal families of asymmetric distributions.
Families of asymmetric densities based on Edgeworth approximations.
Denote by X X X (n) := (X
. n-tuple of observations with common density f . The null hypotheses we are interested in are (a) the hypothesis H (n) θ of symmetry with respect to specified location θ ∈ R: under H (n) θ , the X i 's have density function x → f (x) := σ −1 f 1 ((x − θ)/σ) (all densities are over the real line, with respect to the Lebesgue measure), for some unspecified σ ∈ R + 0 and f 1 in the class of standardized symmetric densities
The scale parameter σ (associated with the symmetric density f ) we are considering here thus is not the standard error, but the median of the absolute deviations |X i − θ|; this avoids making any moment assumptions on f ;
of symmetry with respect to unspecified location.
As explained in the introduction, efficient testing requires the definition of families of asymmetric alternatives exhibiting some adequate structure, such as local asymptotic normality, at the null hypothesis of symmetry. For a selected class of densities f enjoying the required regularity assumptions, we therefore are embedding the null hypothesis of symmetry into families of distributions indexed by θ ∈ R (location), σ ∈ R + 0 (scale), and a parameter ξ ∈ R characterizing asymmetry. More precisely, consider the class F 1 of densities f 1 satisfying (i) (symmetry and standardization) f 1 ∈ F 0 ;
(ii) (absolute continuity) there existsḟ 1 such that, for all
is monotone increasing, or the difference of two monotone increasing functions, and
That class F 1 thus consists of all symmetric standardized densities f 1 that are absolutely continuous, strongly unimodal (that is, log-concave), and have finite information I(f 1 ) for location, J (f 1 ) for scale and, as we shall see, K(f 1 ) for asymmetry, with tails satisfying (v). Assumption (iii) is not required for ULAN, but for the asymptotic representation of the rank-based statistics associated with the score function φ f 1 .
For all f 1 ∈ F 1 , denote by κ(f 1 ) := J (f 1 )/I(f 1 ) the ratio of information for scale and information for location. For Gaussian densities (f 1 = φ 1 ), κ(φ 1 ) = 3 reduces to kurtosis and, as we shall see, κ(f 1 ) can be interpreted as a generalized kurtosis coefficient. Finally, write P (n) θ,σ,ξ;f 1 for the probability distribution of X (n) when the X i 's are i.i.d. with density
Here θ ∈ R and σ ∈ R + 0 clearly are location and scale parameters, ξ ∈ R is a measure of skewness, κ(f 1 ) (strictly positive for f 1 ∈ F 1 ) the generalized kurtosis coefficient just defined, and z * the unique (for ξ small enough; unicity follows from the monotonicity of
). The function f defined in (2.1) is indeed a probability density (nonnegative, integrating up to one), since it is obtained by adding and subtracting the same probability mass
on both sides of θ (according to the sign of ξ). Note that ξ > 0 implies f (x) = 0 for x−θ < −σ|z * | and
is, vanishes for x ≤ θ +σz * if ξ > 0, for x ≥ θ +σz * if ξ < 0, and is left-or right-skewed according as ξ < 0 or ξ > 0. As for z * , it tends to −∞ as ξ ↓ 0, to ∞ as ξ ↑ 0; in the Gaussian case, it is easy to check that |z * | = O(|ξ| −1/3 ) as ξ → 0. The intuition behind this class of alternatives is that, in the Gaussian case, equation (2.1), with ξ = n −1/2 τ yields (for x ∈ [θ ± σz * ]) the first-order Edgeworth expansion of the density of the standardized mean of an i.i.d. n-tuple of variables with third-order moment 6τ σ 3 (where standardization is based on the median σ of absolute deviations from θ). For a "local" value of ξ, of the form n −1/2 τ , (2.1) thus describes the type of deviation from symmetry that corresponds to the classical central-limit context. Hence, if a Gaussian density is justified as resulting from the additive combination of a large number of small independent symmetric variables, the locally asymmetric f results from the same additive combination, of independent, but slightly skewed observations. We show in Cassart et al. (2011) that the locally optimal test in such case is the traditional test based on b (n) 1 . Besides the Gaussian one, interesting special cases of (2.1) are obtained in the vicinity of (i) the Student distributions with ν > 2 degrees of freedom, with standardized densities (ii) the logistic distributions, with standardized density
(iii) the double-exponential distributions, with standardized density
(iv) the power-exponential distributions, with standardized densities
(the positive constants C tν , C exp η , a ν , a, b, d, and g η are such that f 1 ∈ F 1 ). Figures 1  and 2 provide graphical representations of some densities in the Gaussian (f 1 = φ 1 ) and doubleexponential (f 1 = f L ) Edgeworth families (2.1), respectively. In the Gaussian case, the skewed densities are continuous, while the double-exponential case, due to the discontinuity ofḟ L (x) at x = 0, exhibits a discontinuity at the origin.
Uniform local asymptotic normality (ULAN).
The main technical tool in our derivation of optimal tests is the uniform local asymptotic normality (ULAN), with respect to ϑ ϑ ϑ := (θ, σ, ξ) ′ , at any (θ, σ, 0) ′ , of the parametric families
where f 1 ∈ F 1 . More precisely, we are using the following result, which is proved in Cassart et al. (2011).
Proposition 2.1 (ULAN) For any f 1 ∈ F 1 , θ ∈ R, and σ ∈ R + 0 , the family P
and full-rank information matrix
4)
where γ(f 1 ) :
The diagonal form of the information matrix Γ Γ Γ f 1 (ϑ ϑ ϑ) confirms that location, scale, and skewness, in the parametric family (2.2), play distinct and well separated roles. Note that orthogonality between the scale and skewness components of ∆ ∆ ∆ (n) f 1 (ϑ ϑ ϑ) automatically follows from the symmetry of f 1 , while for location and skewness, this orthogonality is a consequence of the definition of κ(f 1 ). The Gaussian versions of (2.3) and (2.4) are
respectively (recall that a ≈ 0.4549).
2.3 Signed-rank versions of the central sequence.
As mentioned in the introduction, the hypothesis of symmetry enjoys strong group invariance features. The null hypothesis H (n) θ of symmetry with respect to θ indeed is generated by the
, where lim x→∞ h(x) = ∞, and x → h(x) is continuous, monotone increasing, and skew-symmetric with respect to θ (i.e. h(θ − z) = −h(θ + z)). A maximal invariant for that group is known to be the vector of signs (s 1 (θ), . . . , s n (θ)), along with the vector of ranks (R 
where
and F 1 denote the distribution functions of |Z i | and Z i , respectively, when Z i has density f 1 . Later on, however, we also will need the signed-rank version
of the θ-component. The following results follow from the classical Hájek theory for linear signed-rank statistics (see, e.g., Chapter 3 of Puri and Sen 1985).
as n → ∞, under P (n) θ,σ,0;g 1 , and hence ∆ (n)
has mean zero and variance
3 Rank-based tests for symmetry.
3.1 Optimal signed-rank tests of symmetry: specified location.
Proposition 2.2 immediately yields a distribution-free signed-rank test of the hypothesis of symmetry with respect to a specified location θ. Let
given in (2.5). Define the cross-information coefficients
and denote by F f 1 := {g 1 ∈ F 0 |I(f 1 , g 1 ) < ∞, J (f 1 , g 1 ) < ∞, and K(f 1 , g 1 ) < ∞} the class of densities for which these integrals exist and are finite.
, g 1 ∈ F f 1 , and variance one under both;
(ii) the sequence of tests rejecting the null hypothesis H (n)
of symmetry with respect to θ whenever T (n) f 1 (θ) exceeds the (1 − α) standard normal quantile z α is locally asymptotically most powerful, at asymptotic level α, against ξ>0 σ∈R
Only asymptotic critical values are reported in Part (ii) of the proposition, but exact (or simulated) ones of course also can be considered, as the test is entirely distribution-free. The two-sided version also readily follows.
Optimal signed-rank tests of symmetry: unspecified location.
The unspecified-location case is more difficult and, to the best of our knowledge, never has been considered in the literature. When θ is unspecified, a consistent estimatorθ has to be substituted for θ, yielding aligned signs s i (θ) and aligned ranks R , and on its asymptotic distribution. That impact, as we shall see, requires a delicate asymptotic analysis.
As usual in this context, denoting by P (n) λ a sequence of probability measures indexed by a parameter λ, consider a sequence of estimatorsλ (n) of λ satisfying, under P (n) λ , (C1) (root-n consistency)λ (n) − λ = O P (n −1/2 ), and (C2) (local discreteness) the number of possible values ofλ (n) in balls with O(n −1/2 ) radius centered at λ is bounded as n → ∞.
An estimator λ (n) satisfying (C1) but not (C2) is easily discretized by letting, for some arbitrary c > 0, λ
# := (cn 1/2 ) −1 sign(λ (n) )⌈cn 1/2 |λ (n) |⌉, which satisfies both (C1) and (C2). Subscripts # in the sequel are used for estimators (θ # ,σ # , ... ) satisfying (C1) and (C2). It should be noted, however, that (C2) has no implications in practice, where n is fixed, as the discretization constant c can be chosen arbitrarily large.
(an asymptotic representation similar to that of Part (i) of Proposition 2.2 clearly holds) is asymptotically normal, with mean zero and covariance matrix
.
It immediately appears from (3.2) and Le Cam's third Lemma that root-n perturbations of θ, hence also the replacement of θ by a root-n consistent estimator, do affect the asymptotic centering of ∆ (n)
Since the mapping from κ to the values of ∆ (n)
) estimator of κ(f 1 , g 1 ) also can be expected to be asymptotically insensitive to root-n perturbations of θ. This is indeed the case, and the same reasoning as in Section 3. 
for any estimatorθ # of θ satisfying (C1) and (C2) and any density g 1 in
Obtaining a consistent estimator κ (n) (f 1 ; θ) of κ (f 1 , g 1 ), which is a ratio of expected values, taken under unspecified density g, of variables that themselves depend on g, however, is delicate. A general method is proposed in Cassart et al. (2010), which we describe in Section 4. Defining
where (convergence under P
we thus have established the following result.
, where g 1 ∈ F * f 1
, and variance one under both;
(ii) the sequence of tests rejecting the null hypothesis
of symmetry with respect to unspecified θ whenever T (n) * f 1 (θ # ) exceeds the (1 − α) standard normal quantile z α is locally asymptotically most powerful, at asymptotic level α, against
3.3 The van der Waerden, Wilcoxon and Laplace tests of symmetry.
Important particular cases of (3.1) and (3.3) are the Laplace (sign-test or double-exponential scores), Wilcoxon (logistic scores) and van der Waerden (normal scores) tests, which are optimal at double-exponential, logistic and normal distributions, respectively.
The van der Waerden tests are based on f 1 = φ 1 , with
where Φ is the standard normal distribution function. The specified-location test statistic (3.1) then reduces to
The corresponding unspecified-location test statistic (3.3) takes the form
In the Wilcoxon case (logistic density), one easily checks that F −1
1+ (u)) = b −1/2 u. Therefore, (3.1) and (3.3) reduce to
and
respectively.
As for the Laplace-score version of (3.1), it is associated with the double-exponential density f 1 = f L . One easily obtains F −1
The unspecified-location test statistic (3.3) is derived along the same lines as previously, yielding
Asymptotic relative efficiencies.
The asymptotic shifts provided in 2 ; see (1.2)), respectively. Those ARE values are obtained as the squared ratios of the corresponding local shifts, for various densities g 1 . The pseudo-Gaussian tests, hence also our ARE values, require finite sixth-order moments. But signed-rank tests of course remain valid without such assumption and, whenever g 1 has infinite moment of order six, the asymptotic relative efficiency under g 1 of any signed-rank test with respect to its pseudo-Gaussian competitor can be considered as infinite. 
(ii) The asymptotic relative efficiency under g 1 ∈ F φ 1 of the specified-location signed-rank test based on T (n) f 1 (θ) with respect to the classical procedure based on b
(iii) The asymptotic relative efficiency under
(θ # ) with respect to the classical procedure based on b
Numerical values of those AREs, under t 6.5 , t 8 , t 10 , t 20 , normal, logistic, and double-exponential densities are displayed in Tables 1 and 2 . Those values are quite high, particularly so under heavy tails (see, for instance, the Student density with 6.5 degrees of freedom). Also, the AREs of the van der Waerden tests are uniformly larger than or equal to one. The tests with power-exponential scores however are not performing as well under Student and logistic densities. On the other hand, under the power-exponential density with exponent 2, the classical procedure based on m (n) 3 (θ) has no power at all, yielding infinite ARE values (the shift in the denominator is zero) in Table 1 .
The van der Waerden tests thus appear as a very attractive alternative to the classical testsall the more so that their validity does not require the actual density g to have finite moments of order 6; recall, however, that g 1 ∈ F * f 1 is still needed in the unspecified-location case.
4 Estimation of cross-information quantities. 4 .1 Consistent estimation of I(f 1 , g 1 ) and J (f 1 , g 1 ).
Implementing the unspecified-location rank-based tests of Section 3.2 thus requires (except for the Laplace-score version) consistent estimation of κ (f 1 , g 1 ), that is, consistent estimation of the cross-information quantities I(f 1 , g 1 ) and J (f 1 , g 1 ). The cross-information for location I(f 1 , g 1 ) is a familiar quantity in classical rank-based inference. It explicitly appears, indeed, in the asymptotic powers of traditional rank and signed-rank tests for location, and in the asymptotic 
