Abstract-Many dynamic call admission control (CAC) schemes have been proposed in the literature for adaptive reservations in cellular networks. Efficient application of these schemes requires reliable and up-to-date feedback of system performance to the CAC mechanism. However, exact analyses of these schemes in real time using multi-dimensional Markov chain models are challenging due to the need to solve large sets of flow equations. One dimensional Markov chain models have been widely used to derive performance metrics such as call blocking probabilities of multiple traffic classes assuming that all classes of calls have equal capacity requirements and exponentially distributed channel holding times with equal mean values. These assumptions need to be relaxed for a more general evaluation of CAC performance in multi-service cellular networks. In this paper we classify CAC schemes according to their Markov chain models into two categories: symmetric and asymmetric, and develop computationally efficient analytical methods to compute call blocking probabilities of various traffic classes for several widely known CAC schemes under relaxed assumptions. We obtain a product form solution to evaluate symmetric schemes and propose a novel performance evaluation approximation method with low computational cost for asymmetric schemes. Numerical results demonstrate the accuracy and efficiency of the proposed method.
I. INTRODUCTION

N
EXT generation wireless networks are promising to provide not only conventional voice services but also the efficiency and flexibility of multiplexing a wide variety of traffic from data to multimedia applications. However, satisfying the diverse quality of service (QoS) requirements of these services over cellular networks are becoming even more challenging due to reduced cell size and increased user mobility. Call admission control (CAC) schemes are deployed to selectively limit the number of admitted calls from each traffic class to maximize network utilization while satisfying the QoS constraints [1] . CAC for wired and wireless networks has been Manuscript received March 9, 2007 ; revised September 25, 2007 ; accepted October 15, 2007 . The associate editor coordinating the review of this paper and approving it for publication was H. Chen. This paper is based in part on a paper presented at IEEE GLOBECOM, San 
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extensively studied in the past and many priority based CAC schemes have been proposed [2] - [14] . One way to give calls with a more stringent QoS requirement a higher priority is to give them exclusive access to a number of reserved channels, thus reducing their call blocking probability. However, this increases the blocking probability for calls with a relatively lower priority resulting in a tradeoff between traffic classes. The goal is to sustain a balance between traffic classes while satisfying the respective QoS requirements. A set of guard channels are reserved for prioritized calls in Guard Channel (GC) schemes such as cutoff priority [2] - [5] , fractional guard channel [6] , new call bounding [7] and rigid division based [8] schemes. Many dynamic GC schemes have also been proposed to maximize network utilization adaptively [9] - [14] . Efficient adaptive reservation depends on reliable and up-to-date performance feedback; however, exact analyses of these schemes using multi-dimensional (MD) Markov chain (MC) models are intractable in real-time due to the need to solve large sets of flow equations. Hence, performance metrics such as call blocking probabilities are generally evaluated using one-dimensional (1D) MC models under the simplifying assumptions that call arrivals are Poisson, and that all calls have the same capacity requirements and exponentially distributed channel holding times with equal mean values regardless of the traffic classes they belong to.
Due to the popularity of Internet and multimedia applications, increasingly traffic carried over wireless networks is packet-switched and statistically multiplexed over shared channels to improve network utilization, which makes performance evaluation of CAC schemes harder due to the dynamic nature of the traffic. This difficulty can be overcome by using the effective bandwidth [15] - [17] to represent the traffic demand of a packet-switched traffic stream so that application of the above CAC schemes to a packet-switched network can still be evaluated using MC models. This approach has been successfully applied to cellular networks [16] .
However, the simplifying assumptions mentioned above may not be appropriate in many situations since channel holding times of calls with different priorities may have different average values if not different distributions [18] - [19] . Existing performance evaluation methods based on 1D MC approximations lead to significant discrepancies when average channel holding times for distinct traffic classes are different [20] . Thus exact analysis methods based on MD MC models appear to be the only means to obtain accurate solutions for evaluating CAC schemes. In [21] , Rappaport obtained call blocking probabilities for calls of various priorities in a cellular network by using a MD model, and with Monte in [22] , developed an analytical model for traffic performance analysis using a MD birth-death process to take into consideration the effects of various platform types distinguished by different mobility characteristics. Schembra introduced two MD models in [23] to assess the effectiveness of a proposed channel management strategy with respect to both network utilization and user performance. These methods suffer from the curse of dimensionality, which results in very high computational cost for large systems, despite providing the exact solutions.
Approximation methods that have a high accuracy and low computational cost are needed if dynamic CAC schemes are to be implemented in real-time systems that adapt to dynamic changes in traffic statistics. Li and Chao obtained a product form solution to study cellular networks with a single class of calls in [24] and multiple classes of calls in [25] by modeling a multicell network as a network of queues employing a hybrid GC/QP (queuing priority) scheme with transfer of unsuccessful requests to neighboring cells; however, their solution is restrictive to the protocol considered and may be difficult to extend to multi-service models. Gersht and Lee proposed an iterative algorithm [26] by modifying Roberts' approximation [27] to improve its accuracy when the service rates differ, but this algorithm can suffer significant discrepancies from inappropriate initial values [20] . Yavuz and Leung proposed an easy-to-implement closed form approximation method [20] based on 1D MC modeling, which assumes that all calls have the same capacity requirements and independent exponentially distributed channel holding times that do not necessarily have the same average values. Yet this method is useful only when the call traffic is homogeneous in terms of capacity requirements. When call traffic is heterogeneous in capacity requirements for different traffic classes, owing to the absence of a product form solution, calculating the channel occupancy distribution is demanding for all but the smallest systems as it involves solving the balance equations numerically. Borst and Mitra [28] developed computational algorithms for the multiservice case by coupling the computation of joint channel occupancy probabilities with that of used capacity assuming that channels are occupied independently, and solving the resulting balance equations using numerical iterations. However, due to the independence assumption on channel occupancy, these algorithms give accurate results only when a large number of call-types with different capacity requirements are involved. In this paper, we consider multiple traffic classes with different capacity requirements, and classify prioritized CAC schemes into two categories: symmetric and asymmetric, based on the nature of connecting links in a scheme's two-dimensional MC state transition diagram. We present performance evaluation methods with low computational costs for each category under the simplifying assumptions that call inter-arrival times and channel holding times for all traffic classes are exponentially distributed, but with different average values in general.
This paper is organized as follows. In the next section we obtain the product form exact solution formula to evaluate symmetric CAC schemes in multi-service networks. In Section III, we propose a novel approximation method to evaluate asymmetric CAC schemes in multi-service networks. Section IV presents numerical results to compare the approximation method proposed in section III with the exact analysis and previously proposed approximation methods. We show that the computational cost of the proposed approximation method is significantly lower than that of the exact analysis. Section V concludes the paper.
II. PERFORMANCE EVALUATION OF SYMMETRIC CALL
ADMISSION CONTROL SCHEMES We define a CAC scheme as symmetric if each pair of nodes in the state transition diagram of the scheme's MC model commute bi-directionally if they are connected. The widely known complete sharing (CS), complete partitioning (CP) and new call bounding schemes can be regarded as symmetric. In this section we obtain an exact product-form solution to evaluate symmetric CAC schemes in multi-service networks where all traffic classes have distinct bandwidth requirements. We consider a cellular system employing the new call bounding scheme to serve two classes of calls with different bandwidth requirements: non-prioritized and prioritized, where the latter enjoy a higher service priority than the former. This scenario is chosen for the benefit of simplicity although the analytical method could accommodate any number of classes and the other CAC schemes mentioned above. We assume that the arrival processes for non-prioritized and prioritized calls are Poisson, with respective arrival rates λ np and λ p , and that their channel holding times are exponentially distributed with average channel holding times 1/μ np and 1/μ p , respectively. Let C denote the total number of channels in a cell and b np and b p denote the required bandwidth (in bandwidth units, where 1 channel = 1 bandwidth unit) for non-prioritized and prioritized calls, respectively. In practice C is technology dependent and may vary from cell to cell, e.g., in interference-limited CDMA systems. Nevertheless, we assume for simplicity that the value of C is fixed and known for each cell. Let integer K(0 ≤ K ≤ C) be the threshold for the new call bounding scheme; then a non-prioritized call is admitted only when less than K channels are occupied by non-prioritized calls and the total number of occupied channels is less than the total number of channels, C, in the cell.
The traditional method for CAC performance evaluation, which uses a 1D MC model with a single fixed average channel holding time for all cell traffic, leads to inaccurate results when different traffic classes with diverse average channel holding times exist. A product form solution is presented in [7] to accurately obtain the blocking probability B np of non-prioritized calls, and blocking probability B p of prioritized calls, by exploiting the symmetric nature of the scheme assuming that all traffic classes have the same capacity requirements. In [7] , the average channel holding times for both types of calls are normalized to allow the arriving traffic for each type of call to be scaled appropriately. Here, we extend that product form solution in [7] so that all traffic classes can have distinct capacity requirements.
Let traffic loads ρ np = λ np /μ np and ρ p = λ p /μ p , then an equivalent MC model, in which the prioritized and nonprioritized call arrivals are Poisson with arrival rates ρ p and ρ np , respectively, and service rates (reciprocal of average channel holding times) of all calls are equal to 1, can be used to give a simplified representation of the system since only traffic loads are required to obtain the stationary distributions. Let q(n np , n p ) denote the steady state probability that there are n np non-prioritized calls and n p prioritized calls in the system. Then we obtain the following stationary distribution:
and x is the "floor" function that rounds argument x to the largest integer less than or equal to x. Thus, the formulas for non-prioritized and prioritized call blocking probability are as follows:
When K = C, the new call bounding scheme becomes the non-prioritized scheme; however, the blocking probabilities for non-prioritized calls, B np , and prioritized calls, B p , will not be the same unless b np = b p . When b np = b p = 1, both probabilities become:
III. PERFORMANCE EVALUATION OF ASYMMETRIC CALL ADMISSION CONTROL SCHEMES
We define a CAC scheme as asymmetric when some pairs of nodes in the state transition diagram of the scheme's MC model have only unidirectional links connecting them. Both the widely known cutoff priority and fractional guard channel schemes, which decide on whether an arriving non-prioritized call is accepted or not based on the number of total occupied channels in the system, can be regarded as asymmetric schemes. We consider a cellular system with two classes of calls where prioritized calls enjoy a higher service priority than non-prioritized ones. Let λ p ,λ np , μ p , μ np , b p , b np , and C be defined as before and q p (j) and q np (r), respectively, denote the estimated equilibrium channel occupancy probabilities when exactly j prioritized calls and r non-prioritized calls exist in the system. Let β i (i = 0, 1, . . . , C − 1) denote the admission probability of an arriving non-prioritized call when the total number of busy channels is i. In the fractional guard channel scheme, 0 ≤ β i ≤ 1 and β i decreases as i increases, whereas in the cutoff priority scheme, β i = 1 for i = 0, 1, . . . , m − 1 and β i = 0 otherwise, where m is the cutoff threshold. Let k j (j = 0, 1, . . . , C/b p − 1) denote the admission probability of an arriving prioritized call when j prioritized calls exist in the cell regardless of the number of existing non-prioritized calls. Thus k j is similar to β i ; however, β i is a predefined user-controlled parameter that indicates whether an arriving non-prioritized call will be admitted or not based on the number of occupied channels in the system, whereas k j is extracted from the MD MC model of the system.
We present the following novel performance evaluation approximation method referred herein as state-space decomposition. Instead of evaluating the system using a 1D MC model by grouping nodes with the same total number of occupied channels regardless of the types of calls, we group nodes with the same number of calls of a certain type to form "supernodes", thus resulting in a different 1D MC model for each type of call. Consider the cutoff priority scheme as an example. By grouping nodes with the same number of prioritized calls such as (0, 0), (b np , 0) , (b np , b p ) , . . . , (b np · no transitional flows on this side no transitional flows on this side 
together to obtain the supernodes shown in Fig. 1 , we can frame a 1D MC model that we can solve to obtain the steady state probability of each of these supernodes. The same approach can be utilized to group nodes that have the same number of nonprioritized calls such as (0, 0), (0, b p 
The different 1D MC models obtained above are given in Figs. 1 and 2 for prioritized and non-prioritized calls, respectively. In Fig. 1 , we observe that for all supernodes except the ones that have at least one member node that represents a system state in which the total number of occupied channels is equal to the total number of channels in the system, C, there exist (m + 1) pairs of transitional flows between their member nodes and the corresponding member nodes that belong to their neighboring supernodes. Conversely, for the rest of the supernodes there exist some member nodes that do not have transitional flows in betwen any of the corresponding nodes that belong to their neighboring supernodes. The same can also be observed for the supernodes shown in Fig. 2 ; however, in addition to those mentioned above there exist some other member nodes with unidirectional transition flows.
In Fig. 3 , we show the 1D MC model for prioritized calls where each node represents a supernode composed of a set of nodes shown in Fig. 1 . We determine the values of the admission probabilities for prioritized calls, k j , by obtaining the ratio of the sum of occupancy probabilities of the feasible member nodes of a supernode, for which the system admits an arriving prioritized call, to the sum of occupancy probabilities of all feasible member nodes of that particular supernode. Thus, when j = 0, 1, . . . ,
, admission probabilities for prioritized calls, k j , are equal to 1.
The equilibrium channel occupancy probability when exactly j prioritized calls exist, where q p (j), j = 0, 1, . . . C/b p , can be obtained recursively from the following equation.
Solving for q p (0) in the equation
where
Let h r , where r = 0, 1, . . . , ( m/b np − 1), denote the admission probability of an arriving non-prioritized call when r non-prioritized calls exist, regardless of the number of existing prioritized calls. Note that h r should not be confused with β i since the latter is a predefined user-controlled parameter based on the total number of busy channels. Similar to, yet slightly different than k j , we determine the values of h r by obtaining the ratio of the sum of occupancy probabilities of the feasible member nodes of a supernode, for which an arriving nonprioritized call is admitted, multiplied with β i , to the sum of occupancy probabilities of all the feasible member nodes of that particular supernode.
In Fig. 3 , we show the 1D MC model for non-prioritized calls where each node represents a supernode composed of a set of nodes shown in Fig. 2 . The equilibrium channel occupancy probabilities, q np (r), could be obtained similarly to prioritized calls if unidirectional transition flows, shown in Fig. 2 , did not exist. However their existence needs to be taken into account by adjusting μ np affiliated with each supernode appropriately. Therefore we initiate μ np (r) to replace μ np affiliated with each supernode in the model given in Fig. 3 and determine its value by dividing the number of transition flows departing from the associated supernode with the number of pairs of bidirectional transition flows in between the same particular supernodes.
Then we can obtain the occupancy probabilities q np (r), r = 0, 1, . . . , ( (m/b np −1), which satisfy the following recursive equation. 
The admission probabilities for prioritized calls, k j , and nonprioritized calls, h r , cannot be obtained without computing the occupancy probability of each feasible node. Even if the occupancy probabilities of supernodes for prioritized and nonprioritized calls can be obtained using this method, we still need to compute the occupancy probabilities of certain feasible nodes since joint occupancy probabilities of these supernodes cannot be used due to their dependencies.
To overcome these difficulties, we suggest the following iterative approach:
1 (7) and (8). b) Update the values of estimated occupancy probabilities,q(n np , np), by apportioning the value of the last updated occupancy probability, q p (j), of the corresponding supernode for prioritized calls amongst its nodes with respect to the value of the last updated occupancy probability, q np (r), of the corresponding supernode for non-prioritized calls. c) Calculate and update h r for r = 0, 1, . . . , ( m/b np − 1) and q np (r) for r = 0, 1, . . . , ( m/b np ) using (11) and (12) . d) Update the values of estimated occupancy probabilities,q(n np , n p ), by apportioning the value of the last updated occupancy probability, q np (r), of the corresponding supernode for non-prioritized calls amongst its nodes with respect to the value of the last updated occupancy probability, q p (j), of the corresponding supernode for prioritized calls. 4) Obtain call blocking probabilities for prioritized and non-prioritized calls usingq(n np , n p ). The call blocking probabilities for both types of calls are calculated as follows when the final estimated values of equilibrium occupancy probabilities,q(n np , n p ), are obtained.
Despite its iterative nature, we expect the proposed state-space decomposition method to have a low computational cost since decomposing the whole state space into subspaces and forming supernodes enables applications of 1D MC modeling and corresponding closed form formulas, which makes the proposed method efficient to implement for real time applications. 
IV. NUMERICAL RESULTS
In this section we compare the performance of the proposed method, state-space decomposition, with Borst and Mitra's approximation [28] and the direct numerical methods for asymmetric CAC schemes. We then show that the runtime computational cost of the proposed approximation method is negligible compared to existing numerical methods' (i.e., direct, method of Jacobi, method of Gauss-Seidel) with respect to CPU time and memory needed to obtain the results. We investigate the cutoff priority scheme, which is a special case of the fractional guard channel scheme, using the following set of parameters: C = 32, m = 24, (β i = 1 for i = 0, . . . , 23, and 0 otherwise) λ np = 0.1, 1/μ np = 200, 1/μ p = 50, b p = 1 and 3, b np = 1 and λ p is varied from 1 to 0.05. However any fractional guard channel scheme can be chosen since other choices of β i 's would give similar results. A two-class model is considered for the sake of simplicity and to challenge Borst and Mitra's assumption on independent channel occupancy. Figs. 4 and 5 depict the prioritized and non-prioritized call blocking probabilities respectively under varying prioritized call traffic load. We observe for both values of b p that, when ρ p > ρ np , both call blocking probabilities approximated by the proposed method match the exact results very well. However Borst and Mitra's method overestimates the prioritized call blocking probabilities generously while it underestimates the non-prioritized ones extensively. When ρ p < ρ np , the proposed method slightly overestimates the prioritized call blocking probabilities while it slightly underestimates the nonprioritized ones with the discrepancy increasing as both traffic loads are decreasing. Yet, Borst and Mitra's method gives a better approximation only when both traffic loads are very low due to its assumption on independent channel occupancy.
The discrepancy observed when ρ p < ρ np is due to an assumption that we made in the iterative solution described above; i.e., the steady state probabilities of all nodes that are members of the same particular supernode for prioritized calls are proportional to each other with the same ratio that exists between the steady state probabilities of the corresponding supernodes for non-prioritized calls, and vice versa. Therefore we expect the proposed method to approximate steady state probabilities of nodes that are members of supernodes which have a relatively less number of member nodes better with respect to others that are members of supernodes which have relatively more number of member nodes. However this is not a significant problem unless ρ np >> ρ p , since call blockings mostly occur at nodes that are members of supernodes which have relatively less number of member nodes and thus closer to the edges of the respective transition diagrams. When ρ np > ρ p , steady state probabilities of the nodes that have a relatively more number of non-prioritized calls dominate the others and thus lead to the discrepancy. On the other hand, Borst and Mitra's method gives better approximations only when traffic loads of both classes are very low due to the channel occupancy independence assumption [28] . When each of the individual classes accounts for a substantial portion of the total amount of capacity in use, it leads to mutual dependence as the traffic load increases. Both approximation methods perform relatively better when the capacity requirement for prioritized calls, b p , increases.
When the number of shared channels, m, is increased to 28, the proposed method gives more accurate estimates of call blocking probabilities for both types of calls since the transition diagram has more supernodes for non-prioritized calls that have a relatively less number of member nodes. We make another comparison in Figs. 6 and 7 by using the following set of parameters: C = 32, m = 28, λ np = 0.1, 1/μ np = 200, 1/μ p = 50, b np = 1 and 3, b p = 1 and λ p is varied from 1 to 0.05. The results are similar to the first case; however, when b np increases, the non-prioritized call blocking probabilities become less accurate for the proposed method but more accurate for Borst and Mitra's method. Yet, Borst and Mitra's method still yields a better approximation than the proposed method only when the loads of both traffic classes are very low.
In [20] we proposed a closed form approximation method, effective duration time, to evaluate call blocking performance in cellular networks under homogeneous traffic. The method provides accurate results, yet the results are sensitive to the average values of channel holding times. We compare the performance of this method to the proposed state-space decomposition method's to observe if it is more sensitive than the previously proposed method under homogeneous traffic. When call traffic load is varied by changing the value of call arrival rates we observe that both methods slightly overestimate the prioritized call blocking probability when ρ p < ρ np whereas the results obtained from both approximation methods match the results obtained from the direct numerical method very well when ρ p > ρ np . The state-space decomposition method underestimates the non-prioritized call blocking probability while the effective duration time method provides results that match well with the exact solutions. On the other hand, when call traffic load is varied by changing the value of average channel holding times we observe that the results obtained from both approximation methods match the ones obtained by the direct numerical method very well when ρ p > ρ np , whereas the effective duration time method degenerates slightly compared to the previous results given above when ρ p < ρ np . We observe that the proposed statespace decomposition method is indifferent to changes in average channel holding times as opposed to the effective duration time method.
For real time applications, computationally efficient approximation methods for evaluating CAC schemes are needed to replace such methods as direct which provide exact solutions by solving large sets of flow equations. Product form solutions are preferable due to their computational efficiency; however, it is very difficult to find one to evaluate asymmetric CAC schemes. Considering that the state-space decomposition method is iterative, we need to compare it with the direct and other widely used iterative methods such as the Jacobi method, Gauss-Seidel method and approximate method such as BorstMitra with respect to their computational costs to evaluate its benefits. We compare the runtime computational costs of the numerical and the approximation methods using the parameters "CPU time" and "used memory". We are aware that the results depend on the computer used; however our intent is only to give the readers an idea on the relative performance of the different methods rather than to provide absolute performance figures. We define "CPU time" as the total processing time (in seconds) consumed for the computation using each method and the "used memory" as the amount of storage allocated for nonzero matrix elements. We use the following set of parameters to obtain the numerical results presented in Table  II by The results given in Table II show that the CPU times and the used memory obtained from our approximation method is almost negligible when compared with the ones obtained from the direct numerical solution, Jacobi method and Gauss-Seidel method especially when the number of channels in the system increases. Decomposing the whole state space into subspaces and forming supernodes to enable iterative applications of 1D MC modeling with its closed form formulas make our proposed approximation method's computational cost comparable with that of solutions obtained from single closed form formulas in terms of CPU time and memory usage. This is because our evaluations show that the admission probabilities for the prioritized calls, k j , and the non-prioritized calls, h r , converge very fast. Therefore both the methods of state-space decomposition and Borst-Mitra perform similar to a closed form formula solution with respect to CPU times and used memory given in Table II . The latter computes the solution faster using less memory compared to the former; however the proposed method gives more accurate approximations under a wide range of conditions with only a relatively small increase in computational cost.
V. CONCLUSION
In this paper we have classified CAC schemes according to their MC models into two categories: symmetric and asymmetric. We have obtained a product-form exact solution to evaluate symmetric CAC schemes in multi-service networks. To evaluate the call blocking performance of asymmetric CAC schemes in multi-service networks, for which closed form solutions are difficult to obtain, we have proposed a novel approximation method called state-space decomposition that uses an iterative approach and is therefore computationally efficient. We have compared the numerical results obtained from the proposed state-space decomposition method, with those obtained from a previously proposed approximation method by Borst and Mitra, and the direct numerical method that provides the exact solution. The results presented show that the proposed method provides a better match to the exact solutions compared to the Borst-Mitra method over a wide range of conditions. We have evaluated the computational costs of various schemes. Results show that the CPU time and memory usage for the proposed method are slightly higher than those of the Borst-Mitra method, and both these methods have an almost negligible computation cost compared with exact solution methods such as direct, Jacobi and GaussSeidel. We believe that the easy-to-implement approximation method with low computational costs for performance evaluations, as proposed in this paper, will help motivate the practical application of dynamic CAC schemes that adaptively adjust resources allocated to multiple service classes based on computation of CAC performance metrics in real time. 
