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SPACES OF R - PLACES OF RATIONAL FUNCTION FIELDS
MICHA L MACHURA AND KATARZYNA OSIAK
Abstract. In the paper an answer to a problem ”When different orders of
R(X) (where R is a real closed field) lead to the same real place ?” is given. We
use this result to show that the space of R-places of the field R(Y ) (where R is
any real closure of R(X)) is not metrizable space. Thus the space M(R(X,Y ))
is not metrizable, too.
1. Introduction
The studies on real places of formally real fields were initiated by Dubois [6]
and Brown [3]. The research has been continued in several papers: Brown and
Marshall [4], Harman [9], Schu¨lting [16], Becker and Gondard [2] and Gondard
and Marshall [11]. We will use notation and terminology introduced by Lam [13]
- most of the results we shall recall in this section can be found there. We assume
that the reader is somewhat familiar with the valuation theory and the theory of
formally real (ordered) fields.
Let K be an ordered field. The set X (K) of all orders of K can be made into
a topological space by using as a subbase the family of Harrison sets of the form
HK(a) := {P ∈ X (K) : a ∈ P}, a ∈ K˙ = K \ {0}.
It is known that the space X (K) is a Boolean space (i.e. compact, Hausdorff and
totally disconnected).
If P is an order of K, then the set
A(P ) := {a ∈ K : ∃q∈Q+ q ± a ∈ P}
is a valuation ring of K with the maximal ideal
I(P ) := {a ∈ K : ∀q∈Q+ q ± a ∈ P}.
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Moreover, the residue field k(P ) = A(P )/I(P ) is ordered by an Archimedean
order
P¯ := (P ∩ A˙(P )) + I(P ),
where A˙(P ) is the set of units of A(P ).
The set
H(K) =
⋂
P∈X (K)
A(P )
is called the real holomorphy ring of the field K.
Since k(P ) has an Archimedean order, we consider it as a subfield of R and
the place associated to A(P ) is called an R - place. Moreover, every place of K
with values in R is determined by some order of K. We denote by M(K) the set
of all R - places of the field K. In fact, we have a surjective map
λK : X (K) −→M(K).
and we can equip M(K) with the quotient topology inherited from X (K).
Note, that in terminology of R - places we have
H(K) = {a ∈ K : ∀ξ∈M(K) : ξ(a) 6=∞}.
For any a ∈ H(K) the map
ea : M(K) −→ R, ea(ξ) = ξ(a)
is called the evaluation map. The evaluation maps are continuous in the quotient
topology of M(K) and the set of evaluation maps separates points of M(K).
Therefore M(K) is a Hausdorff space. It is also compact as a continuous image
of a compact space. By [13, Theorem 9.11], the family of sets
UK(a) = {ξ ∈M(K) : ξ(a) > 0}, for a ∈ H(K).
is a subbase for the topology ofM(K). These sets may not be closed and therefore
the space M(K) need not be Boolean. However, every Boolean space is realized
as a space of R - places of some formally real field. For this result see [15].
On the other hand there are a lot of examples of fields for which the space of
R - places has a finite number of connected components and even turns out to be
connected. If K is a real closed field, then the space M(K) has only one point.
It is well known (see [16], [2]) that the space of M(R(X)) is homeomorphic to a
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circle ring. More general result states that the space of R - places of a rational
function field K(X) is connected if and only if M(K) is connected (see [16], [9]).
The goal of this paper is to describe the space of R - places of a field R(X),
where R is any real closed field. The set of orders of R(X) is in one - to -
one corespondence with Dedekind cuts of R(X). Therefore the set X (R(X)) is
linearly ordered. The main theorem of the second section shows how the map
λ : X (R(X)) −→ M(R(X)) glues the points. The natural application is given
for the continuous closure of the field R. This is a field R˜ ⊇ R such that R is
dense in R˜ and which is maximal in this respect. We shall show that the spaces
M(R(X)) and M(R˜(X)) are homeomorphic. Using this result and modifying a
method of [17] we describe in the third section connection between completeness
(in the sense of uniformity) and continuity (see [1]) of an ordered field endowed
with valuation topology. These results allow us to describe the space of R- places
of the fieldR(Y ), whereR is a fixed real closure of R(X). In the fourth section we
will show that it is not metrizable. The space M(R(Y )) is known to be subspace
M(R(X,Y )). Therefore M(R(X,Y )) can not be a metric space.
2. The real places of R(X)
Let R be a real closed field with its unique order R˙2. Denote by v the valuation
associated to A(R˙2). Suppose that Γ is the value group of v.
By [10], [17] there is one-to-one correspondence between orders of R(X) and
Dedekind cuts of R. If P is an order of R(X), then the corresponding cut
(AP , BP ) is given by AP = {a ∈ R : a < X} and BP = {b ∈ R : b > X}.
On the other hand, if (A,B) in any cut in R, then a set
P = {f ∈ R(X) : ∃a∈A∃b∈B∀c∈(a,b) f(c) ∈ R˙
2}
is an order of R(X) which determines the cut (A,B).
The cuts (∅, R) and (R, ∅) are called the improper cuts. The orders determined
by these cuts are denoted P−∞ and P
+
∞, respectively. A cut (A,B) of R is called
normal if it satisfies a following condition
∀c∈R˙2∃a∈A∃b∈B b− a < c.
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If A has a maximal or B has a minimal element, then (A,B) is a principal cut.
Every a ∈ R defines two principal cuts with the corresponding orders P−a and
P+a . Note that if R is a real closed subfield of R, then all of proper cuts of R are
normal. Moreover, if R = R, then all of proper cuts are normal and principal.
If A has not a maximal element and B has not a minimal element, then we
say that (A,B) is a free cut or a gap. If R is not contained in R, then R has the
abnormal gaps, i.e. gaps which are not normal. For example, (A,B) where
A = {a ∈ R : a 6 0} ∪ {a ∈ R : a > 0 ∧ a ∈ I(R˙2)} and
B = {b ∈ R : b > 0 ∧ b /∈ I(R˙2)},
is an abnormal gap in R.
In fact we can have three kinds of proper cuts:
(1) principal cuts;
(2) normal (but not principal) gaps;
(3) abnormal gaps.
One has to note that the correspondence between cuts in R and orders of R(X)
makes the set X (R(X)) linearly ordered. If P and Q are different orders of R(X),
then we say that
P ≺ Q⇐⇒ AP ⊂ AQ.
Let P−a ≺ P
+
a be the orders corresponding to principal cuts given by a ∈ R
Observe that the interval (P−a , P
+
a ) is empty. In such situations we shall say that
≺ has a step in a. The map
λ : X (R(X)) −→M(R(X))
glues these steps. By [9], M(R(X)) is connected space. However it can happen
that λ glues more points of X (R(X)). Our goal is to answer the question: Which
points of X (R(X)) does λ glue? More exactly, suppose that (A1, B1) and (A2, B2)
are the cuts corresponding to the orders P1 and P2, respectively. When λ(P1) =
λ(P2)? We shall make use of Separation Criterion [13, Proposition 9.13], which
allows to separate R - places.
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Theorem 2.1. [Separation Criterion]
Let P and Q be distinct orders of a field K. Then λK(P ) 6= λK(Q) if and only
if there exists a ∈ K such that a ∈ A˙(P ) ∩ P and −a ∈ Q.
Let P be an order of R(X). Then
A(P ) = {f ∈ R(X) : ∃q∈Q+∃a∈A∃b∈B∀c∈(a,b) q ± f(c) ∈ R˙
2} =
{f ∈ R(X) : ∃a∈A∃b∈B∀c∈(a,b) f(c) ∈ A(R˙
2)}, and
I(P ) = {f ∈ R(X) : ∀q∈Q+∃a∈A∃b∈B∀c∈(a,b) q ± f(c) ∈ R˙
2}.
By a neighborhood of a cut (A,B) we mean an interval (a, b) ⊂ R such that
(a, b) ∩A 6= ∅ and (a, b) ∩B 6= ∅.
Remark 2.2. Let P be an order of R(X). Then A(P ) is a set of these functions
which on some neighborhood of (AP , BP ) have values in A(R˙
2) and A˙(P ) contains
these functions which on some neighborhood of (AP , BP ) have values in A˙(R˙
2).
According to [17, Lemma 2.2.1], every cut of R determines a lower cut
S = {v(b − a) : a ∈ A, b ∈ B},
in Γ. Note that if (A,B) is a normal cut, then S = Γ and if (A,B) is an improper
cut, then S = ∅. The sets S allow us to compare gaps. We can say that a gap
(A1, B1) is ”bigger” then (A2, B2) if S1 ⊂ S2. In a similar way one can investigate
a ”distance” between two cuts (A1, B1) and (A2, B2). Suppose that A1 ⊂ A2 and
consider the set
U = {v(a′ − a) : a, a′ ∈ B1 ∩A2, a < a
′}.
Suppose that S1 and S2 are the lower cuts in Γ determined by (A1, B1) and
(A2, B2).
Lemma 2.3. U is an upper cut in Γ. Moreover, Γ \ (S1 ∩ S2) ⊂ U .
Proof. We shall show that if γ ∈ U and γ′ ∈ Γ and γ < γ′, then γ′ ∈ U . We have
γ = v(a′ − a), where a and a′ are as in the definition of U and γ′ = v(c), where
c is a positive element of R. Since v(a′ − a) < v(c), we have v( ca′−a) ∈ I(R˙
2).
Then ca′−a < 1. So a + c < a
′. Thus a + c ∈ B1 ∩ A2. We have v(a + c − a) =
v(c) = γ′ ∈ U .
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Now suppose that γ ∈ Γ \ (S1 ∩ S2). Let c be a positive element of R with
v(c) = γ. Fix an element a ∈ B1∩A2. Assume that γ /∈ S1. Then a−c ∈ B1∩A2.
Thus v(a − (a − c)) = v(c) = γ ∈ U . If γ /∈ S2, then a + c ∈ B1 ∩ A2 and
v(a+ c − a) = v(c) = γ ∈ U . 
Theorem 2.4. Let (A1, B1) and (A2, B2) be the cuts in R corresponding to the
orders P1 and P2 of R(X), respectively. Let S1, S2 and U be the cuts in Γ defined
above and let λ : X (R(X))→M(R(X)) be the canonical map.
(1) If S1 6= S2, then λ(P1) 6= λ(P2).
(2) If S1 = S2 = S and S ∩ U 6= ∅, then λ(P1) 6= λ(P2).
(3) If S1 = S2 = S and S ∩ U = ∅, then λ(P1) = λ(P2).
Proof. Without lost of generality we can assume that A1 ⊂ A2.
(1) Suppose that S1 ⊂ S2. Then there exist a ∈ B1 ∩ A2 and b ∈ B2 such that
v(b − a) /∈ S1. Consider a linear polynomial f(X) =
X−a
b−a + 1. This polynomial
has a root x0 = a − (b − a). If x0 ∈ A1, then v(a − x0) = v(b − a) ∈ S1 - a
contradiction. Therefore x0 ∈ B1. Moreover, f(a) = 1 and f(b) = 2. Therefore f
has positive values in some neighbourhood of (A2, B2) which are units in A(R˙
2)
and negative values in some neighbourhood of (A1, B1). By Remark 2.2 and
Separation Criterion λ(P1) 6= λ(P2). If S2 ⊂ S1, then f can be defined as a
suitable, decreasing linear polynomial.
(2) Let γ ∈ U ∩ S. Then there exist a ∈ A1, b ∈ B1 and c, d ∈ B1 ∩A2 such that
γ = v(b− a) = v(d− c).
We shall show that one can fix γ in such a way that a < b 6 c < d. If
c < b, then we take γ′ = v(c − a). We have γ′ > γ, so γ′ ∈ U . If γ′ > γ,
then v(c − a) > v(d − c). Thus c − a < d − c and c + (c − a) < d. Therefore
c+ (c− a) ∈ B1 ∩A2. So we can take γ
′ as γ, c as b and c+ (c− a) as d.
Since v(b − a) = v(d − c), there exists n ∈ N such that 1n <
b−a
d−c < n. Then
b−a
n < d − c. Consider a linear polynomial f(X) such that f(a) = n + 1 and
f(b) = 1 i.e. f(X) = n(b−X)b−a + 1. This polynomial has a root x0 = b +
b−a
n <
b + d − c < d. Thus f has positive values in a neighborhood of (A1, B1) which
are units in A(R˙2) and negative values in a neighborhood of (A2, B2). Using
Separation Criterion we get λ(P1) 6= λ(P2).
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(3) By [13, Corollary 2,13 ] it suffices to show that A˙(P1) ∩ P1 = A˙(P2) ∩ P2.
(i) From Lemma 2.3 we have U = Γ \ S.
(ii) We can assume that 0 ∈ B1 ∩A2.
If a ∈ B1∩A2, then we can consider the cuts: (A1−a,B1−a) and (A2−a,B2−
a). Then f(X) is a ”separation” function for (A1, B1) and (A2, B2) if and only
if f(X + a) is a ”separation” function for (A1 − a,B1 − a) and (A2 − a,B2 − a).
Therefore the R- places determined by orders associated to (A1 − a,B1 − a) and
(A2 − a,B2 − a) are equal if and only if λ(P1) = λ(P2).
(iii) (A1, B1) and (A2, B2) are symmetric in respect to 0 i.e. if a ∈ B1 ∩A2, then
−a ∈ B1 ∩A2.
If a ∈ B1 ∩ A2 and −a ∈ A1, then S ∋ v(a) = v(−a) ∈ U - a contradiction
with S ∩ U = ∅.
(iv) Let A := B1∩A2 and B = A1∪B2. Then v(A) = U∪{∞} and v(B) = S. Let
v+ be a valuation determined by order P1 and let v− be a valuation determined
by order P2. The valuations v1 and v2 are extensions of v. We have
v(a) > v(b), for a ∈ A, b ∈ B.
Therefore
v(a) > v±(X) > v(b), for a ∈ A, b ∈ B.
(v) A valuation group of v± is bigger then Γ. In fact
v(a) > v±(X) > v(b), for a ∈ A, b ∈ B.
If v±(X) = v(a) for some a ∈ A then v±(
X
a ) = 0. Thus the function
X
a
has Archimedean values in some neighbourhood of (A1, B1). Therefore there
exists b ∈ B such that v( ba) = 0. So v(b) = v(a) - a contradiction. Similarly
v±(X) 6= v(b).
(vi) We shall check the values of valuations v± on linear and quadratic polyno-
mials:
v±(X − a) = v±(X) for a ∈ A;
v±(X − b) = v(b) for b ∈ A;
v±((X − c)
2 + d2) =


2v±(X) if c, d ∈ A
2v(d) if c ∈ A, d ∈ B
2v(c) if c ∈ B, d ∈ A
2min{v(c), v(d)} if c, d ∈ B
.
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(vii) Since Γ is a divisible group, n ·v±(X) /∈ Γ for n ∈ N. Thus for every polyno-
mial f ∈ R[X], there exist a ∈ R and n ∈ N such that v±(f) = v(a) + n · v±(X)
and v±(f) = 0 if and only if v(a) = 0 and n = 0. Therefore A˙(P1) = A˙(P2).
(vii) Let F ∈ A˙(P1) ∩ P1. Then F has a representation:
F =
f1
f2
=
c(X − c1) · ....(X − ck) · [a product of sum of squares]
d(X − d1) · ....(X − dk) · [a product of sum of squares]
Since v±(F ) = 0,
♯{ci ∈ A : i = 1, ...k} − ♯{di ∈ A : i = 1, ...l} ≡ 0 (mod 2).
Thus f1 · f2 has an even number of roots in A. Therefore F ∈ P2. 
Remark 2.5. The Theorem 2.4 shows that the map λ glues only the abnormal
gaps which are close one to each other. For example, the orders determined by
gaps (A1, B1) and (A2, B2) where
A1 = {a ∈ −R
2 : a /∈ I(R˙2)}, B1 = {a ∈ −R
2 : a ∈ I(R˙2)} ∪R2,
A2 = {−R
2 ∪ {a ∈ R2 : a ∈ I(R˙2)}, B2 = {a ∈ R
2 : a /∈ I(R˙2)},
are always glued, since then Si = {γ ∈ Γ : γ ≤ 0} for i = 1, 2 and
U = {γ ∈ Γ : γ > 0}.
Remark 2.6. The orders P+a and P
−
a determine the same R-place, since U = ∅.
Also P+∞ and P
−
∞ determine the same R-place, since S = ∅.
Remark 2.7. If R is a real closed subfield of R, then every cut of R is normal. By
Theorem 2.4 the space M(R(X)) is homeomorphic to M(R(X)).
The above remark can be easily generalized if one replace R and R by any real
closed field K and its continuous closure R˜. Let us recall a definition from [1].
Definition 2.8. The ordered field K is called continuous closed if every normal
cut in K is principal. We say that an ordered field K˜ is a continuous closure of
K if K˜ is continuous closed and K is dense in K˜.
The continuous closure K˜ is uniquely determined for every ordered field K.
Moreover, if K is real closed, then K˜ is also real closed (see [1]).
Theorem 2.9. Let R be a real closed field and let R˜ be its continuous closure.
Then spaces M(R(X)) and M(R˜(X)) are homeomorphic.
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Proof. By [14], the restriction map ω : M(R˜(X)) −→M(R(X)), ω(ξ) = ξ |R(X)
is continuous. It suffices to show that it is a bijection.
Fix ξ ∈ M(R(X)). There is P ∈ X (R(X)) such that λR(X)(P ) = ξ. Let
(AP , BP ) be a cut in R corresponding to P . Let A˜ = {a˜ ∈ R˜ : ∃a∈AP a˜ < a} and
let B˜ be the completion of A˜ in R˜. If (A˜, B˜) is a cut (i.e. if (AP , BP ) is principial
or abnormal gap), then the order P˜ corresponding to (A˜, B˜) and restricted to
R(X) is equal to P . Otherwise, there exists a unique element c˜ ∈ R˜ such that
∀a∈A˜ ∀b∈B˜ a < c˜ < b.
Then (A˜ ∪ {c˜}, B˜) is a cut in R˜. Let P˜ be an order corresponding to this cut.
Observe, that P˜ ∩ R(X) = P . In fact, if f ∈ R(X) is positive on some neigh-
borhood of (A˜ ∪ {c˜}, B˜), then it takes positive values on some neighborhood of
(AP , BP ) (note that c˜ is not algebraic over R since R is real closed). Then in
both cases, λR˜(X)(P˜ ) |R(X)= ξ. Thus ω is surjective.
To show injectivity of ω it suffices to observe the following. Let Γ˜ be a value
group of valuation v corresponding to the unique ordering of R˜. Let A˜ ⊂ Γ˜.
Assume that v(c˜) ∈ A˜ for some c˜ ∈ R˜. By density of R in R˜ in any sufficiently
small neighborhood of c˜ one can find c ∈ R such that v(c) = v(c˜). Thus {v(c) :
c ∈ R} ∩ A˜ = A˜. Now one can use Theorem 2.4 (i) and (ii). 
3. Completeness and continuity
Notation 3.1. Let k be a field, Γ be a linearly ordered abelian group. The field
of (generalized) power series k((Γ)) is the set of formal series
a =
∑
γ∈Γ
aγx
γ
with well - ordered support
supp(a) = {γ : aγ 6= 0}.
Sum and multiplication are defined as follow:
a+ b =
∑
γ∈Γ
(aγ + bγ)x
γ ; ab =
∑
γ∈Γ
(
∑
δ+η=γ
aδbη)x
γ
The fact that k((Γ)) is a field was shown by Hahn [8]. This field is ordered by
lexicographic order. The natural valuation v : k((Γ)) −→ Γ∪{∞} corresponding
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to this order is given by formula
v(a) = min supp(a).
Let R be real closed field, v : R −→ Γ ∪ {∞} be the natural valuation of R
with the Archimedean residue field k. The proof of the following theorem one
can find in [17], compare[12].
Theorem 3.2. There exists a field embedding R →֒ k((Γ)) preserving the order
and valuation.
In further part of this chapter we will use the notion of uniform spaces (see [7],
ch.8) and related notions: base of the uniformity ([7], Chapter 8.1); completeness,
Cauchy and convergent nets ([7], Chapter 8.3).
One of examples of uniform spaces is a field K with a valuation v: the base of
uniformity is the family {Vγ : γ ∈ Γ} where
Vγ = {(a, b) ∈ K ×K : v(a− b) > γ}
for every γ ∈ Γ, and Γ is a value group of v.
Let us recall definitions of uniform notions in particular case of a field K (with
valuation v and value group Γ).
Definition 3.3. K is complete if every centered family of closed sets, which
contains arbitrarily small sets, has one-point intersection. A family F contains
arbitrarily small sets if
∀γ∈Γ∃F∈F∀x,y∈F v(x− y) > γ
Definition 3.4. We say that a net (aσ : σ ∈ Σ) is a Cauchy set if
∀γ∈Γ∃σ0∈Σ∀σ>σ0 v(a
σ − aσ0) > γ
Similarly, we say that a net (aσ : σ ∈ Σ) is convergent to a ∈ K if
∀γ∈Γ∃σ0∈Σ∀σ>σ0 v(a
σ − a) > γ
Theorem 3.5 ([7], Theorem 8.3.20). A uniform space X is complete if and only
if every Cauchy net in X is convergent.
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Let k((Γ)) be formal power series field, where k is Archimedean ordered. Let
κ be cardinal number which is cofinality of Γ. Consider a subfield
kκ((Γ)) = {a ∈ k((Γ)); | supp(a) |< κ or supp(a) is cofinal in Γ of order type κ}.
Claim 3.6. kκ((Γ)) is complete.
Proof. Let (aσ : σ ∈ Σ) be a Cauchy net, where aσ =
∑
γ∈Γ a
σ
γx
γ and Σ is
directed set.
Fix cofinal sequence (γδ : δ < κ) in Γ. Since (a
σ : σ ∈ Σ) is a Cauchy net, we
have
∀δ<κ∃σδ∀τ>σδ v(a
σδ − aτ ) ≥ γδ+1
The condition v(aσδ − aτ ) ≥ γδ+1 means that a
σδ
q = a
τ
q for every q < γδ+1. Put
a∞q =
{
aσδq q ∈ [γδ, γδ+1)
aσ0q q < γ1
.
It is easy to see that a∞ =
∑
γ∈Γ a
∞
γ x
γ is a limit of given net. In fact, it is
sufficient to observe that a∞q = a
σδ
q = a
τ
q for every q < γδ+1. 
Now we will show how completeness of an ordered field implies its continuity.
Theorem 3.7. Let (K,P ) be an ordered field with valuation v determined by P .
If K is complete, then K is continuous.
Proof. Consider a normal Dedekind cut (A,B) in K. We will show that it is a
principal cut. By definition of a normal cut for every γ ∈ Γ there are aγ ∈ A
and bγ ∈ B such that v(aγ − bγ) > γ. The intervals [aγ , bγ ] are closed in uniform
topology and v(x − y) > γ for any x, y ∈ [aγ , bγ ]. Moreover, the family F =
{[aγ , bγ ] : γ ∈ Γ} is centered. By a definition of completeness there is a unique
c ∈ K such that ⋂
F =
⋂
γ∈Γ
[aγ , bγ ] = {c}.
To prove that a ≤ c for every a ∈ A assume the opposite: c < a for some a ∈ A.
Let γ0 = v(c − a). There is b ∈ B such that v(a − b) > γ0. Since a family
F ∪ {[a, b]} is centered we have also
c ∈
⋂
(F ∪ {[a, b]}) ⊂ [a, b],
12 MICHA L MACHURA AND KATARZYNA OSIAK
which is a contradiction. Similarly one can prove that c ≤ b for every b ∈ B. 
Example 3.8. Let R be a fixed real closure of R(X). Then Γ = Q. Let R(Q) ⊂
R((Q)) be the set of formal power series with finite support. We have
R(Q) ⊂ R ⊂ Rℵ0((Q)).
By Theorem 3.7, Rℵ0((Q)) is continuous. Note that R(Q) is dense in Rℵ0((Q)).
Thus Rℵ0((Q)) is the continuous closure of R.
4. The space M(R(Y ))
To describe the topology of the spaceM(R(Y )), where R is a fixed real closure
of R(X), we shall modify some methods of [17].
Let R be any real closed field and let P be an order of the field R(Y ) deter-
mining the valuation v with value group Γ and the Archimedean residue field k.
Let (AP , BP ) be a cut in R corresponding to P and let S be the lower cut in Γ
determined by (AP , BP ) (see section 2).
A formal series p˜ =
∑
γ∈Γ p˜γx
γ ∈ k((Γ)) is defined in the following way (see
[17]):
(1) If γ /∈ S then p˜γ = 0.
(2) Suppose that γ ∈ S but γ is not a maximal element in S. Then there
exists a ∈ AP and b ∈ BP such that v(b− a) > γ. Then p˜γ = aγ = bγ (p˜γ
does not depend from the choise of a and b - see [17], Prop.2.2.3).
(3) Suppose that γ is a maximal element in S. LetM = {aγ ∈ AP ; ∃b∈BP v(b−
a) > γ} and N = {bγ ∈ BP ; ∃a∈AP v(b − a) > γ}. Then there exists
exactly one r ∈ R such that M ≤ r ≤ N (see [17], Prop.2.2.3). Then
p˜γ = r.
Remark 4.1. A series p˜ does not determine an order uniquely. For example, if R
is non - Archimedean real closed field, then formal series p˜ constantly equal to 0
correspond to orders given by following cuts:
• the principal cuts in 0;
• gaps between infinitely small and other Archimedean elements;
• gaps between Archimedean and infinitely large elements.
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To distinguish orders one has to consider the lower cuts S and a sign defined
below. Consider three cases:
(+) There exists a ∈ AP such that v(a− p˜) /∈ S. Then take a symbol (S, p˜,+)
(-) There exists b ∈ BP such that v(b− p˜) /∈ S. Then take a symbol (S, p˜,−)
(.) For every c ∈ R, v(c− p˜) ∈ S. Then take a symbol (S, p˜)
Remark 4.2. In the case R = Rℵ0((Q)) the last case does not hold, because p˜ ∈ R.
Remark 4.3. ([17] p.33) The element p˜ defined above has properties:
(1) ∀γ∈S∃a∈R v(a− p˜) ≥ γ;
(2) ∀γ /∈S p˜γ = 0.
Theorem 4.4 ([17], Theorem 2.2.6). There is one - to - one correspondence
between orders of the field R(Y ) and the symbols (S, p˜,+), (S, p˜,−) and (S, p˜) for
p˜ ∈ R((Γ)) satisfying conditions (1), (2) of Remark 4.3.
Now we shall restrict to the case when R is a fixed real closure of R(X).
Let ((X)) be a set of series of the form p =
∑
pγx
γ , where γ ∈ Q ∪ {∞},
pγ ∈ R ∪ {±∞} having following properties:
(1) p∞ ∈ {±∞};
(2) the support supp(p) = {γ : pγ /∈ {0,±∞}} is finite or cofinal in Q of
order type ℵ0;
(3) if pγ = ε∞, then pδ = ε∞, for every δ > γ and ε ∈ {+,−}.
Note that the map (S, p˜, ε) 7−→ p ∈ ((X)), where
pγ =
{
p˜γ , for γ ∈ S
ε∞ for γ /∈ S
is a bijection. This fact and Theorem 4.4 leads to following corollary.
Corollary 4.5. There is one - to - one correspondence between the orders of the
field Rℵ0((Q))(Y ) and ((X)).
We consider the topology of lexicographic order on ((X)).
Proposition 4.6. ((X)) is homeomorphic to Rℵ0((Q))(Y ).
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Proof. Take the Harisson set H(fg ) = H(fg) ⊂ X (Rℵ0((Q))(Y )). The polynomial
fg takes positive values of finite many intervals. An order P belongs to H(fg)
if and only if corresponding cut (AP , BP ) has neighbourhood on which fg takes
positive values. So if fg takes positive values on interval (a, b) avery cut (AP , BP )
of (a, b) gives an order P which belongs to H(fg). Additionally we should check
what happens at the ends a =
∑
aγx
γ and b =
∑
aγx
γ of the interval (a, b). Let
a− ≺ a+ ≺ b− ≺ b+ be a series from ((X)) corresponding to the principal cuts
in a and b. Note that a+ and b− belongs to H(fg). Thus (a−, b+) ⊂ H(fg).
In other words H(fg) is a finite sum of intervals (a−, b+) ⊂ ((X)). such that
fg is positive on (a, b) ⊂ Rℵ0((Q)). From the other side, note that an interval
(p, q) ⊂ ((X)), can be replaced by the sum of Harrison sets H(f), where f is
running through the all quadratic polynomials with roots a, b ∈ Rℵ0((Q)) such
that p  a+ ≺ b−  q and positive on (a, b). 
Corollary 4.7. The space of R - places of the field Rℵ0((Q))(Y ) is homeomorphic
to the space
((M)) =
{∑
pγx
γ ; γ ∈ Q, pγ ∈ R ∪ {∞}
}
of series satisfying following properties:
(1) supp(p) is finite or cofinal in Q of order type ℵ0;
(2) if pγ =∞, then pδ =∞ for every δ > γ.
with the quotient topology from ((X)).
Proof. By the construction of elements of ((X)) and Theorem 2.4 we have that
p =
∑
pγx
γ , q =
∑
qγx
γ ∈ ((X)) determine the same R - place if and only if
pγ = qγ when one of them is a real number. 
Lemma 4.8. The cellularity of ((M)) is not smaller then continuum c.
Proof. We will define a family of parwise disjoint open sets of cardinality c.
Let t ∈ R and let Ut be a set which contains all series c
t with properties:
· ctγ = 0 for γ < 1, γ 6= 0
· ct0 = t
· ct1 ∈ (−1, 1)
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Observe that:
(1) Ut is nonempty.
(2) Ut is open, because its inverse image in ((X)) is an interval (a
t, bt), where
atγ =


ctγ for γ < 1
−1 for γ = 1
+∞ for γ > 1
btγ =


ctγ for γ < 1
1 for γ = 1
−∞ for γ > 1
.
(3) For t < s, (at, bt) < (as, bs) and by using Theorem 2.4 we have that
Ut ∩ Us = ∅.

Corollary 4.9. ((M)) is not metrizable.
Proof. Since cellularity of any space is not greater than density, ((M)) can not
be separable. Since every compact, metric space is separable, ((M)) can not be
metrizable. 
Using Theorem 2.9, Example 3.8, Corollary 4.7 and Corollary 4.9 we get:
Corollary 4.10. Let R be a fixed real closure of R(X). The space M(R(Y )) is
not metrizable.
Corollary 4.11. The space M(R(X,Y )) is not metrizable.
Proof. LetR be a fixed real closure of R(X). M(R(Y )) is a subspace ofM(R(X,Y ))
(see [5, Lemma 8]). 
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