Introduction
Optimal Control Problems entails the finding of a control vector u and a corresponding state vector x, which enhances the minimization or the maximization of the performance index or criteria. One class of methods that cannot be omitted when discussing the solution of optimal control problems is the conjugate gradient methods. Conjugate gradient methods represent an important class of unconstrained optimization algorithms, with special attention to global convergence properties (Hager and Zhang(2006) ). This family of algorithms includes a lot of variants, well known in the literature, with important convergence properties and numerical efficiency. One of these variants is the Extended Conjugate Gradient Method(ECGM) algorithm, proposedby Ibiejugba and Onumanyi(1984) , based on the formalism of the conjugate gradient method(CGM) algorithm due to Hestenes and Stiefel(1952) . Since then several authors have worked on the algorithm with the intent of improving the performance of the method. To mention but a few, Aderibigbe, (1988) , dwelt on the implementation of the algorithm giving it a numerical behavior that has made others have confidence in it. An extension of the ECGM to control problems governed by linear differential delay equations was alsopresented(seeAderibigbe, (1995)). Otunta(1991) examined the convergence of the ECGM algorithm for continuous optimal control problems and in the processconstructed a new control operator in line with Ibiejugba(1980) . He also established a different control operator that enabled him use the ECGM algorithm to solve Discrete Optimal control Problems(DOCP). Olorunsola, (1992) further worked on discrete optimal control problemsas one of the means of solving continuous optimal control problems. Olotu, (2010) worked on discretizing the constrained continuous optimal control problems. It is our desire to examine the construction and computation of the search directions in the ECGM algorithm with the intent of improving the performance of the method.
To accomplish this, consider the class of optimal control-(regulator) problems of the form 
In order to solve the unconstrained problem, we associate with equation ( B is a square diagonal matrix of order k+1 with entries,
With this control operatorH(see Otunta (2003)), we can now implement the ECGM algorithm to solve the problem on equation (1.3) The outline of the rest part of our paper is as follows. In Section 2, we begin with a recall of the Extended Conjugate Gradient Method Algorithm, and the necessary tools for the construction of conjugate search directions. Also consider some theorems that shed some light on the ways of constructing the search directions.In section 3, we present the techniques for constructing the . In section 4, we look atthe implementation procedure of the ECGMalgorithm on a one-dimensional discrete optimal control problem. Section 5, present our conclusion and indicate areas of future research.
II.
Necessary Tools For The Construction Of The ECGM algorithm as proposed by Ibiejugba and Onumanyi(1984) for solving the equation (1.3) is as follows:
Step 1: Initialize the sequence by guessing the first element (0) ( (0) Step 3: Compute 1,
2) Next upgrade the gradient and descent directions by computing
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Step 4: If
 , or ik  , the specified duration of control process. Go To step 5. Otherwise set 11 i , and Go To step 2.
Step 5: Stop and set * * * ( , )
T ii z x u  Next we consider some basic concepts that will enable us undertake the construction of the gradient vectors and descent directions. This theorem implies that thereexists at least one set of n independent vectors mutually conjugate with respect to the matrixG; the set of eigenvectors of Gforms such a set.
On the minimization of the function F(x) subject to n x  , we state the theorem below without proof.
Theorem 2.( Navon and Legler(1987))
Suppose x k and x k+1 are consecutive current points in a minimization of F(x). If 
where k  is determined by the line minimization  , defined as follows:
Thus (2.17) will enable us to construct the conjugate search directions as presented in the following section.
III. Construction Of The Search Directions
In this section, we present the various ways of constructing or generating 
The iterates are given by
, and 
() ,
Another way of generating the conjugate search directions is presented in the theorem below.
Theorem3.
If i g is the ith gradient of the sequence of gradients generated from equation ( 2  22  2  2  1 1  2  1  2  2  0  11 , ,. ,,
Assume that the above result is true for
Then we shall show that it is true for 
,
As required is the (k+1)st step descent search direction for generating ( , ) . 
IV.
Implementation Of The Ecgm Algorithm For Docp.
We will now employ the foregoing in the computation of the search directions of the ECGM for discrete optimal control problems(DOCP). First we recall the algorithm proposed by Otunta(2003) .
Docp Algorithm(Otunta 2003)
Step I: Select 0 0 0 ( , )
T z x u  from w, the domain of the problem, 0 x specified.
Step 2.Compute the partial derivatives of J , in equation (3) Step 4If
p  or ik  , the specified duration of the control process; GO TO step 5. Otherwise set 1 ii  and Go To step 2.
Step 
where w is a real Hilbert space Griffel(1993) and
In order for us to make the application of this algorithmworthwhile, we require the partial derivatives of the quadratic functional and the elements of the matrix operator H. Thus from equation (4.5) we obtain 12 , 0,1, 2, , . 
