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Determining the measurement uncertainty region is a difficult problem for
generic sets of observables. For this reason the literature on exact measure-
ment uncertainty regions is focused on symmetric sets of observables, where the
symmetries are used to simplify the calculation. We provide a framework to
systematically exploit available symmetries, formulated in terms of covariance,
to simplify problems of measurement uncertainty. Our key result is that for a
wide range figures of merit the optimal compatible approximations of covari-
ant target observables are themselves covariant. This substantially simplifies
the problem of determining measurement uncertainty regions for cases where
it applies, since the space of covariant observables is typically much smaller
than that of all observables. An intermediate result, which may be applicable
more broadly, is the existence and characterisation of a covariantisation map,
mapping observables to covariant observables. Our formulation is applicable to
finite outcome observables on separable Hilbert spaces. We conjecture that the
restriction of finite outcomes may be lifted, and explore some of the features a
generalisation must have. We demonstrate the theorem by deriving measure-
ment uncertainty regions for three mutually orthogonal Pauli observables, and
for phase space observables in arbitrary finite dimensions.
1 Introduction
The idea of defining an error for quantum measurements based on differences in their statis-
tics was proposed as early as 1988 by Ludwig [13], however the approach to measurement
uncertainty we take here is based on a series of papers of Busch, Lahti and Werner [2, 4, 16].
Those authors developed measurement uncertainties in terms of the Wasserstein distance,
the total variation norm, and Monge metric and applied these ideas to the phase space
observables of a particle free to move in one dimension, and those for a particle restricted
to the vertices of a regular polygon. The case of the phase space of a particle on a ring was
investigated by Busch Kiukas and Werner [6], while Werner studied general phase spaces
in ref. [17]. Non phase-space case studies have also been studied, including pairs of qubit
observables [1, 3, 5] and angular momentum observables [8].
A key feature shared by these examples is symmetry, exhibited by the existence of a
system of covariance, which is used to simplify the calculations. The study of measurement
uncertainty in the absence of simplifying symmetries has been more restricted, however
algorithms to compute the uncertainty region are known for several cases where the problem
may be reduced to a semidefinite program [15].
We do not seek to remedy this situation, but instead provide a systematic way of
exploiting available symmetries to simplify problems of measurement uncertainty. We
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define a “covariantisation” map which, given a fixed system of covariance, maps finite
outcome observables to covariant ones. We employ this to provide conditions defining a
class of error measures, for which we prove that replacing an approximating observable
with a covariant one does not increase the error. The idea of a covariantisation map is
not a new one, a method based on an invariant mean was defined by Werner in [16].
However construction is suitable only for phase space observables, and is rather technical,
requiring an explicit application of the axiom of choice. Our covariantisation map does not
generalise Werner’s, nor is it generalised by his, since ours is not formulated for observables
with infinitely many outcomes, but covers examples where the symmetries are not those
of a phase-space.
Section 2 contains background definitions. In section 3 we define the covariantisation
map and use it to derive our central results. Sections sections 4 and 5 are case studies,
applying the previous results to the three mutually unbiased qubit observables, and phase
space observables for an arbitrary finite state-space, respectively.
2 Definitions and error measures
E1
E2
En
F1
F2
Fn
J
... ...
Figure 1: Target observables Ei, compatible approximations Fi, and their joint J
We consider separable complex Hilbert spaces, which we do not assume to be finite
dimensional, and finite outcome observables. A map E : Ω→ L+s (H) is an observable if it
is normalised ∑
ω∈Ω
E(ω) = I, (1)
where I is the identity operator on H and L+s (H) is the cone of positive operators.
A set of n observables on the Hilbert space H, {Ei | i = 1 . . . n}, with outcome sets Ωi
is compatible if there exists a joint observable, J : Ω→ L+s (H),∑
ω∈Ω
ωi=ω∗
J(ω) = Ei(ω∗), ∀i ∈ 1 . . . n, ∀ω∗ ∈ Ωi, (2)
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where Ω = ∏i Ωi is the Cartesian product and ωi is the ith component of ω. Such an
observable is called a Cartesian joint for the observables {Ei | i ∈ 1 . . . n}.
A linear map R : L+s (H) → L+s (H) is called a symmetry operation if it is unital,
completely positive and normal. An application of Wigner’s theorem [18, 19] demonstrates
that all such maps are of the form
R [A] = U∗AU, (3)
where U is either unitary or anti-unitary see, for example, [9] for a complete exposition.
IfG is a group, Rg a representation ofG by symmetry operations onH, and fg : X → X
an action of G, we call (G,R, f) a covariance triple. An observable A : X → L+s (H) is
covariant with respect to (G,R, f) if the relations
Rg [A(x)] = A(fg(x)), (4)
hold for all g ∈ G and x ∈ X, in this case (A,G,R, f) is known as a system of covariance.
This may be more or less restrictive depending on the choice of (G,R, f), for example if G
is an arbitrary group, Rg is the trivial representation Rg [A(x)] = A(x), for all g ∈ G and
fg is the trivial action fg(x) = x, then all observables are covariant. Less trivial examples
are given in sections 4 and 5. Our notation for representations and actions is such that
fe(x) = x fgh = fg ◦ fh (5)
Re[A] = A Rgh = Rg ◦Rh, (6)
in other words the map that takes g to its corresponding element in the action or the
representation is a group homomorphism. Given a pair of probability distributions, µ and
ν over the same (finite) set Ω, we can compute the p-norm of their (pointwise) difference.
The resulting quantity is a metric on the space of probability distributions over Ω,
δp(µ, ν) := ‖µ− ν‖p (7)
=
∑
ω∈Ω
|µ(ω)− ν(ω)|p
 1p , ∀p ∈ [1,∞), (8)
δ∞(S, T ) := max
ω∈Ω
|µ(ω)− ν(ω)|. (9)
We note that δp(µ, ν) ≥ 0 with equality if and only if µ = ν and that
δp(µ, ν) ≤ 2
1
p , ∀p ∈ [1,∞]. (10)
When p = 1 this quantity is proportional to the total variation distance, and is also equal
to the Wasserstein 1-distance between µ and ν, where the “cost-function” is given by the
discrete metric [11]optimal-transport-villani. Given an observable E : Ω → L+s (H) and a
quantum state ρ ∈ S(H) we can define a probability distribution over Ω via the Born rule,
Eρ : ω 7→ tr (E(ω)ρ) . (11)
We can lift the distance measure on probability distributions with outcome set Ω to one on
observables on the same set, simply by taking the sup of the distance for the probability
distributions over all states
dp(E,F) := sup
ρ∈S(H)
δp(Eρ,Fρ) (12)
= sup
ρ∈S(H)
∑
ω∈Ω
|Eρ(ω)− Fρ(ω)|p
 1p , (13)
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where S(H) is the set of trace 1 density operators within L+s (H). The supremum exists,
because the expression is bounded. We define the measurement uncertainty region for this
error measure to be the set
Sp(E1, . . .En) =
{
(dp(E1,F1), . . . dp(En,Fn))
∣∣∣Fi : Ωi → L+s (H) are compatible} , p ∈ [1,∞],
(14)
where Ei : Ωi → L+s (H) are the target observables. It is this definition of the uncertainty
region we will employ in the examples in sections 4 and 5, however the results of section 3
hold much more broadly. Specifically our results hold for error measures for observables
obtained from real valued functions of pairs of probability distributions by taking the sup
over the Born rule probability distributions. There are two conditions we require for the
underlying error measure for probability distributions, firstly it must be jointly convex, in
the sense that
δ(λν1 + (1− λ)ν2, λµ1 + (1− λ)µ2) ≤ λδp(ν1, µ1) + (1− λ)δp(ν2, µ2), (15)
holds for λ ∈ [0, 1], and probability measures µ,ν. It must also be compatible with the
covariance triple, specifically we require that
δ(µ ◦ fg, ν ◦ fg) = d(µ, ν), (16)
where {fg | g ∈ G} are the elements of the group action. We argue that this condition is
a natural one, if the action of the symmetry can change the error then it is reasonable to
ask if the error measure is appropriate for studying the system in question. Although the
condition is not satisfied for the Wasserstein distance under arbitrary symmetry actions,
it is satisfied in the phase space examples studied in [2, 4, 6, 16, 17].
Other examples of error measures which satisfy our assumptions include a class of f -
divergences which includes several “divergences” well known from the literature [12]. All
f -divergences have the joint-convexity property. Further, in the case where the probability
measures are absolutely continuous with respect to a reference measure invariant under
the group action the f -divergence will be compatible with the action. This is the case, for
example, for probability distributions on finite sets, where the reference measure assigns
the same probability to each element, and is therefore invariant under the action of the
full symmetric group on the set.
3 The covariantisation map
It is convenient to embed the set of observables with a fixed outcome set Ω in the real
vector space of all maps from Ω to the bounded, self adjoint operators on H which, for
convenience, we denote M. The set of such maps ranging in the positive operators is a
convex cone inM, and the normalisation ∑ω E(ω) = I defines an affine space. We equip
the spaceM with a norm via
‖E‖ =
∑
ω∈Ω
‖E(ω)‖, (17)
where ‖E(ω)‖ denotes the operator norm.
Definition 1. Given a covariance triple τ = (G,R, f) we define the covariantisation map,
Cτ :M→M by
Cτ [E](ω) = 1|G|
∑
g∈G
Rg−1 [E(fg(ω))] , (18)
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We summarise some useful properties, in lemmas 1 to 3.
Lemma 1. The invariant mean is a norm contraction.
Proof.
‖Cτ [E]‖ =
∑
ω∈Ω
‖CRf [E] (ω)‖ (19)
=
∑
ω∈Ω
∥∥∥∥∥∥ 1|G|
∑
g∈G
Rg−1 [E(fg(ω))]
∥∥∥∥∥∥ (20)
≤
∑
ω∈Ω
1
|G|
∑
g∈G
∥∥∥Rg−1 [E(fg(ω))]∥∥∥ (21)
= 1|G|
∑
g∈G
∑
ω∈Ω
∥∥∥Rg−1 [E(fg(ω))]∥∥∥ (22)
= 1|G|
∑
g∈G
∑
ω∈Ω
‖E(fg(ω))‖ (23)
= 1|G|
∑
g∈G
∑
ω∈Ω
‖E(fg(ω))‖ (24)
≤ ‖E‖, (25)
where eq. (23) follows from Wigner’s theorem, and noting that (anti-)unitaries are norm
preserving.
Lemma 2. The invariant mean of an observable is an observable.
Proof. For any observable E : Ω→ L+s (H) the map Cτ [E] takes positive values since the Rg
are positive, and the positive operators form a convex set. Further, if E is an observable
then so is Cτ [E], since∑
ω∈Ω
CRf [E] (ω) = 1|G|
∑
ω∈Ω
∑
g∈G
Rg−1 [E(fg(ω))] (26)
= 1|G|
∑
g∈G
Rg−1
∑
ω∈Ω
E(fg(ω))
 (27)
= 1|G|
∑
g∈G
I (28)
= I . (29)
Lemma 3. The invariant mean is the projection from M onto the subspace of (R, f)-
covariant maps.
Proof. First note that Cτ is linear, since the Rg are linear. For any E ∈ M, Cτ [E] is
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covariant since
Cτ [E](fh(ω)) = 1|G|
∑
g∈G
Rg−1 [E(fg ◦ fh(ω))] (30)
= 1|G|
∑
g′∈G
R(g′h−1)−1
[
E(fg′h−1 ◦ fh(ω))
]
(31)
= 1|G|
∑
g′∈G
Rhg′−1
[
E(fg′(ω))
]
(32)
= Rh
 1
|G|
∑
g′∈G
Rg′−1
[
E(fg′(ω))
] (33)
= Rh[Cτ [E](ω)] . (34)
Now (R, f)-covariant maps are invariant under Cτ
Cτ [E](ω) = 1|G|
∑
g∈G
Rg−1 [E(fg(ω))] (35)
= 1|G|
∑
g∈G
Rg−1 [Rg[E(ω)]] (36)
= 1|G|
∑
g∈G
E(ω) (37)
= E(ω), (38)
so Cτ is idempotent.
It follows that the space of (G,R, f)-covariant maps is a vector subspace of M, and
that E = Cτ [E] if, and only if, E is (G,R, f)-covariant.
Theorem 1. Let τ = (G,Rg, fg) be a covariance triple and let d be an error measure
for probability distributions, which is jointly convex, and compatible with τ in the sense
defined in eq. (16), then
sup
ρ
d (Cτ [E]ρ, Cτ [F]ρ) ≤ sup
ρ
d (Eρ,Fρ) , (39)
For all observables E,F : Ω→ L+s (H).
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Proof.
sup
ρ
d (Cτ [E]ρ, Cτ [F]ρ) = sup
ρ
d
 1
|G|
∑
g∈G
(
Rg−1 ◦ E ◦fg
)ρ
,
1
|G|
∑
g∈G
(
Rg−1 ◦ F ◦fg
)ρ (40)
≤ sup
ρ
1
|G|
∑
g∈G
d
((
Rg−1 ◦ E ◦fg
)ρ
,
(
Rg−1 ◦ F ◦fg
)ρ)
(41)
≤ 1|G|
∑
g∈G
sup
ρ
d
((
Rg−1 ◦ E ◦fg
)ρ
,
(
Rg−1 ◦ F ◦fg
)ρ)
(42)
= 1|G|
∑
g∈G
sup
ρ
d
(
(E ◦fg)R
∗
g−1 [ρ] , (F ◦fg)R
∗
g−1 [ρ]
)
(43)
≤ 1|G|
∑
g∈G
sup
ρ
d ((E ◦fg)ρ , (F ◦fg)ρ) (44)
= 1|G|
∑
g∈G
sup
ρ
d (Eρ ◦fg,Fρ ◦fg) (45)
= 1|G|
∑
g∈G
sup
ρ
d (Eρ,Fρ) (46)
= sup
ρ
d (Eρ,Fρ) . (47)
Given a set of n ∈ N finite sets {Ωi | i ∈ 1 . . . n}, and n finite groups {Gi | i ∈ 1 . . . n},
with action f igi : Ωi → Ωi, for each gi ∈ Gi there is a product action pi of the direct product
group G = ∏iGi on the Cartesian product set Ω = ∏i Ωi
pig : Ω→ Ω, ∀g ∈ G (48)
pi(g1,...,gi,...,gn) : (ω1, . . . ωn) 7→ (f1g1(ω1), . . . , fngn(ωn)), (49)
there is also a marginal action µi of the direct product group on each Ωi
µig : Ωi → Ωi, ∀g ∈ G (50)
µi(g1,...,gi,...,gn) : ω 7→ f igi(ω). (51)
Lemma 4. For i ∈ 1 . . . n let Ei : Ωi → L+s (H) be a compatible family of observables, and
{Gi | i ∈ 1 . . . n} be a set of groups, such that Gi has action f ig on Ωi. Let Ω =
∏
i Ωi be
the Cartesian product, G = ∏iGi the direct product, and pi, µi the product and marginal
actions of G respectively. Let {Rg | g ∈ G} be a representation of G as positive, unital,
linear maps acting on Ls(H). If J is any Cartesian joint observable for the Ei, and J˜i the
ith margin of CRpi[J],
J˜i : Ωi → L+s (H) (52)
J˜i : ω∗ 7→
∑
ω∈Ω
ωi=ω∗
CRpi[J] (ω), (53)
where ωi denotes the ith element of the tuple ω, then
J˜i(ω) = CRµi [Ei] (ω), ∀ω ∈ Ωi. (54)
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Proof.
J˜i(ω∗) =
∑
ω∈Ω
ωi=ω∗
CRpi[J] (ω) (55)
=
∑
ω∈Ω
ωi=ω∗
1
|G|
∑
g∈G
Rg−1 [J(pig(ω))] (56)
= 1|G|
∑
g∈G
Rg−1
 ∑
ω∈Ω
ωi=ω∗
J(pig(ω))
 (57)
= 1|G|
∑
g∈G
Rg−1
 ∑
ω∈Ω
pig−1 (ω)i=ω∗
J(ω)
 (58)
= 1|G|
∑
g∈G
Rg−1
 ∑
ω∈Ω
ωi=µig(ω∗)
J(ω)
 (59)
= 1|G|
∑
g∈G
Rg−1
[
E
(
µig(ω∗)
)]
(60)
= CRµi [Ei] (ω∗). (61)
J J˜
Ei E˜i
Mi
CRpi
CRpii
Mi
Figure 2: An illustration of lemma 4: starting from the approximating joint observable one can either
apply the full invariant mean CRpi and then take the margins with the Mi, or first marginalise with the
Mi and then apply the invariant means CRµi .
Theorem 2. Let {Ei | i ∈ 1 . . . n} be a family of (not necessarily compatible) observables,
Ei : Ωi → L+s (H), and {Gi | i ∈ 1 . . . n} be a set of groups, such that Gi has action f ig on
Ωi. Let Ω =
∏
i Ωi be the Cartesian product, G =
∏
iGi the direct product, and pi, µi the
product and marginal actions of G respectively. Let {Rg | g ∈ G} be a representation of G
as positive, unital, linear maps acting on Ls(H) such that
CRµi [Ei] = Ei . (62)
8
Then for any compatible family of observables {Fi | i ∈ 1 . . . n}, Fi : Ωi → L+s (H), with
joint observable J : Ω→ L+s (H), the observables
F˜i = CRµi [Fi] (63)
are compatible, with joint J˜ = CRpi[J], and for any function d satisfying the constraints of
theorem 1
sup
ρ
d(F˜ρi ,E
ρ
i ) ≤ sup
ρ
d(Fρi ,E
ρ
i ). (64)
Proof. The compatibility of the F˜i follows directly from lemma 4, therefore it only remains
to establish inequality (64),
sup
ρ
d(F˜i,Ei) = sup
ρ
d(CRµi [Fi] ,Ei) (65)
= sup
ρ
d(CRµi [Fi] , CRµi [Ei]) (66)
≤ d(Fi,Ei). (67)
Equation (66) is a consequence of assuming the target observables are unchanged by the
invariant mean, and (67) is the result of theorem 1.
It is tempting to attempt to generalise eq. (18). For a locally compact group G, with
(left) Haar measure µ, continuous action α : (g, ω) 7→ g · ω on a Borel measurable, locally
compact space (Ω,F), and continuous representation Rg, on L+s (H) one might try to define
M [F ] : X 7→
∫
G
dµ(g)Rg[F (g.X)], (68)
for a POVM F : F → L+s (H). Unfortunately there are significant technical obstacles to
defining such a quantity. In particular one would have to show the function g 7→ Rg[F (g.X)]
is µ-measurable, in the sense of the Bochner integral [7], either for all observables, or for
a physically relevant subset. In the (possibly highly restricted) cases that such a quantity
may be defined it is easy to see that it will be necessary for the group G to be compact,
rather than locally compact since
M [F ] : Ω 7→
∫
G
dµ(g)Rg[F (g.Ω)] (69)
=
∫
G
dµ(g)Rg[I] (70)
= I
∫
G
dµ(g). (71)
The Haar measure µmay be normalised to a probability measure if, and only if, the group is
compact. This excludes several physically relevant groups including the translation group
of R or Rn, the Galilei group and the Poincaré group. Compact groups relevant to physical
applications include the finite groups covered above, the unitary, special unitary groups,
orthogonal and special orthogonal groups in n ∈ N dimensions.
The generalised invariant mean will require additional regularity conditions on the
observables it is applied to. To see why this is the case we recall that to be Bochner
integrable the function g 7→ Rg[F (g.X)] must be the limit of piecewise constant functions,
where the pieces are measurable sets. To take a concrete example we restrict our attention
to probability measures on the circle. Let, Ω = [−pi, pi), (Ω, τ) be the topological space
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of the unit circle, and let X = (0, 1) ⊂ Ω, F : B (Ω, τ) → [0, 1] be the point measure,
assigning 1 to sets if they contain the element 0, and 0 otherwise otherwise. Finally take G
to be the circle group and fg : h 7→ gh be the action of the circle group on itself. Consider
a sequence gn of negative elements of Ω, converging to zero, then
F (fgn(X)) = F (gn +X) (72)
= F ((gn, 1 + gn)) (73)
= 1, (74)
whereas F (X) = 0. With general observables it is difficult to control these discontinuities.
We conjecture that a necessary and sufficient condition for measurability is the existence
of a covariant observable dominating F .
For completeness we draw attention to the key limitation of lemma 4 and theorem 2,
for simplicity in the case of two target observables. It is not the case that theorem 2 applies
to an arbitrary pair of systems of covariance (G1, R1g, f1g ,E1) and (G2, R2g, f2g ,E2). Instead
we take the direct product G = G1 ×G2 and use a representation R of the product group
in both systems. In practice this means that if one wishes to apply this theorem to two
systems of covariance it is necessary that they are compatible in some sense. A sufficient
condition is that the effects of each observable are unchanged by all of the elements of
the representation associated with the other, and that the elements of each representation
commute with all of the elements of the other.
4 Pauli observables
Let a, b and c be three orthonormal vectors in R3, and consider the three, two outcome
qubit observables
A : {+1,−1} → L
(
C2
)
, B : {+1,−1} → L
(
C2
)
, C : {+1,−1} → L
(
C2
)
(75)
A : k 7→ 12 ( I + ka · σ), B : l 7→
1
2 ( I + lb · σ), C : m 7→
1
2 ( I +mc · σ). (76)
We would like to find the set
S(A,B,C) =
{
(d(A,D), d(B,E), d(C,F))
∣∣∣D,E,F : B3 → L (C2) are compatible} , (77)
where B = {−1, 1}. The condition that D, E, F are compatible is equivalent to the
existence of an observable J : B3 → L (C2) such that∑
l,m
J(k, l,m) = D(k) (78)
∑
k,m
J(k, l,m) = E(l) (79)
∑
k,l
J(k, l,m) = F(m). (80)
Since we have three, two outcome target observables we take as our product group the
elementary Abelian group of order 8, the additive group of the vector space (Z/2Z)3
G =
{
g (k, l,m)
∣∣∣ (k, l,m) ∈ {+1,−1}3} (81)
g (h, i, j) g (k, l,m) = g (hk, il, jm) . (82)
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This group has product action on the outcome set {+1,−1}3
pih,i,j ((k, l,m)) = (hk, il, jm), (83)
and marginal actions
µ1h,i,j (k) = hk (84)
µ2h,i,j (l) = il (85)
µ3h,i,j (m) = jm. (86)
It may be represented by the following set of positive, unital, linear maps on Ls
(
C2
)
Rk,l,m
12
r0 I +
r1r2
r3
 · σ

 = 12
r0 I +
 kr1lr2
mr3
 · σ
. (87)
Given any compatible, two outcome qubit observables, D, E and F, we can apply the
invariant mean with respect to this group, action and representation to the joint J
J˜(k, l,m) = 18
∑
(h,i,j)∈{+1,−1}3
Rh,i,j [J(hk, il, jm)] , (88)
and take the margins of J˜ to get a new set of compatible, two outcome qubit observables
D˜(k) =
∑
(l,m)∈{+1,−1}2
J˜(k, l,m) (89)
E˜(l) =
∑
(k,m)∈{+1,−1}2
J˜(k, l,m) (90)
F˜(m) =
∑
(k,l)∈{+1,−1}2
J˜(k, l,m). (91)
By lemma 4 this is equivalent to taking the invariant mean with respect to the G, R and
µi of D, E, F directly
D˜(k) = CRf1 [D] (k) E˜(l) = CRf2 [E] (l) F˜(m) = CRf3 [F] (m) (92)
These marginal groups, actions and representations satisfy all of the requirements of theo-
rem 2 above, so the group averaging maps reduce the error. We also have that each target
observable is invariant under the respective CRµi . so we can apply theorem 2 implying that
for every compatible triple D, E, F there exists a covariant compatible triple with lower
distances. Since we can also increase the distances by lemma 5 as needed we can fill the set
S(A,B,C) by searching over the covariant observables, and then increasing the distances
up to the trivial maximum of 2
1
p . The covariant joints have the form
J(k, l,m) = 18
 I +
 kj1lj2
mj3
 · σ
, (93)
for ‖j‖ ≤ 1. The margins have the form
D(k) = 12 ( I + j1a · σ) E(l) =
1
2 ( I + j2b · σ) F(m) =
1
2 ( I + j3c · σ), (94)
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Figure 3: Views of the uncertainty region S∞(A .B,C) covered by compatible approximations D, E
and F.
which have distances
dp(A,D) = 2
1
p
−1 (1− j1) dp(B,E) = 2
1
p
−1 (1− j2) dp(C,F) = 2
1
p
−1 (1− j3) . (95)
Hence the positivity constraint ‖j‖ ≤ 1 becomes(
d(A,D)− 2 1p−1
)2
+
(
d(B,E)− 2 1p−1
)2
+
(
d(C,F)− 2 1p−1
)2 ≤ 2 2p−2. (96)
The subset of Sp covered by covariant observables is a sphere of radius 2
1
p
−1 centered at(
2
1
p
−1
, 2
1
p
−1
, 2
1
p
−1), the full region is the monotone closure of this within the cube [0, 2 1p ]3.
5 Finite phase space observables
Let Zn = {0 . . . n− 1} denote the cyclic group of order n, equivalent to the set of natural
numbers less than n, with the group operation addition modulo n, denoted +. Although
this is only a field for n prime, it will be useful to define multiplication, denoted by
juxtaposition, as the usual multiplication of natural numbers modulo n.
Let H be a Hilbert space of dimension n ∈ N, n ≥ 2, {|g〉 | g ∈ Zn} be an orthonormal
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set of vectors, hereafter called the computational basis and let
|fh〉 :=
√
1
n
∑
g∈Zn
e
2pii
n
gh|g〉, h ∈ Zn (97)
=⇒ |g〉 =
√
1
n
∑
h∈Zn
e−
2pii
n
gh|fh〉, g ∈ Zn. (98)
The two bases are related by the well known quantum Fourier transform. It is easily
verified that the |fh〉 are an orthonormal basis for H and are mutually unbiased with the
computational basis. We define sharp observables for these bases
A : Zn → L+s (H) B : Zn → L+s (H) (99)
A : g 7→ |g〉〈g| B : h 7→ |fh〉〈fh|. (100)
We can define unitary shift operators for these bases
Uk|g〉 = |g + k〉 ∀g, k ∈ Zn (101)
Vq|fh〉 = |fh+q〉 ∀h, q ∈ Zn, (102)
and note that each form a unitary representation of the group Zn. Further, we have that
Uk =
∑
h∈Zn
e−
2pii
n
kh|fh〉〈fh| =
∑
h∈Zn
e−
2pii
n
kh B(h) (103)
Vq =
∑
g∈Zn
e
2pii
n
qg|g〉〈g| =
∑
g∈Zn
e
2pii
n
qg A(g). (104)
One can verify the commutation relations
UkVq = e
2pii
n
kqVqUk, (105)
by, for example, applying the operator on each side of the equality to the states in the
Fourier basis. Therefore
UkVqρ V
†
q U
†
k = VqUkρU
†
kV
†
q , ∀ρ ∈ Ls(H) . (106)
We therefore consider the linear maps
Rk,q : Ls(H)→ Ls(H) (107)
Rk,q : ρ 7→ UkVqρ V †q U †k = VqUkρU †kV †q , (108)
and note that they form a representation of the direct product group Zn × Zn, with the
group operation given by operator composition
Rk,q ◦Rl,r = Rk+l,p+r, ∀k, l, q, r ∈ Zn. (109)
These maps act on the effects of the target observables as
Rk,q [|g〉〈g|] = |g + k〉〈g + k| (110)
Rk,q [|fh〉〈fh|] = |fh+q〉〈fh+q|. (111)
Therefore we can apply the methods of section 3 to establish that choosing covariant
observables does not increase the error according to the dp distance measures. We refer to
appendix B for details of the calculation of the uncertainty region for covariant observables.
The result is that the uncertainty region in dimension n is the monotone closure of the
ellipse which is tangent to each axis at coordinate 1− 1n , and which has major axis along
to the line db = 1− 1n − da.
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Figure 4: The measurement uncertainty region for quantum Fourier pair observables in several dimen-
sions. The dashed ellipse gives the region explored by covariant observables, whilst the full uncertainty
region given by the monotone closure is shaded.
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6 Summary
We have defined and characterised a covariantisation map, as well as a large set of figures
of merit for the approximation of one observable by another which are not increased by
the action of the map. This is a useful tool as the space of covariant observables is smaller
in dimension than the full set of observables. The covariantisation map may also be used
to explore the set of covariant observables, as in eq. (125), where the space of covariant
joint observables for finite phase space observables is equivalent to the space of density
operators.
The covariantisation map is applicable to both finite and infinite separable Hilbert
spaces but is only suitable for observables with finitely many outcomes. Although this
set is highly restricted compared to the full set of quantum observables it contains all
observables that have thus far been measured in experiment, further, it does not seem
likely that an observable with infinitely many outcomes will ever be measured. Even so,
it is natural to seek to extend our map to the full set of observables, since in practice
one might be interested in measuring finite outcome observables which are approximations
to ideal observables with infinite outcomes. We have discussed some of the properties
and restrictions such an extension must have, in particular since the Haar measure of a
non-compact group may not be normalised.
Finally we applied this framework to derive measurement uncertainty regions for the
three Pauli observables for a qubit Hilbert space, and for the phase space observables of
arbitrary finite dimensional phase spaces. The former, simpler example seems to be novel,
whilst the latter example has been examined already in [17]. Although the underlying
definition of the error measure used is different to ours, the two end up being numerically
equal in this case. We expect that the framework we have defined may be applied to other
problems in measurement uncertainty, and hope that they may be applied more broadly. In
particular the covariantisation map may be applicable to many other areas where covariant
observables play a role.
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A Increasing the error
Applying the techniques in section 3 results in compatible approximations that are “not
worse than” any other compatible approximations, in the sense that for any family of
compatible approximations to the targets, there exists a covariant family of compatible
approximations with dp values less than or equal to the original family. It is therefore
useful to know when we can increase the dp values so we can cover the entire uncertainty
region with convex combinations of covariant and trivial observables.
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Lemma 5 (Increasing the error - ∞-norm). Let {Ei} be a family of observables with
outcome sets Ωi. Choose i ∈ 1 . . . n and v = (v1 . . . vi . . . vn) ∈ S∞(E1 . . .En), such that
there exists some ω∗ ∈ Ωi where Ei(ω∗) is not of full rank, then vi ≤ v′i ≤ 1 =⇒ v′ =
(v1 . . . v′i . . . vn) ∈ S∞(E1 . . .En).
Proof. Let Ω = ∏i Ωi be the Cartesian product of the outcome sets, since v ∈ S∞(E1 . . .En)
there exists a compatible family of observabless Fi with joint J : Ω→ Ls(H) such that
d∞(Ei,Fi) = vi (112)
Now define
J˜ : Ω→ Ls(H) (113)
J˜ : (ω1 . . . ωn) 7→
{∑
ω∈Ωi J(ω1 . . . ωi−1, ω, ωi+1 . . . ωn), ωi = ω
∗
0, else
, (114)
Let F˜j be the jth Cartesian margin of J˜, and note that for j 6= i we have F˜j = Fj , but that
F˜i : ω 7→ δωω∗ I is the trivial observable which gives outcome ω∗ with certainty in any state.
Since Ei(ω∗) is not of full rank, there exists a pure state ρ such that tr (Ei(ω∗)ρ) = 0;
therefore d∞(Ei, F˜i) = 1.
We can now define the observable Jλ = (1− λ) J +λJ˜, for λ ∈ [0, 1], with margins Fjλ.
As before we have j 6= i =⇒ Fjλ = Fj , but Fi,λ = (1− λ) Fi +λF˜i. We can compute the
distance
d∞(Ei,Fiλ) = sup
ρ∈S(H)
max
ω∈Ω
|tr (ρ(Ei(ω)− Fiλ(ω)))| (115)
= sup
ρ∈S(H)
max
ω∈Ω
∣∣∣(1− λ) tr (ρ(Ei(ω)− Fi)) + λ tr (ρ(Ei(ω)− F˜i)) (ω)∣∣∣, (116)
as we take the supρ over a compact set, so λ 7→ d∞(Ei,Fiλ) is a continuous function
from [0, 1]→ R+, by the intermediate value theorem every value between d∞(Ei,Fi) and
d∞(Ei, F˜i) = 1 is achieved by some λ.
Lemma 6 (Increasing the error - p-norm). Let {Ei} be a family of observables with
outcome sets Ωi. Choose i ∈ 1 . . . n and v = (v1 . . . vi . . . vn) ∈ Sp(E1 . . .En), such
that there exists some ω∗ ∈ Ωi where tr (Ei(ω∗)ρ∗) = 1 for some ρ∗ ∈ S(H) then
vi ≤ v′i ≤ 2
1
p =⇒ v′ = (v1 . . . v′i . . . vn) ∈ Sp(E1 . . .En).
Proof. Let Ω = ∏i Ωi be the Cartesian product of the outcome sets, since v ∈ Sp(E1 . . .En)
there exists a compatible family of observables Fi with joint J : Ω→ Ls(H) such that
dp(Ei,Fi) = vi (117)
Now choose ω˜ 6= ω∗ and define
J˜ : Ω→ Ls(H) (118)
J˜ : (ω1 . . . ωn) 7→
{∑
ω∈Ωi J(ω1 . . . ωi−1, ω, ωi+1 . . . ωn), ωi = ω˜
0, else
, (119)
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Let F˜j be the jth Cartesian margin of J˜, and note that for j 6= i we have F˜j = Fj , but
that F˜i : ω 7→ δωω˜ I is the trivial observable which gives outcome ω˜ with certainty in any
state. Since we have tr (E(ω∗)ρ∗) = 1 we can compute
dp(Ei, F˜i) = sup
ρ
∑
ω∈Ωi
∣∣∣tr (ρ(Ei(ω)− F˜i(ω)))∣∣∣p
 1p (120)
≥
∑
ω∈Ωi
∣∣∣tr (ρ∗(Ei(ω)− F˜i(ω)))∣∣∣p
 1p (121)
=
(∣∣∣tr (ρ∗F˜i(ω˜))∣∣∣p + |tr (ρ∗ Ei(ω∗))|p) 1p (122)
= 2
1
p (123)
We can now define the observable Jλ = (1− λ) J +λJ˜, for λ ∈ [0, 1], with margins Fjλ.
As before we have j 6= i =⇒ Fjλ = Fj , but Fi,λ = (1− λ) Fi +λF˜i. We can compute the
distance
dp(Ei,Fi,λ) = sup
ρ
∑
ω∈Ωi
∣∣∣tr (ρ(Ei(ω)− F˜iλ(ω)))∣∣∣p
 1p , (124)
as we take the supρ over a compact set, λ 7→ d(Ei,Fi,λ) is a continuous function from
[0, 1] → R+. By the intermediate value theorem every value between d(Ei,Fi) and
d(Ei, F˜i) = 2
1
p is achieved by some λ.
B Computing the uncertainty region for finite space space observables
B.1 Commutivity
There is a one-to-one relation between covariant joint observables J : Zn × Zn → L+s (H)
and trace one positive operators on H given by
J : (k, q) 7→ 1
n
Rk,q [τ ] . (125)
All covariant, Zn×Zn valued observable are obtained in this way, for some trace 1 positive
τ , as we can take τ = n J(0, 0), and all trace 1 positive operators give rise to some covariant,
Zn × Zn valued observable. We can write down the margins of such an observable
C : Zn → L+s (H) D : Zn → L+s (H) (126)
C : g 7→
∑
h
J(g, h) = 1
n
∑
h
Rg,h [τ ] D : h 7→
∑
g
J(g, h) = 1
n
∑
g
Rg,h [τ ] . (127)
We can show that each C(k) commutes with each Vq
C(g) =
∑
h
J(g, h) (128)
=
∑
h
J(g, h+ q) (129)
=
∑
h
R0,q[J(g, h)] (130)
= Vq C(g)V ∗q (131)
=⇒ C(g)Vq = Vq C(g), ∀g, q ∈ Zn. (132)
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A similar calculation gives
D(h)Uk = Uk D(h), ∀h, k ∈ Zn. (133)
Indeed an explicit calculation gives
C(g) =
∑
k
|k + g〉〈k + g|〈k|τ |k〉 (134)
D(h) =
∑
q
|fq+h〉〈fq+h|〈fq|τ |fq〉. (135)
B.2 Computing the sup-norm
The simultaneous diagonalisability of A and C allows us to compute d∞(A,C) explicitly.
Without loss of generality let
C(0) =
∑
k∈Zn
ck|k〉〈k| (136)
for ck ∈ [0, 1], and
∑
k ck = 1. Then
d∞(A,C) = sup
ρ
max
g
|tr (ρ [A(g)− C(g)])| (137)
= sup
ρ
max
g
∣∣∣∣∣∣tr
ρ
|g〉〈g| − Ug ∑
k∈Zn
ck|k〉〈k|U †g
∣∣∣∣∣∣ (138)
= sup
ρ
max
g
∣∣∣∣∣∣tr
ρUg
|0〉〈0| − ∑
k∈Zn
ck|k〉〈k|
U †g
∣∣∣∣∣∣ (139)
= sup
ρ
max
g
∣∣∣∣∣∣tr
U †gρUg
|0〉〈0| − ∑
k∈Zn
ck|k〉〈k|
∣∣∣∣∣∣ (140)
= sup
ρ
∣∣∣∣∣∣tr
ρ
|0〉〈0| − ∑
k∈Zn
ck|k〉〈k|
∣∣∣∣∣∣ (141)
= max{1− c0, c1, . . . , cn−1}. (142)
Now note that ∑
k∈Zn
ck = 1 =⇒
∑
k 6=0
ck = 1− c0 (143)
combined with ck ≥ 0 we see that
1− c0 ≥ ck, ∀k > 0, (144)
so
d∞(A,C) = 1− c0. (145)
Similarly, if
D(0) =
∑
r∈Zn
dr|fr〉〈fr|, (146)
then
d∞(B,D) = 1− d0. (147)
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B.3 Semidefinite program
We can use relations (145) and (147), along with (127) to put constraints on the operator
τ we used to define the joint ∑
h
J(g, h) = C(g) = Ug C(0)U †g (148)
1
n
∑
h
UgVhτV
†
hU
†
g = Ug C(0)U †g (149)
⇐⇒ 1
n
∑
h
VhτV
†
h = C(0) (150)
1
n
∑
g
UgτU
†
g = D(0). (151)
Computing matrix elements gives
〈k|C(0)|l〉 = 1
n
∑
h
〈k|VhτV †h |l〉 =
1
n
∑
h
〈k|V †h τVh|l〉 (152)
= 1
n
∑
h
〈k|τ |l〉e 2piin h(l−k) (153)
= 〈k|τ |l〉δk,l (154)
〈fr|D(0)|fs〉 = 〈fr|τ |fs〉δr,s. (155)
Given that the only matrix elements that affect the uncertainties are the (0, 0) matrix
element of C(0) and the (f0, f0) matrix element of D(0) the relevant constraints are
〈0|τ |0〉 = 1− d∞(A,C) (156)∑
k,l
〈k|τ |l〉 = n(1− d∞(B,D)). (157)
If we set
An =
∑
k,l
|k〉〈l| (158)
then computing the lower boundary of the uncertainty region is equivalent to the following
semidefinite program, for each da ∈ [0, 1]
maximise
X
p = tr (AnX)
subject to tr (|0〉〈0|X) = 1− da,
tr (InX) = 1,
X ≥ 0.
(159)
We can impose the equality constraints in (159), by means of the linear map
M : Ls(H)→M2(C) (160)
M : X 7→
(
tr (|0〉〈0|X) 0
0 tr (X)
)
, (161)
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where M2(C) is the set of 2 by 2 matrices over the field C. If
B =
(
1− da 0
0 1
)
(162)
then the equality constraints are
M(X) = B (163)
We can compute the dual ofM directly from the defining relation
tr (M∗(Y )X) = tr (YM(X)) (164)
= Y00 tr (|0〉〈0|X) + Y11 tr (InX) (165)
M∗
((
Y00 Y01
Y10 Y11
))
= Y00|0〉〈0|+ Y11 In . (166)
The dual problem to (159) is then given by
minimise
Y
d = tr (BY )
subject to M∗(Y ) ≥ An
Y ∈M2(C).
(167)
Alternatively
minimise
y0,y1∈R
d = (1− da)y0 + y1
subject to 0 ≤ y0|0〉〈0|+ y1
∑
k
|k〉〈k| −
∑
k,l
|k〉〈l| = Z. (168)
It is easy to see that we have strong duality for these problems, since we can always choose
y1 large enough that Z > 0, by the Slater condition [14] we therefore know that wherever
the solution d to the dual problem is finite we have that inf d = sup p.
Henceforth we mix operators interchangeably with their matrices in the computational
basis. Define the characteristic polynomial function for each n ∈ N
χn : Mn(C)× R→ R (169)
χn(X,x) = det(x In−X). (170)
We can compute the characteristic polynomial of the matrix Z
χn(Z, x) = det (x In−Z) (171)
= det ((x− y1) In−y0|0〉〈0|+An) (172)
= det ((x− y1) In +An)− y0〈0|adj ((x− y1) In +An)|0〉 (173)
= det ((x− y1) In +An)− y0 det ((x− y1) In−1 +An−1) (174)
= (−1)n det ((y1 − x) In−An)− (−1)n−1y0 det ((y1 − x) In−1−An−1) (175)
= (−1)nχn(An, y1 − x) + (−1)ny0χn−1(An−1, y1 − x) (176)
= (−1)n
[
(x− y1 − n)(x− y1)n−1 + y0(x− y1 − n+ 1)(x− y1)n−2
]
(177)
= (−1)n(x− y1)n−2 [(x− y1 − n)(x− y1)− y0(x− y1 − n+ 1)] (178)
= (−1)n(x− y1)n−2
[
x2 + x(n− y0 − 2y1) +
(
y21 + y1(y0 − n) + y0(1− n)
)]
(179)
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where adj denotes the adjudicate matrix, and we have employed the classical matrix de-
terminant lemma, as well as the fact that
χn(An, x) = (x− n)xn−1, (180)
for An the n by n matrix of ones [10]. We are seeking constraints on y0 and y1 which are
necessary and sufficient for all of the roots of x 7→ χn(Z, x) to be non-negative, we can
read off from (179) that y1 ≥ 0. We now need to examine the roots of
x 7→ x2 + x(n− y0 − 2y1) +
(
y21 + y1(y0 − n) + y0(1− n)
)
, (181)
the quadratic formula gives
x± = 12
(
y0 + 2y1 − n±
√
(y0 + 2y1 − n)2 − 4(y21 + y1(y0 − n) + y0(1− n))
)
, (182)
note that the roots are automatically real, as our matrices are self-adjoint. The x± are
both non-negative if, and only if√
(y0 + 2y1 − n)2 − 4(y21 + y1(y0 − n) + y0(1− n)) ≤ y0 + 2y1 − n, (183)
which is satisfied if and only if
0 ≤ y0 + 2y1 − n, (184)
and
0 ≤ y21 + y1(y0 − n) + y0(1− n), (185)
are both satisfied. The solutions of
y21 + y1(y0 − n) + y0(1− n) = 0 (186)
are
y±1 =
1
2
(
n− y0 ±
√
(n− y0)2 − 4y0(1− n)
)
. (187)
It is easy to show that the radicant is positive. The constraint in (185) is therefore satisfied
if, and only if
y1 ≥ 12
(
n− y0 +
√
(n− y0)2 + 4y0(n− 1)
)
(188)
or
y1 ≤ 12
(
n− y0 −
√
(n− y0)2 + 4y0(n− 1)
)
(189)
Rewriting (184) we see we need
y1 ≥ 12 (n− y0) , (190)
therefore all of the constraints are satisfied if, and only if
y1 ≥ 12
(
n− y0 +
√
(n− y0)2 + 4y0(n− 1)
)
, (191)
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since the quantity on the right hand side is always positive. Recall that we are attempting
to minimise the quantity
d = (1− da)y0 + y1, (192)
subject to the positivity constraints. We therefore choose
y1 =
1
2
(
n− y0 +
√
(n− y0)2 + 4y0(n− 1)
)
(193)
=⇒ d =
(1
2 − da
)
y0 +
1
2
(
n+
√
(n− y0)2 + 4y0(n− 1)
)
, (194)
differentiating, we find that d is minimised where
y0 = 2− n− |1− 2da|
√
n− 1
da(1− da) , (195)
and that at this point
d = 1 + da(n− 2) + 2
√
da(1− da)(n− 1) (196)
=⇒ dminb = 1−
d
n
(197)
= 1− 1
n
(
1 + da(n− 2) + 2
√
da(1− da)(n− 1)
)
. (198)
We note that this is a section of the ellipse with defining equation
0 = n2d2a + n2d2b + 2n(n− 2)dadb + 2n(1− n)da + 2n(1− n)db + (n− 1)2, (199)
which has center
(
1
2 ,
1
2
)
, and touches the coordinate axes at the points
(
0, 1− 1n
)
and(
1− 1n , 0
)
. The major axis of the ellipse has angle pi4 with each coordinate axis, as it must
by symmetry.
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