Incomplete decision contexts are a kind of decision formal contexts in which information about the relationship between some objects and attributes is not available or is lost. Knowledge discovery in incomplete decision contexts is of interest because such databases are frequently encountered in the real world. This paper mainly focuses on the issues of approximate concept construction, rule acquisition and knowledge reduction in incomplete decision contexts. We propose a novel method for building the approximate concept lattice of an incomplete context. Then, we present the notion of an approximate decision rule and an approach for extracting non-redundant approximate decision rules from an incomplete decision context. Furthermore, in order to make the rule acquisition easier and the extracted approximate decision rules more compact, a knowledge reduction framework with a reduction procedure for incomplete decision contexts is formulated by constructing a discernibility matrix and its associated Boolean function. Finally, some numerical experiments are conducted to assess the efficiency of the proposed method.
Introduction
Formal concept analysis (FCA), proposed by Wille [1] , is oriented towards the discovery and design of concept hierarchies from relational databases. FCA starts with a formal context defined as a triple (U, A, I) consisting of a set U of objects, a set A of attributes, and a binary relation I ⊆ U ×A indicating that each object of U has what attributes in A. A formal context in FCA corresponds to an information system in rough set theory [2] . FCA organizes the knowledge discovered from a formal context through formal concepts, while rough set theory discovers the knowledge from an information system via lower and upper approximations, positive, boundary and negative regions [3, 4] . In fact, there are strong connections between FCA and rough set theory and some studies have been devoted to comparing and combining these two useful theories [5] [6] [7] [8] . According to Wille's definition, a formal concept is defined as a pair (X, B) in which X, called the extent of (X, B), contains exactly those objects shared by all the attributes in B and B, called the intent of (X, B), contains exactly those attributes that all the objects in X have in common. The set of all the formal concepts of a formal context together with the subconcept-superconcept-relation forms a complete lattice called the concept lattice [1] of the formal context. As an effective mathematical tool for conceptual data analysis and knowledge processing, FCA has extensively been applied to information retrieval [9] , machine learning [10] , knowledge discovery [11] [12] [13] [14] [15] [16] [17] , and software engineering [18, 19] , etc.
As is well known, knowledge reduction is one of the key issues in rough set theory and a large number of reduction methods have been developed for different types of information systems and decision tables [20] [21] [22] [23] [24] [25] . Similarly, knowledge reduction in FCA has also attracted much attention. For example, Ganter and Wille [26] developed a reduction method to remove the reducible objects and attributes of a formal context via some predefined arrow relations. Elloumi et al. [27] proposed a multi-level reduction approach to remove unnecessary objects of a fuzzy context without loss of the knowledge discovered from the original database. Aswani Kumar and Srinivas [28] put forward a method to reduce the size of the concept lattice of a formal context using K-means clustering. Zhang et al. [29] , Liu et al. [30] , Mi et al. [31] , and Li and Wu [32] presented reduction approaches to avoid the redundancy in the attributes from the perspectives of extension equivalence, rough-set-based concept lattice [33, 34] , lattice isomorphism, and covering rough set theory, respectively. In addition, some knowledge reduction approaches for decision formal contexts [35] were also explored. For instance, Wei et al. [35] and Wang and Zhang [36] discussed knowledge reduction in decision formal contexts by constructing partial orders between the conditional concept lattice and the decision concept lattice. Wu et al. [37] and Li et al. [38] studied the problem of knowledge reduction in decision formal contexts based on granular computing and rule acquisition, respectively. Considering that computing the reducts of a decision formal context by Boolean reasoning is an NP-hard problem, Li et al. [39] developed a heuristic algorithm with polynomial time complexity to search for a minimal reduct. In fact, the existing reduction approaches for decision formal contexts can be classified, according to different reduction objectives, into two categories: one is to avoid redundancy in the attributes subject to maintaining the predefined consistency (e.g., [35, 36, 39] ); the other is to extract compact rules under the condition that the rules derived from the initial decision formal context can be implied by those derived from the reduced database (e.g., [37, 38] ).
Similar to the case in rough set theory [40, 41] , rule acquisition is another important issue in FCA and many contributions have been made on this topic in recent years. For example, Ganter and Wille [26] and Valtchev et al. [15] discussed the issue of mining implication rules from a formal context. Zaki [16] and Quan et al. [17] proposed the approaches for extracting non-redundant association rules and conceptual association rules from relational databases, respectively. Stumme et al. [14] investigated how to reduce the number of association rules under the requirement that the initial association rules can be deduced from the reduced set of association rules. Based on granular structure of concept lattices, Wu et al. [37] studied the issue of mining granular rules in decision formal contexts. As said by Wille [11] , FCA indeed provides an appropriate framework for knowledge discovery from relational databases.
In a formal context (U, A, I), it can definitely be known via the relation value I(x, a) whether or not the object x has the attribute a, which means that a formal context can be represented by a two-dimensional table filled with, for example, plus and minus signs where I(x, a) = + indicates that the object x has the attribute a and I(x, a) = − indicates the opposite. In many real-world situations, however, it may happen that some values of I(x, a) (x ∈ U, a ∈ A) have been lost or a full description of the relationship between some objects and attributes is not available according to the current information. Under these cases, we have no information about the values of I(x, a) for such x's and a's and use an additional symbol like a question mark "?" to represent the "missing values" in a formal context. This "three-valued" context, denoted by (U, A, {+, ?, −}, I), is called an incomplete context [42] .
Recently, there is a growing interest on the study of the incomplete contexts. For instance, Burmeister and Holzer [42] discussed how to handle the missing values of an incomplete context in data analysis and knowledge discovery, and they concluded that Kleene-logic can be used to characterize the validity of the attribute implications whose premises and conclusions are disjointed. Obiedkov [43] pointed out that compared with the Kleene-logic, modal logic is advantageous to the evaluation of the validity of attribute implications in incomplete contexts since it can be applied to all the attribute implications rather than to those with their premises and conclusions being disjointed only. Dubois et al. [44] claimed that possibility theory can be taken as a useful tool to extend the classical FCA to the case of incomplete contexts. Holzer [45] adopted Kripke-semantics to assess the validity of attribute implications in incomplete contexts and proposed an algorithm for attribute exploration. Up till now, there have been several interactive computer algorithms of attribute exploration, such as "ConImp" [46] and "Impex" [47] , designed for incomplete contexts.
Decision formal contexts [35] , as a useful extension of the formal contexts, are of great importance in rule acquisition and decision making. Like the situation in incomplete contexts, "missing values" may happen both in the conditional context part and in the decision context part of a decision formal context. Therefore, it is of interest to study the decision formal contexts with "missing values" which we call in this paper the incomplete decision contexts. Although there have been extensive researches on the issues of rule acquisition and knowledge reduction in the classical decision formal contexts (see, e.g., [35] [36] [37] [38] [39] ), it seems that little study has been devoted to these two important topics for the incomplete decision contexts. This paper intends to investigate the issues of approximate concept construction, rule acquisition and knowledge reduction in incomplete decision contexts.
The rest of this paper is organized as follows. We briefly review in the next section some basic notions on the classical formal contexts and formally introduce the notions of both an incomplete context and an incomplete decision context. We propose in Section 3 a novel method to build the approximate concept lattice of an incomplete context. In Section 4, the notion of a subcontext with its approximate concept lattice is presented and some properties related to the subcontexts are discussed. In Section 5, the issue of rule acquisition in incomplete decision contexts is investigated. In Section 6, a theoretical framework of knowledge reduction in incomplete decision contexts is formulated from the perspective of rule acquisition and an implementation procedure for the knowledge reduction is developed by constructing a discernibility matrix and its associated Boolean function. In Section 7, some numerical experiments are conducted to assess the efficiency of the proposed method. The paper is then concluded with a brief summary.
Preliminaries
In this section, we briefly review some basic results of the classical formal contexts and then introduce the notions of an incomplete context and an incomplete decision context. Definition 1 [1] . A formal context is a triple (U, A, I ), where U is a nonempty and finite set of objects, A is a nonempty and finite set of attributes, and I is a binary relation on U × A with (x, a) ∈ I indicating that the object x has the attribute a and (x, a) ∈ I indicating the opposite. (U, A, I ), a complete lattice can be constructed by defining the following operators:
Given a formal context
If f (X) = B and g(B) = X, then the pair (X, B) is called a formal concept of (U, A, I ). Here, the sets X and B are called the extent and the intent of the formal concept (X, B), respectively. When the formal concepts of (U, A, I) are ordered by (2) they form a complete lattice which is called the concept lattice of the formal context (U, A, I) and is denoted by B(U, A, I).
In [49] As mentioned in the introduction section, an incomplete context is a formal context in which some values of I(x, a) are lost. If we use a question mark "?" to denote such "missing values", then an incomplete context can be viewed as a "three-valued" context (U, A, {+, ?, −}, I) consisting of a nonempty and finite set U of objects, a nonempty and finite set A of attributes, the set {+, ?, −} of values, and a mapping I : U × A → {+, ?, −}, where I(x, a) = + means that the object x has the attribute a, I(x, a) = − means that the object x does not have the attribute a, and I(x, a) =? indicates that it is unknown whether or not the object x has the attribute a.
In the remainder of this paper, a formal context defined in Definition 1 is called a complete context in order to distinguish it from an incomplete context. On the other hand, both a complete context and an incomplete context are collectively called a context. From Definitions 3 and 4, we know that an incomplete decision context is in fact a decision formal context with "missing values".
Example 2. However, it will be discussed in the next section that the proposed method in this paper for constructing the approximate concept lattice of an incomplete context is automatically suitable for the complete contexts. Therefore, without loss of generality, we assume hereinafter that both of the contexts (U, A, {+, ?, −}, I) and (U, D, {+, ?, −}, J) are incomplete. Similar to the decision formal contexts [37, 38] , the incomplete decision contexts discussed hereinafter are all assumed to be regular.
A method for constructing approximate concept lattices in incomplete contexts
An incomplete context can be viewed as a special "three-valued" context. In FCA, the so-called scaling [26] can be used to convert a three-valued context into a formal context and then a concept lattice can be constructed with the method introduced in Section 2. However, the scaling may dramatically increase the complexity of computation and make the presentation of the related results very difficult especially for the large relational databases [51] . Furthermore, the missing values "?" in an incomplete context cannot properly be scaled if there is no further information available.
In this section, by making full use of the characteristics of an incomplete context instead of a priori scaling, we propose a novel method to construct the approximate concept lattice of an incomplete context. Before launching into the method, we construct a Galois connection in incomplete contexts in preparation for presenting the notion of an approximate concept.
Let A be an attribute set and 2
A × 2
A be the Cartesian product of 2 A and 2 A . A partial order relation in 2
A is defined as:
Then it can be known from Lemma 1 that (2
The intersection (∩) and the union (∪) in 2
A × 2 A are respectively defined by
For an incomplete context (U, A, {+, ?, −}, I) and X ⊆ U, define
That is, R(X) is the maximal set of the attributes that are certain to be shared by all the objects in X, and R(X) is the maximal set of the attributes that are possible to be shared by all the objects in X. Obviously, R(X) ⊆ R(X). It is easy to see that the
A determines the range of the attributes that all the objects in X have in common. For brevity, we
U are respectively defined as:
In fact, X is a pair (E, E) with E containing exactly those attributes that are certain to be shared by all the objects in X and E containing exactly those attributes that are possible to be shared by all the objects in X. (B, C) 3 is the maximal set of the objects that have all the attributes in B with certainty and all the attributes in C\B with possibility.
the following properties hold.
For
(iii) By (ii), we know X X 3 . Based on (i) and (ii), it follows X
In fact, the results in (iv) are still true for more than two elements. Specifically, we have the following corollary.
Corollary 1. For an incomplete context
, where Q and T are two index sets. Then, (X, (B, C) ), respectively.
The approximate concepts are in fact a kind of formal concepts in which the intents described by the pair of attribute sets are allowed to be inexact. The operators
U introduced in Definition 5 can also be applied to the complete contexts to construct the formal concepts. Concretely, for a given complete context, its approximate concepts formed by the operators and 3 are equivalent to its formal concepts formed by the operators f and g defined by Eq. (1). The reason is that by Eqs. (5) and (6) each of its approximate concepts is of the form (X, (B, B) ) which is equal to the formal concept (X, B) since the extent and the intent of (X, (B, B) ) are the same as those of (X, B), respectively. This means that the Galois connection ( , 3) defined on the incomplete contexts is a natural extension of the Galois connection (f , g) defined on the complete contexts. This extension is useful for capturing inexact knowledge from an incomplete context via the approximate concepts.
Proof. It is straightforward.
It is obvious that the set of all the approximate concepts of an incomplete context (U, 
Proof. The proof can easily be completed according to Corollary 1 and Proposition 3.
We call B(U, A, {+, ?, −}, I) the approximate concept lattice of the incomplete context (U, A, {+, ?, −}, I). Then, for any incomplete context, an approximate concept lattice can be constructed without a priori scaling. We shall show in Section 5 that the approximate concept lattices are of practical benefit to the discovery of inexact knowledge from an incomplete decision context.
It is easy to see that the approximate concept lattices follow the theoretical framework in full compliance with the classical concept lattices. Therefore, referring to the existing algorithms such as those in [52] [53] [54] [55] for constructing the classical concept lattices, we propose in the following an incremental algorithm whose basic idea is similar to that of the algorithm proposed by Norris in [52] , to build the approximate concept lattice of an incomplete context. (X, (B, C) ) from L, and go to (7); otherwise, go to (6). (X, (B, C) )} and go back to (4). Table 1 . With the above Algorithm 1, we can obtain its approximate concept lattice whose Hasse diagram is depicted in Fig. 1 . For brevity, a nonempty object (or attribute) set in the figure is denoted only by listing its elements in sequence. For example, {3, 4} and {a, e} are simply denoted by 34 and ae, respectively.
Subcontexts and their approximate concept lattices
In preparation for the subsequent discussion on the issue of rule acquisition in incomplete decision contexts, we introduce in this section the notion of a subcontext with its approximate concept lattice and discuss some properties related to the subcontexts. 
Let (U,
U as follows:
where
It can easily be observed that the operators S and 3 S are in fact the restriction of the operators and 3 defined by Eq. (6) on the subcontext (U, S, {+, ?, −}, I S ).
Similar to the discussion on the incomplete context (U, A, {+, ?, −}, I), we say that the pair (X, (B, C) 
Proof. The proofs of (i) and (ii) are straightforward. Proof. The proof can easily be completed according to Propositions 1, 4 and 5.
Rule acquisition in incomplete decision contexts
Similar to the case in the classical decision formal contexts, rule acquisition and knowledge reduction in the incomplete decision contexts are still the key issues that need to be investigated. Firstly, we focus on the rule acquisition in incomplete decision contexts. For brevity, we denote hereinafter the value set {+, ?, −} by V and write an incomplete decision context In what follows, we give further explanation about the approximate decision rules and elucidate the connections and differences between the approximate decision rules and the implication rules. The approximate decision rules have something to do with the implication rules (see, e.g., [15, 26] and M = N. However, difference also exists between them. The implication rules focus on describing the exact dependencies among the attributes, while the approximate decision rules are a form of knowledge representation for incomplete decision contexts and so some of them may only describe the inexact dependencies among the attributes because of the missing values in the incomplete decision contexts.
(U, A, D, {+, ?, −}, I, J) as (U, A, D, V , I, J).

Let K = (U, A, D, V , I, J) be an incomplete decision context. For S ⊆ A, we say that (U, S, D, V , I S , J) is a subcontext of K and define
B * (U, S, V , I S ) = {(X, (B, C))| X = ∅, C = ∅, (X, (B, C)) ∈ B(U, S, V , I S )}, B * (U, D, V , J) = {(Y, (M, N))| Y = ∅, N = ∅, (Y, (M, N)) ∈ B(U, D, V , J)},(11)
Given an incomplete decision context K = (U,
That is, (S, D) is the set of all the approximate decision rules generated between the approximate concepts in B * (U, S, V , I S ) and those in B * (U, D, V , J) .
It can be known from Definition 11 that a redundant approximate decision rule can be implied by the others. Therefore, it is more appealing to extract non-redundant approximate decision rules from an incomplete decision context. In what follows, we discuss how to discover the non-redundant approximate decision rules.
and further define three binary relations ↑ S , ↓ S and S on E(U, S, V , 
Theorem 2. Let K = (U, A, D, V , I, J) be an incomplete decision context, S ⊆ A and (B, C) → (M, N) ∈ (S, D). Then (B, C) → (M, N) is redundant in (S, D) if and only if (B, C)
Proof. Necessity: If (B, C) → (M, N) is redundant in (S, D), we know from Definition 11 that there exists
. Thus, we obtain that X ⊂ X 0 and Y 0 ⊆ Y , or X ⊆ X 0 and Y 0 ⊂ Y . By Eqs. (14) and (15) (X , (B , C ) 
Corollary 2. Let K = (U, A, D, V , I, J) be an incomplete decision context, S ⊆ A and (B, C) → (M, N) ∈ (S, D). Then (B, C) → (M, N) is non-redundant in (S, D) if and only if (B, C)
That is, * (S, D) is the set of all the non-redundant approximate decision rules of (S, D).
With the above discussions, we can obtain the non-redundant approximate decision rules from an incomplete decision context by the following algorithm.
Algorithm 2.
Extracting the non-redundant approximate decision rules from an incomplete decision context.
Input: An incomplete decision context K = (U, A, D, V , I, J) . Output: // the set of the non-redundant approximate decision rules of K. each ((X, (B, C) 
(4) Output and end the algorithm.
The time complexity of Algorithm 2 is
O(|U|
where |L A | and |L D | denote the numbers of the approximate concepts of (U, A, V , I) and (U, D, V , J), respectively. Table 2 . The Hasse diagrams of the conditional and the decision approximate concept lattices are depicted in Figs. 2 and 3 , respectively. By Corollary 2, we can extract the following eight non-redundant approximate decision rules from K:
Example 4. Let K = (U, A, D, V , I, J) be the incomplete decision context shown in
/ / supported by objects: 5, 7, 8, 9.
/ / supported by objects: 1, 3, 4, 9.
/ / supported by objects: 5, 6.
/ /supported by objects: 5, 7.
//supported by object: 5.
/ /supported by objects: 1, 3.
Among the above eight rules, the first, second and fifth rules describe the exact dependencies among the attributes, while the remainder describe the inexact dependencies among the attributes.
Knowledge reduction in incomplete decision contexts
In Section 5, we have discussed the topic of rule acquisition in incomplete decision contexts. With Algorithm 2, we can extract non-redundant approximate decision rules from an incomplete decision context. In order to make the rule acquisition easier and the extracted non-redundant approximate decision rules more compact, we investigate in this section the issue of knowledge reduction in incomplete decision contexts.
A theoretical framework of knowledge reduction for incomplete decision contexts
In this section, we formulate a theoretical knowledge reduction framework for incomplete decision contexts from the perspective of rule acquisition. , N) , we say that 2 can be implied by 1 and denote this implication relationship by 1 (∅,(d1d2d3d4,d1d2d3d4)) Based on the above implication relationship between the sets of approximate decision rules, we introduce the notions of a consistent set and a reduct in incomplete decision contexts.
Definition 12. For an incomplete decision context
K = (U, A, D, V , I, J) and S, W ⊆ A, let 1 ⊆ (S, D) and 2 ⊆ (W, D). If for any (B, C) → (M, N) ∈ 2 , there exists (B 0 , C 0 ) → (M 0 , N 0 ) ∈ 1 such that (B 0 , C 0 ) → (M 0 , N 0 ) (B, C) → (M(123456789,(∅,∅)) (567,(∅,d4)) (56,(d4,d4)) (5,(d1d3d4,d1d3d4)) (13459,(d1,d1)) (59,(d1d3,d1d3)) (13,(d1d2,d1d2)) (25789,(d3,d3)) (57,(d3,d3d4))
Definition 13. For an incomplete decision context
. Otherwise, S is called an inconsistent set of K. Furthermore, if S is a consistent set of K and there is no proper subset W ⊂ S such that W is a consistent set of K, then S is called a reduct of K. In what follows, we present two sufficient and necessary conditions of justifying whether or not a given conditional attribute subset is a consistent set. For convenience of the presentation, we first introduce two lemmas. Proof. The proof is immediate from Definitions 10 and 12. Proof. The proof is obvious according to Lemmas 2 and 3. 
For any X ∈ E * (U, S, V , I S ), it can be known from Eq. (18) that there exists Y ∈ E(U, D, V , J) such that X S Y . Therefore, there also exists X ∈ E(U, A, V , I) with X ⊆ X such that X A Y , which leads to
Thus, S is a consistent set of K.
It should be pointed out that the above knowledge reduction framework is oriented towards rule acquisition and its main objective is to extract compact approximate decision rules in the sense that all the approximate decision rules derived from the initial incomplete decision context can be implied by those derived from the reduced subcontext.
Implementation of the knowledge reduction in incomplete decision contexts
In this section, we propose a knowledge reduction procedure for incomplete decision contexts based on the reduction framework formulated in Section 6.1.
Considering that in the rough set theory, computing the reducts of an information system or a decision table can be translated into the calculation of the prime implicants of a Boolean function [56, 57] , we now employ this approach to compute the reducts of an incomplete decision context. In what follows, we first construct a discernibility matrix for an incomplete decision context.
the discernibility matrix of K. 
Proof. Necessity:
it can be known from Propositions 4 and 5 that
Sufficiency: To prove that S is a consistent set of K, it is sufficient to prove
) and X A Y . Based on Propositions 5 and 6, both (
On the other hand, for any X ∈ E * (U, S, V , I S ), it follows from Eq. (18) that there exists
In order to construct the discernibility function of an incomplete decision context, let D ((X i , (B i , C i ) ), (X j , (B j , C j ))) be the disjunction of the variables corresponding to the attributes in the nonempty set D(( (21) and call F the discernibility function of K. Proof. The proof can easily be completed according to Theorem 5 and the definition of a prime implicant of a Boolean function defined in [56] . In this data set, the attribute 'bare nuclei' has 16 missing values, and all the attributes are measured as an integer between 0 and 10 except the class attribute which has two values: benign, malignant. We classified each conditional attribute values into two hierarchies: I (≤ 5) and II (> 5). Then, using the nominal scale, we obtained an incomplete decision context, denoted by Data set 3, which consists of 699 objects, 18 conditional attributes and two decision attributes.
Additionally, the incomplete decision context shown in Table 2 is denoted by Data set 1. Then, Algorithms 1, 2 and 3
were applied to Data sets 1, 2 and 3, and the running time is reported in Table 4 , in which |U|, |A| and |D| denote the cardinalities of the object set, the conditional attribute set, and the decision attribute set of the input incomplete decision context, respectively. It can be seen from Table 4 that the running time for building the conditional and decision approximate concept lattices, extracting the non-redundant approximate decision rules, and computing the reducts of each original incomplete decision context is acceptable. Besides, after the reduction of the original data sets, the running time for building approximate concept lattices and extracting non-redundant rules has largely been decreased especially for large data set. It should be noted that when the number of the reducts of an original incomplete decision context is more than one, the running time shown in Table 4 for building lattices and extracting rules in reduced contexts is the average running time of all the reduced contexts determined by all the reducts.
Conclusion
Rule acquisition and knowledge reduction are two basic issues in FCA and there have been many contributions on these topics for the classical formal contexts. However, little work has been done for the incomplete decision contexts.
In this paper, we have investigated the issues of approximate concept construction, rule acquisition and knowledge reduction in incomplete decision contexts. Specifically, we have proposed a method for building approximate concept lattices and extracting non-redundant approximate decision rules from an incomplete decision context. A theoretical knowledge reduction framework for incomplete decision contexts has been formulated from the perspective of rule acquisition and a reduction procedure has been developed by using the discernibility matrix and Boolean function. Some numerical experiments have demonstrated that Algorithms 1, 2 and 3 perform satisfactorily. With the reduced incomplete decision context, it is much easier to extract the compact non-redundant approximate decision rules.
