In this paper the concept of sequential optimality is introduced and discussed in a general setting for the worst-case analysis of approximately solved problems. As an example, the problem of numerical integration of monotonic functions is studied. 0 1987 Academic press, hc.
INTR~O~CTI~N
In this paper a general setting is given and terminology introduced for the worst-case analysis of approximately solved problems. We study only optimal error algorithms here, leaving aside combinatory complexity considerations. We define and discuss the concept of sequential optimality and give the example of the sequentially optimal algorithm for numerical integration of monotonic functions.
Our setting is close to that of Traub and Woiniakowski (1980) . However, there are some differences in terminology. For example, we view an algorithm as a two-stage process. At the first stage the informational computations give some information about the problem which is being solved. At the second stage the terminal operation gives an approximation to the solution. In Traub and Woiniakowski (1980) the term "information" is used for the first stage while the second stage is called "algorithm." Our terminology is based on that used in optimization techniques, which is traditional for the Soviet literature on optimal algorithms.
PROBLEM
Let F be a set in a linear space and S an operator from F to a metric space B. Knowing that f E F, we should construct an approximation to S(f). We emphasize that the only a priori information concerning f is fE F.
For example, if F is a class of functions defined on K C R", the problem of numerical integration fits this setting with the problem of global optimization with the problem of approximation with
In practice, we often have a single function f, not a set of functions, for which S(f) is to be approximated. Some properties off should be taken into account for selecting an algorithm approximating S(f). Such properties as continuity, smoothness, convexity, unimodality, etc., may become apparent at the stage of the preliminary examination of the function. The set of properties that are taken into account in constructing the algorithm defines F. Thus, f E F is our a priori information for approximating S(f).
We usually refer to the pair (S, F) as the problem to be solved.
ALGORITHMS
Application of a deterministic algorithm (Y to f E F is a two-stage process.
At the jirst stage, information off is gathered. That is, yi = x,(f) are computed, where Xi E Xi, yi E Yi, i = 1, . . . , N. Here Xi is a given set of functionals or operators with values from a given set Yi and N is fixed. If f: K+ R = (-00, CQ), then often
where xi E K. (We hope that use of the same notation xi for a functional or an operator and for a point is not misleading.)
At the second stage, based on the information gathered at the first stage, an approximate /I = a(f) E B to S(f) E B is constructed. 
To apply (Y tof means to compute sequentially A class of permissible algorithms depends on a particular problem, specific information and resources available for its storage and processing. In two extreme cases we get the classes of passive (nonadaptive) and sequential (adaptive) algorithms.
In thejirst case, Yi s Xi E Xi, i = 1, . . . , N; that is, all informational computations may be carried out simultaneously. Denote the class of all passive algorithms (xi, . . . , xN, fi) by AN. In the second case, all the mappings ii, . . . , & of form (1) are permissible. That is, the informational computations should be executed sequentially, and the resources at the (i + l)st step should be sufficient to store the information xi, . . . , xi, ~1, . . . , Yi and to process it, i.e., to computefi+t(xl, , . . ,Xi,yl, . . . ,yJ,i=l, . . . ,N-l.LetANbe the class of all sequential algorithms (Z,, . . . , &,, p).
In both cases no restrictions on permissible fi are imposed; that is, algorithms from AN and AN may comprise any fi of form (2). Denote the set of all such fi by BN.
However, in other cases there may be restrictions on permissible fi. For example, only fi, linear in yl, . . . , yN, may be permitted. Furthermore, there may be but one fixed permissible b.
OPTIMALERRORALGORITHMS
Let y be the metric function in the metric space B. Then the error of approximating S(f) with an algorithm a! is
The worst-case error of CY on F is Let AN be a class of permissible algorithms, AN C AN C AN.
The algorithm a0 is called an optimal error algorithm in AN on F if its worst-case error on F is minimal:
Let us assume for a while that, rather than N, a positive number E is fixed. The problem is to construct an a-approximation /3 to S(f). That is, we should determine p E B such that r@(f), 0) I E. We show that our definition of optimality may be easily transformed to this case. Suppose for simplicity that for any N 2 1 all 2,) . . . , ZN of the form (1) and all fi of the form (2) are permissible. Let N, = min{N 1 z$ gr E((Y, f) I E} (N, is called a-cardinality of the information in Traub and Woiniakowski, 1980) . The algorithm a0 is called optimal (counting informational computations) among all sequential algorithms guaranteeing the required accuracy E if a0 E AN& and EF 4~0,f) 5 E. 
In the theory of numerical integration passive algorithms (XI, . . . , XN, p) with fi linear in yN, are called quadrature formulas. Thus, (x,, . . . , XN, 6,) is a quadrature formula. Since &(zN) is equal to the sum of the N + 1 trapezoid areas (Fig. l) , it is called the quadrature trapezoid formula. Consider now the algorithm (~0 = (xy, . . . , x5, fi,) with x! = a + k(b -a)/(N + I), k = 1, . . . , N, i.e., the trapezoid quadrature formula with equidistant nodes. Optimality of a0 was established by Kiefer (1957) as follows. THEOREM 1. The algorithm a0 is an optimal error algorithm on F in the class AN of all sequential (adaptive) algorithms. The minimal worstcase error is equul to b(yN+l -yo)(b -u)/(N + 1).
Since all quadrature formulas and all passive algorithms belong to AN, the theorem implies that a0 is optimal in the class of all quadrature formulas and in the class AN of all passive (nonadaptive) algorithms. Thus, the worst-case error can be reduced neither by permitting all terminal operations /l E BN rather than only linear ones nor by permitting all sequential (adaptive) algorithms (Y E AN rather than only passive (nonadaptive) ones. In this sense, adaptation does not help for our problem. However, let the informational computations of (~0 be executed sequentially and after the first stepf(x?) = yN+I. Then, obviously f(x) = y,v+r for all x E [x8, b] and the remaining N -1 values off should be computed at some points of (a, xy), while cue prescribes the computation of the function values at the points of (x7, b). That is, the optimal algorithm (~0 does not make the best use of the information f(x!) = y~+t.
Generally speaking, optimal algorithms, by definition, make the best use of only the worst-case information. To overcome this insufficiency, we should refine the definitions of optimality (3), (4).
CONCEPTOF SEQUENTIAL OPTIMALITY
Sequentially optimal algorithms were introduced in Sukharev (1972) as optimal algorithms making in each (i + l)st step the best use (with respect to the expected worst-case information in the following N -i steps) of any information accumulated in the first i steps, i = 1, . . . , N -1.
The formal definition may be given as follows. Let XjEXj,yjE &j= 1, . . . ,i,iE{l, . . . ,N},
x' = (XI, . * a 3 Xi), y' = (yly a . . 7 yi), Z' = (Xi, y'),
We say that situation zi is realizable if F(z') f 0.
Suppose that all Zr, . . . , & of form (1) and all fi of form (2) are permissible. Thus, we are dealing with the class AN of all sequential algorithms.
The algorithm (Y* = ($, . . . , $, $+,, . . . , Rg, &.) E AN is called sequentially optimal (by error) on F if it is an optimal error algorithm in AN on F and if for any realizable z', i = 1, . . . , N -1, the algorithm Gz,, * * * , z;, &), with the arguments (x1, . . . , xi, yl, . . . , yJ = z' of the functions $+r, . . . , ,i?g, fi, considered fixed, is an optimal error algorithm on F(2) in the class of all sequential (N -i)-step algorithms.
Similar to the above definition and to definition (4), the definition of a sequentially optimal (counting informational computations) algorithm could be formulated.
Note that the performance of a sequentially optimal algorithm for the worst-case problem is not better than that of any optimal algorithm. However, getting the worst-case information in each step of a computational process is certainly unlikely for real-life problems, and the best way to deal with any favorable information is to apply a sequentially optimal algorithm.
SEQUENTIALLY OPTIMAL ALGORITHM FORNUMERICAL INTEGRATION OF MONOTONIC FUNCTIONS
Below, we describe a family of sequentially optimal algorithms. In the first step, any of N equidistant points ~8 is to be selected as the point of the first informational computation, i.e., Xl E {a + k(b -a)l(N + 1) ( k = 1, . . . , N}.
Let the i informational computations at the points x1, . . . , xi be completed, i E (1, . . . , N -l}. Denote the ordered permutation of xl, . .
XibyxT, + . . xi*:xT<x2*<. . . <XT. Letyj* =f(xj*),j = 1, . . . ;; 1: = a, xi*+, = b,'yz = yo, y,?+r = yN+r. Suppose that the remaining N -; informational computations are allocated in such a way that nj computations are to be carried out within [xj?l, $1, j = 1, . . . , i + 1; 121 + . . . + ni+l = N -i.
Consider the integer problem (8) where Aj = (yj* -yj*-,)(x7 -xj*-,) (Fig. 2) . Let nf, . . . , njc+r be the solution of the problem (see Section 9). In the (i + l)st step any of the N -i points is to be selected as the point of (i + I)st informational computation, namely, (Fig. 2) . The best guaranteed result (the minimal worst-case error) after i steps is equal to the minimal value of (@-(lo). Note that $, x7, yj*, Aj, Tj actually are functions of i as well as ofj, and the index i is omitted only for simplicity of notation.
THEOREM 2. Any algorithm of the family dejined by (7), (1 l), (6) is sequentially optimal (by error) on the functional class (5).
The proof is based on that in Sukharev (1979) (see also Glinkin, 1981) . Numerical comparisons on stochastically generated piecewise analytic test functions show that the performance of the sequentially optimal algorithms is far better than the performance of the optimal passive algorithm (Glinkin and Sukharev, 1985) . Thus, for real-life problems, adaptation may help even though it does not help for the worst-case problem.
SEQUENTIALLY OPTIMAL ALGORITHMS FOROTHERPROBLEMS
Sequentially optimal algorithms for some problems of numerical analysis and relevant references are given in Sukharev (1989) .
Consider the problem of the approximation of S(f), f E F, where F is a class of functions defined on K. Suppose that the problem under consideration is one dimensional, i.e., K C R, and satisfies the following condition.
For any realizable zi, arbitrary f~, fi E F(z'), and for any j E { 1, . . . ,
where nr, . . . , XT is the ordered permutation of XI, . . . , xi, K = [a, b], x0* = a, xi*+, = b. In this case, a sequentially optimal algorithm may be constructed in a manner similar to that in Section 7. That is, Xi+, is derived in two steps as follows. In the first step, fixing an allocation ni, . . . , ni+i of the remaining informational computations, we construct optimal algorithms for the functional classes corresponding to the intervals [x,?i, x71. In the second step, the optimal nf, . . . , ni*,l are found.
One can easily see, for example, that the functional class WL with the information x(f) = (f(x), f'(x), . . . , f+-i)(x)) satisfies (12).
REDUCINGTHE COMBINATORY COMPLEXITY
Definitions of optimality and sequential optimality do not take into account the combinatory complexity of the problem, i.e., the complexity of algorithmic computations fi+ I(XI, . . . , xi, ~1, . . . , yi), i = 1, . . . , N -1, and a terminal computation fi(xi, . . . , XN, yi, . . . yr~). It may be desirable or necessary to reduce the combinatory complexity. One way to do so is to simplify the auxiliary problems of computing Zi+i, fi. Another way is to modify the notion of sequential optimality (retaining the idea of making the best use of the accumulated information).
Consider again the example of Section 7. The auxiliary problem (8)-(10) may be solved with Gross' algorithm, which makes use of the convexity of Ajl(nj + 1) in nj (see Gross, 1956; Saaty, 1970) . The algorithm increases in each of its N -i steps the current value of nP by 1, where np is the variable for which (13) (if the minimum in (13) is attained at severalj, then Al. is the least of them).
The initial values are n1 = . . . = ni+l = 0.
To simplify the auxiliary problem, disregard (10). The solution of (8), (9) is fij = fl(N + l)/x$!fl -1. Rounding off fij and using it instead of nJ* in (ll), we get a version of the algorithm (7), (1 l), (6) with a lower combinatory complexity.
One of the possible modifications of the definition of sequential optimality leads to the important notion of optimal one-step algorithms for which the choice of xi+, is optimal with regard to the class of one-step rather than (N -$-step algorithms (see Sukharev, 1981) .
For the example of Section 7, assuming N -i = 1 in (9), we get the optimal one-step algorithm a+b x1 = -XJC, + xi* 2 ' Xi+1 = 2 ' ir 1, where Aj = maxk=l,...,i+l &. That is, the (i + l)st informational computation should be performed at the midpoint of the interval whose contribution to the error estimate after i + 1 steps is maximal (Fig. 2) .
