approaches that overlook the interaction between medium access control (MAC) and routing algorithms and often fail to satisfy these requirements in such dynamic wireless environments. I. INTRODUCTION The ongoing proliferation of wireless broadband data services is expected to lead to increased needs on the side of the backhaul network, where the typical upgrade of wired lines to high-speed fibre networks is not always an available or economically attractive solution. In such cases, multihop wireless mesh networks (WMNs) [1] , transporting data between the access network and the wired Internet, could offer an appealing alternative. WMN is comprised of wireless mesh routers (WMRs) and wireless access points (APs) (Fig.  1 ). WMRs form a mesh of self-configuring, self healing links among themselves. With gateway functionality, some of them can be connected to the Internet (Internet gateway: IGW). Unlike classic ad-hoc networks, the transceivers in WMNs do not have energy constrains while most of the applications are broadband services with heterogeneous QoS constraints, including high throughput and low delay, jitter and packet-error-rate (PER). Unfortunately, the traditional protocol layered approach that designs and optimizes the operations of each network protocol layer usually fails to provide the optimal design of wireless multi-hop networks. This is mainly because the dynamic nature of the wireless channel (in terms of capacity, bit error rate etc.) does not guarantee a fixed capacity or reliable connectivity. Hence, in order to provide satisfactory network performance in terms of end-to-end (ETE) quality of service (QoS), cross-layer design becomes crucial. However, to the best of our knowledge, limited research work has been done so far within the field of cross-layer QoS routing and scheduling algorithms design for wireless mesh network. The challenge is twofold. First, QoS routing with multiple constraints has been mathematically proven to be NPcomplete by Wang et al. in [2] , which shows that the problem of finding a route subject to constraints on two or more additive (delay, jitter) and multiplicative metrics (PER) in any possible combination is NP-complete. Second, scheduling and routing algorithms have different operation time-scales. These become the major challenges to improving protocol efficiencies.
II. RELATED WORK Much work [3] - [4] and has so far studied extensively on multi-constrained QoS routing algorithms in wired network based on network state [5] - [6] . But they cannot been directly applied to wireless mesh networks because unlike the wired network, the network topology may change constantly, the available state information for routing is inherently imprecise, and central control may not exist. On the other hand, multi-constrained QoS routing algorithms for wireless adhoc networks have been previously explored; for instance, QoS-AODV [7] provides QoS provisioning in terms of both bandwidth and delay. However, it overlooks the queueing delay since only the packet processing time was considered. This results in underestimation of the ETE packet delay, especially in case of high traffic load. Another bandwidth routing (BR) protocol [8] and a similar on-demand QoS routing (OQR) protocol [9] were proposed to calculate the available bandwidth in terms of slot reserved for QoS flows. However, because slots are pre-determined before traffic flows are scheduled, it fails to exploit the opportunistic scheduling gain in fast-fading channels. In other words, the reserved time slots may lead to poor transmission quality due to bad instantaneous channel conditions. Moreover, [10] addresses both time and reliability constraints, but the average link delay and reliability used to make routing decisions is not able to quickly adapt to fast fading wireless channels. The impact of performance metrics on a routing protocol is studied in [11] where it uses the loss rate of broadcasting packets and round trip delay to select path. However, none of these works explicitly consider MAC/PHY layer parameters thus cannot guarantee QoS.
On the other hand, scheduling for wireless mesh networks has drawn a lot of research attention recently. Due to the fact [12] and [13] that finding a perfect match with the highest network throughput is NP-complete [14] - [15] for centralized scheduling algorithms, various distributed scheduling algorithms have been proposed. Recently, [16] - [17] propose a distributed opportunistic scheduling algorithm for backhaul networks, which provides multi-user diversity gain in the wireless environments, enforces resource allocation in the long run and maintains strong temporal correlation for interference, without which channel quality and interference cannot be tracked and predicted with reasonable accuracy.
In this paper, we propose a novel on-demand, fully distributed, cross-layer integrated QoS routing algorithm (IQoSR). The main contributions are of two folds. First, by formulating a novel integrated QoS performance metric, various QoS constraints are explicitly considered. Second, we propose a cross-layer QoS routing algorithm interacting with distributed opportunistic scheduler in [16] and [17] to optimize the network performance. To the best of our knowledge, this is the first paper not only explicitly considers with multiple performance metrics, but also takes advantage of channel conditions explored by MAC scheduler and therefore proposes a crosslayer scheduling and routing solution. Extensive simulation studies show that our algorithm can successfully guarantee QoS while achieving the best network performance compared with other standard techniques. The remainder of the paper is organized as follows. In Section III, a novel integrated QoS performance metric is introduced. Section IV describes the proposed IQoSR discovery procedures in detail. Extensive simulation results are shown in Section V and Section VI concludes the paper. where k = 1, 2,... , m. Let Q,t further denote the route set from source mesh router s to a particular gateway node t.
In order to find the optimum route that satisfies multiple QoS constrains, we define a "dissatisfaction ratio" 'R for each of the QoS requirement as the ratio between expected metric values and value defined by the QoS requirements. For instance, the ETE packet delay dissatisfaction ratio RD for route Qk4 is defined as the actual delay measurement over the delay requirement. On the other hand, throughput dissatisfaction ratio is formulated as the ratio between the throughput requirement Tq and actual bottleneck link throughput, the minimum of all link throughputs along route Qk . Finally, the dissatisfaction ratio for the PER, -R is defined as the multiplication of all one-hop PER over PER requirement Eq since this is a multiplicative constrain. Since a session has to fulfil the set of QoS requirements, a source-to-gateway route will be feasible if and only if all defined ratios of relevant constraints are less than one. In order to efficiently cope with above-mentioned coexisting QoS The above distributed optimization function runs on each node, where "min-max" operator takes the minimum dissatisfactory ratio among the set of all possible routes Q,t from the source WMR s e VR to a certain IGW t C VG.
IV. PROPOSED IQoS ROUTING PROCEDURE Assuming fixed transmission power in each WMR and certain signal receiving threshold, each mesh router maintains its immediate neighboring nodes. We also assume the timedivision duplex (TDD) system is used where each link can only transmit or receive signal but not both at any given time, is considered. By using directional antenna techniques, as shown in Fig. 2 , link quality/capacity is greatly improved due to the decrease of interferences. Thus, network throughput is improved and more traffic load could be routed.
Routing discovery phase requires each receiving of each link to record one-hop delay, link throughput and PER information, which are to be used later. By introducing an example of routing discovery procedures in Fig. 3 , we show how our integrated QoS routing discovery phase works.
Routing discovery procedure is initialized when new traffic flows are accepted by certain nodes. As an example, in Fig.  3 , at given time WMR 1 serves as the source. It generates a request packet REQ containing the QoS flow constraints and starts a timer when sending the REQ through the allocated time slot in the control channel to its one-hop neighbors. Before the timer expires, if WMR 1 does not receive a reply message REP, it will regenerate a request packet and broadcasts it to the whole network due to possible packet loss. In Fig. 3(a) , when node 2 receives REQ, it averages previous one-hop delay D'%, link throughput T12 and PER E' measurements, which were recorded in mesh router 2, then piggybacks this information in REQ and sends it to WMR 1, WMR 3 and WMR 6 through the allocated time slots in the control channel. Nevertheless, only node 3 and node 6 need to forward this message to their neighbours after piggybacking D', T7', and E' for the corresponding link (vi, vj) in the REQ packet.
All other nodes in the network repeat these procedures until gateway node 5 receives the request message. Then, the reply procedure is initialized in Fig. 3(b) . It sends a reply packet REP back through two different routes to mesh router 1: 5 -> 4 -> 3 -> 2 -> 1 and 5 -> 4 -> 6 -> 7 -> 2 -> 1. By calculating the integrated QoS performance metric using (3), WMR 1 chooses the best route obtained before the timer expires. It is also worth noting that WMR 1 does not have to wait for all reply messages, not only because the large number of possible routes (even for reasonable network size), but also because we rather need to meet the certain QoS requirements rather than finding the best route (which may generate huge overhead).
V. NUMERICAL RESULTS
We develop a slotted, time-driven simulator using MIATLAB and C++ which comprises physical (PHY), MAC and Network Layers, where channel model/adaptive modulation and coding schemes, different MAC scheduling and routing algorithms are implemented respectively. WMRs and IGWs are randomly deployed in 2D-square in a way that no disconnected clusters of nodes exist in the network. Data traffic is generated according to Poisson process with inter-arrival time in terms of slots for each WMR to be routed to certain IGWs. Different traffic patterns are considered, with three QoS constraints, i.e., throughput, ETE packet delay and PER. ETE packet delay consists of queuing, transmission and processing delays. In PHY layer, the Jake's Model [18] (4) where P7T, C. and dc-are transmission power, channel gain (the antenna gain has been also included here) and path loss between link (vi, vj) respectively. Typical value for path loss coefficient a is 3.5. AV0 is the single-sided power spectrum density for additive white Gaussian noise. Retransmission scheme is assumed in case of packet loss. Each WMR is equipped with directional antenna and assume accurate positioning. The performance of our proposed routing algorithm is evaluated in terms the proposed QoS performance metrics, namely, achieved throughput, end-to-end packet delay and PER. Table I To assess the performance of the proposed IQoSR algorithm with distributed opportunistic scheduler, we compare it with three other schemes by using Fair Round Robin scheduler [19] and AODV [20] routing protocol as our benchmark. Table II summarizes these four comparisons. Fig. 5 shows the overall network performance in terms of average integrated QoS performance metric per-packet based value calculated by (3) and gateway/network throughput, with respect to traffic inter-arrival time. Furthermore, ETE packet delay, throughput and PER average values and satisfactory ratios are plotted in Fig. 5 to the efficiencies of our algorithms.
Metric values smaller than one in Fig. 5 (a) are considered as packets with all QoS guarantees. While decreasing traffic load, this metric value for all four comparisons drop in different scales, because fewer packets are injected into the network and therefore less queuing delay, higher packet throughput could be expected in Fig. 5(c) and Fig. 5(e) . However, only the However, it is also worth noting that although PER curves with respect to traffic load in Fig. 5 (g) for both Dist/IQoSR and Dist/AODV combinations are always better than the other two using round robin scheduler, it also shows the increase of PER values and decrease of satisfactory ratios. This is because that distributed opportunistic scheduler loses multiuser diversity gain when traffic load is relatively low. In other words, this scheduler is not smart enough to stop scheduling packet transmissions when channel quality is poor, thus lower receiving SINR trend could also be expected in Fig. 4(b) . Nevertheless, the PER satisfactory ratio for the Dist/IQoSR combination is always higher than the others, which means that an improved chance for our algorithm to successfully meet the PER requirements. Furthermore, Fig. 4 (b) also shows that our routing algorithm roughly has 1.5dB SINR gain if the fixed scheduling is used.
VI. CONCLUSIONS
In this paper, a novel on-demand, fully distributed crosslayer integrated QoS routing algorithm has been proposed. Extensive simulation results show that a combination of the distributed opportunistic scheduler with the IQoSR algorithm achieves higher network performance gain when compared to other combinations such as round-robin scheduler and AODV routing protocol. Moreover, the proposed integrated QoS performance metrics can be easily extended to other metrics such as delay jitter or user-defined link utilities, and used for multi-path routing. The next stage of our research will include the extension of this framework to incorporate MIMO antennas to further improve the network performance in non-line-of-sight (NLOS) environments. All w.r.t. traffic load.
