This paper analyzes the limit properties of the empirical process of α-stable random variables with long range dependence. The α-stable random variables are constructed by nonlinear transformations of bivariate sequences of strongly dependent gaussian processes. The approach followed allows an analysis of the empirical process by means of expansions in terms of bivariate Hermite polynomials for the full range 0 < α < 2. A weak uniform reduction principle is provided and it is shown that the limiting process is gaussian. The results of the paper different substantailly from those available for empirical processes obtained by stable moving averages with long memory. An application to goodness-of-fit testing is discussed.
Introduction
Consider a sequence of random variables (rv) X 1 , . . . , X n , with common continuous cumulative distribution function (CDF) F , constituting a sample from a strictly stationary and ergodic time series {X i , i ∈ Z} where Z = {0, ±1, ±2, . . . }. For ½{A} being the indicator function of the event A, let F n denote the empirical distribution function (EDF) of the sequence, i.e. F n (x) = 1 n n i=1 ½{X i ≤ x}. It is well known that the empirical process (EP)
converges to a non-degenerate Gaussian process either in the case where {X i } is a sequence of i.i.d. or weakly dependent rv. The behavior of the EP is quite different in the case of long range dependence (LRD) where proper normalizing constants are of order n D/2 , 0 < D < 1 and the weak limit, if it exists, is a degenerate process in x. This paper studies the weak limit of (F n (x) − F (x)), properly normalized, when the sample is formed by a sequence of strongly dependent stable random variables with index of stability 0 < α < 2.
Background
In this section, some needed key features of stable rv will be recalled and a bivariate expansion, in terms of Hermite polynomials, of the EP of LRD stable random variables will be provided.
In order to define exactly the sequence X of stable rv we state the following assumption where the classical set-up for a sequence of LRD gaussian random variables is defined: Assumption 1. Let Z
(1) i and Z (2) i be independent copies of a sequence of gaussian random variables with null mean and unit variance and, for j = 1, 2, r(k) = E(Z 
Stable rv
For 0 < α ≤ 2, write X ∼ S α (β, σ, µ) to denote an α-stable rv with asymmetry β ∈ [−1, 1], scale σ > 0 and location µ ∈ R, with characteristic function ψ given by (here i = √ −1) log ψ(z) = iµz − σ α |z| α [1 − iβ sign(z) tan( An alternative representation, justified by considerations of analytic nature (see Zolotarev (1986) , Theorem C.3), which will be relevant for our development is log ψ(z) = iµz − σ α 2 |z| α exp{−iβ 2 sign(z) where K(α) = α − 1 + sign(1 − α). The parameters of representations (2) and (3) can be connected: for α = 1, it holds that β 2 = β and σ 2 = 2σ/π; while for α = 1 one has σ and σ 2 , β and β 2 related by the equations tan Chambers et al. (1976) introduced a fast algorithm for generating α-stable rv; later Weron (1996) provided proof details about the algorithm; using when possible, for continuity, the notation established in Weron (1996) , define
and let
Note that γ ∼ U − and W ∼ E(1), an exponential rv with mean 1.
for α = 1 let X = G 1 (Z (1) , Z (2) ) where
From Chambers et al. (1976) , Weron (1996) we have the following proposition:
Proposition 1. Let γ, W and γ 0 be defined respectively as in (5) and (6); let G 0 (·) and G 1 (·) be defined respectively as in (7) and (8). Then:
Proposition 1 suffices for generating S α (β, σ, µ) rv as the class is invariant under affine transformations of the type
Finally we recall that, if F (x, α, β 2 ) represents the CDF of a S α (β 2 , 1, 0) r.v., for any admissible parameters α and β 2 (or β), the following equality holds
(10)
Hermite polynomials expansion of the EP
From the discussion in 2.1 it follows that we can represent the EDF of a stable rv as
where k = 1 if α = 1 and k = 0 in all other cases 0 < α < 2. We are not explicitly interested in the gaussian case as it can be solved directly in a much simpler way; indeed the transformation (7) reduces to the well known Box-Muller transformation for α = 2 and β 2 = 0.
i ) ≤ x)} k = 0, 1 is square integrable with respect to the standard gaussian density, we are going to provide an expansion of (1) in terms of orthogonal Hermite polynomials.
Let φ(u), u ∈ Ê denote the standard gaussian density and L 2 = L 2 (Ê 2 , φ(u)φ(v) du dv) be the Hilbert space of real measurable functions H(u, v) such that
and let H m denote the standard Hermite polynomials, i.e.
is a complete orthogonal system for L 2 , for every x there exists an expansion
converging in L 2 with coefficients
When not explicitly necessary, we will suppress dependence of the J's coefficients and other quantities on k and refer generally to an S α (β 2 , 1, 0) r.v., 0 < α < 2 obtained via the transformation G 1 if α = 1 and G 0 otherwise. Note that by a change of variable technique, from Proposition 1, J k 0,0 (x) = F (x) where F indicates the CDF of a S α (β 2 , 1, 0) r.v., 0 < α < 2. It follows that we have the L 2 expansion
Define here m = m(x) as the Hermite rank of the function ½{G 1 (u, v) ≤ x} (similarly for 
For 0 < D < 1/m we obtain, as
, if the rank of the expansion (13) is m, and 0 < D < 1/m then the EP exhibits LRD.
F n (x) can then be expressed as a bivariate expansion in Hermite polynomials. A uniform reduction principle as well as weak convergence results for this case are discussed by Leonenko and Sakhno (2001) and Leonenko et al. (2002) , based on the results of Taqqu (1975) , , Dobrushin and Major (1979) and Dehling and Taqqu (1989) using a construction of multiple Wiener Itô integrals with dependent integrators as proposed in Fox and Taqqu (1987) . These previous result are summarized in the following proposition: (20) where W 1 and W 2 are independent copies of a complex valued gaussian white noise on Ê and
The symbol of integration ′ Ê m stands to indicate that the hyper diagonals {λ j = λ k , j = k} are excluded form the domain of integration. Note that Z m 1 ,m 2 (1) is gaussian for m 1 + m 2 = 1 and that the normalizing factor K(m, D) ensures unit variance of Z m 1 ,m 2 (1).
Remark 1. As discussed in the introduction, one could consider the simpler non-linear transformation, for Z satisfying Assumption 1,
expansion in terms of Hermite polinomials would result in
with G having Hermite rank m = 1 since
Although this approach would be much simpler for asymptotic analysis, the bivariate case will be considered in detail here for the reasons discussed in the introduction.
Hermite rank of the stable-EP
For (Z (1) , Z (2) ) = (Z 1 , Z 2 ) satisfying Assumption 1 (indeed only normality and independence are exploited) the main result of this section is the proof that the functions ½{G 0 (Z 1 , Z 2 ) ≤ x} and ½{G 1 (Z 1 , Z 2 ) ≤ x} have Hermite rank m = 1 ∀x and consequently the asymptotic distribution of (1), properly normalized, is gaussian. Explicit formulae for the coefficients are presented.
As there are several cases, the result is presented in three separate theorems which discuss respectively the cases 0 < α < 1, α = 1, 1 < α < 2. Since symmetry relations (10) will be exploited in deriving the coefficients J m 1 ,m 2 (x), their dependence on β 2 will be explicitly outlined by writing J m 1 ,m 2 (x, β 2 ).
Also, let
b) for x = 0,
c) for x < 0, formulae can be derived from the case x > 0: for J 1,0 (x, β 2 ), using formula (25),
Theorem 2. Let α = 1; the function ½{G 1 (Z 1 , Z 2 ) ≤ x} has Hermite rank m = m(x) = 1 ∀x ∈ (−∞, ∞) with coefficients:
c) if β 2 < 0, formulae can be derived from the case β 2 > 0: for J 1,0 (x, β 2 ), using formula (31), compute J 1,0 (−x, −β 2 ) while for J 0,1 (x, β 2 ), using formula (32), compute −J 0,1 (−x, −β 2 ).
Theorem 3. Let 1 < α < 2; the function ½{G 0 (Z 1 , Z 2 ) ≤ x} has Hermite rank m = m(x) = 1 ∀x ∈ (−∞, ∞) with coefficients: a) for x ≥ 0,
b) for x < 0, formulae can be derived from the case x > 0: for J 1,0 (x, β 2 ), using formula (33), compute J 1,0 (−x, −β 2 ) while for J 0,1 (x, β 2 ), using formula (34), compute −J 0,1 (−x, −β 2 ).
Remark 2. The formulae presented in the theorems can be seen as a generalization of integral representations discussed in Zolotarev (1986) and Weron (1996) . From the numerical point of view they are quite fast to calculate although some parameter values could easily induce overflow; in the supplemental material this issue will be discussed in more detail.
Before proving the theorems, recall the definition of J 1,0 (x, β 2 ) and J 0,1 (x, β 2 ) from (14). Also, if needed, dependence of G 0 (z 1 , z 2 ) on β 2 will be highlighted by writing G 0 (z 1 , z 2 , β 2 ).
Proof of Theorem 1. Note that one can write
and that G 0 (z 1 , z 2 ) > 0 if and only if γ(z 1 ) > γ 0 . Consider first the case x > 0; from the reasoning above it follows that,
To determine J 1,0 (x, β 2 ) in case a), x > 0, we then need to compute
Denote the two integrals on the r.h.s. of the above equation as I 1 + I 2 . As far as I 1 is concerned, since (1−α)/α > 0 we can write (see formula details in (7)), ½{0 < G 0 (z 1 , z 2 ) ≤ x} = ½{W (z 2 ) ≥ x α/(α−1) a(γ(z 1 ))}; then after making the transformation W = W (z 2 ) = − log(1−Φ(z 2 )) we have
where the last step has been obtained by the transformation γ = γ(z 1 ) = πΦ(z 1 ) − π/2. As far as I 2 is concerned, it reduces to computing
where γ −1 (γ 0 ) = Φ −1 1 π (γ 0 + π/2) . Putting together the results for I 1 and I 2 yields the coefficient J 1,0 (x, β 2 ) in case a), x > 0.
J 1,0 (x, β 2 ) in case b), x = 0, is simply obtained by I 2 . To determine J 1,0 (x, β 2 ) in case c), x < 0, note that since, for expectation taken with respect to Z 1 and Z 2 , E[Z 1 ] = 0, then, for any x ∈ Ê,
Given the definition of G 0 in (7), we note that, for x ∈ [−π/2, π/2], − sin(x) = sin(−x), cos(x) = cos(−x) and that
and hence, substituting into (39), we have
from which the statement for case c), x < 0, of the theorem.
Consider now computation of J 0,1 (x, β 2 ) in the case x > 0, similarly to what done for J 1,0 (x, β 2 ) we need to compute
where we note this time that the second integral on the r.h.s. of the above formula is null. We then compute simply
where, as before, the transformations W = W (z 2 ) = − log(1 − Φ(z 2 )) and γ = γ(z 1 ) = πΦ(z 1 ) − π/2 have been used in turn. From the results above and same reasoning as for the case J 1,0 (0, β 2 ), we have J 0,1 (0, β 2 ) = 0. In the case x < 0, a parallel reasoning to the corresponding case
the statement case c), x < 0 of the theorem.
Proof of Theorem 2. Consider the case β 2 = 0, in which G 1 (z 1 , z 2 ) reduces to
In the case where β 2 = 0, G 1 (z 1 , z 2 ) reduces to β 2 log[a 1 (γ(z 1 )/W (z 2 )] with a 1 defined in (24). Hence, for β 2 > 0, x ∈ Ê, using the transformations W = W (z 2 ) = − log(1 − Φ(z 2 )) and
which reduces to (31), and
As far as the case β 2 < 0, parallel reasoning exploiting symmetries, as done in the proof of Theorem 1 brings to result c) in Theorem 2.
Proof of Theorem 3. Following a similar scheme of proof as in Theorem 1, consider first the case x > 0 and note that, since E[Z 1 ] = 0, where expectation is taken wrt Z 1 and Z 2 ,
since G 0 cannot the greater than x > 0 when γ(z 1 ) ≤ γ 0 . Since, for 1 < α < 2, (α − 1)/α > 0, for x > 0 we can make the following computations:
which reduces to (33) after transforming γ = γ(z 1 ) = πΦ(z 1 ) − π/2. The case for x < 0 can be recovered by symmetry, following a parallel reasoning as the one in the proof of Theorem 1. As far as the second coefficient, J 0,1 (x, β 2 ) is concerned, again, following the discussion above, for x > 0 we can make the following computations:
which reduces to (34) after transforming γ = γ(z 1 ) = πΦ(z 1 ) − π/2. The case for x < 0 can be recovered by symmetry, following a parallel reasoning as the one in the proof of Theorem 1.
Application to goodness-of-fit testing
As an application of the results of the last section, we consider the problem of testing the simple hypothesis H 0 : F = F 0 for F 0 in the class of α-stable distributions with 0 < α < 2 when the data show LRD as defined in the previous sections. The Kolmogorov-Smirnov statistic
will be discussed in some detail. For a stable rv X defined as in Proposition 1 with (Z (1) , Z (2) ) satisfying Assumption 1, Proposition 2 implies that
Since Z 1,0 (1) and Z 0,1 (1) are two independent standard normal rv, one readily obtains that, under H 0 , Table 1 : Monte Carlo estimates (N=5000) of mean, standard deviation and the theoretical probability γ =
n Kn/c0 and K sd n (see respectively (47) and (49)) for selected values of n and D based on the EP constructed from a Stable rv with α = 0.5; β2 = 0.5.
where → D means convergence in distribution and Z is a standard normal random variable. It is worth emphasizing that such a simple and appealing result for the KS statistics based on α-stable rv with LRD has never been derived in the literature. For analogous results for long memory moving averages see Koul and Surgailis (2010) and the reference therein which however do not include the stable case.
Similar results will be obtained for any other test based on continuous functionals of the first order difference d −1 n,1 (F n (x) − F (x)) such as the Cramér-von Mises test which will obtain an asymptotic distribution related to a χ 2 -distribution with one degree of freedom.
These results are in sharp contrast with those of the i.i.d. setting. An noted by Koul and Surgailis (2010) however, the test (47) cannot distinguish n 1/2 -neighborhoods of F 0 ; see Koul and Surgailis (2010) , p. 3745, for furhter details which will not be repeated here.
In order to appreciate the precision of the asymptotic approximation a small Monte Carlo study where the data generated satisfy the set up defined in Section 2 is performed. In order to implement the Monte Carlo experiment the following steps are taken (for further details see the supplemental material): i) generate two random sequences (Z 1 , Z 2 ) satisfying Assumption 1 with covariance function r(k) = (1 + k 2 ) −D/2 . Note that we can write
ii) Apply transformations (7) (or (8)) to the above sequences;
iii) Compute the empirical process and the KS statistics. Table 2 : MonteCarlo estimates (N=5000) of mean, standard deviation and the theoretical probability γ =
n Kn/c0 and K sd n (see respectively (47) and (49)) for selected values of n and D based on the EP constructed from a Stable rv with α = 1; β2 = 0. Table 3 : MonteCarlo estimates (N=5000) of mean, standard deviation and the theoretical probability γ =
n Kn/c0 and K sd n (see respectively (47) and (49)) for selected values of n and D based on the EP constructed from a Stable rv with α = 1.5; β2 = 0.8. Tables 1 to 3 contain the summary of three experiments analyzing the asymptotic distribution of the KS statistic respectively for the case where X ∼ S 0.5 (0.5, 1, 0), X ∼ S 1 (0, 1, 0) and X ∼ S 1.5 (0.8, 1, 0). Each case, defined by sample size (n = 128, 256, 512, 1024, 2048) was replicated N = 5000 times. If we define with K n,i i = 1, . . . , N the i-th KS statistic obtained by an EP constructed on n generated stable rv and K * n,i = d −1 n,1 K n,i c 0 , i.e. the theoreticallystandardized version of the KS statistic, in the tables below the following quantities are reported: a) the mean and the standard deviation, simply computed as
b) the empirical probability P (d −1 n,1 Kn c 0 ≤ z γ/2 ) where z γ is the γ percentile of the standard normal distribution, i.e., if Z ∼ N (0, 1), then P (Z ≤ z γ ) = γ; c) the empirical probability P (K sd n ≤ z γ/2 ) where K sd n is the empirically standardized version of the KS statistic adjusted to the theoretical mean and variance of the rv |Z|, i.e. The values γ = 0.8, 0.9, 0.95 corresponding to the percentiles 1.28, 1.645, 1.96 were chosen in order to evaluate especially the final part of the distribution which is more important for testing. The computation of the empirical distribution of K sd n allow to appreciate either the precision of the asymptotic normalizing constant d n and the quality of the normal approximation.
The results in Tables 1 to 3 are quite illuminating and show that asymptotic normality (in absolute value) holds quite well for different cases of stable rv, different values of the long memory parameter and even for relatively small sample sizes n. This can be clearly appreciated by inspecting closely the results for K sd n . Inspection of the results for K * n show that the asymptotic normalizing constant d n may not always be otpimal, especially if D is small. The results show clear convergence to the theoretical values as sample size n increases. In the case D = 0.8 the 5% significant level test is quite precise, eventually a bit conservative, in all cases and for small sample sizes.
In practice one actually needs a log n-consistent estimate of the normalizing constant; one can consult Dalla et al. (2006) and the references therein for log n-consistent estimators of the relevant quantities.
