Deterministic and stochastic weighting methods are the most frequently used methods for estimating missing rainfall values. These methods may not always provide accurate estimates due to their inability to completely characterize the spatial and temporal variability of rainfall.
INTRODUCTION
Deterministic weighting and stochastic interpolation methods (Wei & McGuinness 1973; Simanton & Osborn 1980; Tung 1983; Krajewski 1987; ASCE 1996; Vieux 2001) have been used in the past for spatial construction of rainfall fields or estimation of missing rainfall data at a point in space. Traditional weighting and data-driven methods are generally used for estimating missing precipitation. Weighting methods belong to a class of spatial interpolation techniques such as inverse-distance (Wei & McGuinness 1973) , nonlinear deterministic and stochastic interpolation methods (e.g. kriging). Regression and time series analysis methods belong to data-driven approaches. The Handbook of Hydrology (ASCE 1996) recommends two methods for estimation of missing data. These methods are normal-ratio and inverse-distance weighting methods. Singh & Chowdhury (1986) compared thirteen rainfall estimation methods and found isohyetal method yielded higher estimates of mean daily, monthly aerial rainfall than other methods in the area of their study. Regression and time series models (Salas 1993) were used in the past for estimation of missing rainfall data.
Global interpolation methods that use trend surface analysis and regression (Wang 2006) provide several advantages compared to deterministic weighting techniques. However, selection of the appropriate functional form to model the trend poses a major problem in trend surface analysis as there is an enormous range of candidate functions (Sullivan & Unwin 2003) . Local interpolation methods such as thin-plate splines tend to generate steep gradients in data-poor areas and errors in the estimation process are compounded (Chang 2004) .
Several limitations of spatial interpolation methods
were reported by many researchers in many recent research studies. Vieux (2001) pointed out several limitations of the inverse-distance weighting method (IDWM), a major one being the "tent pole effect" that leads to higher estimates closer to the point of interest in space. Grayson & Bloschl (2001) list several limitations of Thiessen polygon and inverse-distance methods. They suggest that these methods are not recommended for spatial interpolation, considering the limitations. However, they recommend the thin-splines method and kriging for interpolation of hydrologic variables. The Thiessen polygon approach has a major limitation of not providing a continuous field of estimates if used for spatial interpolation (Sullivan & Unwin 2003) . Brimicombie (2003) indicated that the main point of contention in application of IDWM for spatial interpolation is the selection of the number and relevant observation points for spatial interpolation at a point.
All these issues associated with spatial interpolation techniques may lead to under-or over-estimation of rainfall magnitudes at a gauge based on observations at all other gauges. Burrough & McDonnell (1998) reviewed several spatial interpolation techniques and concluded that geostatistical methods are superior to all other methods. Eischeid et al. (2000) report several interpolation methods for estimation of missing daily temperature and precipitation records and discuss their limitations. Underestimation of precipitation resulting from equating trace amount of precipitation to a zero value leads to significant errors in regional water balance assessments (Dingman 2002) . Brown et al. (1968) reported that trace amounts of precipitation accounted for 10% of the summer precipitation on average for a region in Alaska that might be equal to one-third of the total precipitation observed over a few years. Underestimation of precipitation in minute amounts still leads to significant errors in water balance studies or in hydrologic modeling. Dingman et al. (1980) and Yang et al. (1998) suggest that corrections have to be made to account for underestimation associated with trace amounts of precipitation.
Overestimation of precipitation amounts by spatial interpolation techniques is not unusual. Traditional deterministic spatial interpolation techniques (e.g. distancebased weighting method) and stochastic techniques such as isotropic kriging do not consider the spatial variability of the precipitation patterns. In general, distance-based weighting methods suffer from one major conceptual limitation based on the fact that Eucledean distance is not always a definitive measure of the correlation among spatial point measurements. This also negates Tobler's first law of geography (Tobler 1970) : "everything is related to everything else, but near things are more related than distant things", which forms the basis for many interpolation techniques. Also, the interpolation methods fail to estimate missing values correctly, if errors are introduced into the measurement process of rainfall at one or more rainfall stations. These are artifacts of interpolation techniques that cannot be avoided or eliminated all together in many situations. Teegavarapu & Chandramouli (2005) reported several limitations and advantages of deterministic and stochastic spatial interpolation techniques when missing precipitation data is estimated at a base station (i.e. station with missing data) using data at all other stations. They indicate that all interpolation techniques fail in estimation of missing precipitation data at a point in space in two situations:
(1) when precipitation is measured at all or a few other stations and no precipitation occurred in reality at the base station; and (2) when precipitation is measured at the base station and no precipitation is measured or occurred at all the other stations. In case 1, all spatial interpolation techniques provide a positive value of estimate while in reality a zero value of precipitation is recorded at the base station. It is impossible to estimate missing precipitation data in the second case as the point observations are used to estimate the missing value at the base station by using spatial interpolation algorithms alone. All the interpolation techniques provide a zero value as an estimate for situations encountered in case 2. Data from other sources (e.g. radar-based precipitation estimates) can be used in the above situations to estimate the missing values. However, the reliability of radar-based precipitation measurements is a contentious issue (Young et al. 1999; Adler et al. 2001) .
In two cases identified earlier a station closest to the base station is selected and the estimates provided by the spatial interpolation technique are revised using the observations recorded at the closest stations. A remedial strategy to address the first situation is proposed here. This strategy is based on the assumption that the station closest to the base station and the base station will experience similar precipitation magnitudes and patterns. The observations at a station that is closest to the base station by Euclidean distance or a station selected based on strongest correlation are used to modify the estimates provided by interpolation techniques or adopted as estimates. Teegavarapu 
Inverse-distance weighting method (IDWM)
The inverse-distance (reciprocal-distance) weighting method (Simanton & Osborn 1980 ) is most commonly used for estimation of missing data. The weighting distance method for estimation of missing value of an observation, u m , using the observed values at other stations is given by
where u m is the observation at the base station m; n is the number of stations; u i is the observation at station i; d m,i is the distance from the location of station i to station m; and k is referred to as the friction distance (Vieux 2001 ) that ranges from 1.0-6.0. A variant of IDWM that incorporates local anisotropy was proposed and tested by Tomczak (1998) .
Modifications are incorporated into the IDWM for estimation of missing data. These modifications are mainly related to distance and weight calculations. In two proposed variants of the IDWM, the distances are replaced by new parameters that can help in better estimation of missing data.
Modified inverse-distance weighting method (MIDWM)
The inverse-distance weighting method is modified by replacing the distance in Equation (1) by a distance defined by the property of the proximity (Thiessen) polygons. The distance is smaller than the actual distance measured from the base station. Since the distances are smaller compared to the original distances, the weights in MIDWM will now be higher for some of the stations than those used in the IDWM.
Estimation of missing data value, u m , can be carried out using
Equation (1) with the revised distance. Details of this method can be found elsewhere (Teegavarapu & Chandramouli 2005) .
Coefficient of correlation weighting method (CCWM)
The success of the inverse-distance weighting method strongly depends on the existence of strong positive spatial autocorrelation. In the case of CCWM, the weighting factors are replaced by the correlation coefficients and the estimation method is given by
where u mi is the coefficient of correlation, which is the ratio of covariance of two datasets to the product of standard deviations of datasets. The coefficient, u mi , is obtained by using the data at station m and any other station i. In applying this method available historical data are used for deriving the values of u mi . A similar approach of replacing Euclidean distance with statistical distance was reported by Ahrens (2006) .
Kriging estimation method (KEM)
Kriging ( 
Figure 1 | Typical parameters (nugget and sill) of a semivariogram. 
where u i is the weight obtained from the fitted semivariogram and u i is the value of the observation at location i.
The observed data is used twice, once to estimate the semivariogram and then to interpolate the values.
DATA MINING
Data mining is the process of extracting interesting (nontrivial, implicit, previously unknown and potentially useful) information or patterns from large information repositories (Chen et al. 1996) . It is also used to extract information and patterns derived by any knowledge discovery methods (Dunham 2002; Witten & Frank 2005) . Knowledge discovery and data mining terms are often used interchangeably in data mining literature.
Association rule mining (ARM)
Association rule 
Support
The support for an association rule X ) Y is the proportion of days (D) that contain both X and Y:
Support is defined using itemsets and indicates the proportion of the total number of days which contain both X and Y. It is a measure of the significance or importance of an itemset. An itemset with a support greater than a minimum support threshold (u m ) value is called a frequent or large itemset. One important property of support is the downward closure property that suggests that all subsets of a frequent set are also frequent. This property (i.e. no superset of an infrequent set can be frequent) is mainly used to reduce the search space in the a priori algorithm and prune the association rules.
Confidence is defined as the probability of seeing the Support is initially used to find frequent (significant) itemsets exploiting its downward closure property to prune the search space. Then confidence is used in a second step to produce rules from the frequent itemsets that exceed a minimum confidence threshold. One main limitation of confidence parameter is that it is sensitive to the frequency of the consequent (Y) in the database.
Consequents with higher support will automatically produce higher confidence values, even if there is no association between the items.
ASSOCIATION RULE MINING BASED SPATIAL INTERPOLATION
The association rule mining based spatial interpolation used in the current study is illustrated in Figure 2 . A spatial interpolation technique is applied first to estimate missing data at a gauging station (i.e. base station) based on observations available at all other stations. The spatiotemporal database of historical precipitation observations are mined separately using the a priori algorithm and several rules are derived. The a priori algorithm as provided in the appendix is implemented in two major steps:
(1) generation of frequent itemsets and (2) Corrections are applied to the precipitation estimates provided by the spatial interpolation methods using ARMderived rules. The ARM-based rules can be translated into mathematical forms as described by Equation (10) and conditions specified by inequalities (11)- (13):
The variable, i, is the number of stations identified based on ARM of the database, u m is the estimated value using the spatial interpolation method at base station, m, u o m is the revised estimate of the precipitation value, n is the total (14) and (15), respectively:
where n is the total number of observations,f i is the estimated value and f i is the actual value of the observation.
The error measures, RMSE and AE, are provided in units of inches in this paper.
RESULTS AND ANALYSIS
Historical precipitation data is used in the WEKA modeling environment to obtain association rules. (12) and (13), are violated.
The ARM rules are transformed into mathematical expressions (Equations (10) and (11)). These expressions, along with the data at all other stations, are used to revise the estimates provided by the spatial interpolation methods. In the current study, three deterministic methods, namely IDWM, CCWM and MIDWM, and one stochastic interpolation approach, ordinary kriging, are used in conjunction with ARM to evaluate the proposed integrated methodology.
The results associated with these experiments are reported in Table 3 . Two error measures, namely RMSE and AE, provided for three different methods for training and test data suggest that the use of ARM rules improves the overall estimation process. The performance is best for rule 1 and it decreased as the next-best rules are applied.
However, the performance is better than the case when no rule was applied for revision of the precipitation estimates for all the rules. On average a decrease of 75 in for absolute error was evident from the application of the rules, with the lowest decrease for the CCWM method. Table 4 provides results for ordinary kriging with the application of rules. To evaluate the effect of temporal scale on the number or the nature of rules, monthly historical data was used to develop ARM rules. The rules given in Table 5 suggest that, in all the months excepting in the month of April and June, the rules contained the rain gauging station, Louisville, in the antecedent part. Tables 6 and 7 provide results related to the months of April and June for ordinary kriging. It is interesting to note that rules 6 and 7 provided lower AE and RMSE values compared to those provided by rule 1. Results related to the three deterministic methods, IDWM, CCWM and MIDWM, are provided in Tables 8 and 9 .
It is important to note that the error measures Similar arguments were made by Xu & Vandewiele (1994) to suggest that errors in precipitation values may lead to significant effects on the model performance and also on parameters.
In general the RMSE and AE values decreased when rules based on ARM methodology are applied to revise the precipitation estimates from the spatial interpolation methods. It is interesting to note that the rainfall gauging station at Louisville appears in the antecedent part of association and is based on observed data whereas association rules are developed based on categorical values.
It should be noted that confidence measures the strength of the rule and support measures relevancy. A higher confidence value should not be mistaken for high correlation (Brijs et al. 2003) . The relationships derived using the ARM approach does not represent any sort of causality or correlation (Dunham 2002) .
The rules obtained from the ARM process can be ranked by a concept referred to as the usefulness of association rule. The usefulness is a measure given by the product of support and confidence. The rules provided in Table 2 
GENERAL REMARKS
The use of association rule mining to improve estimates of missing precipitation data by interpolation methods is demonstrated in this study. Three main factors will affect the nature of the rules generated from the ARM process.
These include: (1) the length of the spatio-temporal data, (2) the minimum threshold support (a) and confidence (b) Louisville (no rain), Lexington (no rain) 3,000
Berea (no rain), Lexington (no rain) 2,500
London (no rain), Lexingotn (no rain) 1,900
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Louisville (no rain) 4,000
Lexington (no rain) 3,500
London (no rain) 3,000
Berea (no rain) 2,000
Somerset (no rain) 1,000
Willimastown (no rain) 900
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