For the ternary quadratic form QðxÞ ¼ x 2 þ y 2 À z 2 and a non-zero Pythagorean triple x 0 A Z 3 lying on the cone QðxÞ ¼ 0, we consider an orbit O ¼ x 0 G of a finitely generated subgroup G < SO Q ðZÞ with critical exponent exceeding 1=2.
1. Introduction 1.1. The a‰ne linear sieve. In [4] , Bourgain, Gamburd, and Sarnak introduced the a‰ne linear sieve, which extends some classical sieve methods to thin orbits of non-abelian group actions. Its input is a pair ðO; F Þ, where (1) O is a discrete orbit, O ¼ x 0 Á G, generated by a discrete subgroup G of a linear group G. It is called ''thin'' if the volume of GnG is infinite; and
(2) F is a polynomial, taking integer values on O.
Given the pair ðO; F Þ, the a‰ne linear sieve attempts to output a number R ¼ RðO; F Þ as small as possible so that there are infinitely many integers n A F ðOÞ, with n having at most R prime factors (counted with multiplicities).
A special case of their main result is the following. Theorem 1.1 ([4] , [6] ). Let G < GL n ðRÞ be a Q-form of SL 2 , and let G be a non-elementary1) subgroup of G X GL n ðZÞ. Let O be an orbit x 0 G for some x 0 A Z n nf0g and F The first author was partially supported by NSF grants DMS-0802998 and DMS-0635607, and the Ellentuck Fund at IAS.
The second author was partially supported by NSF grant DMS-0629322. 1) Recall that a discrete subgroup G < SLð2; RÞ is elementary if and only if it has a cyclic subgroup of finite index.
any polynomial which is integral on O. Then there exists a number R ¼ RðO; F Þ < y such that the set of x A O with F ðxÞ having at most R prime factors is Zariski dense in the Zariski closure of O. In particular, this set is infinite. Remark 1.2. As described in [6] , §2, Lagarias has given evidence that the result above may be false if one drops the condition that G is non-elementary.
For various special cases of ðO; F Þ, one can say more than just R < y; one can give explicit, ''reasonable'' values of RðO; F Þ. This was achieved with some restrictions in [22] , [23] , and it is our present goal to improve the results there in a more general setting.
In order to remove local obstructions which would increase R for trivial reasons, we will impose the strong primitivity condition on ðO; F Þ. Definition 1.3. For a subset O H Z n and a polynomial F ðx 1 ; . . . ; x n Þ taking integral values on O, the pair ðO; F Þ is called strongly primitive if for every integer q f 2 there is an x A O such that F ðxÞ 3 0 ðmod qÞ: Remark 1.4. The weaker condition of primitivity requires the above for q prime. See [6] , §2, for an example of ðO; F Þ which is primitive but not strongly primitive.
To present a concrete number RðO; F Þ, we will consider the quadratic form
Hence a non-zero vector x A Z 3 is a Pythagorean triple whenever QðxÞ ¼ 0. Let G ¼ SO Q ðRÞ be the special orthogonal group preserving Q with real entries. For a discrete subgroup G of G, the critical exponent d ¼ d G A ½0; 1 of G is defined to be the abscissa of convergence of the Poincaré series L G ðsÞ :¼ P g A G kgk Às Figure 1 . A thin orbit O of Pythagorean triples, sifted by hypotenuse, F ðx; y; zÞ ¼ z. The darker points denote those triples whose hypotenuse is prime.
for any norm k Á k on the vector space M 3 ðRÞ of 3 Â 3 matrices. We remark that G is nonelementary if and only if d > 0. Moreover if G is finitely-generated, then G is of finite covolume in G if and only if d ¼ 1; see [29] .
The detailed statement of our main result is given in Theorem 2.22. The following is a special case: We assume that the pair ðO; F Þ is strongly primitive and that
Then the following hold:
(1) For infinitely many x A O, the integer F ðxÞ has at most R ¼ RðO; F Þ prime factors, where R ¼
(2) We have2) Kfx A O : kxk < T; F ðxÞ has at most RðO; F Þ prime factorsg T d ðlog TÞ k ;
where k Á k is any norm on R 3 and the sieve dimension k is k ¼
2) Recall that f g means that c À1 Á f ðTÞ e gðTÞ e c Á f ðTÞ for some c > 1 and for all T > 1.
In particular, the set of x A O such that F ðxÞ has at most RðO; F Þ prime factors is Zariski dense in the cone Q ¼ 0.
Remark 1.6. The functions F A and F C satisfy F ð3; 4; 5Þ ¼ 1; hence the pair ðO; F Þ is strongly primitive for x 0 ¼ ð3; 4; 5Þ, regardless of the choice of the group G. For the hypotenuse, F H , one must check, given G, that the pair ðO; F Þ is strongly primitive.
Remark 1.7. The above theorem was proved in [23] assuming that G contains a nontrivial (parabolic) stabilizer of x 0 . In this case, the orbit O contains an injection of a‰ne space, and hence standard sieve methods [19] also produce integral points with few prime factors. Some of the most interesting cases which cannot be dealt with using standard methods and are now covered by our results are the so-called Schottky groups; these are groups generated by finitely many hyperbolic elements.
A counting theorem.
In order to sieve almost primes in a given orbit, one must know how to count points on such orbits, which we obtain without assuming the arithmetic condition on G.
Theorem 1.8. Let Q be any ternary indefinite quadratic form, G ¼ SO Q ðRÞ, and G < G a finitely generated discrete subgroup with d > 1=2. Let x 0 A R 3 be a non-zero vector lying on the cone
Then there exist a constant c 0 > 0 and some z > 0 such that as T ! y,
The norm k Á k above is Euclidean. Remark 1.9. Let N 0 denote the (unipotent) stabilizer of x 0 in G. Theorem 1.8 was proved in [23] under the further assumption that G X N 0 is a lattice in N 0 .
1.3. Expanding closed horocycles. The main di¤erence between this paper and [23] is the method used to establish counting theorems such as Theorem 1.8. While [23] uses abstract operator theory, in the present work we prove the e¤ective equidistribution of expanding closed horocycles on a hyperbolic surface X , allowing not only X to have infinite volume, but also allowing the closed horocycle to be infinite in length.
Let G ¼ SL 2 ðRÞ and write the Iwasawa decomposition G ¼ NAK with
; ð1:10Þ and K ¼ SO 2 ðRÞ.
We use the upper half plane H ¼ fz ¼ x þ iy : y > 0g as a model for the hyperbolic plane with the metric
. The group G acts on H by fractional linear transforma-tions which give rise to all orientation preserving isometries of H:
for ImðzÞ > 0. We compute n x a y ðiÞ ¼ x þ iy:
Let G < G be a finitely generated discrete subgroup with d > 1=2. Assume that the horocycle ðG X NÞnN is closed in X :¼ GnG, or equivalently the image of
is closed in GnH under the canonical projection H ! GnH. Geometrically, this is isomorphic to either a line R or to a circle R=Z, depending on whether or not G X N is trivial. We push the closed horocycle ðN X GÞnNðiÞ in the orthogonal direction a y , and are concerned with its asymptotic distribution near the boundary, corresponding to y ! 0.
Let X ¼ GnH and consider the Laplace operator D ¼ Ày 2 ðq xx þ q yy Þ. By Patterson [29] and Lax-Phillips [26] , the spectral resolution of D acting on L 2 ðX Þ consists of only finitely many eigenvalues in the interval ½0; 1=4Þ, with the smallest given by l 0 ¼ dð1 À dÞ. Denote the point spectrum below 1=4 by 0 e l 0 < l 1 e Á Á Á e l k < 1=4: Let f 0 ; . . . ; f k be the corresponding orthonormal eigenfunctions. Let s j > 1=2 satisfy l j ¼ s j ð1 À s j Þ, j ¼ 0; 1; 2; . . . ; k, so that s 0 ¼ d. Theorem 1.11. Fix notation as above and assume that ðG X NÞnN is closed. Then for any c A C y c ðGnHÞ,
as y ! 0. Here the implied constant depends only on a Sobolev norm of c, and on e > 0 which is arbitrary.
Moreover, the integrals above converge, and satisfy
where c 0 > 0, and c 1 ; . . . ; c k A R.
Remark 1.12. If G is a lattice, then the closedness of G X NnN implies that G X NnN is compact. In this case, Sarnak [30] proved the above result allowing c A C y c ðGnGÞ (that is, not requiring K-fixed), and with a best possible error term of y 1.4. Bounds for automorphic eigenfunctions. The proof of Theorem 1.11 requires control over the integrals of the eigenfunctions f j , which a priori are only square-integrable. For the base eigenfunction, one has extra structure coming from Patterson theory [29] which makes this control possible. But for the other eigenfunctions, this analysis fails. Nevertheless, the problem of obtaining such control was solved in the first-named author's thesis [22] . The statement is the following (see also the Appendix).
Theorem 1.13 ([22] ). Fix notation as in Theorem 1.11, and assume that the closed horocycle ðN X GÞnN is infinite. Let f j A L 2 ðGnHÞ be an eigenfunction of eigenvalue l j ¼ s j ð1 À s j Þ < 1=4 with s j > 1=2. Then
as jxj ! y and y ! 0.
1.5. Organization of the paper. In §2 we give some background and elaborate further on Theorem 1.5. For the reader's convenience, in the Appendix we reproduce the proof of [22] , Theorem 1.13, since this reference is not readily available. Equipped with such control, the proof of Theorem 1.11 follows with minor changes from the one given for one dimension higher in [21] . We sketch the argument in §3, and use it to prove Theorem 2.6 in §4. In §5, we verify the sieve axioms in Theorem 2.18 and conclude Theorem 2.22. At the end of §5, we derive the explicit values of R, in particular proving Theorem 1.5.
Acknowledgment. The authors wish to express their gratitude to Peter Sarnak for many helpful discussions, and the referee for many detailed comments and insightful suggestions. 2. Background and more on Theorem 1.5
In this section, we elaborate on Theorem 1.5. Let Q be a ternary rational quadratic form which is isotropic over Q. Let G < SO Q ðZÞ be a finitely generated subgroup with d > 1=2.
As Q is isotropic over Q, we have a Q-rational covering p : SL 2 ! SO Q . Hence there exists a finitely generated subgroup, say G 0 , of SL 2 ðZÞ such that pðG 0 Þ is a subgroup of G with finite index. Since x 0 G is a union of x i G 0 for finitely many primitive Pythagorean triples x i , we may assume without loss of generality that G is a finitely generated subgroup of SL 2 ðZÞ.
Uniform spectral gaps.
For the application to sieving, Theorem 1.8 described in the introduction is insu‰cient. One requires uniformity along arithmetic progressions; hence we recall the notion of a spectral gap.
Let GðqÞ denote the ''congruence'' subgroup of G of level q,
The inclusion of vector spaces
induces the same inclusion on the spectral resolution of the Laplace operator:
SpecðGnHÞ H Spec À GðqÞnH Á :
at level q is defined to be the set of eigenvalues below 1=4 which are in Spec À GðqÞnH Á but not in SpecðGnHÞ:
A number y in the interval 1=2 < y < d is called a spectral gap for G if there exists a ramification number B f 1 such that for any square-free q ¼ q 0 q 00 with q 0 j B and ðq 00 ; BÞ ¼ 1;
we have
That is, the eigenvalues below yð1 À yÞ which are new for GðqÞ are coming from the ''bad'' part q 0 of q. As B is a fixed integer depending only on G, there are only finitely many possibilities for its divisors q 0 . Hence our definition of a gap agrees with the more standard one, since there is some other y 0 for which no new eigenvalues appear below y 0 ð1 À y 0 Þ. (The point is that our y may sometimes be e¤ectively known, whereas y 0 is not.)
Collecting the results in [3] , [6] , [5] and the extension from prime to square-free of [12] , we have: [3] , [6] ). (1) For any finitely generated G < SO Q ðZÞ with critical exponent d > 1=2, there exists a spectral gap 1=2 < y < d:
(2) If moreover d > 5=6, then there is a spectral gap with y ¼ 5=6:
Remark 2.4. In [12] , part ð2Þ above is proved under the further restriction that q is prime, but the proof (a major ingredient of which is a strong upper bound for the number of lattice points in a ball satisfying a congruence restriction) extends easily to the squarefree case.
Counting with weights uniformly in level.
Allowing some ''smoothing'', one can count uniformly in cosets of orbits of level q with explicit error terms. We fix a non-zero vector x 0 A Z 3 with Qðx 0 Þ ¼ 0 and set
We denote by N 0 the stabilizer subgroup of x 0 in G :¼ SL 2 ðRÞ. Then
0 for some g 0 A SL 2 ðQÞ, where N denotes the upper triangular subgroup of G.
0 and let c be a non-negative, smooth, K 0 -invariant function on G with Ð c dg ¼ 1 and with compact support which injects to GnG.
Denote by B T a K 0 -invariant norm ball in R 3 about the origin with radius T.
Definition 2.5. The weight x T : R 3 ! R f0 is defined as follows:
where w T denotes the characteristic function of B T .
The sum of x T over O is precisely a smoothed count for KO X B T satisfying
Theorem 2.6. Let y be a spectral gap for G.
(1) As T ! y,
for some c > 0.
(2) For square-free q, write q ¼ q 0 q 00 with q 0 j B and ðq 00 ; BÞ ¼ 1. Let G 1 ðqÞ be any group satisfying
GðqÞ H G 1 ðqÞ H G:
Let N 0 be the stabilizer of x 0 in G, and assume that
Fix any g 0 A G and e > 0. Then as T ! y,
where the implied constant does not depend on q or g 0 . Here the error term satisfies
for some fixed z > 0, does not depend on q 00 , and depends only on the class ½g 0 in G 1 ðq 0 ÞnG.
Remark 2.7. Assuming that G X N 0 is a lattice in N 0 , [23] gives the above uniform count with the last error term T 2.3. Zariski density of orbits of Pythagorean triples. For simplicity, we will use the notation PðRÞ to denote the set of all integers having at most R prime divisors, counted with multiplicity. Let x 0 A Z 3 be a non-zero Pythagorean triple on the cone QðxÞ ¼ x 2 þ y 2 À z 2 ¼ 0 and G < SO Q ðZÞ a non-elementary finitely generated subgroup. Set
Given a polynomial F which is integral on O, our goal is to find ''small'' values for R ¼ RðO; F Þ, for which F ''often'' has at most R prime factors.
In fact, when studying such thin orbits, a better notion of ''often'' is not ''infinitely often'', but instead one should require Zariski density. That is, the set of x A O for which F ðxÞ A PðRÞ should not lie on a proper subvariety of the smallest variety containing O. We illustrate this condition with the following examples.
Example I: Area.
Recall that given any integral Pythagorean triple x ¼ ðx; y; zÞ which is also primitive (that is, there is no common divisor of x, y and z), there exist coprime integers u and v of opposite parity (one even, one odd) such that, possibly after switching or negating x and y, we have the ancient parametrization
In fact, this is just a restatement of the group homomorphism SL 2 ðRÞ ! SOð2; 1Þ given by
where SLð2; RÞ acts on ðu; vÞ and SOð2; 1Þ acts on ðx; y; zÞ.
Consider the ''area'' 1 2 xy of the triple x (which may be negative). It is elementary that the area is always divisible by 6, so the function
Remark 2.9. As above, we insist that the polynomial F is integral on O, but it need not necessarily have integer coe‰cients.
As (2.8) has four irreducible components, it is easy to show that there are only finitely many triples x for which F A ðxÞ A Pð2Þ, that is, the product of at most two primes. Restricting to a subvariety such as
it follows conjecturally from the Hardy-Littlewood k-tuple conjectures [18] that
will be the product of three primes for infinitely many v.
Since the set of triples generated in this way lies on a subvariety, it is not Zariski dense. On the other hand, it was recognized in [6] that the recent work of Green and Tao [16] proves the infinitude and Zariski density of the set of all primitive Pythagorean triples x for which F A ðxÞ A Pð4Þ, that is, has at most four prime factors.
Remark 2.10. The results of Green-Tao do not apply to thin orbits, and neither do the conjectures of Hardy-Littlewood. Indeed, we conjecture that if O is thin and G has no unipotent elements (which would furnish an a‰ne injection into O), then there are only finitely-many points x for which F A ðxÞ A Pð3Þ! On the other hand, allowing 4 primes should lead to a Zariski dense set of triples x. Below, we exhibit certain thin orbits for which there is a Zariski dense set of x with F A ðxÞ A Pð25Þ.
Remark 2.11. The critical number, 4, of prime factors above is related to the sieve dimension for this pair ðO; F Þ. We return to this issue shortly, cf. Remark 2.13.
2.3. Example II: Product of coordinates. Consider now the product of coordinates xyz for triples x A O. It is elementary that xyz is divisible by 60, so the function
is integer-valued. Now we note that as (2.12) has five irreducible components (and the sieve dimension is five). Therefore there are only finitely many triples x for which F C ðxÞ A Pð3Þ. Restricting to a subvariety such as
will be the product of four primes for infinitely many v. Again, this set is not Zariski dense in the cone. See Figure 3 , where it is clear that such points frolic near the x or y axes.
On the other hand, it is a folklore conjecture that the set of triples x for which F C ðxÞ A Pð5Þ spreads out in every direction. For the full orbit of all primitive Pythagorean triples (rather than a thin one), the best known bound for the number of prime factors in F C ðxÞ follows from the Diamond-Halberstam-Richert sieve [11] , [9] . Their work shows that F C ðxÞ A Pð17Þ infinitely often.3)
3) In fact they restrict to a subvariety in deriving the number 17. Again, when the orbit O is thin without a‰ne injections, we conjecture that there will be only finitely many x for which F C ðxÞ A Pð4Þ whereas five factors will be Zariski dense. Compare Figure 3 to Figure 4 . We will exhibit certain thin orbits for which there is a Zariski dense set of x with F C ðxÞ A Pð29Þ.
Remark 2.13. Sieve dimension is not merely a function of the polynomial F but really depends on the pair ðO; F Þ. In the related recent work [27] , Liu and Sarnak consider
where t 3 0 and Q is an indefinite integral ternary quadratic form which is anisotropic. Then the spin group of G ¼ SO Q ðRÞ consists of the elements of norm one in a quaternion division algebra over Q, and G is the set of all such integral elements.
In particular, their orbit is full, whereas the focus of this paper is on thin orbits. A common feature, though, is that there do not exist non-constant polynomial parametrizations of points in O (in our case this corresponds precisely to N 0 X G being trivial).
The sieve dimension for Liu-Sarnak's pair ðO; F C Þ is 3 (whereas in our case, the same function F ¼ F C has sieve dimension 5), and they prove the Zariski density of the set of points x A O for which F C ðxÞ is in Pð26Þ. The precise definition of sieve dimension is given in Definition 2.15.
2.4. The Diamond-Halberstam-Richert weighted sieve. Let A ¼ fa n g be a sequence of non-negative real numbers, all but finitely many of which are zero. Recall that PðRÞ is the set of R-almost primes.
Sieve theory allows one to extract estimates for P n A PðRÞ a n ;
that is, the number of R-almost primes in the sequence A (counted with multiplicity), from knowledge of the distribution of A along certain arithmetic progressions. For q f 1 a square-free integer, let A q :¼ fa n A A : n 1 0ðqÞg and jA q j :¼ P n10ðqÞ a n : Assume there exists an approximation X to jAj :¼ P n a n and a non-negative multiplicative function gðqÞ so that gðqÞX is an approximation to jA q j. Assume that gð1Þ ¼ 1, gðqÞ A ½0; 1Þ for q > 1, and that for constants K f 2, k f 1 we have the local density bound
for any 2 e z 1 < z.
Definition 2.15. The number k appearing in (2.14) is called the sieve dimension. (Note that it is not unique, as any larger value also satisfies (2.14); in practice one typically takes the least allowable value.)
We require that the remainder terms r q :¼ jA q j À gðqÞX be small on average, that is, for some constants t A ð0; 1Þ and A f 1,
where nðqÞ denotes the number of prime factors of q.
Finally, we introduce a parameter m which controls the number of terms in A which are non-zero. Precisely, we require that maxfn f 1 : a n 3 0g e X tm : ð2:17Þ
We now state Theorem 2.18 ([11] , [9] , see [10] , Theorem 11.1). Let A, z, X, g, k, m and t be as described above.
(1) Let s k ðuÞ be the continuous solution of the di¤erential-di¤erence problem:
where g is the Euler constant. Then there exist two numbers a k and b k satisfying a k f b k f 2 such that the following simultaneous di¤erential-di¤erence system has continuous solutions F k ðuÞ and f k ðuÞ which satisfy
and F k (resp. f k ) decreases (resp. increases) monotonically towards 1 as u ! y:
2.5. Statement of the main theorem. The following is the main result of this paper.
a finitely generated subgroup with d > 1=2. Let y denote a spectral gap for G. Let F be a polynomial which is integral on O, such that the pair ðO; F Þ is strongly primitive. Then the following hold:
(1) There are infinitely many x A O such that F ðxÞ has at most R prime factors, where RðO; F Þ is given by (2.21) with
and m > max 2 d À y ; 5 d À 1=2
: ð2:23Þ
In particular, this set is Zariski dense in the cone Q ¼ 0.
Remark 2.26. Zariski-density follows from the count of the number of points produced in (2.25) . See the proof of [6] , Proposition 3.2.
2.6. Explicit values of R(O, F ). One must still work somewhat to obtain actual values of R from Theorem 2.22. We now state the smallest values of RðO; F Þ which are achieved from Theorem 2.22, at the expense of requiring the critical exponent d to be close to 1.
The first statement we give is unconditional. Assuming d > 5=6 and using Gamburd's spectral gap y ¼ 5=6 from Theorem 2.3, the bounds (2.23) and (2.24) are equivalent. Hence assuming N 0 X G is a lattice in N 0 and using the optimal error terms in [23] does not improve the final values of R. Said another way, the fact that our counting theorem is not optimal does not hurt the final values of R, unconditionally.
In the next three theorems, we keep the notation Q, G, O from Theorem 2.22. Let
and assume the pair ðO; F Þ is strongly primitive.
The following is the same as Theorem 1.5:
We now observe the e¤ect of the worse error term on the quality of RðO; F Þ. Assuming N 0 X G is a lattice in N 0 , the counting theorem in [23] gives an optimal error term, which together with our sieve analysis gives the following.
the conclusion of Theorem 2.27 holds with
Lastly, we demonstrate the values of R which we can obtain without assuming that G X N 0 is a lattice in N 0 . [13] has informed us that in general it is not true that a spectral gap can be arbitrarily close to 1=2, in that he has observed counterexamples to what would be an analogue of the ''Selberg 1=4 conjecture''. So the above Theorems 2.28 and 2.29 may only serve to illustrate the relative dependence of R on our present error term in Theorem 2.6 (2), versus the optimal error term obtained in [22] , [23] .
Equidistribution of expanding closed horocycles
Let G ¼ SLð2; RÞ. We keep the notation for N, A, K, n x , a y , etc., from (1.10). We have the Cartan decomposition G ¼ KA þ K, where A þ :¼ fa y : 0 < y e 1g, as well as the Iwasawa decomposition G ¼ NAK.
Let G < G be a discrete finitely generated subgroup with critical exponent d > 1=2. Assume the horocycle ðN X GÞnN is closed in GnG. In this section, we prove Theorem 1.11. 
by [14] , Section 4.6.
Since the Casimir operator is equal to the Laplace operator D on K-invariant functions, this immediately implies the following. Then there exist c s > 0 and a > 0 such that for all y f 1,
The irreducible unitary representations of G with K-fixed vector consist of principal series and the complementary series. We use the parametrization of s A f1=2 þ iRg W ½1=2; 1 so that the vertical line 1=2 þ iR corresponds to the principal series and the complementary series is parametrized by 1=2 < s e 1 with s ¼ 1 corresponding to the trivial representation.
Let fX 1 ; X 2 ; X 3 g denote an orthonormal basis of the (real) Lie algebra of G with respect to an Ad-invariant scalar product. For f A C y ðGnGÞ X L 2 ðGnGÞ, we consider the following Sobolev norm S m ð f Þ: 
Here the implied constant depends only on > 0 (and is independent of p).
Proof. The assumption on p implies that p is a tempered representation. Hence by [7] , Theorem 2, for any K-finite vectors v 1 and v 2 ,
where d v i is the dimension of the K-span of v i and X is the Harish-Chandra function of SL 2 ðRÞ: Xða y Þ ¼ Ð K b À1=2 ða y kÞ dk, where b is the left-modular function of B. To obtain our claim on smooth vectors, we proceed as in [32] , Chapter 4. This step is well known but we add the details for the sake of completeness. Write p ¼ L n A Z p n , where p n is the onedimensional space where K acts as scalar k y :p n ¼ e iny p n for k y ¼ cos y sin y Àsin y cos y :
We write v i as the sum P 
since Xða y Þ f y 1=2À . r 3.2. Approximations to integrals over closed horocycles. As d > 1=2, there exists a unique positive L 2 -eigenfunction f 0 of the Laplace operator D ¼ Ày 2 ðq xx þ q yy Þ on GnH with smallest eigenvalue dð1 À dÞ and of unit norm; see [29] . The spectrum of D acting on L 2 ðGnHÞ has finitely many discrete points below 1=4 and is purely continuous above 1=4; see [26] .
Order the other discrete eigenvalues l j ¼ s j ð1 À s j Þ, with s j > 1=2, j ¼ 1; . . . ; k, and let f j denote the corresponding eigenfunction with kf j k ¼ 1. For uniformity of notation, set s 0 :¼ d.
The map g 7 ! gðiÞ gives an identification of G=K with H. Below a K-invariant function f of G may be considered as a function on the upper half plane H by fðx þ iyÞ :¼ fðn x a y Þ and vice versa.
Let dg denote the Haar measure of G given by dðn x a y kÞ ¼ y À2 dx dy dk;
where dk is the probability Haar measure on K, and dx and dy are Lebesgue measures. Hence for c 1 ; c 2 A L 2 ðGnGÞ K ,
Proposition 3.3. For any smooth c 1 A L 2 ðGnGÞ K and c 2 A C y c ðGnGÞ,
as y ! 0. Here the implied constant is independent of G.
Proof. Write
where W l j is isomorphic as a G-representation to the complementary series representation V s j , l j ¼ s j ð1 À s j Þ, and V is tempered. Write
Since the f j 's are K-invariant, we have c ? 1 A V K . Hence by Proposition 3.2, for any e > 0 and y f 1,
The main goal of this subsection is to study the averages of the f j 's along the translates ðN X GÞnNa y .
We first need to recall some geometric facts. The limit set LðGÞ of G is the set of all accumulation points of an orbit Gðz 0 Þ for some z 0 A H. As G is discrete, it easily follows that LðGÞ is a subset of q y ðHÞ ¼ R W fyg.
Geometrically, NðiÞ H H is a horocycle based at y. Since G is finitely generated, the closedness of its projection to GnH implies either that y is a parabolic fixed point, that is, N X G is non-trivial, or that y lies outside the limit set LðGÞ; see [8] .
We define for each 0 e j e k Furthermore, c 0 > 0.
Proof. We first establish the convergence of the integral in (3.4). If y is a parabolic fixed point, that is, if N X G is a lattice in N, then the domain of this integral is compact, and of course the eigenfunctions of the Laplace operator are bounded, so we are done.
On the other hand, if y B LðGÞ, then Theorem A.1 applies, that for y fixed, f j ðn x a y Þ f y ð1 þ x 2 Þ Às j :
Then the integral Ð y Ày f j ðn x a y Þ dx clearly converges, since s j > 1=2.
From
Df j ¼ s j ð1 À s j Þf j ;
it follows that
The two independent solutions to this equation are y s j and y 1Às j .
Lastly, we must demonstrate that c 0 > 0. If y B LðGÞ, this is done as in [22] (see also [21] , Equation (4.11)), by proving explicitly that
i.e. d 0 ¼ 0. As f 0 is a positive function, this implies c 0 > 0.
If on the other hand y is a parabolic fixed point for G, then as the Dirichlet domain for G is a finite sided polygon with y as a vertex (cf. [2] ), it follows that for some Y 0 g 1, ðN X GÞnN Â ½Y 0 ; yÞ injects to GnH. Therefore, if we had c 0 ¼ 0 and hence f 0 ðn x a y Þ ¼ d 0 y d , then
. This contradiction gives the desired result. r
The following proposition shows that to compute f N j , it su‰ces to integrate over a bounded set; the error term, if any, is small. We first define an appropriate bounded set J as follows. Next, we approximate f N j by smoothing further in a transverse direction. Denote by U the ball of radius about e in G. Let J be as in Proposition 3.7. Denoting by N À the lower triangular subgroup of G, we note that NAN À forms an open dense neighborhood of e in G. Definition 3.9. We fix a non-negative function h A C y c ðG X NnNÞ with h ¼ 1 on J.
Let U c 0 denote the c 0 -neighborhood of the identity e, and fix c 0 > 0 so that the multiplication map suppðhÞ Â ðU c 0 X AN À Þ ! suppðhÞðU c 0 X AN À Þ H GnG is a bijection onto its image.
For each < c 0 , let r be a non-negative smooth function in AN À whose support is contained in
We define the following function r h; on GnG which is 0 outside suppðhÞU c 0 , and for g ¼ n x an À A suppðhÞðU c 0 X AN À Þ, r h; ðgÞ :¼ hðn x Þ Á r ðan À Þ: Proposition 3.10. We have for all small 0 < f 0 and for all 0 < y < 1, jf N j ða y Þ À ha y f j ; r h; i L 2 ðGnGÞ j f Á y 1Às j :
Proof. This follows in the same way as [21] , Proposition 6.4. r
The next corollary follows immediately from Proposition 3.10 and Theorem 3.5. as y ! 0.
3.3. Proof of Theorem 1.11. The proof is almost identical to the proof of [21] , Theorem 6.1. We sketch the main steps.
Recall that we wish to evaluate (1) For any < 0 and h A U , jcðgÞ À cðghÞj e Á c K ðgÞ for all g A GnG:
(2) S 1 ðc K Þ f S 3 ðcÞ, where the implied constant depends only on suppðcÞ.
Proof. where c K is given by Lemma 3.14.
Proof. This is the same as [21] , Proposition 6.6. r By Proposition 3.7, we have that f N j ða y Þ ¼ I h ðf j Þða y Þ þ Oðy s j Þ:
For simplicity, we set r ¼ r h; , where r h; ¼ h n r is defined as in Definition 3.9. Noting that r is essentially an -approximation only in the A-direction, we obtain that S 1 ðr Þ ¼ Oð À3=2 Þ.
Set p ¼ 3=2. Fix l, a parameter to be chosen later. Setting c 0 ðgÞ :¼ cðgÞ, we define for 1 e i e l, inductively
where c K iÀ1 is given by Lemma 3.14.
Applying Proposition 3.15 to each c i , we obtain for 0 e i e l À 1
Note that by Corollary 3.3, we have for each 1 e i e l ha y c i ;
Combining the above with Proposition 3.10 and Corollary 3.11, we get that for any y < ,
where the implied constants depend on the Sobolev norms of c.
Balancing the first two error terms and recalling p ¼ 3=2, one arrives at the optimal choice ¼ y ðdÀ1=2Þ=ð1þpÞ :
With this choice of , the first two error terms are f a y 4À3d 5 Àa , for any a > 0. Lastly, we choose l to make the final error term of the same quality, namely for any a > 0. This completes the proof of Theorem 1.11.
Proofs of the counting theorems
With Theorem 1.11 at hand, we now establish the counting theorems; these are Theorems 1.8 and 2.6. 4.1. Proof of Theorem 1.8. Recall that Q is a ternary indefinite quadratic form, SO Q ðRÞ, and G a finitely generated discrete subgroup with d > 1=2. Fix a non-zero vector
where k Á k denotes a Euclidean norm on R 3 .
Using the spin cover i : SL 2 ! SO Q , we may assume without loss of generality that G is a finitely generated subgroup of G :¼ SL 2 ðRÞ with d > 1=2. We use the notation N, A, K, a y , n x , etc. from the introduction. Let dg denote the Haar measure given by dðn x a y kÞ ¼ y À2 dx dy dk;
where dk is the probability Haar measure on K, and dx and dy are Lebesgue measures.
As Qðx 0 Þ ¼ 0, the stabilizer of x 0 in G is conjugate to N and hence by replacing G with a conjugate if necessary, we may assume without loss of generality that N is precisely the stabilizer subgroup of x 0 in G. It follows that x 0 a y ¼ y À1 x 0 . Let B T be a K-invariant ball of radius T in R 3 , and let w T be the characteristic function of this ball. Note that w T is right K-invariant, that is, w T ðxgkÞ ¼ w T ðxgÞ, for any g A G and k A K. Also, as N is the stabilizer of x 0 , we have w T ðx 0 ngÞ ¼ w T ðx 0 gÞ, for any n A N, that is, w T is left N-invariant.
We define the following counting function on GnG:
Cðn x a y Þy À2 dx dy:
Proof. We observe that by unfolding and using the K-invariance of C and w B T ,
Cðna y Þy À2 dn dy: As x 0 a y ¼ y À1 x 0 , the claim follows. r
As before, we order discrete eigenvalues 0 e l 0 < l 1 e Á Á Á e l k < 1=4 of D on L 2 ðGnHÞ with l j ¼ s j ð1 À s j Þ, with s j > 1=2, j ¼ 1; . . . ; k and let f j A L 2 ðGnHÞ denote the corresponding eigenfunction with kf j k ¼ 1.
Recall by Theorem 3.5, there exist constants c j and d j , depending on f j , such that f N j ða y Þ ¼ c j y 1Às j þ d j y s j : Furthermore, c 0 > 0.
By inserting the asymptotic formula for Ð GXNnN Cðna y Þ dn from Theorem 1.11, we deduce:
For any C A C y c ðGnGÞ K and > 0, On the other hand, recalling that fX 1 ; X 2 ; X 3 g is an orthonormal basis for the Lie algebra g ¼ slð2; RÞ of G, we have
where the implied constant is absolute.
Þþ Þ for some A > 0 and any > 0, where we used that the Sobolev norms of C h grow at most polynomially in h; the implied constant now depends only on . Therefore by equating the last two terms, we can choose h ¼ T Àr for some r > 0 and obtain from (4.3) that
for some z > 0. This proves Theorem 1.8.
4.2.
Proof of Theorem 2.6. As in the discussion preceding Theorem 2.6, we may assume that G is a finitely generated subgroup of SL 2 ðZÞ. We may also assume without loss of generality that g 0 ¼ e by replacing G by g 0 Gg À1 0 and hence the stabilizer subgroup of x 0 in G is precisely the upper triangular subgroup N. Recall the weight x T , depending on c, as given in Definition 2.5.
Let q f 1 be squarefree, and let G 1 ðqÞ be any group satisfying
We define the following K-invariant functions on G 1 ðqÞnG:
w T ðx 0 ggÞ;
and for any fixed g 0 A G,
cðg À1 0 ggÞ: Proposition 4.5. We have P
x A x 0 G 1 ðqÞ
Proof. Starting with the left-hand side of (4.6), we insert Definition 2.5, use that N stabilizes x 0 , and that N X G ¼ N X G 1 ðqÞ: Proof. The inner product hF q T ; f ðqÞ j i can be unfolded again, giving
where we used Theorem 3.5 as well as the identity ½G : G 1 ðqÞ ¼ ½G : G 1 ðq 0 Þ½G 1 ðq 0 Þ : G 1 ðqÞ:
The claim follows from a simple computation and renaming the constants. r
Recall from Definition 2.2 that square-free q are to be decomposed as q ¼ q 0 q 00 with q 0 j B and ðq 00 ; BÞ ¼ 1. Let
be the eigenvalues of the Laplacian acting on L 2 À GðqÞnH Á . The eigenvalues below yð1 À yÞ are all oldforms coming from level 1, with the possible exception of finitely many eigenvalues coming from level q 0 j B.
For ease of exposition, assume the spectrum below yð1 À yÞ consists of only the base eigenvalue l 0 ¼ dð1 À dÞ corresponding to f ðqÞ , and one newformf f ðqÞ from the ''bad'' level q 0 j B. The general case is a finite sum of such terms.
Combining 
Þþe Þ:
Setting
EðT; q 0 ; g 0 Þ :¼ ½G :
the proposition follows by recognizing the main term as the main contribution to
This completes the proof of Theorem 2.6, part (2) . Part (1) follows immediately from Proposition 4.2.
Proofs of the sieving theorems
We now consider
and fix a finitely generated subgroup G < SO Q ðZÞ with d > 1=2. Let x 0 A Z 3 nf0g with Qðx 0 Þ ¼ 0. Again by considering the spin cover G :¼ SL 2 ! SO Q over Q, we may assume without loss of generality that G is a finitely generated subgroup of SL 2 ðZÞ. Let F be a polynomial which is integral on the orbit O ¼ x 0 G.
Strong approximation.
We first pass to a finite index subgroup of our original G which is chosen so that its projection to SL 2 ðZ=pZÞ is either the identity or all of SL 2 ðZ=pZÞ. This follows from strong approximation; see, e.g. [12] , §2. From now on we replace G by GðBÞ. We use Goursat's lemma (e.g. [25] , p. 75) to have a similar statement for the reduction modulo a square-free parameter:
Theorem 5.2 ([6], Theorem 2.1). There exists a number B such that if q ¼ q 0 q 00 is square-free with q 0 j B and ðq 00 ; BÞ ¼ 1 then the projection of G in SL 2 ðZ=qZÞ is isomorphic to SL 2 ðZ=q 00 ZÞ.
5.2.
Executing the sieve. Choose a weight x T as in Definition 2.5. Let A ¼ AðTÞ ¼ fa n ðTÞg, where a n ðTÞ :¼ P
x T ðxÞ:
Then jAðTÞj ¼ P n a n ðTÞ ¼ P
where the leading term X T d .
For q square-free jA q ðTÞj ¼ P n10ðqÞ a n ðTÞ ¼ P
Let G x 0 ðqÞ be the subgroup of G which stabilizes x 0 mod q, i.e.
Clearly GðqÞ H G x 0 ðqÞ H G; so Theorem 2.6 (2) applies. Then
1:
Theorem 2.6 then gives
with
for some z > 0, uniformly in q 0 . Define
Lemma 5.4. Assume the pair ðO; F Þ is strongly primitive. Then for q square-free, g F ðqÞ is completely multiplicative, and g F ðpÞ < 1. If q ¼ q 0 q 00 with q 0 j B and q 0 f 2, then gðqÞ ¼ 0.
Furthermore:
(1) For F H ðxÞ ¼ z, we have g F H ðpÞ ¼ 2=ðp þ 1Þ; if p 1 1ð4Þ; 0; otherwise:
Proof. For unramified q ¼ q 1 q 2 with q 1 and q 2 relatively prime and both prime to B, then OðqÞ, the orbit of x 0 mod q is equal to Oðq 1 Þ Â Oðq 2 Þ in
For ramified q ¼ q 0 q 00 , with q 0 j B, then G projects onto the identity mod q 0 , so Oðq 0 Þ is just one point, i.e. Oðq 0 Þ ¼ fx 0 g. It also follows in this case that O F ðq 0 q 00 Þ is isomorphic to O F ðq 0 Þ Â O F ðq 00 Þ.
Since ½G : G x 0 ðqÞ ¼ jOðqÞj, we have shown that
is multiplicative, and thus is determined by its values on the primes (only square-free q are ever used). From the assumption that the pair ðO; F Þ is strongly primitive, it immediately follows that jO F ðpÞj < jOðpÞj, i.e. g F ðpÞ < 1. Notice that if p j B then jOðpÞj ¼ 1 and jO F ðpÞj ¼ 0, so g F ðpÞ ¼ 0.
It remains to compute the values of g F on primes p F B. Denote by V the cone defined by Q ¼ x 2 þ y 2 À z 2 ¼ 0, minus the origin. That is, V ¼ fðx; y; zÞ 3 ð0; 0; 0Þ : x 2 þ y 2 À z 2 ¼ 0g:
As V is a homogeneous space of G with a connected stabilizer, we have OðpÞ ¼ V ðF p Þ, and hence
We can easily calculate jV ðF p Þj ¼ p 2 À 1. If p 1 3ð4Þ, then W 1 ðF p Þ is empty. If p 1 1ð4Þ, then W 1 is the disjoint union of the two lines fðx; yÞ 3 0 : x ¼ G ffiffiffiffiffiffi ffi À1 p yg, each of cardinality p À 1. This proves claim (1) .
xy, we set
y; zÞ 3 ð0; 0; 0Þ : y 2 À z 2 ¼ 0g t fðx; 0; zÞ 3 ð0; 0; 0Þ : x 2 À z 2 ¼ 0g:
Thus W 2 is the disjoint union of four lines, x ¼ Gz, y ¼ Gz, proving claim (2) .
xyz, we see immediately that
proving claim (3). r As X @ cT d , this error term is admissible, that is, satisfies (2.16), for any
The elements a n ðTÞ are zero for n g T g X 1=d , so (2.17) is satisfied for
We have thus established that our sequence A satisfies jA q j ¼ gðqÞX þ gðqÞX q 0 þ r q :
But note in fact that4) by Lemma 5.4, gðqÞ ¼ 0 if q 0 f 2, and so we always have just jA q j ¼ gðqÞX þ r q : 4) We thank the referee for observing this simplification of a previous argument.
We now apply Theorem 2.18. For any R satisfying (2.21), we have P n A PðRÞ a n g X log k X ;
where k is determined in (5.7), according to the choice of F A fF H ; F A ; F C g.
Having verified the sieve axioms, the upper bound of the same order of magnitude follows from a standard application of a combinatorial sieve, see e.g. [23] , Theorem 2.5, where the details are carried out. The values of a k and b k in Theorem 2.18 can be tabulated, see for instance [11] , Appendix III, p. 345. The sets A appearing in this paper have sieve dimensions k ¼ 1; 4 and 5; for these values, we have
We will also need precise estimates on the functions which appear in (2.21) . Although these are di‰cult to extract by hand, the following procedure is quite e¤ective in practice. Usually, u is chosen so that tu is near 1, and v so that tv exceeds a k . Precisely, for any z A ð0; b k Þ, set
Then by Halberstam-Richert [17] , equations (10.1.10), ( 
for any 0 < z < b k . After inputting the values of m, k, a k and b k , the minimum of mðzÞ is easily determined by hand or with computer assistance. For the function F H ¼ z, we have k ¼ 1, and a 1 ¼ 2 ¼ b 1 . The best value of R is obtained for d ! 1, where we can take y ¼ 5=6. Then (5.9) gives m > 12, and we have collected everything required to compute the minimum of mðzÞ defined in (5.11) . We find that the minimum value is attained at z ¼ 0:1203 . . . with mðzÞ ¼ 13:931 . . . : Thus R ¼ 14 is the limit of our method. For d > 1 À 1=1250 and y ¼ 5=6, we find the minimum value mð0:1198 . . .Þ ¼ 13:992, which still allows R ¼ 14. For comparison, consider instead a finite co-volume congruence subgroup; then d ¼ 1 and can take y ¼ 39=64 by [20] . This gives mð0:238 . . .Þ ¼ 6:48 . . . , allowing R ¼ 7. If one could take y arbitrarily close to 1=2, the above calculation gives mð0:292 . . .Þ ¼ 5:216 . . . , or R ¼ 6. A. Proof of Theorem 1.13
Recall the notation (1.10). Let G < G be a discrete, finitely generated subgroup with critical exponent d > 1=2. Let f A L 2 ðGnHÞ be an eigenfunction of the hyperbolic Laplace-Beltrami operator D with eigenvalue l ¼ sð1 À sÞ < 1=4 and s > 1=2. The aim of this section is to reproduce the proof of Theorem 1.13, which was demonstrated in [22] . We give the statement again.
Theorem A.1 ([22] ). Assume that the volume of GnH is infinite, and that the horocycle ðN X GÞnN is closed and infinite. There exist x 0 > 0 and y 0 < 1 such that if jxj > x 0 and y < y 0 , then fðn x a y Þ f y x 2 þ y 2 s ; as jxj ! y and y ! 0.
The proof of this fact is reminiscent of the arguments given in Patterson [28] and Lax-Phillips [26] showing that a square-integrable eigenfunction of the Laplacian acting on an infinite volume surface must have eigenvalue l < 1=4, i.e. the spectrum above 1=4 is purely continuous. The key ingredient is that being L 2 forces an asymptotic formula for the rate of decay of the eigenfunction as it approaches the free boundary in the flare.
A.1. Fourier expansion in the flare. Recall that a ''flare'' in the fundamental domain is a region bounded by two geodesics, containing a free boundary. Concretely, after conjugation in SL 2 ðRÞ, we can assume that our group G contains the fixed hyperbolic cyclic subgroup generated by the element
So a flare domain is isometric to a domain of the form fz : 1 < jzj < k; 0 < arg z < ag, where a < p=2. See Figure 5 .
Such a conjugation sends the point at infinity to some point x A ½1; k, and a horocycle at infinity to a circle h tangent to x. See Figure 6 . Let f A L 2 ðGnHÞ, kfk 2 ¼ 1, with Df ¼ sð1 À sÞf. We proceed with the Fourier development of f using polar coordinates in this domain. As we are in the flare, fðkzÞ ¼ fðzÞ, k > 1. Write z ¼ re iy in polar coordinates and separate variables: Then the solution to the di¤erential equation induced on g n is (see e.g. [12] , pp. 180-181) g n ðyÞ ¼ c n ffiffiffiffiffiffiffiffiffi sin y p P m n ðcos yÞ;
where c n A C are some coe‰cients and P m n is the associated Legendre function of the first kind with
ðA:2Þ
We have proved Proposition A.3. There are some coe‰cients c n A C such that fðr; yÞ ¼ P n c n e 2pin log r=log k ffiffiffiffiffiffiffiffiffi sin y p P m n ðcos yÞ ðA:4Þ in the flare, with 1 e r e k and 0 e y e a < p=2.
Next we need bounds on the coe‰cients c n . The big-Oh constant in (A.9) depends only on the implied constants in (P1)-(P5).
The conditions (P1) and (P2) are immediately satisfied from the values of m and n in (A.2). The argument of n approaches p 2 for n large, so (P3) is easily satisfied. We will use this formula for y in a fixed range away from zero, y A ½a=2; a. Thus (P4) is satisfied, and (P5) is equivalent to (P1).
Since y is bounded away from zero, so is the factor sin y in the denominator of (A.9). Proof. For y small, sin y y and 1 À cos y y 2 :
We require some more estimates. First we use the following standard bound on the Gauss hypergeometric series: In particular, with
x ¼ 1 À cos y 2 f y 2 ;
the above gives F Àn; 1 þ n; 1 À m; 1 À cos y 2 f 1; ðA:12Þ whenever n f 1 y :
We require [15] , p. 999, formula 8.702: P m n ðzÞ ¼ 1 Gð1 À mÞ 1 þ z 1 À z m=2 F Àn; n þ 1; 1 À m; 1 À z 2
:
For z ¼ cos y, we have 1 þ z 1 À z m=2 y Àm ¼ y sÀ1=2 ;
so together with (A.12) we arrive at P m n ðcos yÞ f y Àm ¼ y sÀ1=2 ðA:13Þ for n f 1 y . The analysis leading to (A.9) also gives jP m n ðcos yÞj f n Às e 2pny=log k y À1=2 ðA:14Þ in the range n g 1 y .
Thus we split the Fourier series as follows:
fðr; yÞ ¼ P n c n e 2pn log r=log k ffiffiffiffiffiffiffiffiffi sin y p P m n ðcos yÞ
with X 1 y .
On S 1 we use the bound (A.13):
jS 1 j e P neX jc n j ffiffiffiffiffiffiffiffiffi sin y p jP m n ðcos yÞj f y 1=2 y Àm P n jc n j f y s ;
by the exponential decay of c n (clearly the series converges).
On S 2 , we use the bound (A.14): Combining the exponential decay of S 2 with the polynomial decay of S 1 , we arrive at fðr; yÞ f y s ;
as y ! 0. This completes the proof of Proposition A.11. r A.4. Proof of Theorem A.1. Finally, we return to Cartesian coordinates to convert the bound above into Theorem A.1. We require the following geometric analysis. Recall Figure 6 , where x is a point on the free boundary of the fundamental domain, h is a horocycle tangent to x, and y is the angle between the real line and the line l from zero to infinity intersecting the horocycle h at a point C.
To return to Cartesian coordinates, we redraw our picture after the conformal mapping z ! z þ x Àz þ x ;
which sends the triple ð0; y; xÞ to ð1; À1; yÞ. See Figure 7 .
Lines and circles are mapped to lines and circles, and angles of incidence are preserved. The horocycle tangent to x is now the horizontal line h (tangent to x, which has been mapped to infinity). Similarly, the line l from zero to infinity passing through the horocycle is now a circle passing through the same points, having the same angle of incidence, y, with the real line.
We reconstruct this configuration yet again in Figure 8 . Let A be the center of the circle l, having radius R ¼ RðyÞ, let B be the intersection of the horocycle h with the y-axis, C the intersection of the horocycle with the circle, and let D denote the origin.
It is easy to see through elementary geometry (since A0 is tangent to the circle) that angle 0AD ¼ y. Looking at triangle 0AD, we see that Let x ¼ xðyÞ represent the length of BC, and y ¼ yðyÞ be the distance from B to D. We aim to compute the precise dependence of x and y on y.
We collect two identities for AB: AB ¼ AD À BD ¼ R cos y À y and AB 2 ¼ AC 2 À BC 2 ¼ R 2 À x 2 :
This implies x 2 ¼ R 2 À ðR cos y À yÞ 2 ¼ R 2 sin 2 y þ 2Ry cos y À y 2 ;
which together with (A.15) gives 
