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We present an alert algorithm for single-hop radio networks with polylogarithmic time
complexity and sublogarithmic energy complexity. Our algorithm works correctly with
high probability regardless of the number of stations that try to broadcast an alert signal.
Moreover, we show that it can bemade fairly robust against node failures.We showa lower
bound for energy cost that matches the energy cost of our algorithm.
Our solution has very weak computing, communication and storage requirements.
Moreover the behavior of almost all devices is almost oblivious. Therefore, the algorithm
can be applied for a system containing extremely weak devices.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
One of the key applications of sensor networks is monitoring particular area and alarming when some event occurs. For
instance, it might be a system that sets off alert when air pollution or fire is detected. We assume that a number of small
stations (e.g., sensors) is spread over monitored area and they broadcast alert signals when they detect smoke, substantial
increase of temperature (or its gradient), and so on.We say that the algorithm terminates correctly, if all stations are notified
when at least one sensor detects that a triggering event has occurred somewhere in the monitored area. Alternatively, we
might be interested in informing a given sink node (or nodes) about the event (typically, the sink transmits this information
via other networks).
A station (sensor) for which the triggering event has occurred is called stimulated. The fact that the number of stimulated
stations is unpredictable requires special handling. We need to take into consideration even extreme cases – when only one
or almost all stations are stimulated. This is difficult since if more than one station broadcasts at the same time, a conflict
occurs – and the message is not heard by other stations. In this way the station blocks each other by transmitting at the
same time.
A crucial aspect that we need to consider is often limited energy resources of wireless sensors. They are usually equipped
with batteries that cannot be easily recharged in a target environment (replacing batteries means sending maintenance
worker to each single station!). However, the stations are intended to work for a long time. Since wireless communication
consumes most energy, we need to minimize the time when station’s transmitter or receiver is switched on.
In this paper we present an algorithm that requires sublogarithmic energy, understood as themaximumnumber of steps
when a transmitter or receiver is switched on over all stations in the network. That is, we assume that energetic effort in
the case of transmitting and receiving messages is equal. Similar model is used for example in [6].
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We propose an algorithm that meets the following conditions for a network with n stations:
(i) its running time is t = poly(log(n)) slots,
(ii) it has sublogarithmic energy complexity,
(iii) no station is notified about the alert if none of stations is stimulated,
(iv) if at least one station is stimulated, then all stations are notified about the alert with probability 1−Θ(1/n).
Moreover we show lower bound on the running time of that type of algorithms with fixed energy complexity.
1.1. Previous and related work
There is a long line of papers on algorithms for ad hoc radio networks. Many different models have been studied, ranging
from very limited devices to units comparable to PCs with high bandwidth connections. The alert problem is very similar
to the wake up-problem. It was studied for the first time in [4] for single hop networks, and then in [7], as well as in [1–3]
for arbitrary networks. In all these papers it was assumed that a subset of all nodes wakes up spontaneously and has to
wake up other nodes. Themain difference betweenwake-up protocols and alert problem is that in wake-up even ‘‘sleeping"
nodes are informed by an incomingmessage. In practice, such an assumptionmeans that listening does not need significant
amount of energy and stations are permanently in a ‘‘listening mode".
Another important paper, [12], describes a similar problem. Its authors explicitly assume that listening is energy
consuming. The paper [12] presents practical solutions that can be applied for Unit Disc Graphs (UDG). However, the
presented algorithms seem to be relatively slow in a single-hop topology. Moreover, the authors use a different measure
of energetic efficiency. To some extent a similar problem was also studied in [8], however not with respect to energy
consumption.
In our paper we also discuss a model whereinmost nodes may have extremely limited capabilities—i.e., they are unable
to receive any message.
2. Model description
We assume that n devices, called stations (representing for example a sensor), are deployed in a target environment.
Each pair of stations is in the common range of broadcasting. All stations perform their tasks in discrete periods called slots
and are synchronized as they would have access to a global clock. Similarly, starting time of the algorithm is synchronized
throughout the network. In each period, each station can be in one of the three possible states—it can be BROADCASTING a
signal, it can be LISTENING to other stations or it can be INACTIVE. We assume the so-called half-duplexmode. It means that
a station can either listen to other sensors or broadcast a signal (but not both) in a single slot. Since we assumed that we
use very simple devices, they can broadcast one kind of signal on the channel. We also assume that if two or more stations
broadcast a signal in the same slot, then all stations that listen to them cannot distinguish the result from the situation, when
no station broadcasts. Since we assumed the half-duplex mode, broadcasting station does not get any acknowledgment
whether its signal has been successfully transmitted (i.e., that no other station has been transmitting at the same time). Of
course, it can be later informed about the transmission status by other stations listening at this moment.
We also assume that all stations perform the same algorithm.Of course, their behavior can be different during the runtime
of the algorithm due to some interaction with other stations or as a result of using random number generators working
independently on each device. So, our system can be regarded as a kind of ad hoc single-hop radio network with no collision
detection (no-CD model) of very weak devices (in terms of communication and storage capabilities).
Let us note that, if we assumed collision detection mechanism, then the solution would be simple—if a collision is
detected, then all listening nodes know that there is at least one active node.
Furthermore, tentatively we assume that all stations are labeled, i.e., each station has a unique label in the set
[n] = {1, . . . , n}. It requires performing an initialization procedure as a kind of preprocessing (e.g., like in [9]), it is a one-time
effort, acceptable for long-living systems. We discuss in Section 4.3 how to relax this assumption.
Energy effort of a station is a number of slots in which the station is active, i.e., it broadcasts a signal or it is listening. The
energy complexity of an algorithm is a maximum of energy effort over all stations during the runtime of the algorithm. This
is a standard measure of energy complexity used among others in [9], motivated by the fact that we need to have all nodes
working.
We denote the number of stimulated stations at when the algorithm is started as n0. During the algorithm’s execution the
set of stimulated stations is fixed. As we already assumed 0 ≤ n0 ≤ n is not known in advance. All stations know, however,
n the total number of stations.
3. Algorithm description
Symbols. Let k be a parameter of the algorithm to be fixed later. Parameter t , such that k|t is a number of slots in the
algorithm i.e., its runtime. Without important limitations we assume that log(n) is an integer and n is divisible by k log(n).
We also assume that n > log2(n), which is true for all natural numbers.
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For any naturalm, let [m] = {1, . . . ,m}. For every i ∈ [ nk ] and j ∈ [k], let s(i, j) denote the station labeledwith (i−1)k+ j.
The stations with first k log(n) ids (i.e., stations s(i, j) for i ∈ [log(n)], j ∈ [k]) are called guarding stations or just guardians,
and play a special role in the algorithm. By analogy, T [i, j] for i ∈ [ tk ] and j ∈ [k] represents the slot ((i − 1)k + j). For the
sake of clarity the ith group of k consecutive slots {T [i, j] | j ∈ [k]} is denoted by T [i, ∗].
3.0.1. Algorithm overview
The algorithm consists of four phases. Each of the stimulated stations broadcasts the signal in randomly chosen slots.
Guardian stations try to catch these signals and propagate them to the rest of the stations.
The first phase (Phase 1a and 1b) is performed in order to ensure that at least one of the guardians is notified by a
stimulated station when n0 is small. For this purpose, each active node broadcasts in l slots randomly chosen out of the first
k log(n). The second phase (Phase 2a and 2b) guarantees (w.h.p.) that one of the guardians is notified of the alert if n0 is
large, e.g., n0 ≈ n. So, Phases 1a, 1b and 2a, 2b are in some sense complementary.
Phases 3 and 4, by contrast to the previous ones, are deterministic. In Phase 3 the guardians which were notified about
alert, distribute their information to some other guardians. For this purpose each notified guardianwith number i broadcasts
the signal in the ith slot of this phase and the guardian i + 1 is listening. In Phase 4 the last guardian broadcasts the signal
to all n stations (or to some subset of devices interested in being informed about the alert).
In fact this idea boils down tomaking an effective scheduling of behavior of guardian stations and an unknown number of
broadcasting stations that avoids conflicts. For our purposes it suffices to ensure that there is at least one slot monitored by
guardians such that exactly one of the stimulated stations broadcasts the signal in this slot. Note that, in order to guarantee
high probability of such an event, we need also to take care of the case when a small number of stations is stimulated. We
can for example imagine a ‘‘naïve algorithm’’ for which each stimulated station chooses one out of t slots and the remaining
stations are listening. In the case when n0 = 2 the probability of failure for such an algorithm equals 1t which is relatively
high in a practical scenario wherein t = poly(log(n)). For that reason, in Phase 1 stimulated stations choose l slots to
broadcast the alert signal.
3.1. EEAA—energy efficient alert algorithm
At the beginning of the algorithm n0 stimulated stations are, by definition, notified about the alert. None of the remaining
stations is notified.
Phase 1a Each of n0 stimulated stations chooses independently at random l distinct slots from the set {T [i, j] | i ∈
[log(n)], j ∈ [k]}.
Phase 1b This phase takes all slots T [i, j] for i ∈ [log(n)], j ∈ [k].
In the slot T [i, j] :
(i) Each stimulated station, except guardians, broadcasts alarm signal, if it has chosen this slot in Phase 1a.
(ii) The guardian s(i, j) listens to other stations. If it receives the alarm signal, then it becomes notified.
Phase 2a Each of n0 stimulated stations chooses independently at random at most one slot T [log(n) + i, j] for i ∈
[log(n)], j ∈ [k]. Slot T [log(n)+ i, j] is chosen with probability pi,j = 1/(2ik).
Phase 2b This phase takes all slots T [i+ log(n), j] for i ∈ [log n], j ∈ [k].
In slot T [log(n)+ i, j]:
(i) Each stimulated station, except guardians, broadcasts alarm signal, if it has chosen this slot in Phase 2a.
(ii) The guardian s(i, j) listens to other stations. If it receives the signal, then it becomes notified.
Phase 3 This phase covers slots from T [2 log(n)+ i, j] for i ∈ [log(n)], j ∈ [k]. In the slot T [2 log(n)+ i, j]:
(i) The guardian s(i, j) broadcasts the signal if it is notified about the alert.
(ii) The guardian next to s(i, j) (i.e., s(i, j+ 1) if j ≠ k or s(i+ 1, 1) otherwise) is listening. If it receives the signal,
then it becomes notified.
Phase 4 In the slot T [3 log(n), k] + 1:
(i) The last guardian (i.e., s(log(n), k)) broadcasts the alarm signal, if it has been notified about the alert.
(ii) All other stations are listening. If they receive the alarm signal, they become notified.
It is clear that if n0 > 0, the alert algorithm is successfully executed if in at least one slot there is exactly one station
transmitting the alert signal that can be received by a guardian. In the case when none of the stations transmits, of course
the guardian cannot receive the alert signal. The same situation takes place when two or more stations transmit the signal.
Indeed, this leads to collision that is indistinguishable from silence.
Example
We demonstrate the algorithm in two cases for n0 = 2 and n0 = 10, in both cases with k = 2 and l = 5 and the total
number of stations n = 16.
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Fig. 1. Case n0 = 2, l = 5; Phase 1b
Fig. 2. Case n0 = 2, l = 5; Phase 2b
Fig. 3. Case n0 = 10, l = 5; Phase 1b
Fig. 4. Case n0 = 10, l = 5; Phase 2b
In Figs. 1–4 a black point represents a broadcasting station and a row of cells represents consecutive slots of illustrated
phase. Two or more dots in a cell mean that a collision has occurred and the message was not heard by any station. In such
case each dot represents a transmission from a different station. Note, however, that collision is not distinguishable from
the silence (represented as an empty cell). Of course, the desired situation is to have exactly one point in at least one cell (In
such case the alert signal is received by a guardian).
3.1.1. Case 1: a small number of stimulated stations
When the number of stimulated stations is small, in Phase 1b there is a slot with a single transmission with high
probability (Fig. 1). It is possible even in the case of very small number of stimulated stations, since each station broadcasts
the alarm signal l times. In Phase 2b (Fig. 2) there are too few stations to have a slot with a single transmission with high
probability.
3.1.2. Case 2: a large number of stimulated stations
When the number of stimulated stations is relatively large we expect success of the algorithm (i.e., one dot in a cell) in
Phase 2b. Phase 1b is depicted in Fig. 3 where there are much more stimulated stations than slots (so we cannot expect a
slot with exactly one broadcasting station). Phase 2b of the same experiment is presented in Fig. 4. The stations broadcast
with different, exponentially decreasing, probabilities in different groups of slots. There should be a group of slots with an
appropriate number of broadcasting stations to have a single transmission in at least one slot with high probability.
4. Analysis of the algorithm
Starting from this point log and ln denotes logarithm to base 2 and e, respectively. In our analysis we use the following
parameters: k = 11 log2(n), l = log(n)log log(n) . Suchparameters seem tobewellmotivatedbypractical reasons and are convenient
in calculations. However other choice could also be interesting.
Theorem 1 (Main Result). Our algorithm:
(i) has time complexity O(log3(n)),
(ii) has energy complexity O

log(n)
log log(n)

,
(iii) broadcasts the alert signal to all stations with probability at least 1− 3n .
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4.1. Time and energy complexity
Considering the above description one can easily see that this algorithm is performed in deterministic time O(log3(n)).
Slightly more demanding is to analyze energy effort of each station. As we assumed before, we treat listening as well as
broadcasting in a slot as a unit energy effort.
We need to consider three (possibly overlapping) types of stations:
Guarding stations: Let us note that each of these stations listens exactly once in Phase 1b, exactly once in Phase 2b and
exactly once in Phase 3. Moreover, some of these stations can broadcast in Phase 3 or 4 exactly once. So the energy
effort for this type of stations is exactly 4.
Stimulated stations: Each stimulated station broadcasts exactly l = log(n)log log(n) times in Phase 1b. Moreover, it broadcasts at
most once in Phase 2b.
Nonstimulated stations: They listen once in Phase 4.
Thus the maximal energy effort is l+ 4 = log(n)log log(n) + 4 = O

log(n)
log log(n)

as stated in Theorem 1. The most energy demanding
case is when a guarding station is also a stimulated one.
4.2. Success probability
The most difficult part of the analysis is to estimate the probability of a successful execution of the algorithm. In other
words, we need to estimate the probability that all stations are notified about the alert, if at least one station has been
stimulated (i.e., n0 > 0). Obviously, if no station has been stimulated, then the alert will not be broadcast. However, if more
than one station has been stimulated, then it is possible that they choose the same slots to broadcast the signal. This would
cause a failure of the algorithm. Our aim is to estimate the probability of all ‘‘bad events’’ provided that n0 > 0 is unknown.
In our analysis we use two probabilistic models—Bernoulli trials and balls-and-binsmodel. (For information regarding them
refer for instance to [11].)
Before we start the analysis let us recall some facts from probability theory.
Lemma 2. Let a random variable X have a binomial distribution with parameters n, p (i.e., X ∼ B(n, p)). Then for any n ∈ N+,
p ∈ (0, 1) and t ≥ 0:
– Pr(X ≥ E[X] + t) ≤ exp

−E[X]ϕ

t
E[X]

≤ exp

− t22(E[X]+t/3)

,
– Pr(X ≤ E[X] − t) ≤ exp

− t22E[X]

,
where ϕ(x) = (1+ x) ln(1+ x)− x for x > −1.
Both facts are variants of the classical Chernoff inequality (see [5, Theorem 2.1]).
Lemma 3. Let Z1, Z2, . . . Zn be independent random variables with Zk taking values inΛk. Assume that a function f : Λ1×Λ2×
· · ·×Λn → R satisfies Lipschitz condition i.e., for any two vectors z, z ′ ∈
n
k=1
Λk that differ on the ith coordinate, |f (z)−f (z ′)| ≤ ci
for some fixed ci. Then the random variable X = f (Z1, Z2, . . . , Zn) satisfies for any t > 0
Pr(X ≤ E[X] − t) ≤ exp

− 2t
2n
1 c
2
i

.
Above inequality is a variant of Azuma’s Inequality for Doob’s martingale and was proposed in [10] (see also [5]).
4.2.1. Balls and bins model
We consider m balls that are thrown sequentially into L bins. Each ball is placed in one of m bins with equal probability
and its placement is independent from other choices.
Lemma 4. Let us assume that m balls are thrown independently at random into L bins. Let X denote the number of bins that
contain afterwards exactly one ball. Then
Pr(X = 0) ≤ exp

− m
2

1− 1
L
2m−2
.
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Proof. We throw sequentially m balls into L enumerated bins. For each i ∈ [m] we define a random variable Zi : Ω → [L]
as the number of the bin where the ith ball is placed. Note that Z1, Z2, . . . , Zm are i.i.d. uniformly distributed over the set
[L]. Let X = f (Z1, Z2, . . . , Zm) be the number of bins with a single ball inside. Note also that |f (z) − f (z ′)| ≤ 2 if vectors
z, z ′ ∈ [L]m differ in one coordinate. Indeed, if the position of a single ball is changed, than the value of X can be changed of
at most 2. Note also that
E[X] = E[f (Z1, Z2, . . . , Zm)] = m

1− 1
L
m−1
.
Thus one can apply Lemma 3 to get
Pr[X = 0] = Pr[X ≤ E[X] − E[X]] ≤ exp

−1
2
m

1− 1
L
2m−2
. 
Lemma 5. Let us suppose that we have m = l · n0 < L balls. In each round l balls are placed in l distinct bins chosen at random
out of L bins. Let X denote the number of bins that contain exactly one ball after n0 rounds (i.e., after m balls are thrown). Then
Pr(X = 0) < exp

− m
2

ln
 L
2m

− 1

.
Proof. Let us define Yi as a random variable such that Yi = 1, if the ith ball was placed in a non-empty bin (i.e., a bin that
was chosen by one of the previous balls) and Yi = 0 otherwise. Let S =mi=1 Yi.
Claim 6. If S < m2 , then there is at least one bin with exactly one ball.
Indeed, let us note that if S < m2 , then more than
m
2 bins are non-empty. However, this implies that at least one bin must
have exactly one ball.
Claim 7. Let X1, . . . , Xn be arbitrary random variables with finite first moment. Let Yi = Yi(X1, . . . , Xi−1). If E[Yi|Yi−1,
Yi−2, . . . , Y1] ≤ p, then for each j:
Pr
 n
i=1
Yi ≥ j

≤ Pr B(n, p) ≥ j.
This claim can be proved by a simple coupling argument.
It is easy to see that in our case E[Yi|Yi−1, Yi−2, . . . , Y1] < mL . Indeed, at every step i at most m − 1 bins are non-empty.
Applying Claim 7 to S we get:
Pr

S ≥ m
2

≤ Pr

B

m,
m
L

≥ m
2

= Pr

B

m,
m
L

≥ m
2
L
+ m
2
− m
2
L

.
Using Lemma 2 with t = m2 − m
2
L and
t
E[X] = tE[B(m,mL )] =
L
2m − 1 we finally get
Pr

S ≥ m
2

≤ exp

−m
2
L

L
2m
ln

L
2m

− L
2m
+ 1

≤ exp

−m
2

ln

L
2m

− 1

.
Together with Claim 6 it completes the proof of Lemma 5. 
To prove Theorem 1 we need to show that probability of successful broadcasting is greater or equal 1 − 3/n for any
1 ≤ n0 ≤ n. We consider two cases. In the first case, when n0 is small, we show that at least one listening station (i.e.,
guardian) in Phase 1b is notified about the alert by one of n0 stimulated stations. In other words, we show that there is at
least one slot such that exactly one stimulated station broadcasts. Then we show that if n0 is large, then in Phase 2b at least
one listening station is notified. Of course, if at least one listening station is notified in Phase 1b or in Phase 2b, then all
stations will be notified about the alert in Phase 4. So the algorithm is successfully finished.
4.2.1.1. Case 1: n0 ∈ [1, 2 log2(n)]. Let us suppose that n0 < 2 log2 n. In Phase 1a, each of n0 stimulated stations tries to
broadcast the alert signal in log(n)log log(n) randomly chosen out of 11 log
3(n) slots in Phase 1b. We estimate the probability that
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at least one of them will be successful. We can use Lemma 5 with parametersm = n0 · log(n)log log(n) and L = 11 log3(n). Namely,
probability that in none of 11 log3(n) slots exactly one station broadcasts is smaller than:
exp

−m
2

ln

L
2m

− 1

= exp

− n0 log(n)
2 log log(n)

ln

11 log3(n) log log(n)
2n0 log(n)

− 1

= exp
− ln11 log3(n) log log(n)
2en0 log(n)
 n0 log(n)
2 log log(n)
 = 2en0 log(n)log log(n)
11 log3(n)
 n0 log(n)
2 log log(n)
<
2e
5.5

n0
2 log2(n) log log(n)
 n0
2 log2(n) log log(n)
log3(n)
.
Note that the function f (n) = n0
2 log2(n) log log(n)
< 1e for all consideredn0 as long asn > 95.Moreover x
x is strictly decreasing
in the interval [0, 1/e]. Thus the above expression is for all n0 ∈ [1, 2 log2(n)] limited by
1
2 log2(n) log log(n)
 1
2 log2(n) log log(n)
log3(n)
= 1
n
2 log log(n)+log log log(n)+1
2 log log(n)
<
1
n
.
Corollary 1. If n0 ∈ [1, 2 log2 n], then with probability higher than 1 − 1n exactly one station broadcasts the alert signal in
Phase 1b.
4.2.1.2. Case 2: n0 ∈ [2 log2(n)+ 1, n]. This case, for which we dedicate Phases 2a and 2b, is more difficult. First, let us note
that in this case each stimulated station tries to broadcast the signal in one of groups T [i+ log(n), ∗]with probability 1/2i.
After a particular group is chosen, a slot T [i + log(n), j] is chosen with probability 1/(11 log2(n)) for each j (i.e., uniformly
at random in the chosen group).
Let Xi denote the number of stimulated stations that decided in Phase 2b to broadcast in the group of slots T [i+log(n), ∗].
It is easy to see that random variable Xi, for 1 ≤ i ≤ log(n) has binomial distribution with parameters (n0, 2−i). It implies
that E[Xi] = n02i .
We show that with high probability there is a group of slots with approximately log2(n) broadcasting stations:
Lemma 8. For any n0 ∈ [2 log2(n)+ 1, n] there exists such i0 that
Pr({Xi0 < 0.5 log2(n)} ∪ {Xi0 > 3 log2(n)}) ≤
2
n
.
Proof. Let us note that for the assumed values of n0 there must exist such i0 that log2(n) ≤ E[Xi0 ] = α log2(n) ≤ 2 log2(n).
This follows immediately from the fact that E[Xi] = n02i . Of course, Xi0 has binomial distribution with parameters (n0, 2−i0),
so for any β such that α > β > 0, by Lemma 2 we have: Pr(Xi0 < (α − β) log2(n)) < exp

− β2 log2(n)2α

. Let us substitute
β = α − 0.5. Since (α−0.5)22α ≥ 18 for α ∈ [1, 2], we get for sufficiently large n
exp

− (α − 0.5)
2
2α
log2(n)

≤ exp

− 1
8
log2(n)

≤ 1
n
.
By analogy, using again Lemma 2 we get for sufficiently large n
Pr(Xi0 > 3 log
2(n)) ≤ Pr(Xi0 > α log2(n)+ log2(n)) ≤ exp

− log
2(n)
2α + 2/3

<
1
n
.
We conclude that the probability that Xi0 is not in the interval [0.5 log2(n), 3 log2(n)]
is smaller than 2n . 
Let us now consider a group of slots T [i0+ log(n), ∗], withm ∈ [0.5 log2(n), 3 log2(n)] broadcasting stimulated stations.
Such group exists by Lemma 8 with probability at least 1− 2n .
Each slot in this group is chosen with the same probability equal 1/(11 log2(n)). ByA let us denote the event that none
of the slots in the group T [i0 + log(n), ∗] is chosen by exactly one stimulated station. Using Lemma 4 we get
Pr(A) ≤ exp

− m
2

1− 1
11 log2(n)
2m−2
.
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We assumed thatm ∈ [0.5 log2(n), 3 log2(n)]. Let us investigate the function F(x) = x2

1− 1
11 log2(n)
2x−2
. One can easy
observe that it has exactly one local maximum on [0,∞). Since F(0.5 log2(n)) > log(n) and F(3 log2(n)) > log(n), we get
that F(x) > log(n) for x ∈ [0.5 log2(n), 3 log3(n)]. On the other hand, we have
Pr(A) ≤ exp(−F(m)) < exp(− log(n)) < exp(− ln(n)) = 1
n
.
Finally, with probability 1− 1/n the alert signal is successfully broadcast in at least one slot in the group T [i0 + log(n), ∗],
conditioned upon the event thatm ∈ [0.5 log2(n), 3 log2(n)] (Lemma 8). Thus there exist a slot in Phase 2b with exactly one
broadcasting station with probability at least 1− 2/n− 1/n. We can state the following corollary:
Corollary 2. If there is n0 > 2 log2(n) stimulated stations, then with probability greater than 1 − 3n there is a slot in Phase 2b
with exactly one broadcasting station.
From Corollaries 1 and 2 we have that for any number of stimulated stations at least one station successfully broadcasts
during Phase 1b or 2b with probability at least 1− 3n . This suffices to broadcast the alert signal to other stations in Phases 3
and 4. This concludes the proof of Theorem 1. 
4.3. Extensions
4.3.1. Detectors
Let us note that in our protocol we have in fact two subsets of nodes - ‘‘guardians’’ (a small subset) and regular nodes
(i.e., ‘‘detectors’’) acting in some sense independently. Let us note that guardians have O(1) energetic complexity. On the
other hand detectors do not have to receive any information. Indeed, we can use extremely simple devices as detectors. In
particular, theydonot have to be able to adapt to the behavior of any other station. They also donot have to bedistinguishable
(no unique ID is necessary). The only substantial requirement is a simple randombit generator (e.g., based on physical impact
of the event to be detected—like temperature). Moreover, since the algorithm guarantees high success probability for any
number of stations smaller than a fixed n, it is unnecessary to know the exact number of the detectors. It is enough to know
a rough upper bound for n. For that reason one can add a number of detectors long after the initial deployment (i.e., for
replacing the damaged ones or for increasing network density).
4.3.2. Guardians
Another important issue is an algorithm for the ‘‘guardians’’ collecting the signals from detectors. Such a protocol can
be improved in terms of the number of stations/immunity against node failures for the price of increasing energetic/time
complexity. For instance, if approximation of n is known, we can get various trade-offs tailored for a particular scenario. One
of the possible approaches providing robustness is to randomly and independently assign guardians to slots. For example
each node can decide to become a guardian with probability O((L log n)/n), where L is the number of slots with guardians.
Than it chooses one of L slots with probability 1/L. In effect we have O(log(n)) candidates for the guardian in each slot w.h.p.
After that, a leader is chosen in each group and the leaders are responsible for distributing alert. In such a way we
obtain trade-offs between energy use, time and the number of guardians. In such an approach we do not need to know
the exact number of guardians in advance or to enumerate them.We analyzed the protocol, however, in the basic formwith
enumerated ‘‘guardians’’, as described above.
Let us also note that even in the case of a fixed set of enumerated guardians they can be periodically changed, i.e., if in the
Nth run of the algorithm, station p performed some special task, then in the run N + 1 this task is performed by the station
p+ F mod n, where F is the number of listening stations participating in the algorithm.
4.3.3. Division into phases
Let us note that dividing the algorithm into phases 1a, 1b and 2a, 2bwasmotivated by the need to take care of situations
when we have, respectively, a small and a large number of stimulated stations. For that reason it is possible to partially
‘‘compress’’ both phases and improve time complexity. However, the improvement is not substantial (asymptotic) while
the analysis and the description of this algorithm become more difficult. Similarly, some small improvements can be easily
applied to limit the number of broadcasts of guarding stations.
5. Lower bound
In this sectionwe show that there is a trade-off between time and energy cost for alert algorithms. In particular, we show
that every Monte Carlo type algorithm with polylogarithmic time of execution and high probability of correct answer has
energy cost at least such as our algorithm, provided that detectors cannot adapt to behavior of other stations (e.g., because
they do not have receivers).
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Theorem 9. Every randomized alert algorithm such that detectors cannot adapt to behavior of other stations and terminates with
correct state of all stations with probability at least 1− 1/n with a fixed runtime t < n has energetic complexity l > log(n/2)log(t) .
Proof. By a broadcasting pattern of a particular station we understand a string of length t with a 1 on position i, where i ≤ t ,
if the station activates its transmitter at step i. Since we have assumed that each station can broadcast at most l times, all
broadcasting patterns belong to set P = {x ∈ (0, 1)t |HAMMING(x) ≤ l} , i.e., to the set of binary strings of length t having
at most l ones. To each pattern we can assign a unique label in [|P|] = {1, . . . , |P|}. A strategy of broadcasting for a station
is a set of rules of choosing a particular broadcasting pattern. In general, strategies can be randomized. We can identify a
strategy of a particular stationwith a random variable with values in set P . So a strategy of the ith station can be represented
as a vector
S ∈

p1, . . . , p|P|
 ∈ [0, 1]|P|  |P|
i=1
pi = 1

,
where p(i)j is a probability that the jth broadcasting pattern is used by the ith station.
For two strategies S(1), S(2) we define their product as
S(1) ◦ S(2) =
|P|
j=1
p(1)j · p(2)j
and their sum as
S(1) + S(2) =

p(1)1 + p(2)1 , . . . , p(1)|P| + p(2)|P|

.
We use the following auxiliary Claim.
Claim 10. Let us consider a function F(p) =
|P|
i=1
(pi)2 , for p = (p1, . . . , p|P|) ∈ [0, 1]|P| with|P|i=1 pi = A.
Then:
(i) F(p) ≤ A2,
(ii) F(p) reaches its minimum A
2
|P| for p0 =

A
|P| ,
A
|P| , . . . ,
A
|P|

.
The first statement is a direct consequence of the Cauchy–Schwartz inequality ([13]). Second statement follows from
simple equations:
F(p) =
|P|
i=1
(pi)2 =
|P|
i=1

pi − A|P|
2
+ 2
|P|
i=1
A
|P|pi −
|P|
i=1
A2
|P|2
=
|P|
i=1

pi − A|P|
2
+ A
2
|P| .
Let us note that if two stations choose the same pattern, then it always leads to a failure of the algorithm. Indeed, there is
silence or conflict in each slot and this state exactly the same as if none of station is stimulated. If we have only two stations
in the system it is easy to avoid such a situation by designing appropriate strategies to each station. For example they can
have assigned patterns with disjoint slots to broadcast the signal. If the number of stations is much higher than number of
slots the situation is much more complicated. Let Ai,j denote the probability that stations i and j choose the same pattern
according to their strategies S(i), S(j), respectively. It is clear that Pr(Ai,j) = S(i) ◦S(j). To guarantee the success of algorithm
with overwhelming probability for an arbitrary choice of stimulated stations we need to have in particular Pr(Ai,j) < 1n for
any i ≠ j ∈ [n]. This implies that S(i) ◦ S(j) < 1n for all i ≠ j ∈ [n]. Thus,

i≠j

S(i) ◦ S(j) < 2n2 1n . Let us note that in such a
case 
j∈[n]
S(j)

◦

j∈[n]
S(j)

=

i≠j
S(i) ◦ S(j) +

i∈[n]

S(i) ◦ S(i)
∗
< 2

n
2

1
n
+

j∈[n]

S(j) ◦ S(j) ∗∗≤ n− 1+ n · 1 = 2n− 1.
The inequalitymarked as (∗) is due to the assumption that the product of strategies of two different stationsmust be smaller
than 1n ; the inequality marked as (∗∗) is a consequence of Claim 10 (i).
On the other hand, by Claim 10 (ii) we have
 
i∈[n]
S(i)

◦
 
i∈[n]
S(i)

≥ n2|P| . This implies in particular that n
2
|P| ≤ 2n − 1.
Thus, |P| > n22n−1 > n2 . Since |P| =
l
i=0
t
i

< t l, for l < t , we get the bound l > log(n/2)log(t) . 
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6. Open questions and final remarks
We presented an efficient alert algorithm for single-hop radio networks with polylogarithmic time complexity and
sublogarithmic energy complexity. We believe that, depending on demands of particular system, one can easily change
analyzed parameters to get better time or successes probability. One of the open questions we find important from the
practical point of view is the immunity of the algorithm if we assume malicious behavior of some devices.
Another open problem is to design an algorithm that would alert at least a fixed fraction of stations instead of all of them.
Also expanding this approach to multi-hop systems seems to be non-trivial, except for some simple cases.
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