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Sommaire
L’informatique est de plus en plus utilisée pour résoudre des problèmes dans divers
domaines. C’est ainsi qu’avec l’accroissement des données biologiques générées par les
techniques expérimentales à haut débit, la bio-informatique intervient pour tirer profit
de ces masses de données et contribuer à l’avancement des connaissances en sciences
biologiques. La bio-informatique est un domaine interdisciplinaire ayant pour but
d’étudier et de résoudre des problèmes computationnels issus des sciences biologiques.
Un des problèmes intemporels étudié en bio-informatique est la reconstruction
de l’histoire évolutive de génomes, qui sous-entend essentiellement celle des gènes.
Les gènes sont le support de l’information génétique et sont les unités de base de
l’hérédité. De nos jours, un grand nombre de maladies, telles les cancers, ont une base
génétique. Une bonne compréhension de l’évolution des gènes permettrait de mieux
comprendre les processus impliqués dans ces maladies pour mieux les traiter. De plus,
les connaissances sur l’évolution de gènes sont utiles pour la prédiction et l’annotation
de nouveaux gènes.
Il a été montré que les gènes eucaryotes subissent un phénomène d’épissage al-
ternatif qui permet aux gènes de produire plusieurs transcrits différents afin de se
diversifier fonctionnellement. C’est dans ce contexte que se situe cette thèse de doc-
torat. L’objectif de la thèse est de définir des modèles et des algorithmes efficaces
et précis pour la segmentation de séquences biologiques et la reconstruction de leurs
histoires évolutives en tenant compte de l’épissage alternatif. Dans cette thèse, j’ai
contribué à accroître les connaissances scientifiques en introduisant et en formalisant
des modèles d’évolution de transcrits et de gènes. Nous avons proposé deux algo-
rithmes pour la segmentation de transcrits alternatifs. Nous avons également proposé
un outil de simulation de l’évolution des séquences biologiques et un outil de visuali-
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sation de coévolution. Pour chacun des modèles et algorithmes proposés, nous avons
développé des applications pour permettre l’utilisation facile de nos outils.
Mots-clés: Épissage alternatif ; Arbres phylogénétiques ; Segmentation de séquences,
Simulation de l’évolution de séquences ; Réconciliation phylogénétiques ; Arbres de
transcrits ; Arbres de gènes.
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Contexte
La comparaison des génomes permet de mieux comprendre le fonctionnement
des organismes, des espèces et leur évolution. L’annotation des génomes apporte des
connaissances supplémentaires sur les processus biologiques qui se déroulent dans les
cellules du vivant. Le génome écrit sur un alphabet d’Acide DésoxyriboNucléique
(ADN) qui est souvent décrit comme le livre de la vie est unique à chaque être
vivant. Il contient toutes les informations régissant le développement, le fonctionne-
ment et la reproduction des êtres vivants. Depuis plus d’un siècle, de nombreuses
recherches ont été menées afin de décrypter chacune des pages de ce précieux livre.
Une meilleure compréhension du fonctionnement des séquences d’ADN permet de faire
face aux facteurs de dysfonctionnement de l’ADN des êtres vivants. Les recherches
sur l’ADN sont aussi diverses qu’intéressantes. Des exemples de questions étudiées en
bio-informatique sont l’annotation des génomes, la comparaison des séquences bio-
logiques, la segmentation des séquences biologiques, la prédiction des fonctions des
séquences et la reconstruction de phylogénies. Dans le cadre de la reconstruction
des phylogénies, il peut s’agir de reconstruire l’évolution d’un ensemble d’espèces,
d’un ensemble de gènes ou de tout autre ensemble d’entités reliées en étudiant leurs
séquences. Les travaux sur la segmentation des séquences servent par exemple à iden-
tifier et caractériser des groupes de séquences afin de déduire les fonctions biologiques
de nouvelles séquences. Les travaux sur la comparaison des génomes de l’humain et
de la souris ont permis par exemple de constater qu’environ 99% des gènes humains
ont des homologues chez la souris. Cette information permet de comprendre que les
humains et les souris partagent une grande proportion de fonctions biologiques com-
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parables. En plus de contribuer à accroître notre compréhension du fonctionnement
des espèces, ces connaissances sont utilisées pour la recherche de traitements pour des
maladies en laboratoire. D’autres sujets d’étude s’intéressent également à reconstruire
l’histoire évolutive des gènes. Ils ont pour but de découvrir comment un ensemble de
gènes a évolué depuis un ancêtre commun. De nombreuses études ont montré que les
gènes eucaryotes ont la capacité de produire plus d’un transcrit par le mécanisme de
l’épissage alternatif, et que ces transcrits peuvent avoir des fonctionnalités différentes,
permettant ainsi aux gènes de diversifier leurs fonctions. De ce fait, la reconstruction
des phylogénies de gènes et de transcrits doit prendre en compte le mécanisme d’épis-
sage alternatif, qui joue un rôle très important du point de vue fonctionnel. C’est dans
ce contexte que s’inscrit l’objectif de cette thèse : la segmentation des séquences et la
reconstruction de leurs histoires évolutives en tenant compte de l’épissage alternatif.
Objectifs
Étant donné une famille de gènes qui est composée d’un ensemble de gènes ho-
mologues appartenant à un ensemble d’espèces, et un ensemble de transcrits produits
par les gènes de cette famille, l’objectif général de cette thèse est de proposer une
méthode de segmentation et de reconstruction de l’histoire évolutive des séquences
issues de cette famille de gènes. Plus spécifiquement, les questions étudiées sont les
suivantes :
1. Définir un modèle pour l’évolution des transcrits et pour l’évolution des gènes
tenant compte de l’épissage alternatif ;
2. Définir une méthode pour la reconstruction des arbres de gènes et des arbres de
transcrits tenant compte de l’épissage alternatif ;
3. Définir un modèle pour la segmentation des séquences de transcrits tenant
compte de l’épissage alternatif ;
4. Développer un outil de visualisation spécifique à la coévolution d’espèces, de
gènes et de transcrits.
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Méthodologie
Dans le cadre de cette thèse, j’ai suivi un processus exploratoire qui consiste à
étudier un ensemble de problématiques connexes. La première problématique abor-
dée est celle de la reconstruction des phylogénies des transcrits et des gènes. Après
avoir cerné les limites des travaux actuels, nous avançons qu’il est important de dis-
tinguer les phylogénies de gènes de celles des transcrits. Par la suite, nous présentons
un modèle de coévolution entre des gènes et des transcrits, qui mène à deux pro-
blèmes algorithmiques portant sur la reconstruction d’arbres de gènes et de transcrits.
Un algorithme basé sur la segmentation hiérarchique avec chevauchement est égale-
ment proposé. Ensuite, nous nous intéressons à l’évaluation de la qualité des arbres
phylogénétiques obtenus. Étant donnée l’absence de données de référence réelles sur
l’évolution d’ensembles de transcrits, nous explorons l’alternative de la simulation
de l’évolution des gènes et transcrits. C’est ainsi qu’un modèle et une application
pour simuler l’évolution des gènes et des transcrits en tenant compte de l’épissage
alternatif ont été proposés. Ensuite, nous avons revisité l’algorithme de segmentation
hiérarchique de séquences biologiques afin de repousser un certain nombre de limites.
Le nouvel algorithme proposé intègre une mesure de similarité qui, en plus de te-
nir compte de la séquence, prend également en compte la structure d’épissage. Cet
algorithme présente aussi une meilleure approche pour identifier le nombre optimal
de groupes et la répartition des séquences dans ces groupes. L’utilisation de cet algo-
rithme permet d’améliorer la qualité des arbres reconstruits. Enfin se pose la question
de la visualisation. Nous avons développé le premier outil de visualisation conjointe
de l’évolution d’un ensemble de transcrits dans un arbre de gènes et de l’évolution
d’un ensemble de gènes dans un arbre d’espèces. Les problématiques étudiées dans
cette thèse s’intègrent dans le thème global de recherche du laboratoire de recherche
CoBiUS qui s’intéresse au développement de modèles et algorithmes innovants pour
la reconstruction de l’évolution des génomes et de leurs composants.
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Contributions
Nos travaux contribuent à l’avancement de la science de deux manières : par les
publications scientifiques et par les applications développées. Nous abordons la ques-
tion de reconstruction conjointe d’arbres de transcrits et d’arbres de gènes dans notre
premier article intitulé «Reconstructing protein and gene phylogenies using reconcilia-
tion and soft-clustering» et publiée dans Journal of Bioinformatics and Computational
Biology. Nous y proposons une méthode de segmentation des séquences biologiques
et une autre de correction des arbres de gènes. Notre second article intitulé «Sim-
SpliceEvol : Alternative splicing-aware simulation of biological sequence evolution»
et publié dans BMC Bioinformatics décrit formellement le modèle d’évolution d’un
ensemble de transcrits dans un arbre de gènes, et permet de simuler l’évolution des
séquences de transcrits et de gènes en tenant compte de l’épissage alternatif. Les sé-
quences obtenues peuvent ensuite servir de références pour des tests de méthodes de
reconstruction phylogénétique. Dans notre troisième article intitulé «Choosing repre-
sentative proteins based on splicing structure similarity improves the accuracy of gene
tree reconstruction» et soumis à BioRXiv, nous proposons une nouvelle mesure de
similarité adaptée aux transcrits alternatifs, et nous présentons un nouvel algorithme
pour la segmentation non supervisée des transcrits et la reconstruction d’arbres de
gènes. Dans notre quatrième article intitulé «DoubleRecViz : A Web-Based Tool for
Visualizing Transcript-Gene-Species reconciliation» et soumis à Bioinformatics, nous
proposons un outil pour visualiser des coévolutions à l’échelle des transcrits, des gènes
et des espèces.
Structure de la thèse
La thèse est organisée comme suit :
— L’introduction de la thèse présente le contexte dans lequel sont réalisés les tra-
vaux, puis les objectifs, la méthodologie utilisée, les contributions et la struc-
ture des chapitres suivants.
— Le chapitre 1 présente les notions de base en biologie et en évolution nécessaires
pour mieux comprendre la suite du document.
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— Le chapitre 2 effectue un état de l’art des méthodes de reconstruction et de
correction des arbres phylogénétiques. Il met l’accent sur les arbres de gènes
et les arbres de transcrits.
— Le chapitre 3 aborde la problématique de reconstruction d’arbres de gènes,
d’arbres de transcrits et la segmentation d’ensembles de transcrits.
— Le chapitre 4 porte sur la simulation de l’évolution des séquences biologiques
en tenant compte de l’épissage alternatif.
— Le chapitre 5 traite de la comparaison, de la segmentation non supervisée des
séquences et de la reconstruction des arbres de gènes.
— Le chapitre 6 présente un outil interactif de visualisation de l’évolution conjointe
des transcrits, des gènes et des espèces.
— La conclusion récapitule les contributions abordées dans cette thèse et les dif-
férentes perspectives d’application.
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Chapitre 1
Notions de base en biologie et
évolution
Le but de ce chapitre est de présenter les concepts de base en biologie et en
évolution nécessaires à la compréhension de cette thèse. La première section définit par
ordre d’inclusion les concepts de cellule, de chromosome, d’acide désoxyribonucléique
(ADN), de gène, d’acide ribonucléique (ARN), de protéine, d’épissage alternatif, et
de famille de gènes. La seconde section décrit les modèles d’évolution des espèces et
des gènes. La dernière section présente quelques modèles et outils bio-informatiques
de base pour l’alignement et la segmentation des séquences biologiques homologues.
1.1 Objets biologiques
1.1.1 Cellule
La cellule est la plus petite unité capable de remplir de façon autonome toutes les
fonctions de la vie. Tout organisme vivant est constitué d’une ou plusieurs cellules.
On distingue deux grands groupes d’organismes, à savoir : les Procaryotes et les Eu-
caryotes. Les Procaryotes sont des êtres unicellulaires, dépourvus de noyau et bordés
d’une membrane. Les cellules des Eucaryotes sont généralement de plus grande taille,
avec un noyau bordé d’une membrane. Indépendamment du type d’organisme, toutes
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les cellules disposent d’une membrane plasmique, qui contient du cytoplasme et un
matériel génétique sous forme d’acide désoxyribonucléique. La figure 1.1 illustre la
structure d’une cellule des eucaryotes. Elle présente ses principaux composants dont
le noyau qui contient le chromosome.
Figure 1.1 – Structure de la cellule des eucaryotes. Source : Encyclopædia Britannica,
Inc.
1.1.2 Chromosome
Le chromosome, qui se trouve dans le noyau chez les cellules eucaryotes, est une
structure cellulaire microscopique composée du matériel génétique. Tout être vivant
dispose d’un nombre de chromosomes. Par exemple, la souris, le gorille et l’homme
disposent respectivement de 20, 24 et 23 paires de chromosomes. La figure 1.2 illustre
un chromosome extrait du noyau d’une cellule eucaryote.
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1.1.3 ADN
L’ADN est une macromolécule qui une fois assemblée en une séquence nommée gé-
nome, porte toute l’information génétique d’un organisme, on parle alors de génome.
Cette molécule encode des composants responsables de la production des ARN, des
protéines, du métabolisme et de la reproduction des cellules. Somme toute, l’ADN
permet la reproduction, le développement et le fonctionnement des êtres vivants.
Concernant sa structure, l’ADN se présente comme un ensemble de deux brins en-
roulés l’un autour de l’autre pour former une double hélice comme présentée sur la
figure 1.2 ci-contre. Chaque brin est composé d’une succession de quatre acides nu-
cléiques. Ces nucléotides sont l’adénine (A), la cytosine (C), la guanine (G) ou la
thymine (T). De façon plus formelle, l’ADN peut être défini comme un mot utilisant
un alphabet composé de A, C, G et T. Un exemple de mot ADN serait la séquence :
ATGGTGACAGAGTGGCAGAGTGCGACTTCTCCGAGTTGCTCG.
Figure 1.2 – Illustration d’une molécule d’ADN provenant du chromosome d’une
cellule d’eucaryote. Source : National Human Genome Research Institute
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1.1.4 Gène
Le gène est une portion de l’ADN qui encode des produits fonctionnels. C’est
une composante de l’ADN qui contrôle partiellement ou totalement l’expression des
caractéristiques chez tout être vivant. Le gène est aussi le support de l’évolution, car
il est transmis aux générations suivantes avec des possibles mutations.
1.1.5 ARN
L’ARN est une séquence de nucléotides composée de l’adénine (A), de la guanine
(G), de la cytosine (C) et de l’uracile (U). L’ARN est une copie d’un segment de brin
d’ADN qui diffère de la séquence d’ADN par le fait que la thymine (T) est remplacée
par l’uracile (U). L’ARN peut être lu par des ribosomes pour permettre la synthèse
de protéines ; dans ce cas il est dit ARN codant. Il peut être directement impliqué
dans des fonctions au sein de la cellule, dans cet autre cas il est dit ARN non codant.
L’ARN provient de la transcription du gène. La figure 1.3 illustre la transcription d’un
gène pour former un ARN. Un exemple d’ADN transcrit en ARN s’illustre comme
suit :
- ADN
ATGGTGACAGAGTGGCAGAGTGCGACTTCTCCGAGTTGCTCG
ARN
AUGGUGACAGAGUGGCAGAGUGCGACUUCUCCGAGUUGCUCG
1.1.6 Épissage alternatif
L’épissage alternatif est le mécanisme utilisé par les cellules pour diversifier la
production des ARN matures à partir de la séquence d’un même gène. Le mécanisme
d’épissage permet à l’ARN de subir des étapes de coupures et ligation qui mènent
à l’élimination de certains segments dont le résultat final est l’ARN mature. Les
segments conservés sont appelés exons tandis que les segments éliminés par l’épissage
sont appelés introns. L’épissage alternatif permet d’avoir différentes combinaisons
d’exons que l’on nomme isoformes à partir d’un même gène. La figure 1.3 présente un
ARN qui va subir l’épissage alternatif pour produire trois ARN matures. On distingue
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cinq types d’épissage alternatif.
Figure 1.3 – Épissage alternatif permettant la production de trois protéines à partir
d’un ARN. Source : en.wikipedia.org/wiki/Alternative_splicing
La figure 1.1.6 illustre les cinq mécanismes de l’épissage alternatif.
1. Extrémité 5 prime alternative : il existe plusieurs positions possibles de début
du site d’épissage dans l’intron ;
2. Extrémité 3 prime alternative : il existe plusieurs positions possibles de fin du
site d’épissage dans l’intron ;
3. Exon cassette : un exon est inclus dans un ARN mature et pas dans un autre ;
4. Exons mutuellement exclusifs : deux exons qui ne peuvent être simultanément
inclus dans un ARN mature ;
5. Rétention d’introns : un intron est retenu pour faire partie d’un ARN mature.
1.1.7 Protéine
Les protéines sont l’une des molécules les plus abondantes dans les organismes
vivants. Elles sont responsables d’un ensemble de fonctions parmi lesquelles la cataly-
sation des réactions métaboliques, la réplication de l’ADN, le transport des molécules
d’un endroit à un autre, etc.
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Figure 1.4 – I
llustration des cinq mécanismes de l’épissage alternatif. a) extrémité 5 prime
alternatives, b) extrémité 3 prime alternatives, c) cassette exon, d) exons
mutuellement exclusifs et e) rétention d’introns.
La protéine est à l’image de l’ADN, c’est un mot formé avec un alphabet de vingt
acides aminés. Elle provient de la traduction de l’ARN codant par un processus bio-
logique nommé traduction qui convertit chaque triplet d’ARN, appelé codon, en un
acide aminé. L’ensemble des acides aminés et l’ensemble des règles de traduction sont
donnés par le tableau 1.5. L’exemple suivant illustre une séquence d’ARN traduite en
protéine :
>ARN mature
AUG GUG ACA GAG UGG CAG AGU GCG ACU UCU CCG AGU UGC UCG
>Protéine
M V T E W Q S A T S P S C S
1.1.8 Séquences codantes
Une séquence codante en anglais CoDing Sequence (CDS) est une région de l’ADN
ou de l’ARN dont la séquence détermine la séquence d’acides aminés dans une pro-
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Figure 1.5 – Le code génétique standard. Source : National Human Genome Research
Institute
téine.
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1.2 Modèles d’évolution des espèces et des gènes
Les arbres phylogénétiques sont généralement utilisés pour représenter l’évolu-
tion d’un ensemble d’espèces, gènes ou alors d’une d’une séquences biologique. Cette
présente les principaux arbres phylogénétiques.
1.2.1 Évolution des espèces
Un arbre d’espèces S sur un ensemble d’espèces S est un arbre enraciné dans
lequel, les feuilles représentent les espèces de S. Chaque nœud interne représente
un événement de spéciation, qui correspond au moment où une espèce ancestrale se
scinde en deux espèces descendantes génétiquement différentes et qui ne peuvent plus
se reproduire ensemble. Le nœud racine est l’ancêtre commun de toutes les espèces
qui sont aux feuilles. La figure 1.6 illustre un exemple d’arbre d’espèces.
Figure 1.6 – Arbre phylogénétique de quatre espèces : aux feuilles on observe comme
espèces l’humain, le chimpanzé, le lapin et la souris
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1.2.2 Évolution des gènes
Un arbre de gènes G sur un ensemble de gènes G est un arbre enraciné dans
lequel, les feuilles représentent les gènes de G. Chaque nœud interne représente soit
un événement de spéciation soit de duplication. Une spéciation de gène est induite
par la spéciation d’espèce alors qu’une duplication de gène signifie que la copie d’un
gène apparaît dans une même espèce. Le nœud racine est le gène ancestral commun
de tous les gènes situés aux feuilles. La figure 1.7 illustre un arbre de gènes.
Figure 1.7 – Arbre de gènes sur un ensemble de dix gènes. Les carrés rouges re-
présentent les nœuds de duplication, et les cercles blancs représentent les nœuds de
spéciation. Les étiquettes des nœuds internes représentent les gènes ancestraux.
La notion d’arbre de gènes, est liée à celle de famille de gènes. Une famille de gènes
est un ensemble de gènes qui descendent d’un ancêtre commun au travers d’événe-
ments de spéciations et duplications. Dans l’exemple de la figure 1.7, l’ensemble de
gène {b0, b1, a2, b2, c1, a3, b3, c2, c3, d3} constitue une famille de gène. Les gènes d’une
même famille de gène sont dits homologues. De façon plus générale, deux séquences
sont dites homologues si elles descendent d’une même séquence ancestrale. Deux gènes
sont paralogues (respectivement. orthologues) lorsque leur plus proche ancêtre com-
mun dans l’arbre des gènes a subi une duplication (respectivement spéciation). Par
exemple (b0, b1), (b0, a2), (b0, b2) sont trois exemples de gènes paralogues. (b0, c1),
(b1, c1), (a2, b2) sont trois exemples de gènes orthologues.
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1.2.3 Comparaison d’arbres
Le AU test (approximately unbiased test) [59] est une méthode qui permet de
comparer un ensemble d’arbres. Elle consiste à comparer la vraisemblance de chaque
arbre qui est calculée à partir du bootstrap à plusieurs échelles. Par la suite, en se
basant sur la comparaison des ces valeurs de vraisemblance obtenues, les arbres ayant
un faible support statistique sont rejetés.
1.3 Identification et représentation des séquences
homologues
1.3.1 Alignement de séquences biologiques
Étant donné un ensemble de séquences d’ADN, de séquences d’ARN ou de sé-
quences de protéines, un alignement de ces séquences permet de les superposer dans
le but d’identifier les sous-chaînes conservées et de maximiser le score de similarité
entre les séquences. L’alignement des séquences est par la suite utilisé d’une part pour
identifier les régions conservées au cours de l’évolution depuis une séquence ancestrale
commune, et d’autre part pour la reconstruction des arbres phylogénétiques. Dans un
alignement de séquences, les résidus d’une colonne peuvent être identiques. On par-
lera alors de résidus conservés (match). Si les résidus sont différents, on parlera de
mutation (mismatch). On peut finalement observer parmi les résidus le caractère "-"
qui symbolise l’insertion ou la délétion d’un résidu. Lorsque le nombre de séquences
à aligner est égal à deux, on parle d’alignement par paire. Si ce nombre est stric-
tement supérieur à deux, on parle d’alignement multiple. La figure 1.8 illustre un
exemple d’alignement multiple de séquences. Dans la littérature, il existe trois grands
types d’alignement de séquences. Chacun de ces types a des spécificités qui sont en
compétition les unes avec les autres dans des contextes spécifiques.
Le premier type d’alignement est l’alignement global résolu par l’algorithme de
Needleman et Wunsch[46]. Il est utilisé pour aligner les séquences sur toutes leurs
longueurs. Il est généralement utilisé quand les séquences alignées sont de longueur
similaire. Cet algorithme peut être utilisé pour aligner les séquences illustrées sur la
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Figure 1.8 – Illustration de l’alignement multiple. On observe ici des colonnes dans
lesquelles les résidus sont tous conservés et qui ont la même couleur. Les colonnes aux
couleurs différentes indiquent la présence des mismatch.
figure 1.8 car ces séquences ont des longueurs similaires.
Le second type d’alignement est l’alignement local, celui de Smith et Waterman[61],
qui est utilisé pour rechercher et aligner uniquement les motifs les plus conservés entre
les deux séquences.
Le troisième et dernier type est l’alignement semi-global, utilisé quand une des sé-
quences est incluse dans l’autre ou quand on s’autorise des insertions et délétions aux
extrémités qui ne seront pas prises en compte dans le score de l’alignement.
1.3.2 Regroupement des séquences biologiques
Étant donné un ensemble de séquences (ADN, ARN ou protéines), le regroupement
est une opération visant à répartir les séquences dans des groupes dont chacun com-
porte des séquences similaires et différentes des autres. En d’autres termes, on cherche
à cerner un ensemble de groupes ayant un maximum de similarité entre eux tout en
minimisant la similarité entre les séquences de deux groupes. Ces groupes constituent
des ensembles de séquences homologues qui sont utilisés par la suite pour prédire
de nouvelles fonctions biologiques ou de nouveaux gènes, ou pour la reconstruction
d’arbres phylogénétiques. On distingue deux types de méthodes de regroupement de
séquences : le regroupement hiérarchique et le regroupement par partitionnement.
Les méthodes par regroupement hiérarchique sont les plus utilisées dans le contexte
des séquences biologiques. Ceci est dû au fait que cette approche explique naturel-
lement les relations évolutives entre les données. Le regroupement hiérarchique peut
être soit ascendant soit descendant. Dans le cas ascendant, on suppose au départ que
chaque séquence forme un groupe, puis de manière itérative, on fusionne les deux
groupes les plus proches jusqu’à ce qu’il ne reste plus qu’un seul groupe. Le regrou-
16
1.4. Conclusion
pement descendant débute avec tous les objets d’un seul groupe. Puis, toujours de
manière itérative, choisit un groupe et le divise en deux sous groupes tant que cela
améliore le regroupement. En guise d’exemple d’algorithmes de regroupement hiérar-
chique, on peut citer ProClust[52], CLUSS[34], BlastClust[16], TransClust[68, 69].
Le regroupement par partitionnement est de plus en plus utilisé : il se popularise
davantage avec l’arrivée des méthodes telle que K-means dans les années 1967. Il
permet de grouper les séquences en un ensemble de partitions. Ici, le nombre de
groupe est connu, il est égal à K. Dans la majorité des cas, cette approche cherche à
minimiser la somme des distances moyenne des séquences de chaque groupe au centre
du groupe. Les méthodes les plus utilisées en phylogénétique sont OrthoMCL[42],
Orthofinder[19] et ProteinOrtho[37].
1.4 Conclusion
Dans ce chapitre il était question d’introduire des notions de base en biologie
et en évolution nécessaires pour mieux comprendre cette thèse. Dans la première
partie, nous avons présenté les principaux objets biologiques tels que la cellule, le
chromosome, l’ADN, le gène, l’ARN, l’épissage alternatif, les protéines. Par la suite,
nous avons présenté des modèles d’évolution d’espèces et de gènes. Enfin nous avons
présenté deux types d’outils bio-informatique très utilisés pour l’analyse de séquences
biologiques homologues à savoir l’alignement et le regroupement des séquences. Dans
le chapitre suivant, nous présenterons l’état de l’art des méthodes de reconstruction
et de correction d’arbres phylogénétiques.
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Chapitre 2
Construction et correction d’arbres
de gènes
Dans ce chapitre nous traitons de la problématique de reconstruction d’arbres phy-
logénétiques. La première section présente l’utilité des arbres de gènes et des arbres
de transcrits. Ensuite, l’état de l’art des méthodes de reconstruction des arbres phy-
logénétiques est présenté. Par la suite, nous présentons les méthodes de construction
d’arbres de gènes, enfin, nous présentons les méthodes de correction d’arbres de gènes.
2.1 Utilité des arbres de gènes et de transcrits
De nos jours, les méthodes de reconstruction de l’histoire évolutive des organismes
vivants sont de plus en plus basées sur des données moléculaires. Ceci nous permet
d’aller au-delà des caractères morphologiques pour tirer profit de nos connaissances
sur les séquences biologiques. Les études phylogénétiques ont rendu possibles plusieurs
découvertes en biologie. La phylogénie est utilisée pour l’annotation fonctionnelle des
gènes, la prédiction et la classification des gènes de façon fiable. Elle permet par
exemple d’identifier l’origine d’un pathogène. En bio-informatique, la phylogénie est
utilisée comme étape de base dans plusieurs types d’analyse. Ainsi donc, la précision
de ces analyses dépend de celle de la phylogénie utilisée.
La figure 2.1 illustre à grande échelle trois étapes nécessaires à la reconstruction
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des arbres phylogénétiques.
Figure 2.1 – Principales étapes pour la reconstruction des arbres phylogénétiques
La première étape concerne l’acquisition des séquences biologiques dont on sou-
haite reconstruire l’évolution. Ces données biologiques qui proviennent des reads sont
séquencées et regroupées en famille. Une famille de gènes est un ensemble de gènes
qui descendent d’une même séquence ancestrale. Les arbres phylogénétiques sont es-
timés à différents niveaux d’évolution donc les principaux incluent : les espèces[12,
70, 2], les gènes [45, 35, 66], les transcrits[35, 10, 11], les domaines[45, 41, 40] et les
syntenies[54, 17]. Dans la suite de cette thèse, l’étape d’acquisition des données corres-
pondra toujours à l’acquisition des séquences d’une famille de gènes et son ensemble
de transcrit. Sauf mention particulière, nous supposons que nous disposons toujours
de ces séquences.
La seconde étape implique une représentation préliminaire permettant d’analyser
les séquences biologiques sous forme de données catégorielles. La représentation la
plus courante est l’alignement des séquences. Elle permet par la suite de définir des
mesures de similarité entre paires de séquences pour les regrouper selon les scores de
similarité obtenus.
Enfin la troisième étape qui est celle de la construction des arbres peut être réalisée
de diverses manières. Dans le cas de la reconstruction d’arbre de gènes et d’espèces, la
figure 2.2 extraite de [65] présente les différents scénarios de reconstruction des arbres
de gènes et d’espèces.
19
2.2. Approches de construction d’arbres phylogénétiques
Figure 2.2 – Différents scénarios de reconstruction des arbres de gènes et d’espèces.
Les nœuds gris sont considérés comme connus et les nœuds blancs sont déduits. Cette
figure montre différents problèmes d’inférence d’arbres phylogénétiques en considérant
les alignements de gènes, les arbres des gènes, les arbres d’espèces ou plusieurs d’entre
eux comme des données. A représente l’alignement des gènes, G représente l’arbre de
gènes et S représente l’arbre d’espèces. P (X|Y ) désigne le fait de chercher Y sachant
X
La section suivante présente les principales méthodes utilisées pour la reconstruc-
tion des arbres de gènes.
2.2 Approches de construction d’arbres phylogé-
nétiques
Il existe plusieurs méthodes pour la reconstruction des arbres phylogénétiques.
Chacune d’elles ayant sa spécificité. On distingue les méthodes basées sur distances
entre les séquences aux feuilles, les méthodes de parcimonie les méthodes probabilistes.
2.2.1 Méthodes basées sur les distances entre les gènes
Ces méthodes utilisent comme unique entrée une matrice de similarité entre les
séquences.
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Unweighted Pair Group Method with Arithmetic Mean (UPGMA)
UPGMA[62] est un algorithme permettant, à partir d’une matrice de distance de
construire un arbre enraciné. Cette méthode est simple et intuitive. Les principales
étapes de UPGMA sont :
1. L’étape initiale consiste à définir chaque séquence comme étant une feuille de
l’arbre finale, telle que chaque séquence représente un groupe.
2. De façon itérative, jusqu’à ce qu’il ne reste plus qu’un groupe :
— Ajouter un nouveau groupe Ck regroupant les deux groupes Ci et Cj les plus
proches et retirer ces deux groupes de la liste des groupes.
— Ajouter dans l’arbre un nouveau nœud correspondant au nouveau groupe,
comme parent des deux noeuds regroupés.
— Pour chaque groupe existant, la distance entre deux groupes Ci et Cj est
définie comme suit : dij = 1|Ci||Cj |
∑
p∈Ci,q∈Cj dpq. Si Ck = Ci ∪ Cj la distance
entre Ck et un autre groupe Cl est donnée par la formule récursive suivante :
dkl = dil|Ci|+djl|Cj ||Ci|+|Cj | .
UPGMA construit un arbre enraciné des feuilles vers la racine, en ajoutant un nœud
à chaque itération. Les distances de toutes les feuilles à la racine de l’arbre binaire
obtenu par UPGMA sont identiques, ce qui signifie que les vitesses d’évolutions sont
les mêmes dans toutes les lignées. Pourtant, les séquences qui sont aux feuilles peuvent
provenir d’espèces différentes avec des vitesses d’évolution différentes sur les branches.
Ceci constitue donc une limite importante à l’utilisation de UPGMA dans le cadre
de la reconstruction des phylogénies.
Neighbour Joining (NJ)
NJ[56] est un algorithme dédié à la construction d’arbres phylogénétiques qui
tiennent compte des différentes vitesses d’évolution sur les branches de l’arbre. La
prise en compte des vitesses d’évolution implique la notion d’arbre additif. Étant
donnée une matrice de distance symétrique D entre les n feuilles d’un arbre, cet
arbre est dit additif si ses arcs sont étiquetés avec des distances de sorte que pour
chaque paire de feuilles (i, j) dans l’arbre, la somme des distances des arêtes du chemin
de i à j est égale à D(i, j).
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La méthode NJ se base sur l’hypothèse qu’il existe un arbre additif pour la matrice
de distance donnée comme entrée, et produit un tel arbre non enraciné. Les principales
étapes de NJ sont :
1. L’étape initiale consiste à définir chaque séquence comme étant une feuille, telle
que chaque séquence représente un groupe.
2. De façon itérative, jusqu’à ce qu’il ne reste plus qu’un groupe :
— Ajouter un nouveau groupe Ck regroupant les deux groupes Ci et Cj mini-
misant la formule dij − (ri + rj) avec ri =
1
|L| − 2
∑
k∈L dik, et retirer ces
deux groupes de la liste des groupes.
— Ajouter dans l’arbre un nouveau nœud correspondant au nouveau groupe
Ck, comme parent des deux noeuds correspondant aux groupes retirés, de
sorte que les nouvelles arêtes de l’arbre sont étiquetées dik = 12(dij + ri− rj)
et djk = dij − dik.
— Pour chaque autre groupe Cm, recalculer la distance entre Cm et Ck suivant
la formule : dkm = 12(dim + djm − dij)
La méthode NJ construit un arbre non enraciné. Pour enraciner cet arbre, il suffit
d’ajouter une séquence extérieure au groupe des autres séquences considérées (out-
group). La position du branchement de cette séquence sur l’arbre indique la position
de la racine de l’arbre. Une autre stratégie d’enracinement d’arbre est de considérer
comme racine le milieu d’un plus long chemin dans l’arbre entre les feuilles (hypothèse
de l’horloge moléculaire qui stipule que les mutations génétiques s’accumulent dans
un génome à une vitesse constante).
2.2.2 Méthodes de parcimonie
Étant donné un alignement de séquences, les méthodes par parcimonie ont pour
but de trouver un arbre qui minimise le nombre total de modifications évolutives
(substitutions, délétions, ou insertions de résidus) pour passer d’une séquence à l’autre
sur les branches de l’arbre.
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Les principales étapes des méthodes de parcimonie sont :
1. Calculer un alignement multiple des séquences (gènes)
2. Pour chaque colonne de l’alignement, trouver un arbre minimisant le nombre
de modifications évolutives sur les branches de l’arbre. La recherche de l’arbre
optimal se fait par énumération des arbres ou par l’utilisation des heuristiques
d’exploration de l’espace de recherche qui évite d’énumérer tous les arbres.
3. À partir de l’ensemble des arbres obtenus, trouver un super-arbre (arbre obtenu
en combinant plusieurs sous arbres.) qui minimise la somme totale des nombres
de modifications évolutives pour toutes les colonnes de l’alignement.
Les deux principaux algorithmes permettant de calculer le nombre de modifi-
cations évolutives induites par un arbre sont l’algorithme de Fitch[20] et celui de
Sankoff[15].
Algorithme classique de Fitch
Étant donné un arbre phylogénique T dont les feuilles sont des résidus, le principe
de l’algorithme de Fitch est d’associer à chaque nœud interne un ensemble d’états
menant à une complétion optimale tout en évaluant le nombre minimum de mutations
nécessaires dans une configuration. Par la suite, l’arbre choisi est celui qui minimise
le nombre de mutations.
Le principe de l’algorithme classique de Fitch est le suivant :
1. Initialiser le nombre de modifications C à 0.
2. Pour chaque nœud k de l’arbre, en allant des feuilles vers la racine (parcours
postfixe des nœuds) :
— Si k est une feuille, poser Rk = {étiquette de k}
— Si k n’est pas une feuille,
— Calculer Inters = Ri ∩Rj , où i, j sont les enfants de k ;
— Si Inters == ∅, poser Rk = Ri
⋃
Rj et incrémenter C de 1
— Sinon, poser Rk = Inters ;
— Fin : le poids minimal de l’arbre est C.
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Parcimonie pondérée de Sankoff
L’algorithme de parcimonie pondérée de Sankoff est plus général que celui de
Fitch. Il ne calcule pas juste le nombre de mutations, mais considère également un
poids S(a; b) pour la substitution d’une lettre a par b. Ce poids peut être utilisé pour
donner plus de poids aux transitions entre les nucléotides, et moins de poids aux
transversions entre nucléotides. Il étiquette les nœuds internes de l’arbre de sorte à
minimiser le poids total de l’arbre. L’étiquetage des nœuds est réalisé par récurrence
des feuilles à la racine, en calculant l’étiquette d’un nœud à partir des étiquettes de
ses nœuds enfants. Sk(a) désigne le poids du sous-arbre de racine k, sous la condition
que k est étiqueté par a.
Les principes de l’algorithme de parcimonie pondérée de Sankoff sont :
1. Initialiser k le numéro de la racine à 2n− 1, n étant le nombre de feuilles.
2. Par récurrence, calculer Sk(a) pour tous les a :
— Si k est une feuille,
— poser Sk(a) = 0 pour a étiquette de k, Sk(a) = inf sinon ;
— Si k n’est pas une feuille,
— Calculer Si(a), Sj(a) pour tous les a, où i, j sont des enfants de k ;
— Poser Sk(a) = minb(Si(b) + S(a, b)) + minb(Si(b) + S(a, b))
— Fin : le poids minimal de l’arbre est minaS2n−1(a).
2.2.3 Méthodes de maximum de vraisemblance
L’approche par le maximum de vraisemblance[48] est une approche probabiliste
permettant de trouver l’arbre le plus probable d’avoir généré les séquences à ses
feuilles. Les hypothèses de cette méthode sont : le processus de substitution d’une
séquence en une autre suit un modèle probabiliste dont on connaît l’expression ma-
thématique. Les sites (nucléotides) évoluent indépendamment les uns des autres ; ils
évoluent selon la même loi. Les taux de substitution ne changent pas au cours du
temps le long d’une branche. Ils peuvent cependant varier entre branches. La proba-
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bilité d’un arbre est donnée par la formule suivante
L = P (D|T ) =
m∏
i=1
P (Di|T ). (1)
D représente les données, T l’arbre pour lequel nous calculons la probabilité et m
le nombre de sites (nucléotides) de notre séquence d’ADN. Posons Li = P (Di|T ),
l’équation 1 peut donc s’écrire sous la forme :
L = L1 × L2 × L3 × ...× Lm =
m∏
i=1
(Li).
où Li est la vraisemblance pour le nucléotide à la position i. Ce produit devient une
somme lorsque nous prenons le logarithme naturel de L :
log L = log L1 + log L2 + log L3 + ... + log Lm =
m∑
i=1
log Li.
De cette manière, il devient possible d’attribuer une probabilité à tous les arbres.
L’arbre ayant la plus grande probabilité manifeste le maximum de vraisemblance,
c’est donc le plus probable.
2.2.4 Méthode d’inférence bayésienne
La méthode d’inférence bayésienne se base sur le théorème de Bayes pour calcu-
ler la probabilité d’un arbre a posteriori. Cette méthode permet de choisir parmi
un ensemble d’arbres, celui ayant la plus grande probabilité. De façon formelle,
P (T |S) = P (A|T )P (T )
P (S) . P (T |S) représente la probabilité à posteriori de l’arbre T sa-
chant les séquences S. P (T ) est la probabilité d’obtenir l’arbre T qui vaut 1 divisé
par le nombre d’arbres. P (S) est la probabilité d’obtenir l’ensemble des séquences
S. P (S|T ) est la probabilité d’obtenir l’ensemble des séquences S étant donné T .
Les méthodes d’inférence bayésienne se sont popularisées avec l’arrivée des grandes
ressources de calcul et l’intégration des méthodes de Monte-Carlo par chaînes de Mar-
kov (MCMC). L’algorithme Metropolis-Hastings est l’une des méthodes de MCMC
les plus couramment utilisées. Elle l’est largement pour échantillonner de manière
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aléatoire des probabilités de distribution complexes et multidimensionnelles. L’idée
générale de cet algorithme est d’explorer l’espace des arbres de manière à obtenir
une distribution stationnaire des arbres qui représente la distribution a posteriori.
L’espace des arbres peut être imagé sous la forme d’un grand graphe regroupant tous
les arbres connectés les uns aux autres. En supposant que nous connaissons la distri-
bution des arbres f(t), les principales étapes de l’algorithme de Metropolis-Hastings
sont :
1. Choisir aléatoirement un arbre initial ti.
2. Choisir un second arbre tj proche de ti.
3. Calculer le ratio d’acceptation comme suit : R = f(tj)/f(ti)
4. À partir de la distribution uniforme (0,1), générer un nombre aléatoire u.
— si u ≤ R, ti+1 = tj
— sinon ti+1 = ti
5. À ce stade, le processus est répété de l’étape 2 à 4 N fois. Le nombre de fois
qu’un arbre T est visité par la chaîne MCMC sur le nombre total d’itérations
représente une approximation non biaisée de P (Ti|D). N est fixé car il est fort
possible que l’algorithme n’atteigne pas une distribution d’équilibre.
Cet algorithme nécessite qu’il soit possible et facile d’échantillonner des arbres.
2.3 Méthodes courantes de reconstruction d’arbres
basées sur les super-arbres
Dans le souci d’estimer des arbres de gènes de façon fiable, de nombreuses mé-
thodes ont été développées. Dans la suite de cette section, on présente sommairement
les méthodes de super-arbres, les méthodes de réconciliation, les méthodes qui com-
binent la réconciliation et les super-arbres et enfin, les méthodes qui combinent la
réconciliation et la vraisemblance.
26
2.3. Méthodes courantes de reconstruction d’arbres basées sur les
super-arbres
2.3.1 Approches par super-arbres
Les méthodes de super-arbres ont été largement utilisées pour reconstruire les
arbres d’espèces. Ici, nous nous intéressons à leur usage pour la reconstruction des
arbres de gènes. Dans ces approches, on prend en entrée une forêt d’arbres F qui
peuvent avoir des feuilles en commun. Dans le cas des gènes, les arbres de F sont
par exemple des arbres d’orthologues, c’est-à-dire des arbres n’ayant aucun noeud de
duplication. Le problème de super-arbres consiste à combiner cette forêt d’arbres en
un seul arbre phylogénétique contenant toutes les feuilles de tous les arbres de cette
forêt.
Super-arbres par consensus
Les méthodes de super-arbres par consensus supposent que tous les arbres de la
forêt d’arbres ont le même ensemble de feuilles et que cette forêt d’arbres peut être
inconsistante. Cette méthode retourne un arbre représentatif de cette forêt d’arbre.
Les méthodes de consensus les plus utilisées sont listées dans la suite.
Consensus strict[43] est la méthode de consensus la plus naturelle de toutes les
méthodes de consensus. Étant donné F , l’arbre consensus strict contient uniquement
des clades (groupe monophylétique) qui sont communs à tous les arbres présents
dans F . Le point positif du consensus strict est qu’il préserve tous les clades qui sont
présents dans les arbres à fusionner. La figure 2.3 illustre deux arbres t1 et t2 et le
consensus strict de ces deux arbres. On note deux clades communs à ces deux arbres :
(a, b, c, d) et (a, b, c).
Loi de la majorité (majority rule) est une méthode calculant l’arbre dont les
clades sont présents dans plus de 50% des arbres de F . La figure 2.4 illustre la loi de
la majorité sur trois arbres t1, t2 et t3. Les clades qui apparaissent dans plus de la
moitié des trois arbres sont {a, b}, {a, b, c} et {a, b, c, d}
Arbre de consensus glouton (Greedy consensus tree) est une extension de
la loi de la majorité. Cette approche consiste à construire de manière itérative un
ensemble de clades compatibles. L’ensemble des clades apparaissant dans les arbres
de F est trié par ordre décroissant en fonction de leur fréquence. On construit par
la suite un ensemble de clades compatibles S itérativement. Le premier clade ayant
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Figure 2.3 – Consensus strict de deux arbres. (a, b, c) et (a, b, c, d) représentent les
deux clades commun à t1 et t2.
Figure 2.4 – La loi de la majorité de trois arbres t1, t2 et t3. Les clades majoritaires
sont {a, b}, {a, b, c} et {a, b, c, d}
la plus grande fréquence est inséré dans S. Les clades restants sont considérés dans
l’ordre décroissant : si un clade est compatible avec tous les clades déjà dans S, alors
il est inclus dans S. À la fin du processus, nous obtiendrons un ensemble de clades
correspondant à un arbre phylogénétique. Cela donne l’arbre de consensus glouton
pour F .
Arbre MAST (Maximum Agreement SubTree) consiste à trouver le plus
grand sous-arbre en accord avec tous les arbres de F . De façon formelle, le MAST T
est un arbre tel que : l’ensemble des feuilles de T est un sous-ensemble des feuilles des
arbres appartenant à F , et, pour chaque arbre Ti de F , l’arbre obtenu en supprimant
dans Ti tous les noeuds qui ne sont pas dans T est un arbre qui est identique à T .
Une fois l’arbre MAST obtenu, il peut être complété avec les feuilles manquantes pour
obtenir un arbre consensus.
28
2.4. Méthodes courantes de construction des arbres de gènes basées
sur la réconciliation
Une des grandes critiques des méthodes de super-arbres pour la reconstruction des
phylogénies des séquences provenant de différentes espèces, gènes, familles est qu’elle
est guidée par la comparaison et la combinaison des topologies d’arbres plutôt que sur
les critères d’inférence phylogénétique tel que la comparaison du nombre d’événements
d’évolution induits par l’arbre reconstruit. Dans le chapitre suivant, nous introduirons
un ensemble de méthodes qui exploitent d’une part l’information sur la proximité
des espèces auxquelles appartiennent les gènes et d’autre part la vraisemblance des
séquences aux feuilles pour reconstruire de meilleurs arbres de gènes.
2.4 Méthodes courantes de construction des arbres
de gènes basées sur la réconciliation
2.4.1 Définitions de la réconciliation
La réconciliation : est une fonction s de l’ensemble des sommets d’un arbre de
gènes G vers l’ensemble des sommets d’un arbre d’espèces S, tel que chaque sommet
de G a une et une seule image dans S, et les relations d’ancestralité sont préservées.
On en déduit un étiquetage des sommets de G comme suit : un sommet x est une
duplication si x a la même image qu’un de ses enfants, sinon, c’est une spéciation. La
figure 2.5 illustre une réconciliation entre un arbre de gènes et un arbre d’espèces.
Coût de réconciliation : Basé sur la réconciliation entre un arbre de gènes et un
arbre d’espèces, le coût de réconciliation est le nombre d’opération de duplication et
ou de perte de gènes qu’il faut effectuer pour réconcilier un arbre de gènes à un arbre
d’espèces.
L’arbre de gènes G qui sera retourné est un arbre binaire enraciné dont les noeuds
internes sont soit des noeuds de duplication soit des noeuds de spéciation. On observe
également des événements de pertes de gènes. Selon le problème que l’on étudie, on
peut choisir comme coût de réconciliation le nombre de duplications, le nombre de
pertes ou la somme des deux. On peut également pondérer chacun des scores pour
avoir un modèle de score plus flexible. La figure 2.5 illustre un exemple d’arbre de gène
réconcilié dans un arbre d’espèces. Le coût de réconciliation est 2, soit 1 duplication
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Figure 2.5 – Réconciliation entre un arbre de gènes et un arbre d’espèces. Le carré
rouge représente un nœud de duplication d’un gène, tandis que les cercles rouges
représentent des nœuds de spéciation de gènes et la ligne pointillée représente une
perte de gène. A, B et C représentent trois espèces. L’espèce A possède deux gènes
a1 et a2, l’espèce B possède un gène b1, l’espèce C possède deux gènes c1 et c2.
+ 1 perte si on suppose que le coût de réconciliation = nombre de duplications + le
nombre de pertes.
2.4.2 Construction des arbres de gènes basée sur la réconci-
liation
Dans les méthodes de super-arbres, on suppose que l’on a une forêt d’arbres qui
est fournie et que l’on souhaite fusionner. Dans le cas des approches basées sur la
réconciliation[66, 23, 22, 65], on suppose que l’on a un ensemble de gènes et un arbre
d’espèces. On cherche l’arbre de gènes dont le coût de réconciliation avec l’arbre d’es-
pèces est minimal. Le problème de réconciliation peut être formulé ainsi :
Problème de réconciliation :
Entrée : Un arbre d’espèces S pour S ;
Une famille de gène G tel que {s(x) : x ∈ G} = S .
Sortie : Un arbre de gènes G pour G qui minimise le coût de réconciliation X(G, S)
entre G et S où X(G, S) = D(Nombrededuplication), ou P (Nombredeperte), ou
D + P .
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2.4.3 Construction des arbres de gènes basée sur la réconci-
liation et les super-arbres
Afin de tirer avantage de la possibilité d’obtenir un ensemble d’arbres sur un
sous-ensemble de gènes orthologues, les méthodes qui sont basées sur les approches
de réconciliation et super-arbres[36, 35] cherchent le super-arbre qui combine cet
ensemble d’arbres tout en ayant un coût minimal de réconciliation. Le problème peut
être formulé ainsi :
Extension du problème de super-arbre et de réconciliation :
Entrée : Un arbre d’espèce S pour S ;
Une famille de gène G ; telle que {s(x) : x ∈ G} = S
Une forêt de sous-arbres avec chevauchement F ;
Sortie : Un super-arbre de gène G qui combine tous les arbres de F et ayant le plus
petit coût de réconciliation X(G, S) entre G et S.
L’avantage de cette méthode est que le super-arbre final G conserve les clades les
plus importants qui sont présents dans les arbres de F . Mais aussi, le nombre de
duplications et de pertes est minimisé.
2.4.4 Construction des arbres de gènes basée sur la réconci-
liation et la vraisemblance
À l’instar des méthodes qui combinent l’approche de super-arbres et la réconcilia-
tion, les méthodes basées sur la réconciliation et la vraisemblance[47, 57] combinent
l’approche par réconciliation et la vraisemblance des séquences aux feuilles dans le
but de trouver un arbre de gènes qui minimise le coût de réconciliation et maximise
la vraisemblance des séquences.
Construction des arbres de gènes basée sur les méthodes basées sur
la réconciliation et la vraisemblance :
Entrée : Un alignement D des gènes d’une famille de gène ;
Un arbre d’espèce S pour S ; tel que {s(x) : x ∈ G} = S.
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Sortie : Un arbre de gène G sur G qui maximise la vraisemblance des séquences aux
feuilles et qui minimise le score de réconciliation de G avec S.
2.5 Corrections d’arbres de gènes
Il existe de nombreuses bases de données d’arbres de gènes construits en uti-
lisant diverses méthodes. Parmi celles-ci, on peut citer : Ensembl Compara [66],
Hogenom[50], Phog[14], MetaPHOrs[53], PhylomeDB[28] et Panther[44]. Ces arbres
de gènes contiennent souvent des erreurs qu’il faut corriger avant de les utiliser pour
des analyses[25, 5, 55]. La liste des sources d’erreurs menant à des arbres de gènes
erronés est diverse et variée. Parmi les causes d’erreur, on peut lister celles liées
aux données et celles liées aux outils de reconstruction des arbres. Les erreurs liées
aux données peuvent provenir de l’annotation des génomes, et des familles de gènes.
D’autres sources d’erreurs peuvent être liées à la précision des algorithmes, car certains
problèmes étant NP-complet, leur résolution se ramène à des solutions heuristiques
ou des approximations qui ont des marges d’erreur plus ou moins grandes. À cela
s’ajoutent les erreurs liées aux outils de regroupement de séquences et d’alignement
de séquences.
Afin de corriger les arbres de gènes, des méthodes ont été développées. Étant donné
un arbre G que l’on souhaite corriger, une première approche consiste à créer un es-
pace d’arbres à explorer en effectuant des modifications topologiques aléatoires sur G.
Parmi tous les arbres explorés, on retient le meilleur arbre suivant un critère donné.
Cette approche est utilisée par exemple dans le programme Notung[8] pour corriger
les arbres. On associe à chaque branche de l’arbre un support statistique. L’idée ici est
de modifier la topologie au niveau des branches ayant de faibles supports statistiques.
Une seconde approche pour corriger des erreurs dans les arbres de gènes consiste à
contracter les branches à faible support pour ensuite les binariser adéquatement.
2.6 Conclusion
Ce second chapitre présente l’état de l’art des méthodes de reconstruction des
arbres et met un accent particulier sur les arbres de gènes. Ce chapitre débute par
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la présentation de l’utilité des phylogénies des gènes, puis aborde les grandes étapes
généralement utilisées pour reconstruire ces phylogénies. Dans la seconde section, on
présente progressivement les méthodes de reconstruction des arbres basées sur les
distances, les méthodes de parcimonies, les méthodes de vraisemblance, les méthodes
d’inférences bayésiennes, les méthodes de super-arbres et les méthodes basées sur
la réconciliation. Par la suite, nous présentons les sources d’erreurs pouvant jouer
sur la qualité des arbres, et nous présentons quelques approches pour corriger ces
arbres. Le chapitre suivant va présenter plus en détail la reconstruction des arbres de
gènes et d’arbres de transcrits en utilisant une nouvelle méthode : le regroupement
de séquences. Le but du chapitre 3 suivant est de présenter au lecteur l’intérêt de
dissocier les arbres de gènes des arbres de transcrits et les reconstruire séparément
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Chapitre 3
Reconstruction de phylogénies de
transcrits et de gènes en utilisant
la réconciliation et le
regroupement avec chevauchement
3.1 Introduction
Les études sur la génomique attestent que le mécanisme de l’épissage alternatif
joue un rôle majeur dans la diversification des transcrits produits par les gènes chez
les eucaryotes. On sait désormais que ces gènes ont la capacité de produire plus d’un
transcrit. Plus spécifiquement chez l’humain, on estime que 95% des gènes utilisent
ce mécanisme. Cette production multiple de transcrits chez les eucaryotes entraîne
une diversité des fonctions biologiques réalisées par ces gènes. Ces connaissances sur
la production multiple de transcrits par un gène viennent mettre fin au dogme qui
affirmait qu’un gène ne produisait qu’un seul transcrit. De ce fait, de nombreuses
méthodes doivent être révisées. Il s’agit notamment des méthodes de reconstruction
d’arbres de gènes et de transcrits, d’alignement de transcrits, de regroupement de
transcrits, etc.
Dans ce chapitre, nous proposons une nouvelle approche pour reconstruire les
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arbres de gènes et de transcrits en tenant compte de l’épissage alternatif. Nous avons
étendu le modèle de réconciliation entre un arbre de gènes et un arbre d’espèces à
celui de la double réconciliation entre un arbre de transcrits, un arbre de gènes et
un arbre d’espèces. Puis, nous introduisons deux nouveaux problèmes d’optimisation.
Enfin, nous proposons deux algorithmes pour la construction des arbres de gènes et
des arbres de transcrits suivant ce modèle.
Ce chapitre est structuré comme suit : nous commençons par présenter l’une des
principales méthodes de reconstruction des arbres de gènes suivis de ses limites. Puis,
nous présentons les deux principaux modèles utilisés pour la construction d’arbres de
transcrits et leurs limites. Dans ce chapitre et les chapitres suivants, nous utiliserons
les mots transcrits, protéine, coding sequence(CDS) pour désigner le même objet.
3.2 Méthode de construction d’arbres de gènes de
Ensembl
Dans cette section, nous présentons la méthode de construction des arbres de
gènes de la base de données Ensembl[66]. Ce choix est motivé par le fait que les
arbres d’Ensembl sont les plus couramment utilisés, et la méthode de construction de
ces arbres est représentative. Elle nous permettra d’illustrer les limites des méthodes
existantes. La figure 3.1 présente les huit étapes du processus de construction des
arbres de gènes.
La construction d’arbre de gènes de Ensembl débute en choisissant la plus longue
protéine de chaque gène comme protéine de référence. Puis, le calcul d’un score de
similarité entre chaque paire de protéines est effectué en utilisant BLAST[32]. Sur la
base de cette similarité, un graphe est construit comme suit : les sommets sont les
protéines, une arête existe entre une paire de protéines si leur similarité réciproque
est supérieure à un seuil fixé. Par la suite, les composantes connexes sont extraites
de ce graphe. Les séquences extraites de chaque composante connexe sont utilisées
pour créer un arbre réconcilié par composante connexe. Ensuite, en utilisant les arbres
réconciliés, les gènes orthologues et paralogues sont inférés.
Bien que les arbres d’Ensembl soient les plus utilisés, la méthode de construction
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Figure 3.1 – Processus de construction d’arbre de gènes à huit étapes d’Ensembl.
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de ces arbres présente un certain nombre de limitations que nous détaillons à la section
suivante.
3.3 Limites de la méthode d’Ensembl
La méthodologie de construction d’arbres de gènes d’Ensembl présente d’impor-
tantes limites qui remettent en question la qualité des résultats obtenus. La principale
limite est que cette méthode considère uniquement la plus longue protéine de chaque
gène. Chaque gène étant donc représenté par sa plus longue protéine. Ainsi, l’arbre
de gène obtenu n’est en réalité qu’un arbre des plus longues protéines de chaque gène.
La figure 3.2 présente un exemple de reconstruction de l’évolution d’un sous-
ensemble de transcrits qui sera par la suite considéré comme arbre de gènes.
Figure 3.2 – Arbre de transcrits considéré comme arbre de gènes. Chaque gène est
étiqueté par le symbole xi et chaque CDS est étiqueté par le symbole xij. Le transcrit
xij est produit par le gène xi.
3.4 Méthode de construction d’arbres de gènes de
IsoSel
Afin de pallier la principale limite des méthodes telle que Ensembl qui réside dans
le choix du plus long transcrit par gène utilisé pour construire l’arbre de gènes, la
méthode IsoSel [51] (Isoform Selector) a été proposée avec pour but la sélection de
transcrits isoformes spécialement dédiés à la reconstruction d’arbres phylogénétiques.
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La figure 3.3 présente les trois étapes de IsoSel. Étant donnée un ensemble de trans-
crits épissés, la première étape de IsoSel consiste à calculer un alignement multiple
de ces transcrits. Cet alignement est considéré comme l’alignement de référence. La
seconde étape consiste à générer un ensemble d’alignement en utilisant l’approche
bootstrap. Chaque alignement est par la suite utilisé pour calculer une matrice de
distance. Cette matrice de distance est utilisée pour construire un arbre guide servant
à améliorer l’alignement initial. L’ensemble des alignements améliorés sont fusion-
nés afin d’obtenir un meilleur alignement multiple. La troisième et dernière étape de
IsoSel consiste à calculer le score de la somme des paires (Sum-of-Pairs score) en
utilisant l’alignement obtenu par l’approche bootstrap. Pour une séquence donnée, ce
score représente la moyenne des scores de ces résidus. Pour chaque gène, le transcrit
ayant le score de la somme des paires le plus élevé est utilisé pour faire partie du
groupe de transcrits isoformes.
La principale limite de cette méthode vient du fait que le choix des transcrits
isoformes est effectué sur la base de la comparaison des séquences de transcrits. Cette
approche ne tient pas compte de la comparaison de la structure d’épissage entre
transcrits.
3.5 Méthodes de construction d’arbres de trans-
crits
Contrairement à la notion d’arbres de gènes qui est bien connue, les méthodes de
reconstruction d’arbres de transcrits sont relativement récentes[10, 11, 1]. Dans cette
section nous présentons deux travaux sur la construction d’arbres de transcrits.
Christinat et al. ont présenté la problématique de la reconstruction de la phylo-
génie des transcrits[10]. Leur méthode est basée sur la structure des gènes et vise à
reconstruire l’histoire évolutive des exons dans les gènes ancestraux afin d’en déduire
l’évolution des transcrits.
Le modèle d’évolution a deux niveaux, celui des gènes et celui des transcrits.
Du côté des gènes, l’évolution se matérialise par la variation de l’état des exons :
constitutif, alternatif et absent. Un exon est dit constitutif s’il est présent dans tous
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Figure 3.3 – Illustration des principales étapes pour la sélection de transcrits isoformes
par IsoSel.
les transcrits produit par un gène, alternatif s’il est présent dans seulement certains
transcrits produit par un gène et absent s’il l’est de tous les transcrits produit par un
gène. Du côté des transcrits, l’évolution se matérialise par des événements de perte
et de création de transcrits. Ces travaux ont exposé un modèle d’évolution pour les
transcrits et le problème de la reconstruction d’arbres de transcrits. Cependant, la
méthode de reconstruction présente les limites suivantes :
— Cette méthode utilise l’outil Mauve[13], qui est un système de construction
d’alignements de génomes multiples en présence d’événements évolutifs à grande
échelle tels que les réarrangements génomiques. Il n’est pas dédié aux transcrits
alternatifs.
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— Elle se base sur l’arbre de gènes reconnu comme erroné pour reconstruire l’arbre
des transcrits.
— L’algorithme débute par la reconstruction d’une forêt d’arbres de transcrits.
Chaque arbre de cette forêt représente l’évolution d’un ensemble de transcrits
similaires. Par la suite, cette forêt d’arbres est fusionnée selon une approche
heuristique chronophage.
Ait-hamlat et al. ont proposé une approche pour la reconstruction de l’histoire
évolutive d’une famille de transcrits en tenant compte de la structure des transcrits[1].
Leur méthode se base sur un arbre de gènes comportant la liste des transcrits de
chaque gène aux feuilles de l’arbre et cherche à reconstruire la forêt d’arbres qui
explique mieux l’évolution des transcrits. La méthode est basée sur le principe du
maximum de parcimonie. Cette méthode intègre la structure des transcrits, mais elle
néglige la structure d’épissage des gènes, ce qui rend difficile la comparaison entre les
transcrits de gènes différents. Les principales limites de cette approche sont :
— Qu’elle se base sur un arbre de gènes qui peut être erroné.
— Que la méthode de construction et de fusion de la forêt d’arbres est chrono-
phage et donc peu adaptée en pratique.
De façon générale, on note une prise en compte partielle de l’information sur la struc-
ture des transcrits et l’absence d’algorithmes pour le regroupement des transcrits
alternatifs.
3.6 Article : ‘Reconstructing Protein and Gene Phy-
logenies using reconciliation and soft-clustering’
Afin de proposer des solutions aux limites des méthodes actuelles de reconstruc-
tion d’arbres de gènes et d’arbres de protéines, nous avons développé de nouveaux
modèles et algorithmes pour la reconstruction d’arbres phylogénétiques basée sur la
réconciliation. L’originalité de cette contribution repose sur le fait que nous différen-
cions tout d’abord un arbre de gènes d’un arbre de protéines (transcrits). Puis, les
arbres de protéines sont reconstruits en tenant compte de toutes les protéines d’une
famille de gènes. Nous introduisons le concept de double réconciliation qui étend ce-
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lui de la réconciliation entre deux arbres (un arbre de gènes et un arbre d’espèces)
à trois arbres (un arbre de protéines, un arbre de gènes et un arbre d’espèces). En
nous basant sur ce modèle, nous proposons une méthode pour le regroupement de
séquences avec chevauchement pour regrouper les protéines. L’application de notre
méthode pour la reconstruction d’arbres de gènes sur des données réelles a permis
d’obtenir des arbres de meilleure qualité que ceux de la base de données d’Ensembl.
Pr. Ouangraoua a conçu l’étude. J’ai développé les algorithmes avec Pr. Ouan-
graoua. Pr. Lafond a produit les résultats sur la complexité des problèmes. J’ai dé-
veloppé le programme et rédigé sa documentation, collecté les données, mené les
expériences et présenté les résultats lors de la conférence BICOB’2017. J’ai redigé
le manuscrit avec Pr. Ouangraoua et Pr. Lafond. L’article étendu a été publié dans
journal Journal of Bioinformatics and Computational Biology (JBCB).
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The architecture of eukaryotic coding genes allows the production of several different
protein isoforms by genes. Current gene phylogeny reconstruction methods make use
of a single protein product per gene, ignoring information on alternative protein iso-
forms. These methods often lead to inaccurate gene tree reconstructions that require
to be corrected before phylogenetic analyses. Here, we propose a new approach for the
reconstruction of gene trees and protein trees accounting for alternative protein iso-
forms. We extend the concept of reconciliation to protein trees, and we define a new
reconciliation problem called MinDRGT that consists in finding a gene tree that min-
imizes a double reconciliation cost with a given protein tree and a given species tree.
We define a second problem called MinDRPGT that consists in finding a protein su-
pertree and a gene tree minimizing a double reconciliation cost, given a species tree
and a set of protein subtrees. We propose a shift from the traditional view of protein
ortholog groups as hard-clusters to soft-clusters and we study the MinDRPGT problem
under this assumption. We provide algorithmic exact and heuristic solutions for ver-
sions of the problems, and we present the results of applications on protein and gene
trees from the Ensembl database. The implementations of the methods are available
at https://github.com/UdeS-CoBIUS/Protein2GeneTree and https://github.com/UdeS-
CoBIUS/SuperProteinTree.
Keywords: Protein Tree; Gene Tree ; Orthology; Reconciliation; Soft-clustering
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1. Introduction
Recent genome analyses have revealed the ability of eukaryotic coding genes to pro-
duce several transcripts and proteins isoforms. This mechanism plays a major role
in the functional diversification of genes 19,23. Still, current gene phylogeny recon-
struction methods make use of a single protein product per gene that is usually the
longest protein called the “reference protein” ignoring the production of alterna-
tive protein isoforms 1,27,30. It has been shown that these sequence-based methods
often return incorrect gene trees 15,27. Thus, several methods have been proposed
for the correction of gene trees 24,31. Recently, a few models and algorithms aimed
at reconstructing the evolution of full sets of gene products along gene trees were
introduced 7,32. Some models have also been proposed to study the evolution of
alternative splicing and gene exon-intron structures along gene trees 17,19. All these
models require the input of accurate gene trees and are biased when the input gene
trees contain errors. Here, we explore a new approach in order to directly recon-
struct accurate gene phylogenies and protein phylogenies while accounting for the
production of alternative protein isoforms by genes. We introduce new models and
algorithms for the reconstruction of gene phylogenies and full sets of proteins phy-
logenies using reconciliation 10 and soft-clustering. Reconciliation, first introduced
by Goodman et al. in 1979 11, is a widely used tool to explain the incongruence
between a gene tree and a species tree (see e.g. 2,4,5,6,12,13,21,22 and 9 for a survey
on reconciliation algorithms). Here, we also use reconciliation to compare protein
trees and gene trees.
First, we present a model of protein evolution along a gene tree that involves
two types of evolutionary events called protein creation and protein loss, in addition
to the classical evolutionary events of speciation, gene duplication and gene loss
considered in gene-species tree reconciliation. Second, we propose an extension of
the framework of gene-species tree reconciliation in order to define the concept
of protein-gene tree reconciliation, and we introduce new reconciliation problems
aimed at reconstructing optimal gene trees and proteins trees. We define the problem
of finding a gene tree minimizing the sum of the protein-gene and gene-species
reconciliation costs, given the protein tree and the species tree. We call this problem
the Minimum Double Reconciliation Gene Tree (MinDRGT) problem. We also
define the problem of jointly finding a protein supertree and a gene tree minimizing
the sum of the protein-gene and gene-species reconciliation costs, given the species
tree and a set of subtrees of the protein tree to be found. We call this problem the
Minimum Double Reconciliation Protein and Gene Tree (MinDRPGT) problem.
Third, we define an adaptation of the UPGMA algorithm for the soft-clustering
of proteins into ortholog groups and we use it for the reconstruction of protein
supertrees.
The paper is organized as follows. We first formally define, in Section 3, the
new protein evolutionary models and the related reconciliation problems, Min-
DRGT and MinDRPGT, for the reconstruction of gene phylogenies and full sets
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of protein phylogenies. In Section 4, we prove the NP-hardness of some versions of
MinDRGT, especially the one called MinDRGTCD that consists in minimizing
the number of protein creation and gene duplication events. Next, in Section 5, we
consider the MinDRGT problem in a special case where each gene is associated to
a single protein. This restriction is relevant for the correction of gene trees output
by sequence-based gene phylogeny reconstruction methods using a single protein
per gene. Such methods make the unsupported assumption that each pair of leaf
proteins in the protein tree is related through a least common ancestral node that
corresponds to a speciation or a gene duplication event, and then, they output
a gene tree equivalent to the reconstructed protein tree. In this perspective, the
MinDRGT problem under the restriction that each gene is associated to a single
protein, allows pairs of proteins to be related through ancestral protein creation
events, and then asks to find an optimal gene tree, possibly different from the input
protein tree. In other terms, the protein tree is not confused with the gene tree, but
it is used, together with the species tree, to guide the reconstruction of the gene
tree. We first show that, even with the restriction that each gene is associated to a
single protein, for most versions of the MinDRGT problem, the optimal gene tree
may differ from the input protein tree. In particular, we give a counterexample that
shows that the duplication cost, the lost cost and the mutation cost considered in
the classical gene-species tree reconciliation do not satisfy the triangle inequality.
We then exhibit a heuristic algorithm called Protein2GeneTree for the MinDRGT
problem that consists in building the optimal gene tree by applying modifications
on the input protein tree guided by the species tree.
In Section 6, we consider the MinDRPGT problem aimed at jointly recon-
structing both a protein phylogeny and a gene phylogeny. We consider a restriction
on the input data that requires the set of input protein subtrees to be the set of
all inclusion-wise maximum subtrees of the target protein supertree P that contain
no protein creation node. Such an input consists of phylogenetic trees on clusters
of orthologous proteins that can be obtained by using a soft-clustering approach to
group proteins. Under this assumption, we present a polynomial-time exact algo-
rithm called SuperProteinTree for computing the target protein supertree P , which
allows to reduce MinDRPGT to a special case of MinDRGT where the input
protein tree P is given with a partial labeling of its nodes. The algorithm consists
in first reconstructing a partition of P composed of subtrees that are either entirely
included or excluded in each input subtree, and then combining these partition
subtrees into P .
In Section 7, the results of applying Protein2GeneTree for the correction of
gene trees from the Ensembl database 16 show that the new framework allows to
reconstruct gene trees whose double reconciliation costs are decreased, as compared
to the initial Ensembl gene trees 30. We also show that most (>80%) corrected trees
cannot be rejected on a statistical basis as compared to the initial trees, according to
the Approximately Unbiased (AU) Test 28. Next, we present our modified UPGMA
algorithm for protein soft-clustering and the results of applying it together with the
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algorithm SuperProteinTree for the construction of protein supertrees. The results
show that the reconstructed protein supertree supports the hypothesis of protein
creation events that happened in ancestral genes with groups of orthologous protein
isoforms shared by several extant genes.
2. Preliminaries: protein trees, gene trees and species trees
In this section, we introduce some preliminary notations: S denotes a set of species,
G a set of genes representing a gene family, and P a set of proteins produced by the
genes of the gene family. The three sets are accompanied with a mapping function
s : G → S mapping each gene to its corresponding species, and a mapping function
g : P → G mapping each protein to its corresponding gene. In the sequel, we as-
sume that S, G and P satisfy {s(x) : x ∈ G} = S and {g(x) : x ∈ P} = G, without
explicitly mentioning it.
Phylogenetic trees: A tree T for a set L is a rooted binary tree whose leafset is
L. The leafset of a tree T is denoted by L(T ) and the set of nodes of T is denoted
by V(T ). Given a node x of T , the complete subtree of T rooted at x is denoted by
T [x]. The lowest common ancestor (lca) in T of a subset L′ of L(T ), denoted by
lcaT (L
′), is the ancestor common to all nodes in L′ that is the most distant from
the root of T . T |L′ denotes the tree for L′ obtained from T [lcaT (L′)] by removing
every node that does not have a descendant in L′, then contracting the nodes with
a single child until none remains. Given an internal node x of T , the children of x
are arbitrarily denoted by xl and xr.
Proteins, genes, and species trees: In the sequel, S denotes a species tree for the
set S, G denotes a gene tree for the set G, and P denotes a protein tree for the set P.
The mapping function s is extended to be defined from V(G) to V(S) such that if x
is an internal node of G, then s(x) = lcaS({s(x′) : x′ ∈ L(G[x])}), i.e. the image of a
node x ∈ V(G) in V(S) is the lca in the tree S of all the images of the leaves of G[x]
by s. Similarly, the mapping function g is extended to be defined from V(P ) to V(G)
such that if x is an internal node of P , then g(x) = lcaG({g(x′) : x′ ∈ L(P [x])}).
Gene-species tree reconciliation: Each internal node of the species tree S rep-
resents an ancestral species at the moment of a speciation event (Spec) in the
evolutionary history of S. The gene tree G represents the evolutionary history of
the genes of the gene family G, and each internal node of G represents an ancestral
gene at the moment of a Spec or a gene duplication event (Dup).
The LCA-reconciliation ofG with S is a labeling function lG from V(G)−L(G) to
{Spec,Dup} such that the label of an internal node x of G is lG(x) = Spec if s(x) 6=
s(xl) and s(x) 6= s(xr), and lG(x) = Dup otherwise (see e.g. 4,5,6,10,12,13,21,22). The
LCA-reconciliation induces gene loss events on edges of G as follows: given an edge
(x, y) of the tree G such that y = xl or y = xr, a gene loss event is induced on (x, y)
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for each node located on the path between s(x) and s(y) in S (excluding s(x) and
s(y)). If lG(x) = Dup and s(x) 6= s(y), an additional loss event preceding all other
loss events is induced on (x, y) for s(x). Figure 1 presents a gene tree G on a gene
family G = {a2, a3, b0, b1, b2, b3, c1, c2, c3, d3} reconciled with a species tree S on a
set of species S = {a, b, c, d}.
Fig. 1: A gene tree G on a gene family G = {a2, a3, b0, b1, b2, b3, c1, c2, c3, d3} such
that s(xi) = x for any gene xi ∈ G and species x ∈ S = {a, b, c, d}. The species tree
S is ((a, b), (c, d)). G is reconciled with S: a speciation node x of G is located inside
the node lG(x) of S, and a duplication node x is located on the edge (p, lG(x)) of S
such that p is the parent of lG(x) in S. The gene tree G contains 9 ancestral nodes:
g1, g3, g4, g8 are duplications represented as squared nodes and g2, g5, g6, g7, g9 are
speciations represented as circular nodes. G contains 3 loss events whose locations
are indicated with dashed edges. The same labeled gene tree G is represented in
Figure 3 (Top), not embedded in S.
The LCA-reconciliation lG suggests three possible costs of reconciliation CG→S
between G and S. The duplication cost denoted by D(G,S) is the number of nodes
x of G such that lG(x) = Dup. The loss cost denoted by L(G,S) is the overall
number of loss events induced by lG on edges of G. The mutation cost denoted by
M(G,S) is the sum of the duplication cost and the loss cost induced by lG. In the
example depicted in Figure 1, the duplication cost is 4, while the loss cost is 3, and
the mutation cost is 7.
Homology relations between genes: Two genes x and y of the set G are called
orthologs if lG(lcaG({x, y})) = Spec, and paralogs otherwise.
3. Model of protein evolution along a gene tree and problem
statements
In this section, we first formally describe the new model of protein evolution along
a gene tree. Next, we describe an extension of the framework of phylogenetic tree
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reconciliation that makes use of the new model, and we state new optimization
problems related to the extended framework.
Protein evolutionary model: The protein evolutionary model that we propose
is based on the idea that the set of all proteins P produced by a gene family G have
derived from a set AP of common ancestral proteins that were produced by the
ancestral gene located at the root of the gene tree G. This ancestral set of proteins
evolved along the gene tree through different types of evolutionary and modification
events including the classical events of speciation, gene duplication and gene loss.
In the sequel, we consider that the ancestral set of proteins AP is composed of
a single ancestral protein that is the root of a tree for the set of proteins P, but
all definitions can be directly extended to protein forests, i.e sets of independent
proteins trees rooted at multiple ancestral proteins.
A protein tree P is a tree for the set of proteins P representing the phylogeny
of the proteins in P. Each internal node of P represents an ancestral protein at
the moment of a Spec, Dup, or a protein creation event (Creat). A protein cre-
ation event represents the appearance of a new protein isoform at a moment of
the evolution of a gene family on an edge of the gene tree G. This evolutionary
model is supported by recent studies on the evolution of gene alternative splic-
ing patterns and inter-species comparison of gene exon-intron structures 17,19. In
particular, these studies have highlighted that alternative splicing patterns may
be gene-specific or shared by groups of homologous genes 3,25. A protein creation
event thus leads to the observation of conserved protein isoforms called ortholo-
gous splicing isoforms 32 in a group of homologous extant genes descending from
the ancestral gene that underwent the protein creation event. Based on these ob-
servations, the present model of protein evolution allows to describe the evolution
of the full set of proteins produced by a gene family along the gene tree of the
family. Figure 2 presents an example of labeled protein tree for a set of proteins
P = {a21, a31, b01, b02, b11, b21, b31, c11, c12, c21, c31, d31}.
Protein-gene tree reconciliation: We naturally extend the concept of recon-
ciliation to protein trees as follows. The LCA-reconciliation of P with G is a
labeling function lP from V(P ) − L(P ) to {Spec,Dup,Creat} that labels an in-
ternal node x of P as lP (x) = Spec if g(x) 6= g(xl) and g(x) 6= g(xr) and
lG(g(x)) = Spec, else lP (x) = Dup if g(x) 6= g(xl) and g(x) 6= g(xr) and
lG(g(x)) = Dup, and lG(x) = Creat otherwise. Note that, if x is such that
{g(y)|y ∈ L(P [xl])} ∩ {g(y)|y ∈ L(P [xr])} 6= ∅, then lP (x) = Creat, and x is
called an apparent creation node.
Similarly to the LCA-reconciliation lG, the LCA-reconciliation lP induces pro-
tein loss events on edges of P as follows: given an edge (x, y) of P such that y = xl
or y = xr, a protein loss event is induced on (x, y) for each node located on the
path between g(x) and g(y) in G. If lP (x) = Creat and g(x) 6= g(y), an additional
protein loss event preceding all other protein loss events is induced on (x, y) for
g(x). A protein loss event corresponds to the loss of the ability to produce a protein
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Fig. 2: A protein tree P on the
set P = {a21, a31, b01, b02, b11, b21, b31, c11, c12, c21, c31, d31}. The nodes of the
tree are labeled as speciation (circular nodes), gene duplication (squared nodes), of
protein creation events (triangular nodes). For each protein leaf xij of P , the corre-
sponding gene xi = g(xij) is indicated below the protein. The LCA-reconciliation
that resulted in the labeling of the nodes of P is illustrated in Figure 3.
Fig. 3: Top. The labeled gene tree G of Figure 1. Bottom. The protein tree P
of Figure 2 reconciled with G. For each internal node x of P , the corresponding
image g(x) in G is indicated. The protein tree P contains 2 protein creation nodes
(triangular nodes), 3 gene duplication nodes (squared nodes), 6 speciation nodes
(circular nodes), and 3 protein loss events indicated as dashed lines.
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isoform for an ancestral gene at a moment of the evolution of the gene family.
We define the following three costs of reconciliation CP→G induced by the LCA-
reconciliation lP of P with G. The creation cost denoted by C(P,G) is the number
of nodes x of P such that lP (x) = Creat. The loss cost denoted by L(P,G) is
the overall number of loss events induced by lP on edges of P . The mutation cost
denoted by M(P,G) is the sum of the creation cost and the loss cost induced by
lP . In the example depicted in Figure 3, the creation cost is 2, while the loss cost
is 3, and the mutation cost is 5.
Homology relations between proteins: Based on the LCA-reconciliation of P
with G, we can define the following homology relations between proteins of the set
P. Two proteins x and y of P are called orthologs if lP (lcaP ({x, y})) 6= Creat,
and in this case, we distinguish two types of orthology relationship: x and y are
ortho-orthologs if lP (lcaP ({x, y})) = Spec, and para-orthologs otherwise. Note that
if x and y are ortho-orthologs (resp. para-orthologs), the genes g(x) and g(y) are
orthologs (resp. paralogs). Finally, x and y are paralogs if lP (lcaP ({x, y})) = Creat.
Given a subset L′ of L(P ) such that any pair of proteins (x, y) ∈ L′ × L′ are or-
thologs, the tree P |L′ induced by L′ is called a creation-free subtree of P .
Problem statements: Given a protein tree P , a gene tree G and a species tree
S, the double reconciliation cost of G with P and S is the sum of a cost CP→G of
reconciliation of P with G and a cost CG→S of reconciliation of G with S.
Depending on the costs of reconciliation CP→G considered for P with G, and
CG→S considered for G with S, nine types of double reconciliation cost can be
defined. They are denoted by XY (P,G, S) where X is either C for C(P,G) or L for
L(P,G) or M for M(P,G), and Y is either D for D(G,S) or L for L(G,S) or M
for M(G,S). For example, CD(P,G, S) considers the creation cost for CP→G and
the duplication cost for CG→S .
The definition of the double reconciliation cost naturally leads to the definition
of our first reconciliation problem that consists in finding an optimal gene tree G,
given a protein tree P and a species tree S.
Minimum Double Reconciliation Gene Tree Problem (MinDRGTXY ):
Input: A species tree S for S; a protein tree P for P; a gene family G.
Output: A gene tree G for G that minimizes the double reconciliation cost
XY (P,G, S).
The problem MinDRGT assumes that the protein tree P is known, but in
practice, phylogenetic trees on full sets of proteins are not always available. Fur-
thermore, the application of sequence-based phylogenetic reconstruction methods
for constructing protein trees with more than one protein for some genes is likely
to lead to incorrect trees, as for the reconstruction of single-protein-per-gene trees
15,27. However, proteins subtrees of P can be obtained by building phylogenetic
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trees for sets of orthologous protein isoforms 32. Such subtrees can then be com-
bined in order to obtain the full protein tree P . One way to combine the orthologous
protein subtrees consists in following an approach, successfully used in 20 for com-
bining a set of gene subtrees into a gene tree. It consists in jointly reconstructing
the combined protein tree P and the gene tree G while seeking to minimize the
double reconciliation cost of G with P and S. We then define a second problem
that consists in finding an optimal pair of protein tree P and gene tree G, given a
species tree S and a set of known subtrees Pi,1≤i≤k of P .
Minimum Double Reconciliation Protein and Gene Tree Problem
(MinDRPGTXY ):
Input: A species tree S for S; a set of proteins P, a set of subsets Pi,1≤i≤k of
P such that ⋃ki=1 Pi = P, and a set of protein trees Pi,1≤i≤k such that for each
i, 1 ≤ i ≤ k, Pi is a tree for Pi and a subtree of the target (real) protein tree.
Output: A protein tree P for P such that ∀i, P |Pi = Pi and a gene tree G for
G = {g(x) : x ∈ P} that minimize the double reconciliation cost XY (P,G, S).
4. NP-hardness of MinDRGT
In this section, we prove the NP-hardness of MinDRGTXY for X = C and Y ∈
{D,L,M}.
Proposition 1. Given a protein tree P on P and a gene tree G on G with a protein-
species mapping g, let G′ be a gene tree on G′ = P, and S′ a species tree on S ′ = G
with a gene-species mapping s = g. The reconciliation costs from P to G, and from
G′ to S′ satisfy the following: (1) C(P,G) = D(G′, S′) ; (2) L(P,G) = L(G′, S′) ;
(3) M(P,G) = M(G′, S′).
From Proposition 1, all algorithmic results for the reconciliation problems be-
tween gene and species trees can be directly transferred to the equivalent reconcili-
ation problems between protein and gene trees. In particular, in 22, it is shown that,
given a gene tree G, finding a species tree S minimizing D(G,S) is NP-hard. To
our knowledge the complexity for the same problem with the L(G,S) or M(G,S)
costs are still open, though we believe it is also NP-hard since they do not seem
easier to handle than the duplication cost. Theorem 1 uses these results to imply
the NP-hardness of some versions of MinDRGT.
Theorem 1. Suppose that the problem of finding a species tree S minimizing the
cost Y ′(G,S) with a given gene tree G is NP-hard for Y ′ ∈ {D,L,M}. Let X = C
if Y ′ = D, and X = Y ′ if Y ′ ∈ {L,M}.
Then for any reconciliation cost function Y ∈ {D,L,M} and a given protein
tree P and species tree S, the problem of finding a gene tree G minimizing the
double-reconciliation cost XY (P,G, S) is NP-hard, even if |G| = |S|.
Proof. Let {Ĝ, Ĝ, Ŝ, ŝ} be an instance of the problem of finding an optimal species
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tree minimizing Y ′, such that Ĝ is the set of genes, Ĝ the gene tree, Ŝ the set of
species, and ŝ is the gene-species mapping. We will reduce this problem to that of
minimizing the double reconciliation cost for an instance {P, P,G,S, S, g, s}. We
create the protein set P, protein tree P , species set S and species tree S with
protein-gene mapping g and gene-species mapping s, as follows: G = Ŝ (i.e. the
species become the genes), and S is such that |S| = |G|, and the mapping s a
bijection between S and G (i.e. each species has one gene). The tree S is an arbitrary
tree over leafset S. Denote n = |S| = |G|. The protein set P consists in n3 copies
of Ĝ, i.e. P = ⋃ĝ∈Ĝ{g1, g2, . . . , gn3}. For each protein gi ∈ P corresponding to gene
ĝ ∈ Ĝ, we set the mapping g(gi) = ŝ(ĝ). To construct the protein tree P , first create
a set of n3 copies P = {P1, . . . , Pn3} of Ĝ such that for each i ∈ [n3], the tree
Pi is obtained from Ĝ by replacing each gene ĝ ∈ L(Ĝ) by its i-th corresponding
protein gi ∈ P. Next, let T be any binary tree with n3 leaves l1, . . . , ln3 , and for
each i ∈ [n3], replace li by the tree Pi. Note that every of the n3 − 1 internal node
x initially in T must be an apparent creation node. Also note that no matter what
the gene tree G is, x will be mapped to the root of G, as well as its two children xl
and xr, implying that there are no losses on a branch incident to a node initially in
T . The hardness of MinDRGTXY follows from the next (crude) upper bound:
Claim 1. Let T1, T2 be two trees on the same leafset L. Then for any cost Z ∈
{D,L,M}, Z(T1, T2) ≤ 5|L|2.
Proof. It suffices to prove the claim for the mutation cost M . When reconciled with
T2, the tree T1 has at most |V(T1)\L(T1)| ≤ |L| duplication nodes. As for the losses,
each branch of T1 induces at most |V(T2)| ≤ 2L losses, and so T1 has a total of at
most |E(T1)|2L ≤ 2|L|2|L| = 4|L|2 losses. Thus M(T1, T2) ≤ 4|L|2 + |L| ≤ 5|L|2.
We now show that there is a species tree Ŝ with Y ′(Ĝ, Ŝ) ≤ k if and only if there
is a gene tree G with double reconciliation cost XY (P,G, S) ≤ k(n3 + 1) + 5n2.
(⇒): let Ŝ be such that Y ′(Ĝ, Ŝ) ≤ k. Then our solution is G = Ŝ. Since there
are no losses on the branches incident to the nodes initially in T , and because each
subtree Pi of P is a copy of Ĝ, we have X(P,G) =
∑
Pi∈PX(Pi, G) + n
3 − 1 =∑
Pi∈P Y
′(Ĝ, Ŝ) + n3 − 1 ≤ n3(k + 1). Moreover, by Claim 1, Y (G,S) ≤ 5n2, and
so the double reconciliation cost is at most n3(k + 1) + 5n2, as desired.
(⇐): let G be a gene tree with XY (P,G, S) ≤ (k + 1)n3 + 5n2. We claim that
letting Ŝ = G, we obtain a solution with Y ′(Ĝ, Ŝ) ≤ k. Suppose otherwise that
Y ′(Ĝ, Ŝ) ≥ k + 1. Then as each Pi is a copy of Ĝ and Ŝ = G,
∑
Pi∈PX(Pi, G) =∑
Pi∈P Y
′(Ĝ, Ŝ) ≥ (k + 1)n3. Moreover, there are n3 − 1 creation nodes above
the Pi’s, and so X(P,G) ≥ (k + 2)n3 − 1. But for large enough n (i.e. n ≥ 6),
(k+2)n3−1 > (k+1)n3 +5n2, contradicting our assumption on XY (P,G, S). This
completes the proof.
Corollary 1. The MinDRGTXY problem is NP-hard for X = C and Y ∈
{D,L,M}.
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5. MinDRGT for the case P ⇔ G
In Section 4, we have proved the NP-hardness of several versions of the MinDRGT
problem. In this section, we consider the problem in a special case where P ⇔ G,
i.e each gene is the image of a single protein by the mapping function g. In the
remaining of the section, we assume that P ⇔ G without explicitly mentioning it.
We first study the subcase where P ⇔ G ⇔ S, i.e each species contains a single
gene of the family. Next, we study the case where P ⇔ G and develop a heuristic
method for it. In the sequel, given a protein tree P on P, g(P ) denotes the gene
tree for G obtained from P by replacing each leaf protein x ∈ P by the gene g(x)
(see Figure 4 for example). Notice that for any cost function X, X(P, g(P )) = 0.
5.1. Case where P ⇔ G ⇔ S.
In this section, we consider the additional restriction that G ⇔ S. For a gene tree
G on G, s(G) denotes the species tree for S obtained from G by replacing each leaf
gene x ∈ G by the species s(x).
One question of interest is whether g(P ) is always a solution for MinDRGTXY .
In other words, is it the case that for any gene tree G′, Y (g(P ), S) ≤ X(P,G′) +
Y (G′, S)? When X = C and Y = D, this is true if and only if the duplication cost
satisfies the triangle inequality. In 22, the authors believed that the duplication cost
did have this property, but as we show in Figure 4, this is not always the case. In
fact, g(P ) cannot be assumed to be optimal also for the case X = Y ∈ {L,M}.
Thus we get the following remark.
a11 f11 c11 e11 b11d11 a1 f1 c1 e1 b1 d1
a b c f d ea1 b1 f1 d1 c1 e1a11 f11 c11 e11 b11d11
P g(P)
P G'
S
0 creat +
1 creat +
3 dup +
1 dup +
0 loss
6 loss
12 loss
5 loss
b
cde ab
fde
d
f
abc
a
c
fe
b1d1
e1
a1f1
c1
e
c
ab
d
f
a11 f11 c11 e11 b11d11
P G''
2 creat +
6 loss
c1
a1
e1
d1
a1 c1 f1 b1 d1 e1
b
de
f
a
f1 b1
1 dup +
5 loss
c
Fig. 4: Example of protein tree P on P = {a11, b11, c11, d11, e11, f11}, species tree S
on S = {a, b, c, d, e, f} and gene family G = {a1, b1, c1, d1, e1, f1}, with g(xij) = xi
and s(xi) = x for any protein xij ∈ P , gene xi ∈ G and species x ∈ S. The gene tree
G′ on G induces a cost that is strictly lower than the cost induced by the gene tree
g(P ), for the following double reconciliation costs : CD, CL, CM, LL, LM, MM.
The gene tree G′′ is the tree that Protein2GeneTree would output.
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Remark 1. Figure 4 illustrates that under the restriction that P ⇔ G ⇔ S, in
particular the duplication cost, lost cost and the mutation cost do not satisfy the
triangle inequality, i.e., there may exists a gene tree G′ on G such that D(g(P ), S) >
C(P,G′) + D(G′, S), L(g(P ), S) > L(g(P ), s(G′)) + L(G′, S) and M(g(P ), S) >
M(g(P ), s(G′)) +M(G′, S). Moreover, the gene tree g(P ) is not a solution for any
of MinDRGTCD, MinDRGTLL, MinDRGTCL, MinDRGTCM , MinDRGTLL,
MinDRGTLM , and MinDRGTMM .
5.2. Case where P ⇔ G.
In the following, we present a heuristic method for the MinDRGTXY problem,
under the restriction that |P| = |G|. The intuition behind the algorithm is based
on the idea that we seek for a gene tree Gopt on G that decreases the reconciliation
cost with S, while slightly increasing the reconciliation cost with P , in order to
globally decreases the double reconciliation cost with P and S. Let G = g(P ). The
method consists in building Gopt from G by slightly modifying subtrees of G that
are incongruent with S, in order to decrease the reconciliation cost with S. The
heuristic method makes the following choices:
C1) the subtrees of G incongruent with S are those rooted at duplication nodes x
with lG(x) 6= lG(xl) or lG(x) 6= lG(xr).
C2) If lG(x) = Dup and lG(x) 6= lG(xl) w.l.o.g, we denote by Mix(G[x]) the set of
trees G′ on L(G[x]) that can be obtained by grafting G[xl] onto an edge of G[xr]
on which s(xl) is lost. Then, the slight modification applied on G[x] consists in
replacing G[x] by a tree G′ ∈ Mix(G[x]) that decreases the double reconciliation
cost with P and S by at least 1.
Protein2GeneTree: Heuristic for MinDRGTXY
Input : Tree P on P, Tree S on S, gene set G, mappings g, s.
Output : TreeGopt on G such thatGopt = g(P ) orXY (P,Gopt, S) < XY (P, g(P ), S)
1) G ← g(P )
2) Compute lG and let D = {x ∈ V(G) | lG(x) = Dup and lG(x) 6= lG(xl) or lG(x) 6=
lG(xr)}
3) For any node x ∈ D:
a) u ← the single node u of P s.t. g(u) = x ;
b) v ← the single node v of S s.t. v = s(x) ;
c) Gopt[x]← argmaxG′∈Mix(G[x])XY (P [u], G′, S[v])
d) δ(x)← Y (G[x], S[v])−XY (P [u], Gopt[x], S[v])
4) Find a subset D′ of D s.t. ∀x ∈ D′, δ(x) > 0, and ∀(x, y) ∈ D′×D′, lca(x, y) 6= x
and lca(x, y) 6= y, and ∑x∈D′ δ(x) is maximized.
5) Build Gopt from G by replacing any subtree G[x], x ∈ D′ by Gopt[x].
Complexity: For Step 4 of Protein2GeneTree, we use a linear-time heuristic greedy
algorithm. The time complexity of Protein2GeneTree is in O(n2) where n = |G|,
53
August 9, 2017 13:14 WSPC/INSTRUCTION FILE main˙jbcb
Reconstructing Protein and Gene Phylogenies using reconciliation and soft-clustering 13
since |V(G)| = O(n), |D| = O(n) and |Mix(G[x])| = O(n) for any x ∈ D, and Steps
4 and 5 are realized in linear-time.
For example, the application of Protein2GeneTree on the example of protein
tree P and species tree S depicted in Figure 4 would allow to reconstruct the
gene tree G′′ obtained by moving the subtree of g(P ) containing gene c1 onto the
branch leading to gene a1, and moving the subtree containing gene e1 onto the
branch leading to gene d1. However, the resulting gene tree G
′′ is not as optimal as
the gene tree G′. Protein2GeneTree can be extended in order to allow computing
the more optimal gene tree G′ by modifying the choices C1 and C2 made by the
algorithm: for example, in Step 2 set D = {x ∈ V (G) | lG(x) = Dup}, and in
Step 3.c consider Mix(G[x]) = {G′ | G′|L(G[xl]) = G[xl] and G|L(G[xr]) = G[xr]}.
The resulting algorithm would be an exponential time algorithm because of the
exponential size of the sets Mix(G[x]).
6. MinDRPGT for maximum creation-free protein subtrees
In this section, we consider the MinDRPGT problem in a special case where
the input subtrees Pi,1≤i≤k are all the inclusion-wise maximum creation-free
protein subtrees of the real protein tree. For example, the inclusion-wise max-
imum creation-free protein subtrees of the labeled protein tree P depicted in
Figure 2 are the subtrees P1, P2, P3 of P induced by the subsets of proteins
P1 = {b01, c11, a31, b31, c21, c31, d31}, P2 = {b02, c11, a31, b31, c21, c31, d31}, and P3 =
{b11, a21, b21, c12, a31, b31, c21, c31, d31}. We develop an exact algorithm for recon-
structing the protein supertree P given the input subtrees Pi,1≤i≤k, which allows to
reduce MinDRPGT to a special case of MinDRGT. The intuition behind the al-
gorithm is to first reconstruct a partition of P into subtrees that are either entirely
included or excluded in each input subtree Pi and then combine these partition
subtrees into P . The following describes how the partition subtrees of P called
span partition subtrees are inferred from the input maximum creation-free protein
subtrees.
Let P be a protein tree for P with a LCA-reconciliation lP , and P =
{P1, P2, . . . , Pk} the set of all the inclusion-wise maximum creation-free protein
subtrees of P . We define the function span from the set of protein P to the set 2P
of subsets of P such that, for any x ∈ P , span(x) is the subset of P such that x is
a leaf of any tree in span(x), and x is not a leaf of any tree in P − span(x). For
example, for Figure 2, span(b01) = {P1}, span(c11) = {P1, P2}, span(b11) = {P3},
span(a31) = {P1, P2, P3}.
We define the span partition of P according to P as the partition Pspan =
{S1, S2, . . . , Sm} of P such that for any set Su ∈ Pspan, for any pair of proteins x, y
in Su, span(x) = span(y). Note that Pspan is unique. The function span is extended
to be defined from P ∪ Pspan to 2P such that for Su ∈ Pspan, span(Su) = span(x)
for any x ∈ Su. The function g is extended to be defined from P ∪Pspan to 2G such
that for Su ∈ Pspan, g(Su) is the set of gene of proteins that belong to Su.
For example, Figure 5 gives an illustration of the construction of the set of span
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partition subtrees from an input set of maximum creation-free protein subtrees. Say
we have the input set of maximum creation-free protein subtrees P = {P1, P2, P3}
(Figure 5a). The span partition of P according to P is Pspan = {S1 = {b01},
S2 = {b02}, S3 = {b11, a21, b21, c12}, S4 = {c11}, S5 = {a31, b31, c21, c31, d31}}, and
span(S1) = {P1}, span(S2) = {P2}, span(S3) = {P3}, span(S4) = {P1, P2} and
span(S5) = {P1, P2, P3}. The set of span partition subtrees is then obtained by
building a tree for each element of the span partition (Figure 5b).
(a) Input set of maximum creation-free protein subtrees P = {P1, P2, P3}
(b) Span partition trees
(c) Output partially labeled protein
supertree
Fig. 5: Illustration of the steps of the algorithm ProteinSuperTree on (a) an input set
of maximum creation-free protein subtrees P = {P1, P2, P3}. (b) The span partition
of P according to P contains 5 sets. (c) The output supertree P with numbers in
circles representing the order of span partition subtrees merging in the algorithm.
The following lemma describes a property of a set of span partition subtrees that
allows to reconstruct a super protein tree from its set of span partition subtrees.
Lemma 1. Let P be the set of all maximum creation-free protein subtrees of a
labeled protein tree P and Pspan be the span partition of P according to P.
If P contains at least one protein creation node, then there exist at least a pair
of distinct sets Su, Sv in Pspan such that the subtrees of P induced by Su and Sv,
P |Su and P |Sv , are complete subtrees of P , and the subtree of P induced by Su ∪Sv
is also a complete subtree of P . In this case:
(1) lP (lcaP (Su ∪ Sv)) = Creat ;
(2) For any t ∈ {u, v} and any Pi ∈ span(St), P |St = Pi|St ;
(3) span(Su) ∩ span(Sv) = ∅ ;
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(4) the following two sets of subtrees are equal: {Pi|L(Pi)−Su | Pi ∈ span(Su)} =
{Pi|L(Pi)−Sv | Pi ∈ span(Sv)}.
Proof. There must exist a node w in P such that lP (w) = Creat and no node
x 6= w in P [w] satisfies lP (x) = Creat. Then, Su = L(P [wl]) and Sv = L(P [wr]).
For any set St ∈ Pspan, tree(St) denotes the (possibly partial) subtree of P such
that, for any Pi ∈ span(St), tree(St) = Pi|St .
SuperProteinTree: for reconstructing P from the input set P
Input : Set P of all inclusion-wise maximum creation-free protein subtrees of a target
protein tree P on P, gene set G, mappings g
Output : Protein tree P .
1) Compute the span partition, Q← Pspan = {S1, . . . , Sm} ;
2) Set {tree(Su) | Su ∈ Pspan} as subtrees of P ;
3) While |Q| > 1:
a) Compute the set C of pairs of distinct elements (Su, Sv) of Q
2 such that
span(Su) ∩ span(Sv) = ∅ and {Pi|L(Pi)−Su | Pi ∈ span(Su)} = {Pi|L(Pi)−Sv | Pi ∈
span(Sv)}.
b) If C 6= ∅:
i) Pick a pair (Su, Sv) in C such that Su and Sv have the highest mean
similarity score between their protein sets;
ii) Add a node w in P such that tree(Su), tree(Sv) become the left and right
subtrees of w, resulting in a subtree P ′;
iii) Set lP (w)← Creat and for any St ∈ Q, span(St)← span(St)− span(Sv);
c) Otherwise,
i) Compute the set of pair of distinct elements (Su, Sv) of Q
2 such that
P |Su was built at a previous iteration of Step 3 and span(Su) = span(Sv) and
g(Su) ∩ g(Sv) = ∅;
ii) Pick the pair (Su, Sv) such that Su and Sv have the highest mean similarity
score between their protein sets;
iii) Graft P |Su onto P |Sv as the sibling of the node of P |Sv such that the
resulting tree P ′ on Su ∪ Sv is compatible with all subtrees Pi ∈ span(Sv), i.e.
P ′|St = Pi|St with St = (Su ∪ Sv) ∩ L(Pi);
d) Set Sw ← Su∪Sv and Q← Q−{Su, Sv}∪{Sw} with span(Sw)← span(Su);
Steps 1) and 2) of the algorithm that consist in the computation of the span
partition subtrees are illustrated in Figures 5a and 5b . Step 3) that iteratively
merges the span partition subtrees in order to obtain the partially labeled protein
supertree P is depicted in Figure 5c.
Theorem 2. Given the set P of all inclusion-wise maximum creation-free protein
subtrees of a labeled protein tree P on P, SuperProteinTree reconstructs P and its
time complexity is in O(n3).
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Proof. The proof follows from the two points below:
(1) For any Su ∈ Pspan, tree(Su) is a (possibly partial) subtree of P ;
(2) At the end of each iteration of Loop 3, (Invariant1) the subtree P
′ constructed
is a complete subtree of P , and (Invariant2) for any set Su in Q, there is at most
one set Sv 6= Su in Q such that span(Su) = span(Sv):
(i) At the first iteration, Q necessarily satisfies case (3.b), and by Lemma 1, the
subtree P ′ = P |Su∪Sv must be a complete subtree of P . Moreover, at the end of
the iteration, Invariant2 is satisfied.
(ii) Now, let k ≥ 2. We show that if at the end of each of the first k−1 iterations
of Loop 3, Invariant1 and Invariant2 were satisfied, then, they are also satisfied
at the end of the kth iteration. At the kth iteration:
• If we are in case (3.b) of the algorithm, then there exist two distinct sets
Su, Sv in Q such that span(Su) ∩ span(Sv) = ∅ and {Pi|L(Pi)−Su | Pi ∈ span(Su)}
= {Pi|L(Pi)−Sv | Pi ∈ span(Sv)}. If Su and Sv were both elements of the initial
partition Q = Pspan, then from Lemma 1, P ′ = P |Su∪Sv is a complete subtree of
P . If one of them, say Su was not an element of Pspan, then P |Su is a complete
subtree of P by hypothesis.
• If we are in case (3.c) i.e span(Su) = span(Sv), then Su and Sv can not be
both elements of Pspan. So, by hypothesis, one of them, say Su, is such that P |Su
is a complete subtree.
• So, in both cases (3.b) and (3.c), either P ′ = P |Su∪Sv is a complete subtree of
P , or one of the two merged subtrees, say P |Su , is a complete subtree of P . In the
later case, suppose that P |Su∪Sv is not a complete subtree of P . Then, there exists
a protein x ∈ P − {Su ∪ Sv} such that x ∈ L(P |Sv ) but x 6∈ L(P |Su). Let St ∈ Q
be the set such that x ∈ St. We have span(Su) ⊆ span(St) ⊆ span(Sv), and then
span(Su) = span(St) = span(Sv). So, at the end of the (k − 1)th iteration, we had
span(St) = span(Su) = span(Sv), which is impossible.
• At the end of the kth iteration, Invariant2 is satisfied, otherwise there were two
sets St, Sq in Q at the end of the (k−1)th iteration such that span(St) = span(Sq),
which is impossible.
The time complexity of SuperProteinTree is in O(n3) since the loop at Step 3
is in O(n) and Steps 3.a, 3.b and 3.c are in O(n2).
Applying the algorithm SuperProteinTree on an instance of MinDRPGT such
that the input subtrees Pi,1≤i≤k are all the inclusion-wise maximum creation-free
protein subtrees of the real protein tree P , allows to reconstruct P with a partial
labeling lP indicating all protein creation nodes. Then, MinDRPGT is reduced to
MinDRGT in the special case where a partial labeling of the input protein tree is
given.
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7. Application
7.1. Protein2GeneTree
We applied the algorithm Protein2GeneTree for the reconstruction of gene trees
using protein trees and gene families of the Ensembl database release 87 16. Some
of the trees were left unchanged by the algorithm. We call an Ensembl gene tree G
modified if Protein2GeneTree, when given G, outputs a different tree. Otherwise we
say that G is unmodified. The results are summarized in Table 1. They show that
initial gene trees, and particularly large size trees, are predominantly suboptimal in
terms of double reconciliation cost. Moreover, modified and unmodified trees have
comparable numbers of duplications, but modified trees have significantly higher
number of losses, suggesting that gene trees with many losses are susceptible to
correction.
Table 1: Results of Protein2GeneTree on 12680 Ensembl gene trees. Samples: (A)
1 ≤ n ≤ 9 (7500 trees), (B) 10 ≤ n ≤ 99 (4386 trees), (C) 100 ≤ n ≤ 199 (773 trees),
where n is the number of leaves in a tree with the number of trees in each sample
in parenthesis (1) Number and percentage of modified trees, (2) Average number
of duplications / losses in unmodified trees, (3) Average number of duplications
/ losses in modified trees (before modification), (4) Average value / percentage of
double reconciliation cost reduction on modified trees, (5) Average running time in
ms, (6) Percentage of Ensembl trees that pass the AU test / percentage of corrected
trees that pass the AU test, with the percentage of corrected trees with a better
AU value in parentheses.
(1) (2) (3) (4) (5) (6)
(A)
72 /
0.96%
0.88/
7.97
1.61/
36.61
10.18/
19.69%
15
93.2% / 71.2%
(39.0%)
(B)
1734/
39.53%
3.83/
25.04
11.26/
114.95
7.17/
5.82%
328
80.6% / 81.1%
(45.9%)
(C)
505/
65.32%
31.54/
168.8
31.38/
310.62
16.42/
4.42%
4685
81.7% / 80.4%
(51.1%)
In order to demonstrate the relevance of the gene tree correction achieved using
Protein2GeneTree, the corrected trees were evaluated using the AU (Approximately
Unbiased) test 28. This test compares the likelihood of a set of trees in order to build
a confidence set, which consists of the trees that cannot be statistically rejected as a
valid hypothesis. We say a tree can be rejected if its AU value, which is interpreted
as a p-value, is under 0.05. Otherwise, no significant evidence allows us to reject
one of the two trees. We start by executing PhyML 14 on the trees to obtain the
log-likelihood values per site and we execute Consel 29 to obtain the results from
the AU test.
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Column 6 of Table 1 shows the percentage of the Ensembl trees/corrected trees
that could not be rejected. The corrected trees were in the confidence set about
as often as Ensembl, with the exception of the trees with less than 10 leaves. In
total, 80.7% of the corrected trees were part of the confidence set and could not
be statistically rejected. As for the Ensembl gene trees, 81.2% of them were part
of the confidence set. Therefore, despite the fact that our correction algorithm
does not consider the likelihood, the majority of the corrected trees represent a
hypothesis that cannot be rejected on a statistical basis. Moreover, the corrections
are significantly better than the original trees as often as the originals are better
than the correction. For the scores themselves, in total there were 52.8% of the
Ensembl gene tree that obtained a better AU score than the corrected trees, versus
46.8% of the corrected trees having a better AU score (the remaining 0.4% of the
trees having equal value).
7.2. SuperProteinTree
We applied the algorithm SuperProteinTree on two sets of homologous genes from
the Ensembl-Compara database release 89 8 augmented with simulated data. For
each gene family, we wanted to reconstruct a putative set P of inclusion-wise max-
imum creation-free protein subtrees, and build the protein supertree P from P.
Dataset: The dataset contains 14 genes with their CDS sequences from two
gene families, FAM86 and TP63, 7 genes per family, 25 CDS for FAM86 and 72 for
TP63. For each gene family, the genes are from six different amniote species which
are human, chimpanzee, mouse, rat, cow and chicken, including two paralogous
genes for human. For each gene family, the set of CDS of each gene is augmented
with simulated CDS as follows. Given a gene G and any CDS C from another gene
in the same gene family, the spliced alignment of the CDS C on the gene G is
computed using the spliced alignment tool SPlign 18. If all exons composing C are
aligned onto G, the regions of G aligned with exons of C are excised and joined
together to simulate an alternative splicing resulting in a CDS CG of G that is
orthologous to the CDS C. If the CDS CG is not already an existing CDS of the
gene G, it is added to its set of CDS as a simulated CDS. By applying this procedure
on each pair of CDS and gene in a gene family, we obtain an augmented dataset
composed of the same 7 genes per family with their initial sets of CDS augmented
with additional CDS, simulated using existing CDS of other genes. Table 2 gives
more details about the dataset.
Moreover, the augmented dataset of CDS is partitioned into a set of hard clus-
ters representing protein orthology groups based on the orthology relations inferred
using the SPlign spliced alignments. For the the gene family FAM86, 8 orthology
groups were inferred, numbered from Group 0 to Group 7, and for the gene family
TP63, 24 groups were inferred, numbered from Group 0 to Group 23. The name of
each CDS in Figures 6 and 7 is prefixed with the putative orthology group and the
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gene to which it belongs.
Table 2: Detailed description of the dataset for the application of the algorithm
ProteinSuperTree.
Family
FAM86 TP63
Species Gene ID #CDS Gene ID #CDS
Human ENSG00000158483 3 ; 0 ENSG00000073282 11 ; 3
Human ENSG00000186523 4 ; 3 ENSG00000078900 9 ; 0
Chimpanzee ENSPTRG00000007738 1 ; 1 ENSPTRG00000015733 1 ; 9
Mouse ENSMUSG00000022544 1 ; 2 ENSMUSG00000022510 8 ; 2
Rat ENSRNOG00000002876 1 ; 3 ENSRNOG00000001924 5 ; 4
Cow ENSBTAG00000008222 1 ; 3 ENSBTAG00000015460 1 ; 9
Chiken ENSGALG00000002044 1 ; 1 ENSGALG00000007324 2 ; 8
Total 12 ; 13 37 ; 35
For each gene family, the family identifier is given together with, for each gene,
the species, the Ensembl identifier, the number of CDS (initial CDS ; simulated
CDS) of the genes.
Soft-clustering and construction of a putative set of maximum
creation-free protein subtrees: Before applying SuperProteinTree, the set P
of all inclusion-wise maximum creation-free protein subtrees of P should be com-
puted. As the target tree P is not given as input, we designed a heuristic method
for computing the putative set of subtrees P. The first step of the method consists
in soft-clustering the proteins into ortholog groups. The second step consists in
building a subtree for each of the ortholog groups.
The soft-clustering step uses a distance measure d that associates to a pair of
protein (x, y) ∈ P a distance d(x, y) that is obtained from a linear combination of
the pairwise similarity score of their nucleotide sequence alignment and a structural
similarity score. The multiple alignment of all the CDS of a gene family is computed
using the coding sequence alignment tool MACSE 26, and all pairwise alignments
between proteins are extracted from the multiple alignment. The structural sim-
ilarity is evaluated as the number of pairs of exons in the two proteins that are
aligned together divided by the maximum number of exons in the two proteins. For
each gene family, we used different pairs of values (α,β) for the weights associated
to the structural similarity and the sequence similarity in the linear combination
for the definition of the distance measure d ((1.0,0.0), (0.8,0.2), (0.6,0.4), (0.4,0.6),
(0.2,0.8), and (0.0,1.0)). For each pair of weights for the linear combination, the
distance measure d was normalized to a range between 0 and 1.
For the soft-clustering step, the first aim is to allow a protein to appear
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in more than one cluster. For example, for the protein tree depicted in Fig-
ure 2, the target ortholog soft-clusters are the maximum creation-free subtrees
P1 = {b01, c11, a31, b31, c21, c31, d31}, P2 = {b02, c11, a31, b31, c21, c31, d31}, and P3 =
{b11, a21, b21, c12, a31, b31, c21, c31, d31}. The second aim of the soft-clustering is to
prevent a cluster to contain more than one protein from each gene, as in such a case
two proteins of a same gene in a cluster would be paralogs.
Our clustering algorithm is the UPGMA (Unweighted Pair Group Method with
Arithmetic Mean) hierarchical clustering algorithm modified as follows. (1) When
a new cluster K resulting from the merging of two minimum-distance clusters I
and J is added, the clusters I and J are not discarded. They remain candidates for
future merging with other clusters. (2) Two clusters containing proteins from the
same gene cannot be merged. (3) At each step, the distance between a new cluster
K and a cluster L is computed as D(K,L) = max{d(x, y) | (x, y) ∈ K × L}.
For each gene family and for each pairs of values (α,β) for the weights of the
structural similarity and the sequence similarity in the definition of the distance
measure d, we applied the soft-clustering algorithm and outputed different sets of
soft clusters obtained obtained after different numbers γ of iterations in the clus-
tering (n/2, n, 2n and 3n where n is the number of proteins in P). Each value of
the number of iterations γ in the clustering then resulted in a set of soft clusters
for the set of protein P . For a given set of soft clusters obtained for a set of pa-
rameters (α,β, γ), the corresponding set of input subtrees for the SuperProteinTree
algorithm was computed as follows. PhyML 14 was used to build an initial tree P ′
for the set of all proteins P . For each ortholog group K in the set of soft clusters,
the subtree of P for K was then defined as the subtree of P ′ induced by K.
Results of applying the SuperProteinTree algorithm: For each gene fam-
ily and each set of input subtrees obtained for different values of the parameters α,
β, and γ in the hierarchical soft clustering, we applied the algorithm SuperProtein-
Tree to reconstruct a protein supertree. We then retained the best reconstructed
protein supertree, i.e one that consists in a single tree (not a forest composed of
incompatible subtrees) with the minimum number of creation events.
FAM86: Table 3 summarizes the results for the gene family FAM86. Figure 6
shows the initial protein tree P ′ computed using PhyML 14 and the protein supertree
P reconstructed using SuperProteinTree for the best combination of parameter
values (given in Table 3), α = 0.8, β = 0.2 and γ = n = 25. The tree P ′ contains 18
proteins creation events while the supertree P contains 8 proteins creation events.
TP63: Table 4 summarizes the results for the gene family TP63. Figure 7 shows
the initial protein tree P ′ computed using PhyML and the protein supertree P
reconstructed using SuperProteinTree for the best combination of parameter values,
α = 0.8, β = 0.2, and γ = n = 72. The tree P ′ contains 62 proteins creation events
while the supertree P contains 28 proteins creation events.
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Table 3: SuperProteinTree results obtained on n = 25 proteins for the gene family
FAM86 for varying values of the parameters α (weight of the structure similarity
in the distance measure d), β (weight of the sequence similarity), and γ (number of
iteration of the hierarchical soft clustering). For each of set of values, three results
A, B, C are given: A is a binary value that indicates if SuperProteinTree has
reconstructed a single protein tree (1) or a forest (0); B is the number of creation
events inferred in the reconstruction and C is the ratio of the number of recovered
initial orthology groups (8 initial orthology groups for FAM86). The best results
are indicated in bold font.
γ
n/2 n 2n 3n
α β A B C A B C A B C A B C
1.0 0.0 1 17 1/8 1 18 2/8 0 12 2/8 0 7 1/8
0.8 0.2 1 15 3/8 1 8 6/8 0 10 6/8 0 9 3/8
0.6 0.4 1 17 1/8 1 16 1/8 0 9 3/8 0 8 3/8
0.4 0.6 1 17 1/8 0 15 1/8 0 12 5/8 0 6 1/8
0.2 0.8 0 16 1/8 1 17 1/8 0 13 3/8 0 7 1/8
0.0 1.0 1 18 1/8 0 15 1/8 1 16 2/8 0 14 1/8
Fig. 6: Left. The initial protein tree P ′ computed using PhyML. Protein lines are
colored according to the gene to which they belong (blue: ENSRNOG00000002876
; dark blue : ENSGALG00000002044 ; orange : ENSG00000158483 ; gray : ENSB-
TAG00000008222 ; beige : ENSG00000186523 ; yellow : ENSMUSG00000022544 );
purple : ENSPTRG00000007738. Right. The protein supertree P reconstructed
using SuperProteinTree. The creation events inferred in the protein trees after rec-
onciliation with the gene tree are represented as square nodes in black colors.
Discussion: As expected, for both gene families, FAM86 and TP63, in the pro-
tein tree P ′ computed using a sequence-based reconstruction method, the proteins
of each gene are grouped into complete subtrees. As a consequence, all the creation
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Table 4: SuperProteinTree results obtained on n = 72 proteins for the gene family
TP63. The notation is the same as the one used for Table 3, except that the dataset
for TP63 contains 24 initial orthology groups instead of 8 for FAM86.
γ
n/2 n 2n 3n
α β A B C A B C A B C A B C
1.0 0.0 1 61 14/23 1 62 14/24 1 65 14/24 0 28 14/24
0.8 0.2 0 61 14/24 1 28 22/24 0 25 21/24 0 20 19/24
0.6 0.4 0 58 14/24 0 51 14/24 0 35 18/24 0 35 18/24
0.4 0.6 0 59 14/24 0 45 15/24 0 37 17/24 0 37 17/24
0.2 0.8 0 57 14/24 0 52 14/24 0 52 14/24 0 59 14/24
0.0 1.0 0 59 14/24 0 58 14/24 0 58 14/24 0 56 14/24
events are located in these subtrees at the bottom of the tree P ′ and each gene
has its specific set of protein creation events not shared by any other gene. How-
ever in the protein supertree P reconstructed using our method, the creation events
are distributed from the root to the leaves of the tree. This supports the hypoth-
esis of groups of orthologous protein isoforms shared by several extant genes, and
originated from ancestral protein creation events.
The results given in Table 3 and 4 show that by giving more weight to structural
similarity than to sequence similarity between proteins, SuperProteinTree achieved
a better performance in both experiments. Specially, when α = 0.8 and β = 0.2,
our method is able to reconstruct a single protein tree displaying the highest ratio
of recovered initial orthology groups, with the smallest number of creation events.
It is worth noting that in the special case when α = 1.0 and β = 0.0, the SuperPro-
teinTree algorithm is able to reconstruct one protein tree, but with more creation
events and less recovered initial orthology groups. This might be due to the fact
that the SuperProteinTree algorithm tries to group proteins which have the same
structure but are too different in terms of sequence. A similar phenomenon occurs
when α = 0.0 and β = 1.0. Again, the number of creations is high and the number
of recovered initial orthology groups is low, suggesting that the structure of proteins
should not be ignored. These results illustrate the advantage of incorporating both
pieces of information into the calculation of distance between proteins.
8. Conclusion
In this work, we have argued the importance of distinguishing gene trees from
protein trees, and introduced the notion of protein trees into the framework of
reconciliation. We have shown that, just as gene trees are thought of as evolving
“inside” a species tree, protein trees evolve “inside” a gene tree, leading to two
layers of reconciliation. We provided evidence that, even if each gene in a given
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Fig. 7: Left. The initial protein tree P ′ computed using PhyML. Protein lines are
colored according to the gene to which they belong.Right. The protein supertree P
reconstructed using SuperProteinTree. The creation events inferred in the protein
trees after reconciliation with the gene tree are represented as square nodes in black
colors.
family encodes a single protein, the gene phylogeny does not have to be the same as
the protein phylogeny, and may rather behave like a “median” between the protein
tree and the species tree in terms of mutation cost. We have also introduced the
idea of reconstructing phylogenies from a set of orthology constraints represented
as proteins orthology soft-clusters. We have designed an algorithm to reconstruct a
protein phylogeny from a set of orthology soft-clusters.
On the algorithmic side, many questions related to the double-reconciliation
cost deserve further investigation. For instance, what is the complexity of finding
an optimal gene tree in the case that P ⇔ G ⇔ S? Also, given that the general
MinDRGT problem is NP-hard, can the optimal gene tree G be approximated
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within some constant factor? Or is the problem fixed-parameter tractable with re-
spect to some interesting parameter, e.g. the number of apparent creations in the
protein tree, or the maximum number of proteins per gene? As for the MinDRPGT
problem, it remains to explore how the partially labeled protein trees can be used
to infer the gene tree. Moreover, we have studied an ideal case where all maximum
creation-free protein subtrees could be inferred perfectly. Future work should con-
sider relaxing this assumption by allowing the input subtrees to have missing or
superfluous leaves, or to contain errors. Finally, we have designed an algorithm for
building a complete phylogeny satisfying a set of orthology soft-clusters in the spe-
cial case where all orthology soft-clusters are consistent. We defer to a future work
the study of the consistency problem for orthology soft-clusters, and the problems
of reconstructing a phylogeny from a set of inconsistent orthology soft-clusters.
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1. Åkerborg Ö, Sennblad B, Arvestad L, Lagergren J, Simultaneous bayesian gene tree
reconstruction and reconciliation analysis, Proceedings of the National Academy of
Sciences 106(14):5714–5719, 2009.
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Chapitre 4
Simulation de l’évolution des
séquences biologiques en
considérant l’épissage alternatif
4.1 Introduction
Étant donné l’importance du mécanisme d’épissage alternatif chez les eucaryotes,
de nombreux travaux ont été réalisés pour mieux en tenir compte dans les analyses
de séquences biologiques. Parmi ces études, on peut distinguer trois grands groupes.
Le premier porte sur l’alignement des séquences épissées : le but de ces tra-
vaux est de proposer de nouvelles approches pour aligner les transcrits et les gènes
ayant subi le mécanisme de l’épissage alternatif. Ces méthodes alignent les séquences
en prenant en compte leurs structures exon-intron. Au lieu de chercher à optimiser
un score d’alignement global entre deux séquences, ces méthodes cherchent à optimi-
ser le score d’alignement dans les régions conservées après épissage (exons). À titre
d’exemple, Splign[33] et SpliceFamAlign[31] sont des algorithmes conçus pour aligner
un gène avec un transcrit dans le but de détecter et aligner les exons othologues entre
les deux séquences. Le second groupe porte sur l’inférence des phylogénies de
gènes et de transcrits : l’objectif de ces travaux est de proposer de nouvelles
méthodes de reconstruction des phylogénies des gènes et de transcrits qui prennent
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en compte la structure exon-intron des séquences. Dans les travaux de Christinat et
al.[10, 11] et Ait-hamlat et al.[1], on propose des modèles d’évolution des transcrits
à l’échelle de leurs exons et on s’en sert par la suite pour reconstruire l’évolution des
transcrits. Dans notre article[35], nous proposons un modèle d’évolution des trans-
crits qui tient compte de la production multiple de transcrits par gène. Le troisième
groupe porte sur l’identification des transcrits orthologues et de la prédic-
tion de la structure des gènes : le but de ces travaux est d’une part d’utiliser
la structure exon-intron des transcrits pour identifier les relations d’orthologies entre
les transcrits[4] et d’autre part, pour la prédiction des gènes[6]. Dans ces travaux, les
soulève la question d’évaluation expérimentale de ces outils. Pour ce faire, on peut
utiliser des données réelles sur l’évolution des séquences épissées, ce qui est difficile
à obtenir en pratique. Simuler l’évolution des séquences en incluant le mécanisme de
l’épissage alternatif s’avère une bonne alternative ; c’est la contribution de ce chapitre.
Ce chapitre est structuré comme suit : la section 4.2 présente la liste des outils
de simulations existants. La section suivante présente les limites des outils existants.
Enfin, on présente SimSpliceEvol, l’outil de simulation que nous avons proposé dans
le but simuler l’évolution des transcrits alternatifs.
4.2 Outils de simulation de séquences biologiques
existants
Dans cette section, sont présentés les différents outils de simulation de l’évolution
des séquences biologiques. Le premier modèle présenté est un modèle très simpliste.
Les modèles suivants viendront l’enrichir.
4.2.1 Modèle de base
Le modèle de base de simulation de l’évolution de séquences biologiques a pour
but de générer un jeu de données simulées très simpliste. Ce modèle a pour principale
entrée un arbre binaire enraciné. La première étape est la simulation d’une séquence
biologique à la racine. Par la suite, on fait évoluer cette séquence du noeud racine vers
les feuilles de l’arbre. Entre deux noeuds, la séquence évolue au travers des opérations
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d’insertions, de délétions ou de substitution de nucléotides. On termine ainsi avec
un ensemble de séquences aux feuilles résultant de la séquence initiale simulée à la
racine qui a évolué. Pour les séquences résultantes aux feuilles de l’arbre, tous les
événements évolutifs que le gène a subis sont connus. Cet ensemble d’information
peut donc être utilisé comme donnée réelle pour la comparaison avec des données
estimées. Les données simulées par ce modèle peuvent être totalement décorrélées
des données réelles. Dans la section suivante, nous présentons l’enrichissement de ce
modèle dans le but de le rendre plus réaliste.
4.2.2 Méthodes existantes
Cette section regroupe en trois grands points les améliorations des modèles de
base de simulation de séquences biologiques.
Données simulées
Afin de refléter la structure réelle des gènes, certains outils distinguent la simula-
tion des séquences codantes[26, 64, 21, 60] et des séquences non codantes[63, 7, 26, 64,
21, 60]. Pour chacun de ces deux types de régions, un modèle spécifique est utilisé. Ceci
permet de distinguer d’un côté la simulation des régions codantes qui se fait sur la base
des codons et de l’autre côté la simulation des régions non codantes qui se fait sur la
base d’un nucléotide. Ainsi, la simulation de ces deux types de séquences est utilisée
pour illustrer l’évolution des protéines avec certains outils[63, 26, 64, 21, 60]. Cer-
tains outils plus réalistes simulent la structure exon-intron[64, 21, 60] des séquences
et même des sites d’épissages[60]. Tous ces outils de simulations génèrent un ensemble
de séquences avec leur alignement réel. Le tableau 4.1 illustre une comparaison du
type de données simulées.
Traitement des indels
Contrairement au modèle de base dans lequel le nombre d’indels et leur position
ne suivent pas de modèle spécifique, des modèles plus réalistes sont proposés. Parmi
ces modèles, on peut citer ceux qui simulent un nombre d’indels[63, 7, 49, 26] en
fonction de la longueur des séquences. D’autre modèles définissent des probabilités
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ROSE Dawg SIMPROT EvolveAGene3 iSGv2.0 INDELible PhyloSim
Données simulées
Structure exon-intron X X X
Sites d’épissages X
Séquence codante X X X X
Séquence non codante X X X X X X
Séquence de protéine X X Xa X X X
Alignement des séquences X X X X X X X
Tableau 4.1 – Comparaison de 7 outils de simulation sur la base des données simulées.
a Les méthodes peuvent générer des séquences d’acides aminés, mais la simulation
n’est effectuée qu’au niveau des nucléotides
pour choisir le type d’indel (insertion ou délétion)[63, 7, 26, 64, 21, 60]. Certains de ces
outils proposent des modèles pour simuler la longueur de chaque indels. Le tableau
4.2 présente un comparatif montrant les outils de simulation courants traitant les
indels.
ROSE Dawg SIMPROT EvolveAGene3 iSGv2.0 INDELible PhyloSim
Traitement d’Indel
Continue X X X X
Ajustement dynamique de la longueur X X X X
Suivi des événements X X X
Probabilité de ins et del indépendant X X X X X X
Distribution de longueur empirique X X X X X X
Tableau 4.2 – Comparaison de sept outils de simulation sur la base du traitement des
indels
Simulation de l’évolution des séquences
Partant des données simulées, des modèles sont proposés pour simuler l’évolution
des composants des séquences. Quelques-uns de ces modèles simulent l’évolution des
régions spécifiques des séquences[63, 64, 21, 60]. Un seul de ces modèles [60] simule
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l’évolution des sites d’épissage. Le tableau 4.3 présente un comparatif montrant com-
ment les outils de simulation courants traitent l’évolution des séquences biologiques.
ROSE Dawg SIMPROT EvolveAGene3 iSGv2.0 INDELible PhyloSim
Évolution simulée
Sites d’épissage X
Séquence codante X X X X
Séquence non codante X X X X X X
Séquence protéique X X X X X
Évolution hétérogène (partition) X X X X X
Conservation des motifs spécifiques à la lignée X
Conservation des motifs spécifiques à la longueur X X
Conservation des motifs spécifiques aux sites X X X
Tableau 4.3 – Comparaison de sept outils de simulation sur la base du traitement de
l’évolution des séquences
4.3 Limites des méthodes de simulation de séquences
biologiques existantes
Bien que tous les modèles de simulation susmentionnés modélisent les séquences
biologiques et leur évolution tout en intégrant plusieurs composants, il existe un
certain nombre de limites que nous listerons ci-dessous.
— Pas de simulation de l’épissage alternatif : les modèles de simulations
que l’on retrouve dans la littérature ne prennent pas en compte le mécanisme de
l’épissage alternatif. Ces modèles se basent sur le dogme central de la biologie
moléculaire dans lequel on affirmait qu’un gène produit un transcrit. Ainsi, les
modèles courants font évoluer une séquence de gène de la racine aux feuilles de
l’arbre. Cela représente une limitation actuellement, car l’analyse des génomes
eucaryotes prennent désormais compte de ce mécanisme. Puisque ces modèles
ne simulent qu’une seule séquence, ils ne peuvent pas être utilisés dans un
contexte où l’on s’intéresse aux transcrits épissés.
72
4.4. Article : "SimSpliceEvol : Alternative splicing-aware simulation
of biological sequence evolution"
— Pas de distinction entre les différents niveaux d’évolution : les mo-
dèles de simulations courants font évoluer une séquence ancestrale de la racine
aux feuilles. Cette séquence correspond le plus souvent à la séquence d’un gène.
Ce faisant, ces modèles ne définissent pas les différents niveaux d’évolution. Ils
se contentent de faire évoluer une séquence. Il est nécessaire de distinguer au
moins trois niveaux d’évolution, à savoir : l’évolution des exons-introns, l’évo-
lution des transcrits et l’évolution des gènes. À chaque niveau d’évolution,
un modèle spécifique doit être défini. Christinat et al.[10, 11] ont proposé un
modèle d’évolution des exons. D’après le modèle qu’ils proposent, les exons évo-
luent soit par gain, par perte ou par duplication. En ce qui concerne l’évolution
des transcrits, nous avons proposé un modèle[35]. Ici, les transcrits évoluent
à travers des événements de création de transcrits et perte de transcrits. La
création des transcrits fait ici allusion au fait qu’un gène a eu la capacité, à un
moment donné, de produire un nouveau transcrit. Ceci peut être réalisé par
l’un des cinq mécanismes de l’épissage alternatif 1.1.6. Enfin, l’évolution des
gènes se fait au travers des événements de pertes et de duplications de gènes.
Afin de pallier les limites des outils existants, nous avons proposé un nouveau modèle
de simulation SimSpliceEvol que nous présentons dans la section suivante.
4.4 Article : "SimSpliceEvol : Alternative splicing-
aware simulation of biological sequence evolu-
tion"
Afin de fournir un outil de simulation d’évolution de séquences biologiques qui
prend en compte l’épissage alternatif des transcrits de gènes, nous avons développé
SimSpliceEvol. Les deux principaux objectifs de SimSpliceEvol sont d’une part de
simuler une évolution réaliste de la structure d’épissage des gènes, et d’autre part, de
simuler une évolution réaliste des séquences, en distinguant les séquences d’exons des
séquences d’introns. Le processus de simulation de l’évolution de séquences biologiques
avec SimSpliceEvol peut se résumer en quatre points. 1) Générer une structure de
gène et sa séquence à la racine de l’arbre. 2) Simuler la production d’un ensemble de
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transcrit à la racine de l’arbre via le mécanisme de l’épissage alternatif. 3) Simuler
l’évolution des gènes et des transcrits d’un noeud parent vers ses noeuds enfants, de
la racine vers les feuilles de l’arbre. 4) Conserver l’histoire d’évolution des séquences.
J’ai conçu l’étude avec Pr. Ouangraoua. J’ai développé les algorithmes sous la
supervision de Pr. Ouangraoua. J’ai développé le programme et sa documentation,
collecté les données, mené les expériences et présenté les résultats lors de la conférence
RECOMB-CG’19. J’ai rédigé le manuscrit. Jammali a réalisé les statistiques pour les
résultats expérimentaux du manuscrit. Pr. Ouangraoua a révisé de manière critique
le manuscrit. Tous les auteurs ont lu et approuvé le manuscrit final. L’article a été
publié dans le journal BMC Bioinformatics.
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Abstract
Background: It is now well established that eukaryotic coding genes have the
ability to produce more than one type of transcript thanks to the mechanisms of
alternative splicing and alternative transcription. Because of the lack of gold
standard real data on alternative splicing, simulated data constitute a good
option for evaluating the accuracy and the efficiency of methods developed for
splice-aware sequence analysis. However, existing sequence evolution simulation
methods do not model alternative splicing, and so they can not be used to test
spliced sequence analysis methods.
Results: We propose a new method called SimSpliceEvol for simulating the
evolution of sets of alternative transcripts along the branches of an input gene
tree. In addition to traditional sequence evolution events, the simulation also
includes gene exon-intron structure evolution events and alternative splicing
events that modify the sets of transcripts produced from genes. SimSpliceEvol
was implemented in Python. The source code is freely available at
https://github.com/UdeS-CoBIUS/SimSpliceEvol
Conclusion: Data generated using SimSpliceEvol are useful for testing spliced
RNA sequence analysis methods such as methods for spliced alignment of cDNA
and genomic sequences, multiple cDNA alignment, orthologous exons
identification, splicing orthology inference, transcript phylogeny inference, which
requires to know the real evolutionary relationships between the sequences.
Keywords: simulation; exon-intron structure; alternative splicing; evolution
Background
Alternative splicing is used by eukaryotic coding genes to diversify their transcript
production [1]. Splicing [2] is a mechanism by which a primary transcript from a gene
undergoes cutout and ligation steps that lead to the elimination of some segments
from the transcript to result in a final mature transcript. The segments conserved
in the mature transcript are called exons and those that are eliminated by splicing
are called introns. Thus, the exon-intron structure of a eukaryotic gene refers to the
succession of alternating exon and intron segments that compose the gene sequence.
Alternative splicing allows genes to produce several isoforms of transcripts composed
of different combinations of exons [2].
The gain and loss of introns and exons in gene structures along the evolution
have been studied in various lineages of eukaryots. Intron loss and gain by unknown
mechanisms were detected in several lineages [3, 4, 5]. Exon loss and gain were also
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observed in various lineages by mechanisms including genomic deletion, insertion or
duplication, and mutational disabling or acquisition of splice sites [6, 7, 8]. It was
estimated that approximately 95% of multiexonic human genes give rise to alterna-
tive splicing [9]. Evolutionary comparisons of alternative exons and transcripts have
shown a significant enrichment for evolutionary conservation, and ancient origins
of alternative exons [10, 11]. The functional consequences of changes in exon-intron
structure and splicing patterns have been widely documented. It was shown that
the majority of alternative splicing events display tissue-dependent variation, and
give rise to protein functional changes [12, 13, 14].
Several methods have been developed for the analysis of spliced transcript se-
quences. These include methods for the computation of spliced alignment between
spliced transcript and unspliced genomic sequences [15, 16, 17], the computation
of multiple alignment of spliced cDNA sequences [18, 19, 20], the identification
of orthologous exons in a set of transcripts, the inference of splicing orthology
relations between transcripts [21, 22], the reconstruction of alternative transcript
phylogenies [23, 24, 25], the clustering of proteins, transcripts and genes sequences
[26, 27, 28, 29], to mention only those. However, the lack of real gold standard data
for which the true evolutionary relationships between data are known is an obstacle
to the evaluation of the performance of methods for spliced transcript sequences
analysis. Thus, sequence evolution simulation constitutes a promising avenue for
the generation of simulated benchmark data to test these methods.
A multitude of tools have been developed for the simulation of the evolution
of biological sequences [30, 31, 32, 33, 34, 35, 36, 37, 38]. Most of these methods
take as main input a guide tree, generate an ancestral sequence at the root of the
guide tree, and make this sequence evolve iteratively along the branches of the
tree. The simulated evolution events include sequence insertion and deletion (indel)
events and substitution events. At the end of the simulated evolution, each leaf
of the input guide tree is associated to one sequence for which the full evolution-
ary history is known. Some sequence evolution simulation tools like PhyloSim [30],
indel-Seq-Gen [32] and INDELible [38] simulate the exon-intron structure of genes
by defining partitions that evolve under different models and parameters. However
the initial exon-intron structure generated at the root the tree can not be modified
along the evolution. Some other tools are dedicated to the simulation of raw amino
acid sequences [31, 36] or nucleotide sequences [35] evolution without the under-
lying exon-intron structure of genes. All simulation tools return as result the true
alignment of the simulated sequences, which is useful as benchmark data to test
sequence analysis methods. However, no existing tool simulates both changes in the
exon-intron structure of genes and the alternative splicing mechanisms that drive
the evolution of sets of transcripts produced from genes.
In this paper, we present a new simulation tool, called SimSpliceEvol for gene
and alternative transcript sequence evolution. SimSpliceEvol simulates events act-
ing on the evolution of the exon-intron structure of genes and alternative splicing
events acting on the sets of transcripts produced from genes, in addition to tradi-
tional sequence substitution and indel events. SimSpliceEvol takes as input a guide
gene tree with branch lengths representing the number of substitutions per site on
branches, and generates a set of gene sequences representing a gene family with
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the exon-intron structures and the sets of cDNA sequences associated to alterna-
tive transcripts of the genes. For all simulated gene and cDNA sequences, the true
multiple sequence alignment and the orthology relationships between exons and be-
tween transcripts are also given as output. Data produced by SimSpliceEvol can be
used to evaluate models and methods for spliced sequence analysis. For instance, in
[39], we used it to generate simulated data for the comparison of spliced alignment
methods. To the best of our knowledge, SimSpliceEvol is the first sequence evolu-
tion simulation tool that integrates the simulation of both the evolution of gene
exon-intron structure and alternative splicing events.
The paper is organized as follows. The next section is dedicated to the description
of the simulation model of SimSpliceEvol. In the Results section, a comparison of
SimSpliceEvol with existing sequence evolution simulation tools is provided. The
usefulness of SimSpliceEvol is illustrated by the use of simulated data to compare
the performance of methods for multiple cDNA/protein sequence alignment and
methods for cDNA/protein clustering.
Materials and Methods
SimSpliceEvol takes as input a guide gene tree with branch lengths, and generates
the genes and cDNA sequences at the leaves of the tree with the true evolution-
ary history of the gene family. The method starts by simulating an ancestral gene
sequence with exon-intron structure and a set of alternative cDNA sequences at
the root of the tree. Next, two models of evolution are applied jointly to simulate
the evolution from the ancestral gene along branches of the guide tree. The first
model makes evolve the exon-intron structure of the genes and the resulting sets of
alternative cDNA sequences, and the second model is a codon / nucleotide sequence
evolution model by substitution and indel events for the exon and intron sequences.
In this section, we first describe how the ancestral gene sequence at the root of
the tree is simulated. Next, we describe the simulation models used on the one hand
for the evolution of the exon-intron structure of genes and the sets of alternative
cDNA, and on the other hand for the evolution of the exon and intron sequences.
Root ancestral gene simulation
In order to generate realistic data, we collected the exon-intron structure, transcript
and sequence information from all coding genes from the Ensembl Compara 96
database [40]. These dataset is composed of coding genes and cDNA sequences of
189 eukaryotic species. Oryzias latipes has the highest fraction of genes 1.30%, with
a median value of 0.55% for all species. Homos sapiens has the highest fraction of
transcripts 2%, with a median value of 0.53% for all species. From this data, we
derived the probability distributions of the number of exons per cDNA transcript,
the number of alternative cDNA transcripts per gene, the length of exon segments,
the length of intron segments, and the pair of dinucleotides at the extremities of
an intron segment called splice sites. Figure 1 presents the probability distributions
obtained.
The nucleotide sequences of translated exons and introns from the Ensembl cod-
ing gene dataset were used to build Markov chains to simulate exon and intron
sequences. For exon segments, since the interest is to simulate cDNA sequences
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Figure 1 Probability distributions of the composition of gene sequences derived from Ensembl
Compara 96 coding genes. (a) Number of exons per cDNA transcript (mean: 9.62; std:8.54). (b)
Number of cDNA transcripts per gene (mean: 1.45; std:1.08). (c) Exon length (mean: 170.36;
std:258.86). (d) Intron length (mean: 3730.30; std:20126.39).
composed of translated exons, we derived from the data the probabilities for each
nucleotide to be in the first position of a codon, to be in the second position given
the nucleotide at the first position, and to be in the third position given the din-
ucleotide at the two first positions of a codon. The derived probabilities used as
transition probabilities for the Markov chains are shown in Table 1.
a) b) c)
Start
x1 A C T G
x1
x2 A C T G
x1x2
x3 A C T G
H 0.24 0.31 0.19 0.25 A 0.21 0.28 0.21 0.30 AA 0.16 0.35 0.13 0.36
C 0.27 0.38 0.21 0.14 AC 0.22 0.49 0.14 0.15
T 0.12 0.35 0.20 0.33 AT 0.02 0.41 0.14 0.43
G 0.29 0.30 0.19 0.22 AG 0.12 0.55 0.20 0.13
CA 0.09 0.22 0.12 0.57
CC 0.26 0.35 0.28 0.11
CT 0.07 0.26 0.12 0.55
CG 0.17 0.37 0.20 0.26
TA 0.01 0.64 0.34 0.01
TC 0.20 0.48 0.20 0.12
TT 0.10 0.48 0.22 0.20
TG 0.05 0.41 0.30 0.24
GA 0.21 0.25 0.18 0.36
GC 0.15 0.55 0.18 0.12
GT 0.08 0.30 0.16 0.46
GG 0.19 0.39 0.13 0.29
Table 1 Markov chain transition probabilities: probability for a nucleotide A, C, T or G to be: a) in
the first position x1 of a codon, b) in the second position x2 of a codon given the nucleotide at x1,
and c) in the third position x3 of a codon given the dinucleotide at x1x2.
For intron segments, since the sequences are non-coding, the learning based on
codons is not relevant. We simply computed the probabilities for each nucleotide to
appear in an intron sequence, and used them to build a zero-order Markov chain.
The probabilities of nucleotides are shown in Table 2.
A C T G
0.29 0.20 0.30 0.21
Table 2 Probability for a nucleotide A, C, T or G to appear in an intron.
Based on the probability distributions derived for the structure and the sequence
composition of genes, the gene exon-intron structure and nucleotide sequence with
Figure 1 Probability distributions of the composition of gene sequences derived from Ensembl
Compara 96 coding genes. (a) Number of exons per cDNA transcript (mean: 9.62; std:8.54). (b)
Number of cDNA transcripts per gene (mean: 1.45; std:1.08). (c) Exon length (mean: 170.36;
std:258.86). (d) Intron length (mean: 3730.30; std:20126.39).
Figure 2 Illustration of a gene structure. A gene structure defined by the succession of
alternating exon segments and intron segments with splice sites at their extremities.
composed of translated exons, we derived from the data the probabilities for each
nucleotide to be in the first position of a codon, to be in the second position given
the nucleotide at the first position, and to be in the third position given the din-
ucleotide at the two first positions of a codon. The derived probabilities used as
transition probabilities for the Markov chains are shown in Table .
For intron segments, since the sequences are non-coding, the learning based on
codons is not relevant. We simply computed the probabilities for each nucleotide to
appear in an intron sequence, and used them to build a zero-order Markov chain.
The probabilities of nucleotides are shown in Table 2.
Based on t e pr bability distributions d rived for the structure and the sequence
composition of genes, the gene exon-intron structure and nucleotide sequence with
a set of coding transcripts are gen rated for the root of the tr e. The exon-intr
structure of a g ne is defined by the succession of alterna ng exon and intron seg-
ments that compose the g e sequenc . Intron segments have specific dinucleotides
at thei extremities called splice sites that are recognized by the splicing machin-
ery. In 98% of the cases, these dinucleotides are the canonical splice sites GT-AG
and in 1% of the cases the non-canonical splice sites AC-AT. (See Figure 2 for an
illustration) [41, 42].
From the probability distributions (Figure 1), the method first defines the number
of exons of the gene. The maximum number m of exons per cDNA is sampled, and
the number of exons of the gene is defined as knb xo s ˆ m where knbexons ě 1
is a user-defined constant. Next, the length of each exon and each intron and the
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splice sites associated to each intron are sampled. Once the exon-intron structure is
generated, the nucleotide sequence for each exon and each intron is generated using
the Markov chains built from the nucleotide probabilities (Tables 1 and 2). An exon
sequence is built as a chain of independent codons generated one by one once until
the length of the exon is reached. Each codon is built progressively using three
Markov chains. The zero-order Markov chain is used to generate the first nucleotide
x1 of the codon, and then the first-order Markov chain is used to generate the second
nucleotide x2, and finally the second-order Markov chains is used to generate the
third nucleotide x3. Note that the model imposes that the length of an exon is a
multiple of 3. An intron sequence is built as a chain of independent nucleotides
flanked by splice sites chosen from the empirical splice site distribution of 98% for
GT-AG, 1% for GC-AG, and 1% for all other types of splice sites. The nucleotides
of an intron are generated one by one until the length of the intron is reached.
Alternative splicing allows genes to produce several isoforms of transcripts com-
posed of different combinations of exons [2]. There exist five main types of elemen-
tary alternative splicing events that explain the difference between two transcripts
produced from a gene. Alternative 3’ or 5’ splice-site selections occur when two
distinct splice sites are used in the intron at the 5’ or 3’ extremity of an exon.
Exon skipping is the alternative inclusion or skipping of an exon in the transcripts.
Mutually exclusive exons occur when alternatively one of two successive exons is
included but not both. Intron retention is the alternative inclusion or splicing of
an intron in the transcripts. Note that two transcripts of a gene may differ by a
combination of several alternative splicing events. See Figure 3 for an illustration of
the five main types of alternative splicing events and Figure 4 for an illustration of
the production of several isoforms of transcripts from a gene by alternative splicing.
Figure 3 Five main types of alternative splicing events. (a,b) Alternative 3’ and 5’ splice-site
selections. (c) Exon skipping. (d) Mutually exclusive exons. (e) Intron retention.
The set of alternative transcripts produced at the root of the guide tree is gen-
erated first by randomly selecting a subset of the transcripts from the set of all
possible isoforms that have a number of exons less or equal to the maximum num-
ber m of exons per cDNA. Next, the remaining transcripts are generated by applying
alternative splicing events on the transcripts selected randomly.
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Figure 4 Example of 3 transcripts produced from the gene on Figure 2 by alternative splicing.
The difference between Transcripts 1 and 2 is an alternative 3’ splice-site selection for Exon 1 and
an exon skipping for Exon 2. The difference between Transcripts 1 and 3 is an event of mutually
exclusive exons for Exons 2 and 3. The difference between Transcripts 2 and 3 is an alternative 3’
splice-site selection for Exon 1 and an exon skipping for Exon 3.
Six user-defined parameters are used to define the proportion of transcripts gener-
ated by random selection or by alternative splicing. They are the relative frequencies
of transcript generation by random selection tcrs, alternative 5’ splice-site selection
tca5, alternative 3’ splice-site selection tca3, exon skipping tces, mutually exclusive
exons tcme, and intron retention tcir. In the case where tcrs “ 0, a first tran-
script is generated by random selection and the other transcripts are generated by
alternative splicing. In the case of alternative 3’ and 5’ splice-site selections, the
dinucleotide at the new splice site is modified in order to correspond to a known
type of splice site.
Once the root gene and its set of alternative cDNA are simulated, the next step
is to simulate their evolution along the branches of the guide tree.
Evolution simulation
SimSpliceEvol combines two models of evolution that are applied conjointly. The
first model is the structure evolution model that acts on the evolution the exon-
intron structure and the resulting set of transcripts of the gene. The second model
is the sequence evolution model that acts on the evolution of the gene sequence.
The length of a branch in the input guide tree represents the expected number
of substitution events per codon in coding sequences on the branch. To define the
expected numbers of any other type of evolutionary events acting on the exon-
intron structure, the set of transcripts or the sequence along a branch, we use a
linear model, which assumes that all rates are linearly related to the substitution
rate.
In the following, we present the two models in two different sections for the sake
of clarity, even if there are applied conjointly along branches of the guide tree.
Structure evolution model
The structure evolution model used in SimSpliceEvol is an extension of the
Christinat-Moret model of transcript evolution introduced in [24]. The model is
divided in two levels of evolution, one acting at the gene level on the gene exon-
intron structure and the other at the transcript level on the sets of transcripts
produced from a gene. We describe below the evolutionary events included in the
model at each level.
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Figure 5 Illustration of SimSpliceEvol model of evolution. Scenario of evolution of the
exon-intron structure and the set of transcripts in a gene tree (depicted in red).
Evolutionary events acting on the exon-intron structure of genes. The evolution
of the gene exon-intron structure is driven by three elementary events that are the
loss, gain and duplication of an exon. The loss of an exon occurs when an exon
is removed from the gene exon-intron structure and does not belong anymore to
any transcript of the gene. The loss of an exon is implemented as a deletion of the
exon segment from the gene sequence. The gain of an exon is the appearance of a
new exon segment inside an existing intron. It is implemented by generating a new
exon segment and inserting it inside an existing intron segment. The duplication of
an exon consists in a tandem duplication of an exon segment and the insertion of
an intron segment between the two copies. The application of multiple successive
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events along a branch of the guide tree leads to a modification of the exon-intron
structure of the gene.
Given a branch of the guide tree with length codon subst rate representing the
expected number of substitution events per codon on the branch, the expected
number of exon-intron structure change (EIC) events per exon on the branch is
calculated as keic ˆ codon subst rate where keic is a user-defined constant. Three
additional user-defined parameters are used to define the proportion of EIC events
acting on the evolution of the exon-intron structure of genes. They are the relative
frequencies of exon-intron structure change by exon loss eicel, exon gain eiceg, and
exon duplication eiced, such that the sum of these three relative frequencies equals
1.0. Thus, for example, the overall expected number of exon loss events on a gene
having n exons is calculated as n ˆ eicel ˆ keic ˆ codon subst rate for a branch of
length codon subst rate.
Evolutionary events acting on the set of transcripts of genes. The evolution of the
sets of transcripts produced from genes are driven by the evolution of the gene
exon-intron structure, and also by events that take place at the transcript level.
Two elementary events can affect the set of transcripts produced from a gene at the
transcript level: the loss and the creation of a transcript.
The loss of a transcript occurs a gene stops to produce a given type of transcript
due to mutations or a new regulation of the gene expression. The simulation of
a transcript loss event consists in stopping the generation of a transcript starting
from the node where it is lost. Note that the model makes the assumption that the
loss of an exon at the gene level implies a loss of all the transcripts that contain
this exon.
The creation of a transcript occurs when a gene starts producing a new type of
transcript, i.e., a new combination of exons from its exon-intron structure. Alter-
native splicing determines which alternative exons are present or absent in each
transcript of a gene. The simulation of a transcript creation event in the model
consists in generating a new transcript either randomly from the set of all possible
isoforms, or by applying an alternative splicing event on an existing transcript (See
Figure 3 for an illustration of the five main types of alternative splicing events).
Given a branch of the guide tree with length codon subst rate, the expected num-
ber of transcript change (TC) events per transcript on the branch is calculated as
ktc ˆ codon subst rate where ktc is a user-defined constant. The six user-defined
parameters tcrs, tca5, tca3, tces, tcme, tcir used for the generation of transcripts at
the root of the guide tree are also used as the relative frequencies of TC events by
random selection tcrs, alternative 5’ tca5 and 3’ tca3 splice-site selection, exon skip-
ping tces, mutually exclusive exons tcme, and intron retention tcir. An additional
user-defined parameter, the relative frequency of TC events by transcript loss tctl
is used to define the relative proportion of TC events by transcript loss, such that
the sum of these seven relative frequencies equals 1.0. So, for example, the overall
expected number of transcript loss on a gene having n transcripts is calculated as
nˆ tctl ˆ ktc ˆ codon subst rate for a branch of length codon subst rate.
The set of transcripts produced from the exon-intron structure of a gene results in
one of the three following states for each exon: absent, alternative, or constitutive.
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An exon is absent if it does not belong to any transcript of the gene. An exon is
alternative if it may be absent or present in transcripts produced from the gene.
A constitutive exon is present in all transcripts produced from the gene. Note that
along a branch of the guide tree, an exon can transit from any status to another.
SimSpliceEvol does not explicitly integrate the simulation of exon status changes.
These changes are induced by the comparison of the sets of transcripts generated
at the two extremities of a branch.
Figure 5 illustrates an example of simulation of the evolution of a gene exon-intron
structure with the resulting transcripts along branches of a guide tree that has three
leaves.
Sequence evolution model
In addition to the evolution of the exon-intron structure and the set of transcripts
of genes, the sequence of genes also evolve through insertion and deletion (indel)
events and substitution events. A multitude of methods have been developed for the
simulation of coding and non-coding sequence evolution. For SimSpliceEvol, we did
not develop a new sequence evolution simulation model. We used the same sequence
evolution simulation models as indel-Seq-Gen [32] for coding exon and non-coding
intron sequences.
Exon sequence evolution model. The model includes codon substitution and indel
processes. For each exon segment, codon substitution events along a branch of
the guide tree are simulated based on the branch length codon subst rate that
represent the expected number of substitution events per codon on the branch. Each
substitution event is generated based on an empirical codon substitution matrix [43]
that gives the probability of transition between any two types of codon.
The indels are also simulated based on the branch length codon subst rate.
The expected number of indel events per codon on the branch is calculated as
kindelˆcodon subst rate where kindel is a user-defined constant. The length of each
indel event is drawn from an empirically derived distribution of indel lengths [44].
The codon sequence of an inserted segment is generated using the Markov chains
described in Table 1. Two user-defined parameters are used to define the proportion
of insertion and deletion events. The relative frequencies of insertion and deletion
events are denoted by ci and cd, such that ci ` cd “ 1.0. Thus, for instance, the
overall expected number of codon deletion events on an exon segment composed of
n codons is calculated as nˆ cdˆ kindel ˆ codon subst rate for a branch of length
codon subst rate.
Intron sequence evolution model. The model is the same as the exon sequence
evolution model, except that the substitution and indels processes are simulated
at the nucleotide level, and the expected numbers of substitution and indel events
per nucleotide on the guide tree branches are multiplied by a user-defined constant
kintron. So, for instance, the overall expected number of nucleotide deletion events
on an intron segment of length n is kintron ˆ nˆ cdˆ kindel ˆ codon subst rate for
a branch of length codon subst rate.
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Implementation
SimSpliceEvol generates a gene sequence with exon-intron structure and a set of
alternative transcripts at the root of the guide tree according to the probability dis-
tributions in Figure 1 and Tables 1 and 2. Next, the program recursively generates
the mutations along each branch of the tree from root to leaves, such that each de-
scendant node inherits all the mutations generated along the path between the root
and the node. On each branch, exon-intron structure mutations (exon loss, exon
gain, and exon duplication) are first performed, then transcript mutations (tran-
script loss and transcript creation) are performed, and finally sequence mutations
(substitution and indels) are performed.
For the simulation of exon-intron structure mutations along a branch pi, jq, the
method first computes the overall expected number of exon loss events according
to the frequency of exon loss and the number of exon at node i, and the exons
to be deleted are chosen randomly and removed from the gene. Next, the overall
expected number of exon gain events is computed according to the frequency of exon
gain and the new number of exons, the insertion positions are randomly chosen, and
new exon segments are generated and inserted at these positions. Finally, the overall
expected number of exon duplication events is computed according to the frequency
of exon duplication and the new number of exons, and the exons to be duplicated
are chosen randomly and duplicated.
The simulation of transcript set mutations is done by first performing all transcript
loss events and then transcripts creation events by random selection or by one the
five alternative splicing event types. For each type of event, the overall expected
number of events is adjusted to the number of transcripts at the moment of the
simulation.
The simulation of the evolution of each exon and intron sequence is performed
independently from the other segments. For exon sequences, the codon evolution
model is used, and deletions and insertions are performed before substitutions. As
for structure evolution mutations, the overall expected number of a type of event is
adjusted to the number of codons in the exon at the moment of the simulation. The
position of each event is chosen randomly. For intron sequences, the simulation is
performed at the nucleotide level following the same steps as for the exon sequences.
The program outputs the gene sequences at leaves of the guide tree, the set of
cDNA sequences for each gene with their exon composition and the location of ex-
ons in the gene sequence. SimSpliceEvol also outputs all groups of splicing orthologs
that are groups of cDNA transcripts descending from the same ancestral transcript
without any alternative splicing events in their evolutionary history from the an-
cestral transcript. For example in Figure 5, there are six splicing ortholog groups
corresponding to Transcripts 1, 2, 4, 5, 6, 7, and the only group with a copy in
each gene is the group of Transcript 4. Finally the program keeps track of all the
evolutionary events simulated along branches of the tree. This information is used
to generate and output the true multiple alignment of all gene and cDNA sequences
simulated.
The default values of user-parameters are set as follows, knbexons “ 1.5, keic “
ktc “ 5, eicel “ 0.4, eiceg “ 0.5, eiced “ 0.1, tcrs “ 0.05, tca5 “ tca3 “ tcme “
0.1, tces “ 0.2, tcir “ 0.05, and tctl “ 0.4. The default values were chosen to
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allow an increase of the numbers of exons and transcripts from the root to the
leaves of the guide tree, and also based on results from the literature regarding the
levels of alternative splicing among eukaryotes [45, 46, 47]. For instance, it has been
shown that intron retention (tcir) is the rarest type of alternative splicing, whereas
exon skipping (tces) is the more prevalent [45]. The number of user-parameters is
intentionally kept large in order to allow the users to simulate and test various
frequencies for the evolution events included in the models.
Results
Comparison with existing simulation methods
Table 3 presents a comparison of SimSpliceEvol with existing sequence evolution
simulation tools based on criteria used in [32]. The criteria are related to the type
of simulated data, simulated evolution and indel treatment. We also consider addi-
tional criteria related to exon-intron structure and alternative splicing simulation.
Eight simulation methods are compared: ROSE [36], Dawg [35], SIMPROT [31],
EvolveAGene3 [37], INDELible [38], indel-Seg-Gen v2.0 (iSGv2.0) [32], PhyloSim
[30] and SimSpliceEvol.
The first set of criteria is related to the data generated for the root and the leaves
of the guide tree. Four methods, ISGv2, INDELible, Phylosim, and SimSpliceEvol
allow the generation of the exon-intron structure of genes, but only the last two
allow the generation of splice sites at the extremity of introns. SimSpliceEvol is the
only method that generates alternative transcripts and splicing ortholog groups.
The second set of criteria is related to the evolution models integrated in the
methods. Among the four methods that allow the generation of gene exon-intron
structure, only SimSpliceEvol allows evolving this structure and the resulting set of
alternative transcripts. However, it does not include an evolution model for splice
sites, as Phylosim does. The main limitation of SimSpliceEvol is that it does not
include models for motif conservation, which is important for the simulation of
highly diverged gene family evolution. SimSpliceEvol also only allows heterogeneous
evolution between exons and introns, but not within exons, or within introns. For the
current first version of the method, we chose to focus on the development of models
for the evolution of the exon-intron structure and the set of alternative transcripts.
Several models of motif conservation and heterogeneous evolution used in existing
methods will be integrated in subsequent versions of SimSpliceEvol (See [32] for a
review of existing models for simulation with motif conservation and heterogeneous
evolution).
The last set of criteria concerns the models for indel treatment. As Dawg, Sim-
SpliceEvol combines a continuous generation of indel events with dynamic length
adjustment. The continuous model consists in calculating first the number of events
based on the sequence length and then generating the events iteratively. The dy-
namic length adjustment consists in recalculating the number of events after each
change in the length of the sequence in order to avoid under-estimating or over-
estimating the number of events. In SimSpliceEvol, deletions and insertions are
performed before substitutions. Each series of events is simulated using the con-
tinuous model, but the number of events for each series is computed based on the
length of the sequence at the moment of the generation.
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Application
In order to illustrate the usefulness of SimSpliceEvol for testing spliced sequence
analysis methods, we used it to generate 3 datasets of gene families using as guide
trees, the following 3 species trees obtained from the Ensembl Compara database
[40].
((((bonobo:0.0031, chimpanzee:0.0025):0.0043, human:0.0066):0.0018, gorilla:0.0087):0.0084, orangutan:0.0173);
((rabbit:0.1011, (rat:0.0631, mouse:0.0608):0.0522):0.0019, (gorilla:0.0087, human:0.0084):0.0878);
(chicken:0.1295, (opossum:0.1165, ((mouse:0.1149, human:0.0962):0.0001, cow:0.1136):0.0144):0.0101);
The first tree is a species tree of primates that was used to generate a dataset of
30 gene families with highly similar genes, called the “Small” dataset. The second
species tree of primates and rodents was used to generate a dataset called “Medium”
containing 30 gene families with moderately similar genes. And finally, the last
species tree of amniotes was used to generate a dataset called “Large” of 30 gene
families. The average percent sequence identity (PID) of pairs of sequences within
the families of the 3 datasets are 72% for Small (ranging between 70 and 79%), 52%
for Medium (ranging between 50 and 54%), and 40% for Large (ranging between
37 and 41%).
The 3 simulated datasets were then used to compare the performance of methods
for multiple cDNA/protein sequence alignment and cDNA/protein clustering.
Comparing the performance of cDNA alignment methods. For each of the 90 sim-
ulated gene families, the set of all cDNA transcript sequences was aligned using
the multiple sequence alignment methods MACSE [18], MAFFT [19], and MUS-
CLE [20]. MACSE is a multiple sequence alignment program that accounts for the
underlying codon structure of protein-coding nucleotide sequences. MAFFT is a
popular multiple sequence alignment program based on the identification of homol-
ogous regions by the fast Fourier transform. MUSCLE is another popular multiple
sequence aligner that uses the log-expectation score to speed up its progressive
alignment protocol. Note that the set of multiple sequence alignment methods com-
pared here is not exhaustive, as the aim of this experiment is simply to show the
usefulness of SimSpliceEvol for the testing of such methods.
Using the real alignments of the simulated datasets as a benchmark, the precision,
recall, F-score, and computing time values for each method and each gene family
were computed. The results compiled by dataset is presented in Figure 6. The
precision measure is the fraction of nucleotide pairs in the estimated alignment that
are also in the true alignment. The recall measure is the fraction of nucleotide pairs
in the true alignment that are also in the estimated alignment. The F-score is the
harmonic mean of precision and recall. We observe that MAFFT is most accurate
method with the lowest computing times among the three methods. The accuracy
of all methods decreases with the sequence similarity.
Comparing the performance of cDNA clustering methods. The proteins generated
from the cDNA sequences of the 90 simulated gene families were clustered using
the protein sequence clustering methods CLUSS [48], OrthoFinder [27], and Or-
thoMCL [28]. CLUSS is an alignment-free method for clustering protein families.
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Figure 6 Precision, recall, F-score, and computing time values for multiple sequence alignment
methods. Precision, recall, F-score, and computing time values for each dataset (Small, Medium,
and Large), and each multiple sequence alignment method (MACSE, MAFFT, and MUSCLE).
Precision and recall measures are computed using the true alignment of simulated data as a
benchmark.
They were all developed for clustering protein sequences based on their sequences
similarities.
Based on the real splicing ortholog groups of the simulated datasets, the Rand
index and the computing time for each method and each gene family were calculated.
The results are presented in Figure 7. The Rand index is the fraction of pairs of
protein sequences that have the same relation in the estimated clustering and the
real clustering, either in the same cluster or in di↵erent clusters. CLUSS obtains the
highest Rand index values with the lowest computing times. OrthoFinder obtains
the second-best Rand index values with the highest computing times. OrthoMCL
has the lowest Rand index values. The performance of OrthoFinder decreases with
the similarity of sequences, while the performances of CLUSS and OrthoMCL are
robust to changes in sequence similarity. The average real number of clusters in the
tree datasets are 3.71 (std: 0.59) for Small, 9.39 (std: 1.58) for Medium, and 10.90
(std: 1.40) for Large. So, the real number of clusters increases with the dissimilarity
of sequences. We observed that CLUSS always overestimates the number of clusters
with a multiplying factor of 1.90 in average for all datasets. OrthoFinder tends
to overestimate or underestimate the number of clusters with average multiplying
factors of 1.40, 0.26, 0.17 respectively for the Small, Medium and Large datasets.
OrthoMCL always underestimates the number of clusters with average multiplying
factors of 0.28, 0.13, 0.15 respectively for the Small, Medium and Large datasets.
Figure 6 Precision, recall, F-score, and co puting ti e values for multiple sequence alignment
methods. Precision, recall, F-score, and computing time values for each dataset (Small, Medium,
and Large), and each multiple sequence alignment method (MACSE, MAFFT, and MUSCLE).
Precision and recall measures are computed using the true alignment of simulated data as a
benchmark.
OrthoFinder is an alignment-based method that infers orthogroups of protein cod-
ing genes, by solving the gene length bias in orthogroup inference. OrthoMCL is a
popular algorithm for grouping proteins into ortholog groups using pairwise align-
ment and a Markov Cluster algorithm. It is important to note that none of the
three methods was specifically conceived for computing splicing ortholog groups.
They were all developed for clustering protein sequences based on their sequences
similarities.
Based on the real splicing ortholog groups of the simulated datasets, the Rand
index and the computing time for each method and each gene family were calculated.
The results are presented in Figure 7. The Rand index is the fraction of pairs of
protein sequences that have the same relation in the estimated clustering and the
real clustering, either in the same cluster or in different clusters. CLUSS obtains the
highest Rand index values with the lowest computing times. OrthoFinder obtains
the second-best Rand index values with the highest computing times. OrthoMCL
has the lowest Rand index values. The performance of OrthoFinder decreases with
the similarity of sequences, while the performances of CLUSS and OrthoMCL are
robust to changes in sequence similarity. The average real number of clusters in the
tree datasets are 3.71 (std: 0.59) for Small, 9.39 (std: 1.58) for Medium, and 10.90
(std: 1.40) for Large. So, the real number of clusters increases with the dissimilarity
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of sequences. We observed that CLUSS always overestimates the number of clusters
with a multiplying factor of 1.90 in average for all datasets. OrthoFinder tends
to overestimate or underestimate the number of clusters with average multiplying
factors of 1.40, 0.26, 0.17 respectively for the Small, Medium and Large datasets.
OrthoMCL always underestimates the number of clusters with average multiplying
factors of 0.28, 0.13, 0.15 respectively for the Small, Medium and Large datasets.
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Figure 7 Rand index and computing time values for protein sequence clustering methods. Rand
index and computing time values for each dataset (Small, Medium, and Large), and each protein
sequence clustering method (CLUSS , OrthoFinder, and OrthoMCL). The Rand index is
computed using the true splicing ortholog groups as benchmark.
Conclusion
We present a new sequence evolution simulation method called SimSpliceEvol, that
simulates the evolution of the exon-intron structure of genes by exon loss, gain and
duplication events, and the evolution of the set of alternative transcripts produced
from genes by transcript loss events, and transcript creation events through alter-
native splicing. SimSpliceEvol also simulates traditional indel and substitution evo-
lution events acting at the sequence level. The main added-value of SimSpliceEvol
as compared to all existing sequence evolution simulation methods is the evolution
of the exon-intron structure and the set of alternative transcripts. The set of user-
parameters allows the users to simulate various frequencies for the evolution events
included in the models in order to test various hypotheses regarding exon-intron
structure and transcript evolution. Through an application, we show the useful-
ness of SimSpliceEvol for evaluating the performance of spliced sequence analysis
methods like multiple sequence alignment methods, and protein sequence clustering
methods.
For the first version of the method, we focus on the development of the models
for the evolution of the splicing structure of genes and the resulting transcripts.
Several additions will be made in subsequent versions of the method to improve the
realism of simulated data. First, the method makes two unrealistic assumptions:
(1) independence between the codons of an exon sequence, and (2) the length of
exons is always a multiple of 3. The first set of additions will relax these assump-
tions to generate ancestral exon sequences of any length containing known protein
motifs. We will also include models for motif conservation, splice sites evolution,
and heterogeneous evolution within exon and intron sequences.
The second set of additions concerns the evolution rates on the branches of the
guide tree. Currently, the method assumes a linear relation between the evolution
rates of all evolution models included in SimSpliceEvol, i.e., sequence evolution,
exon-intron structure evolution, and set of transcripts evolution. But, to the best of
our knowledge, no empirical study of the relationship between the rates of evolution
at the sequence and splicing structure levels has been realized yet. To generalize the
model, we will extend the method to allow independent evolution rates at di↵erent
levels, sequence, transcript, and exon-intron structure.
Finally, the current version of SimSpliceEvol does not include an explicit model for
the evolution of exons between absent, alternative, and constitutive states. Future
Figure 7 Rand index and co p ti i i sequence clustering methods. Rand
index and computing ti e values f r ll, ediu , and Large), and each protein
sequence clustering method ( , i rt L). The Rand index is
computed using the true splicin rt l rk.
Conclusion
We present a new sequence evolution si ulation ethod called SimSpliceEvol, that
simulates the evolution of t e e -i tr str ct re f genes by exon loss, gain and
duplication events, and t l ti f t t f lternative transcripts produced
from genes by transcript l s , i t creation events through alter-
native splicing. Si Splice l iti al indel and substitution evo-
lution events acting at t e s i a ded-value of SimSpliceEvol
as compared to a l existi i l tion ethods is the evolution
of the exon-intron struct r ti e transcripts. The set of user-
parameters a lows the users f e cies for the evolution events
included in the odels i theses regarding exon-intron
structure and transcript e l i . lication, we show the useful-
ness of SimSpliceEvol for l ti t rf r ce of spliced sequence analysis
methods like multiple se e ce alig e t et o s, a protein sequence clustering
methods.
For the first version of the ethod, e focus on the development of the models
for the evolution of the splicing structure of genes and the resulting transcripts.
Several additions will be made in subsequent versions of the method to improve the
realism of simulated data. First, the method makes two unrealistic assumptions:
(1) independence between the codons of an exon sequence, and (2) the length of
exons is always a multiple of 3. The first set of additions will relax these assump-
tions to generate ancestral exon sequences of any length containing known protein
motifs. We will also include models for motif conservation, splice sites evolution,
and heterogeneous evolution within exon and intron sequences.
The second set of additions concerns the evolution rates on the branches of the
guide tree. Currently, the method assumes a linear relation between the evolution
rates of all evolution models included in SimSpliceEvol, i.e., sequence evolution,
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exon-intron structure evolution, and set of transcripts evolution. But, to the best of
our knowledge, no empirical study of the relationship between the rates of evolution
at the sequence and splicing structure levels has been realized yet. To generalize the
model, we will extend the method to allow independent evolution rates at different
levels, sequence, transcript, and exon-intron structure.
Finally, the current version of SimSpliceEvol does not include an explicit model for
the evolution of exons between absent, alternative, and constitutive states. Future
versions will include an explicit model for exon status changes, and the set of exon-
intron structure evolution events will be extended to include the loss and gain of
an intron.
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Start
x1 A C T G
x1
x2 A C T G
x1x2
x3 A C T G
H 0.24 0.31 0.19 0.25 A 0.21 0.28 0.21 0.30 AA 0.16 0.35 0.13 0.36
C 0.27 0.38 0.21 0.14 AC 0.22 0.49 0.14 0.15
T 0.12 0.35 0.20 0.33 AT 0.02 0.41 0.14 0.43
G 0.29 0.30 0.19 0.22 AG 0.12 0.55 0.20 0.13
CA 0.09 0.22 0.12 0.57
CC 0.26 0.35 0.28 0.11
CT 0.07 0.26 0.12 0.55
CG 0.17 0.37 0.20 0.26
TA 0.01 0.64 0.34 0.01
TC 0.20 0.48 0.20 0.12
TT 0.10 0.48 0.22 0.20
TG 0.05 0.41 0.30 0.24
GA 0.21 0.25 0.18 0.36
GC 0.15 0.55 0.18 0.12
GT 0.08 0.30 0.16 0.46
GG 0.19 0.39 0.13 0.29
Table 1 Markov chain transition probabilities: probability for a nucleotide A, C, T or G to be: a) in
the first position x1 of a codon, b) in the second position x2 of a codon given the nucleotide at x1,
and c) in the third position x3 of a codon given the dinucleotide at x1x2.
A C T G
0.29 0.20 0.30 0.21
Table 2 Probability for a nucleotide A, C, T or G to appear in an intron.
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ROSE Dawg SIMPROT EvolveAGene3 iSGv2.0 INDELible PhyloSim SimSpliceEvol
Data simulated
Exon-intron structure X X X X
Splice sites X X
Alternative transcripts X
Coding sequence X X X X X
Non-coding sequence X X X X X X X
Protein sequence X X Xa X X X Xa
Sequence alignment X X X X X X X X
Splicing ortholog groups X
Evolution simulated
Exon-intron structure X
Splice sites X
Alternative transcripts X
Coding sequence X X X X X
Non-coding sequence X X X X X X X
Protein sequence X X X X X
Heterogeneous evolution (partition) X X X X X Xb
lineage-specific motif conservation X
Length-specific motif conservation X X
Site-specific motif conservation X X X
Indel treatment
Continuous X X X X X
Dynamic length adjustment X X X X X
Event tracking X X X X
Probability of ins and del independent X X X X X X X
Empirical length distribution X X X X X X X
Table 3 Comparison of 8 sequence simulation methods. a The methods can generate amino acid
sequences, but the simulation is done only at the nucleotide level. b The method defines partitions
that evolve under two distinct models for exon and intron, but within an exon or an intron segment,
the evolution is homogeneous. Features that are specific to SimSpliceEvol are indicated in bold
characters.
Chapitre 5
Algorithme pour la segmentation
de transcrits et pour la
construction d’arbres de gènes
5.1 Introduction
Dans les chapitres 2 et 3, nous avons effectué une revue de la littérature concernant
les principales méthodes de reconstruction d’arbres de gènes. Dans le chapitre 3,
nous avons également proposé une méthode pour la correction des arbres de gènes
de Ensembl[66]. Le présent chapitre décrit une méthode de reconstruction d’arbres
de gènes. La précision des arbres de gènes reconstruits repose sur deux méthodes
sous-jacentes qui influencent grandement la qualité des arbres obtenus. D’abord, une
nouvelle mesure de similarité entre séquences épissées est définie. Puis, les séquences
biologiques sont regroupées suivant cette mesure de similarité selon une représentation
vectorielle des séquences et une approche de segmentation floue. Enfin, l’arbre de gènes
est reconstruit.
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5.2 Mesure de similarités existantes entre séquences
biologiques
L’évaluation de la similarité des séquences biologiques est une étape de base dans
l’analyse de ces dernières. La similarité permet par exemple d’identifier les séquences
homologues qui sont par la suite utilisées dans la reconstruction des phylogénies de
transcrits, de protéines, de gènes et d’espèces. Il existe plusieurs définitions de mesure
de similarité entre paires de séquences. La majeure partie de ces mesures de similarités
est basée sur les séquences. Il en existe également quelques-unes qui exploitent des
connaissances sur les structures 2D et 3D des séquences, mais cette information est
rarement disponible. Dans cette thèse, nous nous intéressons particulièrement aux
mesures des similarités basées sur les séquences.
5.2.1 Mesure de similarité sans alignement
Les mesures de similarités qui ne requièrent pas l’alignement préalable des séquences[67]
déterminent la similarité sur la base des motifs partagés entre ces séquences. Elles
posent l’hypothèse que deux séquences sont d’autant plus proches si elles partagent
des motifs communs. Ces méthodes peuvent se résumer en deux principaux points :
premièrement, identifier les motifs de chaque séquence et deuxièmement, évaluer la
similarité des séquences en fonction des motifs communs. Il existe plusieurs variantes
de ce type de mesures de similarités. Ci-après, nous présentons la mesure de similarité
basée sur la fréquence des mots qui illustre bien l’idée générale de cette approche.
Mesure de similarité basée sur la fréquence des mots
Cette mesure de similarité se base sur la fréquence des mots de longueur fixe[3]
pour déterminer la similarité entre les séquences.
Définition d’un mot dans une séquence : Étant donnée une séquence X, de
longueur n sur un alphabet fini A de cardinalité r, un L − tuple est un segment de
longueur L de X. L’ensemble WL est constitué de tous les L− tuple possibles de A.
WL = {wL1, wL2, ..., wLk}, (1)
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Une fois l’ensemble WL obtenu, l’identification des L − tuples appartenant à X est
obtenu en comptant le nombre d’occurrences avec chevauchement par ce saut de 1 de
L− tuples de X dans WL. La séquence X est examinée de la position 1 à la position
n−L + 1 afin d’extraire ses L− tuple. cXL est donc un vecteur qui contient le nombre
d’occurrences de chaque L− tuple dans X noté P XLi .
cXL = {P XL1, P XL2, ..., P XLK}, (2)
Déterminer la (di)similarité entre deux vecteurs cXL et cYL peut s’effectuer en cal-
culant la distance euclidienne ou toute autre distance entre ces deux vecteurs. S’il
s’agit de la distance euclidienne, elle s’exprime comme suit :
D(cXL , cYL ) =
√√√√ k∑
i=1
(cXLi − cYLi)2.
Exemple : soit deux séquences X = abaababb et Y = baabbaba sur l’alphabet
{a, b}. On suppose que L = 3. WL = {aaa; aab; aba; abb; baa; bab; bba; bbb}. cX3 =
(0; 1; 2; 1; 1; 1; 0; 0) et cY3 = (0; 1; 1; 1; 1; 1; 1; 0). La distance euclidienne entre X et Y
est D(X, Y ) =
√
2.
5.2.2 Mesure de similarité basée sur l’alignement
Tel que présenté au chapitre 1, il existe trois principaux types d’alignement de
séquences à savoir : l’alignement global, l’alignement local et l’alignement semi-global.
Les mesures de similarités basées sur l’alignement[24] utilisent ces dernières pour
déterminer une valeur qui représente la similarité entre les séquences. Afin de définir
cette valeur, on se fixe au préalable des poids pour chaque type d’événements repésenté
dans un alignement[39]. Par exemple : Dans une colonne de l’alignement de deux
séquences, si les résidus sont identiques, on donne un coût de +2, s’ils sont différents,
on donne un coût de -1, s’il y a un écart on donne un coût de -2. Étant donné deux
séquences s1 = TTCTTGA et s2 = ATCCTACGA, le score de similarité entre s1 et
s2 est déduit de l’alignement dont le score est le plus élevé. La figure 5.1 illustre les
scores de chaque colonne sur l’alignement de s1 et s2. Le score d’alignement global
encore appelé mesure de similarité est donc 2 + 2− 2− 2 + 2 + 2− 2− 1 + 2 + 2 = 5.
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Figure 5.1 – Illustration de l’alignement de séquences et la déduction du coût de
similarité. Le coût de similarité entre s1 et s2 est la somme des coûts de chaque
colonne. Cette somme dans cet exemple donne 5.
La méthode de calcul que nous avons utilisée dans cet exemple est appelée somme
des paires, c’est la méthode la plus utilisée.
5.3 Limites des mesures de similarités existantes
Les mesures de similarités basées ou non sur l’alignement des séquences sont idéales
lorsqu’on suppose que la similarité entre deux séquences réside uniquement dans la
similarité entre les motifs de ces séquences. Dans les séquences épissées, il existe
d’autres caractéristiques structurales qui peuvent être conservées, en plus d’autres
motifs. Par exemple, pour un ensemble de transcrits de gènes homologues, la conser-
vation de phases de lecture, des sites d’épissages et des événements d’épissages subits
par chaque exon est très importante. Ces caractéristiques ont une influence sur les
fonctions des transcrits. Ainsi donc, la prise en compte de ces caractéristiques per-
mettrait d’obtenir une mesure de similarité plus précise.
5.4 Limites des méthodes existantes de segmenta-
tion de séquences
La première limite des méthodes de segmentation de transcrits alternatifs ré-
sulte de la mesure de similarité qu’elles requièrent. Les mesures de similarité utilisées
sont basées uniquement sur la comparaison des séquences de transcrits. Ces méthodes
ignorent toutes les informations sur la conservation des structures d’épissage des trans-
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crits. La seconde limite des méthodes de segmentation vient du fait que la plupart
de ces méthodes dépendent des paramètres fournis par l’utilisateur. Un de ces pa-
ramètres, dans le cas de la segmentation non supervisée, est le nombre de groupes
idéal pour regrouper les séquences. Dans le cas de la segmentation hiérarchique, l’uti-
lisateur choisit le nombre de groupes final. Dans les méthodes de segmentation par
partitionnement comme OrthoMCL, un indice d’inflexion est utilisé pour définir le
nombre de groupe. Toutes ces conditions rendent le résultat très dépendant des pa-
ramètres fixés par l’utilisateur. L’idéal est d’avoir un modèle qui prend en compte
l’information contenue dans les transcrits produits par les gènes, afin de déterminer
le nombre optimal de groupes, puis la répartition des transcrits dans ces groupes.
5.5 Article : «Choosing representative proteins ba-
sed on splicing structure similarity improves
the accuracy of gene tree reconstruction »
Afin de pallier aux limites des méthodes existantes de segmentation de séquences,
à savoir l’inexploitation des informations sur la conservation des structures d’épissage
et la nécessité de paramètres fournis par l’utilisateur, nous proposons une alternative
pour la construction des arbres de gènes. Nous présentons une nouvelle mesure de
similarité entre transcrits alternatifs combinant une mesure de similarité de la struc-
ture d’épissage et une mesure de similarité de la séquence. Ensuite, une méthode
de segmentation floue est proposée pour le regroupement de transcrits alternatifs en
groupe de forte homologie.
Pr. Ouangraoua a conçu l’étude. J’ai développé les algorithmes sous la supervision
de Pr. Ouangraoua et de Pr Wang. Degen a développé le module de collection de
données du programme. J’ai développé le programme et sa documentation, collecté
les données, mené les expériences. J’ai rédigé le manuscrit. Pr. Ouangraoua et Pr.
Wang ont révisé de manière critique le manuscrit. Tous les auteurs ont lu et approuvé
le manuscrit final. L’article a été soumis à BioRXiv.
97
Choosing representative proteins based on
splicing structure similarity improves the
accuracy of gene tree reconstruction
Esaie Kuitche Kamela1,∗, Marie Degen1, Shengrui Wang1, Aı̈da Ouangraoua1,∗
1 Department of Computer Sicence, University of Sherbrooke, Quebec, J1K 2R1,
Canada
*Correspondence to be sent to: Department of Computer Sicence, University of
Sherbrooke, 2500 Boul. de l’Université Sherbrooke, Quebec, J1K 2R1, Canada.
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Abstract. Constructing accurate gene trees is important, as gene trees
play a key role in several biological studies, such as species tree recon-
struction, gene functional analysis and gene family evolution studies. The
accuracy of these studies is dependent on the accuracy of the input gene
trees. Although several methods have been developed for improving the
construction and the correction of gene trees by making use of the rela-
tionship with a species tree in addition to multiple sequence alignment,
there is still a large room for improvement on the accuracy of gene trees
and the computing time. In particular, accounting for alternative splic-
ing that allows eukaryote genes to produce multiple transcripts/proteins
per gene is a way to improve the quality of multiple sequence alignments
used by gene tree reconstruction methods. Current methods for gene tree
reconstruction usually make use of a set of transcripts composed of one
representative transcript per gene, to generate multiple sequence align-
ments which are then used to estimate gene trees. Thus, the accuracy of
the estimated gene tree depends on the choice of the representative tran-
scripts. In this work, we present an alternative-splicing-aware method
called Splicing Homology Transcript (SHT) method to estimate gene
trees based on wisely selecting an accurate set of homologous transcripts
to represent the genes of a gene family. We introduce a new similar-
ity measure between transcripts for quantifying the level of homology
between transcripts by combining a splicing structure-based similarity
score with a sequence-based similarity score. We present a new method
to cluster transcripts into a set of splicing homology groups based on
the new similarity measure. The method is applied to reconstruct gene
trees of the Ensembl database gene families, and a comparison with cur-
rent EnsemblCompara gene trees is performed. The results show that
the new approach improves gene tree accuracy thanks to the use of the
new similarity measure between transcripts. An implementation of the
method as well as the data used and generated in this work are available
at https://github.com/UdeS-CoBIUS/SplicingHomologGeneTree/.
Keywords: Gene tree, Phylogenetics, Algorithms, Alternative splicing,
Splicing homology, Fuzzy C-means
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1 Introduction
In the last two decades, several phylogeny methods based on multiple alignment
of homologous sequences have been developed and used for gene tree recon-
struction (eg. PhyML (Guindon and Gascuel 2003), RAxML (Stamatakis 2006),
PhyloBayes (Lartillot and Philippe 2004)). It has been shown that the gene trees
reconstructed solely based on multiple sequence alignments often contain many
errors and uncertainties, due to numerous reasons which include the quality
of gene annotations, the quality of multiple sequence alignments, the quantity
of substitutions in the alignments, and the accuracy of the phylogeny recon-
struction methods (Hahn 2007; Rasmussen and Kellis 2007). To overcome these
limitations, the development of phylogenomics methods which make use a known
species tree in addition to multiple sequence alignments has been fruitful to im-
prove the accuracy of reconstructed gene trees (eg. TreeBeST (Schreiber et al.
2014), NOTUNG (Chen, Durand, and Farach-Colton 2000), ALE (Szöllősi et al.
2013), GSR (Åkerborg et al. 2009), TERA (Scornavacca, Jacox, and Szöllősi
2015), SPIMAP (Rasmussen and Kellis 2011), GIGA (Thomas 2010)). Several
methods for gene tree correction guided by species tree have also been developed
(eg. ProfileNJ (Noutahi et al. 2016), TreeFix (Wu et al. 2013), TreeFix-DTL
(Bansal et al. 2015), LabelGTC (El-Mabrouk and Ouangraoua 2017), Refine-
Tree(Lafond et al. 2013), and (Górecki and Eulenstein 2012)). Another category
of methods aims at jointly inferring gene trees and species trees (eg. PHYLDOG
(Boussau et al. 2013), DLRS (Sjöstrand et al. 2012), PhyloNet (Y. Wang and
Nakhleh 2018), BP&P (Rannala and Yang 2017)). The later provide accurate
reconstructions by modeling and resolving the discordance between gene trees
and species trees (Maddison 1997), but they are also limited by a scalability
problem for larger data sets. Despite the improvement in the accuracy and res-
olution of gene trees reconstructed by all these approaches, there is still a large
room for improvement on the accuracy of gene trees and the computing time.
In this work, we approach the question of improving the quality of multiple
sequence alignments used in phylogenomics methods for gene tree reconstruction,
by choosing wisely the set of proteins representing genes of a gene family. A key
factor for the accuracy of multiple sequence alignment is that aligned sequences
should be homologs. It is well known that alternative splicing (AS) is a ubiqui-
tous process in eukaryote organisms by which multiple transcripts and proteins
are produced from a single gene (Keren, Lev-Maor, and Ast 2010; Nilsen and
Graveley 2010; Blencowe 2006; Blencowe 2017; Modrek and Lee 2002; Kuitche,
Lafond, and Ouangraoua 2017; Iñiguez and Hernández 2017). Gene tree recon-
struction methods account for this information, by selecting and making use of
one reference transcript/protein sequence per gene to reconstruct the gene trees
that populate gene tree databases (eg. EnsemblCompra (Vilella et al. 2009), Phy-
lomeDB (Huerta-Cepas et al. 2014), Panther (Mi, Muruganujan, and Thomas
2012), TreeFam (Schreiber et al. 2014)). Among existing gene tree databases, the
EnsemblCompara method is the most popular one (Vilella et al. 2009). Like most
of the current gene tree reconstruction methods, the EnsemblCompara method
chooses the longest transcript for each gene as its representative transcript to
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generate a multiple sequence alignment. This choice ignores the transcripts of
all the other genes of the gene family. The rationale of this choice is that the
longest transcript is the more representative because its coverage of the gene
is the largest (Kasukawa et al. 2004). However, there is no guarantee that the
set of representative transcripts composed of the longest transcript of each gene
constitutes the set of the most homologous transcripts between genes. The ho-
mology level of two transcripts from two homologous genes can be measured by
the quantity of homologous nucleotides and exons shared by the transcripts. The
longest transcripts of two homologous genes may be composed of completely dif-
ferent exons. Thus, choosing the longest transcript for each gene, independently
of other genes, may lead to poorly homologous transcripts, and then erroneous
sequence alignments and gene trees. One of the main consequences of choosing a
set of non homologous transcripts is that the alignment of those sequences will
forcibly align some of those sequences together,which will muddle the phyloge-
netic signal. Ideally, the set of transcripts chosen to estimate a gene tree must be
equivalogs (Haft et al. 2001). Equivalogs are homologous transcripts that have
conserved their functions since their last common ancestor. Equivalogs share the
same functions, as well as conserved sequences and homologous exons, which
results in similar splicing structures.
Classical methods for clustering homologous transcripts into equivalog fam-
ilies and automated functional identification of proteins rely on sequence and
folding structure similarity. This approach ignores the splicing structure similar-
ity between transcripts (Haft et al. 2001; Pandit et al. 2002; Zhang and Skolnick
2005; Balamurugan, Dekker, and Waldmann 2005; Balaji and Srinivasan 2007;
Xu and Zhang 2010). However, it has been shown that the splicing structure
of homologous sequences is often more conserved than the nucleotide sequences
(Betts et al. 2001; Abril, Castelo, and Guigó 2005; Poulos et al. 2011). It has also
been shown that the splicing structure contains information that can improve
protein and transcript comparison (Abascal, Tress, and Valencia 2015; Abascal,
Ezkurdia, et al. 2015). IsoSel (Philippon et al. 2017) is a tool devoted to the
selection of equivalogs in the context of phylogenetic reconstruction. It provides
a better alternative of choosing the longest isoforms per gene. It uses multiple
sequence alignment and bootstrapping to identify equivalogs.
In this paper, we introduce a new framework for the reconstruction of eu-
karyote gene trees. We consider all transcripts of all genes of a gene family,
and we define a new similarity measure by combining splicing structure-based
similarity and sequence-based similarity. Based on the all-against-all similarity
matrix between transcripts, we propose a clustering method, based on an im-
proved version of the fuzzy c-means (FCM) algorithm (Bezdek, Ehrlich, and Full
1984) and a latent representation of transcripts. This method allows to obtain
splicing homology groups, that represent estimated equivalog families. Finally,
we use a multiple sequence alignment of the selected representative transcripts
to build the gene tree.
The paper is organized as follows: the next section describes the method
devised to estimate gene trees by taking into account the splicing structure of
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Fig. 1: Overall view of the method: The first step consists in the computation
of the similarity matrix between Coding DNA Sequence (CDS) of transcripts.
The second step consists in grouping CDS into splicing homology groups and,
finally, the last step consists in aligning the representative CDS and building the
gene tree.
transcripts. The Results and Discussion section presents the results of a compar-
ative analysis between the gene trees estimated using the new method, IsoSel,
and, the EnsemblCompara gene trees which are currently the most largely used.
The trees reconstructed with our method compare favorably with the trees from
the EnsemblCompara database, in terms of the significance of a likelihood dif-
ference computed using an Approximately unbiased test (Shimodaira 2002), and
in terms of the reconciliation with a species tree.
2 Materials and Methods
We first introduce some formal definitions that will be useful for the de-
scription of the method. Next, we present the definition of the new measure of
similarity between transcripts, and then the new algorithm for clustering tran-
scripts from a similarity matrix. In the last part of this section, we present how
the gene trees are estimated from a set of representative transcripts. An overview
of the method is depicted in Figure 1.
2.1 Preliminary definitions
Gene and CDS: A gene sequence is a DNA sequence on the alphabet
of nucleotides σ = {A,C,G, T}. Given a gene sequence g, an exon of g is a
transcribed segment of g. A coding DNA sequence (CDS) of g is a concatenation
of translated exons of g. The following is an example of toy gene g with two
alternative CDS c1 and c2. The alignment of g , c1 and c2 shows that c1 is
composed of 3 exons, and c2 of 4 exons. Here, CDS refers to transcript or isoform.
>g
CGTATGGAATGCGTAAGAAGCAGGTCGTAAGCATACGTGGGTAAGGGGAATGATTGAAAG
>c1
ATGCAAGCAGGTCGGGAATGA
>c2
ATGGAATGCAAGCAGCATACGTGGGGGAATGATTGA
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Fig. 2: Multiple splicing structure: Multiple splicing structure of three ho-
mologous CDS decomposed into three segment classes represented by different
colors: red color for the first class, blue for the second class, and grey for the
third class. Each CDS has a non-empty segment in all segment classes, except
CDS3 which has an empty segment in the first class.
g : CGTATGGAATGCGTAAGAAGCAGGTCGTAAGCATACGTGGGTAAGGGGAATGATTGAAAG
c1: --------ATGC-----AAGCAGGTC-------------------GGGAATGA
c2: ---ATGGAATGC-----AAGCAG--------CATACGTGG-----GGGAATGATTGA
Multiple splicing structure: Given a set of CDS C from a set of homolo-
gous genes, a segment class of C is a set composed of exactly one, possibly empty,
segment from each element of C, such that these segments are homologous, i.e
descending from the same ancestral segment. A segment class must contain at
least one non-empty segment. A multiple splicing structure of a set of CDS C is a
chain E = {E[1], ..., E[n]} of segment classes of C in which no pair of classes E[i]
and E[j] contains an overlapping segment, and each CDS c in C is the concate-
nation of its segments belonging to classes of E. Figure 2 presents an example of
multiple spliced structure of three CDS decomposed into three segment classes.
In practice, a set of homologous CDS is decomposed into a chain of segment
classes corresponding to homologous exon classes.
A multiple spliced alignment : Given a set of homologous CDS C de-
composed into a multiple splicing structure E = {E[1], ..., E[n]}, the multiple
spliced alignment of C corresponding to E is a chain A = {A[1], ..., A[n]} such
that each A[i] is an alignment of the segment class E[i]. For any CDS c in C,
Ac = {A[i]|c|1 ≤ i ≤ n} is the chain of n gapped segments of c induced by the
multiple spliced alignment A. Given a multiple spliced alignment A, |A| denotes
the number of sub-alignments composing A, i.e. the number of segment classes
in the corresponding multiple spliced alignment. Given a gapped nucleotide seg-
ment x, len(x) denotes the number of nucleotides in x. Figure 3 gives an example
of multiple spliced alignment corresponding to the multiple splicing structure of
three CDS from Figure 2.
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Fig. 3: Multiple spliced alignment: a multiple spliced alignment A corre-
sponding to the multiple splicing structure of three CDS from Figure 2. For
instance, |A| = 3, len(A[1]|CDS3) = 0, and len(A[2]|CDS3) = 11.
2.2 Similarity measure
The similarity measure between two CDS, x and y, of a set of homologous
CDS is defined as follows:
Sim(x, y) = α× Struct(x, y) + (1− α)× Seq(x, y)
Struct(x, y) is a splicing structure similarity between x and y, Seq(x, y) is a
sequence similarity between x and y, and α is such that 0 ≤ α ≤ 1 and defines
the relative weights of Struct(x, y) and Seq(x, y) in the similarity score.
The value of Struct(x, y) is defined by combining three similarity scores:
Struct(x, y) =
SE(x, y) + TP (x, y) + SL(x, y)
3
SE(x, y), TP (x, y) and SL(x, y) are respectively a splicing event (SE) sim-
ilarity score, a translation phase (TP) similarity score, and a segment length
(SL) similarity score between x and y, defined thereafter. Here, translation phase
refers to the reading frame. It may take the values 0, 1 or 2.
Splicing event similarity: Given a multiple spliced alignment A of a set
of CDS C, we consider four possible types of alternative splicing events for each
gapped segment A[i]|x such that 1 ≤ i ≤ |A| and x ∈ C. Figure 4 illustrates
the different types of alternative splicing events. An exon skipping (ES) arises
when the segment contains only gaps. For instance, the first segment of CDS3 in
Figure 4 has an ES event. A 3’ alternative splice site (3P) event arises when the
segment starts with gaps. For instance, the second segments of CDS2 and CDS3
have a 3P event. A 5’ alternative splice site (5P) event arises when the segment
ends with gaps. For instance, the first segment of CDS2 as well as the second
segments of CDS1 and CDS3 have a 5P event. An internal gap (IG) event arises
when there is a set of consecutive gaps within the segment. For instance, the
third segment of CDS1, CDS2 and CDS3 have at least one IG event.
For a CDS x, we denote by e[i]|x the set of alternative splicing events dis-
played by the gapped segment A[i]|x. Given two CDS x and y from C, the splicing
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Fig. 4: Alternative splicing events: The multiple spliced alignment of Figure
3 with gapped segments annotated with their alternative splicing events, trans-
lation phases, and segment lengths. Above the first nucleotide of each segment,
the number in green represents the position of the first nucleotide in the CDS
and the number in orange represents the translation phase of the exon. The al-
ternative splicing events of each segment are indicated (Exon Skipping(ES), 3
Prime Extension(3P), 5 Prime Extension(5P), or Internal Gap(IG)).
event similarity between the two gapped segments A[i]|x and A[i]|y is the ratio
of the number of common events in the two sets e[i]|x and e[i]|y:
SE(A[i]|x, A[i]|y) =
|e[i]|x∩e[i]|y|
|e[i]|x∪e[i]|y|
The splicing event similarity between x and y is then given by:
SE(x, y) =
∑i=|A|
i=1
SE(A[i]|x,A[i]|y)
|A|
Translation phase similarity: Given a multiple spliced alignment A of a
set of CDS C, for each gapped segment A[i]|x such that 1 ≤ i ≤ |A| and x ∈ C,
we denote by phase[i]|x the translation phase of the segment A[i]|x. The value
of phase[i]|x equals the position of the first nucleotide of A[i]|x in the sequence
x modulo 3. Given two CDS x and y from C, the translation phase similarity
between the two gapped segments A[i]|x and A[i]|y is 1 if the two segments have
the same translation phase, and 0 otherwise:
TP (A[i]|x, A[i]|y) =
{
1 if phase[i]|x = phase[i]|y
0 otherwise.
The translation phase similarity between x and y is then given by:
TP (x, y) =
∑i=|A|
i=1
TP (A[i]|x,A[i]|y)
|A|
Segment length similarity: Given two CDS x and y from C, the segment
length similarity between the two gapped segments A[i]|x and A[i]|y is given by:
SL(A[i]|x, A[i]|y) = 1− |len(A[i]|x)−len(A[i]|y)|len(A[i]|x)+len(A[i]|y)
The segment length similarity between x and y is then given by:
SL(x, y) =
∑i=|A|
i=1
SL(A[i]|x,A[i]|y)
|A|
Sequence similarity: Giving a multiple spliced alignment A of a set of
CDS C, we use the substitution matrix BLOSUM100 as substitution model to
compute the sequence similarity score between each pair of CDS in C.
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Based on the definition of the similarity score Sim(x, y) between two CDS x
and y, an all-against-all similarity matrix is computed for the set of homologous
CDS C of any gene family.
2.3 CDS Clustering
In order to determine the representative CDS of a set of homologous genes,
CDS are first clustered into splicing homology groups. It has been demonstrated
that, for clustering problems where clusters may overlap each other, fuzzy clus-
tering methods, which can assign a data to more than one cluster, achieve higher
performance than hard clustering methods, which assign each data to a single
cluster (Sun, S. Wang, and Jiang 2004). The CDS clustering problem is best ap-
proach as a fuzzy clustering problem because a CDS in one gene may be similar
in sequence and splicing structure to several alternative CDS of another gene,
and splicing homology groups could overlap.
The Fuzzy C-means (FCM) algorithm and its derivatives are the most widely
used fuzzy clustering algorithm (Bezdek, Ehrlich, and Full 1984). As input, they
require a representation of the data, generally a vectorial representation, which
facilitates computing of the centroid of a cluster of data. They also require as
input the number of clusters in the given data set. The clustering method starts
with a transformation of the CDS representation into a vectorial representation,
and the application of the FCM-Based Splitting Algorithm (FBSA) (Sun, S.
Wang, and Jiang 2004) to cluster CDS.
Vectorial representation of CDS: In this section, we propose to com-
pute a latent vectorial representation of CDS from a N × N similarity matrix
S, containing the pairwise similarity scores between the N CDS of a set of ho-
mologous genes. Such a representation allows CDS to be represented in a new
geometric space while preserving their mutual similarity and facilitating com-
puting of centroids in clustering algorithms. Each CDS will be represented as
an N-dimensional vector by applying a spectral decomposition on the similarity
matrix S. The spectral decomposition of a symmetric N × N matrix S is the
decomposition of S into S = UDUT , such that U is an orthogonal N×N matrix
and D is a N ×N diagonal matrix. The columns of U correspond to the eigen
vectors of S, and the diagonal entries of D correspond to the eigen values.
We define an N × N matrix X = U ×
√
D, such that each row xi of X is
the new vectorial representation of the ith CDS from the similarity matrix S.
This transformation is valid because the similarity score Sij between the i
th and
jth CDS is now approximately equal to the inner vector product < xi, xj > of
the vectors representing the CDS. Thus, the relative similarity scores between
CDS are preserved by the transformation, and the vectors {x1, . . . , xN} can be
clustered using a fuzzy clustering algorithm.
Application of the FBSA for fuzzy clustering:
The FCM algorithm requires, as input parameter, the number of clusters in
the data-set in order to be clustered (Bezdek, Ehrlich, and Full 1984). Given
N data vectors X = {x1, x2, ..., xN} to cluster, and c the expected number of
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clusters, the FCM algorithm searches for a N × c non-negative matrix M called
the fuzzy partition matrix. Each value mki such that 1 ≤ k ≤ N and 1 ≤ i ≤ c
in the matrix M is the membership value of vector xk to the i
th cluster, and for
any vector xk,
∑c
i=1mki = 1. Given a N × c membership matrix M , the centre
of each cluster i, 1 ≤ i ≤ c, is computed as the vector:
vi =
∑N
k=1m
f
kixk∑N
k=1m
f
ki
1
The exponent f > 1 in the cluster centre formula is a parameter called a fuzzi-
fier. Given a set of cluster centres V = {v1, . . . , vc}, the values of the N × c
membership matrix M are computed as follows:
mki =



(
∑c
j=1(
‖xk−vi‖
‖xk−vj‖ )
2
f−1 ) if ‖xk − vi‖ > 0, ∀j
1 if ‖xk − vi‖ = 0
0 if∃j 6= i ‖xk − vj‖ = 0
2
The formula (1) and (2) are derived from minimization of the following ob-
jective function Ff .
Given N data vectors X = {x1, x2, ..., xN} and an expected number of clus-
ters c, the FCM algorithm computes a membership matrix M and a set of cluster
centres V = {v1, . . . , vc} that minimizes the following function
Ff (U, V ) =
N∑
k=1
c∑
i=1
mfki ‖xk − vi‖
2
3
The FCM algorithm starts by randomly initializing the cluster centres V =
{v1, . . . , vc}. Then it iteratively recalculates the membership matrix M using
equation (2) and a new set of cluster centres using equation (1) until a set of
stable cluster centres is reached.
The main limitation of the FCM algorithm is that it requires the number of
clusters as input. Several derivatives of the FCM algorithm have been developed
for automatically determining the number of clusters. As input parameters, they
take a lower bound cmin and an upper bound cmax for the number of clusters,
compute an optimal clustering using FCM for each number of cluster c such
that cmin ≤ c ≤ cmax, and choose the best value of c based on a cluster validity
criterion.
The FBSA algorithm is a derivative of the FCM algorithm that allows to
cluster a data set while automatically determining the number of clusters (Sun,
S. Wang, and Jiang 2004). FBSA improves on other derivatives of the FCM
algorithm to allows automated selections of the number of clusters. It reduces
the randomness in the initialization of cluster centres at the beginning of each
clustering phase. For each clustering phase with a value of c such that cmin <
c ≤ cmax, the clustering is carried out starting with the previously obtained c−1
clusters and splitting the worst cluster in two clusters to obtain c clusters. The
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worst cluster is the one corresponding to the minimum value of a score function
S(i) associated with each cluster i as follows:
S(i) =
∑N
k=1mki
number of data vectors in cluster i
A second improvement of FBSA in the selection of the best number of clusters
is the use of a new validity index Vd(c) based on a linear combination of cluster
compactness and separation that is efficient even when clusters overlap each
other. The validity index Vd(c) is computed for each cluster number c to choose
the number of clusters that maximizes Vd(c). The detailed description of FBSA
and the definition of the validity index are provided in (Sun, S. Wang, and Jiang
2004).
Given a N × N similarity matrix S on a set of N homologous CDS C of a
gene family, we extend the FBSA method to cluster C into subsets of splicing
homology groups, and select a set of representative CDS as follows:
1. Apply a spectral decomposition on the matrix S to obtain a vectorial repre-
sentation X = {x1, . . . , xN} of the N CDS in C ;
2. Apply FBSA on X = {x1, . . . , xN} and choose the best clustering corre-
sponding to a number copt of clusters maximizing Vd(copt) ;
3. Select the cluster i in the copt-clustering such that S(i) is maximal.
4. For each gene g, select as representative CDS, the CDS k of g such that the
membership Mki of xk to the i
th cluster is maximum.
2.4 Gene tree construction
In order to carry out a comparative study on the effect of the choice of rep-
resentative CDS for gene tree construction, the new method and IsoSel method
use the same steps as the Ensembl method, except for the representative CDS
selection step. After selecting the representative CDS, the third methods com-
pute a multiple sequence alignment of the protein sequences corresponding to
the representative CDS using Mafft (Katoh and Standley 2013). Next, the CDS
back-translated protein alignment and the species tree are used to estimate the
gene trees with the TreeBest phylogenetic reconstruction method. TreeBest is
a method for building gene trees using a known species tree (Schreiber et al.
2014).
3 Results and Discussion
In order to evaluate the new gene tree reconstruction method, we compare
it with the method from EnsemblCompara and the method from IsoSel, based
on a dataset of gene families from the EnsemblCompara database (Vilella et al.
2009). In the remaining section, since the differences between the three compared
methods lies within the approach used to select a set of representative transcripts
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for genes, the methods are named according to the latter. The EnsemblCompara
method that selects the longest transcript of each gene is named the Longest
Transcript (LT) method, The IsoSel method that select a set of isoform transcript
is name Isosel, and the new method that computes and uses a splicing homology
group is called the Splicing Homology Transcript (SHT) method.
3.1 Dataset and compared methods
The initial dataset contains 2036 gene families of 173 species selected ran-
domly from the EnsemblCompara database (release 98) (ibid.). The data for
each gene family is composed of a set of homologous genes, their Coding Dna
Sequences (CDS) and the gene tree from the EnsemblCompara database called
the LT db gene tree. For each gene, only CDS that start with a start codon and
whose lengths are multiple of 3 are considered, because the information on the
coding phase is required for computing the similarity scores between CDS in the
first step of the method, and the translations into protein sequences are needed
for building the gene tree using TreeBest (Schreiber et al. 2014) in the last step
of the method. Thus, the LT db gene tree contains only genes for which at least
one CDS is considered. The LT db gene tree is induced from the EnsemblCom-
para database gene tree that is often on a larger set of genes. IsoSel gene tree
is the tree obtained by applying TreeBest on the transcript isoforms return by
IsoSel.
Figure 5 shows some statistics on the number of genes per family and the
number of CDS per gene in the dataset. Figure 5 (a) shows the percentage of
gene families per ratio of the number of genes retained in this study over the
number of genes in the EnsemblCompara database. For instance, we observe that
in more than 45% of gene families, the number of genes used in this study is less
than 10% of the number of genes in the EnsemblCompara gene family. Figure 5
(b) shows the percentage of genes per number of CDS. We observe that almost
80% of genes have only one CDS, and 15% of genes have two CDS. Figure 5 (c)
shows the percentage of gene families per percentage of genes familly having a
single CDS. We note that more than 60% of gene families have more than 90% of
genes having a single CDS. Out of 2036 gene families, 1313 families have a single
CDS per gene, which induces a single possible set of representative transcripts,
thus the same tree is reconstructed using the two methods. These families were
discarded, leaving a dataset with 723 gene families for the comparison. We call
this dataset the 723-dataset, and the initial dataset is called the 2036-dataset.
Figure 5 (d) and (e) show the statistics on the number of CDS per gene in the
723-dataset. For instance, we observe that the number of single-CDS genes in the
dataset is still high (more than 55 %), but the percentage of gene families that
have more than 90% single-CDS genes is lower (less than 5% of gene families).
Despite the large number of single-CDS genes in the dataset, the comparative
analyses between the LT, IsoSel and SHT reveal significant differences between
the results of the two methods, as shown in the sequel.
The LT and IsoSel methods were applied on the gene families to reconstruct a
set of gene trees respectively called the LT gene trees and IsoSel gene trees. Note
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that, for the same gene family, the LT gene tree may differ from the LT db gene
tree, because the LT db is induced from the EnsemblCompara database gene
tree that was often constructed on a larger set of genes as shown in Figure 5 (a).
Using the SHT method, the gene trees were reconstructed for 7 different values
of the parameter α of the SHT method, α = 0.0, 0.2, 0.4, 0.5, 0.6, 0.8, 1.0, which
corresponds to the weight of the splicing-structure similarity in the similarity
scores between CDS. This yielded 7 sets of gene trees for the SHT method
called the SHT gene trees. For each value of α, the resulting SHT gene trees were
compared with the corresponding LT, LT db and IsoSel gene trees.
3.2 Comparison criteria
Four criteria are used to compare the SHT, IsoSel and LT gene trees for each
value of α = 0.0, 0.2, 0.4, 0.5, 0.6, 0.8, 1.0. The first criterion is the percentage of
common transcripts between the sets of representative transcripts computed in
the LT and SHT method, and also between the sets of representative transcripts
computed in the IsoSel and SHT method. This criterion is used to evaluate the
similarity between the methods in terms of the set of selected representative
transcripts. The second criterion is the percentage of trees from each method
which pass an approximately unbiased (AU) test (Shimodaira 2002) used to
evaluate the significance of a likelihood difference between candidate trees on
the same set of taxa. The third criterion is the comparison of the reconciliation
cost of the gene trees with the species trees. The last criterion is the comparison
of species deduced from the set of gene trees built by each approach.
3.3 Comparison based on the percentage of common representative
transcripts
Figure 6 shows the percentage of common representative transcripts between
the LT and SHT methods. We observe that the representative transcripts chosen
by the SHT method are not always the longest ones. Figure 6 (a) shows that for
various values of α, the median percentage of common representative transcripts
in gene families is almost 70% for the 723-dataset. Figure 6 (b) shows that when
we consider only genes having more than one transcript, the median percentage
of common representative transcripts decreases and it is almost 37%. Figure 6
(c) shows the average ratio of the mean similarity between the SHT transcripts
over the mean similarity between the LT transcripts. As expected, we observe
that the SHT transcripts are closer in terms of similarity than the LT transcripts.
These results illustrate that the SHT method is effective at computing a set of
representative transcripts different from the longest transcripts selected by the
LT. The SHT representative transcripts are closer in terms of similarity than
the LT transcripts are when we increase the weight α of the splicing structure
similarity score.
We also observe very few changes between the results of various values of α
that determine the weights of the splicing structure similarity and the sequence
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similarity scores in the CDS similarity measure. It suggests that there is a cor-
relation between the splicing structure similarity and the sequence similarity
scores. This is confirmed by the mean of the correlation scores between the two
scores computed for all gene families of the 2036-dataset: minimum correlation
score equals 0.22, maximum 1.0, mean 0.64, and median 0.57.
Figure 7 shows similar results when comparing the percentage of common
representative transcripts between IsoSel and SHT methods. Figure 7 a) shows
that for various values α, the median percentage of common representative tran-
scripts in gene families is almost 70% for the 723-dataset. Figure 6 (b) shows that
when we consider only genes having more that one transcript, the median per-
centage of common representative transcripts is almost 30%. Figure 7 c) shows
that the SHT representative transcripts are closer in terms of similarity than the
IsoSel representative transcripts.
3.4 Comparison based on the percentage of trees passing the AU
test
We used the approximately unbiased (AU) test to compare the trees built by
the LT and the SHT methods (ibid.). The AU test compares the likelihood of
a set of trees in order to build a confidence set, which will consists of the trees
that cannot be statistically rejected as a valid hypothesis. We say a tree can be
rejected if its AU value, interpreted as a p− value, is under 0.05. Otherwise, no
significant evidence allows us to reject one of the two trees. We start by executing
PhyML (release 27) (Guindon and Gascuel 2003) on the trees to obtain the log-
likelihood values per site and we execute Consel (release 28) to obtain the results
from the AU test.
Figure 8 shows the percentage of LT db, LT, IsoSel and SHT trees passing
the AU test for various values of α. Since the AU test requires gene sequences,
the sequences of transcripts selected by Ensembl, IsoSel and SHT have been
used as gene sequences. Figures 8 a), b), and, c) respectively illustrates the
results obtained when the gene sequences are the transcript sequences selected
by SHT, LT, and, IsoSel. When the transcript selected by SHT are used, we
clearly observed that the SHT method slightly better than LT db, LT and the
IsoSel method. Between 78% to 79% of the SHT gene trees pass the AU test. 79%
of trees passing the AU test are obtained for α = 0.8. Whereas, for the LT db
trees, this percentage varies between 68% and 70%, for LT trees, this percentage
varies between 74% and 75%, and for IsoSel trees between 76% and 77%. When
transcripts selected by LT Figure 8 b) or IsoSel 8 C) are used, we observe that
each both methods performs also slightly better. This can be explain by the
fact the transcript sequences choose for AU test favors the the tree having the
transcript better than other trees. For this criteria, the results clearly illustrate
that the gene trees from the fourth approaches are all comparable based on the
results of AU test. The SHT and IsoSel gene trees also allow to identify cases
in which the LT gene trees do not pass the AU test, this confirms that the
choice of the longest transcript is not always the best approach to select a set of
representative transcripts. The results also allow to compare the accuracy of the
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LT and LT db gene trees. They show that using a larger set of genes provides
higher accuracy for the LT db gene trees as compared to the LT trees that are
computed on a restricted set of genes.
3.5 Comparison based on the reconciliation cost with a species tree
Figure 9 (a) shows the comparative results between the SHT, and, LT gene
trees in terms of reconciliation cost on the 723-dataset. We observe that, while
65% of gene tree build by SHT and LT are eqauls, 20% are differents but have the
same reconciliation cost. For the remaining gene trees, SHT always have a highest
percentage of tree having the lowest reconciliation cost when varying the values
of α. This percentage varying between 8 to 10%, while the same percentage for
LT varying between 6 to 8%. Figure 9 (b) shows the comparative results between
the SHT and the LT db gene trees on the 2036-dataset. Here, 72% of gene tree
build by both approaches are equals, while almost 17% are differents but have
the same reconciliation cost. For the remaining gene trees, SHT always have
the highest percentages of gene trees having the lowest reconciliation cost when
varying the values of α Figure 9 (c) shows the comparative results between the
SHT and the IsoSel gene trees on the 2036-dataset. Here, the percentages of
equal gene trees build by SHT and IsoSel is almost 87%. While the percentage
of differents gene trees having the same reconciliation cost varying between 8
to 10%. For the remaining gene tree, there is remarkable difference, while only
1% of gene tree build by IsoSel have a lowest reconciliation cost, 3 to 4% of
gene trees build by SHT have lowest reconciliation cost. This results supports
the use of the new similarity measure and clustering method to select sets of
representative transcripts more wisely.
This result, coupled with the results of Figure 6 and 7 on the fourth methods’
accuracy comparison, (LT < LT db < IsoSel < SHT) shows that choosing wisely
the set of representative transcripts (i.e SHT trees) allows to reach the accuracy
obtained using a larger set of genes, and even to compute more accurate gene
trees.
3.6 Comparison based on the evaluation of the deduced species
trees
The set of gene trees built by LT, LT db, IsoSel, and, SHT (α = {0.0, 0.2, 0.4, 0.5, 0.6, 0.8, 1.0})
were used as input of Astral (Mirarab and Warnow 2015) to build a species tree.
5 percentages (20%, 40%, 60%, 80%, and, 100%) of gene trees were used as input
of Astral. We used criteria two criteria to compare theses species trees. The first
criterion is the quartet support values of branches of each species. The quartet
score is the proportion of input gene tree quartet trees satisfied by the species
tree. This is a number between zero and one; the higher this number, the less
discordant your gene trees are. Figure 10 shows the comparison results between
LT, LT db, IsoSel, and the 7 species trees obtained each value of α. We note
on this boxplot that the quartet support values of each method increase with
the percentage of gene trees used. When 20%, 40,%, 60% or 80% of gene trees
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are used, the quartet support values of methods are slightly equals. When 100%
of gene trees are used, the quartet support values of SHT is higher compare
to one of LT, LT db, and, SHT. Figure 11 shows the percentages of common
clades between reconstruct species trees when varying the percentage of gene
trees used and the initial Ensembl species tree. We observe that SHT has the
highest percentage of common clades with the species tree.
4 Conclusion
A new approach called Splicing Homology Transcript (SHT) method has
been devised to estimate eukaryote gene trees. It is based on a novel and al-
ternative way to choose the representative transcripts of a set of homologous
genes. Contrary to the most used approaches that select the longest transcript
of each gene as the representative transcript independently of other homolo-
gous genes, it selects a set of representative transcripts using a combination of
the sequence similarity and the splicing structure similarity between sequences.
This approach yields more accurate gene trees that the approach that selects the
longest transcript of each gene as the representative transcript. We predict that
alternative-splicing-aware gene tree reconstruction methods will be instrumental
to advancing our understanding of gene family and genome evolution.
The analysis of the sequence and the structure similarity scores between tran-
scripts of a gene family shows that the two scores are correlated. In this study,
we have enriched the similarity measure definition based on the sequence by
including information related to the structure, it will be interesting as a future
work to carry out machine learning in order to determine the weight allowing
to obtain better results. As long as this study exploit the spliced structure of
sequences, the use of well-annotated species may increase the results accuracy.
Moreover, the SHT method differs from the EnsemblCompara and IsoSel gene
tree estimation method only by the strategy used in the representative tran-
scripts’s selection step. Future works will consider alternative strategies in the
other steps, such as the multiple sequence alignment and the phylogeny esti-
mation steps. The method also selects a single set of representative transcripts
while there can be several co-optimal sets of representative transcripts. Future
extensions of the method will include the computation of a transcript tree for
each co-optimal set of representative transcripts, and the combination of the
resulting trees to increase the precision of the final gene tree. Finally, a further
extension of this work will consist of combining the set of representative tran-
script trees into a transcript phylogeny representing the evolutionary history of
all transcripts of a set of homologous genes.
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Fig. 5: Statistics on the number of genes per family and the number
of CDS per gene: (a) Percentage of gene families per ratio of the number of
genes retained in this study over the number of genes in the EnsemblCompara
database. (b) Percentage of genes per numbers of CDS in the 2036-dataset. (c)
Percentage of gene families per percentage of genes having a single CDS in the
2036-dataset. (d) Percentage of genes per numbers of CDS in the 723-dataset.
(e) Percentage of gene families per percentage of genes having a single CDS in
the 723-dataset.
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Fig. 6: Common representative transcripts: Boxplot of percentages of com-
mon representative transcripts in gene families between the SHT and the LT
methods per values of α (a) in the 723-dataset, (b) when considering only genes
having more than one transcript in the 723-dataset. (c) Boxplot of ratios of the
mean similarity between the SHT transcripts over the mean similarity between
the LT transcripts.
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Fig. 7: Common representative transcripts: Boxplot of percentages of com-
mon representative transcripts in gene families between the SHT and the IsoSel
methods per values of α (a) in the 723-dataset, (b) when considering only genes
having more than one transcript in the 723-dataset. (c) Boxplot of ratios of the
mean similarity between the SHT transcripts over the mean similarity between
the IsoSel transcripts.
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Fig. 8: AU test: Percentage of trees from each method (LT db, LT, SHT, IsoSel)
which pass the AU test per values of α. (a) When the transcript sequences
selected by SHT are used as gene sequences for AU test. (b) Same comparison
when transcript sequences selected by LT are used. (c) Same comparison when
transcript sequences selected by IsoSel are used.
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Fig. 9: Reconciliation cost: (a) Percentage of gene families for which the SHT
and the LT gene trees are identical (green), for which the SHT and the LT gene
trees differ but that they have the same reconciliation cost with the species tree
(grey), for which the LT gene tree has a lower reconciliation cost (red), and for
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α. (b) Same for the comparison between the SHT and the LT db gene trees. (c)
Same for the comparison between the SHT and the IsoSel gene trees.
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Fig. 10: Species trees: Quartet support values of branches for species tree
deduced from the set of gene trees build by each of approach LT db, LT, IsoSel,
SHT. (a) When 20% of gene trees are used as input of Astral to build species
tree. (b) Same when 40% of gene are used. (c) Same when 60% of gene are used.
(d) Same when 80% of gene are used. (e) Same when 100% of gene are used.
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Chapitre 6
Outils de visualisation de
réconciliation à trois échelles :
transcrits, gènes, espèces
6.1 Introduction
La phylogénie est l’étude de l’évolution ou de la coévolution d’un ensemble de
taxons ou d’organismes. L’étude de l’évolution permet de comprendre comment un
ensemble de gènes, d’espèces ou de transcrits a évolué, et la coévolution, quant à
elle, représente l’évolution conjointe de deux taxons à deux échelles superposées, par
exemple parasites et hôtes, gènes et espèces, transcrits et gènes. Les études portant sur
l’évolution et la coévolution requièrent des outils permettant la visualisation, l’édition
d’arbres phylogénétiques et la réconciliation entre arbres à différentes échelles. De
plus, ces outils sont également utiles pour illustrer les phylogénies développées à l’aide
des outils de reconstruction. De nombreux outils ont été développés pour remplir
ces fonctionnalités et chacun a des propriétés spécifiques. Ce chapitre est structuré
comme suit : la section 6.2 présente l’état de l’art des outils de visualisation d’arbres
phylogénétiques. La section 6.3 présente les limites des outils existants. La section 6.4
présente DoubleRecViz, un outil de visualisation à trois échelles.
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6.2 Outils de visualisation de phylogénies existants
Il existe deux grandes familles d’outils permettant la visualisation d’arbres phy-
logénétiques : ceux dédiés à la visualisation d’arbres phylogénétiques, et ceux dédiés
à la visualisation de coévolutions.
6.2.1 Visualisation d’arbres phylogénétiques
Ces outils sont dédiés à la visualisation de l’évolution d’un ensemble de taxons qui
peuvent être un ensemble d’espèces, de gènes, de transcrits ou de tout autre type de
séquences reliées. Les principaux outils offrant ce type de visualisation sont décrits
ci-dessous.
iTOL
iTOL[38] est un outil accessible via un navigateur qui permet la visualisation et
la manipulation d’arbres phylogéniques. iTOL permet la visualisation d’arbres ayant
jusqu’à 100 000 feuilles, et offre aux utilisateurs une inter-activité totale qui se base
sur les technologies web récentes tels que HTML 5, JS et Canvas. iTOL permet à
ses utilisateurs de créer un compte sur son site afin de sauvegarder leurs arbres. Les
principales fonctionnalités de iTOL comptent l’édition d’arbres, les différents modes
de visualisation disponibles, l’interaction avec les différents composants des arbres et
l’exportation des arbres sous différents formats, dont des formats graphiques.
Dendroscope
Dendroscope[30] est un outil permettant la visualisation interactive d’arbres phy-
logénétiques et de graphiques. Les principales fonctionnalités de Dendroscope com-
portent la visualisation d’arbres de très grande taille, la recherche dans l’arbre, l’édi-
tion des feuilles, l’annotation de l’arbre et plusieurs modes de visualisation.
ETE3
ETE3[29] est une bibliothèque qui simplifie la reconstruction, l’analyse et la visua-
lisation d’alignements de séquences multiples et d’arbres phylogénétiques. Les princi-
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pales fonctionnalités de ETE3 comptent la reconstruction de phylogénies, la visuali-
sation d’arbres phylogénétiques et le calcul de la réconciliation entre deux arbres. La
visualisation de la réconciliation fournie par ETE3 permet d’identifier les événements
de duplications et pertes de gènes dans un arbre.
FigTree
FigTree (http://tree.bio.ed.ac.uk/software/figtree/) est un programme de visua-
lisation d’arbres phylogénétiques. Il possède une interface graphique qui permet aux
utilisateurs d’éditer les propriétés des arborescences telles que les positions d’enraci-
nement et les étiquettes de noeud. Les graphiques d’arbres peuvent être exportés au
format PDF.
ggtree
ggtree[71] est un outil de visualisation d’arbres phylogénétiques qui permet l’an-
notation, la coloration, la rotation, la réduction et l’agrandissement des clades, et
l’exportation des arbres sous divers formats.
MEGA
MEGA[27] est une bibliothèque qui permet la construction et la visualisation
d’arbres phylogénétiques. La visualisation d’arbres avec MEGA offre divers modes de
visualisation, d’enracinement d’arbres et l’exportation d’arbres au format PDF.
6.2.2 Visualisation d’une coévolution
Cette seconde catégorie d’outils permet de représenter l’évolution conjointe de
deux ensembles de taxons à deux échelles différentes. Il peut s’agir par exemple de
représenter l’évolution d’un ensemble de gènes dans un arbre d’espèces ou d’un en-
semble de transcrits dans un arbre de gènes. Les principaux outils offrant ce type de
visualisation sont décrits ci-dessous.
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RecPhyloXML
RecPhyloXML[18] est un outil permettant de visualiser un arbre de gènes réconci-
lié avec un arbre d’espèces. RecphyloXML propose un nouveau format basé sur XML
pour la représentation de la réconciliation entre un arbre de gènes et un arbre d’es-
pèces. Cet outil permet la représentation des événements de duplication, de spéciation
et de perte de gènes et l’exportation des graphiques d’arbres.
SylvX
SylvX[9] est un outil qui permet la représentation graphique d’arbres imbriqués. Il
offre un ensemble d’opérations graphiques qui incluent le déplacement, la coloration
et l’édition des composants de l’arbre. Il permet de visualiser des phylogénies compor-
tant un grand nombre d’événements évolutifs. La réconciliation entre deux arbres est
représentée sous le format newick. Il permet également l’exportation des graphiques
d’arbres.
Primetv
Primetv[58] est un outil de visualisation de réconciliation de deux arbres. Il intègre
des fonctionnalités d’édition, de coloration et de modification des clades. La réconcilia-
tion entre arbres est représentée au format newick. Il permet également l’exportation
des graphiques d’arbres.
6.3 Limites des outils de visualisation de phylogé-
nie
La principale limite des outils actuels de visualisation d’arbres vient du fait qu’ils
proposent uniquement deux types de visualisation, à savoir : d’une part la visua-
lisation d’un arbre, d’autre part la visualisation de deux arbres réconciliés avec un
arbre d’espèces. Ces outils ne permettent pas de visualiser conjointement trois échelles
d’évolution, telles que transcrits-gènes-espèces. Nous avons développé l’outil Double-
RecViz pour répondre à ce besoin spécifique.
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6.4 Article : «DoubleRecViz : A Web-Based Tool
for Visualizing Transcript-Gene-Species recon-
ciliation»
Afin de pallier aux limites des outils actuels de visualisation de réconciliation phy-
logénétique, à savoir la non prise en charge de la visualisation de plus de deux arbres
reconcicliés, nous avons développé DoubleRecViz qui est un outil permettant de vi-
sualiser des arbres phylogénétiques réconciliés à trois niveaux d’évolution : transcrits,
gènes, espèces. Il permet de visualiser simultanément l’évolution d’un ensemble de
transcrits dans un arbre de gènes, l’évolution d’un ensemble de gènes dans un arbre
d’espèces. La visualisation est interactive et permet à l’utilisateur d’éditer les arbres
réconciliés.
J’ai conçu l’étude avec Pr. Ouangraoua. J’ai conçu l’algorithme et développé le
programme. J’ai rédigé la documentation avec Pr. Ouangraoua. Tahiri et Parmer
m’ont guidé pour l’utilisation de la bibliothèque Dash. Qi a développé le serveur web.
J’ai rédigé le manuscrit avec Pr. Ouangraoua. Tous les auteurs ont lu et approuvé le
manuscrit final. L’article à été soumis au journal Bioinformatics.
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Abstract
Motivation: A phylogenetic tree reconciliation is a mapping of two phylogenetic trees which represents
the co-evolution of two sets of taxa (eg. parasite-host co-evolution, gene-species co-evolution). The
reconciliation framework was extended to allow modeling the co-evolution of three sets of taxa such as
transcript-gene-species co-evolutions. Several web-based tools have been developed for the display and
manipulation of phylogenetic trees and co-phylogenetic trees involving two trees, but there currently exists
no tool for visualizing the joint reconciliation between three phylogenetic trees.
Results: Here, we present DoubleRecViz, a web-based tool for visualizing and editing double
reconciliations between phylogenetic trees at three levels: transcript, gene and species. DoubleRecViz
extends the RecPhyloXML model –developed for gene-species tree reconciliation– to represent joint
transcript-gene and gene-species tree reconciliations. It is implemented using the Dash library, which is
a toolbox that provides dynamic visualization functionalities for web data visualization in Python.
Availability and implementation: DoubleRecViz is available through a web server at
https://doublerecviz.cobius.usherbrooke.ca. The source code and information about installation
procedures are also available at https://github.com/UdeS-CoBIUS/DoubleRecViz.
Contact: Esaie.Kuitche.Kamela@USherbrooke.ca;Yanchun.Qi@USherbrooke.ca
Supplementary information: Supplementary data are available at Bioinformatics online.
1 Introduction
Phylogenetic tree visualization is important for comparative and
evolutionary studies. Numerous phylogenetic tree viewers have been
developed for the display, manipulation and exploration of phylogenetic
trees (eg. Evolview [4], ETE3 [6], iTOL [8], GGtree [11]). Phylogenetic
tree reconciliation is a common approach in evolutionary biology used
to build co-phylogenetic trees, which are pairs of phylogenetic trees with
a mapping among their leaves. Co-phylogenetic trees represent the co-
evolution of pairs of sets of taxa such as parasites and hosts, or genes
and species. The visualization of a co-phylogenetic tree allows to annotate
the nodes of the tree with the underlying co-evolutionary events. Several
models and tools have been developed for the representation and the
visualization of co-phylogenetic trees (eg. [1, 5], RecPhyloVisu [3], SylvX
[2], RecPhyloXML [3], Primetv [10] ). The concept of reconciliation
was recently extended to jointly model the multiscale mapping between
three phylogenetic trees. For instance, the Domain-Gene-Species tree
reconciliation maps a domain tree onto a gene tree which is mapped onto a
species tree [9]. It allows to account for the proteic domains that compose
genes in order to reconstruct detailed histories of domain and gene family
evolution in eukaryote species. Similarly, the Trancript-Gene-Species tree
reconciliation maps a transcript tree onto a gene tree which is mapped
onto a species tree [7]. This framework allows to account for alternative
splicing and to reconstruct the detailed histories of sets of alternative
transcripts and gene families of eukaryote species. A visualisation tool
for the display and the manipulation of three-scale co-phylogenies is
currently not available. To this end, we adopted and enriched the
recPhyloXML format [3] –which is an extension of the phyloXML format
for the representation of gene-species reconciliation– by adding new
tags for the representation of transcript-gene reconciliations. We present
DoubleRecViz, a transcript-gene-species reconciliation tree viewer based
© The Author 2020. Published by Oxford University Press. All rights reserved. For permissions, please e-mail: journals.permissions@oup.com 1
“output” — 2020/7/22 — page 2 — #2
2 Sample et al.
on the extended recPhyloXML format and using the Dash Python library
(https://plot.ly/dash/) which allows dynamic visualization of web data.
2 Materials and methods
The recPhyloXML and recGeneTreeXML grammars are extensions
of the standard PhyloXML format which were designed to describe
gene-species tree reconciliation [3]. They were created in order to
allow interoperability between the various scripts and softwares used
in gene-species co-phylogeny studies. In this format, a gene-species
tree reconciliation (<recPhylo> tag) contains a species tree (<spTree>
tag) and one or more reconciled gene trees (<recGeneTree> tag). The
recGeneTreeXML grammar has enriched the PhyloXML vocabulary by
adding the <eventsRec> tag inside a <clade> tag to allow the representation
of the sequence of evolutionary events associated to branches and
nodes of a gene tree, including the position of these events on the
associated species tree. The branches and nodes of the gene tree can be
annotated with evolutionary events such as speciation (<speciation> tag
for bifurcation nodes), gene duplication (<duplication> tag for bifurcation
nodes), gene loss (<loss> tag for leaf nodes), horizontal gene transfer
(<branchingOut> for bifurcation nodes to specify the origin of a transfer,
and <transferBack> tag for branches to specify the destination of the
transfer), and end of lineage (<leaf> tag for leaf nodes). We have
extended the recPhyloXML format by adding the doubleRecPhyloXML
and the recTransTreeXML grammars to describe transcript-gene-species
and transcript-gene tree reconciliations. In addition to the types of
evolutionary events inherited from the recGeneTreeXML grammar and
corresponding to bifurcation or leaf nodes in reconciled gene trees
(speciation, duplication, branchingOut, leaf), the nodes of a reconciled
transcript tree can be annotated with the following evolutionary events: •
a transcript creation (<creation> tag) which describes a transcript lineage
undergoing a bifurcation due to the creation of a new lineage of transcript
isoforms ; • a transcript loss (<loss> tag) which describes the loss of
a transcript isoform. DoubleRecViz is written in Python, and makes
use of the Dash Python library (https://plot.ly/dash/) –which provides
dynamic visualization functionalities for scientific web data– to display
the transcript-gene-species reconciled trees.
3 Features
DoubleRecViz takes as input an XML file which represents
a <doubleRecPhylo> object containing a species tree (<spTree>
object) followed by one or more sets, each composed of a
reconciled gene tree (<recGeneTree> object) followed by zero or
more reconciled transcript trees (<recTranscriptTree> object). A
detailed description of the doubleRecPhyloXML format is available at
https://doublerecviz.cobius.usherbrooke.ca/. DoubleRecViz generates a
graphical representation of each gene-species tree reconciliations followed
by the corresponding transcript-gene tree reconciliations. Evolutionary
events in the reconciled gene trees are displayed as in RecPhyloVisu [3]
(i.e gene duplication as square, gene loss as cross mark, gene transfer
origin as diamond). Evolutionary events in the reconciled transcript tree
are displayed as follows: transcript creation as triangle, and transcript
creation as cross mark. For each reconciliation tree, the reconciliation
cost is computed and displayed. The reconciliation cost for a gene-
species reconciliation is the number of gene duplication, loss and transfer
(branching out) nodes in the reconciled gene tree, and the reconciliation
cost for a transcript-gene reconciliation is the number of transcript creation
and loss nodes in the reconciled transcript tree. The display generated by
DoubleRecViz can be exported as a figure file for further manipulation.
Figure 1 shows an example of display obtained for a reconciliation between
a species tree, a gene tree and a transcript tree. The corresponding
<doubleRecPhylo> object can be seen in Supplementary Figure S1. This
program is provided with sample data inputs of different sizes.
Fig. 1. Visualization of the transcript-gene-species reconciliation represented by the
<doubleRecPhylo> object shown in Supplementary Figure S1. The top graphic illustrates
the gene-species reconciliation with the species tree in black color and the gene tree in red
color. The bottom graphic illustrates the transcript-gene reconciliation with the gene tree in
red color and the transcript tree in blue color.
4 Conclusion
DoubleRecViz is the first automated tool for the visualization and the
exploration of transcript-gene-species tree reconciliations. Thanks to an
extension of the recPhyloXML format [3] and the use of the Dash Python
library (https://plot.ly/dash/), DoubleRecViz allows to efficiently visualize
double reconciliations between transcript, gene and species trees.
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Conclusion
L’objectif de cette thèse est de développer des modèles et des méthodes pour la
segmentation de séquences et la reconstruction de phylogénies de transcrits et de gènes
tenant compte de l’épissage alternatif des transcrits. L’épissage alternatif permet à un
gène de produire plusieurs transcrits ayant parfois des fonctions différentes et permet
ainsi aux gènes de se diversifier fonctionnellement.
Pour atteindre l’objectif de cette thèse, nous apportons quatre contributions théo-
riques et pratiques majeures.
Notre première contribution est la démonstration de la nécessité de distinguer
les arbres de gènes des arbres de transcrits. Nous proposons des modèles d’évolu-
tion de transcrits dans des arbres de gènes. Nous présentons le concept de double
réconciliation qui consiste à comparer simultanément un arbre de transcrits, un arbre
de gènes et un arbre d’espèces. Nous proposons une méthode de segmentation avec
chevauchement des séquences de transcrits selon leurs similarités. Nous posons deux
problèmes algorithmiques de reconstruction d’arbres de gènes et de transcrits selon
les modèles d’évolution présentés. Une application des algorithmes proposés sur des
données réelles permet de démontrer la pertinence de nos modèles.
Notre seconde contribution est un outil de simulation de l’évolution des séquences
biologiques tenant compte de l’épissage alternatif. Nous avons décrit un modèle d’évo-
lution conjoint de transcrits et de gènes. D’un point de vue théorique, le modèle
proposé décrit comment un gène et tous ses composants évoluent, et comment les
transcrits sont créés et évoluent au fil du temps. D’un point de vue pratique, nous
fournissons une implémentation de ce modèle qui permet à un utilisateur de simuler
l’évolution d’un ensemble de données, dont des événements d’épissage alternatif. Nous
démontrons l’importance de ce travail en l’utilisant pour générer des données de réfé-
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rences permettant d’évaluer des outils d’alignement et de segmentation de séquences
biologiques.
Notre troisième contribution est la reconstruction des arbres de gènes tenant
compte de la similarité en termes de structures d’épissage. Nous proposons une mesure
de similarité entre transcrits qui tient compte de la structure exon-intron des trans-
crits, de la phase de traduction des transcrits et des événements d’épissage alternatif
subis par chaque exon. Nous avons développé un algorithme de segmentation flou
pour l’identification de groupe de transcrits orthologues. Pour y parvenir, nous avons
utilisé une représentation latente des séquences afin de tirer avantage des propriétés
géométriques des vecteurs pour mieux regrouper les séquences.
Notre quatrième contribution est un outil dédié à la visualisation de coévolution
d’espèces, de gènes et de transcrits. La spécificité de l’outil réside dans la possibilité de
visualiser simultanément trois échelles d’évolution. C’est-à-dire, la visualisation d’un
arbre de transcrits imbriqué dans un arbre de gènes et la visualisation d’un arbre
de gènes imbriqué dans un arbre d’espèces. De plus, l’outil de visualisation interactif
permet de calculer le coût de double réconciliation entre trois échelles. Ce coût est la
somme du coût de réconciliation entre un arbre de transcrits et un arbre de gènes,
plus le coût de réconciliation entre l’arbre de gènes et un arbre d’espèces.
Les contributions de cette thèse s’inscrivent parmi les efforts visant à reconstruire
avec précision les phylogénies de transcrits, de gènes, ainsi que leurs co-phylogénies.
L’originalité de ces contributions découle du fait que nous sommes les premiers à consi-
dérer l’épissage alternatif dans la construction des arbres de gènes et la reconstruction
de co-phylogénies à trois échelles : transcrits, gènes et espèces. Nous démontrons la
nécessité de distinguer les arbres de protéines (transcrits de référence) des arbres de
gènes, et de réconcilier trois niveaux d’évolution pour reconstruire l’histoire évolutive
détaillée d’ensembles de transcrits et de familles de gènes dans des espèces eucaryotes.
La prise en compte de l’épissage alternatif dans la reconstruction de phylogénies et
l’ensemble des contributions de cette thèse ouvre la voie à de nouvelles perspectives
pour une meilleure compréhension de l’évolution de l’épissage alternatif et la diversi-
fication fonctionnelle des gènes à travers diverses espèces.
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