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Abstract
In this article, we propose a new canonical correlation method based on information theory.
This method examines potential nonlinear relationships between p  1 vector Y-set and q  1
vector X-set. It ﬁnds canonical coefﬁcient vectors a and b by maximizing a more general
measure, the mutual information, between aTX and bTY: We use a permutation test to
determine the pairs of the new canonical correlation variates, which requires no speciﬁc
distributions for X and Y as long as one can estimate the densities of aTX and bTY
nonparametrically. Examples illustrating the new method are presented.
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1. Introduction
Canonical correlation analysis (CCA; [9,10]), a method in multivariate analysis, is
concerned with the amount of linear relationship between two sets of variables. It
has been a standard method in many textbooks. Generalization of CCA has been
made in several directions. For example, Kettenring [12,13] extended two sets to
several sets based on the principle of maximizing some generalized measure of
correlation; Neuenschwander and Flury [23] and Goria and Flury [8] developed
common canonical variates under some restricted assumptions; Leurgans et al. [17]
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extended to functional data analysis; Van der Burg and De leeuw [34] presented an
alternating least-squares algorithm to ﬁnd an ‘‘optimal’’ scale for each variable in
multivariate settings and termed the method nonlinear canonical analysis and Van
der Burg et al. [35] extended it to several sets; Luijtens et al. [19] developed linear and
nonlinear canonical correlation analysis for group-structured data. Shi and Taam
[31] used conditional mean and nonparametric estimation method to ﬁnd nonlinear
structures between two sets of the variables.
In Section 2, we review CCA method. In Section 3, we introduce our new method,
informational canonical correlation analysis (ICCA), study its properties and discuss
its relation with CCA. One algorithm is suggested in Section 4. We develop a
consistency result of the estimated canonical coefﬁcient vectors in Section 5.
Permutation test for determining the number of the new canonical correlation
variate pairs is suggested in Section 6. Examples are presented in Section 7. Finally in
Section 8, we discuss some issues related to this method.
2. Canonical correlation analysis
CCA involves partitioning a collection of variables into two sets, an X-set and a
Y-set. The object is then to ﬁnd linear combinations Z ¼ aTX and c ¼ bTY such that
Z and c have the largest possible correlation. Such linear combinations can give
insight into the relationships between the two sets of variables.
Typical way to view CCA is as an extension of multiple regression. In such case,
Y-set contains 1 variable instead of p variables. And the regression solution involves
ﬁnding the linear combination aTX which is most highly correlated with Y: While in
canonical analysis the Y-set contains pX1 variables and we look for vectors a and b
for which the correlation between aTX and bTY is maximized. Thus CCA is a
dimension reduction technique for both sets. Since there is no assumption of causal
asymmetry, of course, X and Y are treated symmetrically.
Suppose that X is a q  1 random vector, and Y is a p  1 random vector. Suppose
further that X and Y have means lX and lY; and that
EfðX lXÞðX lXÞTg ¼ RX; EfðY lYÞðY lYÞTg ¼ RY;
EfðX lXÞðY lYÞTg ¼ RXY ¼ RTYX:
Now consider the two linear combinations Z ¼ aTX and c ¼ bTY: The correlation
between Z and c is
rða; bÞ ¼ a
TSXYb
ðaTSXabTSYbÞ1=2
: ð1Þ
CCA is to ﬁnd the vectors of a and b maximizing rða; bÞ: Equivalently, solving the
following problem:
max
a;b
aTSXYb subject to a
TSXa ¼ bTSYb ¼ 1:
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After having the ﬁrst canonical correlation vectors for X and Y; further canonical
correlation vectors can be found in the uncorrelated directions to the previous ones
in the same manner [20].
Because of the invariance property, it also can be stated as the following: Let
U ¼ R1=2X ðX lXÞ and V ¼ R1=2Y ðY lYÞ; then we search for a and b such that
max
a;b
aTSUVb subject to a
Ta ¼ bTb ¼ 1:
And thus in this case, further canonical correlation vectors can be found in the
orthogonal directions to the previous ones in the same manner.
The above-described CCA is a very standard method (see, e.g. [20,25]). However,
CCA cannot always ﬁnd the true relation between the two sets.
An illustrative example: Let Y ¼ ðY1
Y2
Þ ¼ ðX 21þee Þ; and X ¼ ðX1X2ÞBNðð00Þ; IÞ; where
eBw21 and is independent of X:
Thus it can be shown that CovðX;YÞ ¼ 0: Therefore CCA ﬁnds that X and Y are
uncorrelated which cannot be inferred as independent, since X and Y are not jointly
normal. It is not surprising that CCA fails here since CCA is to ﬁnd ‘‘linear trend’’,
however in this example there is no linear trend, but a quadratic relation.
3. The method
In this section, we develop a new method based on information theory by
maximizing the mutual information [3] to generalize CCA so that it can capture
nonlinear relations such as in the example presented in Section 2.
3.1. Informational canonical correlation analysis
Deﬁne
Iða; bÞ ¼ E log pða
TX; bTYÞ
pðbTYÞpðaTXÞ
 
ð2Þ
¼ E log pða
TXjbTYÞ
pðaTXÞ
 
ð3Þ
¼ E log pðb
TYjaTXÞ
pðbTYÞ
 
; ð4Þ
where pðjÞ is the conditional density, pð; Þ is the joint density and pðÞ is the
marginal density. Note that Iða; bÞ is the mutual information between aTX and aTX
[3]. We ﬁnd ai and bi; where ipk ¼ minðq; pÞ such that
Ii ¼ Iðai; biÞ ¼ max
a;b
Iða; bÞ; ð5Þ
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subject to
aTi RXai ¼ bTi RYbi ¼ 1;
aTj RXai ¼ bTj RYbi ¼ 0;
where j ¼ 1;y; i  1: Note that the constraints in our search are not necessary
by the third equality and fourth equality in the deﬁnition. It is used for iden-
tiﬁability.
Following from Linfoot [18], we may call ri ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 e2Ii
p
; the ith informational
coefﬁcient of canonical correlation. Ii is then called the ith mutual canonical
information. The vectors ai and bi are the ith informational canonical correlation
vectors for X and Y; respectively. The random variables Zi ¼ aTi X and ci ¼ bTi Y are
called the ith information canonical correlation variates. We call this method ICCA.
Back to the example in Section 2, if a ¼ 1
0
 
; and then
pðaTYjaTXÞ ¼ 1ﬃﬃﬃ
2
p
Gð1
2
Þ e
Y1X
2
1
2 ðY1  X 21 Þ
1
2;
and
pðaTYÞ ¼ pðY1Þ ¼ 1
2
e
Y1
2 :
Thus pðaTYjaTXÞapðaTYÞ; and by part (1) of Proposition 2,
I1XIða; aÞ40:
Therefore, ICCA ﬁnds nonzero informational coefﬁcient of canonical correlation.
3.2. Connecting to CCA
Assuming that the data ðyTi ; xTi Þ are an iid sample from ðYT ;XT Þ; We assume that
the densities exist. Also throughout this article, we assume there is unique solution
for the maximization for simplicity. To ﬁnd a and b; we may maximize the sample
version of Iða; bÞ:
ðan; bnÞ ¼ arg max
a;b
1
n
Xn
i¼1
log
pðaTxijbTyiÞ
pðaTxiÞ
 
¼ arg max
a;b
1
n
Xn
i¼1
log
pðbTyijaTxiÞ
pðbTyiÞ
 
:
The densities might contain unknown parameters in addition to a and b; but we
neglect them here for they are not essential for the discussion. Focusing on the ﬁrst
equality, suppose that temporarily we know a; then it is equivalent to maximizing log
likelihood over b; that is what is the linear combination of y which is most contained
in aTx; or the best b for explain the conditional distribution of aTXjbTY; vice versa
for the second equality. Thus our method can be thought as the maximum log
ARTICLE IN PRESS
X. Yin / Journal of Multivariate Analysis 91 (2004) 161–176164
likelihood method. Algorithms of how to apply in practice will be discussed later in
Section 4.
Since ICCA maximizes a more general measure of dependency, the mutual
canonical information is much harder to be interpreted than CCA coefﬁcient, unless
they are equivalent, for instance in the normal case. Suppose that X and Y are jointly
normally distributed, that is
X
Y
 
BN
lX
lY
 
;
RX RXY
RYX RY
  
:
Then it can be shown that
Iða; bÞ ¼ 1
2
log ð1 r2ða; bÞÞ:
Therefore, maximizing over I is the same as maximizing over r; i.e., ICCA reduced
to CCA. Even for CCA, as Kettenring [12] remarks, results are often difﬁcult to
interpret. Generally, in our case the two variates having the maximal mutual
information show the strongest or most important link between the two sets.
Graphical display of variate pairs often can help the interpretation of them.
Otherwise, further study may be needed as a subjective matter, for example, the
elements in a and b show the importance of the individual variables in the linear
combinations of the corresponding aTX and bTY: In addition, modeling aTXjbTY or
bTYjaTX may be necessary.
3.3. Properties of ICCA
We present additional properties in this section, and put proofs in the appendix.
Proposition 1. Let U ¼ A1Xþ a0 and V ¼ B1Yþ b0 where A and B are p  p
nonsingular matrices and a0 and b0 are fixed p  1 vectors. Then
(1) IXYða; bÞ ¼ IUVðATa;BTbÞ;
(2) The informational canonical correlation vectors for U and V are given by ATai and
BTbi; i ¼ 1;y; k; where ai and bi are the informational canonical correlation
vectors for X and Y:
Proposition 1 states that ICCA is invariant under invertible linear transformation.
Proposition 2. (1) Iða; bÞX0; for any a and b: And Iða; bÞ ¼ 0 iff bTY is independent
of aTX:
(2) I14?4Ii?4Im40; where mpk:
Based on Proposition 2: Part (1) says that ifI1 ¼ 0; then for any a and b; aTX and
bTY are independent. Thus X is independent of Y: Part (2) says that the ﬁrst ICCA
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variate pair carries most important link between the two sets. The informational
canonical correlations then are weaker and weaker.
4. Algorithm
We use (2) as the basis for a sample version Inða; bÞ of Iða; bÞ: For ﬁxed a and b;
this requires two one-dimensional density estimates, one for pðaTxÞ and one for
pðbTyÞ; and one two-dimensional estimate of the density pðaTx; bTyÞ: There are of
course many methods of density estimation (see, for example [29,33]). Here we use
Gaussian kernel estimates, following Silverman’s [33] advice on choosing the optimal
smoothing parameter for the one-dimensional density estimates. For the two-
dimensional density we follow Scott’s [29, p. 150] suggestion and use product kernels
with optimal smoothing parameter for each dimension. Although we make no claim
that Gaussian kernels are always the best in this context, our experience indicates
that they work well across a variety of situations, although they may have some
drawbacks for long-tailed data. Following construction of the estimated densities
and Inða; bÞ; the estimates is ðan; bnÞ ¼ arg maxa;b Inða; bÞ: In more detail on this
algorithm is as follows:
Step 1: Letting K denote the univariate Gaussian kernel, construct one- and two-
dimensional density estimates:
p1ðwÞ ¼ 1
nh
Xn
i¼1
K
w  wi
h
 
; for wAR1:
p2ðw1; w2Þ ¼ 1
nh1h2
Xn
i¼1
K
w1  wi1
h1
 
K
w2  wi2
h2
 
; for ðw1; w2ÞAR2;
where h ¼ 1:06sn0:2 and hj ¼ sjn1=6 for j ¼ 1; 2; with the corresponding sample
standard deviations s; s1 and s2 of w; w1 and w2; respectively.
Step 2: Find
ðan; bnÞ ¼ arg max
a;b
Inða; bÞ
¼ arg max
a;b
1
n
Xn
i¼1
log
p2ðaTxi; bTyiÞ
p1ðaTxiÞp1ðbTyiÞ
:
Determining the maximum in step 2 requires an initial value and iteration. We
used Newton’s method for our implementation, and it worked well in the problems
we have considered. In any maximization algorithm, the initial value could inﬂuence
the speed of convergence. Initial value vectors with constant elements seem to do
reasonably well. The standard deviations s; s1 and s2 used in constructing the density
estimates should be updated during iteration. This may be particularly necessary if
the sample standard deviations of aTx and bTy can change dramatically when a and
b are changed.
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5. Consistency of an and bn
The consistency of an and bn depends on the uniform consistency of the estimated
densities. There is considerable literature in this topic for both univariate and
multivariate density estimations [22,27,28,32,36]. In this section, using Ru¨schen-
dorf’s results [27] for kernel smoothing, we establish the consistency.
Let Ui be a sequence of k-dimensional random variables with distribution function
F and Lebesgue density p: For the estimation of p we deﬁne the kernel estimator
pnðuÞ ¼ 1
nakn
Xn
j¼1
K
uUj
an
 
; for uARk
where K : Rk-Rþ is a probability density on Rk; lim KðuÞ ¼ 0 uniformly for
jjujj-N and where 0oan; limn-N an ¼ 0:
Deﬁne the D-operator for functions g : Rk-R1 and x; yARk by
Dyxg ¼
X
ðe1;y;ekÞAf0;1gk
ð1ÞSki¼1ei gðe1x1 þ ð1 e1Þy1;y; ekxk þ ð1 ekÞykÞ
(cf. [26, p. 150]). LetP denote the set of all ﬁnite partitions of Rk in rectangles and let
Dyxg be declared by the corresponding limit if some components of x; y are þN or
N: Then g is said to be of bounded variation, if
supfgðpÞ; pAPgoN;
where gðpÞ is deﬁned for p ¼Pli¼1½xi; yiÞ by Pli¼1 jDyixi gj:
Noting that Theorem 1-m of Kiefer [14] holds for all F ; a direct application of
Theorem 1 of Ru¨schendorf [27] yields the following lemma.
Lemma 1. Let ðYTi ;XTi Þ be iid, andXN
n¼1
egna
2k
n oN; for all g40: ð6Þ
Let K be of bounded variation and let pðbTyÞ be uniformly continuous in b and y;
pðaTxÞ be uniformly continuous in a and x and pðaTx; bTyÞ be uniformly continuous in
a; b; x and y: Under above conditions, we have
sup
b;yARp
jpnðbTyÞ  pðbTyÞj-0 a:s:
sup
a;xARq
jpnðaTxÞ  pðaTxÞj-0 a:s:
sup
a;xARq;b;yARp
jpnðaTx; bTyÞ  pðaTx; bTyÞj-0 a:s:
Let wb ¼ fi : pðbTyiÞ4b; pðaTxiÞ4b; and pðaTxi; bTyiÞ4b for any aARq;
aARp such that aTa ¼ bTb ¼ 1g; for some b to be chosen later in the proof of
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Proposition 3 in the appendix. And let nb the number of observations whose indices
are not in wb:
Proposition 3. Assume the conditions of Lemma 1 and that nb=n!p 0 as n-N: Let
ðan; bnÞ ¼ arg maxIbnða; bÞ; and ða; bÞ ¼ arg maxIða; bÞ: Then
ðan; bnÞ!p ða; bÞ as n-N;
where
Ibnða; bÞ ¼
1
n
Xn
i¼1
JðiAwbÞ log
pnðaTxi; bTyiÞ
pnðbTyiÞpnðaTxiÞ
:
and JðiAwbÞ denotes the indicator function for wb:
If anpn1=ðkþ4Þ for k ¼ 1; 2; is used as the optimal bandwidth as we suggested in
the algorithm, Eq. (6) holds and we demonstrate consistency as in Proposition 3.
Additional discussion of bandwidth selection was provided by Jones et al. [11]
Trimming data by choosing b seems unnecessary unless the data set is very large with
some extremely small values of the estimated density. We did not use trimming in
any of the simulations reported later in this paper.
6. Testing to determine the number of ICCA pairs
One goal of CCA is to determine how many pairs of the canonical variates are
needed. The sampling distributions associated with CCA are very complicated [15],
typically under normality assumption. For large samples, Bartlett [2] and Marriott
[21] developed some test statistics. In the test of dimensionality for CCA, the zeros of
the ri’s do not mean that the corresponding canonical correlation variables are
independent unless under the normal distributions. In our content, however
I1ða; bÞ ¼ 0 is equivalent to saying that Y is independent of X (Proposition 2).
Thus a sequential permutation test can be used here.
Let ai and b

i be the projection onto the ﬁrst i pairs of the informational canonical
correlation vectors for X and Y for the data, respectively.
Our hypothesis test is the following:
H0 : I

iþ1 ¼ 0;
H1 : I

iþ140:
For i ¼ 0; which is testing for I1 ¼ 0: Permuting Y for the data, each time
calculating I1; say I1; to get a null distribution. So reject H0 if
I145% of the upper tail of the distribution of I1:
Now for iX1; holding ai X and b

i Y while permute their corresponding
uncorrelated subspace for the data, each time calculating Iiþ1; say, Iiþ1 to get a
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null hypothesis distribution for Iiþ1: Thus we reject H0; if
Iiþ145% of the upper tail of the distribution of Iiþ1:
In practice, we just use the estimated corresponding versions instead of the
population versions. Typically 1000 permutations are needed. Background about
permutation test see [4,5].
7. Examples
7.1. Some simulations
Example 1. With n ¼ 60; X ¼ ðx1; x2ÞT and Y ¼ ðy1; y2ÞT ; where x1; x2 and y2 are iid
standard normal random variables but y1 ¼ x21: As we expected that CCA got
nothing since large sample test does not reject that both eigenvalues are zero. The p-
value by permutation test for the ﬁrst pair of ICCA is 0, while the p-value for the
second pair is 0.297. Further more, the correlation coefﬁcients between the estimated
pairs and true ones are ranging from 0.9934 to 0.9992. Thus ICCA essentially
recovers the true relation.
Example 2. With n ¼ 30; X ¼ ðx1;y; x6ÞT and Y ¼ ðy1; y2; y3ÞT ; where x1BUð0; 1Þ;
x2 ¼ 1þ x21 þ 0:02e; x3BNð0; 1Þ; x4Bw2ð3Þ; x5BGamð1; 4Þ; x6BNð0; 1Þ; y1 ¼
x2 þ 2x3 þ 2x4 þ 0:5e1; y2Btð5Þ; y3BNð0; 1Þ; e and e1 are iid standard normal
random variables. The ﬁrst estimated pair by ICCA, ðyˆ; xˆÞ; has correlation
coefﬁcients 0.982 and 0.983, respectively with the true pair ðy1; txÞ where tx ¼
x2 þ 2x3 þ 2x4:
Example 3. With n ¼ 30; X ¼ ðx1;y; x10ÞT and Y ¼ ðy1; y2; y3ÞT ; where x1Btð6Þ;
x2Bw2ð7Þ; x3BNð0; 1Þ; x4Btð8Þ; x5BFð3; 12Þ; x6Bw2ð3Þ; x7BGamð1; 4Þ;
x8BNð0; 1Þ; x9Btð5Þ; x10BUð0; 1Þ; y1 ¼ ðx2 þ 3x3 þ 2x4Þ2 þ 0:5e; y2Btð13Þ;
y3Bw2ð13Þ; eBNð0; 1Þ: The ﬁrst estimated pair by ICCA, ðyˆ; xˆÞ; has correlation
coefﬁcients 0.9995 and 0.989, respectively with the true pair ðy1; txÞ where tx ¼
x2 þ 3x3 þ 2x4: Even when sample size is reduced to n ¼ 20; the corresponding
correlation coefﬁcients are still big: 0.964 and 0.958.
Examples 2 and 3 seem to indicate that ICCA is quite robust when variables are
away from normal distribution. CCA also should be able to recover the true
relations in examples 2 and 3, since linear trends appear. Overall, our interpretation
is that ICCA is able to recover the true relation between the two sets as long as this
relation is ‘‘strong’’ whether is linear or nonlinear. When the relation is ‘‘weak’’ such
as in the next example, where the link exists in the conditional variance of YjX; not in
the conditional mean of YjX; CCA fails since the covariance between the two sets is
null matrix. Nevertheless, ICCA is still able to recover the true relation but requires
large sample.
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Example 4. X ¼ ðx1;y; x8ÞT and Y ¼ ðy1; y2ÞT ; where x1Bw2ð7Þ; x2BNð0; 1Þ;
x3Btð8Þ; x4BFð3; 12Þ; x5Bw2ð3Þ; x6BGamð1; 4Þ; x7BNð0; 1Þ; x8Btð5Þ; y1 ¼
0:5ðx2 þ 3x3 þ 2x4Þ2e; y2Btð6Þ; eBNð0; 1Þ: Table 1 shows how the sample size
affects the result, where ry is the correlation coefﬁcient between the ﬁrst ICCA
estimated variate for Y-set and the true one, y1; while rx is the correlation coefﬁcient
between the ﬁrst ICCA estimated variate for X-set and the true one, tx ¼ x2 þ
3x3 þ 2x4:
7.2. Head data
This is a well-known data set from Frets [7] that has been discussed by various
authors (e.g., [1,20,24,30]). The data set consists of head length and head breadth for
the ﬁrst son and second son for 25 families.
The p-values for I1 ¼ 0 and I2 ¼ 0 by permutation test are 0.012, and 0.342,
respectively. Thus ICCA ﬁnds one signiﬁcant pair of variates. The ﬁrst pair is plotted
in Fig. 1a which appears strong linear trend. The second pair is plotted in Fig. 1b,
agreeing with our numerical result, which shows no relations at all. In order to check
that the plot for the second pair is indeed a random case graphically, we put two
typical random plots for the second pair in Figs. 1c and d. From a graphic point of
view, the independence conclusion is conﬁrmed.
Mardia et al. [20] used CCA to analyze this data, which also obtained one
signiﬁcant pair. Due to the strong linear trend, we expected ICCA and CCA
to get the same conclusion. Not surprisingly, the correlation coefﬁcients between
ICCA variates and the corresponding CCA variates are ranging from 0.998 to
0.9994. This example indicates that when the linear trend is the most important,
ICCA does not lose much information to CCA. Interpretation then is the same as
Mardia et al. [20].
7.3. Machine data
This example is based on the electrode data of Flury and Riedwyl [6, p. 128].
Goria and Flury [8] also studied this data. Five measurements were taken on 50
electrodes each produced by two different machines. Of them three variables
ðx1; x2; x3Þ are widths, and the other two ðx4; x5Þ are lengths. We estimated canonical
correlations between lengths and widths for machine 2.
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Sample correlations between ICCA estimated ﬁrst pair of variates and the true pair of variates
Sample size
80 120 240
ry 0.941 0.981 0.998
rx 0.789 0.926 0.995
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CCA shows that the ﬁrst pair of canonical variates with correlation coefﬁcient
r ¼ 0:369339 is not signiﬁcant based on p-value (0.241) from large sample theory.
However, the p-value based on permutation test for the ﬁrst ICCA pair is 0.026.
Thus relation between the two sets does exist. The ﬁrst ICCA pair is u1 ¼
0:747x1 þ 0:322x2 þ 0:581x3 and v1 ¼ 0:726x3 þ 0:687x5: It seems u1 is weighted
width with approximately weights ð2:3; 1; 1:8Þ while v1 is approximately the sum of
the lengths. Fig. 2 shows what it looks like. The super imposed curve, an illustrative
ﬁt by Eðv1ju1Þ ¼ 1420:9 3:1u1 þ 65 sinð2pu1=8:5 88:8pÞ; seems ﬁt well visually
except the two tails. It clearly shows the nonlinear structure, although a more general
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Fig. 1. ICCA for head data. (a) The plot of the ﬁrst ICCA variate pair; (b) The plot of the second ICCA
variate; (c) The plot of one random second ICCA variate pair; (d) The plot of another random second
ICCA variate pair.
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model, v1 ¼ c0 þ c1u1 þ c2ðu1Þ sinðc3ðu1Þu1 þ c4ðu1ÞÞ þ e; may ﬁt better, where
ciðu1Þ0s for i ¼ 2; 3; 4 are functions of u1:
8. Discussion
Our log likelihood-based method extends CCA to a more general situation.
However, this type of extension may fail. Assume that x1 and x2 are iid standard
normal variable, and y2 is independent of x1 and x2 but
1. y1 ¼ ax21 þ bx22;
2. y1 ¼ ax21 þ bx32;
3. y1 ¼ x1x2:
CCA and ICCA will fail in cases (3) to recover both x1 and x2; since linear
combination of type reduction is impossible unless transformation of the predictors
are involved. However, in case (2), if one of the a and b dominates the other, for
example, say, a ¼ 1 while b is close to zero, ICCA will ﬁnd the important variate x1;
CCA will fail. On the other hand, if b ¼ 1 while a is close to zero, CCA and ICCA
may recover the important variable x2 since x
3
2 may still display some ‘‘linear trend’’.
If a and b are equally important, say a ¼ b ¼ 1; then both methods may fail. In case
(1), CCA always fails, again ICCA depends on the scale of a and b: In any case, we
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Fig. 2. The plot of the ﬁrst ICCA variate pair for machine data.
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may only recover part of the relations. In other words, CCA and ICCA shall work
well if the relation goes thorough single index model.
The head data and machine data suggest that one may only apply ICCA in case
CCA fails to ﬁnd linear relation. One reason is that if linear trend is the dominated
one, CCA as well as ICCA should be able to ﬁnd it. However, CCA is much easier
to be calculated since ICCA involve density estimation. Although only Gaussian
kernel is implemented here, our results are encouraging. Otherwise additional
work is needed on choosing different density estimation methods and perhaps
developing other maximization procedure. On the other hand, since the intention
is not to look at density function but instead to use it as an ingredient in ﬁnding
dimensions, then what estimation methods to be used perhaps become less
important.
The simulations in Section 7.1 seem to indicate that ICCA method performs well
with reasonable sample size comparing to the magnitudes of p and q: It also depends
how strong the link between two sets is. Example 4 in Section 7.1 seems to indicate
that ICCA differs more from CCA, where EðY jXÞ ¼ 0 so that CCA always
fails, however, ICCA can still recover the true pair. That may not be a surprise
since CCA captures the linear relation via ‘‘ﬁrst moment’’ while ICCA captures
the strongest relation via links which may exist in higher moments as such in that
example.
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Appendix A. Justiﬁcations
Proposition 1.
1: IXYða; bÞ ¼E log pða
TXjbTYÞ
pðaTXÞ
 
¼E log pða
TXjbTBVÞ
pðaTXÞ
 
¼E log pðb
TBVjaTXÞ
pðbTBVÞ
 
¼E log pðb
TBVjaTAUÞ
pðbTBVÞ
 
¼IUVðATa;BTbÞ:
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2. This directly follows from part (1) with the uniqueness. Note that the
constraints still hold.
Proposition 2.
1: Iða; bÞ ¼E log pða
TXjbTYÞ
pðaTXÞ
 
¼EbTY EaTXjbTY log
pðaTXjbTYÞ
pðaTXÞ
 
 
X 0
according to Kullback [16]. Also based on Kullback [16], the equality holds if and
only if pðaTXjbTYÞ ¼ pðaTXÞ:
2. This is just from the deﬁnition and by the assumption of uniqueness of the
maximization. If without uniqueness, strict inequality may become equalities. It is
also possible mok: On the other hand, the biggest m could be k:
Proposition 3. Let 0oe-0; 0ob-0 as n-N but b1e-0: Due to the identiﬁability
we can assume that aTa ¼ bTb ¼ 1; if ðan; bnÞ fails to converge to ða; bÞ with
probability one, then there exist a subsequence, still denoted by n and a pair
a0ARq and b0ARp satisfying aT0 a0 ¼ bT0 b0 ¼ 1; and ða0; b0Þaða; bÞ such that
ðan; bnÞ-ða0; b0Þ:
Thus for any e; and as long as n is large enough
pnðbTn yiÞ ¼ pðbTn yiÞ þ D1i ¼ pðbT0 yiÞ þ d1i; ðA:1Þ
pnðaTn xiÞ ¼ pðaTn xiÞ þ D2i ¼ pðaT0 xiÞ þ d2i; ðA:2Þ
pnðaTn xi; bTn yiÞ ¼ pðaTn xi; bTn yiÞ þ D3i ¼ pðaT0 xi; bT0 yiÞ þ d3i ðA:3Þ
such that jdkijoe for all i and k ¼ 1; 2; 3:
The ﬁrst equalities in Eqs. (A.1)–(A.3) follow from the conclusion of Lemma 1.
The second equalities in Eqs. (A.1)–(A.3) follow from the uniformly continuous
conditions in the lemma.
Therefore,
log pnðbTn yiÞ ¼ log pðbT0 yiÞ þ log 1þ
d1i
pðbT0 yiÞ
 !
log pnðaTn xiÞ ¼ log pðaT0 xiÞ þ log 1þ
d2i
pðaT0 xiÞ
 
log pnðaTn xi; bTn yiÞ ¼ log pðaT0 xi; bT0 yiÞ þ log 1þ
d3i
pðaT0 xi; bT0 yiÞ
 !
:
ARTICLE IN PRESS
X. Yin / Journal of Multivariate Analysis 91 (2004) 161–176174
Thus by the deﬁnition of wb; and the fact b
1e-0;
Ibnðan; bTn Þ ¼
1
n
Xn
i¼1
JðiAwbÞ log
pðaT0 xi; bT0 yiÞ
pðbT0 yiÞpðaT0 xiÞ
þ oð1Þ
¼ %Inða0; b0Þ þ oð1Þ:
But
%Inða0; b0Þ Iða0; b0Þ ¼ 1
n
Xn
i¼1
log
pðaT0 xi; bT0 yiÞ
pðbT0 yiÞpðaT0 xiÞ
Iða0; b0Þ
" #
 1
n
Xn
i¼1
JðiAwcbÞ log
pðaT0 xi; bT0 yiÞ
pðbT0 yiÞpðaT0 xiÞ
¼ t1 t2:
By the usual LLN and the fact that nb=n-0; both t1 and t2 tend to 0 as n-N: Thus
limn-0 I
b
nðan; bnÞ ¼ Iða0; b0Þ; but Ibnðan; bnÞXIbnða; bÞ so that by taking the limit,
Iða0; b0ÞXIða; bÞ: However by the deﬁnition of ða; bÞ; Iða0; b0ÞpIða; bÞ; therefore
Iða0; b0Þ ¼ Iða; bÞ; and with the uniqueness ða0; b0Þ ¼ ða; bÞ: Contradiction, thus
with probability 1; ðan; bnÞ-ða; bÞ:
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