In this paper we consider an interacting particle system modeled as a system of N stochastic differential equations driven by Brownian motions with a drift term including a confining potential acting on each particle, and an interaction potential modeling the interaction among all the particles of the system. The limiting behavior as the size N grows to infinity is achieved as a law of large numbers for the empirical process associated with the interacting particle system.
Introduction
We consider a system of N (∈ N − {0}) particles. From the Lagrangian point of view, the system is described by N random variable, X k N (t) ∈ R d , t ≥ 0, k = 1, . . . , N , so that {X k N (t), t ∈ R + } is a stochastic process in the state space (R d , B R d ), on a common probability space (Ω, F, P ). X k N may describe the state of the k-th particle, e.g. its position. We consider the case of contiuous time evolution, i.e. the time evolution is described by a system of stochastic differential equations (EDSs) with additive noise
In equation (1) the process {W k , k = 1, . . .} is a family of independent standard Wiener processes, f : R d + → R, and the functional F N is defined on M P (R d ), the space of all probability measures on R d , and depends on the empirical measure
By the empirical measure (2) we describe the system by an Eulerian approach: the collective behavior of the discrete (in the number of particles) system, may be given in terms of the spatial distribution of particles at time t.
Correspondingly, the measure valued process
is called the empirical process of the system for a population size N . The trajectories are random elements of C([0, T ], M P (R d )), so that the distributions L(X N ) of those processes can be considered as elements of
Equation (1) might describe a system of N individuals whose movement is due to a stochastic individual component coupled with an interaction term, and an (individual) advection term.
The individual dynamics The advection term f : R d + → R may describe the individual dynamics of a particle, which may depend on external information. Indeed we consider the following form for f f (x) = −γ 1 ∇U (x),
where γ 1 ∈ R + , and the potential U : R d → R + ∈ C 2 (R d ) is a non negative smooth even function. From the modelling point of you the transport term (4) mean to be "confining" potential: there are some external information coming from the environment which attracts the particle along the flow due to U .
The interaction dynamics F N it depends on the relative location of the specific individual X k N (t) with respect to the other individuals, via on the empirical measure of the whole system. The interaction we consider is due to different phenomena: aggregation and repulsion. These two different forces compete but act at different scales.
Aggregation act at macroscale and is modelled by a McKean-Vlasov interaction kernel
The interaction of the particle located in X k N (t) at time t with the others is described by a "generalized" gradient operator as discussed in [4, 14] acting on the empirical measure (∇G a * X N (t)) X k N (t) .
Repulsion acts at mesoscale; the mesoscale is introduced as in [11, 14, 16 ] via a rescaling of a referring kernel V 1
The repelling force exerted on the k-th (out of N ) single particle located at X k N (t) dis given by
From (7) it is clear how the choice of β determines the range and the strength of the influence of neighboring particles; indeed, any particle interacts (repelling) with O N 1−β other particles in a small volume O N −β .
From (5) and (7), the advection interaction term F [X N ] is given by
The stochasticity The stochastic component in equation (1) may describe both the lack of information we have about the environment or the particle itself and the need of each particle to interact with the others, so that they move randomly with a mean free path σ N (depending on N ) unless they meet other particles and interact.
By (1), (4), and(8) the system we study is the following
In the case γ 1 = 0, the advection is due only to the interaction and the system become the following
In previous papers [4, 11, 14] the authors has focused their attention on the time evolution of the system (10). In particular they have analyzed the convergence of the system as the number of particles N increases to infinity. In [11, 14] a "law of large numbers" is presented while in [4] the authors have studied the existence and uniqueness of the solution of the PDE describing the time evolution of the limit system.
In this work we focus our attention on the system (9) and extend to this case the results obtained in [11, 14] .
Notations and Hypotheses
For some topological space S we denote by C m b (S, R d ) the space of m-times differentiable R d -valued functions on S with continuous bounded deriva-
denotes the usual scalar product.
M P (S) is the space of probability measures on S. This space is equipped with the usual weak topology. On the space M P (R d ) the weak topology is generated by the complete metric
and
The metric d 1 (µ, ν) := ||µ − ν|| 1 is also well known as bounded Lipschitz metric.
its Fourier transform.
In connection with Fourier transforms we shall use the relations
where
Positive constants throughout the thesis are denoted by c 1 , c 2 , . . .; if a constant depends on a quantity k, we denote it with c(k).
and W 1 is a symmetric probability density defined on R d , that is
equation (9) becomes
We consider the further assumptions:
About the initial condition we suppose that
The assumptions about the interaction potential are the following:
is a symmetric function on R d supposed to be independent on N ,
, where
It is clear that lim
where δ 0 is the Dirac delta function.
Let the confining potential be such that
Then we consider the following possible assumptions on the parameter β:
b)
A Law of Large Numbers
In this section we derive a law of large numbers for the measure valued process X N defined by (2) and (3), in the case of boundedness properties of the confining gradient U . In particular by following the approaches proposed in [12] and [15] , we prove the existence of the limit measure for the sequence
We consider both the unviscous case, that is lim N →∞ σ N = 0, and the viscous case, i.e. lim N →∞ σ N = σ ∞ > 0.
The procedure may be divided into three steps:
i) relative compactness of the sequence L(X N ), N ∈ N, which corresponds to an existence result of the limit L(X); ii) regularity of the possible limits: we show that the possible limits {X(t), t ∈ [0, T ]} are absolutely continuous with respect to the Lebesgue measure for almost all t ∈ [0, T ] P − a.s.;
iii) identification of the dynamics of the limit process: all possible limits are shown to be solution of a certain deterministic equation that we assume to have a unique solution.
In the case lim N →∞ σ N = 0 we guess the limit dynamics and show that it is the weak limit of
Relative Compactness
The first step toward proving a law of large number for a measure-valued process is to obtain a relative compactness result for the sequence of empirical measure's distribution laws {L(X N )} N ∈N associated to the system of stochastic differential equations. (14)-(28), the sequence {L(X N )} N ∈N of distributions of the processes {X N (t), 0 ≤ t ≤ T } associated to the system of stochastic differential equations (9) is relatively compact in the space
We consider first some preliminary results regarding the martingale properties of some processes. Up to now we suppose that all the hypotheses of Theorem 0.1 are satisfied. We remark that all the results are valid also in the case γ 1 = 0.
For the seek of simplifying the notations, in the following calculations we set γ 1 = γ 2 = 1. Let
Lemma 0.1. The process
is a martingale.
Proof.
Because of (24), (18), (20) and (28), by applying Ito's formula to
By assumption (20),
As a consequence
So
and the thesis follows. 2
is not negative; indeed in general
Let now consider a special class of test functions, i.e. positive function φ ∈ C 2 (R d ) such that φ(x) = |x| for |x| ≥ 1 and ||∇φ|| ∞ + ||∆φ|| ∞ < ∞.
(36)
with c 2 , c 3 ∈ R + .
Proof.
By applying Ito's Formula to X N (t), φ ,
and therefore
This implies that (39) is greater than or equal to
Hence,
and (37) follows. In a completely analogous way (with +c 3 instead of −c 3 ), we obtain the property (38).
2 Let us define the sequence of stopped processes X N,k (t) = X N (t∧τ k N ), 0 ≤ t ≤ T, N ∈ N, and k > 0 fixed, where τ k N is defined by τ
where k ∈ R+.
We consider a slight modification of the more general characterization of the relative compactness by Ethier-Kurtz (see [8] , theorem 8.2). In particular we prove confining compactness property for the process {X N,k (t)} and then the boundedness of small variations of the process.
, φ > λδ and therefore
By (37) in Lemma 0.2 and by Doob's Inequality, (42) is less than or equal to
By the definition of τ k N and since
it follows that (43) is less than or equal to
As a consequence,
Let us now take ǫ > 0 and two sequences µ i and δ i of positive numbers such that
By Prohorov's Theorem, the set Proposition 0.2. For any 0 < δ < 1, there exists a sequence {γ T n (δ)} n∈N of non negative random variables such that
and lim
By the Cauchy-Schwartz and Jensen inequalities,
and if s > τ k
Therefore, by (52),(53) and (54), (50) is less than or equal to
It follows that
(56) As a consequence, for 0 ≤ s < t ≤ T ,
in particular, with t − s = δ and
we obtain
)} N ∈N , the sequence of probability laws of the processes
It is an obvious consequence of Proposition 0.2 and Theorem 8.6 p.137, in [8] .
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Proposition 0.4. For any τ such that 0 < τ < ∞,
By Lemma 0.1, the process
is a submartingale. By Doob's inequality Theorem 0.1 implies the existence of a subsequence N k ⊂ N, N 1 < N 2 < . . ., such that the sequence {L(X N k )} k∈N converges in M P (C([0, T ], M P (R d ))) to some limit L(X), which is the distribution of some process {X(t), t ∈ [0, T ]}, with trajectories in C([0, T ], M P (R d )). We discuss the uniqueness of the limit later on. By now we assume the uniqueness, so that {N k } = N. By Skorokhod's Theorem, we are allowed to assume that {X N (t), t ∈ [0, T ]} converges P-almost surely to {X(t), t ∈ [0, T ]} as N grows to infinity. So, we have
(58)
Absolute continuity of the limit
Next proposition deals with the regularity properties of the limit measure X(t). We consider the viscous case lim N →∞ σ N = σ ∞ > 0.
Proposition 0.5. Suppose that lim N →∞ σ N = σ ∞ > 0. For any t ≥ 0, the measure X(t) is absolutely continuous with respect to Lebesgue measure on R d with a density ρ ∈ L 2 (R d , R + ).
Proof.
We begin by showing that there exists a positive function ρ(x, t) such that
since, by (20), | W N (λ)| is bounded and h N (λ, t) = X N (t), e iλ· W N (λ), expression (60) is less than or equal to
Since by (58)
Now
by (57), with A N (t) as defined in (31) and S N (t) defined in Proposition 0.4, we obtain that
uniformly in N with c positive constant. As a consequence (63) is finite. It follows that, for k sufficiently large, (62) can be made smaller than any given ǫ > 0 and there exists a positive function ρ(x, t) ∈ L 2 (R d , R + ) satisfying equation (59).
Since by (59) and lim N →∞ W N (·) = δ 0 (in the sense of distributions)
we have by (58)
Therefore the measure X(t) is absolutely continuous with respect to the Lebesgue measure with density ρ(x, t). 2 As a consequence of Proposition (0.5)
(65) As next point we need the description of the dynamics governing the time evolution of the possible limit process {X(t), t ∈ [0, T ]}.
A formal derivation of the continuum models
In this section, following [12] , we characterize the limit behavior, as N → ∞, of the process X N both in the case lim N →∞ σ N = 0 and lim N →∞ σ N = σ ∞ > 0.
By taking into account expression (14) and by using Ito's formula we get the following weak form of the time evolution of X N (t):
Last term in (66)
is a martingale with respect to the natural filtration of the process {X N (t), t ∈ [0, T ]} and the quadratic variation
(see [12] , [14] ). This implies, in both cases, convergence to zero in probability, that is the substantial reason of the deterministic limiting behavior of the process, as N → ∞, since in this limit the evolution equation of the process will not contain the Brownian noise anymore (see [14] ). In order to derive a formal limit for the process X N also when lim N →∞ σ N = 0, let us assume that X(t) admits density with respect to the Lebesgue measure also in this case. As a formal consequence of this assumption and (65), we get
Hence by applying the above limits, from (66) and the hypothesis lim N →∞ σ N = σ ∞ ≥ 0, we get the following equation
·∇f (x, s)ρ(x, s)dx
Equation (68) is the weak version of the following equation for the spatial density ρ:
Obviously if σ ∞ = 0 the diffusive term in (68) and (69) vanishes, while if σ ∞ > 0 the dynamics of the density is smoothed by the diffusive term. This is due to the memory of the fluctuations existing when the number of particles N is finite.
Main results
In the present section we present the main results of this chapter, namely two theorems on the convergence of the interacting particle system (9) to the integro-differential equation (69), both for σ ∞ = 0 and σ ∞ > 0.
We begin with the case σ ∞ = 0 (non-viscous case) following the approach proposed in [12] and then we move to the case σ ∞ > 0 (viscous case).
Non-viscous case
We are not aware of general results concerning the existence of sufficiently regular solutions ρ for equation (69); therefore we need the following assumption:
Assumption 0.1. For some T ∈ [0, ∞) system (69) with σ ∞ = 0 admits a unique, nonnegative solution ρ ∈ C
About the uniqueness of the solution of equation (69) without confining potential we address to [4] .
Let σ ∞ = 0 and suppose that
Consider the following assumption for the aggregation kernel G a (x) and the confining potential U (x):
As far as β is concerned, we need to assume that one of the following conditions is satisfied:
Under previous hypotheses, we can prove the following theorem:
Theorem 0.2. Assume (70)- (74) and Assumption 0.1. If
where ρ is the unique solution of (69) with σ ∞ = 0.
Corollary 0.1. Equation (75) implies
from (75) and Lemma 0.3 we obtains our thesis. 2 Previous corollary state that the empirical measure X N (t) converges weakly to the density ρ(·, t).
Proof of Theorem 0.2
We prove this result by following the same approach used in [12] for proving it in the case of system (9) without confining potential (γ 1 = 0).
We obtain the convergence of h N (·, t) to its limit by performing the following steps:
1. we guess the dynamics (69) for the limit ρ; 2. we try to control ||h N (·, t)−ρ(·, t)|| 2 2 in term of its initial value ||h N (·, 0)− ρ 0 (·)|| 2 2 by writing down Ito's formula for that process and by estimating the different contributions.
We have
From (68) and integration by parts, one gets:
With the same computations used to obtain expression (32), for the first term of (76) one obtains
From (66), (69), the symmetry of W N , by Ito's formula and integration by parts, one obtains
It follows that for (76) one gets the following expression:
Estimates for the terms on the right side of (80)
In order to get estimates for the terms on the right hand side of (80) we need the following lemmas:
Lemma 0.3. Let W 1 be a symmetric density function which satisfies (70) and (71) and let W N be defined as in (17) .
The constant c 2 is independent of f .
Lemma 0.3 is proved in [17] . 
Then we have
For a proof of this lemma see [12] . We begin by considering the second term on the right hand side of (80); since this term does not depend on the potential U , we can recall a result proved in [12] . Indeed, as showed in [12] , by considering v = ∇ρ(·, s) * W N , from Lemma 0.3, Lemma 0.4 and Assumption 0.1, we have
Now let us consider the term in (80) involving the aggregating kernel G a and the confining potential U
By (72) and Lemma 0.4, with v = −∇U + X N (s) * ∇G a we get
On the other hand
By Assumption 0.1, condition (72) and Lemma 0.4, with G = ∇G a and v = ρ − ∇U we get
and by taking into account also Lemma 0.3
N . So for the second term B of (80) we get the following estimate:
For the third integrand on the right side of (80) we have
Let us consider the submartingale term in (80):
As showed in [12] , by Doob's inequality,
(86) By collecting all contributions, (80) becomes
for 0 ≤ t ≤ T . From (86) and (87)
For N sufficiently large and by applying Gronwall's inequality we obtain
As N → ∞, by (74) and since lim N →∞ σ 2 N N β(d+2) d −1 = 0, we obtain our thesis.
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Viscous case
Now we move to the case σ ∞ > 0. Due to technical difficulties (the presence of the non vanishing term σ ∞ > 0 ), in this case we can not carry out the same proof as for Theorem 0.2. Therefore, by following [15] , we try to control directly E [ X(t), f − ρ(t), f ], obtaining a result analogous to Corollary 0.1.
About the regularity and uniqueness of the solution of equation (69) we make the following assumption Assumption 0.2. System (69) with σ ∞ > 0 admits a unique, nonnegative
The requirements of Assumption 0.2 are weaker than those of Assumption 
where µ 0 has density ρ(x, 0) with respect the Lebesgue measure, ii) the parameter β satisfies condition (30),
iii) W 1 defined in (19) has compact support, then lim 
Proof.
We have to show that 
Clearly, by (65) and hypothesis (90), 
2
Conclusions
In this paper we have studied the asymptotic behavior of system (9) for the size of the population N growing to infinity, being the time t fixed, in terms of a law of large numbers for the empirical process {X N (t), t ∈ R + }.
It is also of interest to study the limiting behavior of such a system for fixed N and time growing to infinity. In [6] the authors investigate conditions for the existence of an invariant measure for system (9), i.e. conditions about the interaction potential and the confining potential such that there exists an invariant measure for the particle positions and, as a consequence, for the empirical process {X N (t), t ∈ R + }.
