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ABSTRACT
When considering fractional diffusion equation as model equation in analyzing anomalous diffusion
processes, some important parameters in the model related to orders of the fractional derivatives, are
often unknown and difficult to be directly measured, which requires one to discuss inverse problems
of identifying these physical quantities from some indirectly observed information of solutions. In-
verse problems in determining these unknown parameters of the model are not only theoretically
interesting, but also necessary for finding solutions to initial-boundary value problems and studying
properties of solutions. This chapter surveys works on such inverse problems for fractional diffusion
equations.
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1 Introduction
The fractional equations have been playing important roles in various fields such as physics, chemistry, astrophysics
during the last few decades. In particular, in heterogenous media, the diffusion often indicates anomalous profiles
which cannot be simulated by the classical diffusion equation. Thus several model equations have been introduced,
and a time-fractional diffusion equation is one of them. For a flexible type of time-fractional diffusion equation, we
consider a fractional derivative of distributed order defined by
D
(µ)
t v(t) :=
∫ 1
0
µ(α)∂αt v(t) dα,
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where ∂αt is the Caputo derivative given by
∂αt v(t) =
1
Γ(1− α)
∫ t
0
(t− s)−α
dv
ds
(s) ds.
Throughout this chapter, let Ω be an open bounded domain in Rd with smooth boundary ∂Ω of C2-class, and T > 0
be arbitrarily fixed. We understand that d ≥ 1, that is, we discuss general spatial dimensions, if we do not specify.
Then an equation with time-distributed order derivative is described by
D
(µ)
t u(x, t) = △u(x, t), x ∈ Ω, 0 < t < T. (1)
Here, u(x, t) denotes the density of a substance such as contaminants at the location x and the time t.
In order to make (1) a model which can interpret observation data better, and well realize asymptotic behavior of
the density u(x, t), we have to choose a weight function µ(α), 0 < α < 1. This determination problem is inverse
problems, and we are requested to determine a function µ(α) or related parameters, and this is the subject of the
current chapter.
We mainly discuss an initial-boundary value problem:

D
(µ)
t u(x, t) = △u(x, t), x ∈ Ω, 0 < t < T,
u(x, 0) = a(x), x ∈ Ω,
u(x, t) = g(x, t), x ∈ ∂Ω, 0 < t < T,
(2)
where µ ∈ C[0, 1], ≥ 0, 6≡ 0.
As for references on the forward problems (2), we are restricted to Kochubei [11, 12], Li, Luchko, and Yamamoto
[18, 19], Luchko [22], Meerschaert, Nane, and Vellaisamy [25] and the references therein.
Henceforth, for simplicity, we consider only the Laplacian △ in the fractional diffusion equation and a Dirichlet
boundary condition.
Moreover, we consider also the following two special cases of (2).
1: Single time-fractional diffusion equation
We formally choose µ = δ( · − α) where 0 < α < 1 is fixed and δ( · − α) is a Dirac delta function at α.
Then the distributed order fractional diffusion equation is reduced to a single-term fractional diffusion equation:

∂αt u(x, t) = △u(x, t), x ∈ Ω, 0 < t < T,
u(x, 0) = a(x), x ∈ Ω,
u(x, t) = g(x, t), x ∈ ∂Ω, 0 < t < T.
(3)
The diffusion equation with a single-term time fractional derivatives has attracted great attention in different areas,
and here we refer to a restricted number of works on the direct problem such as the well-posedness of (3) and other
qualitative properties, which are necessary for discussions of the inverse problems: Gorenflo, Luchko, and Yamamoto
[5], Gorenflo, Luchko, and Zabrejko [6], Luchko [21], Sakamoto and Yamamoto [28], Zacher [34].
A natural extension for the single-term time-fractional diffusion equation is a multi-term time-fractional diffusion
equation:
2: Multi-term time-fractional diffusion equation
We set µ =
∑ℓ
j=1 pjδ( · − αj) where 0 < αℓ < · · · < α1 < 1, p1, . . . , pℓ are positive constants:

ℓ∑
j=1
pj∂
αj
t u(x, t) = △u(x, t), x ∈ Ω, 0 < t < T,
u(x, 0) = a(x), x ∈ Ω,
u(x, t) = g(x, t), x ∈ ∂Ω, 0 < t < T.
(4)
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As minimum references on the well-posedness for (4), we list Li, Liu, and Yamamoto [17] and Li, Huang, and Ya-
mamoto [15].
For nonstationary partial differential equations such as classical diffusion and wave equations, the inverse problems
have been widely studied. More precisely assuming, for example, that p(x) is unknown in the diffusion equation
∂tu(x, t) = div(p(x)∇u(x, t)), we are requested to determine p(x), x ∈ Ω by some limited extra data on the
boundary (e.g., Beilina and Klibanov [1], Bellassoued and Yamamoto [2], Isakov [8], Klibanov and Timonov [10]).
See the chapter “Inverse problems of determining coefficients of the fractional partial differential equation” of this
handbook as for such inverse coefficient problems.
In this chapter, not for classical partial differential equations, we survey other important types of inverse problems
of determining µ(α) or related parameters which are considered to govern the anomaly of diffusion and describe
an index of the inhomogeneity in heterogeneous media. It is not until such parameters are reasonably determined
that we can start discussions on the fundamental issues like the existence of solutions to the initial-boundary value
problem (2). In practice, one can usually identify or estimate such anomaly indices empirically. On the other hand,
mathematical discussions for related inverse problems should be not only interesting but also helpful for determination
of parameters by experiments. One of such inverse problems is the determination of the unknown parameters in order
to match available data such as u(x0, t), 0 < t < T at a monitoring point x0 ∈ Ω.
We note that our survey is far from the perfect, because researchers on inverse problems for fractional partial differen-
tial equations are very rapidly developed.
2 Preliminaries
In this section, we will set up notations and terminologies, review some of standard facts on the fractional calculus,
and introduce several important results related to the forward problem for the time-fractional diffusion equations (1),
which are the starting points for further researches concerning the theory of inverse problems.
We recall the Mittag-Leffler function Eα,β(z) defined by
Eα,β(z) =
∞∑
k=0
zk
Γ(kα+ β)
, z ∈ C, α, β > 0
and the asymptotic behavior.
Lemma 2.1. Let α ∈ (0, 2), β > 0, and µ ∈ (απ2 ,min{απ, π}). Then forN ∈ N,
Eα,β(z) = −
N∑
k=1
z−k
Γ(β − αk)
+O
(
1
|z|N+1
)
with |z| → ∞, µ ≤ | arg z| ≤ π.
Moreover, there exists a positive constant C = C(µ, α, β) such that
|Eα,β(z)| ≤
C
1 + |z|
with µ ≤ | arg z| ≤ π.
Henceforth, L2(Ω),H10 (Ω),H
2(Ω) are the usual L2-space and the Sobolev spaces of real-valued functions: L2(Ω) =
{f ;
∫
Ω
|f(x)|2 dx <∞}, and let ( · , · ) denote the scalar product: (f, g) =
∫
Ω
f(x)g(x) dx for f, g ∈ L2(Ω). More-
over, we define the Laplacian−△ with the domainD(−△) = H2(Ω)∩H10 (Ω) and an eigensystem {(λn, ϕn)}
∞
n=1 of
−△ is defined by {ϕn}n∈N ⊂ D(−△) and 0 < λ1 < λ2 ≤ . . . such that−△ϕn = λnϕn and {ϕn}n∈N is a complete
orthonormal system of L2(Ω).
For γ ≥ 0, the fractional Laplacian (−△)γ is defined as
D((−△)γ) :=
{
f ∈ L2(Ω);
∞∑
n=1
|λγn(f, ϕn)|
2
<∞
}
,
(−△)γf :=
∞∑
n=1
λγn(f, ϕn)ϕn.
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3 Single time-fractional diffusion equation
In this section, we are concerned with inversion for order in the fractional diffusion equation (3) with homogeneous
Dirichlet boundary condition. Let us start with some observationsmainly about the asymptotic behavior of the solution
as t → 0 and t → ∞. By the eigenfunction expansion of u(x, t) in terms of the Mittag-Leffler function Eα,1, it was
shown in [28] that the decay rate of the solutions u to (3) is dominated by t−α as t → ∞, while ‖u( · , t)‖H2(Ω) is
dominated by t−α‖a‖L2(Ω) as t → 0. It turns out that the short (or long) asymptotic behavior heavily relies on the
fractional orders of the derivatives. On the basis of the asymptotics of the solution as t→ 0 or t→∞, it is expected to
show formulae of reconstructing the order of fractional derivative in time in the fractional diffusion equation by time
history at one fixed spatial point.
Hatano, Nakagawa, Wang and Yamamoto [7] proved
Theorem 3.1 (Hatano et al. [7]). (i) Assuming that
a ∈ C∞0 (Ω), △a(x0) 6= 0.
Then
α = lim
t→0
t∂tu(x0, t)
u(x0, t)− a(x0)
.
(ii) Assuming that
a ∈ C∞0 (Ω), a ≥ 0 or ≤ 0 on Ω.
Then
α = − lim
t→∞
t∂tu(x0, t)
u(x0, t)
.
In addition, let us mention the work from Meerschaert, Benson, Scheffler, and Baeumer [24] in which the space-time
fractional diffusion equation
∂αt u = −(−△)
γ/2u,
with 0 < α < 1 and 0 < γ < 2 was considered. As is known, the fractional derivative in time here is usually used to
describe particle trapping phenomena, while the fractional space derivative is used to model long particle jumps. These
two effects combined together produce a concentration profile with a sharper peak, and heavier tails in the anomalous
diffusion. We refer to Tatar and Ulusoy [31] for the uniqueness for an inverse problem of simultaneously determining
the exponents of the fractional time and space derivatives by the interior point observation u(x0, · ) in (0, T ).
Theorem 3.2 (Tatar and Ulusoy [31]). Let x0 ∈ (0, 1) be any fixed point, and let u[α, γ] be the weak solution to

∂αt u = −(−△)
γ/2u, 0 < x < 1, 0 < t < T,
u(x, 0) = a(x), 0 < x < 1,
u(x, t) = g(x, t), x = 0, 1, 0 < t < T.
(5)
Let u[β, η] be the weak solution to (5) where α, γ are replaced by β ∈ (0, 1) and η ∈ (0, 2). If u[α, γ](x0, t) =
u[β, η](x0, t) for all t ∈ (0, T ) and a ∈ L
2(0, 1) satisfies
(a, ϕn) > 0 for all n ≥ 1,
then α = β and γ = η.
In the proof of the above theorem, similarly to Hatano et al. [7], the time-fractional order can be firstly determined
by using a long-time asymptotic behavior of the solution to (5), which is a direct result from the property of Mittag-
Leffler function in Lemma 2.1. The asymptotics of the eigenvalues λn of the one-dimensional Laplacian with the
zero Dirichlet boundary condition is then used to show the uniqueness inversion for the spatial order. See also Tatar,
Tinaztepe, and Ulusoy [30] as for a numerical reconstruction scheme for α and γ.
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4 Multi-term time-fractional diffusion equation
In this section, we survey on multi-term time-fractional diffusion equations. In (4), we assume the boundary condition
g = 0 and we investigate inverse problems of identifying fractional orders αj and coefficients pj .
Inverse Problem. Let x0 ∈ Ω be fixed and let I ⊂ (0, T ) be a non-empty open interval. Determine the number ℓ of
fractional orders αj , fractional orders {αj}
ℓ
j=1 and positive constant coefficients {pj}
ℓ
j=1 of the fractional derivatives
by interior measurement u(x0, t), t ∈ I .
Remark 4.1. We should mention that the number ℓ of the fractional derivatives is also unknown in the above inverse
problem.
For the statement of our main results, we introduce some notation. As an admissible set of unknown parameters, we
set R+ = {p > 0} and
Unoc = {(ℓ,α,p); ℓ ∈ N, α = (α1, . . . , αℓ) ∈ (0, 1)
ℓ, 0 < αℓ < . . . < α1 < 1, p = (p1, . . . , pℓ) ∈ R
ℓ
+}. (6)
By means of the eigenfunction expansion of u, the unique determination of fractional orders is proved by using the
t-analyticity of the solution and the strong maximum principle for elliptic equations.
Theorem 4.1 (Li and Yamamoto [20]). Assuming that
a ≥ 0 in Ω, a 6≡ 0 and a ∈ H2γ(Ω) ∩H10 (Ω) with some γ > max
{
d
2
− 1, 0
}
.
Let u[ℓ,α,p], u[m,β, q] be the weak solutions to (4) with respect to (ℓ,α,p), (m,β, q) ∈ Unoc. Then for any fixed
x0 ∈ Ω,
u[ℓ,α,p](x0, t) = u[m,β, q](x0, t), t ∈ I
implies
ℓ = m, α = β, p = q.
We describe a numerical method for the reconstruction of orders. For simplicity, we fix the number ℓ of the fractional
derivatives, and denote by u[α,p] the unique solution to (4) with α = (α1, . . . , αℓ) and p = (p1, . . . , pℓ). For the
numerical treatment, in Li, Zhang, Jia, and Yamamoto [13], Sun, Li, and Jia [29], the authors reformulated the inverse
problem into an optimization problem
min
(α,p)∈Uoc
‖u[α,p](x0, · )− h‖L2(0,T ), (7)
where Uoc is the admissible set (6) with fixed ℓ and h ∈ L
2(0, T ) stands for available observation data u(x0, t),
0 < t < T . The feasibility of this optimization is guaranteed by the following result.
Proposition 4.1. For any observation data h ∈ L2(0, T ), there exists a minimizer to the optimization problem (7).
The existence of a minimizer is easily verified by taking a minimizing sequence and a routine compactness argument.
The key is the Lipschitz continuity of the solution with respect to (α,p), namely,
‖(u[α,p]− u[β, q])(x0, · )‖L2(0,T ) ≤ C
ℓ∑
j=1
(|αj − βj |+ |pj − qj |),
where (α,p), (β, q) ∈ Uoc satisfy certain additional assumptions.
Needless to say, this methodology also works for the single-term case. However, for ℓ ≥ 3 it becomes extremely
difficult to reconstruct smaller orders αj in α because they contribute less to the solution. In order to restore the
numerical stability, one can attach some regularization terms to (7), but here we omit the details.
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5 Distributed order fractional diffusion equation
We focuses on the determination of the weight function µ(α) in (2), which is important for experimentally evaluating
the characteristic of the diffusion process in heterogeneous medium.
Inverse Problem. Let x0 ∈ Ω be fixed and I ⊂ (0, T ) be a non-empty open interval. Let u be the solution to the
initial-boundary value problem (2). We will investigate whether u in {x0} × I can determine µ in (0, 1).
In this section, we discuss the uniqueness as the fundamental theoretical topic for the inverse problem and attempt
to establish results parallel to that for the multi-term case (4). We separately discuss two cases: the case of the
homogeneous boundary condition and the case of nonhomogeneous boundary condition, and it is technically difficult
to consider both simultaneously.
5.1 Case of the homogeneous boundary condition
In this subsection, we assume that g = 0 in (2), that is, the boundary value vanishes on ∂Ω× (0, T ). We introduce an
admissible set of unknown weight function
U0 = {µ ∈ C[0, 1]; µ ≥ 0, 6≡ 0}.
From [19], the solution to the initial-boundary value problem with the homogeneous boundary condition is t-analytic.
Therefore, after taking the Laplace transform of the solution u in t, we can reformulate the fractional diffusion equation
into an elliptic equation with parameters in the Laplace frequency domain. The uniqueness of the inverse problem can
be easily derived by noting the strong maximum principle for elliptic equations. We have the following.
Theorem 5.1 (Li, Luchko and Yamamoto [19]). We assume that g = 0 in (2). Let µ, ω ∈ U0 and u[µ], u[ω] be the
solutions to the initial-boundary value problem (2) with respect to µ, ω ∈ U0 respectively. Assume that a ≥ 0 in Ω,
a 6≡ 0 and a ∈ H2γ(Ω) ∩H10 (Ω) with γ > max{
d
2 − 1, 0}. Then µ = ω if
u[µ](x0, t) = u[ω](x0, t), x0 ∈ Ω, t ∈ I.
The proof of the above theorem heavily relies on the t-analyticity of the solution. Let us point out that the proof of the
uniqueness for the corresponding inverse problem for the initial-boundary value problem (2) with nonhomogeneous
boundary condition is totally different. In the next subsection, we discuss the case of nonhomogeneous boundary
condition.
Finally, as a direct application of well-posedness of the initial-boundary value problem discussed in [19], we can show
the Lipschitz stability of the solutions with respect to weight functions:
‖(u[µ]− u[ω])(x0, · )‖L2(0,T ) ≤ C‖µ− ω‖L∞(0,1),
where µ, ω ∈ U0 satisfy certain additional assumptions. We can formulate the minimization problem to prove the
existence of a minimizer similarly to Section 4, but we omit the details.
5.2 Case of nonhomogeneous boundary condition
In this section, we continue the discussion of the inverse problem of determining the weight function in (2) but with
nonhomogeneous boundary condition.
In the case of Ω = (0, 1), we first introduce Rundell and Zhang [27] which investigates an inverse problem of deter-
mining the weight function in (2) in terms of the value of the solution u in the time interval (0,∞).
Theorem 5.2 (Rundell and Zhang [27]). In (2), we assume that Ω = (0, 1), a(x) = 0 for 0 < x < 1 and u(1, t) = 0,
u(0, · ) ∈ L∞(0,∞), 6≡ 0. Let x0 ∈ (0, 1) be arbitrarily chosen. For arbitrarily fixed c0 > 0 and 0 < β0 < 1, let
µ, ω ∈ C1[0, 1] be positive unknown functions and satisfy
µ(α), ω(α) ≥ c0 > 0 in (β0, 1).
6
Inverse Problems of Determining Parameters of the Fractional Partial Differential Equations
Let u[µ] and u[ω] be the solutions to the initial-boundary value problem (2) with respect to µ and ω, respectively, and
let the Laplace transform of one of one of u[µ](0, · ) and u[ω](0, · ) satisfy
L{u(0, t); s} 6= 0, s ∈ (0,∞). (8)
Then u[µ](x0, t) = u[ω](x0, t) for any t ∈ (0,∞) implies µ = ω on [0, 1].
Remark 5.1. It is not convenient to use the above result to recover the unknown weight function practically because
we have to assume (8), which means that one of µ and ω is known.
How about using measurement of finite time length? As mentioned above, for the homogeneous boundary case,
analytic continuation of the solution ensures the equivalence between the overposed data u(x0, t), t ∈ (0, T ) and
u(x0, t), t ∈ (0,∞), which is the key idea of the proof of Theorem 4.1. Our question is whether it is possible to prove
the uniqueness of the inverse problem of determining the weight function without using the analytic continuation
because we cannot rely on the t-analytic of the solutions for the nonhomogeneous boundary counterpart.
We have the following lemma.
Lemma 5.1. Let the weight function µ ∈ C[0, 1] be non-negative, and not vanish on [0, 1]. Suppose that the non-
negative function u ∈ C∞0 ((0, T0);H
4(Ω)) satisfies
D
(µ)
t u−△u ≤, 6≡ 0 in Ω× (0, T ),
where 0 < T < T0. Suppose also thatΩ is connected, open and bounded. Then for any x ∈ Ω, there exists tx ∈ (0, T )
such that u(x, tx) > 0.
Li, Fujishiro, and Li [14] gave an affirmative answer by setting the boundary value g vanishing near the final time T ,
and restricting the weight function in the following admissible set:
Uf := {µ ∈ C[0, 1]; µ ≥, 6≡ 0, µ is finitely oscillatory}.
Here, we call that a function µ is finitely oscillatory if for any c ∈ R, the set {α; µ(α) = c} is finite.
Theorem 5.3 (Li, Fujishiro and Li [14]). Let Ω ⊂ Rd, d ≤ 3, be connected, open, and bounded, and let T > 0,
x0 ∈ Ω be arbitrarily chosen. Let g ∈ C
∞
0 ((0, T );H
7/2(∂Ω)) satisfy g ≥, 6≡ 0 on ∂Ω × (0, T ). We further
suppose that u[µ] and u[ω] are the solutions to the problem (2) with respect to µ, ω ∈ Uf . Then µ = ω on [0, 1] if
u[µ](x0, · ) = u[ω](x0, · ) in (0, T ).
6 Conclusions and open problems
In this chapter, we are mainly concerned with the uniqueness results on the determination of a weight function µ(α)
of distributed order derivatives in t and related parameters of the fractional diffusion equation by one interior point
observation data. Our key ideas of proofs are based on the properties such as asymptotic behavior and t-analyticity of
the solutions of the initial-boundary value problem (2).
The uniqueness in determining orders αj , j = 1, . . . , ℓ in (3) or (4) follows as byproduct from the uniqueness results
(e.g., Cheng, Nakagawa, Yamazaki, and Yamamoto [4], Li, Imanuvilov, and Yamamoto [16], Kian, Okasanen, Soc-
corsi, and Yamamoto [9]) for inverse coefficient problems which are surveyed in the chapter “Inverse problems of
determining coefficients of the fractional partial differential equations” of this handbook. Here as a supplement to this
chapter, we give a partial list of numerical researches on the reconstruction for fractional orders and related coefficients
for fractional differential equations: Chen, Liu, Jiang, Turner, and Burrage [3], Lukashchuk [23], Sun, Li, and Jia [29],
Tatar, Tinaztepe, and Ulusoy [30], Yu, Jiang, and Qi [32], Yu, Jiang, and Wang [33], Zhang, Li, Chi, Jia, and Li [35],
Zheng and Wei [36] and the references therein.
On the other hand, the studies on inverse problems of the recovery of the fractional orders or the weight function µ(α)
in the model (2), are far from satisfactory since all the publications either assumed the homogeneous boundary condi-
tion (Theorems 3.1, 3.2, 4.1, and 5.1), or studied this inverse problem by the measurement in t ∈ (0,∞) (Theorem
5.2). Although Theorem 5.3 proved that the weight function µ in the problem (2) with nonhomogeneous boundary
7
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condition can be uniquely determined from one interior point overposed data but with an additional assumption that
the unknown µ lies in the restrictive admissible set Uf . It would be interesting to investigate inverse problems by the
value of the solution at a fixed time as the observation data.
Finally, as far as the authors know, the stability of the inverse problem of determining the fractional orders remains
open.
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