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Abstract
We study a class of numerical schemes for nonlinear diffusion filtering that offers insights on the design of novel wavelet
shrinkage rules for isotropic and anisotropic image enhancement. These schemes utilise analytical or semi-analytical solutions to
dynamical systems that result from space-discrete nonlinear diffusion filtering on minimalistic images with 2 × 2 pixels. We call
them locally analytic schemes (LAS) and locally semi-analytic schemes (LSAS), respectively. They can be motivated from discrete
energy functionals, offer sharp edges due to their locality, are very simple to implement because of their explicit nature, and enjoy
unconditional absolute stability. They are applicable to singular nonlinear diffusion filters such as TV flow, to bounded nonlinear
diffusion filters of Perona–Malik type, and to tensor-driven anisotropic methods such as edge-enhancing or coherence-enhancing
diffusion filtering. The fact that these schemes use processes within 2 × 2-pixel blocks allows to connect them to shift-invariant
Haar wavelet shrinkage on a single scale. This interpretation leads to novel shrinkage rules for two- and higher-dimensional images
that are scalar-, vector- or tensor-valued. Unlike classical shrinkage strategies they employ a diffusion-inspired coupling of the
wavelet channels that guarantees an approximation with an excellent degree of rotation invariance. By extending these schemes
from a single scale to a multi-scale setting, we end up at hybrid methods that demonstrate the possibility to realise the effects of the
most sophisticated diffusion filters within a fairly simplistic wavelet setting that requires only Haar wavelets in conjunction with
coupled shrinkage rules.
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Methods for image denoising that respect discontinuities and other semantically important features are of funda-
mental importance in digital image processing. Nonlinear diffusion filters [44] and wavelet shrinkage [25] are two
widely used classes of methods to achieve this goal.
Diffusion filtering is a continuous concept that relies on partial differential equations (PDEs). It can easily incor-
porate invariances such as shift and rotation invariance. In order to be applicable to digital images, diffusion filters
require discretisations. Typical numerical schemes proceed with a certain time step size and are iterated in order to
end up with some result worth striving for. Anisotropic filters with a diffusion tensor instead of a scalar-valued diffu-
sivity have been proposed to allow direction-dependent filtering along image edges and to enhance coherent, flow-like
structures [59].
Wavelet shrinkage, on the other hand, uses specific discrete filters with vanishing moments. Usually it is used
in a noniterative way that achieves its denoising capabilities by means of a multi-scale setting. Incorporating shift
invariance and approximating rotation invariance requires some extra efforts; see, e.g., [18,35]. Also in the wavelet
community many efforts have been made to incorporate anisotropy in order to represent and process oriented structures
in a better way, e.g., by contourlets [22], ridgelets [24], curvelets [9,10], and shearlets [36]. In general they form frame
elements that exhibit very high directional sensitivity and are highly anisotropic.
Since PDE-based methods and wavelet shrinkage serve the same purpose, it is not surprising that intensive research
has been performed on analysing connections between these filters. Most of them analyse the continuous framework
[4,7,13,14,16,17,40,51,52] or focus on designing methods that use wavelet shrinkage and PDE-based denoising meth-
ods in combination [11,15,19,27,28,38,39].
Work on the relations between wavelet shrinkage and PDE-based denoising in the discrete framework includes a
paper by Coifman and Sowa [20] where they proposed total variation (TV) diminishing flows that act along the direc-
tion of Haar wavelets. In our previous work [55] we have established connections between space-discrete diffusion
filtering and shift-invariant Haar wavelet shrinkage in the one-dimensional case. The starting point of this analysis
was the consideration of a simplistic signal with only two pixels. It allowed to derive an identical analytic solution
for both processes. This local analytic solution formed the building block of a numerical scheme for 1-D signals of
arbitrary length. We call such methods locally analytic schemes (LAS).
The goal of the present paper is to derive and investigate locally analytic schemes in the higher-dimensional setting.
For several reasons, the higher-dimensional case is significantly more complicated than the 1-D scenario: First of all,
in two and more dimensions one has more degrees of freedom in the selection of specific discretisations for diffusion
filters. Moreover, specific problems arise that are not present in the 1-D case: They include questions on how to
design filters with a high degree of rotation invariance. Another challenge consists in the fact that it is possible to
design anisotropic filters that adapt their directional behaviour to the underlying image structure. They are notoriously
difficult to discretise in the diffusion setting, since discretisations usually suffer from blurring caused by numerical
dissipation, and sometimes even from stability problems.
The locally analytic schemes that we consider in the present paper are based on an analysis of images of size 2 × 2
pixels. While it is possible to derive analytical solutions for the corresponding dynamical systems in the isotropic
case for specific singular diffusivities such as the total variation diffusivity, this cannot be done for the widely used
bounded diffusivities, and it is also not possible for the diffusion tensors of anisotropic diffusion filters. However,
if one assumes that the diffusivity or the diffusion tensor does not change in time, it is possible to find an analytic
solution for the corresponding dynamical system. We call numerical techniques that use these processes as building
blocks locally semi-analytic schemes (LSAS). We shall see that both LAS and LSAS are numerical methods that offer
a number of interesting properties.
On the wavelet side, decompositions of an image into four-pixel blocks inspire a way to express a diffusion filter
in terms of Haar wavelet shrinkage on the finest scale. In contrast to the 1-D setting, however, higher-dimensional
diffusion filtering gives rise to novel shrinkage rules that employ a coupling of the different wavelet channels. Such a
coupling provides an elegant way to incorporate rotation invariance into the wavelet shrinkage, since it approximates a
rotationally invariant continuous diffusion process. Moreover the shrinkage rules can be incorporated into the typical
wavelet multi-scale framework.
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Our paper is organised as follows. In Section 2 we briefly sketch the basic structure of nonlinear diffusion fil-
ters, and we survey the essential properties of the locally analytic two-pixel solutions in the 1-D case. We start our
two-dimensional considerations in Section 3, where we derive the dynamical four-pixel systems for space-discrete
nonlinear diffusion filters as gradient descent of discretised energy functionals. This is done in the isotropic case with
a scalar-valued diffusivity and in the anisotropic setting with a diffusion tensor. In Section 4 we investigate these
dynamical systems in detail and derive their solutions that give rise to locally (semi-)analytic schemes for nonlin-
ear diffusion filtering. Section 5 is devoted to establishing formal connections between these numerical schemes and
shift-invariant Haar wavelet shrinkage in the single-scale scenario, and it presents experiments in the single scale and
multi-scale setting. The paper is concluded with a summary in Section 6.
1.2. Related work
The idea to split up a diffusion process into local interactions has also proved to be fruitful in other fields. In the
context of fluid dynamic problems, related schemes have been formulated by Richardson, Ferrell, and Long [48].
These authors, however, use multiplicative splittings; i.e., they first compute an analytic solution for a given partition
into small cells. The result is then used as the initial state for a subsequent diffusion in a shifted cell partitioning. In
a general nonlinear setting, such a scheme would not be shift invariant. Our approach computes the diffusion of all
four-pixel cells in parallel and averages afterwards. This additive splitting guarantees shift invariance. The splitting
into four-pixel interactions also distinguishes our schemes from other additive operator splittings such as the ones in
[37,62]. They use directional splittings along the coordinate axes.
We notice that constructing numerical methods for PDE-based filters from analytic solutions of simpler systems is
also a feature of the method of short-time kernels, see, e.g., [54], where a locally linearised diffusion equation is solved
by Gaussian convolution. For singular diffusion equations, our LAS approaches can also be regarded as alternatives
to the finite difference schemes in [8], the finite element scheme in [29], and the level set approach considered in [21].
Early schemes for anisotropic, tensor-driven diffusion filtering did not pay specific attention to the problem of
rotation invariance and avoidance of blurring artifacts [33,47,59]. Weickert and Scharr [61] addressed these prob-
lems by a scheme for coherence-enhancing diffusion filtering that uses optimised, Sobel-like approximations of all
first-order spatial derivatives. However, no stability theory was presented, and experiments showed only conditional
stability. The same holds for the modified scheme of Wang [57] who used Simoncelli’s derivative approximations [53]
instead. Moreover, both schemes require stencil sizes of at least 5 × 5 pixels, while the scheme in the present paper is
unconditionally absolutely stable and comes down to a more local 3 × 3 stencil.
With respect to novel, diffusion-inspired shrinkage rules for Haar wavelet shrinkage, our work extends results of
Mrázek et al. for the 1-D case [42] and the isotropic 2-D framework [41] to the anisotropic 2-D setting. Moreover, our
approach is based on absolutely stable locally (semi-)analytic schemes, while the relations in [41,42] are established
for explicit (Euler forward) discretisations that have to respect fairly strict stability limits.
We have reported some preliminary results with locally (semi-)analytic four-pixel schemes in two recent conference
papers, one for the isotropic case [63], and one for the more complicated anisotropic framework [64]. In our present
paper we extend these conference contributions in several ways: We introduce a unified framework for both isotropic
and anisotropic processes. This framework is derived from discrete variational principles and covers a larger class of
discretisations than the ones in [63,64]. We also generalise them to higher-dimensional and vector-valued data sets,
and we consider connections to shift-invariant Haar wavelet shrinkage not only in the single scale case, but extend our
experiments to the practically relevant multi-scale setting as well.
2. Prerequisites
In this section we sketch the basic structure of nonlinear diffusion filtering, and we review a LAS method in the
1-D case. These concepts are essential for the subsequent considerations.
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2.1.1. Isotropic nonlinear diffusion
Let Ω ⊂ R2 denote a rectangular image domain. Then an isotropic nonlinear diffusion filter1 [12,44] regards a
greyscale image f :Ω →R as initial state of the diffusion equation
∂tu = div
(
g
(|∇uσ |2)∇u) on Ω × (0,∞) (1)
with homogeneous Neumann boundary conditions:
∂nu = 0 on ∂Ω × (0,∞). (2)
Here ∇ = (∂x, ∂y)T and div denote the spatial gradient and divergence operators, respectively, and n is the outer unit
normal to the image boundary ∂Ω . The diffusion time t steers the amount of simplification of the evolving image
u(x, y, t). The diffusivity function g(|∇uσ |2) is a nonincreasing nonnegative function, and uσ denotes a smoothed
image uσ := Kσ ∗ u with a Gaussian Kσ of standard deviation σ (or uσ = u for σ = 0). If the diffusivity decreases
in its gradient magnitude, blurring of edges is inhibited while diffusion within flat areas is encouraged. Incorporating
Gaussian smoothing within the diffusivity may be used for rendering the filter more robust under noise [12].
It is not surprising that the choice of a suitable diffusivity function has a strong impact on the result of the diffusion
filter. Often one uses bounded diffusivities such as [44,59]
g
(|∇uσ |2)= 11 + |∇uσ |2/λ2 , (3)
g
(|∇uσ |2)= {1, |∇uσ |2 = 0,
1 − exp(−3.31488λ8/|∇uσ |8), |∇uσ |2 > 0,
(4)
where λ > 0 serves as contrast parameter: It provides a threshold for distinguishing between edges (|∇uσ | > λ) and
the interior of a region (|∇uσ | < λ).
More recently there has been a growing interest in unbounded diffusivities that become singular in zero [3,21,29,
34,45]. This includes the family
g
(|∇u|2)= 1|∇u|p (p  0). (5)
These diffusivities offer the advantage that they do not require to tune any image specific contrast parameters (note
also that no pre-smoothing is involved here, so σ = 0). Moreover, they lead to scale invariant filters [1], for which even
some analytical results have been established [56]. For p = 1 one obtains the total variation (TV) diffusion [3,21],
the diffusion filter that corresponds to TV minimisation [49]. TV diffusion offers a number of interesting properties
such as finite extinction time [2] and shape-preserving qualities [5]. For p > 1 the diffusion does not only preserve
edges but may even enhance them. A diffusivity with p = 2 has been considered in [34] for the so-called balanced
forward–backward (BFB) diffusion filtering.
2.1.2. Anisotropic nonlinear diffusion
In a number of applications it is desirable to apply diffusion filters that allow direction-dependent behaviour. Such
anisotropic filters require a matrix-valued diffusion tensor instead of a scalar-valued diffusivity. A class of anisotropic
nonlinear diffusion equations is given by [59]
∂tu = div
(
D(J ) · ∇u), (6)
where D(J ) is an anisotropic diffusion tensor that depends on the image via the structure tensor [31]
J = J(∇uσ ) := K ∗
(∇uσ∇uTσ ). (7)
The structure tensor is a positive semidefinite matrix whose eigenvectors point in the preferred local image directions,
and the eigenvalues measure the contrast along these directions. As before, K denotes a Gaussian and uσ = Kσ ∗ u.
1 Sometimes these processes are already denoted as anisotropic; see, e.g., [44]. In our nomenclature, this notion is reserved for processes driven
by matrix-valued diffusion tensors.
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to model a large class of anisotropic diffusion processes, including edge-enhancing diffusion (EED) and coherence-
enhancing diffusion (CED) [59]. They will be described in more detail in Section 4.
2.2. LAS in the one-dimensional case
In [55], discretisations of total variation (TV) diffusion on 1-D signals have been investigated. The following results
are of particular interest here because the present paper provides 2-D analogs for them.2
1. On a very simplistic signal (f1, f2) consisting of only two pixels, it is possible to state an analytic solution for the
TV flow equation. As opposed to the use of reflecting boundary conditions in [55] we give this solution here for a
two-pixel signal (u1, u2) with periodic boundary conditions. Assuming a spatial grid size of h = 1 (as is common
in signal processing) the TV flow equation then reduces to u˙1 = 2 sgn(u2 − u1), u˙2 = 2 sgn(u1 − u2) and has the
analytic solution
ui(t) =
{
μ + (1 − 4t/|f2 − f1|)(fi − μ), 0 t < |f2 − f1|/4,
μ, t  |f2 − f1|/4, (8)
where μ := (f1 + f2)/2. (In fact, in [55] even an analytic solution for N -pixel signals with reflecting boundary
conditions was given.)
2. An unconditionally absolutely stable and computationally simple numerical scheme for 1-D TV diffusion can be
based on these two-pixel analytic solutions. One time step of this scheme for pixel i reads as follows, assuming
that ukj is the value of pixel j in the old time step k:• Consider the two-pixel cells (i − 1, i) and (i, i + 1) containing pixel i.
• For each of these cells, compute the analytic solution (8), with (uki−1, uki ) and (uki , uki+1), respectively, as initial
values, up to the desired time step size. For pixel i, this gives two new values uk+1i,− and u
k+1
i,+ .
• Average: uk+1i := 12 (uk+1i,− + uk+1i,+ ).
3. The novel numerical scheme is equivalent to shift-invariant soft Haar wavelet shrinkage with threshold depending
on the diffusion time, if the Haar wavelet shrinkage process is limited to a single (the finest) scale.
We remark also that these results possess obvious generalisations to the case of singular 1-D nonlinear diffusion
processes with the diffusivities (5).
3. Discrete variational models
While many diffusion filters can be regarded as steepest descent methods of continuous energy functionals, it is
less common to derive their space-discrete approximations from discrete energy functionals. Since this, however, is
a conceptually clean way of incorporating a correct treatment of boundary conditions and of showing optimality of
the discrete solution, we prefer this approach. First we treat the isotropic case, then we extend the framework to the
anisotropic setting. Throughout this section we assume a grid size in x- and y-direction of h = 1.
3.1. The isotropic case
Let the image u be discretised on a rectangular grid of grid size 1 and with integer coordinates.
It is known from the continuous theory that diffusion processes of type (1) with σ = 0, i.e., without pre-smoothing
of the gradient field, can be represented as gradient descents for energy functionals of the type3
E[u] = 1
2
∫
Ω
Ψ
(|∇u|2)dx dy. (9)
Here, Ψ denotes an increasing function on the interval [0,∞) with Ψ ′ = g.
2 In [55] also 1-D TV regularisation is studied, for which a related algorithm had already been developed in [46].
3 For σ = 0, no energy functional is known that has (1) as gradient descent.
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We want to generate a discrete energy function by discretising (9) in a way that introduces as little numerical
blurring as possible, and compute the corresponding discrete gradient descent. The best locations to discretise the
integrand most locally are inter-pixel points (i + 12 , j + 12 ) where i, j are integers. In this case, it is possible to
approximate the squared gradient magnitude using only the four surrounding pixels. Our discrete energy function will
therefore have the form
E(u) := 1
2
∑
i,j
Ψ
([|∇u|2]
i+ 12 ,j+ 12
)
, (10)
where [|∇u|2]
i+ 12 ,j+ 12 is some discretisation of the squared gradient magnitude |∇u|
2 within the four-pixel cell
{i, i + 1} × {j, j + 1}, and the outer sum runs over all such four-pixel cells.
3.1.2. Discretisation of |∇u|2
It remains to discretise the squared gradient magnitude |∇u|2 at cell midpoints (i + 12 , j + 12 ). We will do this in a
twofold way. For the sake of later generalisation, we set v = u. To simplify notation, we fix i = j = 1.
We have in standard coordinates |∇v|2 = (∂xv)2 + (∂yv)2. We can approximate ∂xv and ∂yv by arithmetic means
of central difference approximations,
(∂xv) 3
2 ,
3
2
≈ 1
2
(v2,2 + v2,1 − v1,2 − v1,1),
(∂yv) 3
2 ,
3
2
≈ 1
2
(v2,2 − v2,1 + v1,2 − v1,1) (11)
which leads to(|∇v|2) 3
2 ,
3
2
≈ 1
2
(
(v2,2 − v1,1)2 + (v2,1 − v1,2)2
)
. (12)
Since, however, computing the gradient magnitude in fact relies on the squares of the partial derivatives, we can
replace the averaging of central difference approximations of the derivatives themselves in (11) by averaging the
squared derivatives, which gives
(
(∂xv)
2)
3
2 ,
3
2
≈ 1
2
(
(v2,2 − v1,2)2 + (v2,1 − v1,1)2
)
,
(
(∂yv)
2)
3
2 ,
3
2
≈ 1
2
(
(v2,2 − v2,1)2 + (v1,2 − v1,1)2
)
, (13)
and thereby a new approximation for the gradient magnitude,
(|∇v|2) 3
2 ,
3
2
≈ 1
2
(
(v2,2 − v1,2)2 + (v2,1 − v1,1)2 + (v2,2 − v2,1)2 + (v1,2 − v1,1)2
)
. (14)
Each of the approximations (12), (14) and their convex combinations(|∇v|2) 3
2 ,
3
2
≈ (Gα(v) 3
2 ,
3
2
)2 := α
2
(
(v2,2 − v1,2)2 + (v2,1 − v1,1)2 + (v2,2 − v2,1)2 + (v1,2 − v1,1)2
)
+ 1 − α
2
(
(v2,2 − v1,1)2 + (v2,1 − v1,2)2
)
, (15)
α ∈ [0,1], can be used in (10).
3.1.3. Discrete gradient descent
Via the chain rule we compute the partial derivative of the energy E with respect to some particular variable ui,j :
∂E
∂ui,j
= 1
2
∑
′ ′
Ψ ′
([|∇u|2]
i′+ 12 ,j ′+ 12
)∂[|∇u|2]i′+ 12 ,j ′+ 12
∂ui,j
, (16)i ,j
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where [|∇u|2]
i+ 12 ,j+ 12 denotes the chosen discretisation of |∇u|
2 at (i + 12 , j + 12 ). Then the corresponding gradient
descent is
u˙i,j = − ∂E
∂ui,j
for all i, j, (17)
where we have denoted differentiation with respect to the time t by a dot. For given (i, j), the sum on the right-hand
side has four possibly nonzero contributions belonging to the 2 × 2-pixel cells
(−−): {i − 1, i} × {j − 1, j}, (+−): {i, i + 1} × {j − 1, j},
(−+): {i − 1, i} × {j, j + 1}, (++): {i, i + 1} × {j, j + 1}, (18)
which contain the pixel (i, j); see also Fig. 1.
It remains to compute ∂[|∇u|2]
i′+ 12 ,j ′+ 12 /∂ui,j . With the discretisation (15) we have
∂[|∇u|2](−−)
∂ui,j
= α
2
(2ui,j − ui−1,j − ui,j−1) + 1 − α2 (ui,j − ui−1,j−1),
∂[|∇u|2](+−)
∂ui,j
= α
2
(2ui,j − ui+1,j − ui,j−1) + 1 − α2 (ui,j − ui+1,j−1),
∂[|∇u|2](−+)
∂ui,j
= α
2
(2ui,j − ui−1,j − ui,j+1) + 1 − α2 (ui,j − ui−1,j+1),
∂[|∇u|2](++)
∂ui,j
= α
2
(2ui,j − ui+1,j − ui,j+1) + 1 − α2 (ui,j − ui+1,j+1), (19)
where the indices (−−), (+−), (−+), (++) refer to the cells (18), compare Fig. 1.
Inserting these expressions into (17), we obtain the dynamical system
u˙i,j = 12
(
Ψ ′
i− 12 ,j− 12
· (αui−1,j + αui,j−1 + (1 − α)ui−1,j−1 − (1 + α)ui,j )
+ Ψ ′
i+ 12 ,j− 12
· (αui+1,j + αui,j−1 + (1 − α)ui+1,j−1 − (1 + α)ui,j )
+ Ψ ′
i− 12 ,j+ 12
· (αui−1,j + αui,j+1 + (1 − α)ui−1,j+1 − (1 + α)ui,j )
+ Ψ ′
i+ 12 ,j+ 12
· (αui+1,j + αui,j+1 + (1 − α)ui+1,j+1 − (1 + α)ui,j ))
(20)
with Ψ ′
i+ 12 ,j+ 12
:= Ψ ′([|∇u|2]
i+ 12 ,j+ 12 ) as our final gradient descent equation.
3.1.4. Neumann boundary conditions
For a rectangular image domain equipped with a regular grid, Neumann boundary conditions are realised by mir-
roring the pixels of the marginal rows and columns of the image. In this setting, the gradient descent equations (20)
can be applied without change to the boundary pixels, guaranteeing that no net flux across the image boundary takes
place.
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The space-discrete framework developed here for grey-value images admits a straightforward extension to images
whose values are tuples of real numbers, like colour images, vector- or matrix-valued images. This includes particu-
larly tensor-valued images arising from diffusion tensor magnetic resonance imaging and several other applications
in, e.g., geology and civil engineering.
A discrete energy function for such a multi-channel image is given by
E(u) := 1
2
∑
i,j
Ψ
(∑
k
[|∇uk|2]i+ 12 ,j+ 12
)
(21)
where the inner summation extends over the image channels uk , i.e., colour channels, vector components, or matrix
entries, compare also [6] for the total variation case. For the discretisation of |∇uk|2 one simply uses (15) with v = uk .
The corresponding gradient descent reads
u˙k;i,j = − ∂E
∂uk;i,j
= −1
2
∑
i′,j ′
Ψ ′
(∑
l
[|∇ul |2]i′+ 12 ,j ′+ 12
)∂[|∇uk|2]i′+ 12 ,j ′+ 12
∂uk;i,j
, (22)
where uk;i,j refers to the value of image channel k at pixel (i, j). Note that the partial derivative ∂[|∇uk|2]i′+ 12 ,j ′+ 12 /
∂uk;i,j is computed within the image channel k, while the diffusivity Ψ ′(·) aggregates in its argument all image
channels and thereby couples the evolutions of all channels, compare [32,50,58].
3.2. The anisotropic case
Similar to the link between diffusion and energy minimisation mentioned at the begin of Section 3.1, there is also a
relation between anisotropic diffusion processes with  = σ = 0 and energy minimisation4 [61]. However, for scalar-
valued images (6) with  = σ = 0 degenerates into an isotropic process. In contrast, these parameters still admit a
truly anisotropic process for multi-channel images, like colour images, vector or matrix fields.
An energy functional for this case reads [60]
E[u] = 1
2
∫
Ω
trΨ
(
J (∇u))dx dy (23)
with the structure tensor J (∇u) that with  = σ = 0 simplifies to the sum of outer products
J (∇u) =
∑
k
∇uk∇uTk . (24)
The summation here extends over all channels (colour channels, vector components or matrix entries) of the multi-
channel image. By Ψ we denote an increasing function on R+0 which is applied to its symmetric positive semidefinite
matrix argument as usual by acting on the eigenvalues and leaving the eigenvector system intact.
3.2.1. Anisotropic discrete energy function
Analog to the isotropic case, we want to discretise (23) into a discrete energy function and derive its space-discrete
gradient descent. In order to reduce as much as possible numerical blurring effects, we choose similarly as in Sec-
tion 3.1 the locations (i + 12 , j + 12 ) with integers i and j for the discretisation of the structure tensor
∑
k ∇uk∇uTk .
Our energy function thus reads
E(u) := 1
2
∑
i,j
trΨ
(∑
k
[∇uk∇uTk ]i+ 12 ,j+ 12
)
, (25)
where [∇uk∇uTk ]i+ 12 ,j+ 12 denotes an approximation of the outer gradient product ∇uk∇u
T
k at (i + 12 , j + 12 ). The
outer sum runs over all these locations while the inner sum again extends over all channels.
4 For  = 0 and σ = 0, no energy functional is known that warrants (6) as gradient descent.
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It remains to discretise the structure tensor J which we will again do in two ways. For abbreviation we set v := uk
throughout this paragraph, and write down the discretisations for i = j = 1. The most direct approach to discretising J
is to discretise the gradients ∇v according to (11) from which we obtain the components of the outer product ∇v∇vT:
(∂xv)
2
3
2 ,
3
2
≈ 1
4
(v2,2 + v2,1 − v1,2 − v1,1)2,
(∂yv)
2
3
2 ,
3
2
≈ 1
4
(v2,2 − v2,1 + v1,2 − v1,1)2,
(∂xv∂yv) 3
2 ,
3
2
≈ 1
4
(v2,2 + v2,1 − v1,2 − v1,1)(v2,2 − v2,1 + v1,2 − v1,1)
= 1
4
(
(v2,2 − v1,1)2 − (v2,1 − v1,2)2
)
. (26)
Summation over image channels yields the approximated structure tensor field.
As an alternative, one can use one-sided finite differences at each of the four pixels of the cell for approximation.
At (1,1), one obtains the approximations
(∂xv)1,1 ≈ 12 (v2,1 − v1,1), (∂yv)1,1 ≈
1
2
(v1,2 − v1,1). (27)
From these an approximation of the outer product ∇v∇vT at (1,1) is calculated. At the other three pixels, analogous
approximations are made using left- or right-sided differences such as to stay within the given four-pixel cell. Taking
the arithmetic mean of the four outer product approximations yields the second-order approximation
(∂xv)
2
3
2 ,
3
2
≈ 1
2
(
(v2,2 − v1,2)2 + (v2,1 − v1,1)2
)
,
(∂yv)
2
3
2 ,
3
2
≈ 1
2
(
(v2,2 − v2,1)2 + (v1,2 − v1,1)2
)
,
(∂xv∂yv) 3
2 ,
3
2
≈ 1
4
(
(v2,2 − v1,1)2 − (v2,1 − v1,2)2
)
. (28)
Note that the two approximations (26) and (28) differ only in the main diagonal entries of the structure tensor.
Once more, one can also use convex combinations of (26) and (28), i.e.,
(∂xv)
2
3
2 ,
3
2
≈ 1
4
(
(v2,2 + v2,1 − v1,2 − v1,1)2 + α(v2,2 − v2,1 − v1,2 + v1,1)2
)
,
(∂yv)
2
3
2 ,
3
2
≈ 1
4
(
(v2,2 − v2,1 + v1,2 − v1,1)2 + α(v2,2 − v2,1 − v1,2 + v1,1)2
)
,
(∂xv∂yv) 3
2 ,
3
2
≈ 1
4
(
(v2,2 − v1,1)2 − (v2,1 − v1,2)2
) (29)
for α ∈ [0,1].
An easy calculation shows that the trace (∂xv)23
2 ,
3
2
+ (∂yv)23
2 ,
3
2
of the so discretised outer product equals the discre-
tised square gradient magnitude (15) from the isotropic case. By summation over channels, the same holds for trJ and
the squared gradient magnitude
∑
k |∇uk|2 of a multichannel image. Even the one-sided difference procedure used to
obtain (28) could equally be used in the isotropic case to derive (13) in a different way.
3.2.3. Gradient descent for anisotropic discrete energy
According to the chain rule, the partial derivative of the energy E with respect to some particular variable uk;i,j is
given by
∂E
∂uk;i,j
= 1
2
∑
′ ′
tr
(
Ψ ′
(∑[∇ul∇uTl ]i′+ 12 ,j ′+ 12
)∂[∇uk∇uTk ]i′+ 12 ,j ′+ 12
∂uk;i,j
)
, (30)i ,j l
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u˙k;i,j = − ∂E
∂uk;i,j
for all i, j, k. (31)
For given (i, j), the sum on the right-hand side has again four possibly nonzero contributions belonging to the cells
(18); compare Fig. 1. We need to compute ∂[∇uk∇uTk ]i′+ 12 ,j ′+ 12 /∂uk;i,j . To simplify the equations, we do this sep-
arately for the two discretisations (26), (28). We also abbreviate v := uk in equations which do not contain explicit
interactions of image channels.
First, by discretising the outer product according to (26), we find that
∂[∇v∇vT](−−)
∂vi,j
= vi,j − vi−1,j−1
2
(1 1
1 1
)
+ vi,j−1 − vi−1,j
2
(1 0
0 −1
)
,
∂[∇v∇vT](+−)
∂vi,j
= vi,j − vi+1,j−1
2
(1 1
1 1
)
+ vi,j−1 − vi+1,j
2
(1 0
0 −1
)
,
∂[∇v∇vT](−+)
∂vi,j
= vi,j − vi−1,j+1
2
(1 1
1 1
)
+ vi,j+1 − vi−1,j
2
(1 0
0 −1
)
,
∂[∇v∇vT](++)
∂vi,j
= vi,j − vi+1,j+1
2
(1 1
1 1
)
+ vi,j+1 − vi+1,j
2
(1 0
0 −1
)
(32)
where we have used again the cell abbreviations from (18). By plugging this into the right-hand side of (31) and
evaluate the trace expression, we obtain
v˙i,j = 14
(−(a−− + b−− + 2c−−)(vi,j − vi−1,j−1) − (a−− − b−−)(vi,j−1 − vi−1,j )
+ (a+− − b+−)(vi+1,j − vi,j−1) + (a+− + b+− − 2c+−)(vi+1,j−1 − vi,j )
− (a−+ − b−+)(vi,j+1 − vi−1,j ) − (a−+ + b−+ − 2c−+)(vi,j − vi−1,j+1)
+ (a++ + b++ + 2c++)(vi+1,j+1 − vi,j ) + (a++ − b++)(vi+1,j − vi,j+1)
)
, (33)
where
Ψ ′
(∑
k
[∇uk∇uTk ]i− 12 ,j− 12
)
=:
(
a−− c−−
c−− b−−
)
, Ψ ′
(∑
k
[∇uk∇uTk ]i+ 12 ,j− 12
)
=:
(
a+− c+−
c+− b+−
)
,
Ψ ′
(∑
k
[∇uk∇uTk ]i− 12 ,j+ 12
)
=:
(
a−+ c−+
c−+ b−+
)
, Ψ ′
(∑
k
[∇uk∇uTk ]i+ 12 ,j+ 12
)
=:
(
a++ c++
c++ b++
)
. (34)
If we use instead (28) in discretising the structure tensor, (32) is replaced by
∂[∇v∇vT](−−)
∂vi,j
= 1
2
(2(vi,j − vi−1,j ) vi,j − vi−1,j−1
vi,j − vi−1,j−1 2(vi,j − vi,j−1)
)
,
∂[∇v∇vT](+−)
∂vi,j
= 1
2
( 2(vi,j − vi+1,j ) −vi,j + vi+1,j−1
−vi,j + vi+1,j−1 2(vi,j − vi,j−1)
)
,
∂[∇v∇vT](−+)
∂vi,j
= 1
2
( 2(vi,j − vi−1,j ) −vi,j + vi−1,j+1
−vi,j + vi−1,j+1 2(vi,j − vi,j+1)
)
,
∂[∇v∇vT](++) = 1
(2(vi,j − vi+1,j ) vi,j − vi+1,j+1 ) (35)∂vi,j 2 vi,j − vi+1,j+1 2(vi,j − vi,j+1)
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v˙i,j = 12
(−a−−(vi,j − vi−1,j ) − b−−(vi,j − vi,j−1) − c−−(vi,j − vi−1,j−1))
+ 1
2
(
a+−(vi+1,j − vi,j ) − b+−(vi,j − vi,j−1) − c+−(vi+1,j−1 − vi,j )
)
+ 1
2
(−a−+(vi,j − vi−1,j ) + b−+(vi,j+1 − vi,j ) + c−+(vi,j − vi−1,j+1))
+ 1
2
(
a++(vi+1,j − vi,j ) + b++(vi,j+1 − vi,j ) + c++(vi+1,j+1 − vi,j )
)
. (36)
For a convex combination (29), the gradient descent will be the corresponding convex combination of (33) and (36).
3.2.4. Neumann boundary conditions
As in the isotropic case, Neumann boundary conditions for a rectangular domain can be ensured simply by mirror-
ing boundary rows and columns. Note that the antidiagonal terms in both discretisations (26) and (28) of the structure
tensor vanish at the midpoints of cells crossing the domain boundary, aligning the eigensystem of the structure tensor
with the boundary tangent and normal directions. As a consequence, the gradient descent equations (33) and (36)
admit no net flow across the image boundaries and ensure identical evolution for boundary pixels and their mirrored
counterparts. This stands in contrast to other discretisations of anisotropic processes which require a special adjust-
ment for boundary pixels.
4. Discretisations for diffusion filtering using four-pixel cells
In this section, we want to use the discretisations derived from the variational models to 2-D nonlinear diffusion
processes in more generality. The discretisation of a diffusion process of type (1) or (6) consists of two components.
First, there is a discretisation of the divergence form div(∗ · ∇u) of diffusion, where ∗ denotes either the diffusivity
field g or the diffusion tensor field D, which is treated in this context as “black box.” Second, there is the discretisation
of g or D itself. This distinction also makes sense since, in the general case, g or D does not depend on the gradient
∇u itself but on the smoothed version ∇uσ .
4.1. Isotropic nonlinear diffusion
We start with the isotropic nonlinear diffusion processes (1).
4.1.1. Space discretisation
In accordance with the setting adopted in Section 3.1, we assume that the diffusivity field g is discretised in the
cell midpoints (i + 12 , j + 12 ). In the variational model, Ψ ′ plays the role of the diffusivity field g.
4.1.1.1. Discretisation of the diffusivity field The discretisation of g boils down to discretising the squared gradi-
ent magnitude |∇uσ |2 and applying the diffusivity function g(·) to this approximation. Equations (15) with v = uσ
provide exactly the desired approximation.
4.1.1.2. Discretisation of isotropic diffusion with given diffusivity With a prescribed diffusivity field, a discretisation
of the divergence form results by simply substituting Ψ ′ in (20) with g. For any α ∈ [0,1] this gives
u˙i,j = 12
(
g
i− 12 ,j− 12 ·
(
αui−1,j + αui,j−1 + (1 − α)ui−1,j−1 − (1 + α)ui,j
)
+ g
i+ 12 ,j− 12 ·
(
αui+1,j + αui,j−1 + (1 − α)ui+1,j−1 − (1 + α)ui,j
)
+ g
i− 12 ,j+ 12 ·
(
αui−1,j + αui,j+1 + (1 − α)ui−1,j+1 − (1 + α)ui,j
)
+ g
i+ 12 ,j+ 12 ·
(
αui+1,j + αui,j+1 + (1 − α)ui+1,j+1 − (1 + α)ui,j
)) (37)
as an approximation of (1). This discretisation has also been obtained in [63] by directly discretising (1).
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rewrite (37) as an average of four dynamical systems each of which contains only interactions within one cell. One
such system, written down for simplicity for the cell {1,2} × {1,2}, reads
u˙1,1 = 2g 3
2 ,
3
2
· (−(1 + α)u1,1 + αu2,1 + αu1,2 + (1 − α)u2,2),
u˙2,1 = 2g 3
2 ,
3
2
· (αu1,1 − (1 + α)u2,1 + (1 − α)u1,2 + αu2,2),
u˙1,2 = 2g 3
2 ,
3
2
· (αu1,1 + (1 − α)u2,1 − (1 + α)u1,2 + αu2,2),
u˙2,2 = 2g 3
2 ,
3
2
· ((1 − α)u1,1 + αu2,1 + αu1,2 − (1 + α)u2,2). (38)
We stress that (38) also coincides with the application of (37) to a 2 × 2-pixel image with periodic boundary
conditions, because these boundary conditions surround each pixel with four identical (up to reflections) 2 × 2 cells.
In this sense, the decomposition is in full analogy with the 1-D case.
To maintain consistency with our variational model, it is important to choose the same parameter α ∈ [0,1] both in
the divergence expression (37) (or (38)) and in the argument (15) of the diffusivity function.
4.1.2. Locally analytic scheme for singular isotropic diffusion
We strive now to use our four-pixel discretisations for the computation of isotropic diffusion processes. We start
with the special case of the singular diffusivities (5), and choose α = 1/2 in the discretisations (37) and (15).
4.1.2.1. Analytic solution for singular diffusion With these settings, we obtain the following dynamical system for
the four-pixel cell {1,2} × {1,2} which describes the simultaneous evolution of the image u and diffusivity field g:
u˙1,1 = g · (−3u1,1 + u2,1 + u1,2 + u2,2), u˙2,1 = g · (u1,1 − 3u2,1 + u1,2 + u2,2),
u˙1,2 = g · (u1,1 + u2,1 − 3u1,2 + u2,2), u˙2,2 = g · (u1,1 + u2,1 + u1,2 − 3u2,2) (39)
with
g = g(t) = (G1/2(u))−p. (40)
In the following we abbreviate G1/2(u) by G(u). Summation of the four equations (39) yields that the average grey
value is constant over time, 14 (u1,1 + u2,1 + u1,2 + u2,2) = 14 (f1,1 + f2,1 + f1,2 + f2,2) =: μ. Therefore the system(39) simplifies to
u˙i,j = 4g · (μ − ui,j ), i, j = 1,2. (41)
This is a dynamical system with discontinuous right-hand side, because of the singularity of g at zero. This disconti-
nuity can be handled in the same way as in [55], see also [30], by considering (ui,j (t))i,j as a solution of (41) if it is
absolutely continuous for all t , and differentiable whenever the right-hand side is continuous in t .
The system (41) can then be solved analytically in the following way. There exists a continuous function η with
η(0) = 1, which is differentiable except at discontinuities of the right-hand side of (41), such that, for i, j = 1,2,
μ − ui,j (t) = η(t) · (μ − fi,j ). (42)
Differentiation yields u˙i,j = −η˙ · (μ − fi,j ), which after insertion into (41) leads to
−η˙ · (μ − fi,j ) = 4g · (μ − ui,j ) (43)
and by (42) finally to
η˙ = −4gη. (44)
From (41) and (42) it is clear that η˙ and η always have opposite signs such that the absolute value of η can never
increase. Consequently, since η(0) = 1, we see that η(t) 0 for t  0. Taking this into account, we obtain by (15) and
(42) that G(u) = η(t)G(f ). With (5) it follows that
η˙(t) = −4(G(f ))−pη(t)1−p. (45)
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η(t) =
⎧⎨
⎩
(
1 − 4pt
(G(f ))p
)1/p
, 0 t < (G(f ))
p
4p ,
0, t  (G(f ))
p
4p .
(46)
Finally, by (42), the analytical solution of (41) is given for i, j = 1,2 by
ui,j (t) =
⎧⎨
⎩μ +
(
1 − 4pt
(G(f ))p
)1/p
(fi,j − μ), 0 t < (G(f ))p4p ,
μ, t  (G(f ))
p
4p .
(47)
For the TV diffusion case p = 1, particularly, (47) simplifies to
ui,j (t) =
{
μ + (1 − 4t
G(f )
)
(fi,j − μ), 0 t < G(f )4 ,
μ, t  G(f )4 ,
(48)
and shows a linear evolution which can be written in a slightly different form as
ui,j (t) = fi,j + 4t
G(f )
(μ − fi,j )min
{
1,
G(f )
4t
}
, i, j = 1,2. (49)
For BFB diffusion, p = 2, we have the analytical solution
ui,j (t) =
⎧⎨
⎩
μ +
√
1 − 8t
(G(f ))2
(fi,j − μ), 0 t < (G(f ))28 ,
μ, t  (G(f ))
2
8 .
(50)
Let us now use these analytical solutions as building blocks in a numerical scheme.
4.1.2.2. Numerical scheme for singular isotropic diffusion We recall that the dynamical system (37) in the case
under consideration is represented by the average of four dynamical systems of type (39). Using the notations
μki,j,−− :=
1
4
(
uki−1,j + uki,j−1 + uki−1,j−1 + uki,j
)
, μki,j,+− :=
1
4
(
uki+1,j + uki,j−1 + uki+1,j−1 + uki,j
)
,
μki,j,−+ :=
1
4
(
uki−1,j + uki,j+1 + uki−1,j+1 + uki,j
)
, μki,j,++ :=
1
4
(
uki+1,j + uki,j+1 + uki+1,j+1 + uki,j
)
, (51)
we could therefore discretise (37) in time via an explicit Euler scheme and obtain the naive scheme
uk+1i,j = uki,j + τgi− 12 ,j− 12 ·
(
μki,j,−− − uki,j
)+ τg
i+ 12 ,j− 12 ·
(
μki,j,+− − uki,j
)
+ τg
i− 12 ,j+ 12 ·
(
μki,j,−+ − uki,j
)+ τg
i+ 12 ,j+ 12 ·
(
μki,j,++ − uki,j
)
. (52)
Here τ denotes the time step size and uk = (uki,j )i,j the approximate solution at pixel (i, j) and time kτ . Unfortunately,
due to the singularity of g at zero, this scheme becomes instable with respect to the maximum–minimum principle for
arbitrary small time steps if neighbouring pixel values become arbitrary close. We use therefore a different approxi-
mation.
Due to the decomposition of (37) into the average of four 2 × 2-pixel systems, its solution is approximatively the
average of the solutions of the four smaller systems. By (47) we know these analytical solutions. This inspires a simple
algorithm to compute one time step of a numerical scheme, in which uk serves as initial condition for computing (47)
within each four-pixel cell up to time τ . Since this scheme is based on composing analytic solutions for small image
patches, we will call it a locally analytic scheme (LAS). Its structure is depicted in Fig. 2.
4.1.2.3. Stability analysis The values of the analytical solution (47) at arbitrary time t  0 are convex combinations
of its initial values. By its construction from the analytical solution (47) the novel scheme in Fig. 2 therefore satisfies
the maximum–minimum principle. Consequently, it is absolutely stable for each time step size τ .
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4.1.2.4. Consistency analysis To analyse consistency, let us for simplicity focus on the TV flow, i.e., p = 1, but
permit an arbitrary spatial step size h. Then, by (48) our final scheme becomes
uk+1i,j − uki,j
τ
=
g
i− 12 ,j− 12
h2
· (μki,j,−− − uki,j )min
{
1,
h2
4τg
i− 12 ,j− 12
}
+
g
i+ 12 ,j− 12
h2
· (μki,j,+− − uki,j )min
{
1,
h2
4τg
i+ 12 ,j− 12
}
+
g
i− 12 ,j+ 12
h2
· (μki,j,−+ − uki,j )min
{
1,
h2
4τg
i− 12 ,j+ 12
}
+
g
i+ 12 ,j+ 12
h2
· (μki,j,++ − uki,j )min
{
1,
h2
4τg
i+ 12 ,j+ 12
}
. (53)
This scheme can be considered as a stabilisation of the explicit scheme (52). It coincides with (52), and is therefore a
consistent O(τ + h2) approximation for TV diffusion, if each of the four minimum operations on its right-hand side
selects the value 1. This consistency condition is fulfilled if
0 τ min
{
h2
4g
i− 12 ,j− 12
,
h2
4g
i+ 12 ,j− 12
,
h2
4g
i− 12 ,j+ 12
,
h2
4g
i+ 12 ,j+ 12
}
(54)
for all i and j . For larger τ it is easy to see that linear diffusion is approximated. This happens in regions where
the gradient is already close to zero. In this case, however, the visual differences between linear diffusion and TV
diffusion are small. Thus, in practise, it is not a visual problem if this consistency condition is violated in some almost
flat areas: Using a fixed, not too large time step size is a pragmatic approach.
Conditional consistency is a characteristic property that can be observed for absolutely stable explicit schemes.
A typical example for this behaviour is the DuFort–Frankel method [26].
4.1.2.5. Experiments We illustrate our LAS approach by three experiments. First, in Fig. 3, we contrast the
regularisation-free LAS for TV diffusion with a standard explicit discretisation (forward Euler scheme). In the latter,
TV diffusivity is approximated by the regularised TV diffusivity 1/
√|∇u|2 + ε2. Since the stability condition for ex-
plicit schemes imposes the upper limit ε/4 on the time step size, a high number of iterations is needed for a reasonably
M. Welk et al. / Appl. Comput. Harmon. Anal. 24 (2008) 195–224 209Fig. 3. Left to right: (a) Original image, 93 × 93 pixels. (b) TV diffusion with forward Euler scheme, where TV diffusivity is regularised with
ε = 0.01, τ = 0.0025, 10,000 iterations. (c) TV diffusion computed with LAS without regularisation of diffusivity, τ = 0.0025, 10,000 iterations.
(d) LAS with τ = 0.1, 250 iterations.
Fig. 4. Left to right: (a) One quadrant of a rotationally invariant test image, 64 × 64 pixels. (b) TV diffusion with forward Euler scheme, ε = 0.01,
τ = 0.0025, 12,000 iterations. (c) TV diffusion with our LAS algorithm, τ = 0.1, 300 iterations.
Fig. 5. Left to right: (a) Original image from Fig. 3, 93 × 93 pixels. (b) Balanced forward–backward diffusion with forward Euler scheme, ε = 0.1,
τ = 0.0025, 160,000 iterations. (c) BFB diffusion with our LAS, τ = 0.1, 4000 iterations.
small ε. It can be seen that the LAS based on four-pixel discretisations and the unregularised TV diffusivity—which
cannot be used in the explicit scheme—considerably reduce blurring effects caused by the discretisation.
Figure 4 confirms that the LAS approach also performs well in terms of rotational invariance. In spite of the larger
time step size and reduced dissipation it keeps at least the same degree of rotational invariance as the explicit scheme,
which is an essential requirement in the image processing context.
Figure 5 illustrates the behaviour for balanced forward–backward diffusion. With equal parameters, it can be seen
again that the LAS looks sharper by preserving finer details. Moreover, it is worth mentioning that in the LAS exper-
iments we were able to use a time step size that exceeded the largest admissible step size of the explicit scheme by a
factor of 40.
4.1.3. Locally semi-analytic scheme for isotropic nonlinear diffusion
4.1.3.1. Analytic solutions with frozen diffusivity For arbitrary diffusivity functions g(|∇uσ |2), or for the singular
diffusivities (5) with α = 1/2, we do in general not have an analytic solution in the sense of (47) which incorporates
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the dynamics of g. Nevertheless, for a fixed diffusivity field g, we can still solve analytically the dynamical system
(38) which governs the diffusion process within one four-pixel cell.
To this end it is useful to introduce new variables wi,j by
W := HUH, (55)
where
U :=
(
u1,1 u2,1
u1,2 u2,2
)
, W :=
(
w1,1 w2,1
w1,2 w2,2
)
, H := 1√
2
(1 1
1 −1
)
. (56)
In terms of the new variables, (38) can be rewritten in a simpler way:
w˙1,1 = 0, w˙2,1 = −4gw2,1, w˙1,2 = −4gw1,2, w˙2,2 = −8αgw2,2, (57)
where we have set g := g 3
2 ,
3
2
for the sole diffusivity value involved. The solution of (57) is clear: While w1,1 stays
constant, the other variables are subject to independent exponential decays,
w1,1(t) = w1,1(0), w2,1(t) = e−4gtw2,1(0),
w1,2(t) = e−4gtw1,2(0), w2,2(t) = e−8αgtw2,2(0). (58)
Via the inverse transform of (55),
U(t) = HW(t)H, (59)
this solution can be rewritten in terms of the original variables.
4.1.3.2. Numerical scheme in the case of arbitrary diffusivity Similar as in Section 4.1.2, the solution given by (55),
(58), (59) can be used as an approximation to the solution of the dynamical system (38). Consequently, four solutions
of this kind can again be used to approximate the solution of (37). As a difference to the previous case, it is now
necessary to compute in each time step the pre-smoothed image v = uσ and the diffusivity field g(|∇v|2). One time
step of the so adapted scheme is given in Fig. 6. Note that this scheme can be used for every α ∈ [0,1].
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noise scale σ = 0.5, with forward Euler scheme, time step size τ = 0.25, N = 1600 iterations. (c) Processed by nonlinear isotropic diffusion, same
parameters as (b), with LSAS, α = 0.5, τ = 0.25, N = 1600.
In analogy to semi-implicit schemes that keep the diffusivity fixed at the previous time level while discretising the
remainder in an implicit fashion, we will call this scheme a locally semi-analytic scheme (LSAS).
4.1.3.3. Stability Substituting (59) into (58) one checks that, as in the LAS case, the values of the analytical solution
for u for any t  0 are convex combinations of the initial values. Via the averaging procedure this guarantees a
maximum–minimum principle, and absolute stability of our LSAS for arbitrary time step size τ .
4.1.3.4. Consistency Similar to the LAS case, the LSAS is conditionally consistent, although the situation differs
in detail. For simplicity of notation, let us illustrate this for the 1-D case for ∂tu = ∂x(g∂xu) with some bounded
diffusivity function g = g(|∂xv|2). Straightforward computations show that a corresponding LSAS with time step size
τ and spatial step size h can be written as
uk+1i − uki
τ
= 1
h
(
δk
i+ 12
uki+1 − uki
h
− δk
i− 12
uki − uki−1
h
)
(60)
with
δk
i± 12
:= h
2
4τ
− h
2
4τ
exp
(
−4τ
h2
gk
i± 12
)
. (61)
A Taylor expansion of the exponential function yields
δk
i± 12
= gk
i± 12
+O
(
τ
h2
)
(62)
implying that the LSAS is an approximation of the underlying PDE of order O(τ + h2 + τ
h2
). Thus, the LSAS is
consistent if τ
h2
→ 0 for τ , h → 0. This conditional consistency is uncritical in the practical relevant digital image
analysis setting with a fixed grid size h := 1: In this case the LSAS is an unconditionally consistent approximation to
the dynamical system that is given by the space-discrete PDE.
4.1.3.5. Experiments We illustrate the performance of the LSAS for isotropic nonlinear diffusion by two experi-
ments. In both cases we use (4) as diffusivity function. Figure 7 shows the denoising capability of nonlinear isotropic
diffusion implemented by a standard explicit scheme and by our LSAS method. The enhanced sharpness of the LSAS
result is visible.
Figure 8 demonstrates the rotational invariance properties of the LSAS for nonlinear isotropic diffusion and the
effect of different choices of the parameter α in our discretisation. The images filtered with α = 0, α = 0.5 and α = 1
are largely comparable and display a good rotational invariance. A closer look reveals that the scheme with α = 1
slightly prefers diagonal directions, while for α = 0 faint checkerboard artifacts appear in homogeneous regions.
Mixing both discretisations as in Fig. 8c reduces both phenomena.
212 M. Welk et al. / Appl. Comput. Harmon. Anal. 24 (2008) 195–224Fig. 8. Top row, left to right: (a) One quadrant of a rotationally invariant test image, 64 × 64 pixels. (b) Nonlinear isotropic diffusion, contrast
parameter λ = 2.8, smoothing scale σ = 1, with LSAS, time step size τ = 0.5 and N = 20 iterations. The discretisation parameter in the LSAS
is α = 0. (c) Same as in (b) but with α = 0.5. Bottom row, left to right: (d) Same as in (b) but with α = 1. (e) Contrast-enhanced detail (20 × 20
pixels) from (b) with checkerboard artifacts. (f) Corresponding contrast-enhanced detail from (c).
4.1.4. Multi-channel and 3-D images
4.1.4.1. Multi-channel images The procedure outlined at the end of Section 3.1 admits to directly extend our nu-
merical schemes to colour images, vector- or matrix-valued images. For a multi-channel image v = (vk;i,j )i,j,k , one
uses (
Gα(v)
)2 :=∑
k
(
Gα(vk)
)2 (63)
with (Gα(vk))2 given by (15) as squared gradient approximation in the argument of g. With the resulting channel-
aggregated diffusivity field, one uses then for each channel separately the divergence discretisation (37) or any of the
derived schemes.
4.1.4.2. Three-dimensional images The natural extension of our ideas to three-dimensional images involves dynam-
ical systems for eight-pixel (2 × 2 × 2) bricks. Neighbours of a pixel within such a brick now come in three types:
they can be adjacent via an edge, a face diagonal or a volume diagonal, adding degrees of freedom to the discretisation
procedure. For simplicity, we restrict ourselves to generalising the important case α = 1/2 which underlies our LAS
from Section 4.1.2. In this case, we have (G1/2(v))2 which is just the quarter sum of squared differences of all pixel
pairs in the four-pixel cell, and the dynamical system (41). It is easy to check that in the case of an eight-pixel cell
(ui,j,l)i,j,l=1,2 the expression(
G(v)
)2 := 1
16
∑
(i,j,l) =(i′,j ′,l′)
(vi,j,l − vi′,j ′,l′)2 (64)
is a consistent approximation for (|∇v|2) 3
2 ,
3
2 ,
3
2
, while
u˙i,j,l = 4g · (μ − ui,j,l), i, j, l = 1,2, (65)
with μ denoting the arithmetic mean of the eight initial values, consistently approximates ut = div(g ·∇u). Derivation
from these approximations of a LSAS or, with the diffusivity (5), even a LAS for 3-D isotropic nonlinear diffusion
based on eight-pixel bricks is straightforward.
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We turn now to considering the nonlinear anisotropic diffusion equation (6) with anisotropic diffusion tensor D(J )
depending on the structure tensor (7).
4.2.1. Spatial discretisation
As in the isotropic case, the discretisations developed in Section 3.2 give rise to discretisations of both the diver-
gence form and the structure tensor field. Since  and σ are no longer bound to be zero, grey-value images can be
treated as well as multi-channel images.
4.2.1.1. Discretisation of the diffusion tensor field Discretising D at the cell midpoints (i + 12 , j + 12 ) reduces to
computing approximations for the structure tensor J . Inserting v = uσ into (29) results in a discretisation of the outer
product matrices ∇uσ∇uTσ which by subsequent convolution with K yields the discretised structure tensor field.
4.2.1.2. Discretisation of anisotropic diffusion with given diffusion tensor field To discretise the diffusion process
with fixed diffusion tensor field, we have simply to replace (34) with
D
i− 12 ,j− 12 =:
(
a−− c−−
c−− b−−
)
, D
i+ 12 ,j− 12 =:
(
a+− c+−
c+− b+−
)
,
D
i− 12 ,j+ 12 =:
(
a−+ c−+
c−+ b−+
)
, D
i+ 12 ,j+ 12 =:
(
a++ c++
c++ b++
)
, (66)
where D
i+ 12 ,j+ 12 , etc., are values of the given diffusion tensor field. With the so defined a±±, b±±, c±±, and v = uσ(in the case of grey-value images), Eqs. (33), (36) and their convex combinations are the desired approximations.
As before, each of these equations can be split up into the average of four dynamical systems localised in the
four-pixel cells (18). Denoting the diffusion tensor discretised in ( 32 , 32) simply by D = ( a cc b ), we state the four-pixel
dynamical system corresponding to (1 − α) · (33) + α · (36) for the cell {1,2} × {1,2}. With the abbreviations
qα := (1 + α)a − (1 − α)b, rα := −(1 − α)a + (1 + α)b, sα := (1 − α)(a + b) + 2c, (67)
it reads
u˙1,1 = qα(u2,1 − u1,1) + rα(u1,2 − u1,1) + sα(u2,2 − u1,1),
u˙2,1 = qα(u1,1 − u2,1) + rα(u2,2 − u2,1) − sα(u1,2 − u2,1),
u˙1,2 = qα(u2,2 − u1,2) + rα(u1,1 − u1,2) − sα(u2,1 − u1,2),
u˙2,2 = qα(u1,2 − u2,2) + rα(u2,1 − u2,2) + sα(u1,1 − u2,2). (68)
A derivation of this result by direct finite-difference discretisation of (6) can easily be devised along the lines of the
one given in [64] in the case α = 0.
Inserting the isotropic diffusion tensor D = g 3
2 ,
3
2
I , where I is the 2 × 2 unit matrix, into (68) yields exactly the
system (38) which underlines that our discretisation of anisotropic diffusion is a natural extension of the isotropic
case.
4.2.2. Locally semi-analytic schemes for anisotropic diffusion
4.2.2.1. Analytic solution with frozen diffusion tensor field Similar to the proceeding in Section 4.1.3, we note that
the system (68) has a fairly simple analytic solution under the assumption that the diffusion tensors D are kept fixed
during the image evolution.
To derive this solution, we rewrite (68) via the variable transform (55) as
w˙1,1 = 0, w˙2,1 = −4aw2,1 − 4cw1,2, w˙1,2 = −4cw2,1 − 4bw1,2, w˙2,2 = −4α(a + b)w2,2. (69)
This system decomposes into independent evolutions for w1,1, which is constant, for w2,2 which follows a one-
dimensional linear dynamical system with the solution
w2,2(t) = e−4α(a+b)tw2,2(0) (70)
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(in particular, for α = 0 it is constant) and the two-dimensional system
w˙ = −4Dw (71)
for w := (w2,1,w1,2)T. Let the eigendecomposition of D be given by D = λ1e1eT1 + λ2e2eT2 with eigenvalues λ1,2 =
1
2 (a + b ±
√
(a − b)2 + 4c2) and orthonormal eigenvectors e1, e2. Then, remembering that D is kept constant, the
solution of (71) is
w(t) = e−4λ1t(eT1 w(0))e1 + e−4λ2t(eT2 w(0))e2. (72)
Via the inverse transform (59) the analytic solution given by (70), (72) can easily be expressed with respect to the
original variables.
4.2.2.2. Numerical scheme for anisotropic diffusion In an analogous manner as done in Section 4.1.3 we can employ
the explicit solutions (70), (72) to construct locally semi-analytic schemes for anisotropic diffusion. To this end, we
use the splitting of (1−α) · (33)+α · (36) into the contributions from four-pixel cells. For these, our analytic solution
is evaluated with evolution time equalling the time step size τ .
For the anisotropic diffusion processes in question, the diffusion tensor D, whose entries are needed to evaluate
(70) and (72), depends on the structure tensor J . In each time step, the evaluation of the dynamical systems has
therefore to be preceded by recomputing D and its eigendecomposition from the current data u. This completes our
LSAS, one step of which is summarised in Fig. 9.
4.2.2.3. Stability From (59) one easily sees that tr(U(t)U(t)T) = tr(W(t)W(t)T) for all t . With the analytical so-
lution (70), (72), it is seen that tr(WWT) decreases monotonically in t (note that λ1, λ2  0). Since tr(UUT) is the
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with forward Euler scheme, τ = 0.166, N = 200 iterations. (c) Denoised by edge-enhancing diffusion, same parameters as in (b), but with LSAS,
α = 0, τ = 1, N = 200 iterations. (d) Denoised by edge-enhancing diffusion with forward Euler scheme, same parameters as in (b) but N = 1200
for equal evolution time as in the LSAS example (c).
Fig. 11. Left to right: (a) Test image from Fig. 8, 64 × 64 pixels. (b) Exact solution for coherence-enhancing diffusion, ε = 0.001, C = 1, σ = 0.5,
 = 4, at time t = 250. (c) Filtered with the nonnegativity scheme [59] with τ = 1/6, and N = 1500 iterations. Average absolute error: 17.99.
(d) Processed with our LSAS algorithm (α = 0), same parameters. Average absolute error: 3.81.
Euclidean norm of the 2 × 2 image, it follows that, within each four-pixel cell, our scheme is l2-stable for any time
step size. By the averaging procedure, this l2-stability holds also for the LSAS on the entire grid.
4.2.2.4. Consistency A consistency analysis in the same way as for the isotropic case shows that also in the
anisotropic setting, LSAS is a conditionally consistent approximation of order O(τ + h2 + τ
h2
) to its PDE. Thus,
it is consistent if τ
h2
→ 0 for τ , h → 0. For a fixed spatial grid size h, however, it is an unconditionally consistent
O(τ ) approximation to the underlying dynamical system.
4.2.2.5. Experiments In Fig. 10 we use our scheme to perform edge-enhancing diffusion [59]. This process has been
designed to perform diffusion along edges, while reducing smoothing across them. In this case, there is no integration
over the outer products, so  = 0. The diffusion tensor D has the same eigenvectors as the outer product J = ∇v∇vT,
namely ∇v and its orthogonal ∇v⊥. The eigenvalue in direction ∇v = ∇uσ is given by the same function (4) with
threshold parameter λ > 0 that has already been used in Section 4.1.3, which means that g is applied to the first
eigenvalue of J . The eigenvalue of D in direction ∇v⊥ is fixed to 1.
The noisy image from Fig. 10a is denoised with a standard explicit (forward Euler) scheme with central spatial
differences, and with the locally semi-analytic scheme. It is observed that the denoising result with our new scheme
is slightly sharper. Moreover, a look at the parameters shows that the effective evolution time used by the new scheme
is six times larger than with the explicit scheme which demonstrates how much the latter is indeed dominated by
numerical dissipation: Running the explicit discretisation up to the same evolution time (d) already partially destroys
the object contours.
In our next experiment, Fig. 11, we consider coherence-enhancing diffusion (CED) [59]. It uses an integration
scale  that is considerably larger than σ , thereby introducing into J a smoothing over eigenvector systems. If the
structure tensor has the eigendecomposition J = μ1e1eT1 + μ2e2eT2 with μ1  μ2, then the diffusion tensor D(J ) has
the decomposition D(J ) := λ1e1eT + λ2e2eT with eigenvalues1 2
216 M. Welk et al. / Appl. Comput. Harmon. Anal. 24 (2008) 195–224Fig. 12. Left to right: (a) Fingerprint image, 100 × 100 pixels. (b) Filtered with CED, ε = 0.001, C = 1, σ = 0.5,  = 4, using the nonnegativity
scheme [59] with τ = 1/6 and N = 60 iterations. (c) Processed with our LSAS scheme (α = 0) for CED, same parameters. (d) LSAS scheme with
τ = 1 and N = 10 iterations.
Fig. 13. Left to right: (a) Test image from Fig. 8a filtered by coherence-enhancing diffusion, ε = 0.001, C = 1, σ = 0.5,  = 4, with LSAS,
τ = 0.166 and N = 300. The discretisation weight in the LSAS is α = 0. (b) Same but with discretisation weight α = 1. (c) Detail (28 × 28 pixels)
from Fig. 10c, where the grey-values have been rescaled to raise contrast. (d) Corresponding detail from LSAS filtering result for EED with same
parameters as in Fig. 10c except α = 0.01.
λ1 := ε,
λ2 :=
{
ε if μ1 = μ2,
ε + (1 − ε) exp( −C
(μ1−μ2)2
)
else, (73)
some small regularisation parameter ε > 0 and a contrast parameter C > 0. This process smoothes along flow-like
structures. For our rotationally invariant test image only radial linear diffusion with diffusivity ε takes place. Hence,
the exact solution at time t is given by a convolution with a Gaussian of standard deviation
√
2εt . By comparing the
solutions of the so-called nonnegativity discretisation from [59] with our LSAS algorithm and the exact solution, we
see that the LSAS does not suffer from visible blurring artifacts. It preserves rotation invariance very well and creates
significantly lower errors than the nonnegativity scheme.
The quantitative findings from Fig. 11 are also consistent with the qualitative assessment of the fingerprint example
in Fig. 12. We observe that the LSAS scheme gives much sharper results, and that it yields still realistic results for
time step sizes far beyond the stability limit 1/6 of the nonnegativity scheme.
Finally, we investigate the effect of different discretisation parameters α in our LSAS for anisotropic diffusion. The
comparison of the CED filtering results in Figs. 13a and 13b reveals that, unlike in the isotropic case, the choice α = 0
is clearly superior to α = 1 in terms of both sharpness and rotational invariance. However, from Figs. 13c and 13d
it can be seen that introducing a small amount of the second discretisation (1 . . .2 percent) allows to suppress the
checkerboard artifacts that are inherent to the α = 0 method.
5. Link to Haar wavelet shrinkage
In this section we want to interpret our LAS/LSAS schemes for isotropic and anisotropic diffusion in the context
of Haar wavelet shrinkage. In the one-dimensional setting, a link between explicit nonlinear diffusion schemes and
Haar wavelet shrinkage was shown in [42,55]. We start by considering four-pixel images.
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Let us explain how f := (fi,j )2i,j=1 changes under two-dimensional Haar wavelet shrinkage. One cycle of Haar
wavelet shrinkage consists of the following three steps.
1. In the analysis step, the four-pixel image f is transformed by applying low and high pass Haar filters to the rows
and columns of f , more precisely
fˆ := HfH (74)
with H defined by (56).
2. In the shrinkage step, we modify the high-pass coefficients by reducing the absolute values of some or all of
them. To this end, we apply a shrinkage function Sθ depending on a threshold parameter θ to the high-pass
filtered coefficients, i.e., we compute Sθ (fˆ1,2), Sθ (fˆ2,1), Sθ (fˆ2,2) and let the low-pass coefficient Sθ (fˆ1,1) = fˆ1,1
fixed.
3. In the synthesis step, we perform the inverse transform of step 1 on the shrunken coefficients, and end up with
f (1) = HSθ(fˆ )H. (75)
In conventional wavelet shrinkage, the threshold depends on the individual coefficients fˆi,j . For example, soft
shrinkage [23] shrinks the coefficients towards 0 by an amount that is given by a threshold parameter θ :
Sθ (fˆi,j ) :=
{
fˆi,j − θ sgn(fˆi,j ) if |fˆi,j | θ,
0 otherwise.
(76)
In the following, we introduce shrinkage rules such that the Haar wavelet shrinkage produces exactly the analytic
solutions of our small dynamical systems (41), (57), and (69). In contrast to ordinary wavelet shrinkage our diffusion-
inspired shrinkage rules couple the three high-pass components in an appropriate way. We will see that this simple
coupling trick will help to improve even the rotation invariance of multi-scale Haar wavelet schemes. To our know-
ledge, the first coupled isotropic shrinkage rule was proposed in [41].
5.1.1. Isotropic case with singular diffusivity
By straightforward computation we see that G2α(v) ≈ |∇v|2 determined in (15) coincides with
G2α(v) = vˆ22,1 + vˆ21,2 + 2αvˆ22,2. (77)
First we consider the solution of the dynamical system (41) according to the singular diffusivity (5). Then, with
G(f ) := G1/2(f ) = (fˆ 22,1 + fˆ 21,2 + fˆ 22,2)1/2, the corresponding shrinkage rule is given for (i, j) ∈ {(1,2), (2,1), (2,2)}
by
Sθ (fˆi,j ) :=
{
(1 − 4p(G(f ))−pt)1/pfˆi,j , G(f ) (4pθ)1/p,
0, G(f ) < (4pθ)1/p.
(78)
In other words, the inverse Haar transform applied to the shrunken coefficients Sθ (fˆi,j ) in (78) produces for θ = t
exactly the solution (47) of our dynamical system (41).
5.1.2. Isotropic case with arbitrary diffusivity
In case of arbitrary diffusivity functions, the shrinkage rule follows immediately from (58), namely
Sθ (fˆ2,1) := e−4gθ fˆ2,1, Sθ (fˆ1,2) := e−4gθ fˆ1,2, Sθ (fˆ2,2) := e−8gαθ fˆ2,2, (79)
where g = g(G2α(v)) and θ = t . We remark that the shrinkage rules proposed in [41] equal the first-order terms of (79).
5.1.3. Anisotropic case
First of all, the approximation of the coefficients of the structure tensor ∇v∇vT in (29) can be written in wavelet
terms as
(∂xv)
2 ≈ vˆ2 + αvˆ2 , (∂yv)2 ≈ vˆ2 + αvˆ2 , ∂xv∂yv ≈ vˆ2,1vˆ1,2. (80)2,1 2,2 1,2 2,2
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and fˆ2,1 while shrinking fˆ2,2 independently:
Sθ
((
fˆ2,1
fˆ1,2
))
:= Q
(
e−4λ1θ 0
0 e−4λ2θ
)
QT
(
fˆ2,1
fˆ1,2
)
, Sθ (fˆ2,2) := e−4α(a+b)θ fˆ2,2, (81)
where Q := (e1, e2) denotes the eigenvector matrix of D which can be computed from (80). Again, in order to get
equivalent schemes, we have to identify the threshold parameter θ with the diffusion time t .
5.2. Single-scale Haar wavelet shrinkage
Having identified the analytical solutions of our small dynamical systems with appropriate Haar wavelet shrinkage
procedures, we can describe their incorporation into the diffusion of the whole N × M image. In the following, we
reformulate our LAS and LSAS schemes in wavelet language. Consider an arbitrary image f . The two-dimensional
decimated Haar wavelet transform acts naturally on subsequent 2 × 2-pixel tiles of an image. Unfortunately, this
process is not shift invariant. However, it is easy to check that the (−−), (+−), (−+), (++) averaging procedures in
our LAS/LSAS methods describe exactly the process of cyclic spinning in wavelet shrinkage [18]. Cyclic spinning of
the decimated wavelet transform at a single scale is equivalent to applying the undecimated wavelet transform. This
undecimated transform is shift invariant and we will refer to it as shift invariant Haar transform. More precisely, let
H0(r) := 1√
2
⎛
⎜⎜⎜⎝
1 1 0 . . . 0 0
0 1 1 . . . 0 0
...
. . .
. . .
...
0 0 0 . . . 1 1
⎞
⎟⎟⎟⎠ , H1(r) := 1√2
⎛
⎜⎜⎜⎝
1 −1 0 . . . 0 0
0 1 −1 . . . 0 0
...
. . .
. . .
...
0 0 0 . . . 1 −1
⎞
⎟⎟⎟⎠ (82)
denote the Toeplitz matrices of size r × (r + 1) corresponding to the undecimated Haar low- and high-pass filters. In
the following, they will be used with different sizes r . Since the size is always evident from the matrix multiplications,
we will omit the sizes from the notations and write only H0 and H1. Since 12 (H0(r)H0(r + 1)−H1(r)H1(r + 1)) = I ,
we use 12H0(r) and − 12H1(r) for the inverse shift invariant Haar transform.
In the following, we assume Neumann boundary conditions. Let U denote the (N + 2) × (M + 2)-pixel image
obtained by mirroring the kth time iterated image Uk ∈RN×M at the boundaries by one pixel.
5.2.1. LAS for isotropic singular diffusion
With the preceding considerations the scheme from Fig. 2 reads in wavelet fashion as follows:
(1) Compute the transformed images Uˆi,j of size (N + 1) × (M + 1) according to
Uˆ1,1 := H0UHT0 , Uˆ2,1 := H0UHT1 , Uˆ1,2 := H1UHT0 , Uˆ2,2 := H1UHT1 . (83)
(2) Compute G(U) := (Uˆ22,1 + Uˆ21,2 + Uˆ22,2)1/2 and apply the shrinkage function (78) with threshold θ = t to obtain
Si,j := Sθ (Uˆi,j ) for (i, j) ∈ {(2,1), (1,2), (2,2)}. All operations are meant componentwise.
(3) Compute the N × M image
Uk+1 := 1
4
(
H0Uˆ1,1H
T
0 − H0S2,1HT1 − H1S1,2HT0 + H1S2,2HT1
)
. (84)
5.2.2. LSAS for isotropic diffusion
In the LSAS case, we have to modify the first and second step of the algorithm. Let V denote the (N +2)×(M+2)-
pixel image obtained by mirroring the convolved kth iteration V k = Kσ ∗ Uk at the boundaries by one pixel.
Then the LSAS algorithm for isotropic diffusion computes in step (1) additionally the values Vˆ1,2, Vˆ2,1, and Vˆ2,2.
The shrinkage step (2) uses the shrinkage rule (79) with g := g(Vˆ 21,2 + Vˆ 22,1 + 2αVˆ 22,2).
5.2.2.1. LSAS for anisotropic diffusion Finally, the LSAS for anisotropic diffusion applies in step (2) the shrinkage
rule (81), where Q and the values λ1, λ2 and a, b are computed from Vˆ1,2, Vˆ2,1, and Vˆ2,2 based on (80).
M. Welk et al. / Appl. Comput. Harmon. Anal. 24 (2008) 195–224 2195.3. Multi-scale Haar wavelet shrinkage
Typically, the wavelet transform has multi-scale character. The shift invariant multi-scale transform can be simply
performed by the algorithm à trous [38]. To this end, we have only to introduce 2s − 1 zeros between the coefficients
of the high- and low-pass filters at level s, i.e., we use
(1,0, . . . ,0︸ ︷︷ ︸
2s−1
,1,0, . . . ,0) and (1,0, . . . ,0︸ ︷︷ ︸
2s−1
,−1,0, . . . ,0) (85)
as first column in the Toeplitz transform matrices H(s)0 and H
(s)
1 , respectively. These are r × (r + 2s)-matrices, again
with r determined by the occurring matrix multiplications.
Let m denote the desired decomposition level. Then we mirror Uk , respectively V k in case of an LSAS scheme, at
the beginning of the procedure by 2m−1 pixels at the boundaries to obtain the (N +2m+1 −2)×(M+2m+1 −2)-pixel
images Uˆ (0)1,1 and Vˆ
(0)
1,1 . Now our multi-scale LAS/LSAS algorithm reads as follows:
(1) For s = 1,2, . . . ,m compute
Uˆ
(s)
1,1 = H(s−1)0 Uˆ (s−1)1,1
(
H
(s−1)
0
)T
, Uˆ
(s)
2,1 = H(s−1)0 Uˆ (s−1)1,1
(
H
(s−1)
1
)T
,
Uˆ
(s)
1,2 = H(s−1)1 Uˆ (s−1)1,1
(
H
(s−1)
0
)T
, Uˆ
(s)
2,2 = H(s−1)1 Uˆ (s−1)1,1
(
H
(s−1)
1
)T
. (86)
In case of an LSAS scheme compute additionally Vˆ (s)1,1 , Vˆ
(s)
2,1 , Vˆ
(s)
1,2 , and Vˆ
(s)
2,2 in the same way.
(2) Perform componentwise the appropriate shrinkage rule
• (78) for LAS,
• (79) for isotropic LSAS,
• (81) for anisotropic LSAS
to obtain S(s)i,j for (i, j) ∈ {(2,1), (1,2), (2,2)}.
(3) Set U(m) := Uˆ (m)1,1 and compute for s = m,m − 1, . . . ,1
U(s−1) := 1
4
(
H
(s−1)
0 U
(s)
(
H
(s−1)
0
)T − H(s−1)0 S(s)2,1(H(s−1)1 )T
− H(s−1)1 S(s)1,2
(
H
(s−1)
0
)T + H(s−1)1 S(s)2,2(H(s−1)1 )T). (87)
As result we obtain the N × M-pixel image Uk+1 := U(0).
We want to add some remarks concerning this multi-scale algorithm. First of all, in the case of anisotropic diffusion
we have to make sure that we use the à trous Gaussian convolution with K(s) to compute the structure tensor at level s.
Here K(s)ρ is again obtained by introducing 2s −1 zeros between the Gaussian filter coefficients. Next, we may replace
the computation of Vˆ (s)1,1 in the LSAS algorithms by the convolution
Vˆ
(s)
1,1 = K(s)σ ∗ Uˆ (s)1,1 (88)
of Uˆ (s)1,1 with the à trous Gaussian K
(s)
σ . This requires more effort than the original computation and introduces an
additional smoothing. Finally, one may apply scale adapted shrinkage parameters θ , a topic which is not further
discussed in this paper.
5.3.1. Experiments
In the following, we examine the performance of our multi-scale LAS and LSAS algorithms by numerical exam-
ples. We start with multi-scale LAS for isotropic diffusion. More precisely, we want to demonstrate the improved
rotation invariance by our coupled shrinkage rule (78) for the TV diffusivity, i.e. p = 1. In Fig. 14, we compare
the performance of our multi-scale LAS with shift invariant soft wavelet shrinkage and with Kingsbury’s algorithm
with (9,7)-tap and 14-tap filters [35] (http://www-sigproc.eng.cam.ac.uk/~ngk) which is known for good rotation
invariance. Our experiments confirm the good approximate rotation invariance of the LAS method.
220 M. Welk et al. / Appl. Comput. Harmon. Anal. 24 (2008) 195–224Fig. 14. Left to right: (a) Original rotationally invariant test image. (b) Shift invariant soft Haar wavelet shrinkage with threshold θ = 5, 6 scales and
5 iterations. (c) Soft shrinkage in Kingsbury’s algorithm with (9,7)-tap and 14-tap filters, 6 scales, threshold θ = 15 and 5 iterations. (d) Multi-scale
LAS for total variation diffusion with threshold θ = 15, 6 scales and 5 iterations.
Fig. 15. Top left to bottom right in rows: (a) Noisy test image from Fig. 10. (b–d) Application of multi-scale LSAS for edge-enhancing diffusion
with λ = 5, σ = 1.8,  = 0, α = 0, τ = 1, N = 100 iterations and 1, 2, 3 scales. (e) Single-scale LSAS with N = 400 iterations. (f) Processed with
two-scale LSAS and modified smooth computation (88).
Next we are interested in the effect that the multi-level extension has on our LSAS method for anisotropic diffusion.
We use the same experimental settings as in Section 4.2. We start with LSAS for edge-enhancing diffusion and use the
same test image as in Fig. 10 with the same parameters λ = 5, σ = 1.8,  = 0, α = 0, τ = 1, but only 100 iterations
to underline the differences between several numbers of levels. The results are shown in Fig. 15. For one scale (b)
we have our original LSAS scheme. As expected the images become smoother in flat regions when more scales are
used (c, d). At the same time we observe that vertices are increasingly rounded. This is partially due to the fact that
the same number of iterations with a higher number of scales realises a larger effective diffusion time, cf. also [43].
This is confirmed by image (e) where 400 iterations were performed on one scale, leading to a comparable rounding
as in (c). The last image (f) demonstrates the performance of the modified algorithm with additional smoothing (88).
Finally, Fig. 16 gives a clue how our multi-scale LSAS behaves for coherence-enhancing diffusion. We have trans-
formed the whole “mandrill” image and clipped to the top left 256 × 256 pixels afterwards to make the smoothing
process better visible.
M. Welk et al. / Appl. Comput. Harmon. Anal. 24 (2008) 195–224 221Fig. 16. Top left to bottom right in rows: (a) Original image, 512 × 512 pixels. (b) Part of the original image of size 256 × 256. (c) Coher-
ence-enhancing diffusion by LSAS scheme with α = 0, ε = 0.001, C = 1, σ = 0.5,  = 2, τ = 0.166, 20 iterations and one scale. (d) Processed
with two scales. (e) Processed with three scales. (f) Processed with one scale but 80 iterations.
6. Conclusions
In the present paper we have introduced a novel class of schemes for nonlinear isotropic and anisotropic diffu-
sion filters. They average over analytical or semi-analytical solutions to the dynamical systems of 2 × 2-pixel image
patches. Since these methods are highly local and less dissipative than most other finite difference schemes, they hardly
suffer from blurring artifacts at image edges. Their implementation is as simple as for explicit schemes, but they offer
222 M. Welk et al. / Appl. Comput. Harmon. Anal. 24 (2008) 195–224unconditional absolute l∞-stability in the isotropic case, and unconditional absolute l2-stability in the anisotropic set-
ting. While they are conditionally consistent, one can use significantly larger time step sizes than for the widely used
conditionally stable explicit schemes. Compared to well-performing implicit methods such as AOS schemes, they are
less complicated to implement and they can be applied directly to a larger class of filters, in particular anisotropic
ones and singular diffusion processes with unbounded diffusivities. Their locality makes them attractive for parallel
computing and their simple structure would even suggest to implement them in hardware.
Another interesting applications of these schemes is their interpretation in terms of Haar wavelet shrinkage. This
has led to novel shrinkage rules with coupling of the coefficients and a high degree of rotation invariance. Our results
also demonstrate that sophisticated concepts such as ridgelets and curvelets are not the only way to perform advanced
anisotropic wavelet-based shrinkage. Even the most elementary class of wavelets, namely Haar wavelets, are sufficient
for implementing highly anisotropic filters in a rotationally invariant fashion. We hope that this novel connection can
help to fertilise further research on simple, structure-adaptive anisotropic wavelet concepts and to gain new insights
into the design of coupled shrinkage rules.
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