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We examine combinatorial properties of plane stochastic three-dimensional
matrices and relate these to two-dimensional properties . We consider the
problem of characterizing their patterns and provide a counterexample to a
conjectured characterization of J . Csima .
1 .
INTRODUCTION
The combinatorial properties of doubly stochastic matrices have been
extensively investigated, but very little is known about their multidimen-
sional analogs. Of the many possible multidimensional generalizations
[1, 2, 4] of doubly stochastic matrices we single out for investigation the
plane stochastic three-dimensional matrices . We obtain a characterization
of the patterns of doubly stochastic matrices whose analog for plane
stochastic matrices is conjectured to be true.
A three-dimensional matrix of order n is a real valued function A
defined on the set J3 ,,, of points (i, j, k) where 1 < i, j, k < n . It is
customary to say that the value of this function at the point (i, j, k) is an
entry of the matrix and to denote it by ai;k . Aplane is defined to be a subset
of J3 ,,, which results when one of i, j, k is held fixed . Two planes are
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parallel if they have no point in common . There are three sets of parallel
planes which are called, respectively, the horizontal planes (k fixed), the
row planes (i fixed), and the column planes (j fixed). The pattern S of a
matrix A is the set of all points (i, j, k) for which a i ; k
~
0. Any subset of
J3 ,,,, is a pattern . We define a plane section of a pattern S to be the inter-
section of S with a plane . A matrix A is plane stochastic if its entries are
nonnegative numbers and the sum of the entries in each plane is equal to
one. A pattern is said to be a plane stochastic pattern if it is the pattern of
a plane stochastic matrix . Patterns of doubly stochastic matrices have been
given a combinatorial characterization by Perfect and Mirsky [5] . The
corresponding problem for patterns of plane stochastic matrices appears
to be more difficult. In the general case of multidimensional matrices
Csima [1] defined the notion of a restricted pattern and conjectured that
restricted patterns are precisely the stochastic patterns . We provide a
counterexample to this conjecture, settle two other stated problems, and
further examine the problem of characterizing the plane stochastic
patterns .
2. STOCHASTIC PATTERNS
If S is a pattern, then a p-cover of S is a set of p planes the union of
which contains S . The covering number of S is the smallest p for which
there is a p-cover of S. The covering number of a matrix is the covering
number of its pattern . A stochastic pattern of order n has covering number
equal to n. From now on a cover shall mean an n-cover unless stated other-
wise . In any cover of a stochastic pattern, no point of the pattern can be
covered twice. In [1] a restricted pattern was defined to be a nonempty
pattern with the property that no point is covered twice in any cover .
Thus stochastic patterns are restricted patterns and in [1] the converse
was conjectured. The matrix B in Fig. 1 represents a restricted but not
1 2 1
B= 0 1 3
3 0 2
FIGURE I
stochastic pattern S C J3
,
3 , thus providing a counterexample to the
conjecture. In this and other representations of this type, the (i, j)-entry
of B equals k > 0 if and only if (i, j, k) is in the pattern. (Not all patterns
can be represented like this unless we allow multiple entries .)
To verify that S is a restricted pattern we show that the only covers of S
are the trivial covers, those consisting of parallel planes . Any nontrivial
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cover of S would have to include a horizontal plane, for otherwise B would
have a nontrivial line cover and this is impossible as B is a fully inde-
composable matrix . The presence of the first horizontal plane, but no
other horizontal plane, in a nontrivial cover of S, would imply that the
matrix obtained from B by replacing the l's by 0's has term rank 2 or less,
but this is clearly not the case . In a similar way we can show that it is
impossible to have a single horizontal plane or a pair of horizontal
planes in a nontrivial cover of S . Suppose A is a plane stochastic matrix
with pattern S. We set
al,,,, = x
and determine in sequence that
a3,1,3 = 1
- x,
a3,3,2 -
x,
a1,2,2 = 1
- x .
Thus
a1,1,1 + a1,2,2
= 1
. Since
a1,1,1 a1,2,2
= 1, then
a1,3,1 = 0
. This is a
contradiction, and we conclude that S is not a stochastic pattern .
In examining why S fails to be a stochastic pattern we observed that the
union of two disjoint plane sections of S is a proper subset of the union of
two other plane sections of S. This clearly cannot happen if S were a
stochastic pattern . The disjoint plane sections are the second horizontal
and row planes, while the other two are the second and third column
planes. Indeed we can now formulate a necessary condition for a pattern
to be stochastic .
THEOREM 2 .1 . If S is a stochastic pattern, then the following condition
is satisfied.
(2
.1) For all positive integers k, the union of any k pairwise disjoint
plane sections ofS is not a proper subset ofthe union of any k plane sections
ofS.
Proof. Let A be a plane stochastic matrix with pattern S. Let S1 be
the union of
k disjoint plane sections of S, and S2 the union of k plane
sections such that S1 is a proper subset of S2 . Then
k - Y aijk <
ai;k
.
<-
k .
(i,j,k)ES1 (i I j .k)Es
2
This is a contradiction .
A similar condition for a pattern to be stochastic is given in the following
theorem .
THEOREM 2.2 . If S is a stochastic pattern, then the following condition is
satisfied.
(2.2) For all positive integers k, the union of any k pairwise disjoint
plane sections ofS does not equal the union of any k intersecting (not pair-
wise disjoint) plane sections of S .
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The proof of this theorem is similar to the preceding .
It can be verified that the pattern given by the matrix B in Fig. 1 satisfies
(2 .2) but, as we have seen, not (2.1) . We make the following .
Conjecture. A pattern is plane stochastic if and only if it satisfies both
(2.1) and (2.2) .
Conditions (2.1) and (2.2) and the notions of restricted and stochastic
patterns have two-dimensional analogs with lines replacing planes and
line sections (rows and columns) replacing plane sections . The two-dimen-
sional analog of the above conjecture is true, as follows from the next two
theorems .
THEOREM 2.3 .
For a two-dimensional pattern 0 ='4 S C: J,, .,, the
following statements are equivalent .
(2 .3) S is a restricted pattern ;
(2 .4) For all positive integers k, the union of any k pairwise disjoint
line sections of S is not a proper subset of the union of any k line sections of
S ;
(2.5) For all positive integers k, the union of any k pairwise disjoint
line sections of S is not equal to the union of k intersecting (not pairwise
disjoint) line sections.
Proof. Let S be a nonempty pattern and suppose (2.5) does not hold .
We show that S is not restricted. There exist k pairwise disjoint line
FiGuRE 2
o 0 0
x 0 0
0 Y
0
0
sections (k 1 rows and k2 columns) whose union equals the union of another
set of k intersecting line sections (11 rows and 12 columns). After permuting
rows and columns, these line sections will appear as in Fig. 2. The 0's
indicate regions where S can have no points . If r1 + r
2
< k1 , then the
union of k1 rows could be covered with rl horizontal lines and r2 vertical
lines and this implies that S could be covered with n - k1 + r1 + r
2
< n
lines. With the addition of appropriately chosen lines, it can be illustrated
that S is not restricted . Thus r1 + r2 > k1 and likewise sl +
S2>, k2 .
We
calculate
k=11+12=r1+s1+r2+s2 >k1+k2 = k.
Equality must occur throughout so that r1 + r2 = k1 and s1 + s2 = k2 .
By the assumption that the 11 rows and 12 columns are intersecting, S must
have a point in region X or Y. If S has a point, say, in X, then the indicated
r2 vertical lines and the last n - k1 + r1 horizontal lines are an n-cover
of S with the points in X covered twice. This means S is not restricted .
Thus (2.3) implies (2.5) .
Suppose now that (2.4) is not satisfied . If S has an empty line section,
then S is the union of its nonempty rows and an empty line section on the
one hand, and the union of its nonempty rows and a nonempty column on
the other. Thus (2.5) is violated, and (2.5) implies (2.4) . Consider now the
case when all line sections of S are nonempty. Let SS be the union of k
disjoint line sections and S2 be the union of k line sections such that
Sl ~ S2
and k is a minimum. Then no line section of S1 is a line section of
S2 for this would contradict the minimality of k . We may assume that
k1J
k2
rJ~
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0
0
0
FIGURE 3
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S, = K, u K2 where K, and K2 are the unions of the first k, rows and k2
columns respectively. Similarly S2 = L, u L2 where L, and L2 are the
unions of the last 1, rows and 12 columns. The 0's in Fig. 3 represent
regions where S has no point .
If k, > 12 , S is the union of fewer than n line sections, namely the last
n - k, rows and the last 12 columns. Since no line section of S is empty,
one can (with the addition of appropriately chosen line sections) represent
S as the union of n intersecting line sections and (2.5) does not hold
because S is also the union of its n rows. The situation is similar when
k2 > 1, . If k, <- 1, and k 2 -<~ 1, , then k = k, + k
2 = 1, 12 implies
k, = l2 and k2 = 1, . The relations
K,UK2 $L,UL 2 and O =K,rL,=K2 nL2
imply K, C L 2 and K2 C L, with one of the C being strict . If, say, K, $ L2 ,
the union of the last n - k, rows intersects the union of the last k, = 12
columns and together they cover S, violating (2 .5). Hence (2.5) implies (2 .4)
again .
Now suppose S is not restricted . If S has an empty line section, then the
union of all but one of the nonempty rows and the empty line section is a
proper subset of the union of all the nonempty rows of S, and (2.4) is
violated . Thus we may assume S has no empty line sections . Then, since
S is not restricted, we may suppose that the first k vertical lines and the
last n - k horizontal lines cover S with a point of S covered twice . This
implies that the union of the first k rows is a proper subset of the union of
the first k columns. Thus (2.4) is violated. We conclude that (2.4) implies
(2 .3) . This concludes the proof of the theorem .
Each of the conditions in Theorem 2.3 is equivalent to a pattern's being
a doubly stochastic pattern, as follows from the next theorem which was
stated without proof in [1] . We sketch the proof here to illustrate how
Konig's theorem is used .
THEOREM 2.4. A nonempty pattern S S J2, is a doubly stochastic
pattern if and only if it is restricted.
Proof. It follows easily that a doubly stochastic pattern is restricted .
Suppose S is a nonempty restricted pattern . Let (Q) e S . We show that
there exists a permutation matrix of order n whose pattern contains (i, j)
and is a subset of S. Removing the ith row and jth column from S we
obtain a pattern S, S S whose covering number is n - 1 (since S is
restricted) . By Konig's theorem S, has term rank n - 1 and the desired
permutation matrix exists Let P, , . . ., P t be permutation matrices the
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union of whose patterns is S. Then as in [5], (1/t) Y_i=1 P i is a doubly
stochastic matrix whose pattern is S.
Thus each of the conditions (2.4) and (2.5) of Theorem 2 .3 is equivalent
to a nonempty pattern in J2 ,,, being a doubly stochastic pattern .
We observe that doubly stochastic matrices and plane stochastic
matrices are special instances of stochastic functions on a hypergraph . In
[3] a necessary and sufficient condition for the existence of a stochastic
function on a hypergraph is given . This can of course be applied to the
case of plane stochastic matrices, but we hope that these conditions
simplify as conjectured for this special case (as they do for doubly sto-
chastic matrices) .
A finite hypergraph is a pair H = (V, E), where V is a finite set (the
vertex set) and E is a nonempty set of subsets of V. The elements of E are
called edges of H. H is trivial if its only edge is the empty set . A non-
negative functionf on V is stochastic on H, if the sum of the values of f
on every edge equals one . The following theorem is proved in [3] .
THEOREM 2.5 . Let H = (V, E) be a nontrivial hypergraph and let
h	hm be the characteristic functions of the edges of H. Then there exists
a strictly positive stochastic function on H if and only if the following
condition is satisfied .
(2 .6) Whenever cl , . . ., cm are integers such that Y_m, ci = 0 the
function
Y_m
, ci h i is either identically zero or else it assumes positive as
well as negative values .
To each nonempty pattern S C J 3,,, (S C J
2,,,,) we can associate a hyper-
graph H, = (S, E), where E is the set of plane sections (line sections) of
S. Clearly, S is plane stochastic (doubly stochastic) if and only if H3 admits
a strictly positive stochastic function . Thus Theorem 2.5 gives necessary
and sufficient conditions for a nonempty pattern in J3,,, (J2 ,,,) to be plane
stochastic (doubly stochastic) . However, as we shall see (Theorem 2.7), for
nonempty patterns in J 2 ,,, not all of condition (2.6) is needed to guarantee
that a pattern is doubly stochastic. It is sufficient in (2.6) to consider only
integers c l , . . ., cm which are 1, -1, or 0 . For patterns in J3 ,,, condition (2.6)
with the integers restricted to be 1, -1, or 0 can be given a combinatorial
interpretation .
THEOREM 2.6 . Let 0 ' S C J3 ,,, and let h, , . . ., h3„ be the characteristic
functions of the plane sections of S . Then the following conditions are
equivalent .
(2 .7) Whenever
El ,
. . ., E3 „ is a sequence of l's, - l's, and 0's such
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that
Y-3-
i=1
Ei = 0 then the function
Lri=1
Eih, is either identically zero or else
it assumes positive as well as negative values.
(2 .8) Conditions (2.1) and (2.2) are both satisfied.
Proof If S has an empty plane section, then both (2.7) and (2.8) are
violated by argument similar to that in proof of Theorem 2.3 . Thus we may
assume S has no empty plane section . Suppose (2 .1) is not satisfied . Let
h l , . . ., h k be the characteristic functions of pairwise disjoint plane sections
the union of which is a proper subset of the union of k plane sections with
characteristic functions
g1
, . . .,
gk
. Then the function
(g1 +
. . . .+
gk) - (h 1 +
. . .
++ hk)
is nonnegative but not identically zero on S . Thus (2 .7) is not violated. It
follows in a similar way that if (2 .2) is not satisfied, then (2 .7) cannot hold
either. Thus (2.7) implies (2 .8) .
Now suppose (2 .7) is not satisfied . Then for some distinct plane sections
H
1 , . .
., Hk ,
G1
,
. . ., Gk we have
0 :A h - g > 0, (2 .9)
where h (resp. g) is the sum of the characteristic functions of H 1 , . . ., Hk
(resp. G1 , . . ., Gk) . (The notation 0 =A f > 0 means thatfis nonnegative but
not identically zero.) From (2.9) we conclude that G C H, where
H = U
k
1 Hi , G =
uk1
G; . If for some point p e S, g(p) > 2, then from
(2.9) we must have h(p) > 2 . But this implies there are at least four
distinct plane sections containing p, which is a contradiction . Thus
g(p) = 0 or g(p) = 1 for each p c- S. It follows that the sets G1 , G 2 , . . ., Gk
are pairwise disjoint . If G is a proper subset of H, then condition (2 .1) is
violated. Now we consider the case when G equals H. Let p e S be such
that h(p) - g(p) > 0. We must have p e H (=G) and hence g(p) = 1 and
h(p) = 2 . Thus two of the plane sections H1 , . . ., Hk intersect, and condi-
tion (2.2) is violated. Hence (2.8) implies (2.7) .
In view of the preceding theorem our conjecture is equivalent to : A
pattern is stochastic if and only if condition (2 .7) of Theorem 2.6 is
satisfied. The analog of Theorem 2.6 for patterns in J2 ,,, is also true and in
view of Theorems 2.3 and 2.4 implies the following theorem .
THEOREM 2.7 . Let 0 0 S C J2 ,,, and let h1 , . . ., h2 „ be the characteristic
functions of the line sections of S. Then S is a doubly stochastic pattern if
and only if the following condition holds .
(2.10) Whenever El , E 2 , . . ., E2n is a sequence of l's, - l's, and 0's
such that
.
;=1
Ei = 0, then the function
Y_?n1
Eih i is either identically zero
or else it assumes positive as well as negative values .
The proof of Theorem 2.7 as indicated uses Konig's theorem (in the
proof of Theorem 2.4) . In view of our conjecture that the three-dimensional
analog of Theorem 2.7 is true and in view of the fact that the three-
dimensional analog of Konig's theorem is false, the proof of Theorem 2.7
as outlined cannot be generalized . Thus it may be worthwhile to have a
proof of Theorem 2.7 which avoids Konig's theorem. Such proof we give
now.
Proof of Theorem 2 .7 (without the use of Konig's theorem) . We only
need to verify the sufficiency of condition (2.10) . Let h l , . . ., h n be the
characteristic functions of the rows and g1 , . . ., gn the characteristic func-
tions of the columns of S. Suppose (2.10) is satisfied but S is not a doubly
stochastic pattern. According to Theorem 2 .5 there exist integers al , . . .,
a., b1 , . . ., b n such that
n
	
n
(2.11) Y ai + Y b i
< 0
i=1 i=1
and
n n
(2.12) 0 =A F = Y_
aihi + I bi gi i 0 .
i=1 i=1
Letp (q) denote the number of positive (negative) ai and u (v) the number
of positive (negative) bi . In addition to the requirements (2.11) and (2.12)
let the ai and bi be chosen so thatp + q + u + v is minimal. (This will be
referred to as the minimality condition .) Without loss of generality we may
assume that
a1, . . .,
a,,
bn_u+l , . . ., b
n are the positive and bl , . . ., bq , an-v+1 ,
. . ., an are the negative coefficients (the rest being equal to zero) . Let
71 4
F1 = I aih i + Y bj gj
i=1 j=1
and
n n
F2 = Y aih i -{- Y bj gj .
i=n-v+l i=n-u+l
(Some of p, q, u and v may be zero, and we adopt the convention that
Ei=1 xi = Ei=n+1
xi = 0.) Referring to Fig. 4 we conclude that S has no
point in Rl , for at such a point F would assume a negative value . The
points at which Fl and F2 may simultaneously be nonzero are contained in
STOCHASTIC PATTERNS 9
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R3
FIGURE 4
R2 . But on R2 both F1 and F2 are obviously nonnegative, and hence from
F1 + F2 > 0 follows F1 > 0 and F2 > 0. We must have
D a n n
Y ai + Y b, < 0 and Y- ai ± Y b; < 0 .
i=1 ,i=1 i=n-v+1 j=n-u+1
(The failure of, say, the first inequality implies the second inequality is
strict, and hence 0 < u + v < p + q + u + v . But then, if say v > 0,
F2 + h,, is nonnegative but not identically zero on S and is an integer
linear combination of u + v characteristic functions where the sum of the
coefficients does not exceed zero . This contradicts the minimality con-
dition.) If both F1 :A 0 and F2 =A 0, the minimality condition is violated .
Since F = F1 + F2 0 0, we cannot have F1 + F2 = 0. Thus without loss
of generality we may assume that F1 =A 0, F2 = 0 so that F = F1 .
Let m = min(a1 , . . ., a,, -b 1 ,	1) . We may assume that for some
p' < p and q' < q, we have m = a i = b; if and only if 1 < i < p',
1 < j < q' . Let
D O
(2.13) E1 = (ai - m) hi + (b; + m) g
; .
i=P'+1 a=4'+1
Then E1 = F on R3 and E1 is nonnegative on S - R3 . Hence E1 > 0. The
fact that S n R1 = o implies that
(h1+ . . .+h
. )-(g1+
. .
.+g2,)>0
.
Rz
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We cannot have p < q, for this would imply that
00(h,+
. .
.+h,)-(g,+
. .
.+gq)%0,
which contradicts (2.10) . Thus p > q and the coefficients in (2 .13) satisfy
D q
(2.14) Y (a i - m) + Y (b; + m)
D 4
_ Y, ai I Y bj l (q - p) m --- 0
.
i=1 1=1
We must have E, = 0, for otherwise the minimality condition is violated .
If p > q, we have strict inequality in (2.14) and one can again demonstrate
the violation of the minimality condition by considering El + hq (or
E1 + gq if p' = p) . Consequently, p = q. We can write F = El + E2
where E2 = m E", (h i - gi) . From 0 :/z F > 0 and E, = 0 follows
0 =A E2 > 0. Hence 0 ~ (1/m) E
2 = ~ p , (hi - gi) _>- 0,
but this contra-
dicts (2 .10) . This completes the proof .
3 . FURTHER REMARKS ON RESTRICTED PATTERNS
In [2] a nonempty restricted pattern S is defined to be critical if S has no
proper restricted subpattern apart from the empty set . In [2, problem 6]
the question was raised whether every restricted pattern is the union of
critical patterns (as is true in two dimensions) . The pattern S C J3 , 3 as
defined by Fig. 1 shows that the answer is no. S is not a critical pattern
since S' = S - {(l, 3, 1)} is a restricted subpattern . On the other hand it
is readily verified that the point (1, 3, 1) does not belong to any restricted
subpattern of S. Hence S is not the union of critical patterns .
A nonempty pattern S is connected if its associated hypergraph is
connected (this definition is equivalent to that given in [2]) . In
[2, problem 2] the question was raised whether the connectedness of R(S)
implies that S = R(S). Here R(S), the restriction of S, is the union of all
the restricted subpatterns of S. The pattern S C J3
,
3 as defined by Fig. 5
1 2 0
1 1 3
3 0 2
FIGURE 5
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shows that the answer is no . S is not restricted because if we cover it with
the second row plane, first column plane, and second horizontal plane, the
point (2, 1, 1) is covered twice . On the other hand one can show that
R(S) = S - {(2, 1, 1)) and R(S) is connected .
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