We consider sequential balls-into-bins processes that randomly allocate m balls into n bins. We analyze two allocation schemes that achieve a close to optimal maximum load of m/n + 1 and require only O(m) (expected) allocation time. These parameters should be compared with the classic d-choice-process which achieves a maximum load of m/n + log log n/d + O(1) and requires m · d allocation time.
INTRODUCTION
The goal of balls-into-bins processes is to allocate m balls into n bins. This is done by allowing each ball to choose its location among one or several randomly chosen bins. Two of the most important performance measures for these processes are the total number of random bin choices used for Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee.
the allocation (which is usually a good measure for the allocation time) and the maximum load. In this paper we consider two allocation schemes that are almost optimal in both criteria. Both protocols achieve a close to optimal maximum load of m/n + 1 and use only O(m) random bin choices. Balls-into-bins processes have a wide range of applications in the areas of hashing, load balancing, and resource allocation. In these applications, each ball represents a task or request, while each bin represents a server or processor.
The classical single-choice balls-into-bins process simply places each of the m balls into a bin chosen independently and uniformly at random. For m = n, it is well known that the expected maximum load is log n/ log log n + O(1) [14] . Karp et al. [11] observe that the maximum load can be vastly reduced if every ball is allowed to choose between several randomly chosen bins and is placed in the least loaded among them. This apparently small change reduces the maximum load to O(log log n) balls, with high probability, and has become widely known as "power of two choices". Azar et al. [4] analyze a process called greedy [d] where every ball is allowed to choose the bin with minimum load among d randomly chosen bins. They prove that this process achieves a maximum load of ln ln n/ ln d + O(1), with high probability. In [5] , the authors extend these results to the heavily loaded case where the number of balls m is much larger than the number of bins n. They show that the maximum load is upper bounded by m/n + ln ln n/ ln d + O (1) . For the case m = n, Vöcking [15] proves a general lower bound on the maximum load of ln ln n/(d · ln Φ d ), where 1.61 Φ d 2, if every ball is allowed to choose d random bins. He also presents the left [d] protocol that uses an asymmetric tie-breaking rule. Surprisingly, the maximal load achieved by this process matches his lower bound up to an additive constant. Mitzenmacher, Prabhakar and Shah [13] consider a balls-into-bins process (for m = n) where every ball has some memory. They consider the (d, k)-memory model where each ball chooses d+k bins, d of which are selected uniformly at random, whereas the other k are the least loaded bins among the ones picked for the previous ball. The ball is then allocated into the least loaded among the d + k bins. For d = k = 1, they show that the maximum load is at most ln ln n/(2 · log(Φ2)) + O(1), which matches the aforementioned lower bound by Vöcking [15] up to an additive constant.
Note that in all above protocols, if m = n, the allocation time is dm = dn while the maximum load is at least Ω(log log n/d). Therefore a natural question is whether there are allocation protocols that achieve a better tradeoff between allocation time and maximum load, e.g., protocols that achieve a constant maximum load and an allocation time of O(n).
Czumaj and Stemann [7] study several balls-into-bins processes where the number of choices per ball depends on the load of the bins chosen by it. They show various tradeoffs between the average allocation time, maximum allocation time and the maximum load of a bin. For example, they consider the threshold protocol which is defined as follows. Every ball repeatedly samples bins until it finds a bin with load less than m/n + 1. For m = n they show that the (total) allocation time is (1.146 + o(1))m with high probability [7, Theorem 4] .
Czumaj, Riley and Scheideler [6] consider an algorithm that first calculates an initial allocation using greedy [d] . Then the algorithm performs iteratively so-called self-balancing steps where balls may switch between the two initial bin choices. Their algorithm achieves a maximum load of m/n and uses O(m) + n O(1) reallocation steps. Note that this algorithm relies on reallocations which are typically expensive. Other allocation schemes that achieve a nearly perfect maximum load and rely on reallocations of the balls are [3] and [12] .
Similar reallocation schemes are also considered in the area of Cuckoo hashing. Here the goal is to allocate m data items (balls) into n buckets (bins) of size k, and to minimize kn. Every data item comes with d possible buckets. If a new data item arrives, it is allocated into one of its d bucket choices if one of them stores less than k items. Otherwise, one of the conflicting items, denote it by , is picked and reallocated. If, in turn, none of s other bucket choices b1, . . . , b k contains less than k items, another item in b1, . . . , b k is reallocated. The process stops if all items are allocated to a bucket. There are many results dealing with the best choices for d and k. For an overview of results in the area of Cuckoo hashing see, for example, [8] .
Our Results
In this paper we consider two balls-into-bins protocols. First, we study a new protocol called adaptive which works as follows. The i-th ball samples bins uniformly at random until it finds a bin with load less than i/n + 1 and is then placed into that bin. From the definition of adaptive it follows directly that the maximum load is upper bounded by m/n + 1. We prove that adaptive requires only O(m) allocation time in expectation, which is asymptotically the same as threshold (Theorem 3.1). Hence, our new protocol is nearly optimal in terms of maximum load and allocation time. In contrast to threshold from [7] , the adaptive protocol does not need to know the total number of balls m in advance. Instead, each ball must know how many balls have been already placed. This assumption is comparable to the (d, k)-memory model of [13] , where every ball communicates with the ball that comes right after it. The inherent weakness of this assumption is that having such information, a deterministic round-robin protocol can achieve a perfect load balance. However, although we never mention it explicitly, the adaptive protocol does not really need to know the exact number of balls, but only an upper bound of i/n would suffice for our protocol to achieve the nearly optimal maximum load in O(m) allocation time.
In the second part of the paper, we extend the analysis of threshold from [7] to the case where m is much larger than n. Note that using the proof technique of [7] , we only get an upper bound of O(m) on the allocation time of threshold for the cases where m = O(n). Here in this paper, we prove that the allocation time is m + O(m 3/4 · n 1/4 ), (see Theorem 4.1), which is an improvement over the upper bound of [7] . From the definition of threshold it follows directly that the maximum load is m/n + 1. Hence, our result shows that, even for m >> n, threshold is nearly optimal both in terms of maximum load and allocation time.
Finally we compare the load distribution of both protocols. The analysis of the adaptive protocol reveals a result about the smoothness of the load distribution which might be of independent interest. We show that for the adaptive protocol the difference between the maximum and minimum load is at most O(log n), (see Corollary 3.6). In contrast to that, the difference is polynomial in n for the threshold protocol (see Theorem 4.2).
We close the paper by presenting some experimental results indicating that in practice adaptive requires only a slightly larger allocation time than threshold, but achieves a much smoother load distribution.
ALGORITHMS AND NOTATION
We first recall the following protocol from [7] which we call threshold (see Figure 1) . Clearly, the maximum load at the end of the threshold protocol is at most m/n + 1. We are interested in the allocation time of all balls, i.e., the total number of bins that have to be sampled in order to place all m balls.
for each ball i from 1 to m do repeat Choose a bin j independently and uniformly at random from {1, . . . , n} if load of bin j is strictly less than m/n + 1 then place ball i into bin j until the ball is placed end for Figure 1 : The threshold protocol from [7] .
for each ball i from 1 to m do repeat Choose a bin j independently and uniformly at random from {1, . . . , n} if load of bin j is strictly less than i/n + 1 then place ball i into bin j until the ball is placed end for 
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Maximum
Conditions on Algorithm Time Load m and n Table 1 : Comparison of the expected allocation time and maximum load of various allocation schemes for m balls and n bins. The rows with are our new results. Note that 1.6 < Φ d < 2, see [5] for the precise definition.
The adaptive protocol ( Figure 2 ) is very similar to the threshold protocol, except that the "threshold" is a function of the number of balls placed so far. Similar to the threshold protocol, the adaptive protocol ensures that the maximum load of any bin is bounded by m/n + 1. Note that if we replace in the adaptive protocol the threshold i/n + 1 by i/n, then the allocation time of each batch of n consecutive balls is basically a coupon collector process which translates into an overall allocation time of Θ((m/n) · n log n) = Θ(m log n).
We denote by L(t) = (L1(t), . . . , Ln(t)) the random vector giving the load distribution at the end of step t, i.e., Li(t) = means that, among the first t balls, have been allocated to bin i. We will use (t) = ( 1(t), . . . , n(t)) to denote a fixed load distribution; i.e., (t) will be an instantiation of L(t).
Throughout this paper, Poi(λ) denotes the Poisson distribution with parameter (and expected value) λ, and Bin(n, p) denotes the binomial distribution.
ANALYSIS OF ADAPTIVE
In the following we call a bin underloaded at the end of stage τ if its load is at most τ + 2 − C1 at the end of the stage, where C1 > 0 is a constant that will be fixed later. A bis is called overloaded if its load is at least τ .
We assume in the following that m = rn, where r is lower bounded by a sufficiently large integer. Results for r / ∈ N can be easily obtained by resorting to the case m = r n. Moreover, results for the case r being bounded from above by an integer also follow directly from the observation that there are always at least m/(r + 1) = Ω(n) bins in each step where a ball can be placed to.
Consider now the protocol adpative. Since the load of every bin is an integer, the threshold of i/n + 1 in the line 4 of the protocol ( Figure 2 ) only changes after n balls are allocated. Therefore, it is natural to divide the analysis into r stages of length n each. Stage τ (1 τ r) is responsible for the allocation of the balls (τ − 1) · n + 1, . . . τ n.
We will use the following exponential potential function [10] for our analysis.
In this paper we choose ε := 1/200. Note that since Li(t + 1) Li(t), it always holds that
We define Φi( (t)) :
In the rest of this section we show the following result. Proof. Let Tτ be the runtime of stage τ . To proof the theorem we show in Lemma 3.
In Section 3.1 (Corollary 3.6) we show that E [Φ(L(t))] = O(n). Note that this also means that the minimum load in step t = m is with high probability at least m/n − c log n for some constant c. We will use these results for the proof of the following lemma. Proof. Fix any load distribution L(t) = (t) at the end of stage τ − 1 with t = (τ − 1)n. Define
Our goal is to prove that, with probability 1−n −2 , adaptive needs O(n · (E [ln β])) steps to place the n balls of stage τ . Let A k := {i ∈ {1, . . . , n} : i(t) = τ + 1 − k} be the set of bins with k holes at time t. Then,
The sum of the holes in bins having at least 4 ln(β)/ε holes is
where we used (4/e) −x/2 · x < 2 for any x 0 for the second inequality and the second last inequality holds since e −x 1 − x/2 for any x ∈ (0, 1). Now let
be the set of bins with at least 1 and at most 4 ln(β)/ε − 1 many holes at stage τ . Since at the beginning of every stage the total sum of holes is 2n, it follows that at that time the sum of holes in bins of A is at least 2n − 8n · 1/(βε 2 ) > (3/2) · n by our choice of β. Hence, even after the allocation of the first n − 1 balls of batch τ the total number of holes of the bins in A will still be at least (3/2) · n − (n − 1) n/2.
Each of these bins has at most 4 ln(β)/ε holes. It follows that even after the allocation of the first n − 1 balls of batch τ + 1 there are still Ω(n/(ln(β)/ε)) = Ω(n/(ln β)) bins with at least one hole. Hence, the time to place n balls is stochastically smaller than the sum of n independent geometric random variables each with expectation O(ln β). Therefore, Theorem 6.6 implies that
Next observe that, since Φ( (t)) = Ω(n), we have ln(Φ( (t))/n) = Ω(ln(β)) and therefore the above inequality implies that
Let S be the (finite) set of possible values that Φ( (t)) can attain. Then (with t = τ n)
Note that the last term in line two of the above equation stands for the worst case expected runtime, which is at most n per ball (all holes are in one bin) and n 2 for the whole batch. Corollary 3.6 (see Section 3.1) establishes that E [Φ( (t))] = O(n). Using Jensen's inequality for concave functions, we obtain that
Thus, at the beginning of the allocation of batch τ + 1 we have that E log 1+ε (Φ( (t))/n) = O(1) and
This finishes the proof.
Expected Potential Size
The goal of this section is to prove that the expected value of the potential function at any stage is O(n)
Proof. Recall that m = rn with r being an integer. We asssume that t = τ n, τ ∈ N balls have been allocated and we analyze the process of allocating the next n balls. Using the Pigeonhole Principle and the fact that i(t) t + 1 for every i, it follows that there are at least (1/2) · n bins j overloaded bins j (t) t. Roughly speaking, the idea of the proof is now to show that the expected number of balls allocated to underloaded bins is larger than one since each overloaded bin can receive at most two additional balls.
Let us make this idea more formal. We divide the allocation of the next n balls into two phases, each phase allocates n/2 consecutive balls. Let Yi ∈ [0, n] be the number of balls that are placed into bin i during the execution of stage τ + 1 (we drop the superscripts τ and τ + 1 in the following for simplicity). Moreover, let Yi(1) and Yi(2) be the number of balls that are placed into bin i in the first and the second phase, so Yi = Yi(1) + Yi(2). Throughout we implicitly condition on L(t) being equal to (t), but for simplicity we drop the conditioning.
Let us compute the probability that a particular bin j with j = τ reaches a load of τ + 2 during the first phase. For each ball in the first phase, the probability of placing it into bin j is at least 1/n, unless bin j has already reached a load of τ + 2. Moreover, we need to sample at least n/2 bins randomly to place the first n/2 balls. Therefore,
The corresponding bound also holds for bins j with j = τ + 1, i.e., Pr [Yj(1) = 1] 1/20. Hence the expected number of bins with load τ + 2 after the first phase is at least n/2 · 1/20 = n/40. Let A be the event that at least n/100 bins have load τ + 2 after the first phase. To prove that A occurs with high probability, consider instead the event B that occurs if at least n/100 overloaded bins are chosen at least twice in the first n/2 samples of the incoming balls. Clearly, Pr [A] Pr [B] . For bounding B, we can use Azuma's inequality (Theorem 6.3 with all ci's being 1) to obtain
Now we consider underloaded bins. Fix an arbitrary bin i with i τ + 2 − C1, where C1 > 0 is a sufficiently large constant to be specified later. Then for 0 k C1 + 2,
where the last line uses Pr [¬A] = e −Ω(n) . Recall that for any 0 r C1,
Recall that for any three values a, b (a → ∞) and k such that a·b and k are fixed,
Now choose the constant C1 > 0 large enough so that the inequality
= k1 10 −10 holds. Then
since Poi(λ1) + Poi(λ2) = Poi(λ1 + λ2). Hence for any 0 k C1 and t = τ n
as needed.
With the help of Lemma 3.3 and some algebraic manipulation we now prove that the potential contributed by underloaded bins decreases in stage τ + 1 in expectation (recall that we choose ε = 1/200).
Lemma 3.4. Assume for t = τ n L(t) = (t) is fixed and let i be a bin with i(t)
τ + 2 − C1, where C1 > 0 is the constant from Lemma 3.3. Then there is a constant κ = κ(C1) > 0 with
Proof. Consider now the expected change of the potential Φ w.r.t. bin i, i.e.,
Now we define
Note that r k is non-increasing in k. By inequality (3.1), for every 1 k C1,
For every 0 r C1 − 1,
We choose C1 > 0 large enough such that the inequality
= k 1−2·10 −10 holds and therefore
p k 1, we obtain that, for any 1 r τ +3− i(t), The next lemma shows that the potential decrease due to underloaded bins is already sufficient to conclude that
Lemma 3.5. Let ρn := (ε + κ)/(κ/2) · (1 + ε) C 1 · n, where κ and C1 are the constants from Lemma 3.4. For any load
Proof. Consider now the beginning of stage τ + 1 (with t = τ n) where Φ( (t)) ρn, where ρn := (ε + κ)/(κ/2) · (1 + ε) C 1 · n. Let A ⊆ {1, . . . , n} be the set of bins with a hole of size at most C1, i.e. with load larger than τ +2−C1. Note that for every i ∈ {1, . . . , n}, E [Φi(L(t + n)) | L(t) = (t)] (1 + ε) · Φi( (t)), and therefore,
On the other hand, for every bin i / ∈ A, Lemma 3.4 implies that
for some constant κ < 1. Hence,
Putting everything together, we obtain
where in the second to last line we used the lower bound on Φ( (t)).
Using the lemma above, we now establish that the (unconditional) expectation of the exponential potential function at any stage τ is O(n). 
where ρn is the value from Lemma 3.5.
Proof. We show the result by induction on τ . The basic idea is that if the expected potential value is already small for step τ n, then it can only increase by a factor of at most (1 + ε). On the other hand, if the expected potential value is large, then Lemma 3.5 implies that the expected potential will decrease in step τ + 1. Combining these insights yields the first statement of Corollary 3.6.
Let us now turn to the formal proof. Clearly, E [Φ( (0))] = O(n). Again we define t = τ n. We break the proof into two cases: Case 1. We assume that E [Φ(L(t))] (1 + ε) · ρn/(κ/2) and let S be the set of possible values of Φ(L(t)). Then using Lemma 3.5 we have
where the second last line uses our assumption saying that
Hence, using the inductive hypothesis we obtain the following for both cases: For all stages τ , the load vector L(τ n) at the end of stage τ fulfills E [Φ(L(τ n))] = O(n), as ρn = O(n). This completes the proof.
ANALYSIS OF THRESHOLD
We now give our results for the threshold protocol. Due to space limitations, one proof of this section is omitted.
Upper Bound
In this part we extend the results from [7] for the case m = O(n) to the case where m is asymptotically greater than n.
Theorem 4.1. The allocation time of the threshold protocol is m+m 3/4 ·n 1/4 +n, with probability at least 1−8n −2 . In particular, the expected allocation time is bounded by m + O(m 3/4 · n 1/4 ).
Proof. Let r := m/n. We first observe that we can focus on the case where r is an integer. If r is not an integer, we can resort to the statement of theorem for m = r · n. We can also assume that r is bounded from below by a sufficiently large constant for the following reason. As we stated before, if r is upper bounded by some constant, then one can easily prove that in each step t there are at least m/(r + 1) = Ω(n) bins with load less than r + 1 = m/n + 1. Hence the expected time to place m balls is stochastically smaller than the sum of m geometric random variables each with constant mean.
For the proof we assume that all the bin choices of the balls are fixed in advance. Let C be a vector of infinite length. Every entry in C is a number in [n] chosen uniformly and independently at random. The first ball uses the first i entries of C as random bin choices, until it is allocated to bin C[i] (using the rules of threshold). The next ball then uses C[i + 1], . . . , C[i + j] until it is allocated to bin C[i + j], and so on. Our goal is now to upper bound the number of entries of C that are used until threshold allocates all m balls into the n bins.
The main idea of our proof is to upper bound the total number of holes Wt in the bins at time t. The number of holes of a bin is defined as follows. A bin with balls has r + 1 − holes. If the number of remaining holes is less than or equal to n, then all m balls are allocated. Hence, at time t there are (r+1)·n−Wt many balls allocated. We will show that after T = αn many steps (with α := r + r 3/4 + 1) we have Wt n, with high probability. We note that our proof is inspired by the proof of the corresponding result from [7] .
We define X1(t), . . . , Xn(t) as the access distribution at the end of step t, i.e., Xi(t) = x occurs x times in
Moreover, let L1(t), . . . , Ln(t) be the load distribution when the first t entries of C are used, i.e., Li(t) = x means that exactly x balls are allocated to bin i when we have gone through C[1], . . . , C [t] . By definition of threshold Li(t) = min{r + 1, Xi(t)}.
Our aim is to prove for our choice of T that w.h.p.
Similar to the analysis of Czumaj and Stemann in [7] we use Poisson distributed random variables as an approximation for X1(t), . . . Xn(t). We omit the superscript T in the following, as we only consider the access and load distribution at step T .
The expected number of requests that any bin receives in the first T steps is α. Let Y1, . . . , Yn be n independent Poisson random variables with expectation α. Using the Chernoff bound from Theorem 6.4 with ε = r 3/4 /α, α := r + r 3/4 + 1, we obtain for large enough r that for any i We proceed by a case distinction.
8 log n. Then the above probability is smaller than n −2 , so that with probability at least 1 − n Using the inequality of Hoeffding, we obtain that
Our goal is now to prove that Y is not too large with high probability. For i ∈ I define the random variable Zi := [(r + 1) − Yi | yi r + 1]. Then
Further we define for any 1 k r + 1,
.
Hence,
that is,
where the last inequality holds for sufficiently large r. For any fixed set I ⊆ {1, . . . , n}, the random variables Zi with i ∈ I satisfy the preconditions of Theorem 6.6 with
and
With α 1/2 < 8 log n and α = r + r 3/4 + 1 we have n
where the first inequality uses the assumptions α 1/2 8 log n, α r and r being bounded below by a sufficiently large constant. Hence,
By the relation between the Poisson model and the original balls-into-bins model (second statement in Lemma 6.7),
But from n i=1 max{(r + 1) − Li, 0} n, we can conclude that n i=1 Li (r + 1)n − n = rn = m. Hence the threshold protocol finishes the placement of m balls before step T with probability at least 1 − 8n −2 . This finishes the proof of the first statement. For the second statement, we simply divide the infinite vector C into consecutive sections of length αn. Then the probability that the choices in one section suffice to terminate the process is at least 1 − 8n −2 , regardless of the outcomes in the previous sections.
Lower Bound
For our lower bounds we will also use the so-called quadratic potential [3] , which is defined by
It is easy to verify that for any load vector (t) such that maxi i(t) t/n + O(1), Ψ( (t)) = O(Φ( (t))). For simplicity we focus on the case m = n 2 here (similar lower bounds can be also obtained for other relations between m and n). 
This result should be compared to Corollary 3.6 for the adaptive protocol, showing that every bin has at most O(log n) holes.
EXPERIMENTS
We also compare the adaptive protocol to the threshold protocol by means of experiments (Figure 3) . Inline with our theoretical results, we observe that the runtime of threshold quickly converges to m. Moreover, the runtime of adaptive seems to converge to a small constant times m.
To measure the smoothness of the final load distribution, we also compute the average values of the quadratic potential function. Here we observe that this value is significantly smaller for the adaptive protocol, as it converges quickly to a value that is independent of m (note that this principal convergence is also guaranteed by Lemma 3.5, since the quadratic potential function is asymptotically at most the exponential potential function). 
APPENDIX
We observe the following simple fact about convolution of sequences. Recall the definition of convolution: If p = (p k ) n k=0 , q = (q k ) n k=0 are two sequences, then the sequence p q = ((p q) k ) 2n k=0 defined by (p q) k := min{k,n} i=max{0,k−n} pi · q k−i is the convolution of p and q. We say that a sequence p majorizes a sequence q if for every 0 j n, n k=j p k n k=j q k .
Lemma 6.1. Let p, q and r three sequences of n numbers. If p majorizes q and r is non-increasing, then n k=0 p k ·r k n k=0 q k · r k .
We also list several concentration inequalities that are used throughout the paper. We note the following standard Chernoff bound for sum of geometric random variables which can be easily derived by using a Chernoff bound for a sum of Bernoulli random variables. The following lemma due to Adler et al. is an extremely powerful tool for anlyzing balls-into-bins processes.
Lemma 6.7 ([1, Corollary 13]). Let process P1 be the placement of m balls into n bins where each bin is chosen independently and uniformly at random. Let P2 be the process where the load of every bin is an independent Poisson random variable with expectation m/n. Let A be any event concerning the final load distribution.
(1) Then any event that occurs in P2 with probability at most p, holds in P1 with probability at most p · √ n .
(2) Moreover, any event that is increasing w.r.t. adding balls and holds in P2 with probability at most p holds in P1 with probability at most 4p.
