The DISAR (Dynamic Investment Strategy with Accounting Rules) system -an Asset-Liability Management software for monitoring portfolios of life insurance policies -has been proven to be extremely efficient on a grid of conventional computers. However, when executed on multicore architectures, it is fundamental to face new challenges, due to the machine characteristics, in order to improve the performance of the code. Further, since in the future an increasing number of cores per-chip -tens and even hundreds -and smaller per-core resources, as memory, are expected, it seems necessary, in the implementation of very largescale financial applications, to employ an hybrid programming model which uses OpenMP for parallelization inside the node and MPI for message passing between the nodes. We discuss our experiences on two different multicore architectures -an UMA machine and a NUMA one -and we present a set of techniques and software tools that we implement to face the associated problems, including thread binding and correct memory association. We present results using both pure MPI and various hybrid MPI/OpenMP models.
Introduction
The application of new insurance and reinsurance regulation introduced by the European Directive 2009/138 (Solvency II) [15] "on the taking-up and pursuit of the business of Insurance and Reinsurance" leads to a complex valuation process to assess risks and determine the overall solvency needs. The development of an "internal model" -"a risk management system developed by an insurer to analyse its overall risk position, to quantify risks and to determine the economic capital required to meet those risks" [19] -generates hard computational problems. The market consistent valuation of the financial and insurance contracts, defined in condition of uncertainty, requires the use of a stochastic pricing model to take into account a large number of sources of both actuarial and financial uncertainties. The perfect timing of measurements and consequent management actions must be further safeguard. It stands to reason that the computational performance of the valuation process plays a relevant role; this motivates the need to develop both accurate and efficient numerical code and to use High Performance Computing (HPC) methodologies and resources. The literature on the application of HPC in the development of "internal model" is very poor; a relevant contribution is given in [5] where is introduced DISAR (Dynamic Investment Strategy with Accounting Rules), a Solvency II compliant system designed to work on a grid of conventional computers.
In this work we want to investigate the performance of Asset-Liability Management (ALM) software for monitoring portfolios of life insurance policies on multicore architectures. We refer to the methodological ALM valuation framework used in DISAR that is detailed in [13] . The analysis is carried out on "Italian style" profit sharing life insurance policies (PS policies) with minimum guarantees. In these contracts -widely diffused in Italy 1 -the benefits which are credited to the policyholder are indexed to the annual return of a specified investment portfolio, called the segregated fund (in Italian gestione separata). In Italian insurance market, the crediting mechanism typically guarantees a minimum to the policyholder. A profit sharing policy is a "complex" structured contract, with underlying the segregated fund return; the models for the market-consistent valuation of the policy require the use of Monte Carlo (MC) simulation techniques. Then, to speed-up the valuation process of portfolio of PS policies, we applied to DISAR a parallelisation strategy based on the distribution of Monte Carlo simulations -the most time consuming task involved in the valuation process -among processors. In [9, 10] we reported numerical experiments carried out applying to DISAR a parallelisation strategy based on the distribution of Monte Carlo trajectories among processors. We tested the developed parallel software on an IBM Bladecenter using pure MPI implementation and treating every CPU core as a separate entity with its own address space. Now, we show some of the experiences in adding a layer of shared memory threading trying to optimize the application built using MPI and OpenMP. At this aim, we use some tools and techniques for tuning the hybrid MPI/OpenMP DISAR implementation. TAU, PAPI and hwloc are the tools we explore for discovering optimization. We implement the software on two multicore systems, -a Non-Uniform Memory Access (NUMA) machine -an IBM Bladecenter with six blades equipped with two Dual-Core AMD Opteron and -an Uniform Memory Access (UMA) machine -a Blade Server HP ProLiant with four blade equipped with one Quad-Core Intel Xeon.
The paper is organized as follows: in section 2 we outline the asset-liability framework for evaluation of PS policies; in particular in section 2.1 we describe the main features of the mathematical formalization of the Italian contractual standard for PS policies and the considered valuation model, and in section 2.2 we introduce the ALM software DISAR. In section 3 we describe the hybrid approach to programme multicore architectures based on a combination of two traditional programming models, MPI for inter-node communication and OpenMP for intra-node communication. Finally, in section 4 we discuss the hybrid programming techniques and the tools used to develop tuned MPI/OpenMP versions of the ALM software for both the multicore systems, and we report the results of a performance analysis of simulations carried out on a real portfolio containing about 78000 policies.
Profit sharing life insurance policies

Valuation model
In order to describe the asset-liability framework for evaluation of "Italian style" PS policies with minimum guarantees, we consider a single premium pure endowment insurance contract, written at time 0 for a life of age x, with term T years and initial sum insured Y 0 . The crediting mechanism generally includes minimum guarantees. Following a typical interest crediting mechanism, the benefits are readjusted at the end of the year t according to the revaluation
where ρ t is the so-called readjustment rate defined as
ψ ∈ (0, 1] is the participation coefficient, I t is the rate of return of the segregated fund in the year [t−1, t], η is the minimum annual rate retained by the insurance undertaking, i is the technical rate and δ c is the minimum guaranteed annual cliquet rate.
All quantities, with obviously the exception of I t , are contractually defined. The final benefit is given by the insured sum Y 0 , raised at the financial readjustment factor Φ T
where, from (1), (2) and (3), it follows that
If we denote by ε(x, T ) the event "the aged x insured is alive at time T ", then the benefit for the policyholder -the liability of the company -in T is given by
where I ε(x,T ) is the indicator function of ε(x, T ), defining actuarial uncertainty. For providing estimates which are reliable and market-consistent, a stochastic framework has to be considered, where both actuarial and financial uncertainty have to be taken into account. In a market consistent valuation framework of the policy, the value of the benefits at time t = 0, V (0, Y T ), can be expressed as the expected value of the payoff at time t = T , weighted by a suitable state-price deflator. The actuarial and financial risk sources can be supposed to be mutually independent, thus they can be treated separately. Applying a change of measure, employing the so-called risk-neutral probability measure Q [17] , the functional V is expressed by the conditional expectation
where r(t) is the instantaneous intensity of risk-free interest rate, F t is the filtration containing the information about financial events up to time t, T p x , following the usual actuarial notation, denotes the technical expectation and Y T = Y 0 T p x is the actuarially expected benefit. Notice that both ρ t and r(t) are F t -adapted random variables. The annual minimum guarantees in PS policies imply that a series of financial options written on the segregated fund return are embedded in the policies; the value of future profits must be derived taking into account the cost of the options embedded into the policies. The valuation of the policy is then carried out using the option pricing theory; it is natural to perform the financial valuation of both the assets (the reference fund) and the liabilities (the promised benefits) using a same appropriate stochastic pricing model based on the noarbitrage principle. The market consistent stochastic model used for valuating must consider at least as many risk factors as are required to price the asset portfolio, more possible additional sources of uncertainty affecting the liabilities. The segregated fund is typically composed of stocks and bonds, thus, at least risk sources related to both of them have to be taken into account. Risk sources time evolution is then modelled by stochastic differential equations, under a certain probability measure. The return of the segregated fund -which represents the "underlying" of the policy -is strongly influenced by the "management actions" of the insurer. The complexity of profit sharing rule and the management actions involved entail to use numerical methods for valuating the profits; the risk-neutral expectation V (0, Y T ) in (4) is then computed by Monte Carlo simulations on fine grained grid time.
For an exhaustive analysis of the basic principles and methodological approach for a valuation system of profit sharing policies with minimum guarantees we address to [4, 12] . The long computing time needed for evaluating market values and statutory values, the large number of policies in each portfolio of the insurance company, the large number of contracts in the segregated fund, the modelling of the management actions, the application and the control of the investment strategy make the simulation process of portfolios of PS policies a large-scale computational problem. This turns into very computational demanding algorithms and software which require High Performance Computing methodologies, for obtaining reliable solutions in a suitable turnaround time.
Asset-liability management software: the DISAR system
We use the valuation framework of DISAR [5] , a risk-management system designed to monitor portfolios of Italian style PS policies with minimum guar-antees. DISAR works in an ALM framework 2 and embodies the set of accounting rules and the ALM strategy of the assets of the segregated fund, which in turn determines the rate of return underlying the policy. It is composed by a Database Management System and of a set of computing engines. A Monte Carlo approach is used to simulate the evolution of the market risk drivers and models the management of the segregated fund according to a defined management strategy. As required by the Solvency II Directive, DISAR performs computations in a market consistent way at individual and aggregated level and meets the requirements needed for the approval of internal models. DISAR considers different sources of uncertainty, both financial risks, including interest rate risk, equity risk, inflation risk, currency risk, credit risk, contract specific risk sources, and actuarial risks, such as longevity/mortality risk, and thus involves a large number of random variables. Actuarial risks are assumed to be independent between each other, while financial risks are possibly correlated. A list -not exhaustive -of the models used for the evaluation of the main risk drivers includes, among the others, the Cox-Ingersoll-Ross (CIR) model for the interest rate risk [11] , the Black and Scholes (BS) model [2] for the equity benchmark and the CAPM for the equity prices, the lognormal model for the consumer prices and a deterministic model for the expected inflation, the Duffie-Singleton [14] model for the credit spreads and the lognormal model for the exchange rates 3 . At each relevant date (in general at the end of the month or of the accounting year) DISAR provides, among others the values related to the segregated fund, the market value of the policies and the net asset value of the ALM portfolio and its components. DISAR is a high complexity system; it is "data intensive" and "cpu intensive". Castellani and Passalacqua in [5] show an efficient grid architecture for DISAR that allows to strongly reduce the computing times, according to the requirement of the insurance regulation to take IT infrastructure into account and to consider " grid computing technique implementation" in developing internal models [6] . It represents a relevant example of an " internal model" designed for the monitoring of portfolios of profit sharing Italian life insurance policies with minimum guarantees working on a grid of conventional computers. We have introduced in DiAlmEng -the ALM computing unit of DISAR [5] a parallelisation strategy based on the distribution of Monte Carlo trajectories to improve the performance of the code on distributed memory architectures [9, 10] . However, now we have to face new challenges if we want to exploit IT environments consisting of multicore architectures. We discuss our experiences on such architectures and present some techniques that help us to deal with these problems, including binding threads to cores and adequate memory associations.
Parallel programming multicore architectures
In the year 2009 in [1] the authors wrote that "petascale parallel computers with more than a million processing cores are expected to be available in a couple of years.". Now, as evidenced by the TOP 500 list on June 2012
4 , this statement has come true; more than 10 petaflop/s have been reached by parallel computers with about one million and half processing cores. Today most of these HPC architectures comprise clusters of multi-socket multicore shared memory compute nodes coupled via high-speed interconnects. The hardware design of the nodes differs, among the others, because of the presence of a memory hierarchy (higher levels of cache), of separate or shared caches, of UMA vs NUMA characteristics, of multiple memory controllers with affinities to a subset of cores, of number of cores per socket and/or of NUMA domain. It is evident that to efficiently exploit HPC platforms, any applications currently targeting HPC systems must be developed to be designed with respect to the hardware features. "Hence in order to continue to deliver the expected increase in performance in each new generation of multicore processors, codes must increasingly use parallel programming" [25] . Parallel programming must combine distributed memory parallelisation on the interconnected nodes with shared memory parallelisation inside each node. MPI [23] is the de facto standard for message passing parallel programming, provides an explicit messaging model with no assumption of shared memory, while OpenMP [7] is the de facto standard for shared memory parallel programming, providing a threading model, with implicit communication and the assumption of shared memory. Consequently, it seems natural to employ an hybrid programming model which uses OpenMP for parallelisation inside the node and MPI for message passing between nodes [8, 20, 24, 25, 27] . Hybrid programs are those that use both MPI and OpenMP, that is MPI for communication between nodes and OpenMP for communication within a single node. The more compelling reason to use the hybrid approach is that it reduces the demand of resources -such as memory and network -, which it is very useful to run very large problems. Regarding network, it is well known that communication by means of shared memory supports much greater band-width than communication using messages. From the memory point of view, in the threaded OpenMP environment, communication happens through memory; multiple threads, which are executed on separate cores, are launched by a single program. This imply that entire program shares the same memory space and there is only one copy of data and it is shared between threads. Conversely, MPI is a message passing method which basically copies memory. These properties also imply that the hybrid approach allows to solve problems of a larger size in comparison with those can be solved using the pure-MPI paradigm [25] . However, the performance of hybrid codes depends on the arrangement of cores and sockets and also on the ability of the algorithm to make use of shared memory. Hence writing and tuning hybrid applications can be difficult. For instance it is not a trivial task to determine what is the optimal combination of #MPI processes and of #OpenMP threads. Likewise, in a NUMA system the coexistence of both fast local memory access and slow remote memory access necessarily requires that the developers manipulate threads placement to enforce affinity and data locality within parallel programs in order to exploit the full performance of the system [3, 16, 18, 26, 29] . However, both MPI and OpenMP programming models lack a solution for this problem. The hybrid approach is quite new, however it has been widely utilised to implement many applications from different scientific fields [8, 20, 27] but, up till now, a general consensus to its effectiveness in improving application performance has not be reached.
Numerical experiments
We test the parallel MC-based version of DiAlmEng -the ALM computing unit of DISAR [5] -on two multicore systems installed at the University of Naples "Parthenope":
• an IBM Bladecenter LS21, with six blades equipped with two Dual-Core AMD Opteron 2210HE, a L2 cache memory of 1 MByte and a L1 cache of 64 Kbyte per core;
• a Blade Server HP ProLiant BL460c G6 with four blade equipped with one Quad-Core Intel Xeon E5540, 2533 MHz, a L3 cache memory of 8MB, a L2 cache memory of 256 KB per core, and a L1 cache memory of 32 KB for instruction and 32 KB for data per core.
With regard to software, the systems are supplied with Linux operating system Ubuntu Server 11.10, OpenMP release 3. [22] for generating distributed pseudo-random sequences. We simulate a real portfolio containing about 78000 policies aggregated in 5600 fluxes. The time horizon of simulation we consider is 40 years. The segregated fund includes about 100 assets, both bonds and equities. The values of MC trajectories used are N=5000, 20000, 50000. We develop the hybrid MPI/OpenMP and the pure MPI versions from the same base code; that is, both the versions maintain the same numerical accuracy. It is the Monte Carlo loop that is parallelised using OpenMP to create the hybrid code. Communication among nodes is limited to the final phase, since communication consists only in the collective operation reduce to compute global averages from the partial ones, which give the MC method results. Each number of trajectories and processor core count is tested with three combinations of MPI processes and OpenMP threads ( fig. 1 ): one MPI process for each core, no OpenMP thread (pure MPI); one MPI process on each host, all other cores filled with OpenMP threads (hybrid 1); two MPI processes on each host, all other cores filled with OpenMP threads (hybrid 2). We use the Tuning and Analysis Utilities (TAU) profiling toolkit [28] 8 to track the performance of the application and the Performance Application Programming Interface (PAPI) 9 for measuring hardware related events. For gathering a detailed knowledge of the hardware topologies of the systems ( fig. 2) and for controlling the program execution, we use the library Portable Hardware Locality (hwloc) [3] -a sub-project of the overall OPEN MPI project that provide a low level hardware abstraction and offer portability by supporting many platforms and operating systems. 
Performance results on an IBM Blade center -a NUMA architecture
Here we compare the performance of the three different implementation of DiAlmEng on an IBM Blade center -a NUMA architecture. As we pointed out in section 3 managing the assignment of the threads to the cores has a large performance impact on a NUMA-system based. To improve performance of the hybrid versions, we properly set thread affinity -using the hwloc package -to specify which core each thread should run on. To get a time comparison, in figure 3 the ratio of timings of the hybrid 2 version binding the threads to specific cores and the hybrid 2 version without setting thread affinity is shown, for a total number of cores increasing from 4 to 24. In any test the ratio is smaller than 1, confirming the advantage in setting thread/core mapping.
In order to select the best of the versions -in terms of execution time -, in figure 4 we report the ratio of timings of the hybrid versions, both of them with thread/core affinity, and pure MPI code. We observe that the hybrid 2 version performs better than the other two ones; the pure MPI implementation instead outperforms the hybrid 1 version. Those results point out that, in terms of execution time, 1) the hybrid 2 version exhibits the optimal combination of #MPI processes and #OpenMP threads -that is consistent with the hardware topology of the machine; 2) an hybrid version can perform worse than pure MPI when the impact of NUMA memory is not well considered.
In figure 5 we plot the parallel efficiency of pure MPI and the hybrid 2 version. Both of codes scale very well -the efficiency values are always very close to the ideal value 1. This is due to the almost perfect load balancing, as shown by the TAU execution time profile, in seconds, of the Monte Carlo simulation procedure in the DiAlmEng software, for the hybrid 2 version using 24 cores for N=20000 ( fig. 6) .
Further, the efficiency values show that the hybrid 2 version scales better than pure MPI since the time spent carrying out collective communication is much lower; this is confirmed by the TAU communication time profiles, in seconds, of both the versions reproduced in figure 7 . Note that for N=50000 the execution time on 1 core is about 16 hours while it takes about 41 minutes on 24 cores with the hybrid 2 version. Another advantage of the hybrid versions over pure MPI is in the data memory consumed. For a fixed number of MC trajectories, the ALM software requires for each generated MPI process a replication of almost all of data arrays; this implies that halving the number of MPI processes, the data memory usage reduces by almost a factor two. Finally, figure 8 shows the performance, in terms of Mflops/s, of the hybrid 2 version on the IBM Bladecenter for each core count and number of trajectories. We observe that for a fixed core count the values of the Mflops/s sustained are almost the same for each value of N considered; that is varying the number of MC trajectories, the Mflops/s per core are nearly constant. On the other hand, increasing the number of cores, the Mflops/s increase linearly, that is the performance scales very well with the number of cores. 
Performance results on a Blade server HP -an UMA architecture
We implement the pure MPI and the hybrid 1 and 2 version of the DiAlmEng software also on a Blade server HP. It is an UMA machine; for this reason we do not need to set explicitly the thread/core affinity. In figure 9 we report the ratio between the execution times of the two hybrid versions and the pure MPI. We see that the execution times is lower for both the hybrid versions, particularly at lower number of Monte Carlo trajectories. Then, both the hybrid versions perform better than the pure MPI, differently from the situation occurred on the NUMA architecture where an inaccurate distribution of threads and data have implied "NUMA penalties". For all the dimensions of Monte Carlo simulation now the best performing number of OpenMP threads for MPI process is provided by the hybrid 1 version, that once again is coherent with the hardware topology of the machine. In fact, the hybrid 1 version mitigates the time required for performing collective communication operations, as we can see comparing the TAU communication time profile of mpi reduce of pure MPI and hybrid 1 version reported in figure 10 ; with a only one MPI process per host, the omp reduction clause sums contributions to the data values common to all threads in a node; this approach reduces the number of MPI processes involved in the more time consuming mpi reduce collective communication. Further, due to lesser MPI tasks running on the same number of cores, the startup and shutdown time of MPI processes is reduced.
In figure 11 we report the efficiency values of pure MPI and hybrid 1 version; The efficiency values of the hybrid version are again very close to the ideal value 1; they are higher for lower values of Monte Carlo trajectories and lower than we obtained on the IBM Bladecenter. This behaviour could be due on one hand, to a worse load balancing than that one is realized on IBM Bladecenter, and on the other hand, to the small caches dimensions that are filled just with a low number of Monte Carlo simulations. Notwithstanding this, both the versions scale well; in particular the hybrid 1 scales better than pure MPI.
The TAU execution time profile of the Monte Carlo simulation procedure, for the hybrid 1 version using 16 cores for N=20000, reproduced in figure 12 , shows that the implementation still exhibits a good load balancing.
In figure 13 we report the Mflops/s of the hybrid 1 version for various core counts and number of trajectories. We observe the same behaviour described in section 3.1 on the IBM Bladecenter, that is the performance scales very well with the number of cores. On the Blade server HP the Mflops/s reached are higher than on the IBM Bladecenter, since each core of Intel Xeon has a higher peak performance with respect to the AMD Opteron. This seems to show that the Mflops/s sustained by the hybrid versions of the DiAlmEng software scale well also increasing the hardware performance of the processor.
Finally, note that for N=20000 the execution time on 1 core of the Intel Xeon is about 5,5 hours while it takes about 23 minutes on 16 cores with the hybrid 1 version.
Conclusions
Exploiting multicore programming in solving financial problems is ever more an economic issue, since efficiently facing very large-scale financial applications requires a strong synergy between high-level theory and high-level technology and then a close collaboration between experts in finance, in modelling, in computational mathematics and in computer science. Although the DISAR (Dynamic Investment Strategy with Accounting Rules) system -a Solvency II compliant system -scales well on distributed memory architectures, obtaining good performance on multicore architectures is challenging. Here we described some of the issues we encountered and faced in adapting DiAlmEng -the ALM computing unit of DISAR -for multicore system. In particular we exploited an hybrid MPI/OpenMP approach and we set thread affinity on a NUMA system. All our experiments show that an hybrid combination of MPI processes and OpenMP threads, consistent with the hardware architecture, improves the overall performance of ALM software. Although the obtained improvement may seem like a small one, one must keep in mind that the parallel computers with more and more cores are expected to be available in the near future; for more cores the hybrid code spends less time carrying out collective communication than the pure MPI code, thus delivering better performance. Further, increasing the number of cores per chip, per-core resources, such as memory, are expected to become smaller, thus the reduction of memory consumption, required from MPI calls and buffering, resulting form the hybrid code, will become crucial to efficiently face the complex valuation process in "internal models".
