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a b s t r a c t
For theMathieu differential equation y′′(x)+[a−2q cos(x)]y(x) = 0with purely imaginary
parameter q = is, the characteristic value a exhibits branching points. We analyze the
properties of the Mathieu functions and their Fourier coefficients in the vicinity of the
branching points. Symmetry relations for the Mathieu functions as well as the Fourier
coefficients behind a branching point are given. A numerical method to compute Mathieu
functions for all values of the parameter s is presented.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Many problems in physics can be expressed as partial differential equations and the main task that remains is to find
mathematical solutions of these equations that fit the physical initial and boundary conditions. One of the most popular
strategies to solve these partial differential equations is the separation of variables. In 1868Mathieu analyzed the vibrations
of an elliptically shaped membrane and reached a periodic differential equation [1] which is named after him [2]. In general
the Mathieu differential equation is written in the form y′′(x)+ [a− 2q cos(x)]y(x) = 0. Later more and more applications
of the Mathieu equation to physical problems have been found [3] which led to a thorough analysis of this equation for the
real parameter q. Comprehensive textbooks on Mathieu functions (the solution of the Mathieu differential equation) were
written in [4–8]. In the well known pocketbook of Abramowitz and Stegun [9] comprehensive material on the Mathieu
functions written by Blanch can be found. Newer results are presented by Wolf in the NIST Handbook of Mathematical
functions [10] or in the recently published book of Mechel [11]. Mathieu functions for real parameters are visualized in the
work of Vega et al. [12].
However, until now the Mathieu functions for a purely imaginary parameter q = is where i is the imaginary unit
and s is real are rarely discussed. Mulholland and Goldstein [13] first analyzed this case and found that the first adjacent
characteristic values coincide at s ≈ 1.47. A further study on purely imaginary parameters was given in [14]. In 1969 Blanch
and Clemm published detailed tables of characteristic values for complex parameters [15]. However, to calculate the course
of the Mathieu functions the knowledge of the characteristic values only is not sufficient.
In general the Mathieu functions can be expressed in terms of a Fourier series. The characteristic values and the
corresponding Fourier coefficients obey a recurrence relation which can be rewritten in terms of a Matrix eigenvalue
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problem [16]. A comprehensive reviewon this issue is given in [17].While the eigenvalues of thematrix are the characteristic
values, the eigenvectors contain the Fourier coefficients of theMathieu functions. This provides a valuable tool for numerical
implementations of the Mathieu functions as fast and accurate solvers for eigenvalues and eigenvectors of matrix problems
are available. Thus, this way of implementation is used in many numerical routines for computation of the Mathieu
functions.
However, in the case of a purely imaginary parameter the characteristic values become complex. Thus the natural
ordering of real numbers cannot be used to order the characteristic values. Nevertheless, also the Fourier coefficients of
the Mathieu functions become complex. This problem is not well discussed in the literature and leads to problems in
current numerical implementations of theMathieu functions. Especially the exact knowledge of the Fourier coefficients and
their behavior in the vicinity of the branching points is mandatory to compute the Mathieu functions for purely imaginary
parameters accurately.
In this work we give a detailed analysis of Mathieu functions for purely imaginary parameters with emphasis on the
characteristic values and the Fourier coefficients. In Section 2, we recover the general theory of Mathieu functions including
the matrix representation of the corresponding recurrence relation. In general, the matrix is tridiagonal and infinite. To
obtain analytical approximations for the first two characteristic values and Fourier coefficients we consider a truncated
2×2matrix system as the simplest nontrivial case. Furthermore,we rewrite thewell known approximations for theMathieu
functions and their characteristic values for small purely imaginary parameters, which are valid before the branching points.
This enables us to determine the correct sign of the eigenvector as well as the correct order of the characteristic values and
the Fourier coefficients behind the branching point. In Section 3 we use this results to develop a numerical algorithmwhich
correctly implements the Mathieu functions and the corresponding characteristic values as well as the Fourier coefficients.
Since the main idea of the implementation is the same for all four kinds of the Mathieu functions, we focus on the even
π-periodic Mathieu functions. Summary and conclusions are given in Section 4.
2. Theory
In this section,we summarize the formulas for the calculation of the evenπ-periodicMathieu functions ce2m(φ, q), which
satisfy the Mathieu differential equation
∂φφce2m(φ, q)+ [a2m(q)− 2q cos(2φ)] ce2m(φ, q) = 0. (1)
Since we focus on purely imaginary parameters, it is reasonable to introduce the quantity
q = is, (2)
where s > 0 is a purely real value. We recall the general theory of Mathieu functions in terms of the parameter s.
Approximations for the characteristic values and Fourier coefficients are given. We present symmetry relations for the
Fourier coefficients and the Mathieu functions.
2.1. Mathieu functions and its Fourier expansion
The even π-periodic Mathieu functions for a purely imaginary parameter q = is satisfy the differential equation
∂φφce2m(φ, is)+ [a2m(is)− 2is cos(2φ)] ce2m(φ, is) = 0, (3)
where a2m are the corresponding characteristic values. The Mathieu functions obey the orthogonality relation 2π
0
dφ ce2m(φ, is)ce2m′(φ, is) = πδmm′ . (4)
The Mathieu functions can be expressed in the Fourier series
ce2m(φ, is) =
∞
r=0
A(2m)2r cos(2rφ), (5)
where the Fourier coefficients A(2m)2r also depend on the parameter s.
Introducing the Fourier expansion given in Eq. (5) in the considered Mathieu differential equation (3), one yields the
following recurrence relation:
a2mA
(2m)
0 = isA(2m)2 , (6)
[a2m − 4] A(2m)2 = is

2A(2m)0 + A(2m)4

and (7)
a2m − 4r2

A(2m)2r = is

A(2m)2r−2 + A(2m)2r+2

for r ≥ 2. (8)
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Fig. 1. Real part and imaginary part of the characteristic values in dependence on the parameter s. The results were obtained by solving Eq. (9). (For
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
For numerical evaluation it is reasonable to rewrite the recurrence relation as an eigenvalue problemof an infinite tridiagonal
matrix in the form [17]:
0
√
2is√
2is 4 is
is 16 is
is 36 is
. . .
. . .
. . .
is 4r2 is
. . .


√
2A(2m)0
A(2m)2
A(2m)4
A(2m)6
...
A(2m)2r
...

= a2m

√
2A(2m)0
A(2m)2
A(2m)4
A(2m)6
...
A(2m)2r
...

, (9)
where the eigenvalues are the characteristic values a2m. The eigenvectors contain the Fourier coefficients A
(2m)
2r . For the
numerical computation of the Mathieu functions it is advantageous to solve the matrix equation (9). Numerical methods to
solve the eigenvalue problem of an infinite complex symmetric tridiagonal matrix approximately are available [16]. Due to
the orthogonality relation, the Fourier coefficients have to obey the normalization
2

A(2m)0
2 + ∞
r=1

A(2m)2r
2 = 1. (10)
A further orthonormality relationship between the Fourier coefficients is given in [18]
∞
m=0
A(2m)2p A
(2m)
2r = δpr −
δ0pδ0r
2
for p, r = 0, 1, 2, . . . . (11)
Especially for p = 0 = r we obtain
∞
m=0

A(2m)0
2 = 1
2
(12)
and for p = r ≥ 1:
∞
m=0

A(2m)2r
2 = 1. (13)
These relations can be used to estimate the number of coefficients which are necessary for a required numerical accuracy.
Furthermore, the characteristic values obey the relation
∞
m=0

a2m − 4m2
 = 0. (14)
In Fig. 1 the real part and the imaginary part of the characteristic values are shown in dependence on the parameter s.
To obtain the characteristic values the eigenvalue problem (9) was solved numerically. As one can see, the real parts of
two adjacent characteristic values become equal at the so called branching point. The branching points are denoted as sl.
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Table 1
Position of the branching points.
l 0 1 2 3
sl 1.47 16.47 47.81 95.48
a4l = a4l+2 2.09 27.32 80.66 162.11
Behind the branching point the real parts of two adjacent characteristic values coincide. The imaginary part of two adjacent
characteristic values vanish before the branching point. Behind the branching point the imaginary parts of two adjacent
characteristic values have opposite sign. The sign of the imaginary part is chosen to be in agreement with the analysis of
Mulholland and Goldstein [13] as well as of Blanch [15], i.e.
Im(a4l) < 0
Im(a4l+2) > 0
for s > sl. (15)
For example, the first characteristic value a0 (blue line in Fig. 1) is purely real for s < s0 ≈ 1.47. At the first branching
point s0 ≈ 1.47 the first and the second characteristic values coincide (a0 = a2 ≈ 2.09). For larger values s > s0 the
characteristic values are complex conjugated, i.e. a2 = a∗0 .
The branching points are considered in detail in [6,19]. In Table 1 the position of the branching points and the
corresponding characteristic values are given. The positions of the branching points can be approximated by [6]
sl ≈ 1.47+ 6.82l+ 8.168l2. (16)
The quadric growth of the position of the branching points is considered in [20,21].
2.2. Quadratic approximation by truncation of the matrix
Approximatively, the recurrence relation (6)–(8) can be considered by taking only the Fourier coefficients A(2m)0 and A
(2m)
2
into account, i.e. A(2m)2r = 0 for r ≥ 2 [18,19]. Thus, the eigenvalue equation (9) reduces in this approximation to a 2 × 2
system in the form
0
√
2is√
2is 4
√
2A(2m)0
A(2m)2

≈ a2m
√
2A(2m)0
A(2m)2

form = 0, 1. (17)
The two eigenvalues are determined by a2m[a2m − 4] + 2s2 = 0, i.e.:
a0 ≈ 2−

4− 2s2 (18)
a2 ≈ 2+

4− 2s2. (19)
Similar calculations were performed in [22], who considered a 3×3-matrix to obtain approximative values. In general, from
Eq. (6) of the recurrence relation the Fourier coefficients obey
A(2m)0
A(2m)2
= is
a2m
. (20)
Since only the Fourier coefficients A(2m)0 and A
(2m)
2 are taken into account in the approximation, we can introduce Eq. (6) in
the normalization condition given in Eq. (10) and obtain
A(2m)0
2 ≈ 1
2

1−

A(2m)2
2 ≈ 1
2−  a2ms 2 form = 0, 1. (21)
In analogy to Eqs. (18) and (19) we obtain approximations for the first Fourier coefficients:
A(0)0 ≈
 1
2−

2−
√
4−2s2
s
2 (22)
A(2)0 ≈
 1
2−

2+
√
4−2s2
s
2 . (23)
C.H. Ziener et al. / Journal of Computational and Applied Mathematics 236 (2012) 4513–4524 4517
Fig. 2. Real part (left) and imaginary part (right) of the characteristic values a0 (blue) and a2 (red). Solid lines denote the exact solutions. The truncated
matrix approximations (18) and (19) are given by dashed lines while dotted lines represent the series expansions from Eqs. (26). (For interpretation of the
references to colour in this figure legend, the reader is referred to the web version of this article.)
The second Fourier-coefficients can be determined using Eq. (20):
A(0)2 = −i
a0
s
A(0)0 (24)
A(2)2 = −i
a2
s
A(2)0 . (25)
2.3. Before a branching point
Before the branching point of two adjacent characteristic values, expansions in terms of the parameters s can be given
by
m = 0 : a0 ≈ +12 s
2 + 7
128
s4 for s < s0 ≈ 1.47,
m = 1 : a2 ≈ 4− 512 s
2 − 763
13 824
s4 for s < s0 ≈ 1.47,
m = 2 : a4 ≈ 16− 130 s
2 + 433
864 000
s4 for s < s1 ≈ 16.47,
m = 3 : a6 ≈ 36− 170 s
2 + 187
43 904 000
s4 for s < s1 ≈ 16.47.
(26)
The power series for higher indices is given by
a2m ≈ 4m2 − 12(4m2 − 1) s
2 + 20m
2 + 7
32(4m2 − 1)3(4m2 − 4) s
4 for s < s⌊m2 ⌋ (27)
where ⌊ ⌋ denotes the Gaussian brackets. Higher orders of the expansion can be found, e.g., in Eqs. (1.3) and (1.6) in [19] as
well as in Eq. (17.1.3) in [11]. The given approximations are only valid before the corresponding branching point.
In Fig. 2 we compare the exact solutions of a0 and a2 with the approximations obtained by the truncated 2× 2 matrix as
well as the series expansion in small s. It can be clearly seen that the series expansion fails near and behind the branching
point. The truncated matrix approximation, however, yields reasonable approximations also behind the branching point.
Especially the imaginary part is well approximated for s > s0.
Approximations for the Mathieu functions for values of s before the corresponding branching point are given by (see
20.2.27 and 20.2.28 in [9]):
m = 0 : ce0(φ, is) ≈ 1+ s
2/16√
2
− is
2
√
2
cos(2φ)− s
2
32
√
2
cos(4φ) for s < s0 ≈ 1.47,
m = 1 : ce2(φ, is) ≈ is4 + cos(2φ)−
is
12
cos(4φ) for s < s0 ≈ 1.47,
m = 2 : ce4(φ, is) ≈ − s
2
192
+ is
12
cos(2φ)+ cos(4φ) for s < s1 ≈ 16.47,
m = 3 : ce6(φ, is) ≈ − is
3
23 040
− s
2
640
cos(2φ)+ is
20
cos(4φ) for s < s1 ≈ 16.47.
(28)
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Fig. 3. Real part (solid) and imaginary part (dashed) of the Fourier coefficients A(0)0 (left) and A
(2)
0 (right). Black lines denote the exact solution obtained
from Eq. (9). The truncated matrix approximations (22) and (23) are given by red lines while blue lines represent the series expansions from Eqs. (29). (For
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
With these expansions at hand, power series in s for the Fourier coefficients can be given by
m = 0 : A(0)0 ≈
1+ s2/16√
2
for s < s0 ≈ 1.47,
m = 1 : A(2)0 ≈
is
4
for s < s0 ≈ 1.47,
m = 2 : A(4)0 ≈ −
s2
192
for s < s1 ≈ 16.47,
m = 3 : A(6)0 ≈ −
is3
23 040
for s < s1 ≈ 16.47,
(29)
where the approximations are valid until s reaches the corresponding branching point. The approximations for the Fourier
coefficients can be generalized for arbitrary indices r andm in the following way:
A(0)0 ≈
1√
2

1+ s
2
16

form = 0 = r and s < s0 ≈ 1.47,
A(0)2r ≈
√
2[−i]r
[r!]2
 s
4
r
form = 0 and s < s0 ≈ 1.47,
A(2m)2r ≈
im−r [2m]!
[r −m]![r +m]!
 s
4
r−m
for r > m ≥ 1 and s < s⌊m2 ⌋,
A(2)2 ≈ 1+
19
18 432
s2 for r = m = 1 and s < s0 ≈ 1.47,
A(2m)2m ≈ 1+
4m2 + 1
4m2 − 12 s
2
16
form > 1 and s < s⌊m2 ⌋,
A(2m)2r ≈
im−r [m+ r − 1]!
[m− r]![2m− 1]!
 s
4
m−r
form > r and s < s⌊m2 ⌋.
(30)
Especially from the last line follows the approximation
A(2m)0 ≈
im
[2m− 1]!m
 s
4
m
for s < s⌊m2 ⌋, (31)
which will be important for the numerical analysis of the eigenvalue problem to be considered later.
In Fig. 3 the Fourier coefficients A(0)0 and A
(2)
0 are visualized in dependence on the parameter s.
2.4. Behind a branching point
As shown above two adjacent eigenvalues become complex conjugated behind the corresponding branching point, i.e.
a2 = a∗0 for s > s0 ≈ 1.47 (see Figs. 1 and 2). This can be generalized for all branching points in the following way:
a4l+2 = a∗4l for s > sl. (32)
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Fig. 4. Real part (left) and imaginary part (right) of the characteristic values a0 and a2 in dependence of the parameter s. The exact solution of Eq. (9) is
shown in blue solid lines for a0 and in red solid lines for a2 . The quadratic approximation obtained from the truncated matrix approximation is shown
in the blue dashed line for a0 and in the red dashed line for a2 . Behind the branching point s > s0 yields Re(a0) = Re(a2) ≈
√
2s − 1/4 (see Eq. (33)
for l = 0) which is shown in the black solid line on the left. For the imaginary part yields Im(a0) = −Im(a2) behind the branching point s > s0 , with
Im(a0) ≈
√
2s− 2s (see Eq. (33) for l = 0) which is visualized in the blue dotted line on the right (for s > s0 the blue dotted line coincides with the blue
solid line), and Im(a2) ≈ −
√
2s+2s (red dotted line on the right). (For interpretation of the references to colour in this figure legend, the reader is referred
to the web version of this article.)
Fig. 5. The characteristic values a4 and a6 . Before the branching point s1 ≈ 16.47, a4 and a6 are purely real. Behind the branching point the real parts
coincide, i.e. Re(a4) = Re(a6) ≈ 5
√
2s− 13/4 (see Eq. (33)) for l = 1, where the approximation is visualized in the red solid line. For s > s1 , the imaginary
parts have opposite sign:−Im a6 = Im a4 ≈ 5
√
2s− 2s (red dashed line, obtained from Eq. (33) for l = 1). (For interpretation of the references to colour
in this figure legend, the reader is referred to the web version of this article.)
Behind a branching point sl, for large values of the parameter s ≫ sl the characteristic value can be approximated by (cf.
28.8.1 in [10]):
a4l ≈ [4l+ 1][1+ i]
√
2s− 2is− 2l2 − l− 1/4 for s ≫ sl. (33)
The values for the corresponding sl can be found in Table 1. In Fig. 4 the exact characteristic values a0 and a2 are compared
with the quadratic approximation (obtained from the truncatedmatrix) and the approximation for large s. In Fig. 5 the exact
characteristic values a4 and a6 are compared with the approximation for large s. In this case for l = 1 the approximation in
Eq. (33) is valid for s behind the branching point s1.
In analogy to the characteristic values the Fourier coefficients obey similar relations behind the corresponding branching
point, i.e.
A(2)0 = A(0)∗0 for s > s0 ≈ 1.47. (34)
To find a relation between the second Fourier coefficients A(0)2 and A
(2)
2 we use Eq. (20) and the property a2 = a∗0 for
s > s0 ≈ 1.47 of the characteristic values and obtain
A(2)2 = −A(0)∗2 for s > s0 ≈ 1.47. (35)
This relationwill be generalized for arbitrary Fourier coefficients A(2m)2r in the following. However, first wewill consider some
further properties of the Mathieu functions.
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Fig. 6. Visualization of the Fourier coefficients A(4)0 and A
(6)
0 (left) as well as A
(0)
2 and A
(2)
2 (right), obtained from the solution of Eq. (9). For s < s1 ≈
16.47, A(4)0 ≈ −s2/192 is purely real and A(6)0 ≈ −is3/23 040 is purely imaginary. For s > s1 ≈ 16.47, we obtain from Eq. (39): A(6)0 = A(4)∗0 , i.e.
Re(A(6)0 ) = Re(A(4)0 ) (see black and green lines on the left) and Im(A(6)0 ) = −Im(A(4)0 ) (see red and blue lines on the left). In a similar way we obtain from
Eq. (39): A(2)2 = −A(0)∗2 , i.e. Re(A(0)2 ) = −Re(A(2)2 ) (see black and green lines on the right) and Im(A(0)2 ) = Im(A(2)2 ) (see red and blue lines on the right)
for s > s0 . For s < s0 , A
(0)
2 is purely imaginary and A
(2)
2 is purely real, which is in agreement with the series expansion for small s given in Eq. (30). (For
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
The fact that characteristic values become complex conjugated behind their corresponding branching points causes
further consequences. Therefore, we consider the original Mathieu differential equation (3) for the index m = 2l + 1.
Taking the complex conjugate of the differential equation, we obtain with the property (32) of the characteristic values:
∂φφce∗4l+2(φ, is)+ [a4l + 2i s cos(2φ)] ce∗4l+2(φ, is) = 0 for s > sl. (36)
Furthermore, by a simple variable transformation in the original Mathieu differential equation one finds:
∂φφce2m(π/2− φ, is)+ [a2m + 2i s cos(2φ)] ce2m(π/2− φ, is) = 0. (37)
Withm = 2l one yields by comparing with Eq. (36) the property
ce4l+2(φ, is) = ce∗4l(π/2− φ, is) for s > sl. (38)
Introducing the Fourier-expansion of the Mathieu-functions given in Eq. (5) into this obtained property (38) we can find
for the Fourier coefficients the symmetry relation:
A(4l+2)2r = (−1)rA(4l)∗2r for s > sl, (39)
which is a generalization of the properties (34) and (35). In Fig. 6 we consider the Fourier coefficients A(4)0 and A
(6)
0 as well
as A(0)2 and A
(2)
2 . It is worth noting, that the Fourier coefficients A
(4)
0 and A
(6)
0 have no zeros for s > s1 (see left hand side
of Fig. 6). Also the Fourier coefficients A(0)0 and A
(2)
0 have no zeros for s > s0 (see Fig. 3). The asymptotic behavior of the
Fourier coefficient is analyzed in detail in [23]. For large values of the parameter s the first Fourier coefficient A(0)0 can be
approximated by
A(0)0 ≈

4π2s
− 18 e−i π16 for s ≫ s0 ≈ 1.47, (40)
i.e. Re(A(0)0 ) > 0 and Im(A
(0)
0 ) < 0 for s ≫ s0. This is important since also Re(A(0)0 ) > 0 for s < s0 (see Eq. (29)), while
Im(A(0)0 ) = 0 for s < s0. Thus, Re(A(0)0 ) is always positive and has a singularity at s = s0. This is visualized in Fig. 3 too. Due
to the relation (34), the Fourier coefficient A(2)0 yields for large values of the parameter s behind the branching point s0:
A(2)0 ≈

4π2s
− 18 e+i π16 for s ≫ s0 ≈ 1.47, (41)
i.e., Re(A(2)0 ) > 0 and Im(A
(2)
0 ) > 0 for s ≫ s0 (see right hand side of Fig. 3). The other lowest Fourier coefficients show the
asymptotic behavior
A(4l)0 ≈ [−1]l
√[4l]!
[2l]!4l

π2s
− 18 e−i π16 for s ≫ sl and l ≥ 1, (42)
i.e. Re(A(4l)0 ) ∝ [−1]l and Im(A(4l)0 ) ∝ −[−1]l for s ≫ sl. For s < sl we obtain from Eq. (31) with m = 2l for the Fourier
coefficient A(4l)0 ∝ [−1]l, thus, A(4l)0 is purely real for s < sl. In conclusion, Re(A(4l)0 ) has the same sign for all values of s, which
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Fig. 7. Real part (left) and imaginary part (right) of the Mathieu functions before the first branching point for s = 1. The Mathieu functions are obtained
from Eq. (5), and the corresponding Fourier coefficients are the elements of the eigenvector in Eq. (9).
Fig. 8. Real part (left) and imaginary part (right) of the Mathieu functions behind the first branching point for s = 2. Since s > s0 , according to Eq. (38)
yields ce2(φ, 2i) = ce∗0(π/2−φ, 2i), which can be verified by considering the black and red lines. The higher Mathieu functions ce4 and ce6 do not exhibit
this property.
can be seen for A(0)0 in the left hand side of Fig. 3 and for A
(4)
0 in the left hand side of Fig. 6. From the relation (39) we obtain
with r = 1 for the asymptotic behavior of the Fourier coefficient A(4l+2)0 behind the branching point:
A(4l+2)0 ≈ [−1]l
√[4l]!
[2l]!4l

π2s
− 18 e+i π16 for s ≫ sl and l ≥ 1. (43)
Due to the properties of the Fourier coefficients shown above, all the first Fourier coefficients A(2m)0 never change their
signs. This is also visualized in Fig. 3 and in the left hand side of Fig. 6. This property is important for the numerical
implementation, since it allows to determine the sign of the numerically found eigenvector in Eq. (9). However, the higher
Fourier coefficients can change their sign, for example, Im(A(0)2 ) and Im(A
(2)
2 ) as visualized in the right hand side of Fig. 6.
Since the behavior of the Fourier coefficients is known, it is easy to compute Mathieu functions using the Fourier
series in Eq. (5). Before a branching point (e.g. s = 1) the Mathieu functions exhibit the property ce2m(π/2 + φ, is) =
ce2m(π/2− φ, is). The first four Mathieu functions are visualized in Fig. 7 for s = 1. Behind the first branching point s0 only
the first two Mathieu functions ce0 and ce2 obey the symmetry relation ce2(φ, is) = ce∗0(π/2 − φ, is), while the property
ce2m(π/2+ φ, is) = ce2m(π/2− φ, is) is valid for all Mathieu functions. This is visualized in Fig. 8 for s = 2.
3. Numerical implementation
As stated in the previous section it is advantageous to calculate theMathieu functions by solving the eigenvalue problem
given in Eq. (9). The eigenvalues are the characteristic values and the eigenvectors contain the Fourier coefficients, which
are necessary to determine the Mathieu functions according to Eq. (5).
Many mathematical software products provide functionality for the numerical solution of matrix equations. However,
the eigenvalues have to satisfy a specific ordering.
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The corresponding ordering relations have been derived in the previous section and are now summarized for better
understanding.
Before the first branching point (s < s0) all characteristic values are purely real and ordered in an ascending series, i.e.
a0 < a2 < a4 < a6 · · ·. Considering a parameter s between two branching points sl−1 < s < sl the higher characteristic
values a4l < a4l+2 < a4l+4 < a4l+6 < · · · are still before their branching point and remain purely real and, therefore, keep
their ascending order.
In contrast, the first 2l characteristic values, a0, a2, . . . , a4l−4, a4l−2 which are behind their corresponding branching
points are complex and thus, there is no natural ordering. However, two adjacent characteristic values form a complex
conjugated pair (see Eq. (32)). Thus, these pairs share the same real part and, therefore, they still can be arranged in an
ascending order with respect to their real part. Within a pair of complex conjugated characteristic values the characteristic
value with the negative imaginary part corresponds to the lower index and the characteristic value with the positive
imaginary part corresponds to the higher index (see Eq. (15)), i.e. if two real parts are equal, then the eigenvalue with the
negative imaginary part is the lower eigenvalue. With the correct ordering of the eigenvalues also the correct order of the
assigned eigenvectors is determined.
Additionally a numerical problem arises with the sign of the eigenvectors. The numerical routines might converge in
different signs of the eigenvectors for different parameter s. This results in jumps of the sign of the Fourier coefficient A(2m)2r
in dependence of the parameter s. Such phenomena can be observed in standard routines for the computation of Mathieu
functions. This is even a problem in the case of purely real parameters q. To overcome this problem it is advantageous to
consider the first entry A(2m)0 of the eigenvector. For small values of the parameter s the correct prefactor of the first Fourier
coefficient is A(2m)0 ∝ im (see Eq. (31)). This means, before the corresponding branching point, A(2m)0 is either purely real or
purely imaginary. Behind a branching point A(2m)0 becomes complex (see for example Figs. 3 and 6). If before the branching
point the Fourier coefficient A(2m)0 is purely real and positive, then behind the branching point the real part stays positive
(see, for example, the course A(0)0 in the left hand side of Fig. 3). In a similar way the correct continuation of the other Fourier
coefficients can be found. The part of A(2m)0 which does not vanish before the branching point has the same sign before and
behind the branching point. This is visualized in Figs. 3 and 6. For example A(6)0 is purely imaginary and negative before the
branching point s1 (see Eq. (31) and the blue line in left hand side of Fig. 6). Behind the branching point the imaginary part
of A(6)0 remains negative.
The numerically found eigenvalues and eigenvectors usually do not satisfy the ordering relation described above.
Therefore, we sorted the eigenvalues and eigenvectors in terms of the presented ordering strategy and corrected the sign
of the eigenvectors when necessary. A compact presentation of the numerical algorithm to calculate Mathieu functions is
given in the following:
Parameters:
• k: dimension of the matrix and length of the eigenvector (for accuracy reasons, k should be larger than the
largest desired eigenvalue and/or Fourier coefficient [16]);
• s: purely real parameter of the Mathieu function (mind: q = is).
Algorithm:
1. Initialize the truncated Mathieu matrix of size k× kwith parameter s according to Eq. (9).
2. Solve the eigenvalue problemwith a standard solver for complex matrix equations to obtain k eigenvalues and
the corresponding k eigenvectors.
3. Sort the eigenvalues a2m:
(a) Sort a2m in ascending order of Re(a2m), keep multiple entries.
(b)For allm: if Re(a2m) = Re(a2m+2) and Im(a2m) > Im(a2m+2) then swap order of a2m and a2m+2.
4. Apply the new order of the eigenvalues to the list of the eigenvectors.
5. Normalize the eigenvectors according to Eq. (10).
6. For allm: check the sign of A(2m)0 and correct the sign if necessary:
(a) Ifm is even and sign(Re(A(2m)0 )) ≠ sign(Re(im)) then flip the eigenvector.
(b) Ifm is odd and sign(Im(A(2m)0 )) ≠ sign(Im(im)) then flip the eigenvector.
7. For allm: correct the factor
√
2 in A(2m)0 (see the first element of the eigenvector in Eq. (9)).
8. Calculate the Mathieu function as a truncated Fourier series according to Eq. (5).
This algorithmwhich gives the numerical solutions of the matrix equation (9) for the π-periodic evenMathieu functions
ce2m(φ, is) for purely imaginary parameters is implemented in the computer programMATHEMATICA R⃝ (WolframResearch,
Inc., Champaign, IL, USA) [24].
In the following listings k, dig and eps are global variables, I is the imaginary unit. The internal precision of
MATHEMATICA R⃝ is determinedbydig andeps is assumed to be thenumerical accuracy. The functionMathieuMatrix[s]
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returns the recurrence matrix for a specific s corresponding to point (i) of the algorithm:
,
1 MathieuMatrix[s_]:=Module[{matrix},
2 matrix=Table[Table[
3 If[Abs[u-v]==1,I*s,If[u==v,(2*u)^{2},0]],
4 {u,0,k-1}],{v,0,k-1}];
5 matrix[[2,1]]=Sqrt[2]*I*s;
6 matrix[[1,2]]=Sqrt[2]*I*s;
7 matrix];
Point (ii) to point (vii) of the algorithm are considered in the function A[s]:
,
1 A[s_]:=Module[{vals,vecs,norm,perm,flip,m},
2 {vals,vecs} = Eigensystem[N[MathieuMatrix[s],dig]];
3 perm = Ordering[vals,All,SortEV[#1,#2]&];
4 vecs = vecs[[perm]];
5 For[m=0,m<k,m++,
6 norm = Total[vecs[[m+1]]^{2}];
7 vecs[[m+1]] = vecs[[m+1]]/Sqrt[norm];
8 If[Mod[m,2]==0,
9 flip=Sign[Re[vecs[[m+1,1]]]]*Sign[Re[I^m]],
10 flip=Sign[Im[vecs[[m+1,1]]]]*Sign[Im[I^m]]
11 ];
12 vecs[[m+1]]=vecs[[m+1]]*flip;
13 ];
14 vecs[[All,1]]/=Sqrt[2];
15 Map[Annihilate ,vecs ,{2}]];
Point (ii) of the algorithm is considered in line 2, where the eigenvalue problem for the generated matrix is solved with the
MATHEMATICA R⃝ command Eigensystem[] which returns a list of eigenvalues (vals) and eigenvectors (vecs). In line
3, the eigenvalues are sorted according to point (iii) with the self-defined ordering operator SortEv[v1,v2]. This function
determines whether the eigenvalue v1 or v2 corresponds to a smaller indexm.
,
1 SortEV[v1_,v2_]:=If[Abs[Re[v1]-Re[v2]]<eps,
2 Im[v1]<Im[v2],
3 Re[v1]<Re[v2]];
In line 4 of the function A[s] the list of eigenvectors gets permuted to match the ordering of the eigenvalues (point (iv)
of the algorithm). The normalization of the eigenvectors according to point (v) of the algorithm is performed in line 6 and
line 7. Lines 8–12 correspond to point (vi) of the algorithm. If the sign of A(2m)0 does not satisfy Eq. (31), the variable flip
becomes -1 and the vector gets flipped in line 12. Line 14 takes care of the factor
√
2 in Eq. (9) for A(2m)0 . Line 15 returns
the lists of eigenvectors. With help of the function Annihilate[c], real part and imaginary part of the elements of the
eigenvectors are truncated to zero if their absolute value is smaller than the assumed precision eps.
,
1 Annihilate[c_]:=Module[{},
2 If[Abs[Re[c]]<eps,0,Re[c]]+I*If[Abs[Im[c]]<eps,0,Im[c]]];
Since in MATHEMATICA R⃝ matrix indices start counting by 1, specific elements A(2m)2r (s) have to be accessed by
A[s][[m+1,r+1]]. Point (viii) of the algorithm is implemented in the function ce2m[s,m] which provides a function
object for a specific s andm.
,
1 ce2m[s_,m_]:=Module[{coeff=A[s]},
2 Function[{phi},Sum[coeff[[m+1,n]]*Cos[2*(n-1)*phi],{n,1,k}]]];
The use of this function object is simple, for example, the real part of the Mathieu function ce2(φ, s = 4) can be plotted as
follows.
,
1 ce2=ce2m[4,1];
2 Plot[Re[ce2[phi]],{phi,0,2*Pi}]
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If only the eigenvalues are of interest one can use the function a[s]. Its only task is to provide a correct ordering of the
eigenvalues.
,
1 a[s_]:=Module[{vals},
2 vals=Sort[Eigenvalues[N[MathieuMatrix[s],dig]],SortEV[#1,#2]&];
3 Map[Annihilate ,vals]];
4. Summary and conclusions
For the even π-periodic Mathieu functions with purely imaginary parameter a comprehensive analysis of the behavior
of the characteristic values as well as the Fourier coefficients is given. Therefore, it is comfortable to rewrite the recurrence
relation in terms of a matrix equation. To obtain an impression on the dependence of the characteristic values as well as the
Fourier coefficients we startedwith analyzing the truncated 2×2matrix. Thewell known series expansions for theMathieu
functions and the characteristic values are rewritten in terms of an imaginary parameter q = is. These series expansions are
valid before a branching point only. The knowledge of the sign of the Fourier coefficients before a branching point allows to
find the correct sign behind the branching point.
Symmetry relations for the Fourier coefficients and the Mathieu functions which are valid behind a branching point are
derived in Eqs. (38) and (39).
The Fourier coefficients A(2m)0 do not change the sign for all values of the parameter s. Thus, they can be used to determine
the correct sign of the eigenvector which contains the Fourier coefficients.
We demonstrate how these results can be applied to develop a numerical algorithm based on the solution of a matrix
eigenvalue problem to compute the Mathieu functions reliable.
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