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Abstract. If R is a commutative ring, I an ideal of R and v,w ∈ Um2n(R, I) then
we show that v,w are in the same orbit of elementary action if and only if they are
in that of elementary symplectic action extending a result in [4]. We also show that
if A is a non-singular affine algebra of dimension d over an algebraically closed field k
such that d!A = A, d ≡ 2(mod 4) and I an ideal of A, then Umd(A, I) = e1Spd(A, I).
As a consequence it is proved that if A is a non-singular affine algebra of dimension
d over an algebraically closed field k such that (d + 1)!A = A, d ≡ 1(mod 4) and I a
principal ideal then Spd−1(A, I)∩ESpd+1(A, I) = ESpd−1(A, I). We give an example
to show that the above result does not hold true for an affine algebra over a C2 field
and also show by an example that the above stability estimate is optimal.
1. Introduction
We shall confine ourselves to working over a commutative ring R with 1, which is
generally an affine algebra over an algebraically closed field k.
Historically, Bass–Milnor–Serre in [3] observed that K1(R) = limGLn(R)/En(R) is
a finite limit, attained when n ≥ d + 3, where d is the Krull dimension of R. They
conjectured that the correct estimate should be max{3, d+2}, which was established by
L.N. Vaserstein in [20]. Vaserstein went on to show that a similar phenomenon occurs
for the symplectic and orthogonal K1 functors; and established estimates ≥ 2d+ 4 for
them.
A.A. Suslin started improving the estimates of J-P Serre and Hyman Bass for K0,
by working over affine algebras over a field of cohomological dimension at most one
(under certain divisibility conditions on the field; which we shall blur over in the intro-
duction). This led Ravi A. Rao and W. van der Kallen in [12] to question whether a
similar phenomenon would occur for injective K1-stabilization; which they established
as max{3, d+1}. Later in [5] it was further improved to max{3, d} under certain divis-
ibility conditions on the field. In this article we prove similar estimate for relative K1
(see Theorem 4.8).
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Their methods were successfully used in the symplectic group in the work of R. Basu–
R.A. Rao in [1] to get the bound ≥ d+ 1 for the symplectic group. Along with S. Jose
in [10] they also showed that the injective stability bound does not improve for the
orthogonal K1 even over nice affine algebras.
The Basu–Rao results were reproved (and slightly improved) by Chattopadhyay–Rao
in [4]. Later Basu–Chattopadhyay–Rao in [2] succeeded in getting the injective estimate
max{4, d}, for smooth affine algebras over a field of cohomological dimension ≤ 1, when
d is divisible by 4.
There was a further improvement in the stability estimate for K0 in the recent work
of Jean Fasel–Ravi A. Rao–Richard G. Swan in [5], over a smooth affine algebra over
an algebraically closed field k. They also showed that the injective stability estimate
fell to max{3, d}.
This led us to further investigate whether the injective stability bound for the sym-
plectic group also fell similarly. In this article we first show the following result of [4]
extending it to the case when n = 2 and removing the condition 2R = R.
Theorem 1.1. Let R be a commutative ring, I an ideal of R and v ∈ Um2n(R, I).
Then vE2n(R, I) = vESp2n(R, I).
The above result is used to show the following.
Theorem 1.2. Let A be a non singular affine algebra of dimension d over an alge-
braically closed field k such that d ≡ 2(mod 4), 1
d!
∈ k and I an ideal of A. Let
v ∈ Umd(A, I). Then v can be completed to a symplectic matrix which is congruent to
identity modulo I.
Then using Theorem 1.2 we show that the injective stability for symplectic K1 falls to
max{4, d−1}, when d ≡ 1(mod 4) and (d+1)!A = A. Precisely we prove the following.
Theorem 1.3. Let A be a nonsingular affine algebra of dimension d over an alge-
braically closed field k and I = (a) a principal ideal. Assume (d + 1)! ∈ k∗ = k \ {0},
d ≡ 1(mod 4).Then
Spd−1(A, I) ∩ ESpd+1(A, I) = ESpd−1(A, I).
We also show by an examples that one cannot expect the injective stability bounds
to fall further for smooth affine algebras over an algebraically closed field. Just as the
positive solutions of the cancellation problem for Ad−1 leads to positive solution; the
negative solution due to Mohan Kumar in [9] leads to the examples that the injective
stability estimates will not fall further. These examples are also used by us to show
that the injective stability estimates do not even fall to d− 1, as above, when we work
with affine algebras over a field of cohomological dimension two. It remains to see if
the situation improves over a field of cohomological dimension at most one.
Throughout this article R will denote a commutative ring with 1 6= 0 and
I an ideal of R unless otherwise specified.
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2. Preliminaries
A row v = (v1, v2, . . . , vn) ∈ Rn is said to be unimodular if there exists another
row w = (w1, w2, . . . , wn) ∈ Rn such that 〈v,w〉 =
∑n
i=1 viwi = 1. We shall denote
the set of all unimodular rows in Rn by Umn(R). Let ei denote the i - th row of the
identity matrix In of size n. Then Umn(R, I) will denote the set of all unimodular
rows of length n which are congruent to e1 modulo I. It can be shown that for any
v ∈ Umn(R, I) there exists w ∈ Umn(R, I) such that 〈v,w〉 = 1. Any subgroup G of
GLn(R, I) = {α ∈ GLn(R) : α ≡ In(mod I)} acts on Umn(R, I) where In denotes the
identity matrix. Let v,w ∈ Umn(R, I), we write v ∼G w if v = wg for some g ∈ G.
Definition 2.1. (Elementary group En(R), Relative elementary group En(R, I)) Given
λ ∈ R, for i 6= j, let Eij(λ) = In+λeij where eij ∈ Mn(R) is the matrix whose only non-
zero entry is 1 at the (i, j)-th position. Such Eij(λ)’s are called elementary matrices.
The subgroup of GLn(R) generated by Eij(λ), i 6= j, λ ∈ R is called the elementary
subgroup of GLn(R) and is denoted by En(R). Similarly we define En(I) for any ideal I
of R. We define En(R, I) to be the normal closure of En(I) in En(R). It is the smallest
normal subgroup of En(R) containing the element E21(x), x ∈ I.
Definition 2.2. (Symplectic group Sp2n(R), Relative symplectic group Sp2n(R, I)) We
define the symplectic group Sp2n(R) to be the isotropy group of the standard symplectic
form ψn =
∑n
i=1 e2i−1 2i−
∑n
i=1 e2i 2i−1. In other words Sp2n(R) = {α ∈ GL2n(R)αtψnα =
ψn}. We define the relative symplectic group as Sp2n(R, I) = {α ∈ Sp2n(R) |α ≡ I2n
(mod I)}. Note that if α ∈ Sp2n(R, I), then its transpose αt ∈ Sp2n(R, I).
Let σ ∈ S2n denote the permutation of the natural numbers given by σ(2i) = 2i− 1
and σ(2i− 1) = 2i; i = 1, 2, . . . , n.
Definition 2.3. (ESp2n(R), ESp2n(R, I)) We define for z ∈ R, 1 ≤ i 6= j ≤ 2n,
sei j(z) =
{
12n + zeij if i = σ(j);
12n + zeij − (−1)i+jzeσ(j)σ(i) if i 6= σ(j) and i < j.
It is easy to see that all these generators belong to Sp2n(R). We call them elementary
symplectic matrices over R, and the subgroup of Sp2n(R) generated by them is called the
elementary symplectic group ESp2n(R). Similarly the subgroup generated by seij(z), z ∈
I is denoted by ESp2n(I). The group ESp2n(R, I) is defined to be the smallest normal
subgroup of ESp2n(R) containing ESp2n(I).
The following is easy.
Lemma 2.4. If the first row of a symplectic matrix M ∈ Sp2n(R, I) equals e1, then its
second column is equal to et2 and vice versa.
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Definition 2.5. (The excision ring) If I is an ideal of R, one constructs the ring Z⊕ I
with multiplication defined by
(n, i)(m, j) = (nm, nj +mi+ ij)
for m,n ∈ Z, i, j ∈ I. If the dimension of the ring is d ≥ 1, then the maximal spectrum
of Z⊕ I is the union of finitely many subspaces of dimension at most d ([19], 3.19).
There is a natural homomorphism f : Z ⊕ I −→ R given by (m, i) 7−→ m + i ∈ R.
Let v = (1 + i1, i2, . . . , in) ∈ Umn(R, I) where ij’s are in I. Then we shall say v˜ =
(1˜+ i˜1, i˜2, . . . , i˜n) ∈ Umn(Z⊕ I, 0⊕ I) for 1˜ = (1, 0), i˜j = (0, ij) to be a lift of v. Clearly
f sends v˜ to v.
We shall define MSEn(R) =
Umn(R)
En(R)
and likewise MSEn(R, I) =
Umn(R,I)
En(R,I)
. We recall
the Excision theorem (see [19], Theorem 3.21).
Theorem 2.6. (Excision theorem) Let n ≥ 3 be an integer and I be an ideal of a
commutative ring R. Then the natural maps F : MSEn(Z ⊕ I, 0 ⊕ I) → MSEn(R, I)
defined by [(ai)] 7→ [(f(ai))] and G : MSEn(Z ⊕ I, 0 ⊕ I) → MSEn(Z ⊕ I) defined by
[(ai)] 7→ [(ai)] are bijections.
Definition 2.7. We shall say a ring homomorphism φ : B ։ D has a section if there
exists a ring homomorphism γ : D →֒ B so that φ ◦ γ is the identity on D. We shall
also say that D is a retract of B.
The following is easy.
Lemma 2.8. Let B,D be rings and and π : B ։ D has a section. If J = ker(π), then
En(B, J) = En(B)∩SLn(B, J), n ≥ 3 and ESp2n(B, J) = ESp2n(B)∩Sp2n(B, J), n ≥ 2.
It is well known that the double of a ring w.r.t. an ideal is the same as the excision
algebra w.r.t. an ideal I. The following is proved in ([6], Proposition 3.1).
Proposition 2.9. Let R be a ring of dimension d and I a finitely generated ideal of R.
Consider the Cartesian square
C −−−→ Ry y
R −−−→ R/I
Then, C is a finitely generated algebra of dimension d over R and integral over R. In
fact, C ≃ R ⊕ I with the coordinate wise addition and the multiplication defined by
(a, i)(b, j) = (ab, aj + ib + ij), 1˜ = (1, 0) being the identity in C. In particular, if R is
an affine algebra of dimension d over a field k, then C ≃ R⊕ I is also an affine algebra
of dimension d over k.
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Remark 2.10. We shall call C as the excision algebra of R with respect to the ideal
I. There is a natural homomorphism g : R ⊕ I −→ R given by (x, i) 7−→ x + i ∈ R.
Clearly g has a section.
Let v = (1 + i1, i2, . . . , in) ∈ Umn(R, I) where ij’s are in I. Then we shall call
v˜ = (1˜ + i˜1, i˜2, . . . , i˜n) ∈ Umn(R ⊕ I, 0 ⊕ I) for 1˜ = (1, 0), i˜j = (0, ij) to be a lift of v.
Note that g sends v˜ to v.
The following is from ([14], Section §5, Remarks (a)).
Lemma 2.11. (Vaserstein) For any commutative ring R, we have
e1E2n(R) = e1ESp2n(R).
Lemma 2.12. For any commutative ring R and an ideal I of R, we have
e1E2n(R, I) = e1ESp2n(R, I).
Proof. Let R∗ = R⊕ I and I∗ = 0⊕ I. Clearly the quotient map q : R∗ −→ R = R∗/I∗
has a section. Let v ∈ e1E2n(R, I). Then there exists ε ∈ E2n(R, I) such that v = e1ε.
Let ε˜ ∈ E2n(R∗, I∗) be a lift of ε i.e. g(ε˜) = ε. Then v˜ = e1ε˜ ∈ Um2n(R∗, I∗) is a lift
of v. Now by Lemma 2.11 we have δ˜ ∈ ESp2n(R∗) such that v˜ = e1δ˜. Going modulo
I∗ we have e1 = e1q(δ˜). So replacing δ˜ by q(δ˜)
−1δ˜ if necessary we may assume that δ˜ ∈
ESp2n(R
∗) ∩ Sp2n(R∗, I∗) = ESp2n(R∗, I∗) by Lemma 2.8. So δ = g(δ˜) ∈ ESp2n(R, I)
and v = g(v˜) = e1g(δ˜) = e1δ ∈ e1ESp2n(R, I). Therefore e1E2n(R, I) ⊂ e1ESp2n(R, I).
The reverse inclusion is obvious. 
The following lemma follows from ([20], Theorem 2.3(e), 2.5), ([19], Proposition 2.4).
Lemma 2.13. Let the maximal spectrum max(R) of R be a disjoint union of V (I) =
{m ∈ max(R) : I ⊂ m} and finitely many subsets Vi where each Vi, when endowed with
the Zariski topology (topology induced from Spec R) is a noetherian space of dimension
at most d. Let (a0, a1, . . . , am) ∈ Umm+1(R), a0 ≡ 1(mod I) and m ≥ d + 1 and S
a subset of size d + 1 of {0, 1, . . . , m − 1}. Then there exists ti ∈ I with ti = 0 for
i 6∈ S such that (a0 + amt0, a1 + amt1, . . . , am−1 + amtm−1) ∈ Umm(R). In particular
Umm(R, I) = e1Em(R, I) for m ≥ d+ 2.
Lemma 2.14. Let the maximal spectrum of R satisfy conditions as in Lemma 2.13 and
α ∈ Sp2n(R, I) for 2n ≥ d+2. Then ∃ ε ∈ ESp2n(R, I) such that αε = I2 ⊥ γ for some
γ ∈ Sp2n−2(R, I).
Proof. Let v = e1α ∈ Um2n(R, I). Since 2n ≥ d+2 we have Um2n(R, I) = e1E2n(R, I) =
e1ESp2n(R, I) by Lemmas 2.12, 2.13. So we have an elementary symplectic matrix
ε′ ∈ ESp2n(R, I) such that vε′ = e1. Therefore the first row of the symplectic matrix
αε′ is e1 and by Lemma 2.4 its second column is e
t
2. So αε
′ will look like
 1 0 0x 1 v1
vt2 0 β

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for some x ∈ I, v1, v2 ∈ M1 n−2(I) and β ∈ GLn−2(R, I). Now we shall multiply αε′ by
suitable elementary symplectic matrices of the form se2j(z), j 6= 2, z ∈ I from the right
to change all non diagonal entries of the second row to zero. Note that no entries of the
first row gets affected for these multiplications. The resulting matrix is a symplectic
matrix whose second row is e2 and therefore by Lemma 2.4 its first column must be
et1. Thus we have an elementary symplectic matrix ε such that αε = I2 ⊥ γ for some
γ ∈ Sp2n−2(R, I). 
Corollary 2.15. If 2n ≥ d+ 2, then we have ε ∈ ESp2n(R, I) such that
αε =
{
I2n−d ⊥ γ for some γ ∈ Spd(R, I) when d is even
I2n−d−1 ⊥ γ for some γ ∈ Spd+1(R, I) when d is odd.
Definition 2.16. (Permutation matrices) It is well known that there exists an injective
group homomorphism from the permutation group Sn on n symbols to GLn(Z) defined
by
σ 7−→ (etσ(1), etσ(2), . . . , etσ(n)) = (eσ−1(1), eσ−1(2), . . . , eσ−1(n))t.
If we identify each permutation with its image in GLn(Z) then we can view Sn as a
subgroup of GLn(Z). Matrices in Sn are called permutation matrices.
A transposition (i j) corresponds to Eji(1)Eij(−1)Eji(1)δj where δj is a diagonal ma-
trix with all but (j, j)-th entry 1 and (j, j)-th entry −1. If σ is an even permutation
matrix then σ ∈ SLn(Z) = En(Z) as each transposition is of determinant −1. Thus the
group of even permutation matrices is a subgroup of En(Z).
Definition 2.17. (Suslin Matrix) Given two vectors v,w ∈ Rr+1 A.A.Suslin in ([15],
§5) gave an inductive process to construct the Suslin matrix Sr(v,w). We recall this
process: Let v = (a0,v1), w = (b0,w1), where a0, b0 ∈ R and v1,w1 ∈ M1r(R). Set
Sr(v,w) = (a0) for r = 0 and define
Sr(v,w) =
(
a0I2r−1 Sr−1(v1,w1)
−Sr−1(w1,v1)t b0I2r−1
)
In ([15], Lemma 5.1) it is noted that Sr(v,w)Sr(w,v)
t = 〈v,w〉I2r= Sr(w,v)tSr(v,w)
and detSr(v,w) = 〈v,w〉2r−1 for r ≥ 1. A.A. Suslin introduced these matrices and
showed that a unimodular row of the form (a0, a1, a
2
2, . . . , a
r
r) can be completed to an
invertible matrix. Following Vaserstein in [21] we shall call unimodular row of this
type as factorial row and denote it by ψr!(v) for v = (a0, a1, . . . , ar). In fact in ([16],
Proposition 2.2, Corollary 2.5) it is shown that there is an βr(v,w), 〈v,w〉 = 1 with
[βr(v,w)] = [Sr(v,w)] in K1(R) whose first row is ψr!(v). In ([11], Corollary 4.3(iii))
it is shown that if v,w ∈ Umr+1(R, I), r ≥ 2 then we may assume that βr(v,w) ≡ Ir+1
modulo I.
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A.A Suslin then described a sequence of forms Jr ∈M2r(R) by the recurrence formula:
Jr =

1 for r = 0,
Jr−1 ⊥ −Jr−1 for r even
Jr−1⊤− Jr−1 for r odd
(Here α ⊥ β =
(
α 0
0 β
)
while α⊤β =
(
0 α
β 0
)
.)
It is easy to see that det(Jr) = 1 for all r, and that J
t
r = J
−1
r = (−1)
r(r+1)
2 Jr. Moreover
Jr is antisymmetric if r = 4k+1 and r = 4k+2 whereas Jr is symmetric if r = 4k and
r = 4k + 3. In ([15], Lemma 5.3) it is noted that the following formulas are valid: The
Suslin identities are
for r = 4k : (Sr(v,w)Jr)
t = Sr(v,w)Jr;
for r = 4k + 1 : Sr(v,w)JrSr(v,w)
t = 〈v,w〉Jr;
for r = 4k + 2 : (Sr(v,w)Jr)
t = −Sr(v,w)Jr;
for r = 4k + 3 : Sr(v,w)JrSr(v,w)
t = 〈v,w〉Jr.
Remark 2.18. Consider the Suslin matrix Sr(v,w), with 〈v,w〉 = 1. By the Suslin
identities Sr(v,w) is a symplectic matrix w.r.t Jr when r ≡ 1(mod 4) and an orthogonal
matrix w.r.t Jr when r ≡ 3(mod 4). It is to be noted that Jr is merely a permutation
matrix if we ignore the sign of its entries. So we shall have a permutation matrix σJr
such that σJrJrσ
t
Jr
= ψ2r−1 when Jr is antisymmetric i.e. r = 4k + 1, 4k + 2. Here
ψn =
∑n
i=1 e2i−1 2i −
∑n
i=1 e2i 2i−1.
When r = 4k+1, 4k+2, we shall denote the group of matrices α ∈ GL2n(R) satisfying
αJrα
t = Jr by SpJr(R). Clearly SpJr(R) = {α|αJrαt = Jr} = σ−1Jr Sp2r(R)σJr . We
shall define ESpJr(R) = σ
−1
Jr
ESp2r(R)σJr , ESpJr(R, I) = σ
−1
Jr
ESp2r(R, I)σJr . By ([17],
Corollary 1.4) and Theorem 2.6 we have ESpJr(R, I) ⊂ E2r(R, I).
The following is proved in ([11], Lemma 4.2).
Lemma 2.19. Let R be a ring and J an ideal of R. Let α ∈ SLn(R) with α ≡
In(mod J). Then there exists a unique matrix S ∈ SLn(Z ⊕ J) such that S ≡ In
(mod 0 ⊕ J), and with f(S) = α, where f : Z ⊕ J −→ R is the natural homomor-
phism (see Definition 2.5). Moreover, if n = 2m, for some m, and α is a Suslin matrix
of determinant one, then S is also a Suslin matrix of determinant one.
We recall ([2], Lemma 2.13) and include a proof for the sake of completeness.
Lemma 2.20. Let the maximal spectrum of R satisfy conditions as in Lemma 2.13, d ≥
1 and Sr(v,w) ∈ SL2r(R, I), 2r ≥ d + 2 for v,w ∈ Umr+1(R, I) satisfying 〈v,w〉 = 1.
Assume that r ≡ 1(mod 4). Then there exists εJr ∈ ESpJr(R, I) such that Sr(v,w)εJr =
7
(I2r−k ⊥ γ)ε for some γ ∈ Spk(R, I) and ε ∈ E2r(R, I). Here k = d+ 1, d according as
d is odd or even respectively.
Proof. Let R∗ = Z⊕ I, I∗ = 0⊕ I. We shall consider the corresponding Suslin matrix
Sr(v
∗,w∗) ∈ SL2r(R∗, I∗) described in the Lemma 2.19. Since r = 4k + 1 we have
Sr(v
∗,w∗) ∈ SpJr(R∗, I∗). So S = σJrSr(v∗,w∗)σ−1Jr ∈ Sp2r(R∗, I∗). Therefore by
Corollary 2.15 we have an ε ∈ ESp2r(R∗, I∗) such that Sε = I2r−k ⊥ γ∗ for some
symplectic matrix γ∗ ∈ Spk(R∗, I∗) of desired size. If we define εJr = σ−1Jr εσJr ∈
ESpJr(R
∗, I∗) then we have Sr(R
∗, I∗)εJr = σ
−1
Jr
(I2r−k ⊥ γ)σJr .
Now after interchanging the first pair of rows and columns if necessary we may
assume that Sr(v
∗,w∗)ε∗Jr = σ
−1(I2r−k ⊥ γ∗)σ for some even permutation σ ∈ E2r(Z).
Let ε∗ = {(I2r−k ⊥ γ∗)−1σ−1(I2r−k ⊥ γ∗)}σ. We know that E2r(R∗) is a normal
subgroup of SL2r(R
∗) ([17], Corollary 1.4). So ε∗ ∈ E2r(R∗) ∩ SL2r(R∗, I∗). But R∗/I∗
is a retract of R∗ (Definition 2.7). Therefore ε∗ ∈ E2r(R∗, I∗) by Lemma 2.8 and
we have Sr(v
∗,w∗)ε∗Jr = (I2r−k ⊥ γ∗)ε∗. Taking the image in R under the natural
homomorphism f : R∗ −→ R the result follows. 
3. Equality of orbits
In the previous section we have seen that both the groups E2n(R, I) and ESp2n(R, I)
act on Umn(R, I). It is natural to ask whether orbits under these two different group
actions are the same. In ([4], Theorem 4.1), it is shown that this is indeed the case
in the absolute case i.e. vE2n(R) = vESp2n(R) for v ∈ Um2n(R), n ≥ 2. In the same
paper it is also proved that the result is true in the relative case too but with an extra
hypothesis viz n ≥ 3 and 2R = R (see Theorem 5.5). In this section we give a different
proof of this result which works both in the absolute case and relative case and also in
all characteristics.
Definition 3.1. Let v = (v0, v1, . . . , v2n−1) ∈ R2n. Then we define v̂ = vψ2n. Note
that 〈v, v̂〉 = 0.
Lemma 3.2. ([17], Lemma 1.3) Let v = (v1, v2, . . . , vn) ∈ Umn(R) and u = (u1, u2,
. . . , un) ∈ Umn(R) be such that
∑n
i=1 uivi = 1. Let φ : R
n → R be the map sending
ei 7→ vi where {e1, e2, . . . , en} is the basis of Rn. Then for w = (w1, w2, . . . , wn) ∈
ker(φ) we have w =
∑
i 6=j wiuj(vjei − viej).
Lemma 3.3. ([7], Lemma 1.5) Let n ≥ 2 and a ∈ I, v ∈ R2n or a ∈ I, v ∈ I2n. Then
12n + av
tv̂ ∈ ESp2n(R, I).
Lemma 3.4. ([7], Lemma 1.9) Let w ∈ R2n and vi ∈ I2n, n ≥ 2 for i = 1, 2, . . . k be
such that 〈v̂i,w〉 = 0 for all i. Then there is an element b ∈ I such that
12n +
k∑
i=1
(vtiŵ +w
tv̂i) =
k∏
i=1
(12n + v
t
iŵ +w
tv̂i)× (12n + bwtŵ)
8
Lemma 3.5. Let α(X) ∈ ESp2n(R[T, T−1, X ], (X)), n ≥ 2. Then for sufficiently large
N we have α(TNX) ∈ ESp2n(R[T,X ], (X)).
Proof. Let S = R[T, T−1]. It is enough to prove the theorem for α(X) = γseij(Xf)γ
−1,
i 6= j, f ∈ S[X ], γ ∈ ESp2n(S[X ]). Note that if vj = ejγt i.e. vtj is the jth column
of γ then (−1)j+1v̂j is the σ(j)th row of γ−1. This is because γtψ2nγ = ψ2n gives
v̂j = ejγ
tψ2n = ejψ2nγ
−1 = (−1)j+1eσ(j)γ−1. We prove it in the following cases.
Case - 1 i = σ(j)
In this case α(X) = γseiσ(i)(Xf(X))γ
−1 = 12n + (−1)i+1Xf(X)vtiv̂i. We choose N
sufficiently large such that TNvi ∈ M1 2n(R[X, T ]) and TNf(X) ∈ R[X, T ]. Then
α(T 3NX) ∈ ESp2n(R[T,X ], (X)) by Lemma 3.3.
Case - 2 i 6= σ(j)
In this case α(X) = γseij(Xf(X))γ
−1 = 12n+(−1)jXf(X)vtiv̂σ(j)+(−1)jXf(X)vtσ(j)v̂i.
Call vi = v = (v1, v2, . . . , v2n) ∈ Um2n(S[X ]) and v̂σ(j) = w = (w1, w2, . . . , w2n) ∈
Um2n(S[X ]). Note that 〈w,v〉 = 0 since (−1)jw is the jth row of γ−1. Now by Lemma
3.2 w =
∑
k 6=l wkul(vlek − vkel) where u = (u1, u2, . . . , u2n) ∈ Um2n(S[X ]) such that
〈u,v〉 = 1. We have vσ(j) = −wψ2n =
∑
k 6=l wkul((−1)kvleσ(k) − (−1)lvkeσ(l)). Let
vkl = wkul((−1)kvleσ(k) − (−1)lvkeσ(l)). Then v̂kl = wkul(vlek − vkel) and 〈v̂kl,v〉 = 0.
Note that vσ(j) =
∑
k 6=l vkl and w = v̂σ(j) =
∑
k 6=l v̂kl.
α(X) = 12n + (−1)jXf(X)vtiv̂σ(j) + (−1)jXf(X)vtσ(j)v̂i
= 12n + (−1)jXf(X)
∑
k 6=l
[
vtv̂kl + v
t
klv̂
]
=
∏
k 6=l
[
12n + (−1)jXf(X)(vtklv̂ + vtv̂kl)
] (
12n +Xh(X)v
tv̂
)
by Lemma 3.4.
We choose N sufficiently large such that TNvkl, T
Nv are in M1 2n(R[X, T ]) and T
Nf(X),
TNh(X) ∈ R[T,X ] . Then α(T 3NX) ∈ ESp2n(R[T,X ], (X)) by an argument which is
implicit in ([7], Lemma 1.10). 
Corollary 3.6. (Dilation Principle) Let α(X) ∈ ESp2n(Ra[X ], (X)). Then for suffi-
ciently large N we have β(X) ∈ ESp2n(R[X ], (X)) such that α(aNX) = β(X)a.
Proof. We choose γ(X, T ) ∈ ESp2n(R[X, T, 1/T ], (X)) such that γ(X, a) = α(X).
Then by Lemma 3.5 we have an integer N sufficiently large such that γ(TNX, T ) ∈
ESp2n(R[X, T ], (X)). Now the result follows for β(X) = γ(a
NX, a). 
Using the dilation principle one can prove the following. The proof is similar to
Vaserstein’s proof of the corresponding result for elementary action (see [8], Chapter
III, Section §2, Proposition 2.3, Theorem 2.4, 2.5).
Proposition 3.7. Let v(X) ∈ Um2n(R[X ]), n ≥ 2 such that v(X)s ∼ESp2n(Rs[X]) v(0)s.
Then for sufficiently large m we have v(X + smY ) ∼ESp2n(R[X,Y ]) v(X).
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Let S be a sub ring of R. Define A = {a ∈ S | v(X)a ∼ESp2n(Ra[X]) v(0)} and B =
{b ∈ S | v(X+bY ) ∼ESp2n(R[X,Y ]) v(X)}. Then A,B are ideals of S such that A =
√
B.
Suppose v(X)m ∼ESp2n(Rm[X]) v(0)m for all maximal ideals m of S. Then A = B = S.
In particular v(X + Y ) ∼ESp2n(R[X,Y ]) v(X) and therefore v(X) ∼ESp2n(R[X]) v(0).
The following generalizes Proposition 3.7.
Proposition 3.8. Let R = ⊕i≥0Ri be a positively graded ring and R+ = ⊕i≥1Ri the
augmentation ideal of R. Let q : R −→ R0 = R/R+ be the quotient map, v ∈ Um2n(R)
and w = q(v) ∈ Um2n(R0). Suppose vm ∼ESp2n(Rm) wm for all maximal ideals m of R0.
Then v ∼ESp2n(R) w.
Proof. Let φ : R[T ] ։ R be the evaluation map sending T to 1. Then φ has a section
ψ : R →֒ R[T ] defined by ψ(∑ri=0 xi) =∑ri=0 xiT i, deg xi = i i.e. φψ = id.
Let u(T ) = ψ(v) ∈ Um2n(R[T ]). Then by our hypothesis u(T )m ∼ESp2n(Rm[T ]) u(0)m
for all maximal ideals m of R0. Therefore by Proposition 3.7 we have u(T ) ∼ESp2n(R[T ])
u(0). The result now follows taking the image of both sides under φ. 
We shall now prove the main result of this section extending ([4], Theorem 5.5).
Theorem 3.9. Let v ∈ Um2n(R, I). Then vE2n(R, I) = vESp2n(R, I).
Proof. We may assume that n ≥ 2 as for n = 1 we have E2n(R, I) = ESp2n(R, I).
Clearly vESp2n(R, I) ⊂ vE2n(R, I). So we only need to show that vE2n(R, I) is a subset
of vESp2n(R, I). Let w ∈ vE2n(R, I). Then there exists α ∈ E2n(R, I) such that vα =
w. Let α =
∏m
i=1 γiEsiti(xi)γ
−1
i , xi ∈ I, γi ∈ E2n(R). We define A(X1, X2, . . . , Xm) =∏m
i=1 γiEsiti(Xi)γ
−1
i ∈ E2n(R[X1, X2, . . . , Xm]). Let X = (X1, X2, . . . , Xm) denote the
multi variable. Now W (X) = vA(X) ∈ Um2n(R[X ]) such that W (x1, x2, . . . , xm) = w
and W (0) = v, 0 = (0, 0, . . . , 0).
Now for any maximal ideal m in R we haveW (X)m ∼E2n(Rm[X]) vm and vm ∼E2n(Rm) e1.
Therefore W (X)m ∈ e1E2n(Rm[X ]) = e1ESp2n(Rm[X ]) by Lemma 2.11. So we have
W (X)m ∼ESp2n(Rm[X]) W (0)m. Therefore by Proposition 3.8 we have W (X) ∼ESp2n(R[X])
W (0) = v i.e. there exists B(X) ∈ ESp2n(R[X ]) such thatW (X)B(X) = v. Replacing
B(X) by B(X)B(0)−1 if necessary, we may assume B(X) ∈ ESp2n(R[X ], (X)). Now
evaluating both sides at X = (x1, x2, . . . , xm) we have w ∈ vESp2n(R, I). 
4. improved K1 stability
Let A be a non singular affine algebra of dimension d ≥ 2 over a perfect C1 field k.
In ([12], Theorem 1) it is shown that SLn(A)/En(A) = K1(A) for n ≥ d + 1. Later
in ([5], Corollary 7.7) this injective stability estimate is improved to n = d when k is
algebraically closed, d ≥ 3 and d!k = k. In this section we shall show that these results
hold true for relative K1 with respect to a principal ideal I of A.
Theorem 4.1. Let A be an affine algebra of dimension d ≥ 2 over a perfect C1 field k.
Then Umd+1(A, I) = e1SLd+1(A, I) for any ideal I in A.
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Proof. Let v ∈ Umd+1(A, I) and v˜ ∈ Umd+1(A⊕ I, 0⊕ I) be a lift of v. By Proposition
2.9, A⊕ I is also an affine algebra of dimension d over k. So by ([12], Proposition 3.1)
there exists ε ∈ SLd+1(A ⊕ I) such that v˜ε = e1. Going modulo 0 ⊕ I we have e1ε =
e1, ε ∈ SLd+1(A). Now replacing ε by εε−1 we may assume that ε ∈ SLd+1(A⊕ I, 0⊕ I)
satisfying v˜ε = e1. Taking projection onto A we have vε = e1 for some ε ∈ SLd+1(A, I)
i.e. v ∈ e1SLd+1(A, I). 
The following result is implicit in ([5], §7).
Lemma 4.2. Let A be a non singular affine algebra of dimension d ≥ 3 over an
algebraically closed field k, 1
n
∈ k. Let v ∈ Umd(A). Then v can be transformed to a
row of the form (w0, w1, w2, . . . , w
n
d−1) for some w = (w0, w1, w2, . . . , wd−1) ∈ Umd(A)
by elementary operations.
Lemma 4.3. Let v = (v0, v1, v2, . . . , vn) ∈ Umn+1(R, I), n ≥ 2. Then
(v0, v1, v
2
2, . . . , v
n
n) ∼En+1(R,I) (v0, v1, . . . , vn!n ).
Proof. Let (v˜0, v˜1, . . . , v˜n) ∈ Umn+1(Z ⊕ I) be a lift of v under f (see Definition 2.5).
Then by the main theorem in introduction of [21] we have (v˜0, v˜1, v˜2
2 . . . , v˜n
n) ∼En+1(Z⊕I)
(v˜0, v˜1, . . . , v˜n
n!). But both of (v˜0, v˜1, v˜2
2 . . . , v˜n
n), (v˜0, v˜1, . . . , v˜n
n!) ≡ e1(mod 0⊕ I). So
by the Excision Theorem 2.6 we have (v˜0, v˜1, v˜2
2 . . . , v˜n
n) ∼En+1(Z⊕I,0⊕I) (v˜0, v˜1, . . . , v˜nn!).
Now the result follows taking the image under f in Umn+1(R, I). 
Theorem 4.4. Let A be a nonsingular affine algebra of dimension d ≥ 4 over an
algebraically closed field k, 1
d−1!
∈ k and I an ideal of A. Let v ∈ Umd(A, I). Then
v can be transformed to a factorial row ψd−1!(w) = (w0, w1, w
2
2, . . . , w
d−1
d−1) for some
w = (w0, w1, w2, . . . , wd−1) ∈ Umd(A, I) by elementary operations relative to I. In
particular Umd(A, I) = e1SLd(A, I).
Proof. Let v = (v0, v1, . . . , vd−1) ∈ Umd(A, I) and v0 = 1− λ, λ ∈ I. By Swan’s version
of Bertini’s Theorem ([18]) we can add suitable multiple of λv1, λv2, . . . , λvd to v0 to
assume that A = A/(v0) is a smooth affine algebra of dimension d − 1. So by Lemma
4.2 we have w1, w2, . . . , wd−1 ∈ (λ) such that (w1, w2, . . . , wd−1) ∈ Umd−1(A) and
(v1, v2, . . . , vd−1)ε = (w1, w2, . . . , wd−1
d−1!) for some ε ∈ Ed−1(A). Let ε ∈ Ed−1((λ)) ⊂
Ed−1(I) be a lift of ε. Then we have (v1, v2, . . . , vd−1)ε ≡ (w1, w2, . . . , wd−1!d−1 )(mod Iv0).
So
(v0, v1, . . . , vd−1) ∼Ed(A,I) (v0, w1, w2, . . . , wd−1!d−1 )
∼Ed(A,I) (w0, w1, w22, . . . , wd−1d−1) ; v0 = w0, by Lemma 4.3.
The last assertion is clear since ψd−1!(w) is the first row of β(w,w
′) ∈ SLd(A, I) for
w′ ∈ Umd(A, I) satisfying 〈w,w′〉 = 1. 
We don’t know if the above theorem holds true for nonsingular affine algebras of
dimension three. We ask the following question.
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Question 4.5. Let A be a nonsingular affine algebra of dimension three over an alge-
braically closed field k such that 1/2 ∈ k and I an ideal of A. Then is Um3(A, I) =
e1SL3(A, I)?
The following is proved in ([22], Theorem 3.3).
Theorem 4.6. Let A be a regular ring essentially of finite type over a field k. Let
A[T ] denote the polynomial algebra A[T1, T2, . . . , Tn] and (T ) the ideal (T1, T2, . . . , Tn)
in A[T1, T2, . . . , Tn]. If α(T ) ∈ GLr(A[T ], (T )), then α(T ) ∈ Er(A[T ], (T )) for r ≥ 3.
From now onwards by the term “principal ideal” we shall mean an ideal generated
by a single element possibly a unit.
Theorem 4.7. Let A be an affine algebra of dimension d over a perfect C1 field k,
d ≥ 2 and I = (a) a principal ideal of A. Let α ∈ SLd+1(A, I) ∩ E(A, I). Then α is
isotopic to identity relative to I. Moreover if A is nonsingular then,
SLd+1(A, I) ∩ E(A, I) = Ed+1(A, I).
Proof. By classical injective stability estimate we have α ∈ Ed+2(A, I). So we have an
isotopy γ(T ) ∈ Ed+2(A[T ], (T )) such that γ(a) = 1 ⊥ α and γ(0) = Id+2. Now e1γ(T ) ∈
Umd+2(A[T ], (T
2 − aT )). So by Theorem 4.1 the first row of γ(T ) is completable to
a matrix γ1(T ) ∈ SLd+2(A[T ], (T 2 − aT )) i.e. e1γ(T ) = e1γ1(T ). Now note that
γ(T )γ1(T )
−1 is also an isotopy from 1 ⊥ α to Id+1 and it will look like
(
1 0
∗ β(T )
)
.
Clearly β(T ) ∈ SLd+1(A[T ], (T )) such that β(a) = α. We define β ′(T ) = β(aT ). Then
β ′(T ) ∈ SLd+1(A[T ], I) is an isotopy from β ′(0) = Id+1 to β ′(1) = α relative to I = (a).
If A is nonsingular then by Theorem 4.6 we have β(T ) ∈ Ed+1(A[T ], (T )). So α =
β(a) ∈ Ed+1(A, I). Therefore SLd+1(A, I)∩E(A, I) ⊂ Ed+1(A, I). The reverse inclusion
is obvious. 
The proof of the following is verbatim that of the previous theorem. One needs to
use Theorem 4.4 in place of 4.1.
Theorem 4.8. Let A be a non singular affine algebra of dimension d over an alge-
braically closed field k, d ≥ 3, d! ∈ k \ {0} and I = (a) a principal ideal of A. Then
SLd(A, I) ∩ E(A, I) = Ed(A, I).
Theorems 4.7, 4.8 lead us to ask the following question.
Question 4.9. Let A be a non singular affine algebra of dimension d over an alge-
braically closed field k and I an arbitrary ideal of A. Then are the following true?
1. SLd+1(A, I) ∩ E(A, I) = Ed+1(A, I) whenever d ≥ 2.
2. SLd(A, I) ∩ E(A, I) = Ed(A, I) whenever d ≥ 3, d! ∈ k \ 0.
3. SLd−1(A) ∩ E(A) = Ed−1(A).
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5. main results
In this section we establish the main result of this article as stated in the introduction.
Lemma 5.1. Let A be a non singular affine algebra of dimension d over an algebraically
closed field k such that 1
d!
∈ k and d ≡ 2(mod 4) and I a principal ideal of A. Let v ∈
Umd(A, I). Then ψd−1!(v) can be completed to a symplectic matrix which is congruent
to identity modulo I.
Proof. If d = 2 the result is obvious. So we assume that d ≥ 6. We choose w ∈
Umd(A, I) such that 〈v,w〉 = 1. By Lemma 2.20 we have εJd−1 ∈ ESpJd−1(A, I) such
that Sd−1(v,w)εJd−1 = (I2d−1−d ⊥ γ)ε for some γ ∈ Spd(A, I) and ε ∈ E2d−1(A, I).
Therefore Sd−1(v,w) and γ are stably elementary equivalent relative to I. Rao in ([11],
Corollary 4.3 (ii)) has shown that Sd−1(v,w) and βd−1(v,w) are also stably elementary
equivalent relative to I. Therefore βd−1(v,w)γ
−1 ∈ SLd(A, I) ∩ E(A, I) = Ed(A, I) by
Theorem 4.8. By Theorem 3.9 e1βd−1(v,w)γ
−1 = e1δ for some δ ∈ ESpd(A, I). Thus
we have ψd−1!(v) = e1βd−1(v,w) = e1δγ ∈ e1Spd(A, I). 
Theorem 5.2. Let A be a non singular affine algebra of dimension d over an alge-
braically closed field k such that d ≡ 2(mod 4), 1
d!
∈ k and I an ideal of A. Let
v ∈ Umd(A, I). Then v can be completed to a symplectic matrix which is congruent to
identity modulo I.
Proof. We only need to consider the case d ≥ 6. Note that if v = (1 − i1, i2, . . . , id) ∈
Umd(A, I) then v is ESpd(A, I) equivalent to (1 − i1, i1i2, i1i3, . . . , i1id) ∈ Umd(A, I).
So without loss of generality we may assume that I is principal.
By Theorem 4.4, v is elementarily equivalent to ψd−1!(v
′) relative to I for some
v′ ∈ Umd(A, I). Using Theorem 3.9 we have vε = ψd−1!(v) for some ε ∈ ESpd(A, I).
Now the result follows by Lemma 5.1. 
The proof of the following will follow verbatim that of ([22], Theorem 3.3) in the
linear case. One may also see ([13], Theorem 3.8) for more details.
Theorem 5.3. Let A be a regular ring essentially of finite type over a field k. Then
Sp2r(A[X ], (X)) = ESp2r(A[X ], (X)), r ≥ 2.
Theorem 5.4. Let A be a nonsingular affine algebra of dimension d over an alge-
braically closed field k and I = (a) a principal ideal. Assume (d + 1)! ∈ k∗ = k \ {0},
d ≡ 1(mod 4).Then
Spd−1(A, I) ∩ ESpd+1(A, I) = ESpd−1(A, I).
Proof. Let σ ∈ Spd−1(A, I)∩ESpd+1(A, I). Let δ(T ) ∈ ESpd+1(A[T ]) be an elementary
symplectic isotopy between δ(a) = I2 ⊥ σ and δ(0) = Id+1. Then v(T ) = e1δ(T ) ∈
Umd+1(A[T ], T
2−aT ). By previous Theorem 5.2, v(T ) can be completed to a symplectic
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matrix α(T ) which is congruent to identity modulo (T 2 − aT ). So we have e1δ(T ) =
e1α(T ). Now δ(T )α(T )
−1 is also an isotopy between Id+1 and I2 ⊥ σ. We have
δ(T )α(T )−1 =
1 0 0∗ 1 ∗
∗ 0 η(T )

for some η(T ) ∈ Spd−1(A[T ], (T )). Clearly η(T ) is a symplectic isotopy between η(0) =
Id−1 and η(a) = σ. Since A is nonsingular by Theorem 5.3 η(T ) ∈ ESpd−1(A[T ], (T )).
So σ = η(a) ∈ ESpd−1(A, I). Therefore Spd−1(A, I) ∩ ESpd+1(A, I) ⊂ ESpd−1(A, I).
The reverse inclusion is trivial. 
Theorems 5.2 and 5.4 lead us to ask the following question.
Question 5.5. Let A be a non singular affine algebra of dimension d over an alge-
braically closed field k and I an ideal of A. Then are the following true in general?
1 If d! ∈ k \ {0}, then Umd(A, I) = e1Spd(A, I).
2 If (d+ 1)! ∈ k \ {0}, then Spd−1(A, I) ∩ ESpd+1(A, I) = ESpd−1(A, I).
6. an example
Let A be an affine algebra over a field k. Let v = (v0, v1, . . . , vn),w = (w0, w1, . . . , wn)
∈ Umn+1(A), n = 2k + 1 ≥ 3 be such that
∑n
i=0 viwi = 1. We can complete v
to an elementary matrix in En+1(Av0) and therefore to a matrix in ESpn+1(Av0) by
Theorem 3.9. Let ε1 ∈ ESpn+1(Av0) be such that e1ε1 = v. Since vwt = 1, we have
ε1w
t = (1, ∗, ∗, . . . , ∗)t. So we can suitably modify ε1 by elementary symplectic action
(multiplication by sei1(∗), 1 < i from the left) retaining its first row and further assume
that ε1w
t = et1.
Since v0 is in the Jacobson radical of A1+v0A, we can also complete v to an elementary
matrix in En+1(A1+v0A). By Theorem 3.9 we shall have ε2 ∈ ESpn+1(A1+v0A) such that
e1ε2 = v. After a suitable modification, if necessary, as described earlier we assume
that ε2w
t = et1.
Now ε1ε
−1
2 = ESpn+1(Av0(1+v0A)) such that e1ε1ε
−1
2 = e1 and ε1ε
−1
2 e
t
1 = e
t
1. So by
Lemma 2.4 ε1ε
−1
2 will look like I2 ⊥ γ for some γ ∈ Spn−1(Av0(1+v0A))∩ESpn+1(Av0(1+v0A)).
If v is not completable then γ must not split into two matrices over Av0 and A(1+v0A).
Therefore γ is not contained in En−1(Av0(1+v0A)). The following will follow from ([9],
Claim 4, 3rd paragraph of page no 1443).
Proposition 6.1. Let p be any prime number. Then the following assertions hold true.
(1) There exists an affine domain A of dimension p + 1 over a C1 field k and
v = (v0, v1, . . . , vp) ∈ Ump+1(A) which is not completable.
(2) There exists an affine domain of dimension p + 2 over an algebraically closed
field k and a unimodular row v = (v0, v1, . . . , vp) ∈ Ump+1(A) which is not
completable.
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We shall choose v ∈ Ump+1(A) given by the first assertion and assume n = p ≥ 3 in
the above discussion. Let B be obtained from A by inverting all non zero polynomials in
k[v0]. Then B is an affine domain of dimension p over the C2 field k(v0) and Av0(1+v0A)
is a further localization of B. So we have g ∈ B such that γ ∈ Spp−1(Bg)∩ESpp+1(Bg).
Note that Bg is also an affine domain of dimension p over the C2 field k(v0). Also γ is
not even elementary as the unimodular row is not completable. Therefore Theorem 5.4
is not true if the ground field is a C2 field.
Now we shall choose the v ∈ Ump+1(A) given by the second assertion and n = p ≥
3, p = 3(mod 4) in the discussion preceding Proposition 6.1. We have γ ∈ Spp−1(Ag) ∩
ESpp+1(Ag) but γ 6∈ ESpp−1(Ag) for some g ∈ A. Note that Ag is an affine domain of
dimension d = p+2, d = 1(mod 4). So γ ∈ Spd−3(Ag)∩ESpd−1(Ag) but γ 6∈ ESpd−3(Ag).
Therefore our estimate in Theorem 5.4 is the best possible.
Acknowledgement. This paper is a part of my PhD thesis. I am sincerely grateful to
my advisor Ravi A.Rao for asking me the above problem and answering patiently my
innumerable questions raised in my mind during the preparation of this article. I am
also thankful to SPM Fellowship, CSIR, (SPM - 07 - /858(0051)/ 2008 - EMR - 1) for
the financial support.
References
[1] Basu, Rabeya; Rao, Ravi A. Injective stability for K1 of classical modules. J. Algebra 323
(2010), no. 4, 867 - 877. 2
[2] Basu, Rabeya; Chattopadhyay, Pratyusha; Rao, Ravi A. Some remarks on symplectic injective
stability. Proc. Amer. Math. Soc. 139 (2011), no. 7, 2317 - 2325. 2, 7
[3] Bass, H.; Milnor, J.; Serre, J.-P. Solution of the congruence subgroup problem for SLn(n ≥ 3)
and Sp2n(n ≥ 2). Inst. Hautes tudes Sci. Publ. Math. No. 33 1967 59 - 137. 1
[4] Chattopadhyay, Pratyusha; Rao, Ravi A. Elementary symplectic orbits and improved K1-
stability. J. K-Theory 7 (2011), no. 2, 389 - 403. 1, 2, 8, 10
[5] Fasel, J.; Rao, Ravi A.; Swan, Richard G. On stably free modules over affine algebras. Publi-
cations mathematiques de l’IHS. November 2012, Volume 116, Issue 1, pp 223 - 243. 1, 2, 10,
11
[6] Keshari, Manoj Kumar. Cancellation problem for projective modules over affine algebras. J.
K-Theory 3 (2009), no. 3, 561 - 581. 4
[7] Kopeiko, V. I. Stabilization of symplectic groups over a ring of polynomials. (Russian) Mat.
Sb. (N.S.) 106(148) (1978), no. 1, 94 - 107. 8, 9
[8] Lam, T. Y. Serre’s problem on projective modules. Springer Monographs in Mathematics.
Springer-Verlag, Berlin, 2006. xxii+401 pp. ISBN: 978–3–540–23317–6; 3–540–23317–2. 9
[9] Mohan Kumar, N. Stably free modules. Amer. J. Math. 107 (1985), no. 6, 1439–1444 (1986).
2, 14
[10] Rao, Ravi A.; Basu, Rabeya; Jose, Selby. Injective stability for K1 of the orthogonal group.
J. Algebra 323 (2010), no. 2, 393 - 396. 2
[11] Rao, Ravi A. A stably elementary homotopy. Proc. Amer. Math. Soc. 137 (2009), no. 11, 3637
- 3645. 6, 7, 13
[12] Rao, Ravi A.; van der Kallen, Wilberd. Improved stability for SK1 and WMSd of a non-
singular affine algebra. K-theory (Strasbourg, 1992). Astrisque No. 226 (1994), 11, 411 - 420.
1, 10, 11
15
[13] Rao, Ravi A.; Basu, R. Injective stability for K1 of classical modules, Journal of Algebra. 323
(4) (2010), 867 - 877. 13
[14] Suslin, A.A., Vaserstein, L.N. Serre’s problem on Projective Modules over Polynomial Rings
and Algebraic K - theory, Math. USSR Izvestija 10, (1976), 937 - 1001. 5
[15] Suslin, A. A. Stably free modules. (Russian) Mat. Sb. (N.S.) 102(144) (1977), no. 4, 537 - 550.
6, 7
[16] Suslin, A. A. Mennicke symbols and their applications in the K-theory of fields. Algebraic
K-theory, Part I (Oberwolfach, 1980), pp. 334 - 356, Lecture Notes in Math., 966, Springer,
Berlin-New York, 1982. 6
[17] Suslin, A. A. The structure of the special linear group over rings of polynomials. (Russian)
Izv. Akad. Nauk SSSR Ser. Mat. 41 (1977), no. 2, 235 - 252. 7, 8
[18] Swan, Richard G. A cancellation theorem for projective modules in the metastable range.
Invent. Math. 27 (1974), 23 - 43. 11
[19] van der Kallen, Wilberd. A group structure on certain orbit sets of unimodular rows. J. Algebra
82 (1983), no. 2, 363 - 397. 4, 5
[20] Vaserstein, L. N. On the stabilization of the general linear group over a ring. Mat. Sb. (N.S.)
79 (121) 405–424 (Russian); translated as Math. USSR-Sb. 8 1969 383 - 400. 1, 5
[21] Vaserstein, Leonid N. Operations on orbits of unimodular vectors. J. Algebra 100 (1986), no.
2, 456 - 461. 6, 11
[22] Vorst, Ton. The general linear group of polynomial rings over regular rings. Comm. Algebra
9 (1981), no. 5, 499 - 509. 12, 13
16
