Abstract. We show that strictly convex surfaces contracting with normal velocity equal to |A| 2 shrink to a point in finite time. After appropriate rescaling, they converge to spheres. We indicate how we used a computer to find the main test function.
Introduction
We consider compact strictly convex surfaces M t in R 3 that contract with normal velocity equal to the square of the norm of the second fundamental form
This is a parabolic flow equation. We obtain a solution on a maximal time interval [0, T ), 0 < T < ∞. For t → T , the surfaces converge to a point. After appropriate rescaling, they converge to a round sphere. The key step in the proof is to show that (1.2) max
is non-increasing in time. Here, we used standard notation as explained in Section 2.
Our main theorem is We will also consider other normal velocities for which similar results hold. Therefore, we have to find quantities like (1.2) that are monotone during the flow and vanish precisely for spheres. In general, this is a complicated issue. In order to find these test quantities, we employed a sieve algorithm that uses random numbers for the test, whether the "right-hand side" of an evolution equation is non-positive and thus the maximum principle can be applied to prove monotonicity. We used this algorithm only to find our test functions, the proofs presented here are independent of it. Our algorithm yields also candidates for many other normal velocities. We have only included a discussion of some interesting normal velocities. Moreover, for a fixed normal velocity, there are mostly several candidates for monotone quantities. In these cases, we have picked those involving not too complicated polynomials of low homogeneity.
In Table 1 , we have collected some normal velocities F (1 st column) and quantities w (2 nd column) such that max Mt w is non-increasing in time for surfaces contracting with normal velocity F .
In [5] [6] [7] 21] , Gerhard Huisken and Ben Andrews proved that convex hypersurfaces contracting with certain normal velocities homogeneous of degree one converge to "round points", i. e., they converge to a point and, after appropriate rescaling, to round spheres. For homogeneities larger than one, this was shown by Ben Andrews and Felix Schulze [5, 31] , if the initial hypersurfaces are pinched appropriately. Kaising Tso proved that Gauß curvature flow shrinks strictly convex hypersurfaces to points [36] . If the homogeneity is less than one, there are examples by Koichi Anada, Masayoshi Tsutsumi, and Ben Andrews, where hypersurfaces do not become spherical [2, 3, 13] . Expanding flows were studied by Claus Gerhardt, John Urbas, Bennett Chow, Dong-Ho Tsai, Nina Ivochkina, Thomas Nehring, Friedrich Tomi, Knut Smoczyk, Gerhard Huisken, and Tom Ilmanen [15, 17, 23, 25, 32, 33, 37, 38] . Similar problems were also studied in manifolds (e. g. [8, 9, 22] ) and for anisotropic flow equations (e. g. [11] ). It is often required that the normal velocity is a concave function of the second fundamental form. There are many papers, concerned with contracting curves, e. g. by Michael Gage, Richard Hamilton, Matthew Grayson, and Steven Altschuler [1, 16, 18] .
In [12] , Ben Andrews shows that convex surfaces moving by Gauß curvature converge to round points. This normal velocity is homogeneous of degree two in the principal curvatures. He does not require any pinching condition for the initial surface. Our paper extends this result to other flow equations. We consider also normal velocities of degree larger than one and do not have to impose any pinching condition on the initial surface. Any strictly convex surface converges to a round point.
The rest of this paper is organized as follows. In Section 2, we explain our notation. Section 3 concerns the proof for the normal velocity |A| 2 . We describe our algorithm to find test quantities in Section 4. In the remaining sections, we prove convergence for some other normal velocities.
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Notation
We use X = X(x, t) to denote the embedding vector of a manifold M t into R 3 and d dt X =Ẋ for its total time derivative. It is convenient to identify M t and its embedding in R 3 . We choose ν to be the outer unit normal vector of M t . The embedding induces a metric (g ij ) and a second fundamental form (h ij ). We use the Einstein summation convention. Indices are raised and lowered with respect to the metric or its inverse g ij . The inverse of the second fundamental form is denoted by h ij . The principal curvatures λ 1 , λ 2 are the eigenvalues of the second fundamental form with respect to the metric. A surface is called strictly convex, if all principal curvatures are strictly positive. We will assume this throughout the paper. Symmetric functions of the principal curvatures are well-defined, we will use the mean curvature H = λ 1 + λ 2 , the square of the norm of the second fundamental form
, and the Gauß curvature K = λ 1 λ 2 . We write indices, preceded by semi-colons, e. g. h ij; k , to indicate covariant differentiation with respect to the induced metric. It is often convenient to choose coordinate systems such that the metric tensor equals the Kronecker delta, g ij = δ ij , and (h ij ) is diagonal, (h ij ) = diag(λ 1 , λ 2 ), e. g.
Whenever we use this notation, we will also assume that we have fixed such a coordinate system. We will only use Euclidean coordinate systems for R 3 so that h ij; k is symmetric according to the Codazzi equations.
A normal velocity F can be considered as a function of (λ 1 , λ 2 ) or (h ij , g ij ). We set
. Note that in coordinate systems with diagonal h ij and g ij = δ ij as mentioned above, F ij is diagonal. For F = |A| 2 , we have
Recall, see e. g. [21, 27, 29] , that for a hypersurface moving according to
where Greek indices refer to components in the ambient space R 3 . In order to compute evolution equations, we will need the Gauß equation and the Ricci identity for the second fundamental form
We will also employ the Gauß formula and the Weingarten equation
Finally, we use c to denote universal, estimated constants. We show that M t stays uniformly strictly convex. The following lemma is similar to results in [7] . Proof. Consider M ij = h ij − εg ij with ε > 0 so small that M ij is positive semidefinite for some time t 0 . We wish to show that M ij is positive semi-definite for t > t 0 . Combine (2.2), (2.4), and (2.5) to obtain
X, ν −α is attained. This inequality and elementary calculations for convex surfaces give
2α 2 at such a maximum point and the Lemma follows.
We obtain that the second fundamental form of the surface stays bounded as long as M t encloses some ball. The estimates of Krylov, Safonov, Evans (see also [4] ), and Schauder imply that the solution stays smooth. Then, similarly as in [36] , the positive lower bound on the minimum principal curvature implies that the surface converges to a point in finite time. 
w is non-increasing in time.
An immediate consequence of this theorem is Proof. The quantity
is positive of degree one in the principal curvatures and non-negative. As M is homothetically shrinking, Theorem 3.3 implies that (λ 1 + λ 2 )(λ 1 − λ 2 ) 2 = 0 everywhere. Thus M (t) is umbilic and [34, Lemma 7.1] implies that M (t) is a sphere.
Proof of Theorem 3.3. We combine (2.1), (2.2), (2.4), and (2.5) in order to get the following general evolution equation
for solutions to the flow equation
For the rest of the proof, we consider a critical point of w| Mt for some t > 0, where w > 0. It suffices to show thatw := log w is non-increasing in such a point. Then our theorem follows.
We rewriteww
In a critical point ofw, we obtain 
≤0.
We finally apply the maximum principle and our theorem follows.
3.3. Direct Consequences. We obtain a pinching estimate 
We obtain the bound on λ1 λ2 claimed above. Let ρ + be the minimal radius of enclosing spheres and ρ − the maximal radius of enclosed spheres. The quotient of these radii can be estimated as follows We also obtain a bound for |λ 1 − λ 2 | Corollary 3.7. For a smooth compact strictly convex surface M t in R 3 , flowing
Proof. This is a direct consequence of Theorem 3.3 and Corollary 3.5.
As in [12] , this estimate on |λ 1 − λ 2 | is "better" than scaling invariant. It is crucial for the rest of the proof of Theorem 1.1.
Let us recall a form of the maximum principle for evolving hypersurfaces. 
Proof. This is a standard consequence of the maximum principle.
The next result describes the evolution of spheres.
and T = Proof. The evolution equation for the radius of a sphere iṡ
.
As a consequence, we can estimate the life span of a solution in terms of inner and outer radii. Lemma 3.10. Let ρ + (t) and ρ − (t) be the inner and outer radii of M t , respectively. Assume that M t is a smooth compact strictly convex solution of
Proof. As M t contracts to a point, we deduce from Lemma 3.8 that T −t is bounded below by the life span of ∂B ρ−(t) evolving according to (1.1). So the lower bound follows from Lemma 3.9. The upper bound is obtained similarly.
3.4.
Convergence to a Round Point. We closely follow the corresponding part of [12] .
where
Proof. This is [12, Proposition 4] .
We define r + (t) to be the minimal radius of a sphere, centered at q(t), that encloses M t . Similarly, we define r − (t) to be the maximal radius of a sphere, centered at q(t), that is enclosed by M t .
Lemma 3.12. Under the assumptions of Theorem 1.1, for T − t sufficiently small, r + and r − are estimated as follows
Proof. Denote the bounded component of R 3 \ M t by E t . The transformation formula for integrals implies that 1 4π
So we see that q(t) ∈ E t . We have
Recall the first variation formula for a vector field
We employ Proposition 3.11 and deduce that
We estimate as follows
by Corollary 3.7
by Lemma 3.2
by Corollary 3.6 and Lemma 3.10 for (T − t) small. So we obtain
Similar calculations yield
We employ Lemma 3.10
and obtain for (T − t) small
Using (3.6) and (3.7) gives the claimed estimates on r − and r + , and r + /r − is bounded as stated above.
Next, we want to check, that we can apply a Harnack inequality [10, Theorem
We say that Φ is α-concave, if Φ = sgn α · B α for some B, where B is positive and concave. The function Φ is called the dual function to F .
Lemma 3.13. The dual function to
Proof. We define for λ i > 0
and obtain
According to [10, (5.4) ], it suffices to show that
for symmetric matrices (η ij ). Terms involving η 12 clearly have the right sign. The remaining terms are a quadratic form in (η 11 , η 22 ). Thus (3.8) is fulfilled, if
or equivalently
, we obtain that Φ is α-concave. We are now able to improve our velocity bounds.
Lemma 3.14. Under the assumptions of Theorem 1.1, we obtain
everywhere on M t for (T − t) sufficiently small.
Proof. We may assume that T − t > 0 is so small that we can use the results obtained before. Parameterize M t by S 2 such that the normal image of M t at X(z, t) equals z ∈ S 2 . Let us define the support function s of M t as s(z, t) := X(z, t), z .
Its evolution equation, see e. g. [10] , is
The α-concavity proved in Lemma 3.13 allows us to use [10, Theorem 5.17] . We obtain for 0 < t 1 < t 2 < T and z ∈ S 2 , for two points (z, t 1 ) and (z, t 2 ) with the same normal,
Let us assume that q(t) is the origin for some fixed time t. As M t lies between ∂B r+(t) (0) and ∂B r−(t) (0), M t+τ lies outside B (r 3 − (t)−6τ ) 1/3 (0) for any 0 < τ < T −t, so (3.11) r − (t) ≤ s(·, t) ≤ r + (t) and r
(by Lemma 3.10), or, if T − t is sufficiently small (by Lemma 3.12). We estimate
by (3.11)
The maximal existence time T is bounded in terms of the radius of a sphere enclosed by M 0 . So we may also assume that t is bounded below by a positive constant. A very crude estimate gives
Observe that for |x| ≤ 1 2 , we have
We conclude for small (T − t)
For the lower bound on |A| 2 , we proceed similarly and use τ = r
We have the following estimate for the principal curvatures 
on M t for small (T − t).
, we obtain
Combining Lemmata 3.7 and 3.14, we get |λ 1 − λ 2 | ≤ c·(T −t) −1/6 . We use Lemma 3.14 and (3.12). The claimed inequality follows.
Proof of Theorem 1.1: Lemma 3.15 implies, that, everywhere on M t , the quotient λ 1 /λ 2 tends to 1 as t ↑ T . Then we can apply known results, see e. g. [5, Theorem 2] , to conclude that the rescaled surfaces converge smoothly to the unit sphere
A standard way of rescaling [7] is to consider the embedding
with Q as in Theorem 1.1. Define the time function τ (t) := 1 6 log T − 1 6 log(T − t). Then we have, using suggestive notation, the following evolution equation
and our a priori estimates imply, that, for τ → ∞,M t converges exponentially to S 2 .
Finding Monotone Quantities
4.1. The Algorithm. We use a sieve algorithm and start with symmetric rational functions of the principal curvatures as candidates for test functions, e. g.
Here, p 1 = 0 and p 2 = 0 are homogeneous polynomials.
In the end, we want to find functions w such that W := sup Mt w is monotone and ensures convergence to round spheres.
We check, whether these test functions w fulfill the following conditions.
(
< 0 for 0 < λ 2 < 1 and
for terms without derivatives of (h ij ), (b) for terms involving derivatives of (h ij ), if w ; i = 0 for i = 1, 2.
Motivation and Randomized
Tests. We restrict our attention to nonnegative polynomials p i . For all flow equations considered, spheres contract to points and stay spherical. So we can only find monotone quantities, if deg
If deg p 1 < deg p 2 , we obtain that W is decreasing on any self-similarly shrinking surface. So this does not imply convergence to a sphere. The counterexamples in [5] show for normal velocities of homogeneity larger than 1, that the pinching ratio sup Mt λ 2 /λ 1 (for λ 2 > λ 1 ) will increase during the flow for appropriate initial surfaces. Therefore, we require in step (2) , that deg p 1 > deg p 2 .
Condition (3) ensures that the quantity decreases, if the eigenvalues approach each other. This excludes especially local zeroes of w(1, λ 2 ) for λ 2 = 1.
In all these steps, inequalities are tested by evaluating both sides at random numbers. If an inequality is not violated for sufficiently many tuples of random numbers, we move to the next step and keep the candidate, otherwise we start with another candidate. If not all components of h ij; k vanish (step (4b)), we also have to choose random numbers for h ij; k that fulfill the extremal condition w ; i = 0. As above, we evaluate d dt w − F ij w ; ij at the random numbers chosen. Here we can ignore all terms that do not contain derivatives of the second fundamental form. The evaluation of the remaining terms is more involved than in the last step, but can be done similarly according to the various rules of differentiation. Now we iterate steps (4a) and (4b). If all tests yield d dt w − F ij w ; ij ≤ 0 at critical points of w, it seems likely that we have found an appropriate test quantity. Indeed, if this inequality is fulfilled, the maximum principle implies that W = max Mt w is non-increasing in time.
We implemented this algorithm in a C-program and used it to find all the new test functions of this paper.
Obviously, the computing time depends on the number of tests performed. The following computing times are measured for the quantity (3.2) on an Intel Pentium 4, 2.4 GHz, running Linux 2.4.24 and GNU C-compiler 2.95.4. The number of tests per second for step (4a) is 1.6 · 10 5 and 5.8 · 10 3 for step (4b). The other steps are comparable to step (4a). In steps (1) to (3), the calculations do not depend on the normal velocity.
It seems worth noting, that, after testing with enough random numbers in an appropriate range, every candidate for a monotone quantity that we checked, turned out to be a useful test quantity. In that sense, algorithm and program seem to be correct.
We are convinced that it is possible to implement this algorithm for surfaces without using random numbers. Evolution equations can be computed algebraically and Sturm's algorithm can be used to test for non-negativity.
We expect that similar algorithms will be used to find monotone test functions for other (geometric) problems.
H 3 -Flow
In this and the following sections, we will consider strictly convex surfaces contracting according to d dt X = −F ν for several normal velocities F . We will not repeat parts of the argument that are very similar to the respective parts in the proof for F = |A| 2 . As the theorems for these flow equations agree essentially with Theorem 1.1, we will state them in concise form as follows. 
Proof. We compute
≤0.
We applied Sturm's algorithm [35] to obtain the last inequality.
Here and in the rest of the paper, we have sometimes used a computer algebra program for the calculations involving longer polynomials. Moreover, we use (. . .) in (. . .) · h 2 22; 2 to abbreviate terms that are, up to interchanging λ 1 and λ 2 , equal to the respective factors in front of h 2 11; 1 . We have applied the following two identities in order to rewrite terms involving derivatives of the second fundamental form They hold for all α, β, γ ∈ R.
Velocity Bounds.
The following lemma is known, see [30] . Nevertheless, we include it, as we will use some of the calculations of its proof later on. 
Proof. Combining (2.2), (2.4), and (2.5) yields
kl, rs h kl; i h rs; j .
We wish to apply the maximum principle for tensors [14, 19, 20] . So we define
use (2.1) and obtain
+ F kl, rs h kl; i h rs; j + 2εF h ij .
We now specialize to the normal velocity F = H α . It is easy to see that F kl, rs h kl; i h rs; j ≥ 0.
We have to test the zero eigenvalue condition. Assume that ξ is a zero eigenvalue of (M ij ), h ij ξ j = εg ij ξ j , with g ij ξ i ξ j = 1. We may assume, that in our coordinate system, we have ξ = (1, 0) and (h ij ) = ( ε 0 0 λ ) with λ ≥ ε > 0. Direct calculations yield
The lemma follows from the maximum principle.
The next lemma appears also in [30] . Once again, we will use the following calculations later on. 
Lemma 5.4. For a family of compact smooth strictly convex surfaces
So far, we did not use the fact, that F = H β . In an increasing maximum of Proof. We use the same notation as before and obtain
We have to prove that
. 5.4. Some Constants. We wish to obtain precise bounds on the normal velocity F near t = T . This proof is almost identical for all our test functions in Table 1 with a factor λ 1 λ 2 in the denominator. So it seems appropriate to state this proof only once with appropriate constants depending on the normal velocity and the test function. These constants are
• c h : the homogeneity of F in terms of the principal curvatures.
• c 1 : the value of F at λ 1 = λ 2 = 1.
• c α : a positive constant, such that the dual function to F , defined before For the flow equations considered here, these constants are as in Table 2 . We assume there that α ≥ 2 and β ≥ 0.
It is important for us that c d < 1 as it implies that Inequality (5.1) is not scaling invariant. Table 2 . Some constants 5.5. Pinching. We show that our surfaces are pinched during the evolution, i. e. that there exists a constant c > 0, depending on our test quantity, especially on the upper bound for it, and on the positive lower bound for the principal curvatures, ε, such that
The following proof does not apply directly to the case F = K considered in [12] , but the result is also true in that case.
By direct inspection, we see that all our test quantities w are such that w·
is bounded below by a positive constant, depending especially on ε. So we see that
Thus λ1 λ2 is bounded above and the surface is pinched. 5.6. Evolution of Spheres. The radius of contracting spheres fulfills the ordinary differential equationṙ
A solution is given by
so that inner and outer radii are related to the life span T − t of M t as follows
5.7. Bounds for Radii. In order to prove bounds for the radii + and r − , we proceed as in the proof of Lemma 3.12 and use
For each F in Table 2 , there exists c F > 0 such that
so we can apply the variants of Lemma 3.2 for other curvature functions. For t close to T , we get
and similarly, we obtain
Then we get for small T − t
Precise Velocity Bounds.
We use the notation of Lemma 3.14. The Harnack inequality [10, Theorem 5.17] implies for t 2 > t 1 > 0
Note that spheres evolve such that we get
We set
and get
Use for 0 ≤ x ≤ c(c h )
We get
and a similar lower bound follows.
5.9. Convergence of Principal Curvatures. We consider F = H α and obtain
A similar lower bound is proved analogously. Theorem 5.1 follows. 
H 4 -Flow
is non-increasing in time.
Proof. We proceed as above.
In a critical point ofw, we get 
≤0.
Here we used once more a computer algebra system and Sturm's theorem to obtain the last inequality. 
Proof. Similarly as above, we obtain for
As in the proof of Theorem 3.3, we set
and obtain in a critical point ofw, where
In a critical point ofw, we obtain the evolution equation
For β = 5, the factor in front of h In order to see that the range for β is sharp for applying the maximum principle, we observe that the terms without derivatives of the second fundamental form require that β ≥ 0. For λ 2 = 1 and λ 1 → ∞, the factor in front of h Proof. We proceed similarly as in Lemma 5.3. Dropping the term involving second derivatives of F yields
Similar calculations as before give an upper bound on the velocity for F = |A| 2 + βH 2 , β ≥ 0.
Lemma 7.4. The dual function to
Proof. We have
We wish to show for α ≤ −2 and for symmetric matrices (η ij ), that
Terms involving η 2 12 have the right sign. Consider α = −2. Then it suffices to prove the inequality
in order to obtain α-concavity for all α ≤ −2. This inequality is fulfilled, if
is positive semi-definite.
We want to derive precise bounds on the principal curvatures. To this end, we use (5.1) and (5.2)
and a similar upper bound follows analogously. We obtain Theorem 7.1. Proof. Calculations as above yield w = log 3λ Proof. We proceed similarly as in Lemma 5.3. Once again, the term involving second derivatives of F is non-negative. As before, we obtain
Similar calculations as in Lemma 5.4, using
and an estimate as in Lemma 5.4 follows.
for symmetric matrices (η ij ). Direct computations yield that this inequality is equivalent to
Further computations show that this is fulfilled, if
Then we proceed as before. Similar calculations as for F = |A| 2 + βH 2 give for α = 3
and a corresponding lower bound holds. This estimate holds also for F = tr A α , α = 2, 3, 4, 5, 6.
This finishes the proof of Theorem 8.1.
9. tr A α -Flow 
Proof. One might conjecture, that this quantity is also monotone for other values of α. For α = 0, corresponding to F = |A| 2 , we have already checked that in Theorem 3.3. Further computations for α = 1, 5, 6, 7 suggest, however, that this quantity is not monotone for these values of α.
We obtain d dt H − F ij H ; ij =(α + 2) tr Proof. We set Φ = −H|A| 2 K −3 and want to prove that
We compute
We have to check that
Calculations as before show that λ 1 , λ 2 ≤ (20(T − t)) −4/5 · 1 + c · (T − t) 3/20 .
A corresponding lower estimate is also true. Theorem 11.1 follows.
