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Abstract
In this manuscript we study tridiagonal random matrix models related to the classical
β-ensembles (Gaussian, Laguerre, Jacobi) in the high temperature regime, i.e. when the
size N of the matrix tends to infinity with the constraint that βN “ 2α constant, α ą 0.
We call these ensembles the Gaussian, Laguerre and Jacobi α-ensembles and we prove the
convergence of their empirical spectral distributions to their mean densities of states and
we compute them explicitly. As an application we explicitly compute the mean density of
states of the Lax matrix of the Toda lattice with periodic boundary conditions with respect
to the Gibbs ensemble.
1 Introduction
In this manuscript we consider some tridiagonal random matrix models related to the classical β-
ensembles [7,10,15]. More specifically we study the mean density of states of the random matrices
in Table 1 where the quantity N p0, σ2q is the real Gaussian random variable with density e´
x2
2σ2?
2piσ2
supported on all R, the quantity χ2α is the chi-distribution with density x
2α´1e´
x2
2
2α´1Γpαq supported on
R`, here Γpαq is the gamma function, and Betapa, bq is the Beta random variable with density
Γpa`bqxa´1p1´xqb´1
ΓpaqΓpbq supported on p0, 1q.
Let us explain some terminology first and then state our result.
A random Jacobi matrix is a symmetric tridiagonal N ˆN matrix of the form
TN :“
¨˚
˚˚˚˚
˚˝
a1 b1
b1 a2 b2
. . . . . . . . .
. . . . . . bN´1
bN´1 aN
‹˛‹‹‹‹‹‚ (1.1)
where taiuNi“1 are i.i.d. real random variables and tbiuN´1i“1 are i.i.d. positive random variables
independent from the ai. This matrix has the property of having N -distinct eigenvalues [6]. The
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Gaussian α Ensemble Hα „ 1?2
¨˚
˚˝˚a1 b1b1 a2 b2
. . . . . . . . .
bN´1 aN
‹˛‹‹‚ ,
Hα P MatpN ˆNq ,
bn „ χ2α n “ 1, . . . , N ´ 1 ,
an „ N p0, 2q n “ 1, . . . , N ,
Laguerre α Ensemble Lα,γ “ Bα,γBᵀα,γ , Bα,γ “ 1?2
¨˚
˚˝˚x1y1 x2
. . . . . .
yN´1 xN
‹˛‹‹‚,
Bα,γ P MatpN ˆMq, M ě N,
xn „ χ 2α
γ
n “ 1, . . . , N,
yn „ χ2α n “ 1, . . . , N ´ 1,
Jacobi α Ensemble Jα “ DαDᵀα, Dα “
¨˚
˚˝˚s1t1 s2
. . . . . .
tN´1 sN
‹˛‹‹‚,
Dα P MatpN ˆNq,
tn “
a
qnp1´ pnq, sn “
a
pnp1´ qn´1q,
qn „ Beta pα, α` a` b` 2q pq0 “ 0q,
pn „ Beta pα` a` 1, α` b` 1q .
Table 1: The Gaussian, Laguerre and Jacobi α-ensembles.
empirical spectral distribution of TN is the random probability distribution on R defined as
dν
pNq
T :“
1
N
Nÿ
j“1
δ
λ
pNq
j
, (1.2)
where λpNq1 ą . . . ą λpNqN are the eigenvalues of TN and δp¨q is the delta function. The mean
Density of States dνT is the non random probability distribution, provided it exists, defined as@
dνT , f
D
:“ lim
NÑ8E
”A
dν
pNq
T , f
Eı
, (1.3)
for all continuous and bounded functions f , here xdσ, fy :“ şR fdσ and E r¨s stands for the
expectation with respect to the given probability distribution.
In this manuscript we identify the mean density of states of the Gaussian, Laguerre and
Jacobi α-ensembles introduced in Table 1.
Theorem 1.1. Consider the matrices Hα, Lα,γ , and Jα in Table 1 with α ě 0, γ P p0, 1q,
a ` α ą 0, b ` α ą 0 and a R N. Then their empirical spectral distributions dνpNqH ,dνpNqL , and
dν
pNq
J converge almost surely, in the large N limit, to their corresponding mean density of states,
whose formula are given explicitly by:
2
dνHpxq “ Bαpαµαpxqqdx , (1.4)
dνLpxq “ Bα pαµα,γpxqqdx , x ě 0, (1.5)
dνJpxq “ Bα pαµα,a,bpxqqdx , 0 ď x ď 1 . (1.6)
Here Bα is the derivative with respect to α and
µαpxq :“ e
´ x22?
2pi
ˇˇˇ pfαpxqˇˇˇ´2 , pfαpxq :“c α
Γpαq
ż 8
0
tα´1e´
t2
2 eixtdt , (1.7)
µα,γpxq :“ 1
Γpα` 1qΓ
´
1` αγ ` α
¯ xαγ e´x∣∣∣ψ ´α,´αγ ;xe´ipi¯ ∣∣∣2 x ě 0 , (1.8)
with Γpzq the gamma-function and ψpv, w; zq is the Tricomi’s confluent hypergeometric function,
for the definition see Appendix A, and
µα,a,bpxq :“ Γpα` 1qΓpα` a` b` 2q
Γpα` a` 1qΓpα` b` 1q
xap1´ xqb∣∣∣Upxq ` eipibV pxq∣∣∣2 0 ď x ď 1, (1.9)
where
Upxq :“ Γpα` 1qΓpa` 1q
Γp1` α` aq 2F1pα,´α´ a´ b´ 1,´a;xq , (1.10)
V pxq :“ ´piαΓpα` a` b` 2q
sinppiaqΓp1` α` bqΓpa` 2q p1´ xq
b`1xa`12F1p1´ α, α` a` b` 2, 2` a;xq , (1.11)
here 2F1pa, b, c; zq is the Hypergeometric function:
2F1pa, b, c; zq :“
8ÿ
n“0
paqnpbqn
pcqn
zn
n!
, paqn :“ apa` 1q ¨ ¨ ¨ pa` n´ 1q . (1.12)
Moreover, for any non trivial polynomial P pxq the following limits hold:
?
N
´A
dν
pNq
H , P pxq
E
´ @dνH , P pxqD¯ dÑ N p0, σ2P q as N Ñ8, (1.13)
?
N
´A
dν
pNq
L , P pxq
E
´ @dνL, P pxqD¯ dÑ N p0, σ2P q as N Ñ8, (1.14)
?
N
´A
dν
pNq
J , P pxq
E
´ @dνJ , P pxqD¯ dÑ N p0, rσ2P q as N Ñ8, (1.15)
for some constants σ2P , σ
2
P , rσ2P ě 0, here dÑ is the convergence in distribution.
In figures 1–3 we plot the empirical spectral distribution of the α-ensembles for different
values of the parameters.
The measures with density µα, µα,γ and µα,a,b have already appeared in the literature as
the orthogonality measures of the associated Hermite, Laguerre and Jacobi polynomias ( see
Appendix A). Such measures have also appeared in the study of the classical β-ensembles [7]
(see Table 2) in the high temperature regime, namely in the limit when N Ñ8, with βN Ñ 2α,
3
α ą 0, [5, 9, 23, 24]. In order to summarize the results of those papers we recall that for the
Jacobi matrix TN in (1.1) the spectral measure dµ
pNq
T is the probability measure supported on
its eigenvalues λpNq1 , . . . , λ
pNq
N with weights q
2
1 , . . . , q
2
N where qj “ |xvpNqj , e1y| and vpNq1 , . . . , vpNqN
are the orthonormal eigenvectors:
dµ
pNq
T :“
Nÿ
j“1
q2j δλpNqj
. (1.16)
As the eigenvectors form an orthonormal basis, and ||e1|| “ 1 we get that řNj“1 q2j “ 1. Moreover
the set of finite Jacobi matrix of size N is in one to one correspondence with the set of probability
measure supported on N real points [6].
For the β-ensembles the quantities tqiuNi“1 are independent from the eigenvalues and are
distributed as pχβ , . . . , χβq normalized to unit length [7, 10, 15]. It follows that Erq2j s “ 1N .
Consequently the mean of the empirical measure (1.2) coincides with the mean of the spectral
measure (1.16), namely
dν¯
pNq
Hβ
“ dµ¯pNqHβ , dν¯pNqLβ “ dµ¯pNqLβ , dν¯pNqJβ “ dµ¯pNqJβ ,
where Hβ , Lβ and Jβ refer to the Hermite, Laguerre and Jacobi β-ensembles. It is shown in [9]
( see also [5]) that the measures dν¯pNqHβ “ dµ¯pNqHβ converge weakly, in the limit N Ñ 8, with
βN “ 2α, to the non random probability measure with density µα defined in (1.7). It is shown
in [23, 24] that the measures dν¯pNqLβ “ dµ¯pNqLβ and dν¯pNqJβ “ dµ¯pNqJβ , under some mild assumptions
on the parameters, converge weakly in the limit N Ñ8, with βN Ñ 2α and N{M Ñ γ P p0, 1q
to the non random probability measures with density µα,γ and µα,a,b defined in (1.8) and (1.9)
respectively. In [9, 23, 24] it is showed that these measures coincide with the mean spectral
measures of the random matrices Hα, Lα and Jα, see Table 1.
The problem of convergence of the empirical spectral distribution of the Gaussian, Laguerre
and Jacobi α-ensembles has remained unsolved. The present manuscript addresses such problem
in Theorem 1.1 by determining the mean Density of States of such random matrices and their
fluctuation. Our strategy to prove the result is the application of the moment method and an
astute counting of the super-Motzkin paths [19] to calculate the moments of the the Gaussian,
Laguerre and Jacobi α and β-ensembles.
For completeness we mention also the result in [20] where a different generalization of the
Gaussian β ensemble is studied. Indeed in [20] the author examined the mean spectral measure
of a random Jacobi matrix TN such that there exists a sequence of real number tmkukě0 and
m0 “ 1 such that E
“pb1{Nσqk‰Ñ mk as N Ñ8 for all fixed k P N, which is a generalization of
the classical case where b1 „ χβpN´1q{
?
2 and σ “ 1{2.
Finally we relate the Gibbs ensemble of the classical Toda chain to the Gaussian α-ensemble.
In particular we obtain, as a corollary of Theorem 1.1, the mean density of states of the Toda Lax
matrix with periodic boundary conditions when the matrix entries are distributed accordingly to
the Gibbs ensemble and when the number of particles goes to infinity. This result is instrumental
to study the Toda lattice in the thermonodynamic limit. We remark that the mean density of
states of the Toda Lax matrix has already appear in the physics literature [21]. Here we present
an alternative proof of this result.
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Gaussian β Enseble Hβ „ 1?2
¨˚
˚˚˚˚
˚˝
a1 b1
b1 a2 b2
. . . . . . . . .
. . . . . . bN´1
bN´1 aN
‹˛‹‹‹‹‹‚
Hβ P MatpN ˆNq,
bn „ χβpN´nq n “ 1, . . . , N ´ 1,
an „ N p0, 2q n “ 1, . . . , N,
Laguerre β Enseble Lβ,γ “ Bβ,γBᵀβ,γ , Bβ,γ “ 1?2
¨˚
˚˝˚x1y1 x2
. . . . . .
yN´1 xN
‹˛‹‹‚,
Bα,γ P MatpN ˆMq, M ě N,
xn „ χβpM´n`1q n “ 1, . . . , N,
yn „ χβpN´nq n “ 1, . . . , N ´ 1,
Jacobi β Enseble Jβ “ DβDᵀβ , Dβ “
¨˚
˚˝˚s1t1 s2
. . . . . .
tN´1 sN
‹˛‹‹‚,
Dα P MatpN ˆNq,
tn “
a
qnp1´ pnq, sn “
a
pnp1´ qn´1q,
qn „ Beta
´
βpN´nq
2 ,
βpN´nq
2 ` a` b` 2
¯
pq0 “ 0q,
pn „ Beta
´
βpN´nq
2 ` a` 1, βpN´nq2 ` b` 1
¯
.
Table 2: β ensemble
2 Preliminary results
In this section we summarize some known results and techniques that we will use along the proof
of the main theorem.
The moments of a measure dσ, when they exist, are defined as:
uplq :“ @xl,dσD l P N . (2.1)
Under some mild assumptions, they totally define the measure itself, indeed the following Lemma,
whose proof can be found in [4, Lemma B.2], holds:
Lemma 2.1. (cf . [4, Lemma B.2]) Let tuplqulě0 be the sequence of moments of a measure dσ.
If
lim
lÑ8 inf
pup2lqq 12l
l
ă 8 , (2.2)
then dσ is uniquely determined by the moment sequence tuplqulě0.
This implies that if two measures have the same moment sequence and (2.2) holds then the
two measure are the same. We will exploit this property, indeed we will show that the moments
of the random matrices Hα, Lα and Jα coincide, in the large N limit, with the moments of the
5
measure dνHpxq,dνLpxq and dνJpxq in (1.4)–(1.6) and we will prove that (2.2) holds for all of
them. This technique undergoes the name of moment method.
In order to apply this idea, we need to compute explicitly the moments of the mean density
of states for the α and β-ensembles. We will use the following identity for the moments of the
mean density of states: @
dνT , x
l
D “ lim
NÑ8
1
N
E
“
TrpT lN q
‰
, (2.3)
where
TrpT lN q :“
Nÿ
j“1
T lN pj, jq,
and T lN pj, iq is the entry pj, iq of the matrix T lN and the average is made according to the
distribution of the matrix entries. From now on we will write E rfpa,bqsT as the mean value
of fpa,bq made according to the distributions of the matrix T ’s entries, here a is a vector of
components a1, . . . , aN .
To conclude the computation of the moments, we need an explicit expression for the terms
T lN pj, jq. The following lemma proved in [12] gives us their general expressions:
Theorem 2.2. (cf. [12, Theorem 3.1]) For any 1 ď l ă N , consider the tridiagonal matrix TN
(1.1), then one has
TrpT lN q “
Nÿ
j“1
h
plq
j , (2.4)
where hplqj :“ T lN pj, jq is given explicitly for tl{2u ă j ă N ´ tl{2u by
h
plq
j pb,aq “
ÿ
pn,kqPAplq
ρplqpn,kq
tl{2u´1ź
i“´tl{2u
b2nij`i
tl{2u´1ź
i“´tl{2u`1
akij`i . (2.5)
Here Apmq is the set
Aplq :“
!
pn,kq P NZ0 ˆ NZ0 :
tl{2u´1ÿ
i“´tl{2u
p2ni ` kiq “ l,
@i ě 0, ni “ 0 ñ ni`1 “ ki`1 “ 0,
@i ă 0, ni`1 “ 0 ñ ni “ ki “ 0
)
.
(2.6)
The quantity N0 “ NY t0u and ρplqpn,kq P N is given by
ρplqpn,kq :“
ˆ
n´1 ` n0 ` k0
k0
˙ˆ
n´1 ` n0
n0
˙ tl{2u´1ź
i“´tl{2u
i‰´1
ˆ
ni ` ni`1 ` ki`1 ´ 1
ki`1
˙ˆ
ni ` ni`1 ´ 1
ni`1
˙
.
(2.7)
Remark 2.3. Formula (2.5) holds for tl{2u ă j ă N´tl{2u, for the other values of j the formula
is slightly different. This is because for j ď tl{2u or j ě N ´ tl{2u the polynomial hplqj is related
to a constrained Super Motzkin path, [17], instead for tl{2u ă j ă N ´ tl{2u it is related to a
classical Super Motzkin path. In any case the polynomial hplqj is independent from N for all j.
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We remark that both |Al| and ρplqpn,kq do not depend on N and j. Moreover, from the
condition
řtl{2u´1
i“´tl{2u p2ni ` kiq “ l in (2.6) one gets that
l even ùñ hplqj contains only even polynomials in a,
l odd ùñ hplqj contains only odd polynomials in a.
(2.8)
To prove the almost sure convergence of the empirical spectral distributions dνpNqH ,dν
pNq
L and
dν
pNq
J to their corresponding mean density of states, we will use two general results. The first
one is the following Theorem proved in [18]:
Theorem 2.4. (cf. [18, Theorem 2.2]) Consider a random Jacobi matrix TN (1.1) and assume
that tanuNn“1 and tbnuN´1n“1 have all finite moments. Then for any non trivial polynomial P pxq:A
dν
pNq
T , P pxq
E
a.s.Ñ @dνT , P pxqD as N Ñ8 (2.9)
?
N
´A
dν
pNq
T , P pxq
E
´ @dνT , P pxqD¯ dÑ N p0, σ2P q as N Ñ8, (2.10)
for some constant σ2P ě 0. Here a.s.Ñ is the almost sure convergence and dÑ is the convergence in
distribution.
We observe that Theorem 2.4 is not stated in the present form in [18] but this formulation
is more convenient for our analysis. The second result is the following classical Lemma whose
proof can be found in [2, 8]:
Lemma 2.5. (cf. [8, Lemma 2.2]) Consider a sequence of random probability measures tdµnu8n“1
and dµ a probability measure determined by its moments according to Lemma 2.1. Assume that
any moment of dµn converges almost surely to the one of dµ. Then as n Ñ 8 the sequence of
measures tdµnu8n“1 converges weakly, almost surely, to dµ, namely for all bounded and continuous
functions f :
xdµn, fy Ñ xdµ, fy a.s as nÑ8 . (2.11)
The convergences still holds for a continuous function f of polynomials growth.
Finally, before moving to the actual proof of our main theorem, we summarize the main
results of [9, 23,24] in the following theorem.
Theorem 2.6. As N Ñ 8, βN Ñ 2α P p0,8q, NM Ñ γ P p0, 1q, a ` α ą 0, b ` α ą 0 and
a R N, the mean spectral measure and the mean density of state of the Gaussian, Laguerre and
Jacobi β-ensembles weakly converge to the non random measures with density µαpxq, µα,γpxq and
µα,a,bpxq defined in (1.7), (1.8) and (1.9) respectively. Moreover (2.2) holds for their moments
sequences.
3 Proof of the main result
We are now in position to prove our main result. First of all we remark that the density
Bαpαµαpxqq, Bαpαµα,γpxqq and Bαpαµα,a,bpxqq define a probability measure since the densities
µαpxq, µα,γpxq and µα,a,bpxq define a probability measure. Then, since we want to apply the
moment method, we have to compute the moments of the α-ensembles explicitly. To conclude
the proof we will need also an explicit expression of the moments of the mean density of states
of the β-ensembles. The following lemma lays the ground to conclude both computations.
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Lemma 3.1. Fix α P R`zt0u, γ P p0, 1q, a, b ą ´1 and N{2 ą l P N. Consider the α and
β-ensembles in Table 1-2, there exist polynomials wlpxq, glpxq, and rational and continuous
functions rlpxq such that, for N large enough and βN “ 2α, NM “ γ, the following holds, for
tl{2u ă j ă N ´ tl{2u :
E
”
h
plq
j
ı
Hβ
“
#
wl
`
α
`
1´ jN
˘˘`O `N´1˘ l even
0 l odd
, (3.1)
E
”
h
plq
j
ı
Hα
“
#
wlpαq l even
0 l odd
, (3.2)
E
”
h
plq
j
ı
Lβ
“ gl
ˆ
α
ˆ
1´ j
N
˙˙
`O `N´1˘ , (3.3)
E
”
h
plq
j
ı
Lα
“ glpαq , (3.4)
E
”
h
plq
j
ı
Jβ
“ rl
ˆ
α
ˆ
1´ j
N
˙˙
`O `N´1˘ , (3.5)
E
”
h
plq
j
ı
Jα
“ rlpαq . (3.6)
Proof of Lemma 3.1. We will just prove (3.1)-(3.2) since the proof of the other cases is similar.
Indeed the only difference in the proofs is that for the Gaussian and Laguerre α and β-ensembles
we use the fact that the expected value of any even monomial with respect to a χξ-distribution
is a monomial in ξ. While for the Jacobi α and β-ensembles we use the fact that the expected
values of any monomial with respect to a Betapa, bq-distribution is a rational functions of the
parameters.
First of all, since a “ pa1, . . . , aN q are normal distributed for both ensembles and thanks to
(2.8) we get that
E
”
h
plq
j
ı
Hα
“ E
”
h
plq
j
ı
Hβ
“ 0 , l odd .
For the Gaussian α ensemble we have that, for tl{2u ă j ă N ´ tl{2u
E
”
h
plq
j
ı
Hα
“ E
»– ÿ
pn,kqPAplq
ρplqpn,kq
tl{2u´1ź
i“´tl{2u
b2nij`i
tl{2u´1ź
i“´tl{2u`1
akij`i
fifl
Hα
is independent from j since bj`i „ χ2α, ai „ N p0, 2q , i “ ´tl{2u, . . . , tl{2u, and the coefficients
ρplqpn,kq and the set Aplq are independent from j and N by Theorem 2.2. Moreover, as already
pointed out, the expected values of any even monomial with respect to a χξ-distribution is a
monomial in ξ. Thus we have that for fixed l P N, there exists a polynomial wlpαq such that
(3.2) holds.
We can apply a similar reasoning for the Gaussian β ensemble, indeed we notice that if
we approximate the distribution of bj`i „ χ2αp1´ j`iN q, i “ ´tl{2u, . . . , tl{2u with the one of
bj „ χ2αp1´ jN q we get an error of order N´1 when we evaluate the expected value. So we can
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compute
E
”
h
plq
j
ı
Hβ
“ E
»– ÿ
pn,kqPAplq
ρplqpn,kq
tl{2u´1ź
i“´tl{2u
b2nij`i
tl{2u´1ź
i“´tl{2u`1
akij`i
fifl
Hβ
“ wl
ˆ
α
ˆ
1´ j
N
˙˙
`O `N´1˘ ,
(3.7)
where the only difference from the previous case is that the parameter of the χ-distribution
is 2α
`
1´ jN
˘
instead of 2α.
Using the above lemma we can conclude the computation of the moments for the α and
β-ensembles:
Corollary 3.2. Fix l P N, α P R`zt0u, a, b ą ´1 and γ P p0, 1q then in the large N limit, with
Nβ Ñ 2α and NM Ñ γ, the following holds:
uplqα :“ lim
NÑ8E
„
1
N
TrpH lβq

Hβ
“
#ş1
0
wl pαxqdx l even
0 l odd
, (3.8)
vplqα :“ lim
NÑ8E
„
1
N
TrpH lαq

Hα
“
#
wl pαq l even
0 l odd
, (3.9)
uplqα,γ :“ lim
NÑ8E
„
1
N
TrpLlβq

Lβ
“
ż 1
0
glpαxqdx , (3.10)
vplqα,γ :“ lim
NÑ8E
„
1
N
TrpLlαq

Lα
“ glpαq , (3.11)
u
plq
α,a,b :“ limNÑ8E
„
1
N
TrpJ lβq

Jβ
“
ż 1
0
rlpαxqdx , (3.12)
v
plq
α,a,b :“ limNÑ8E
„
1
N
TrpJ lαq

Jα
“ rlpαq . (3.13)
Proof. We will just prove (3.8)-(3.9) since the proof of the other cases is analogous.
From Lemma 3.1 and Theorem 2.2 one gets that:
vplqα “ lim
NÑ8
»– 1
N
¨˝
N´tl{2u´1ÿ
j“tl{2u`1
wlpαq `Op1q‚˛
fifl “ wlpαq . (3.14)
Indeed neglecting the terms hplqj j “ 1, . . . , tl{2u, N ´ tl{2u, . . . , N in the average of Tr
`
H lα
˘
we
get an error of order Op1q since l is fixed, so in the summations we are neglecting a finite number
of terms of order Op1q, see Remark 2.3.
For the same reason one gets that:
uplqα “ lim
NÑ8
»– 1
N
N´tl{2u´1ÿ
j“tl{2u`1
wl
ˆ
α
ˆ
1´ j
N
˙˙
`OpN´1q
fifl . (3.15)
Thus taking the limit for N going to infinity one gets the integral in (3.8).
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Remark 3.3. We stress that uplqα , uplqα,γ and uplqα,a,b are respectively the lth moments of the Gaus-
sian, Laguerre and Jacobi β-ensembles in the high temperature regime. Analogously, the quanti-
ties vplqα , vplqα,γ and vplqα,a,b are the lth moments of the Gaussian, Laguerre and Jacobi α-ensembles
respectively.
We can now finish the proof of Thereon 1.1
Proof of Theorem 1.1. From Corollary 3.2 one concludes that for all fixed l P N:
vplqα “ Bαpαuplqα q , (3.16)
vplqα,γ “ Bαpαuplqα,γq , (3.17)
v
plq
α,a,b “ Bαpαuplqα,a,bq . (3.18)
By Theorem 2.6, Corollary 3.2 and Remark 3.3, the quantities uplqα , uplqα,γ and uplqα,a,b are the
moments of the measures with density µα, µα,γ and µα,a,b defined in (1.4), (1.5) and (1.6).
Moreover by formula (2.2) such moments uniquely determine the corresponding measures.
It follows from relation (3.16) and Lemma 2.1 that the mean density of states dνH of the
Gaussian α-ensemble coincides with Bαpαµαq with µα as (1.4). In a similar way, by (3.17), the
measure Bαpαuα,γq in (1.5) is the mean density of states dνL of the Laguerre α-ensembles and
Bαpαuα,a,bq in (1.6) is the mean density of states dνH of the Jacobi α-ensembles.
Since for the α-ensembles all tanuNn“1 and tbnuN´1n“1 have all finite moments, one can apply
Theorem 2.4 getting that the moments of the empirical spectral distributions of the α- ensembles
dν
pNq
H ,dν
pNq
L and dν
pNq
J converge almost surely to the ones of the corresponding mean density of
states dνH ,dνL and dνJ in (1.4), (1.5) and (1.6) respectively. Furthermore applying Lemma 2.5
one obtains that the spectral distributions of the α-ensembles dνpNqH ,dν
pNq
L and dν
pNq
J converge
almost surely to dνH ,dνL and dνJ in (1.4)-(1.5) and (1.6) respectively.
Finally from (2.10) one gets that formula (1.13)–(1.15) hold, namely that the global fluctua-
tions are Gaussian.
3.1 Parameters limit
In this section we study the behavior of α-ensembles when the parameter α goes to infinity.
For this purpose we consider the rescaled version of α-ensembles, i.e. the matrices defined as
1?
α
Hα,
γ
αLα,γ and Jα. The corresponding mean density of states is rescaled to dνHp
?
αxq,dνL
´
αx
γ
¯
and dνJpxq (see (1.4)–(1.6)).
Now we have to compute the limits of these measures when αÑ 8. We will compute these
limits using the matrix representations of the normalized α-ensemble and exploit the following
weak limits:
lim
αÑ8
N p0, 2q?
α
dÑ 0 lim
αÑ8
χα?
α
dÑ 1 lim
αÑ8Betapα, αq
dÑ 1
2
. (3.19)
The above relations imply that the mean density of states of the three normalized α-ensembles
weakly converges to the mean density of states of the following matrices:
10
H8 “
¨˚
˚˚˚˚
˚˝
0 1
1 0 1
. . . . . . . . .
. . . . . . 1
1 0
‹˛‹‹‹‹‹‚ , L8 “
¨˚
˚˚˚˚
˚˝
1 γ
γ 1` γ2 γ
. . . . . . . . .
. . . . . . γ
γ 1` γ2
‹˛‹‹‹‹‹‚ ,
J8 “
¨˚
˚˚˚˚
˚˝˚
1?
2
1
2
?
2
1
2
?
2
1
2
1
4
1
4
. . . . . .
. . . . . . 1
4
1
4
1
2
‹˛‹‹‹‹‹‹‚
.
(3.20)
The eigenvalues distributions of the above matrices in the large N limit are given by
lim
αÑ8 dνHp
?
αxq “ 1p´2,2q
pi
?
4´ x2 dx , (3.21)
lim
αÑ8 dνL
ˆ
αx
γ
˙
“ 1pp1´γq2,p1`γq2q
pi
a
4γ2 ´ px´ 1´ γ2q2 dx , (3.22)
(3.23)
lim
αÑ8 dνJpxq “
21p0,1q
pi
a
1´ p2y ´ 1q2 dx , (3.24)
where 1pa,bq is the indicator function of the interval pa, bq.
We observe that for all the three α-ensembles in the large α limit, the corresponding mean
density of states is an arcsine distribution. It would be interesting to study the behavior of the
fluctuations of the max/min eigenvalue of the α-ensembles in the limit of large α.
4 An application to the Toda chain
In this section we will apply Theorem 1.1 to find the mean density of states of the classical Toda
chain [22] with periodic boundary conditions. As we already mentioned this is an alternative
proof of the result in [21].
4.1 Integrable Structure
The classical Toda chain is the dynamical system described by the following Hamiltonian:
HT pp,qq :“ 1
2
Nÿ
j“1
p2j `
Nÿ
j“1
VT pqj`1 ´ qjq , VT pxq “ e´x ` x´ 1 , (4.1)
with periodic boundary conditions qj`N “ qj @ j P Z. Its equations of motion take the
form
9qj “ BHTBpj “ pj , 9pj “ ´
BHT
Bqj “ V
1
T pqj`1 ´ qjq ´ V 1T pqj ´ qj´1q, j “ 1, . . . , N . (4.2)
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It is well known that the Toda chain is an integrable system [13,22], one way to prove it is to
put the Toda equations in Lax pair form. This was introduced by Flaschka [11] and Manakov [16]
through the following non canonical change of coordinates:
aj :“ ´pj , bj :“ e 12 pqj´qj`1q ” e´ 12 rj , 1 ď j ď N , (4.3)
where rj “ qj`1 ´ qj is the relative distance. The periodic boundary conditions imply
Nÿ
j“1
rj “ 0 . (4.4)
Then, defining the Lax operator L as the periodic Jacobi matrix [25]
Lpb,aq :“
¨˚
˚˚˚˚
˚˝˚
a1 b1 0 . . . bN
b1 a2 b2
. . .
...
0 b2 a3
. . . 0
...
. . . . . . . . . bN´1
bN . . . 0 bN´1 aN
‹˛‹‹‹‹‹‹‚
, (4.5)
and the anti-symmetric matrix B
Bpbq :“
¨˚
˚˚˚˚
˚˝˚
0 b1 0 . . . ´bN
´b1 0 b2 . . .
...
0 ´b2 0 . . . 0
...
. . . . . . . . . bN´1
bN . . . 0 ´bN´1 0
‹˛‹‹‹‹‹‹‚
, (4.6)
a straightforward calculation shows that the equations of motions (4.2) are equivalent to
dL
dt
“ rB;Ls , (4.7)
so the eigenvalues of L are a set of integrals of motion.
4.2 Gibbs ensemble and the density of states for the periodic Toda
chain
We consider the evolution of the Toda chain on the subspace:
M :“
#
pp, rq P RN ˆ RN :
Nÿ
j“1
rj “
Nÿ
j“1
pj “ 0
+
, (4.8)
which is invariant for the dynamics. Indeed the condition
řN
j“1 rj “ 0 follows from the periodic
boundary conditions and the condition
řN
j“1 pj “ 0 follows from the fact that the system is
translational invariant and therefore the total momentum is conserved. We endow the phase
space M (4.8) with the Gibbs measure for the Toda lattice at temperature β´1 as
dνToda :“ 1
ZTodapβq e
´βHT pp,rqδřN
j“1 pj
δřN
j“1 rj
dpdr , (4.9)
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here ZTodapβq is the partition function which normalize the measure.
We notice that this ensemble makes L (4.5) into a random matrix, thus it makes sense to
study its mean density of states. However the matrix entries of L are not independent random
variables because of (4.8). For this reason we also introduce the approximate measure drνToda on
RN ˆ RN as
drνToda :“ 1rZTodapβq e´βHT pp,rq´θ
ř
j rjdpdr , (4.10)
where rZTodapβq is the partition function which normalizes the measure and θ ą 0 is chosen in
such a way that:
xrj ,drνToday “ 0 . (4.11)
The value of θ ą 0 is unique for all β ą 0 since
xrj ,drνToday “ logpβq ´ Γ1pβ ` θq
Γpβ ` θq , (4.12)
which has just one positive solution.
From now on we will write L and rL as the random matrices whose entries are distributed
according to the probability measure dνToda and drνToda respectively. In particular applying the
change of coordinates (4.3) one gets that
rL „ 1?
2β
¨˚
˚˚˚˚
˚˝˚
a1 b1 0 . . . bN
b1 a2 b2
. . .
...
0 b2 a3
. . . 0
...
. . . . . . . . . bN´1
bN . . . 0 bN´1 aN
‹˛‹‹‹‹‹‹‚
, bj „ χ2pβ`θq , aj „ N p0, 2q j “ 1, . . . , N.
(4.13)
To obtain the mean density of states of the Toda lattice with periodic boundary conditions
we need the following lemma, whose proof can be found in [12]:
Lemma 4.1. (cf. [12, Lemma 4.1]) Fix rβ ą 0 and let f : RN ˆ RN Ñ R depend on just K
variables and finite second order moment with respect to drνToda, uniformly for all β ą rβ. Then
there exist positive constants C,N0 and β0 such that for all N ą N0, β ą maxtβ0, β˜u one has
|xf, dνToday ´ xf, drνToday| ď CK
N
axf2,drνToday ´ xf, drνToday . (4.14)
Applying this Lemma we can conclude that the matrices L and rL have the same moment
sequence in the large N limit. Furthermore, rL is a rank one perturbation of the matrix 1?
β
Hθ`β
in table 1. So we can use the following theorem, whose proof can be found in [4], to show that
the mean density of states of the matrices rL and 1?
β
Hθ`β in the large N limit are the same.
Theorem 4.2. (cf. [4, Theorem A.43]) Let A,B be two N ˆN Hermitian matrices and FA, FB
their empirical spectral density defined as:
FApxq :“ 1
N
#tj ď N : λj ď xu , (4.15)
where λj are the eigenvalues of A. Then
13
||FA ´ FB || ď 1
N
RankpA´Bq , (4.16)
where ||f || “ supx |fpxq|.
This implies also that the moment sequence of rL and 1?
β
Hθ`β are the same in the large N
limit, which means that also the moment sequence of L, 1?
β
Hθ`β in the large N limit are equal.
So applying Lemma 2.1 and Theorem 1.1 one gets that :
Lemma 4.3. Consider the classical Toda chain (4.1) and endow the phase space M (4.8) with
the Gibbs measure dνToda in (4.9), then there exists a constant β0 ą 0 such that, for all β ą β0
the mean density of states of the Lax matrix L (4.5) in the limit N Ñ8 is explicitly given by:
dξLpxq “
a
βBαpαµαp
a
βxqq|α“β`θdx , (4.17)
where µαpxq is given in (1.7).
To conclude, we also remark that if we let the inverse temperature β approach infinity, in
view of (3.21), we obtain that the mean density of states of the classical Toda chain in this
regime is exactly the arcsine law (1.4). From the physical point of view the system is at rest.
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Figure 1: Gaussian α Ensemble empirical spectral density for different values of the parameters,
N “ 500, trials: 5000.
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Figure 2: LαE empirical spectral density for different values of the parameters, N “ 500, trials:
5000.
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A Associate Orthogonal polynomials
The associate Hermite polynomials Hpαqn pxq were introduced in [3]. They are orthonormal poly-
nomials with respect to the measure µα defined in (1.7), namelyż `8
´8
Hpαqn pxqHpαqn pxqµαpxqdx “ δnm,
and satisfy the following three terms recurrence relation:
xHpαqn pxq “ Hpαqn`1pxq ` pn` αqHpαqn´1pxq, H´1px, αq “ 0, H0pxq “ 1 , (A.1)
for α “ 0 one gets the standard Hermite polynomials.
The associate Laguerre polynomials of type 2, Lα,γn pxq, were introduced [14]. They satisfy
the orthogonality relation ż 8
0
Lα,γn pxqLα,γm pxqµα,γpxqdx “ δnm ,
where
µα,γpxq “ 1
Γpα` 1qΓ
´
1` αγ ` α
¯ xαγ e´x∣∣∣ψ ´α,´αγ ;xe´ipi¯ ∣∣∣2 ,
is defined in (1.8). They also satisfy the following three terms recurrence relation:
L0pxq “ 1 , L1pxq “
α` αγ ` 1´ x
α` 1 , (A.2)
´ xLα,γn pxq “ pn` 1` αqLα,γn`1 ´
ˆ
2n` α
γ
` α` 1
˙
Lα,γn pxq `
ˆ
n` α` α
γ
˙
Lα,γn´1pxq . (A.3)
In the definition of µα,γ the Tricomi confluent hypergeometric function ψpa, b; zq [1] is defined
to be the standard solution of the Kummer’s equation
z
d2ψ
dz2
` pb´ zqdψ
dz
´ aψ “ 0 , (A.4)
uniquely determined by the normalization ψpa, b; zq „ z´a as z Ñ 8 and | argpzq| ď 32pi, here
argpzq is the argument of the complex number z. Moreover if b R N then there exists an alternative
formula for the Tricomi confluent hypergeometric:
ψpa, b; zq “ Γp1´ bq
Γpa´ b` 1q 1F1pa, b; zq `
Γpb´ 1q
Γpaq 1F1pa´ b` 1, 2´ b; zq , (A.5)
where
1F1pa, b; zq “
8ÿ
n“0
paqn
pbqnn!z
n , paqn “ apa` 1q ¨ ¨ ¨ pa` n´ 1q . (A.6)
It was shown in [24] that µα,a,b (1.9) is the orthogonality measure of the associate Jacobi
polynomials of type 3, Jα,a,bn pxq:ż 1
0
Jα,a,bn pxqJα,a,bm pxqµα,a,bpxqdx “ δnm.
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The polynomials Jα,a,bn pxq satisfy the following recurrence relation:
xJα,a,bn pxq “
a
ξnµn`1Jα,a,bn`1 pxq ` pξn ` ηnqJα,a,bn pxq `
a
ξn´1µnJα,a,bn´1 pxq , (A.7)
where $’&’%
ξ0pαq “ α`a`12α`a`b`2
ξnpαq “ n`α`a`12n`2α`a`b`2 n`α`a`b`12n`2α`a`b`1 , n ą 0
ηnpαq “ n`α2n`2α`a`b`1 n`α`b2n`2α`a`b , n ą 0
, α ě 0, a, b ą ´1 , (A.8)
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