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MOORE-GIBSON-THOMPSON EQUATION WITH
MEMORY, PART II: GENERAL DECAY OF ENERGY
IRENA LASIECKA AND XIAOJUN WANG*
Abstract. We study a temporally third order (Moore-Gibson-Thompson)
equation with a memory term. Previously it is known that, in non-
critical regime, the global solutions exist and the energy functionals de-
cay to zero. More precisely, it is known that the energy has exponential
decay if the memory kernel decays exponentially. The current work is a
generalization of the previous one (Part I) in that it allows the memory
kernel to be more general and shows that the energy decays the same
way as the memory kernel does, exponentially or not.
1. Introduction
We study the energy decay of Moore-Gibson-Thompson(MGT) equation
with a viscoelastic term
(1) τuttt + αutt + c
2Au+ bAut −
∫ t
0
g(t− s)Au(s)ds = 0,
with initial data
(2) u(0) = u0, ut(0) = u1, utt(0) = u2,
where τ, c, b are parameters inherited from modeling process, see [12] and
references therein. The constant α can be scaled out; we keep it, however,
for notational consistency with [12]. A is a positive self-adjoint operator
defined in a real Hilbert space H. The convolution term
∫ t
0 g(t− s)Au(s)ds
reflects the memory effect of viscoelastic materials; the “memory kernel”
g(t) : [0,∞)→ [0,∞) directly relates to whether or how the energy decays.
Without this memory term, it is known the MGT equation has exponential
energy decay in the non-critical regime, where γ = α− c2τb > 0, see [12].
In an earlier work [18], we studied (1) with a nontrivial g(t), but focusing
on the case where g(t) has exponential decay. We were able to get expo-
nential decay of the energy for three types of memories in the non-critical
regime. Here we study the case where the memory kernel has a more general
decay rate. For sake of clarity, in this work we restrict our attention to one
of the three types of memories introduced in [18].
Notations:
• g(t): memory kernel.
• G(t) = ∫ t0 g(s)ds: strength of memory.• H: real Hilbert space.
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• || · ||: norms on H.
• g ◦ h , ∫ t0 g(t− s)||h(t)− h(s)||2ds, g(·) ∈ C(R+), h(·) ∈ H.
1.1. Main results. Our work shows that the energy decay rate of system
(1), where memory effects get involved, is determined solely by the memory
kernel: if g(t) decays exponentially, then the energy decays exponentially
too; if g(t) decays slower, then the energy decays slower as well.
Assumption 1.1. Let G(t) =
∫ t
0 g(s)ds. We assume
(1) g(t) ∈ C1(R+), g(t) > 0, g(0) < bαγτ2 and G(+∞) < c2.
(2) There exists a convex function H(·) ∈ C1(R+), which is strictly
increasing with H(0) = 0, such that
g′(t) +H(g(t)) ≤ 0,∀t > 0.
(3) Let y(t) be a solution of the following ODE
y′(t) +H(y(t)) = 0, y(0) = g(0),
and there exists α0 ∈ (0, 1) such that y1−α0(·) ∈ L1(R+).
(4) There exists δ¯ > 0 such that H(·) ∈ C2(0, δ¯) and x2H ′′(x)−xH ′(x)+
H(x) ≥ 0,∀x ∈ [0, δ¯].
(5) A satisfies ||u|| ≤ λ0||A1/2u|| for all u ∈ H.
(6) γ = α− c2τb > 0.
Remark 1.2. Comparing to the result in [18], here we do not require the
convexity of g, however g(0) has to be suitably small.
Theorem 1.3 (Existence of weak solution). Consider system (1). If
(u0, u1, u2) ∈ D(A1/2)×D(A1/2)×H,
then, under the Assumption 1.1, this system has a unique weak solution u
satisfying
u ∈ C1(R+;D(A
1
2 )) ∩ C2(R+;H).
Theorem 1.4 (General decay of energy). Under the Assumption 1.1, the
energy of the weak solution decays to zero. Moreover, there exists positive
constants C˜, β˜, κ˜ such that
E(t) ≤ C˜y(β˜t+ κ˜).
1.2. Background. Moore-Gibson-Thompson(MGT) arises from modeling
high amplitude sound waves. There have been quite a few works in this
research field due to the wide range of applications such as the medical
and industrial use of high intensity ultrasound in lithotripsy, thermother-
apy, ultrasound cleaning, etc. The classical nonlinear acoustics models
include Kuznetsov’s equation, the Westervelt equation and the Kokhlov-
Zabolotskaya-Kuznetsov equation. A thorough study of the linearized mod-
els is a good starting point for better understanding the well-posedness and
asymptotic behaviors of the nonlinear models. Actually, the work [12] has
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shown, even in the linear case, rich dynamics appear. In [19], Marchand et.al.
2012 gave a detail analysis of this equation; using the abstract semigroup
approach and a refined spectrum analysis they settle the well-posedness of
(3) and identified an accumulation point of eigenvalues which essentially
connects to the exponential decay of energy. Kaltenbacher et.al. [13] also
studied the fully nonlinear version of MGT equation and gave the well-
posedness and the exponential decay.
In [12], Kaltenbacher, Lasiecka and Marchand studied well-posedness and
uniform decays of energy for the linearized MGT system,
τuttt + αutt + c
2Au+ bAut = 0.(3)
A critical parameter γ = α − c2τb was disclosed. It has been shown in [12]
that when γ > 0, namely in the non-critical case, the problem is well-posed
and its solution is exponentially stable; while γ = 0, the energy is conserved.
It is well known that the wave equation conserves mechanical energy.
More specifically, consider the wave equation
utt −∆u = 0.
Multiply by ut, we have
d
dt
1
2
(||ut||2 + ||∇u||2) = 0⇒ E(t) ≡ 1
2
(||ut||2 + ||∇u||2) = E(0).
Here we use E(t) to represent the mechanical energy, the summation of
kinetic and potential energy. So the mechanical energy does not change
when a wave evolves. On the other hand, we normally see mechanical energy
dissipates in a physical system due to certain damping mechanism.1 A
different viewpoint is, in order to force the energy decay, we have to inject
damping mechanisms into the system. In this aspect, there are different
ways to implement the idea. One way is to add viscous damping, also called
frictional damping, into the wave equation. Namely, taking into account the
friction, we end up with equation in form of
utt −∆u+ ut = 0.
The energy estimate gives
d
dt
1
2
(||ut||2 + ||∇u||2) = −||ut||2 ≤ 0⇒ E(t) ≤ E(0).
Obviously, the mechanical energy does not increase for sure; in fact it decays,
at least when the kinetic ||ut||2 is not zero. Indeed, it can be shown, by
standard Lyapunov function method, that the energy decays exponentially
[8]. Adding the structure damping ∆ut to the wave equation is another
way to obtain exponential decay of the energy. These topics are of great
importance in real applications and form an active research area [1].
1Damping is the dissipation of energy, which transform the mechanical energy into
another form, e.g. heat or light.
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What interests us here is a different damping mechanism caused by vis-
coelasticity, which forces the appearance of memory term in a system. Vis-
coelasticity is the property of materials that exhibit both viscous and elastic
characteristics when undergoing deformation. It usually appears in fluids
with complex microstructure, such as polymers, suspensions, and granular
materials. One encounters viscoelastic materials in biological science, mate-
rials sciences as well as in many industrial processes, e.g., in the chemical,
food, and oil industries. The phenomena and mathematical models for such
materials are more varied and complex than those of pure elastic materials
or those of pure Newtonian fluids, see[22].
In [18], we investigate the case where memory effects are incorporated into
the model. It is well known that memory generates stabilizing mechanism
for second order wave equations. There is an abundant literature on the
topic, see [2, 3, 4, 6, 5, 9, 10, 14, 20, 21, 23, 24], to name a few. The
prototype model is viscoelastic wave equation,
(4) utt −∆u+
∫ t
0
g(t− s)∆u(s)ds = 0,
where ∆ is Laplacian defined on bounded domain with smooth boundary.
The convolution term
∫ t
0 g(t−s)Au(s)ds represents memory: the integral
itself suggests the nonlocality in time; the system at present moment “re-
member” certain information in the past history. This is a simplified one
dimensional wave equation with memory. Like all the physically meaningful
partial differential equations, it is derived based on the balance laws of mo-
mentum and/or conservation of mass, together with a constitutive equation
relating stress to strain (elasticity) or stress to rate of strain (fluids). For
more information on the derivation of this 1-D system, we refer to Renardy
[11]. On a detailed description on damping mechanisms, see [1] and the
references therein.
In the study of wave equation, an interesting phenomena is that, when
two different kind of damping terms appear simultaneously, despite the fact
that both terms help the system dissipate the energy, they do not necessarily
accelerate the decay process. For instance, while the frictional damping
alone causes exponential decay; only polynomial decay can be reached when
an additional memory term presents itself with a polynomial kernel[7].
Natural questions can be raised based on the study of wave-memory sys-
tem: What kind of term creates damping effect in a system? How to select
multipliers that can “detect” the damping? Does the damping term always
help? Is it possible that adding a damping term “hurt” the initial energy,
in any sense? While the answers to these questions in case of wave with
frictional damping are relatively simple, they are not for the memory damp-
ing we introduce below. Following the wave-memory system, this work is
part of the effort in understanding this damping mechanism. To our best
knowledge, this is one of the first few works that study the memory damping
in the context of a third order in time system.
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In the rest of this section, we recall the results for MGT equation. In
Section 2 we prove the main results stated before.
1.3. Results for MGT. Consider the MGT equation (3),
τuttt + αutt + c
2Au+ bAut = 0,
with initial conditions
u(0) = u0, ut(0) = u1, utt(0) = u2.
Here A is a self-adjoint positive operator on a Hilbert space H with a dense
domain D(A) ⊂ H. The initial data
(u0, u1, u2) ∈ H ≡ D(A1/2)×D(A1/2)×H.
We state the following results from [12]:
Theorem 1.5 (Kaltenbacher et.al. 2011, [12]). Let τ > 0, b > 0, α ∈ R,
then the system (3) generates a strongly continuous semigroups on H.
Moreover, introduce the parameter γ = α− c2τb , we have
Theorem 1.6 (Kaltenbacher et.al. 2011, [12]). Let τ > 0, b > 0, α > 0, c >
0. Let
Eˆ1(t) = b||A1/2(ut + c
2
b
u)||2 + τ ||utt + c
2
b
ut||2 + c
2
b
γ||ut||2,
Eˆ2(t) = α||ut||2 + c2||A1/2u||2,
and
Eˆ(t) = Eˆ1(t) + Eˆ2(t).
1. If γ > 0, then the semigroup generated in Theorem 1.5 is exponentially
stable on H. And there exist ω > 0, C > 0 such that
Eˆ(t) ≤ Ce−ωtEˆ(0), t > 0.
2. If γ = 0, the energy Eˆ1(t) remains constant.
Remark 1.7. The MGT equation (3) can be rewritten as
τztt + bAz + γzt = γc
2
b
ut,
where z(t) = ut +
c2
b u. Since τ > 0, b > 0, it is easy to see that, in the new
variable z, (3) becomes wave equation when γ = 0, hence no decay can be
expected. This is exactly how MGT is connected to wave equation through
the parameter γ = α − c2τb . On the other hand, when γ > 0, (3) becomes a
damped wave equation which intends to force exponential decay.
Remark 1.8. Theorems 1.5 and 1.6 were firsted proved in [12]. A different
proof of Theorem 1.6, which can serve a warm up for the current work, was
given in [18].
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Remark 1.9. In this work, we work in the non-critical regime (γ > 0).
Both the “frictional damping” and “memory damping” are present in the
system. It turns out that, while the frictional damping alone causes expo-
nential decay, we are only able to get a slower decay if a weaker memory
damping is added to the system.
From now on, we study MGT with memory terms and prove the main
results stated before.
2. Proofs
Remark 2.1 (On the existence, Theorem 1.3). We omit the proof and fo-
cus on the decay part. The concept of weak solutions and the corresponding
functional setting are from [12]. The proof can be completed by the standard
Galerkin method. The key is a global energy bound, which is a by product of
the decay part proof below.
Proof of the general decay, Theorem 1.4
The proof is lengthy and quite involved. So we split the proof into three
subsections. In the first subsection, we derive the energy inequality. All the
later calculations are based on this estimate. However, we are not able to
get decay rate out of this continuous version of energy estimate, for it is
not in an form applicable to Gronwall inequality. To get what we want, we
need two parts: 1. the discretized version of energy estimate developed in
[16], which essentially is a generalized version of Gronwall inequality; 2. the
iteration technique developed in [17], which can optimize the estimate in
finite steps. In the second subsection, we discretize the estimate, based on
which we are able to get an “initial” decay estimate. The decay rate here
is not optimal. We improve the result in the third subsection through an
iteration process. The iteration can be finished in finite steps and we are
able to get the optimal decay rate.
2.1. Energy inequality. In this subsection we carry out the energy esti-
mate in several steps. The goal is to get a differential inequality in form
of ddtE(t) = −R(t), where E(t) is the natural energy functional and R(t)
is a positive function called damper: it forces E(t) to decrease and creates
energy damping. Generally, the expression of natural energy E(t) looks
sloppy, hence standart energy functional F (t) is defined and proved to be
equivalent to E(t). Namely there are positive constants C1, C2 such that
C1E(t) ≤ F (t) ≤ C2E(t). As a dressed up version of E(t), F (t) usually
makes the calculations much neater.
Recall the equation
(5) τuttt + αutt + c
2Au+ bAut −
∫ t
0
g(t− s)Au(s)ds = 0.
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Step I. Multiplying (5) by utt, we have
d
dt
E1(t) = −2α||utt||2 + 2c2||A1/2ut||2 − 2g(t)(Au, ut)
+2
∫ t
0
g′(t− s)(A(u(t)− u(s)), ut(t))ds,
with
E1(t) = [τ ||utt||2 + b||A1/2ut||2 + 2c2(Au, ut)]
−2
∫ t
0
g(t− s)(Au(s), ut(t))ds.
Step II. Multiplying (5) by ut, we have
d
dt
E2(t) = −2b||A1/2ut||2 + 2τ ||utt||2 + g′ ◦ A1/2u− g(t)||A1/2u||2,
with
E2(t) = [c
2||A1/2u||2 + α||ut||2 + 2τ(utt, ut)]
+g ◦ A1/2u−
∫ t
0
g(s)ds||A1/2u||2.
Recall g ◦ A1/2u = ∫ t0 g(t− s)||A1/2u(t)−A1/2u(s)||2ds.
Step III. Define natural energy functional. Since γ = α − c2τb > 0 is
assumed, we can pick a k such that
c2
b
< k <
α
τ
.
Let E(t) = E1(t) + kE2(t) be the natural energy, we have
E(t) = b||A1/2ut||2 + 2c2(Au, ut) + c2k||A1/2u||2
+ τ ||utt + kut||2 + kτ(α
τ
− k)||ut||2
+ kg ◦ A1/2u− kG(t)||A1/2u||2(6)
+ 2
∫ t
0
g(t− s)(A1/2(u(t)− u(s)),A1/2ut(t))ds
− 2G(t)(Au(t), ut(t)).
and
d
dt
E(t) +R(t) = 0, with
R(t) = 2(α− kτ)||utt||2 + 2(bk − c2)||A1/2ut||2
+2g(Au, ut) + kg||A1/2u||2
−2
∫ t
0
g′(t− s)(A(u(t)− u(s)), ut(t)ds − kg′ ◦ A1/2u.(7)
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Remark 2.2. The calculations appear to be lengthy. But two hints should
make it less tedious: 1. since we are working on real Hilbert space, many cal-
culations here are like algebras of completing square; 2. both E(t) and R(t)
contain two parts, one part contains terms from the normal MGT equation,
the other stands for memory terms.
Remark 2.3. Although the calculations here are for arbitrary k ∈ ( c2b , ατ ),
we will need k to satisfy an additional condition stated later, see Lemma
2.10.
Step IV. Define standard energy functional. Now denote the standard
energy
F (t) = ||utt||2 + ||A1/2ut||2 + ||A1/2u||2 + g ◦ A1/2u,
we claim that
Lemma 2.4. E(t) ∼ F (t).
Remark 2.5. Here F (t) contains a memory term in form of g ◦ A1/2u,
contrary to the energy functional defined in [?], which contains memory
term −g′ ◦ A1/2u instead. This is the consequence of us trying to eliminate
the convexity restriction on g(t).
Proof. We want to prove that one is bounded by a multiple of the other.
E(t) = b||A1/2ut||2 + 2c2(Au, ut) + c2k||A1/2u||2
+τ ||utt + kut||2 + kτ(α
τ
− k)||ut||2
+kg ◦ A1/2u− kG(t)||A1/2u||2
+2
∫ t
0
g(t− s)(A1/2u(t)−A1/2u(s),A1/2ut(t))ds
−2G(t)(Au(t), ut(t))
=
c2 −G(t)
k
||A1/2ut + kA1/2u||2 + (b− c
2
k
)||A1/2ut||2
+τ ||utt + kut||2 + kτ(α
τ
− k)||ut||2
+
G(t)
k
||A1/2ut||2 + kg ◦ A1/2u
+2
∫ t
0
g(t− s)(A1/2u(t)−A1/2u(s),A1/2ut(t))ds.
Remark 2.6. The summation of last three terms is non-negative, since
2|
∫ t
0
g(t− s)(A1/2u(t)−A1/2u(s),A1/2ut(t))ds|
≤ 2
∫ t
0
g(t− s)
√
k||A1/2u(t)−A1/2u(s)|| 1√
k
||A1/2ut(t)||ds
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≤
∫ t
0
g(t− s)[k||A1/2u(t)−A1/2u(s)||2 + 1
k
||A1/2ut(t)||2]ds
= kg ◦ A1/2u+ G(t)
k
||A1/2ut||2, with G(t) =
∫ t
0
g(s)ds.
Remark 2.7 (Energy match). While we can guarantee the non-negativeness
of the summation, that is not sufficient for proving the equivalence of E(t)
and F (t). For that purpose, we expect a positive copy of g ◦ A1/2u to come
out. This can be done by energy match. The idea is to borrow a portion of
||A1/2ut||2 from term (b − c2k )||A1/2ut||2 and add it to term G(t)k ||A1/2ut||2.
Then through completing square, we obtain a substantial portional of g ◦
A1/2u.
Split the term (b− c2k )||A1/2ut||2 to get
E(t) =
c2 −G(t)
k
||A1/2ut + kA1/2u||2 + 1
2
(b− c
2
k
)||A1/2ut||2
+τ ||utt + kut||2 + kτ(α
τ
− k)||ut||2
+[
1
2
(b− c
2
k
) +
G(t)
k
]||A1/2ut||2 + kg ◦ A1/2u
+2
∫ t
0
g(t− s)(A1/2u(t)−A1/2u(s),A1/2ut(t))ds.
Pick a σ0, so that 0 < σ0 < k and
G(t)
k−σ0
< [12(b− c
2
k ) +
G(t)
k ]. This can be
done since G(t) is finite and we can choose σ0 sufficiently small. Then by
Holder inequality we have
2|
∫ t
0
g(t−s)(A1/2u(t)−A1/2u(s),A1/2ut(t))ds| ≤ (k−σ0)g◦A1/2u+ G(t)
(k − σ0) ||A
1/2ut||2.
So
E(t) ≥ c
2 −G(t)
k
||A1/2ut + kA1/2u||2 + 1
2
(b− c
2
k
)||A1/2ut||2
+τ ||utt + kut||2 + kτ(α
τ
− k)||ut||2
+[
1
2
(b− c
2
k
) +
G(t)
k
]||A1/2ut||2 + kg ◦ A1/2u
−(k − σ0)g ◦ A1/2u− G(t)
(k − σ0) ||A
1/2ut||2
≥ c
2 −G(t)
k
||A1/2ut + kA1/2u||2 + 1
2
(b− c
2
k
)||A1/2ut||2
+τ ||utt + kut||2 + kτ(α
τ
− k)||ut||2
+σ0g ◦ A1/2u.
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Since c2 − G(t) is strictly positive, we have E(t) ≥ CF (t) by Lemma 2.8
below.
Lemma 2.8. Let C0 > 0. Then
||f + g||2 + C0||g||2 ∼ ||f ||2 + ||g||2.
Proof. Note
||f + g||2 + C0||g||2 = 1
1 + C02
||f ||2 + 2(f, g) + (1 + C0
2
)||g||2
+(1− 1
1 + C02
)||f ||2 + C0
2
||g||2
≥ C1(||f ||2 + ||g||2), C1 = min{(1 − 1
1 + C02
),
C0
2
}.
The other direction ||f + g||2 + C0||g||2 ≤ C2(||f ||2 + ||g||2) is trivial. 
On the other hand, it is easy to see
E(t) =
c2 −G(t)
k
||A1/2ut + kA1/2u||2 + (b− c
2
k
)||A1/2ut||2
+τ ||utt + kut||2 + kτ(α
τ
− k)||ut||2
+
G(t)
k
||A1/2ut||2 + kg ◦ A1/2u
+2
∫ t
0
g(t− s)(A1/2u(t)−A1/2u(s),A1/2ut(t))ds
≤ C||A1/2ut + kA1/2u||2 + C||A1/2ut||2
+C||utt + kut||2 + C||ut||2
+C||A1/2ut||2 + Cg ◦ A1/2u
≤ C||utt||2 + C||ut||2 +C||A1/2ut||2
+C||A1/2u||2 + Cg ◦ A1/2u
≤ CF (t)
because of the boundedness of g(t), G(t). The equivalence of E(t) and F (t)
is established. 
Remark 2.9. Obviously F (t) is much simpler than E(t). Indeed, we have
cleaned up the cross terms and the coefficients. Moreover, since ||w|| ≤
λ0||A1/2w|| for all w ∈ H, F (t) also absorbs terms ||ut||2 and ||u||2.
Step V. Analyze the damper. Recall
d
dt
E(t) = −R(t)
with
R(t) = 2(α− kτ)||utt||2 + 2(bk − c2)||A1/2ut||2 + 2g(Au, ut)
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+kg||A1/2u||2 − 2
∫ t
0
g′(t− s)(A(u(t)− u(s)), ut(t)ds− kg′ ◦ A1/2u.
We claim R(t) ≥ 0 and hence E(t) is non-increasing.
R(t) = 2(α− kτ)||utt||2 + 2(bk − c2)||A1/2ut||2
+
g
k
||A1/2ut + kA1/2u||2 − g
k
||A1/2ut||2 − kg′ ◦ A1/2u
−2
∫ t
0
g′(t− s)(A(u(t)− u(s)), ut(t)ds.
For the last term, we can pick a number δ ∈ (0, k) such that
−2
∫ t
0
g′(t− s)(A(u(t)− u(s)), ut(t)ds
= 2
∫ t
0
√
−g′(t− s)
√
k − δ
√
−g′(t− s)
√
1/k − δ(A(u(t)− u(s)), ut(t)ds.
≤ −(k − δ)g′ ◦ A1/2u− 1
k − δ ||A
1/2ut||2
∫ t
0
g′(t− s)ds
= −(k − δ)g′ ◦ A1/2u+ g(0) − g(t)
k − δ ||A
1/2ut||2
So
R(t) ≥ 2(α− kτ)||utt||2 + g(t)
k
||A1/2ut + kA1/2u||2
+2(bk − c2 − g(0)
k − δ )||A
1/2ut||2
−δg′ ◦ A1/2u+ ( 1
k − δ −
1
k
)g(t)||A1/2ut||2.
Now, given the Assumption 1.1, by the Lemma 2.10 below, we can pick
σ > 0 such that 2(bk − c2 − g(0)k−δ ) becomes strictly positive.
Lemma 2.10. If 0 < g(0) < bαγτ2 , then there are σ > 0 and k ∈ ( c
2
b ,
α
τ ) such
that g(0) < (k − σ)(bk − c2), or equivalently, 2(bk − c2 − g(0)k−σ ) > 0.
Proof. Since g(0) < bαγτ2 =
α
τ (b
α
τ − c2), all we need is to show
(k − σ)(bk − c2)→ α
τ
(b
α
τ
− c2) as k → α
τ
, σ → 0,
which is trivially true. 
Thus there exists a positive constant Cσ such that
R(t) ≥ Cδ(||utt||2 + ||A1/2ut||2 − g′ ◦ A1/2u).
Obviously,
(8) − g′ ◦ A1/2u ≤ 1
Cσ
R(t).
This inequality will be used later, where we construct convex function and
apply Jenson’s inequality. See lemmas 2.16 and 2.17.
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Moreover, integrate (7) on [t, T ], we have E(T )+
∫ T
t R(s)ds = E(t). Hence
E(T ) + Cδ
∫ T
t
||utt||2 + ||A1/2ut||2 − g′ ◦ A1/2uds ≤ E(t).
In particular
(9)
∫ T
t
||utt||2 + ||A1/2ut||2 − g′ ◦ A1/2uds ≤ CE(t).
What we expect now is∫ T
t
||A1/2u||2ds ≤ CE(t).
To achieve the goal, multiply (1) by u, we have
d
dt
b
2
||A1/2u||2 + c2||A1/2u||2
= α||ut||2 + d
dt
[
τ
2
||ut||2 − τ(utt, u)− α(ut, u)]
+G(t)||A1/2u||2 −
∫ t
0
g(t− s)(A1/2(u(t)− u(s)),A1/2u(t))ds.
which gives
(c2 −G(t) − ǫG(t))
∫ T
t
||A1/2u||2ds
≤ α
∫ T
t
||ut||2ds+ [τ
2
||ut||2 − τ(utt, u)− α(ut, u)]|Tt
+
1
4ǫ
∫ T
t
g ◦ A1/2uds− b
2
||A1/2u||2|Tt .
By Assumption 1.1-1, G(t) ≤ G(+∞) < c2, we can choose ǫ so small that
(c2 −G(t)− ǫG(t)) ≥ Cǫ > 0.
Furthermore, ∫ T
t
||ut||2ds ≤ λ20
∫ T
t
||A1/2ut||2ds ≤ CE(t),
||ut||2|Tt ≤ ||A1/2ut(t)||2 + ||A1/2ut(T )||2 ≤ CE(t),
||(utt, u)|| ≤ ||utt||2 + ||u||2 ≤ CE(t),
||(ut, u)|| ≤ CE(t),∫ T
t
g ◦ A1/2uds ≤ CE(t),
hence
(10)
∫ T
t
||A1/2u||2ds ≤ CE(t).
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Now combine (9) and (10), we have
∫ T
t
||utt||2 + ||A1/2ut||2 + ||A1/2u||2 − g′ ◦ A1/2uds ≤ CE(t).
Remark 2.11. Consider the special case where H(s) = cs, hence g′ ≤
−cg, then we can get exponential decay without going further. Indeed, since
−g′ ≥ cg, from the last inequality we have ∫ Tt E(s)ds ≤ C ∫ Tt ||utt||2 +
||A1/2ut||2 + ||A1/2u||2 − g′ ◦ A1/2uds ≤ CE(t). By a generalized Gronwall
lemma,
∫ T
t E(s)ds ≤ CE(t) immediately gives the exponential decay. See
Lemma 2.7 in [18].
Remark 2.12. In this work, we assume memory kernel g(t) has general
decay rate, and we need techniques that is more sophisticate. To do the decay
estimate, we adopt the idea in Lasiecka,etc [16] and represent the decay by
the solution of an ODE. For that reason we have to discretize the energy
inequality and apply a series of lemmas. The technique has been applied in
[17].
Step VI.
The previous step implies
∫ T
t
||utt||2 + ||A1/2ut||2 + ||A1/2u||2 ≤ CE(t).
So ∫ T
t
E(s)ds ≤ C1E(t) + C2
∫ T
t
g ◦ A1/2uds
= C1E(T ) + C1
∫ T
t
R(s)ds +C2
∫ T
t
g ◦ A1/2uds.
Since E(t) is non-increasing function of t, we arrive at
(11) (T − t− C1)E(T ) ≤ C1
∫ T
t
R(s)ds+ C2
∫ T
t
g ◦ A1/2uds.
Remark 2.13. We emphasize the fact that the starting “moment” t is taken
sufficiently large so that the energy estimate can be carried out. Other than
that, t and T are arbitrary. The constants C1, C2 are independent of t and
T . As we shall see soon, the decay rate shall be discovered based on the
relations between each pari of the following integrals
∫ T
t
g ◦ A1/2uds↔
∫ T
t
(−g)′ ◦ A1/2uds↔
∫ T
t
R(s)ds.
2.2. Initial decay estimate. We introduce the Lemma 3.3 from [16], which
is the cornerstone of the later calculations.
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Lemma 2.14 (Lasiecka & Tataru 1993,[16]). Let p be a positive, increasing
function such that p(0) = 0. Since p is increasing, we can define an increas-
ing function q, q(x) ≡ x− (I + p)−1(x). Consider a sequence sn of positive
numbers which satisfies
sm+1 + p(sm+1) ≤ sm.
Then sm ≤ S(m) where S(t) is a solution of the differential equation
d
dt
S(t) + q(S(t)) = 0, S(0) = s0.
Moreover, if p(x) > 0 for x > 0 then limt→∞ S(t) = 0.
Remark 2.15. This lemma suggests that we are expecting an discretized
energy inequality in form of E(Tn+1) + Hˆ(E(Tn+1)) ≤ E(Tn), with an in-
creasing non-negative function Hˆ.
We put the calculations in several steps.
Step 1: Discretize energy estimate
In (11), pick t = Tn = nT0 and T = Tn+1 = (n+1)T0, where T0 is a given
positive real number and n is any positive integer. Here T0 is chosen to be
sufficiently large so that all the estimates before can be justified. We have
(T0 − C1)E(Tn+1) ≤ C1
∫ Tn+1
Tn
R(s)ds + C2
∫ Tn+1
Tn
g ◦ A1/2uds.
Here we pick T0 large enough so that T0 − C1 > 0 and we have
E(Tn+1) ≤ C1
∫ Tn+1
Tn
R(s)ds+ C2
∫ Tn+1
Tn
g ◦ A1/2uds.(12)
Note n is arbitrary positive integer and C1, C2 depend on T0, but do not
depend on n.
Step 2: Construct convex function related to H
For the α0 ∈ (0, 1) given in Assumption 1.1, define function
(13) H1,α0(s) , α0s
1− 1
α0Hα0(s) = α0s
1− 1
α0H(s
1
α0 ).
Lemma 2.16. Denote ||A1/2u(t) − A1/2u(s)|| by f(t, s). Under the As-
sumptions 1.1, there exists an interval [0, δ), 0 < δ < δ¯ on which we have
1. H1,α0(0) = 0 and H1,α0(s) is increasing and convex.
2. Moreover, if cα0 , sup
t>0
c(α0, t) = sup
t>0
∫ t
0 g
1−α0(t − s)f2(t, s)ds < ∞,
then there exist constants ϑ so that
(14) H1,α0 [ϑ(g ◦ A
1
2u)](t) ≤ α0ϑ
Cσ
R(t), for t ∈ [Tn, Tn+1], n = 1, 2 . . . ,
with ϑ ∈ (0, 1) independent of n.
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Proof. The proof was given in [17]. We present it here for readers’ con-
venience. Since H ∈ C1[0,∞), it is easy to see that function H1,α0(s) =
α0s
1− 1
α0H(s
1
α0 ), 0 < α0 < 1 is well-defined on [0,∞) with H1,α0(0) = 0.
1. Let k = 1α0 ≥ 1. We have H1,α0(s) = 1ks1−kH(sk) and
H ′1,α0(s) =
(1− k)
k
s−kH(sk) + s1−kH ′(sk)sk−1
=
1
k
s−kH(sk) + [H ′(sk)− s−kH(sk)] > 0,∀s > 0.
The last inequality results from the properties of H(s)
(15) H(x) ≤ xH ′(x), x > 0.
Indeed, this follows from geometric interpretation of convexity of H(x) and
the fact that H(0) = 0 which then gives H ′(x)x −H(x) > 0,∀x > 0. Thus
we show that H1,α0(x) is increasing on the positive half line.
For the second derivative on (0,∞), we have
H ′′1,α0(s) = (k − 1)s−k−1H(sk)
+(1− k)s−kH ′(sk)sk−1 + ksk−1H ′′(sk)
=
1
sk+1
[kx2H ′′(x)− (k − 1)xH ′(x) + (k − 1)H(x)]
=
k − 1
sk+1
(
x2H ′′(x)− xH ′(x) +H(x))+ x2
sk+1
H ′′(x),(16)
with x = sk.
In view of Assumption 1.1, we conclude the proof for part 1, namely, there
exist an interval (0, δ), 0 < δ < δ¯ on which H1,α0(s) = α0s
1− 1
α0H(s
1
α0 ) is
increasing and convex.
2.
Now we prove that H1,α0(s) = α0s
1− 1
α0H(s
1
α0 ) satisfies
(17) H1,α0 [ϑ(g ◦A
1
2u)(t)] ≤ α0ϑ
Cσ
R(t)
(or equivalently (g ◦A 12u)(t) ≤ 1ϑH−11,α0(α0ϑCσ R(t))), under the assumption
0 < cα0 = sup
t>0
c(α0, t) = sup
t>0
∫ t
0
g1−α0(t− s)f2(t, s)ds <∞.
Recalling that (g ◦ A 12u)(t) = ∫ t0 g(t− s)f2(t, s)ds and c(α0, t) <∞, also
noting H1,α0(s) = α0s
1− 1
α0H(s
1
α0 ) is convex for s small, pick ϑ sufficiently
small, by Jensen’s Inequality (see Proposition 3.1) we have
H1,α0
[
ϑ
∫ t
0
g(t− s)f2(t, s)ds
]
= H1,α0
[ ∫ t
0
ϑgα0(t− s)g1−α0(s)f2(t, s)ds
]
= H1,α0
[ 1
c(t, α0)
∫ t
0
ϑc(t, α0)g
α0(t− s)g1−α0(t− s)f2(t, s)ds
]
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≤ 1
c(t, α0)
∫ t
0
H1,α0
[
ϑc(t, α0)g
α0(t− s)]g1−α0(t− s)f2(t, s)ds
=
1
c(t, α0)
∫ t
0
α0[ϑc(t, α0)g
α0(t−s)]1− 1α0H([ϑc(t, α0)gα0(t−s)] 1α0 )g1−α0(t−s)f2(t, s)ds
=
α0ϑ
1− 1
α0
c(t, α0)
1
α0
∫ t
0
H(
[
ϑ
1
α0 c(t, α0)
1
α0 g(t− s)])f2(t, s)ds
Now we can make ϑ so small such that ϑ
1
α0 c(t, α0)
1
α0 ≤ 1, thus we have
H(
[
ϑ
1
α0 c(t, α0)
1
α0 g(t− s)]) ≤ ϑ 1α0 c(t, α0) 1α0H(g(t− s)),
because H(0) = 0 and H(x) is convex. So we have
H1,α0
[
ϑ
∫ t
0
g(t− s)f2(t, s)ds
]
≤ α0ϑ
∫ t
0
H
[
g(t− s)]f2(t, s)ds
≤ α0ϑ
∫ t
0
[− g′(t− s)]f2(t, s)ds ≤ α0ϑ
Cσ
R(t).
The final inequality s from (8). This completes the proof of (17). 
Lemma 2.17. Given the results of lemmas above, our energy functional
E(t) satisfies
E(Tn+1) + Hˆ1,α0{E(Tn+1)} ≤ E(Tn)(18)
holds for all n > 0, where Hˆ1,α0 is defined by
Hˆ−11,α0(x) =
C1
ϑ
T0H
−1
1,α0
[ α0ϑ
CσT0
x
]
+ C2x,∀x ∈ R.
Moreover, we can show that Hˆ1,α0(s) is a convex, continuous increasing and
zero at the origin function. Here C1, C2, ϑ depends only on α0, T0, but not
on n.
Proof. From (12), we have
E(Tn+1) ≤ C1
∫ Tn+1
Tn
(g ◦A 12u)(t)dt+ C2
∫ Tn+1
Tn
R(t)dt
≤ C1
ϑ
∫ Tn+1
Tn
H−11,α0(
α0ϑ
Cσ
R(t))dt+ C2
∫ Tn+1
Tn
R(t)dt
≤ C1
ϑ
T0H
−1
1,α0
[ α0ϑ
CσT
∫ Tn+1
Tn
R(t)dt
]
+ C2
∫ Tn+1
Tn
R(t)dt
, G
[ ∫ Tn+1
Tn
R(t)dt
]
.
Here we define G by
G(x) =
C1
ϑ
T0H
−1
1,α0
[ α0ϑ
CσT
x
]
+ C2x.
MOORE-GIBSON-THOMPSON EQUATION WITH MEMORY, PART II: GENERAL DECAY OF ENERGY17
It is easy to see that G is increasing and concave near 0 with G(0) =
0. Denote G−1 by Hˆ1,α0 , which is increasing, convex and through origin.
Furthermore,
E(Tn+1) ≤ G
[ ∫ Tn+1
Tn
R(t)dt
]
.
⇒ Hˆ1,α0 [E(Tn+1)] ≤
[ ∫ Tn+1
Tn
R(t)dt
]
.
⇒ Hˆ1,α0 [E(Tn+1)] ≤ E(Tn)− E(Tn+1).
⇒ E(Tn+1) + Hˆ1,α0 [E(Tn+1)] ≤ E(Tn).

Step 3: Initial estimate
Define Hα0 = I − (I + Hˆ1,α0)−1. By Lemma 2.14 and Lemma 2.17 we
immediately have
Lemma 2.18. Given the lemma 2.17 and condition (14) we have the fol-
lowing decay rates for the energy function
E(t) ≤ s(t),∀t > T
with
(19) st +Hα0(s) = 0, s(0) = E(0).
Moreover, we have
Lemma 2.19. All three convex functions, Hα0(x), Hˆ1,α0(x) and H1,α0(x),
have the same end behavior at origin.
Proof. Note the following
Hα0 = I − (I + Hˆ1,α0)−1 = (I + Hˆ1,α0) ◦ (I + Hˆ1,α0)−1 − (I + Hˆ1,α0)−1
= Hˆ1,α0 ◦ (I + Hˆ1,α0)−1.
Since Hˆ1,α0 ∈ C1[0,∞), we have Hˆ1,α0(x) = O(x) at the origin. We use
A ≈ B to represent that A and B have the same end behaviors. Then
(I + Hˆ1,α0) ≈ I ⇒ Hˆα0 ◦ (I + Hˆα0)−1 ≈ Hˆ1,α0 ◦ I ⇒ Hα0 ≈ Hˆ1,α0 , x→ 0.
For a detailed discussion, see [15, Corollary 1. p. 1770].
By similar arguments, from the relation between Hˆ1,α0(x) and H1,α0(x)
Hˆ−11,α0(x) =
C1
ϑ
T0H
−1
1,α0
[ αϑ
CσT0
x
]
+ C2x,
and the fact that they are both convex at zero, we can see Hˆ1,α0(x) ≈
H1,α0(x) for x > 0 in the neighborhood of 0. This complete Lemma 2.19. 
Corollary 2.20. There is δ0 > 0, β > 0 such that when 0 ≤ x ≤ δ0,
Hα0(x) ≥ βH1,α0(x).
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2.3. Improve the decay rate. From Lemmas 2.18 and 2.19 we know how
the natural energy decays: it is bounded by a decay function s(t), which is
the solution of an ODE. The ODE portraits the decay property of its solution
through the convex function Hˆ1,α0(x), which has the same end behavior as
H1,α0(x) near origin. So the decay rate is characterized by H1,α0(x). While
this information is quite useful, it is not optimal. We expect the decay rate
to be characterized by H(x), which has a better decay than H1,α0(x) unless
α0 = 0.
Our next step is to improve the decay rates through an iteration process.
For that reason, we need a comparison lemma.
Lemma 2.21 (Comparison lemma). Given y(t) satisfying
(20) y′(t) +H(y(t)) = 0, y(0) = y0 > 0,
and s(t) satisfying
(21) s′(t) +Hα0(s(t)) = 0, s(0) = s0 > 0, α0 ∈ (0, 1].
Both function y(t) and s(t) are positive, decreasing. Then we have
(22) s(t) ≤ yα0(βt+ κ),
for some constant β, κ, meaning the decay rate of s(t) is identical to yα0(t)
up to an affine transformation in the coordinates system, which does not
change the long time behavior.
Proof. Let H(y) = ∫∞y dxH(x) , y > 0. It is easy to see H is positive and
decreasing function on [0,∞) with dH(y) = − dyH(y) . Thus
yt +H(y) = 0⇒ − dy
H(y)
= dt
⇒ dH(y) = dt
⇒ H(y)−H(y0) = t,
⇒ y(t) = H−1(H(y0) + t).
Similarly,
st +Hα0(s) = 0
⇒ st ≤ −βH1,α0(s)
⇒ (s
1
α0 )t ≤ −βH(s
1
α0 )
⇒ (s
1
α0 )t
−H(s
1
α0 )
≥ β
⇒ d
dt
H(s
1
α0 ) ≥ β
⇒H(s
1
α0 )−H(s
1
α0
0 ) ≥ βt
⇒ s
1
α0 (t) ≤ H−1(H(s
1
α0
0 ) + βt) = y(βt+ κ)
⇒ s(t) ≤ yα0(βt+ κ),
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with κ = H(s
1
α0
0 )−H(y0). 
Apply Lemma 20 with α0 = 1, we have
Corollary 2.22. In view of the assumptions on g(t) and y(t), we have
g(t) ≤ y(t).
The previous lemmas show that the energy is bounded by a function s(t),
which in turn is bounded by function yα0(t) as t → ∞. It might contain
a delay, but it makes no difference since we are considering the asymptotic
behavior.
To conclude the proof of Theorem 1.4, we adopt an iteration process.
Lemma 2.23 (Iteration for optimality). In finite steps, we are able to get
the following decay rates for the energy function: There exists positive con-
stants C˜, β˜, κ˜ such that
E(t) ≤ C˜y(β˜t+ κ˜).
Proof. By Assumption 1.1 and Corollary 2.22, we have
c(α0, t) =
∫ t
0
g1−α0(t− s)f2(t, s)ds
≤ 2E(0)
∫ t
0
g1−α0(t− s)ds = 2E(0)
∫ t
0
g1−α0(s)ds
≤ 2E(0)
∫
∞
0
y1−α0(t)dt <∞.
This is the critical estimate to initialize the second part of Lemma 2.16.
Then by Lemmas 2.17-2.21, we get
(23) E(t) ≤ s(t) = C1yα0(β1t+ κ1).
So we have the first decay estimate. To go to the second iteration and apply
Lemma 2.16 with H1,2α0 , we need
c(2α0, t) =
∫ t
0
g1−2α0(t− s)f2(t, s)ds <∞.
This is true since, by (23)
c(2α0, t) =
∫ t
0
g1−2α0(t− s)f2(t, s)ds
≤ 2
∫ t
0
g1−2α0(t− s)E(s)ds
≤ 2C0
∫ t
0
g1−2α0(t− s)yα0(β1s+ κ1)ds <∞.
The last inequality is from Proposition 3.3 in the Appendix. So we can
apply Lemmas 2.16 -2.23 again to get E(t) ≤ C2y2α0(β2t+ κ2).
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We can continue this iteration with αk = kα0, until k fist reaches a
number m such that αm < 1 ≤ αm+1. This means
E(t) ≤ Cmymα0(βmt+ κm),
hence
sup
t>0
∫ t
0
E(s)ds ≤ Cm sup
t>0
∫ t
0
ymα0(βms+ κm)ds <∞,
which is guaranteed by Proposition 3.3. It follows that
c(1, t) = sup
t>0
∫ t
0
f2(t, s)ds ≤ sup
t>0
∫ t
0
2E(s)ds <∞,
in the next iteration when we apply Lemma 2.16, we simply pick H1,1(s) =
H(s) to start the final iteration. And we end up with E(t) ≤ C˜y(β˜t+ κ˜).

3. Appendix
Proposition 3.1 (Jensen’s inequality ). Let Ω be a measurable subset of
the real line. Let f(x) be a non-negative function on Ω with k =
∫
Ω f(x)ds
finite. If g(x) is a real-valued measurable function on Ω and function ϕ is
convex on the range of g. Then we have
ϕ
(
1
k
∫
Ω
g(x)f(x)dx
)
≤ 1
k
∫
Ω
ϕ(g(x))f(x)dx.
Remark 3.2. Search Jensen’s inequality online for the proof.
Proposition 3.3 (α-Sequence). Let α0 ∈ (0, 1) and y(t) ∈ C[0,∞) be a
positive function decreasing to zero. Moreover∫
∞
0
y1−α0(t)dt = L <∞.
Let m be a positive integer such that mα0 < 1 and (m+ 1)α0 ≥ 1. Let β, κ
be positive numbers with β > 1. A finite sequence of functions, in form of
definite integrals on [0, t], are generated in the following way:
Ik(t) =
∫ t
0
y1−kα0(t− s)y(k−1)α0(βs+ κ)ds, k = 1, 2, ...,m,(24)
Im+1(t) =
∫ t
0
ymα0(βs+ κ)ds.(25)
Then each Ik(t), k = 1, ...,m + 1, is bounded, uniformly in t, namely,
sup
t>0
Ik(t) <∞.
Proof. We first assume y(0) ≤ 1.
For k = 1, ...,m, we have
Ik =
∫ t
0
y1−kα0(t− s)y(k−1)α0(βs+ κ)ds
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=
∫ t/2
0
y1−kα0(t−s)y(k−1)α0(βs+κ)ds+
∫ t
t/2
y1−kα0(t−s)y(k−1)α0(βs+κ)ds
≤
∫ t/2
0
y1−kα0(s)y(k−1)α0(βs+κ)ds+
∫ t
t/2
y1−kα0(t−s)y(k−1)α0(β(t−s)+κ)ds
=
∫ t/2
0
y1−α0(s)ds +
∫ t
t/2
y1−α0(t− s)ds
= 2
∫ t/2
0
y1−α0(s)ds ≤ 2L <∞.
Above we use the fact that y(t) is a decreasing function, hence y(βs+ κ) ≤
y(s).
For Im+1, we have
Im+1 =
∫ t
0
ymα0(βs + κ)ds ≤
∫ t
0
y1−α0(βs + κ)ds ≤ L <∞,
since (m+ 1)α0 > 1⇒ mα0 > 1− α0 and y(t) ≤ y(0) ≤ 1.
For y with y(0) > 1, we can always find a time t0 so that y(t) ≤ 1 on
[t0,∞), since y decreases to zero. Whether or not the integrals are finite only
depends upon the asymptotic behavior of y at infinity. So y being larger
than 1 on a finite interval [0, t0] does not bear influence on our result. 
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