Suites spectrales et exemples d'applications by Cyr, Olivier
Université de Montréal
J2 f,, 3y qq.
Suites spectrales et exemples d’applications
par
Olivier Cyr
Département de mathématiques et de statistique
Faculté des arts et des sciences
Mémoire présenté à la faculté des études supérieures
en vue de l’obtention du grade de
Maître ès sciences (M.Sc.)
en mathématiques
octobre 2006










L’auteur a autorisé l’Université de Montréal à reproduire et diffuser, en totalité
ou en partie, par quelque moyen que ce soit et sur quelque support que ce
soit, et exclusivement à des fins non lucratives d’enseignement et de
recherche, des copies de ce mémoire ou de cette thèse.
L’auteur et les coauteurs le cas échéant conservent la propriété du droit
d’auteur et des droits moraux qui protègent ce document. Ni la thèse ou le
mémoire, ni des extraits substantiels de ce document, ne doivent être
imprimés ou autrement reproduits sans l’autorisation de l’auteur.
Afin de se conformer à la Loi canadienne sur la protection des
renseignements personnels, quelques formulaires secondaires, coordonnées
ou signatures intégrées au texte ont pu être enlevés de ce document. Bien
que cela ait pu affecter la pagination, il n’y a aucun contenu manquant.
NOTICE
The author of this thesis or dissertation has granted a nonexclusive license
allowing Université de Montréal to reproduce and publish the document, in
part or in whole, and in any format, solely for noncommercial educational and
research purposes.
The author and co-authors if applicable retain copyright ownership and moral
rights in this document. Neither the whole thesis or dissertation, nor
substantial extracts from it, may be printed or otherwise reproduced without
the author’s permission.
In compliance with the Canadian Privacy Act some supporting forms, contact
information or signatures may have been removed from the document. While
this may affect the document page count, it does not represent any Ioss of
content from the document,
Université de Montréal
Faculté des études supérieures
Ce mémoire intitulé
Suites spectrales et exemples d’applications
présenté par
Olivier Cyr









RÉSUMÉ ET MOTS CLÉS
R fis u M É
Dans ce mémoire. nous étuclieroils les suites spectrales, un outil algébrique
développé au milieu du siècle précédent qui sert à calculer les groupes d’homolo
gies et de cohomologies. Elles apparaissent de façon naturelle dans des situations
purement algébriques. Par exemple, dans les complexes différentiels simples fil
trés et gradués. les complexes différentiels doubles gradués ou les couples exacts.
(chapitre 2)
L’existence de deux suites spectrales pour les complexes différentiels doubles
gradués possède des applications fort intéressantes dans des domaines fort variés,
notamment en géométrie et dans la théorie des invariants. Nous en donnerons
ainsi deux exemples. le premier étant une preuve ati théorème de De Rham qui
fait le lien entre la cohomologie de De Rham et la cohomologie singulière d’une
variété (chapitre 3). Le second est un critère qui utilise la cohomologie d’un groupe
fini G qui agit sur un anneau R pour déterminer si l’anneau des invariants R°
est Cohen—Macaulay ou non (chapitre 4).
MOTS CLÉS
Suites spectrales, complexe filtré, couple exact, complexe double, théorème
de De Rham, cohomologie de De Rham. cohomologie singulière. cohomnologie de
ecli. théorie des invariants, complexe de Koszul. cohomologie des groupes.
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SUMMARY
ABTRACT AND KEY WORDS
In this thesis, we will study spectral sequences, an algebraic tool developped
in the midclle of the previous century which is useci to compute groups of ho
;nology anci cohomology. They arise naturally in sorne algebraic situations. Some
examples are filtered simple differential gracleci complexes, double differential gra
ded complexes and exact couples.
The existence of two spectral sequences for double differential gracled com
plexes implies some interesting applications in many clifferent subject, especially
in geometry anci in invariant theory. We will prescrit two examples. The ffrst wiÏl
he a proof of De Rham’s theorem which links the De Rhain cohomologv and the
singular cohomology of a inanifolci. The second is a condition about the Coheii
Macaulayness of the invariant ring RG, R beeing a ring and G a fuite group
acting on R, that uses the cohomology of the groups G.
KEY WORDS
Spectral sequences. filtereci complex. exact couple, double complex. De Rham
t heorem. De Rham cohomologv, singular cohomology. ech cohomologv, invariant
tlieoi’v. Koszul complex. cohomology of groups
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INTRODUCTION
Supposons que nous avons deux matrices, f et g dont le produit est zéro et
nous voulons savoir, pour un vecteur y vérifiant g t’ O s’il existe toujours un
vecteur u qui satisfait t, = u. La réponse est évidemment non et nous pouvons
“quantifier” le nombre de vecteurs qui font défaut par
cl = n — rang (f) — rang (g)
C’est sous cette forme ciue l’algèbre homologique a fait son apparition au début du
XIXe siècle et c’est clans le chapitre 1 que nous décrirons les hases de ce domaine
dans un langage plus moderne, bien entendu. Le livre de Charles A. Weibel. An
introduction to hornotogicat algebra [3j, s’est révélé bien utile pour construire ce
chapitre et le serait encore plus, si le lecteur veut approfondir ce domaine.
Plus tard, au début du XXe siècle, plusieurs topologistes algébriques, dont
Henri Poincaré, (celui-là même qui émit il y a un peu plus d’un siècle, une de
ces fameuses conjectures qui a fait réfléchir bon nombre de mathématiciens et
qui vient tout juste d’être résolue), ont utilisé ces idées pour tenter de décrire
les “trous de dimension n” clans les complexes simpliciaux. Puis. graduellement.
les mathématiciens se sont rendus compte quils pouvaient substituer les espaces
vectoriels par des R—mocÏules. R étant un anneau.
Au milieu du XX—ième siècle. pendant la deuxième guerre mondiale, les suites
spectrales ont fait timidement leur apparition. Le premier à les développer est un
nantais, Jean Lera. Il Fa fait alors qu’il était prisonnier clans ff1 camp cUofficier
autrichien. Ces idées, mal reçues au départ par les mathématiciens américains.
furent bien développées par Jean-Pierre Serre, Henri Cartan et Jean-Louis Koszul.
Ainsi, ce sera au chapitre 2 que nous introduirons la notion de suite spectrale tout
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en sinspirant du livre de John McClearv. A user s guide for spectral sequences.
[2].
En 1931. un suisse. George De Rham a réussi à montrer que les groupes de
la cohomologie de De Rham sont des invariants topologiques et ce, en prouvant
le théorème qui porte son nom. Nous reproduirons son exploit clans le chapitre 3.
mais en nous servant des suites spectrales pour faire la preuve, tout en suivant le
livre de Raoul Bott et de Loring W. Tu, Differcntiais Jorms in. aigebraic topoiorjy
[1].
La théorie des invariants quant à elle, a été un domaine de recherche très
important vers la fin du XIX—ième siècle. Plusieurs domaines y sont reliés, no
t.amment les groupes et les fonctions symétriques, l’algèbre commutative, la co
homologie des groupes et la représentation des groupes de Lie. C’est un article
de Gregor Kemper t [1O ) qui m’a inspiré le contenu du chapitre 4. Un de ses
résultats y est présenté, niais avec une preuve alternative qui utilise encore une
fois les suites spectrales.
Chapitre 1
COHOMOLOGIE D’UN POINT DE VUE
ALGÉBRIQUE
Dans ce chapitre. rions faisons une introduction à Fa.lgèhre homologique, ver
sion cohornologique. Nous définirons les notions de bases, c’est-à-dire les com
plexes différentiels et. les opérateurs différentiels desquels vient la cohornologie.
Nous montrerons également. le caractère fonctoriel de la cohomologie et nous fi
nirons par l’introduction des complexes doubles avec lesquels nous travaillerons
beaucoup dans les chapitres suivants.
1.1. CoMPLExE DIFFÉRENTIEL SIMPLE
Lmn complexe différentiel simple C sur un anneau R ou un R-module différentiel
est. un R-module C muni d’une application R-linéaire D : C C qui vérifie D
O et que nous appellerons opérateur différentiel ou. simplement, la différentielle
de C. Si le contexte est suffisamment clair, nous appellerons C tout simplement
un complexe.
La cohomologie d’un tel complexe C est définie par
H(C) = ker D /im D
que nous noterons également HD(C) si le contexte n’est pas clair quant à la
différentielle utilisée. Remarquons que H(C) est un R-module bien défini car
D(D(C)) = O implique D(C) = im D C ker D. Dans le cas où C est. gradué, nous
avons C
= kE
Cd où chaque Ck est un R-module et. où nous demandons que
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où H(C”) = Ker DflC” / 1m DflC”. Waffleurs. nous pourrons noter dans ce
cas H(C9 par H”(C) ce qui fait que H(C) est également gradué.
Exemple 1.1.1. Considérons k Z-module gradué C = Z/fZ avec la mul
tiplication par f comme opérateur d:
xpr xpr
rZ/fl rZ/fl tZ/fZ
avec p un nombre premier et r et n des entiers naturels qui vérifient n/2 r n.
C est un complexe différentiel sur Z, puisque
12.0 p2r_omoapn
_ rn/2.
Nous pouvons donc en calculer la cohomologie. Pour chaque composante, nous
avons im d fZ/p”Z et ker d p”Z/p”Z. Doù
H(Z/fZ) Z/r»Z
pour tout degré k du complexe C.
Définition 1.1.2. Soit C un complexe différentiel sur un anneau R et D son
opérateur différentieL Alors, B C C est un sous-complexe différentiel de C sur
R (oit seulement un sous-complexe de C) s’il en est un sous-R-module et s ïl est
fermé sous D, c’est-à-dire D(B) C B. Ainsi, son opérateur différentiel sera Dl8
induit par celui de C et nous poinrons définir
H(B) = kerDIB/im Dl8.
De plus. k quotient C/B sera bien défini comme quotient de R-module et dans le
cas gradué, nous aurons (C/B)” =
Exemple 1.1.3. Considérons le complexe C de Uexempk 1.1.1 et son sous-
complexe B = @€1pmZ/Z. D(B) C B puisque p’pmZ/fZ = fZ/fZ C
fZ/fZ. Ainsi, pour chaque composante de B, nous avons ker DIB p_’_”Z/p”Z
et im Dl8 f”Z/fZ, ce qui implique que H(B”) Z/p2(m*)_nZ.
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Définition 1.1.4. Un R-modute différentiel C est dit acyctique si H(C) = O ou.,
si C = Ck est gradué. H(C) = O Vk G
Exemple 1.1.5. Le complexe de t exemple 1.1.1 est acyctique pour n pair et
1’ = 17/2.
Définition 1.1.6. Cri. Ïioinomorphisme de complexes eSt Un hO?17OiflOrpÏl15n7C de
R-modules f : B C entre deux complexes B et C tel que f commute avec tes





Lemme 1.1.7. Un homomorphisme de complexes induit un homomorphisme de
R-modules bien défini entre ta cohomotogie des complexes.
DÉ1oNsTRATIoN. Soient B et C, deux complexes différentiels avec DB et D-.
leurs opérateurs respect ifs et f t B — C un homomorphisme de complexes. Nous
définissons 1 ‘homornorphisme indiit en cohomologie f par
J: H(B) -* H(C)
b+imDB f(b)+imDc
J respecte bien la structure de R-module puiscjue f le fait. De plus, pour s’assurer
que J est bien définie, c’est-à-dire que deux représentants différents du même
élément de H(B) ont la même image, il suffit de montrer que
f(im DB) C im Dc.
Ainsi, pour u g B. DB(u) g im DB et f(DB(u)) = Dc(f(a)) g iiii D. E
Remarque 1.1.8. Nous noterons également par H(f) t ‘homontorphismx mduït
en cohomologie pal’ f.
Remarque 1.1.9. Nous dirons que f est un quasz-somorpÏizsme. si H(f) est un
isomoiplusme de R-module.
Exemple 1.1.10. Soient B et C. deux R-modules diffrentiets avec leurs dif
férentielles respectives DB et D et soit f : B - C, un homom orphisme de
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R-modules. Supposons qu d existe K : B —, C tet que nous pouvons écrire f sous
la forme
f (+KD ± D0K)
où K est une application de complexes (e est-à-d2Te un homomorphisine qui res
pecte la structure de R-moduÏes de B et C, mais q’ui ne commute pas nécessaire
ment avec leurs différentielles). Ators. f est bien un ÏlOmOmO7phzsme de complexes
puisqu ‘il commute avec les différentiet tes
D0f = Dc(+KDB + DK)
= +DKD8+DK
= (+KD + D0KD8)
= (+AD8 + DcK)D5
=fD8
et nous appellerons f un opérateur d’homotopie.
Il induit donc u’n homomorphisme de R-modules entre H(B) et H(C), H(f).
En fait. H(f) = O puisque
f(ker D8) +KD8 + DcK(ker D8) +Dc(K(ker D8)) C ira. D.
l’image de D étant te zéro de H(C).
Lemme 1.1.11. Soit f A - B et g B — C deux homomorphismes de
complexes. alors
1) H(g o f) = H(g) o H(f) et
2,) Si B = A et f est Ïidentité de A, alors H(f) est l’identité de H(A).
D1oNsTRATIoN. Pour 1. considérons x H(A). Alors, nons avons
H(g o f)(x) = g o f(x) + im D
= H(g)(f(x) + mi D8)
= H(g) o
8
Pour 2. juste considérer H(Id)(; + im D.1) = Id(x) + im D4 = r + im D4 pour
T E kerD4. E
Remarque 1.1.12. H. comme it est dfin? et grâce au lemme 1.1.11 peut étre
co n,sidéré comme un. foncte ur de ta catégorie des comptexes différentieÏs à ceÏie
des R-modules.
Définition 1.1.13. Une courte suite exacte de R-modules est une suite
f g
O A >B C O
pour taqueite A, B et C sont des R-modules et f et g sont des homomorphismes
de R-modutes respectivement injectif et surjectif qui vérifient
ker g = im f.
Une longue suite exacte (le R-modules est une snte de R-modules {A avec
des homomorphismes de R-modules {f, }flz qui vérifient en chaque R-module A7,
que
ker f = im fa_1
Une longue suite exacte peut être représentée par un schéma de ce type
fa—i f, f+
Remarque 1.1.14. Les définitions pour les courtes et longues suites exactes de
comple:ces sont tes mêmes que pour celles de R-modules, mais avec des R-modules
différentiels et des homoi orphismes de complexes.
Exemple 1.1.15. So mt C C’. ‘un R-module difféivn tieÏ gradué avec D
pour différentielle. Supposons que C est acyclique et définissons les homomor





est une longue sumte exacte de R-modules. En effet, H(C) = O implique
H(Ch) = ker d / im db_1 O
9
et donc, ker d,. im dk_l pour chaque k e Z.
Proposition 1.1.16. To ute courte su?te exacte de comptexes différentiels gradués
f g
O >A >3 -C >0
une longue suite ci’acte de R-modules
H(f) Ht) a H(f)H”(A) IP(B) > Hr(C) H”’(A)
avec 3 un homomorpinsme de R-modules appelé également un opérateur de bord
ou connectant.
Avant de donner la preuve de cette proposition, nous allons commencer par
prouver le lemme suivant appelb lemme du serpent




Si les lignes sont exactes, alors ta suite suivante est exacte
O >ker>_fJker> kei I
coker f coker g coker h coker j O
avec les applications q’, p’, i’ et j’ induites de p, q, i et j respectivement et 8
Ï opérateur de bord défini par
= i— c g o p’(c”) c’ ker h.
De plus, i injecti t’,té de cj implique celle de q’ la su’ijectivité de j i7flpÏ/q?Ie telle
de j’.
Ce lemme est un exemple typique de chasse de diagramme qui se comprend
mieux avec un diagramme sur lequel nous pourrions écrire, mais nous pouvons
quand même en donner une preuve sous forme standard qui sera plutôt exhaus
tive
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DÉ\1osTRÀT1oN. Tout dabord. les applications q’. p’. i’ et j’ sont bien des ho
momorphismes de R—mocÏules puisquils sont induits de p. q, i et j respectivement.
des hornomorphismes de R-moclules.
(1) Montrer que ker
q
ker g ker li est exacte.
(a) D’abord. p’ et q’ sont bien définis puiscjue. pour q’. f(i) = O implique
O = i o f(r) g o q(,r) cPoÙ q(;) E ker g pour x E ker f. Même chose
pour p’.
(b) Ensuite, montrons ker p’ = im q’.
ker p’ = ker p n ker g im q n ker g D im q’. Pour l’inclusion
inverse, considérons z e im q n ker g. Ainsi, Ea’ e A’ q(a’) = z.
Mais g(z) = O implique g o q(a’) = i o f(a’) 0. i est injectif, donc
o’ E ker f et z est bien clans l’image de q’.
(2) Montrer que A/f(A’) B1’g(B’) C/k(C’) est exacte.
(a) i’ et j’ sont bien définis.
En effet. si nous prenons par exemple i’, nous devons vérifier que
(f(A’)) c g(B’). Mais puisque i o f(a’) = g o q(a’) E g(B’) Va’ E A’,
alors l’inclusion est vérifiée.
th) ker j’ = im j’.
D’abord, nous vérifions facilement que j’ o i’(a + f(A’)) = .1 o i(o) +
h(C’) = O.
Quant à Fautre inclusion, nous avons
z + g(3’) E ker j’ j(z) E h(C’) = h o p(B’) (p surjectif)
b’ E B’ tel que j(ï) = P(’) =j o g(h’)
b’ E B’ tel que z — g(h’) E ker j im j
b’B’aEA z(o)=z—g(b’)
a E A i(a + J(A’)) = (a) + g(B’) = z + g(B’).
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(3) Montrer que ker g ker h °> A/f(A’) B/f(3’) est exacte.
(a) En premier lieu, vérifions que l’opérateur de bord 0(c’) ‘ o g o
est bien défini, car la surjectivité de p nous assure cju’il existe
un élément clans p’(c’). mais pas de son unicité et linjectivité de
nous assure de Lmicité d’un élément i’(b), mais seulement lorsqu’il
existe. Mais ces conditions sont vérifiées puisque
p(b’) = c’ E ker h h o p(b’) j o g(b’) = O
g(b’)Ekerj=imi
Donc. i’(g’) exist.e et quant à l’unicité
13W) = c’ = p(b”) b’ — b” e ker p = im q
= a’ E A’ q(a’) = b’ — b”
= a’ e A’ i’ o g(b’ — b”) = og o q(a’)
= o i o f(a’) = f(a’) = O E A/f(A’)
o g(b’) = o g(b”).
(b) De plus, O est également un homomorphisme de R-modules puisque.
pour r E R. C’ E C’, b’ E B’. p(b’) = c’ implique que r c’ = r p(b’) =
p(r ‘ b’) et donc que
90 p’(r. c’) 9(1 b’) = r• g(b’).
parce que g est un R-homomorphisrne, et de même façon pour , nous
avons
‘ •—1(i’.g(b))=r.(i og(b)).
D’où, finalement. O(i’ c’) = r .8(c’). Et pour c1. c2 E C’. b1. b e B’ qui
vérifient p(b1) = c1 et p(b2) = c2. puisque p est un R-homomorphisme.
iious avons
e1 + e2 = p(bi + b2)
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et clone.
gop’(c, +c9) = g(b1 +b2) = g(bi) +g(b2).
Nous appliquons encore le même principe pour r’ pour avoir
i(g(bi) + g(b2)) = i’ o g(b,) + r’ o g(b2),
ce qui nous donne 3(ci + e2) 0(ci) + 0(c2).
(c) Maintenant. ker O = im p’.
D’un côté. nous avons 0 o p(b’) = o g(b’) O puisque b’ e ker g et
de l’autre. nous avons
e’ e ker O 0(c’) G f(A’)
a’ e A’ f(a’) = 3(c’) = i’ og o p’(c’)
a’ e A’ j oJ(a’) = goq(a’) = gop’(c’)
Ea’ e A’ p’(c’) — q(a’) e ker g
/ / —1 / I Ia eA p(p (c)—q(a))ep(ker g)=n;ip
—1 f I /= pop (c)—poq(a)=c Eimp.
(cl) Et finalement. im O = ker j’
Pour une inclusion, i’ o O(c’) = g(b’) = O e B/g(B’) pour p(b’) = e’
et pour Fautre i’(a ± f(A’)) O B/g(B’) implique l’existence de
b’ E B’ qui vérifie (a) g(b’) et du coup. O(p(b’)) = i’ o g(h’) = u.
(1) Et pour la dernière partie cm lemme. nous voulons montrer que
O ker q ker q’ ker g
et
coker g coker Ï coker j O
sont exactes. avec C/Ïi(C’) C’/j(B) défini par
(c + h(c’)) = e + j(g(b’)).
b’ vérifiant p(b’) = e’ et existant. ? cause de la surjectivité de p.
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(a) Vérifier ker q C ker f si q(a’) 0 pour u’ e A’. alors g o q(a’) =
i o fç’a) = O et f(a’) o à cause de Finjectivité de L
(b) Montrer ker q = ker q’ puisque q’ =
.
alors
ker c/ = ker q n ker J = ker q
à cause de l’inclusion démontrée juste précédemment.
(c) îr est clairement surjectif puisqu’il envoie la classe clans C/h(C’) de c
vers la classe de c clans C/j(B).
t d) Montrer ker rr = im j’ zr o j’ O puisque
n(j’(b + g(b’))) = n(i(b) + h(p(b’))) = j(b) + j(g(b’)) O E C/j(B).
Et de l’autre côté,
(c + h(c’)) = O E C/j(B) Eb E B (c + h(c’)) = 1(b)
be B b’ e B’ c+j(g(b’)) =j(b)
= cEimj
D
Maintenant, nous avons les outils nécessaires pour démontrer la proposition
1.1.16
DÉxIoNsTR.\TIo. Considérons la courte suite exacte
f g
O >A >B >C >0
de complexes différentiels gradués et définissons Z”(A) = ker d n A’ qui est
bien un R—module parce qu’il est l’intersection de cieux R—mocÏules. Ainsi, la court.e
suite exacte implique que les lignes du diagramme conmuitatif suivant
f g
O - B’ > C” O
d
O B”’ > C”’ > O
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sont exactes. En appliquant le lemme du serpent à ce diagramme. nous obtenons
que les suites suivantes sont exactes




L’application d A’/d(A’’) —* Zfl+lA induite par d est un homomorphisme de
R-modules parce cïue d en est un et est bien défini parce que d(A’) C ker d
Ainsi, le diagramme commutatif suivant








H’(A) > H’(B) Hh1+l(C)
exact pour n’importe quel n. En effet, en prenant par exemple pour A,
(ker U: A”/d(A’) Z’(A)) = Z(A)/d(A’) Ht’(A)
et que
(coker U A/d(A’’) Z’(A)) Zav1(A)/d(An) = H’(A).




O —p-A >3 >C >0
une courte suite eiacte de comptexes. Alors. ‘nous avons
(1) L ‘ocycticité de deux des complexes imptique cette du troisièie.
() Si C est ocyeÏqu.e. alors H(f) est un ?somo?pÏzisme et H(A) H(B).
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DÉxI0NsTRATI0N. Ces résultats sont une conséquence directe de la proposition
1.1.16. D
Exemple 1.1.19. Soit A. un complere. et B C A. un sous-comple.ie. Alors.
O 3 -A A/B —o
est e:cacte avec i, t’inclusion et zr la projection canon?que. Il j a donc une tongue
suite E iacte
H(L) H(zr) D H(i) H(7r)
H(A) - H(A/B)
- H’(B) H”(A)
où en fait, l’opérateur de bord est donné par
3((a + B) + ci(t/B))) = da + d(R)
puis que
o cl o n’(a + B) = i’ o d(a) E A
= d(a) B C A.
1.2. CoMPLExE DIFFÉRENTIEL DOUBLE
Un double complexe différentiel C est un R-module C muni de deux homo
morphismes de R-modules et d, appelés également les différentielles de C qui
vérifient
u2 = = d6 — 6d = O.
Ainsi. il y aura cieux cohomologies associées à C. soit une pour chaque différen
tielle. Elles sont évidemment définies par
H(C) = ker 1/ im à
Hd(C) ker d / im d




avec des R-modules et est donc un R-module higraclué muni (le deux clif
férentielles. Ces différentielles. d : CP C?’ et C1 — P+t• ont leurs
hiclegrés respectifs définis par (0. 1) et (1. 0) et vérifient toujours
U2 = — ct = 0.
De plus. U pourra être appelée la différentielle verticale et à la différentielle ho


















où sont définis H6(CP’’) et H(CP) par
H6(C) = (ker : CP+l)/(irn : CP)
= (ker U C1)/(irn U : .‘
Dun complexe double. nous pouvons construire un complexe simple gradué
en sommant les biclegrés
Tot(C)’1 =
p+q=n
noté Tot(C). Ainsi, nous pouvons munir le complexe To(C) = Tot(C)
d’un hoinomorphisnie de R—modules
D = Tot(C) ‘Tot(C)1
défini comme suit si i E C’4 C TOt(C)r. alors
D(x) = r) + (—1)d(i).
Ainsi, puisque r) e P±l et d(i) e C’’°1. alors
D2(r) = Dt(i)) + (-1)’D(d(.r))
= (2(r) + (—1)’d(.c)) + (—1)’(6d(i) + (—1)’d2(x))
= (-i)d(x) - d(x))
=0.
‘z
Ce dernier calcul montre que D est bien un opérateur différentiel et donc Tot(C)
est un complexe différentiel pour lequel nous pouvons calculer la cohornologie par
rapport à D, HD(Tot(C)).
Un double complexe est dit borné lorsque chacune de ses diagonales contient
un nombre fini de composantes non-nulles, c’est—à-cUre que nous POUVOII5 écrire
Tot(C) =
1=
où s,, et t,, sont des entiers qui vérifient s < t,,. Un exemple d’un tel double coin
plexe est donné par C
=
un double complexe du premier quadrant.
c’est-h-dire un co;iiplexe potir lequel Ct’1 = O pour p < O ou pour (J < t) que iious






ou représenter par le dessin suivant
0*
00
Par la prochaine proposition. nous voulons illustrer qu’il existe des liens entre
la cohomologie des lignes et des colonnes d’un double complexe C et celle de
Tot(C).
Proposition 1.2.1. Soit C = $ C’ un comptexe donbte borné avec 6 pour
différentiette horizontate et d pour différentiette verticale. Si toutes tes tignes de
C sont exactes (resp. ses colonnes), alors Tot(C) est acgcÏique.
DÉMONSTRATION. Considérons un cas particulier de cette proposition et nous
donnerons un argmnent plus général à la fin du chapitre suivant, après avoir
développé de puissants outils.
Considérons C, un double complexe de premier quadrant avec d et 6 ses
opérateurs différentiels. Supposons que Hd(C) = O (le cas H(C) = O se traitant
de la nième façon) et considérons
x (x ,..,x) e Tot(C)7L
=
C?r1
avec x E C”’ Pour I = O,... ,n.
Ce que nous voulons démontrer. c’est ciue ker D un D. En effet. à ce mo
ment, nous aiiiions bien HD(C) = O.
Dx = O implique les n + 1 équations suivantes que nous retrouvons dans
chacune des n. + 1 composantes non-nulles de Tot(C)T
dx0 = O
± Hi) k+ ‘du = O O < k < n — 1
= o















Puisque i q ke;’ d = im d (Hd(C) = 0),
q C°’’ tel que dyo = o.
que nous pouvons représenter par le schéma suivant
Yo
De cette équation. nous trouvons
= =
et quand nous comparons avec à*r0 = 0, nous trouvons clàyo — =
— r1) = O doÙ (y
—
a) q ker d et donc.
e C”2 tel que Ii = ÔYo — dy1.
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De cette dernière équation. nous trouvons
= Ô2Yo + 4Yi àdyi dYi.
En réitérant ce procédé. nous obtenons l’existence d’éléments y. e C1*—1 qui
vérifient chacune l’équation
6Yci + (_1)kcÏyk
pour 1 <k <n — 1.
De plus, en appliquant à chaque côté de l’équation pour k = n — 1, nous
obtenons
et en comparant. avec + (—1)’di, = 0, nous avons d(y1 + i) = 0. De












Nous commencerons tout d’abord par donner une définition générale pour
une suite spectrale et ensuite, nous en montrerons leur existence clans deux cas
différents : pour un complexe filtré et également pour les couples exacts. Nous
montrerons l’équivalence des suites spectrales dans les cieux cas et nous utilise
rons des éléments des deux techniques pour montrer l’existence de deux suites
spectrales sur un double complexe. Ces dernières seront notre principal outil de
travail pour les sections subséquentes.
De plus, nous définirons les suites spectrales seulement pour la cohomologie
étant donné cjue ce sont celles-là que nous utiliserons. Il est bon de savoir quil
existe également une version pour l’homologie et, en général, il est possible de la
retrouver en pensant que c’est une notion duale à celle reliée à la cohomologie.
2.1. DÉFINITIoNs
Définition 2.1.1. Un module différentiel bigradué SUT un anneau R est une collec
tion de R-modules { E’ }(p,q)ex avec une application R-linéaire d E**
in dzfférentzelie. de bidegré (s. 1-s] pour un certain entier s e! qui satsfait d2 = O.
Avec cette différentielle, nous pouvons considérer la cohoiiioÏogie «un tel iim
clule
H(EP. d) = (ker d EP_s±l)/ (un d Et1).
Ainsi, nous pourrons définir une suite spectrale de la façon suivante
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avec r E N. Ghaque d?fférentietÏe est de bidegré (r. 1 — r). Ainsi., pour tout p. q.
r. nous aurons un isomorphisme de R-modules
E1 Hd(E).
I\Iaintenant, supposons qu’une différentielle est nulle à partir d’un certain N.
soit dr = O pour r > N. Ceci impliquerait que
(ker dr EP+_+l)
et
(im dr E) o
et donc,
E’ pour r N
ce qui justifie la définition suivante.
Définition 2.1.3. Une suite spectrale {E*, dr} dégénère au N-ième terme si
dr = O pOur r > N.
Exemple 2.1.4. S’il existe des entiers (pin ifl, ou (q,n i, q) qui vérifient
soit
= o p < Prnin et p
ou
= O q < q,,,,,, et q,, q.
pour ni > 1, alors pour r > p,,, — p,,,,, dans te premier cas et r q,,,1 — q,,, + 1





De plus, nous pourrions également définir E := dans le cas d’une suite
spectrale qui dégénère au N-ième terme. E étant la. limite de la suite spectrale.
Mais. nous aurions besoin dune définition plus générale.
Pour Fexplication qui suit, nous ne noterons pas les bicÏegrés afin d’alléger le
t.exte et. de favoriser la clarté.
Considérons E1 comme étant notre point de départ avec comme clifféren
tielle et définissons Z1 ker d1 et B1 : im c/. Nous avons la première tour
évidente d’inclusions
B1cZ1cE1
qui est une conséquence de la condition (d1)2 = O. Par définition. E2 Z1/B1.
Si nous considérons comme le noyau de d2. alors est un sous-module de
E2 et peut être écrit sous la forme Z2/B1 avec Z2 un sous-module de Z1. De
même façon, nous définissons B2 = im c12 isomorphique à B2/Bi et. nous aurons
l’isomorphisme
E3 ‘/ (Z2/B1)/(B2/B1) Z2/B2
et la tour d’inclusions suivantes
B1 c B2 c Z2 c Z1 c E1.
Ainsi, en réitérant le procédé nous pourrions voir la suite spectrale comme
une tour infinie d’inclusions de sous-modules de E1
avec la propriété que E,, Z,,/B et. que la différentielle est une application
Z/B Zr,/Bn avant pour noyau Z+i/B et comme image B1/B, La courte
suite exacte induite pal’ la différentielle
O Zr,y/Bn Zn/B,, B,i/Bn O
fait apparaître l’isomorphisme Z,,/Z+1 B,,+i/B, pou;’ totit. n.
Maintenant, en regardant, cette tour. nous pouvons définir les sous-modules
de E1 suivants t := B et Zœ fl,, Z,. Ainsi, les éléments de Z
sont ceux qui se retrouvent dans les noyaux de toutes les différentielles et ceux
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de B sont les éléments qui seront pour un certain n clans l’image de d, Nous
avons donc 3 C Z et. naturellement, nous pouvons définir
E- Z/B.
Eœ est clone le module bigracÏué limite obtenu lorsque nous calculons successive
nient et indéfiniment la cohomologie de E1.
Ainsi, nous pouvons voir que dans le cas dune suite spectrale qui dégénère
au N-ième terme. nous avons = 3r et Z,.1 = Z,. pour r > N. Ainsi,
= J = = 3N et Z = flN Z = flL1 Z,, = ZN cause de
la tour d’inclusions.
Et du coup,
= Zœ/R ZN/BN = EN
ce qui est cohérent avec la définition précédente.
2.2. SUITE SPECTRALE D’UN COIvIPLEXE SIMPLE FILTRÉ
Définition 2.2.1. Une filtration ft sur un R-module A est une famitte de sous
modutes {FA}pez telle que
c F’»’A c f’A C F’A C ... C A 4fittration décroissante)
Le module gradué associé GA = GA’ au module filtré A est donné pa
GA = FPA/F’A
Remarque 2.2.2. En fait. si nous consIdérons un R-module gradué H et sa
fittratrnn F*, ators Ft respecte ta graduation de H. et te 7nodute gradué associé
GH sera bigradué
= fPP±1/fP+iP±
où nous définissons FH f’H n H”.
Exemple 2.2.3. Une filtration pour un co’mpÏe.ce double C = q
13 peut être
donnée par
f’C = ou F79C
pi’ qO qr pO
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où évidemment ft’C C f1C et c FigC Vr e Z. fr01 est appelée la
filtration, par rapport aux colonnes de C et F19 par rapport aux ligues.
De plus. ces filtrations en induisent chacune une sur Tot(C) $
F”Tot(C)t =
Tot(C)t n F01C erp clrt_T par rapport aux colonnes
Tot(C)’ n f79C = par rapport aux lignes
Définition 2.2.4. Une suite spectrale {E**. d,.} converge vers H*. un R-Tnodule
gradué, s il y n une filtration F sur H tel que
Définition 2.2.5. Nous dirons qu’un R-module différentiet A est filtré si A pos
sède une filtration F fermée sous la différentielle, c’est-à-dire d(F’A) C fA
pour chaque p. Ainsi, F4 sera un sous-complexe de A pour chaque p et ainsi.
H(FPA) sera bien défini en prenant dFpA comme différentielle.
De plus, si A est gradué alors, par définition, FA t’est également pour chaque
p.
Lemme 2.2.6. Si A est un module gradué différentiel filtré, alors il y a une
filtration associée à H(A) définie par
FH(A) = H(i)(H(fA))
où H(i) est l’application induite en coÏiomologie par l’inclusion i F’A — A.
DIo’isTR\TIoN. Définissons les inclusions i F’A —* A et H(i,) les applica
tions associées en cohomologie. La seule chose à montrer. c’est que les inclusions
sont respectées e ‘est-ii-dire que
H(i)(H(FA. d)) c H(i_1)(H(F1A, d)).
Considérons l’inclusion i F°A — F1A et prenons e H(FPA). Alors. il peut
s’écrire ainsi = x + d(F’A) avec .r f’A.
Donc. nous avons H(i)() = i(x) + D(f’A) H(i)(H(FA)) et
H(i)H(F°A) c H(F’A).
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Et appliquant H(i_1) de chaque côté de l’inclusion, nous trouvons
H(i_1) o H(i) H(FA) = H(i)H(f’A) c H(i_1 )H(f’)
puisclue H(i_1) o HC) = H(i_1 o i) (lemme 1.1.11). D
Théorème 2.2.7. Chaque moduÏe différciitiet filtré gradué (A. U. f) détcrmme
une SUit specti aie {E*. dr}. r N avec d de bidegié (r, 1 — r) et
Eq H(fA/f’A).
Supposons de plus que ta fiitratwn est bornée, e est-à-dire que pour chaque dimen
sion n, il y a des valeurs s et t qui dépendent de n telle que
{O} c F5A c F’A c c ft+lAfl c FiAn
alors nous a’uons
Eq
c’est-à-dire que ta suite spectrate converge vers Hd(A).
DÉfoNsTRATIoN. Gardons en tête la filtration décroissante bornée suivante
{o} c fs(P±Q)p± fP4P+ fP—lP+ ft(p±q) 4P+ c {O}
avec s et t des entiers qui dépendent de p + q, qui est stable sous la différentielle
d(FPAP+) fp4P+q--l et considérons ces définitions
fPP+ n d_l(FPAP++l)
3pq = fp4p-i-q n d(fP_71P±Q_I)
= ker U n fPI-
3Pl
= im U n f’A’’.





pp—r4p+q—l c (FP_rAP+_) c
c B1
fpï4P+qI D fp+r±14p+q—1 —s cÏ(FP±T4P1) D
= D z1
et ce, pour r > O.
De plus. B’ est précisément. l’image de par d
d(Z7+7 ‘) d(FP_r
4p+q1 fl 1 (FA))
= F 4p+q d(F1 4p-1-q—1)
— 3p,q
T
Ensuite. puisque la filtration est bornée, la convergence des suites {Z(l},.
et est assurée. En effet,
r+p>s(p+q+1) fA’=O
4(fP+74P++l)
= d’(O) = kerd
s = fP+14 n ker d =
J) — 1’ t(p + q — 1)
P_rP+q_l Ap+q-l
(fP_r4P_l) = im cl n 4J)+q
_ 3p.tl = fp4p+q n im d =
et donc. pour r > max {s(p + q + 1) — p + 1. p — t(p + q — Ï)}. nous avons
3p.q = 3p,q =
r r
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Maintenant, définissons pour O < r < DC. les ensembles suivants
+ 3)
accollipagnés des projections canoniques 7q : qui vérifient ker
(Z’ + Notons que Z’’ + est bien un sous-ensemble de Z”
puisque la tour d’inclusion ci—haut nous confirme que Bi1 C Z’ et que
P+l4P.rq fl d_l(FPTAl) C P 4P±’l fl _l(fP+T
P±±l)
Observons que d(Z) = 3p+1,q1 c p+Tq_r+l et également que




ce qui est équivalent à d(ker i) C ker 17±7,q1• Ainsi. d passe bien au quotient
z/ ker — ker 7]p+7,q—r+1 et. induit donc une application bien dé
finie d .‘ p±7q_r+l qui fait commuter le diagramme suivant
- p+rq_v±l
(I,
dr est bien une différentielle puisque d2 = O (dr)2 = O et. est de degré
(r. 1 — r) pour les ensembles E*.
Et maintenant, pour compléter la preuve. il nous reste à vérifier que les ino





(1) \iontrer Hd, (fp.q) E1.
Considérons le diagramme suivant




et tâchons d’abord de montrer
= kerd,
ce qui nous permettra de donner un sens à : Z1 —* ker d. Puisque les
différentielles commutent avec les projections. c’est-à-dire que dr 0 r/ =
-4—y —r-l— I 14-qq o ci alors, pour z e Z,.+1.
d(jjz) = f±r.q-r+l()
= o
d e p+rq_r+l = P+r+l_r + 3p+r,q—r+1
- - p+1,q—1 p±r,q—r+1 p,qNous avons deja montre que d(Z_1 ) = B7—1 et que d(Zr+i)
3p±r+1,q-r De pius,
d’ (Z+) = d (F ±4p-q+1 fl c/ 1 (f2tAP+l))
= fp±2’4ptq fl d(fP±t±lAP+)
c fp4pl-q 1 (fP±Ï± 1 4p+q+ 1)
— yp.q
— r+1
puisque d2 = O (d)2(fP+c+4P_+2) = fP+ Ainsi. /_1(Z»r)
et nous avons
dz e + 3p+t-q-r+1 p.q +
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DoÙ, ker cL p.q( 7p.q —r r1 r—1 ) — r r+1) Lr_i
.q—1
ker iq
\Iaintenant. cherchons à démontrer l’égalité suivante
(p.q)-1 (im dr) = Z’’ + 3pq
D’abord, toujours parce que le diagramme ci-haut conmiute et que
est surjective. im dr = 17P.(d(ZPr.+r_Ï)) = p,q(3pq) et donc
(l]P)-l(ilu Ur)
= 3pq + ker pq
= + Bi
+
— 3p,q +— r—1
puisque c 3pq
Ensuite, puisque nous avons
r—1
= F’A’ n _l(fP+TP++l) n fPP+ n _l(fP+r+lP+±l)
= fp+lP±q n d_l(FPfAP±)
=
vrai à cause des inclusions reliées à la filtration p+T+lp+q+l c p+rp+q+l
p.qet P+lp+q c PP+q et que nous avons B c B1 c Zri.
alors.
Z n (11p.q ) -1 (j111 dr) — 7pq n (B• + Z’ ‘i-1— r+1
= + 3q
Dernière étape pour démontrer le point 1. considérons l’application
H(E. d) qui n’est rien d’autre que la composition de )r’ et der+l
la projection canonique ker dr dc). Nons aurons donc
ker = Z n (r)’(im d) = ±l-l + 3q
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et coimne - est un épimorphisme. nous avons donc le résultat suivant clui
fait de nos ensembles une suite spectrale
H,,JE’) Z1/(Z’’ ÷ 3) =
t 2) Montrer
5pq H,, ( F1 // fP1 4p-’-q)
pq pq p+1.q—1 ,J.qTout cl abord, de la clefinition nous avons E0 = Z0 /(Z_1 + B1) ou
nous définissons
= F’’A et = d(fP+l4)4_l)
Étant donné ciue d respecte la filtration, d : fp4p+q±l im
plique d_l(FPA+l) = pP+q et d(FP+lAP+_l) C fp+lp+q implique
± (FPH441») = fp±i?±q «où
Eq fP4P+’I n _l(F14)/(fP+41) + d(F0+IAP1))
=
Finalement, d0 — étant induite de la différentielle d
fP?+q ,. pP±q±l flOUS trouvons
E,q
(3) Montrer
Considérons i’ Z’ E’ et ir ker d — H(l(A) les projections
canomdlues. ainsi que les inclu1sions i F’’..1 — A.
fH,,(A’’) H(i,))H(fA’’) (fp4p+q n km ci) =
Légalité du centre est vraie parce quun élément i E H()Hd(f’A’’)
peut s’écrire = i(i) + d(A) avec i(i) un élément du noyau de d et un
élément de C A ce qui est exactement la définition de fl(FPÂP+ n
kerd). Ensiite, parce que 31 c im d C ker, alors 7r(ker711) =
3pq) = (zp+lq) = La dernière équation implique que
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j_Li1 application d E —, FPH(AP )/f1 H( ) induite par n et qui




où p Hd(A) — Hd(A)/F’1A est la projection canonique, est bien
définie.
Nous pouvons donc calculer le noyau de d
kerd = ‘(F’H(A’)) n Z’)
= + d(A)) n
c + B) = {O}.
Ainsi, dœ est un isomorphisme.
D
2.3. SUITE SPECTRALE D’UN COUPLE EXACT
En fait. une autre façon d’obtenir mine suite spectrale se trouve dans les courtes
suites exactes ou plutôt dans les couples exacts. Elle se voit beaucoup plus faci
lement ici que pour les complexes filtrés pmiisq’elle fait presque partie intégrante
de la définition.
Définition 2.3.1. Nous co7isidéTons D et E des R-modules. Ils frrment un couple
eiact s d e:riste des Ïiomomoi’phism.es I, j et k tels que
D
E
est exact, e ‘est-à-di:re exact à chaque sommet. Nous le noteivns C = {D. E. L j. k}.
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Dans un couple exact. si nous définissons l’opérateur différentiel cl = j oh’. alors
E deviendra un R-module différentiel. En effet. cl vérifie bien é2 j(kj)k O
(imj = ker k) ce qui implicue que la cobomologie de E. H(E) ker cl / im é sera
bien définie.
La principale opération à réaliser avec un couple exact est d’obtenir son couple
dérivé.
Définition 2.3.2. Le couple dérivé deC = D, E. i, j, h’} esiC’ {D’. E’. i’. j’. h}
avec D’ i(D) = ker j et E’ = H(E)
i(D) i(D)
H(E)
avec z’ = lj(D), k’(e + im. é) = k(e) et j’(i(e)) = j(e) + im d.
Lemme 2.3.3. Les hornomorphismes i’, j’ et k’ dans la définition précédente sont
bien définis.
DÉMONSTRATION. Pour montrer’ que j’ i(D) — H(E) est bien défini, il suffit
de niontrer que i(e) = (c’) j(e) — j(e’) E im d. Ainsi.
1(e) = i(e’) — e — e’ e keri = un l
y e E tel que k(y) = e — e’
d(y) = j o k(g) = j(c —
j(e) -j(e’) im é.
Quant à k’ H(E) — i(D). il faut vérifier que pour’ e — e’ e im d. nous avoirs
k(e) =




et que k(e) E i(D)
eEkerd = k(e)kerj= imi
k(e) E i(D).
Et I’ est biei définie puisdlue ce n’est que la restriction de i à i(D). D
Proposition 2.3.4. Le couple ddriud C’ {D’. E’. ï’, j’. k’} dit couple e.ruct
C = {D, E, ï, j. k} est un coupte cract.
DIoNsTRATIox. 1) ker ï’ = im k’
e ker ï’ i’(i(i)) = = O
== i(r)eker i=imk
z E E i(:r) = k(z) k’(z + im U)
1(a) E im k’
2) ker k’ = im j’
k’(x+imd)=k(x)=O yED j(=i
=‘ x + im U = j(y) + im U = j’(ï(y))
ker k’ C im j’
Réciproquement.
: + un U = j’(/(y)) = j(y) + im U k’(x + im U) = k’(j(y) + im U) = kÇjC)) = O
•/ 1 7z= m j C ier ti’
3) kerj’ = im ‘ï’
= j(a’) + im U = O e E E j(i) = j(k(e))
=4’ eEE i—k(e)kerj=imi
= eEEyED ï(y)=.r—k(e)
i’(i(y)) = i(i(y)) = i(;r) — ï o k(e) = i.r)
1 ‘1
=‘ uer j C im t
35
Et pour fautre inclusion
Ey e D i() i’(i(y)) = i(i(p)) y e D : — 1(y) ker I im h
= yeDzeE x=IC)+k(:)
j’(i()) =j(x) +im d=joi( ) +jok(z)
O + im d
= im i’ C ker j’
D
Ainsi, nous pouvons itérer le procédé de dérivation à l’infini et le n-ième couple
dérivé = {D(, i, j(n), k(} (Cf”11)’ sera bien défini.
Proposition 2.3.5. Supposons que D = {D1} et E = {EP} sont des K-
modules bzg’rad’ués sur R avec des ho’momo]jh/smes i de btcleqré (-1. 1), j de bi-
degré (0,0) et k de bidegré (1,0).
Alors, ces données déterminent complètement une suite spectrale {Er d,}
pour ‘r = 1, 2,... avec Er = (E)(T_l), le (r — 1)-ième module dérivé de E et
dr = j(r) (r)
DÉMONSTRATION, Il nous suffit seulement de vérifier que la différentielle d est
bien de biclegré (‘r, 1-r) étant donné que nous avons déjà par définition E1 =
H(Er). Tout d’abord, posons E1 = E. d1 jok et donc d1 a bidegré (1. O)+(O, O).
Maintenant, supposons que et k_’ ont chacun un bidegré de (r-2. 2-i)
et (1, 0) respectivement. Puisque j(r) (i’ (,r)) = j’() + d —‘)f(t limage
dans (EP ) doit venir de 1(T—1) (Du— r2. qr—2 ) — = (Dl— r+1. q±r— 1) (r) puisque
le bidegré de i’ est égal au bidegré de ‘i. soit (1. -1). d’où j(ï) a bidegré de (r-1.
1-r).
De plus, puisque k(d (e + d( )E(r_l)) = k(t_l) (e) et que a biclegré (1.
O). alors a également bicïegré (1. 0).
En combinant ces deux résultats avec lhvpothèse d’induction, nous obtenons
que d(d est de bidegré (r. 1-r). D
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2.4. EQUIVALENCE DES SUITES SPECTRALES PROVENANT D’UN
COUPLE EXACT ET D’UN COMPLEXE fILTR
Dans cette section, nous présenterons le théorème qui affirme que la suite
spectrale issue cLun complexe filtré comme vu à la section 2.2 et celle du couple
exact associé au complexe filtré sont. équivalentes.
Ainsi, si A est un R-module filtré (A. f, d). alors la courte stute
O F’A fP4 fA!f’4 ,. O
est exacte. Comme la différentielle respecte la filtration, il s’agit donc d’une courte
suite exacte de R-module gradué différentiel auquel nous pouvons appliquer le
foncteur de cohomologie pour chaque degré p et obtenir la longue suite exacte




où k est l’opérateur de bord (k est défini comme dans l’exemple 1.1.19) et i et j
sont. les applications induites de, respectivement, Finclusion f’A .‘ fPA et de
la projection canonique F1’A F’A/F’1A. Ainsi, en définissant, les R-modules
bigradués E’ = H(fP4P+/fP±t4P+) et = H(f1JAJJ±).





ou bien. avec les biclegrés
qui sera le couple exact associé è A. Ainsi, les hidegrés de t, j et h sont, respec
tivement. de (1, -1), (0. 0) et (1. 0). Les conditions du théorème 2.3.5 sont donc
rencontrées et nous avons une suite spectrale qui en découle.
Proposition 2.4.1. Pour un R-modute gradué différentiel filtré (A, d, F). ta
suite spectrale assoczée à ta fittratzon (théorème 2.2.7) et cette associée au couple
exact (proposition 2.3.5) sont tes mêmes.
DÉMONsTRATIoN. Nous constatons tout d’abord que les termes E, sont. les
mêmes pour les deux suites spectrales (par définition de la suite spectrale du
couple exact).
Maintenant, avec les notations de la suite spectrale induite par un couple
exact, nous voulons démontrer que E,., en terme de sous-quotient de F’3 A/ f»l A.
corresponde à celui donné par le théorème 2.2.7, qin est. en utilisant, ses notations
= Z/(B1 +
Supposons z C H(FPAP+/FP+lAP±) = Alors, z peut être représenté par
avec .r C fA’ et d(i) e fP,3±l
puisque z E ker d. L’application de bord k. peut être explicitement donné par
k((i + F’A) + d(F4 /fP+l4p+q-’)) = d(.) + d(F1APt)
comme le montre l’exemple 1.1.19.
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Alors.
(‘ ± fl4q) + d(f4’/f’—’4’’) E h±’ (im r_1)
d(x) + d(fAP) é im i1
d(x) E
fp±rp+q+l
Ainsi, puisque x e f4q, alors x é fPP+q n dl(FP± 4p+q+1) = et
h’’(irn j7_l) = fp+I4p±q
Quant à ker i’1 : H(FPAP+) —+ H(FP_T+ nous avons
n + d(FA’) e ker i.1 u é pp4p+q n d(FP+iAP+) 3pqr—1
et comme j est l’application induite en cohoinologie de quotienter par f1P+q,
alors j(ker r_l) B_,/FPlÀP±.
Ainsi, parce que nous travaillons dans E1, nous avons
kerjr_l k1 = kerj’’ o (kE_1) = k’(ker j’’) = k’(im r_1)
1111 jT_l k’ = iiïi (iD,.1) o k’—’ = j(im k’) = j(ker .jr_1)
et donc,
= ker J’ 7 —1/ im r—’ o kT
= k’ (j,, T_l)/ j(ker r_1)
=
= (Z/FP 4P+)/((3P +
p--1,q—1Z’/(Bj + Zr_i
parce que. par définition. Z’’ C fP+lP±q D
2.5. SUITE SPECTRALE D’UN COMPLEXE DOUBLE
Un complexe double possède deux filtrations naturelles une par rapport à
ses colonnes et l’autre par rapport à ses lignes. De ces deux filtrations sont. issues
deux suites spectrales convergeant vers le même objet. C’est le fait qu’elles soient
deux et qu’elles convergent toutes cIeux vers la même chose qui donnent beaucoup
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clapplications. Nons en verrons quelques-unes après le théorème et clans les cIeux
derniers chapitres.
Théorème 2.5.1. Soit un double complexe. 0pq et son ope’ ratevi diffrentieÏ D
+ (_1)Pd. Alors, il existe deux suites spectrales {1fq d} et {11E. d’} arec
= H4(C) et 11E
1E H6Hd(C) (it 11E’’ HdH5(C’)
De ptvs, sî C” = {O} pour p < O ou q < O alors tes dcvi suites spectrales
convergent vers HD(Tot(C)).
DÉMoNsTRATION. L’outil de prédilection sera le théorème 2.27. Nous n’avons
qu’à définir une filtration sur C et ensuite appliquer le théorème pour obtenir le





où nous appellerons F1 la filtration par rapport aux colonnes et F11, la filtration
par rapport aux lignes de C. Ainsi, si C a ses composantes non-nulles seule
ment clans le premier quadrant, alors il est borné et les deux filtrations le seront
également. Le théorème 2.2.7 nous indique donc qu’il existe pour chaque filtra
tion. respectivement {1E} et {11E} une suite spectrale qui converge vers




La dernière égalité est vérifiée parce que (FPTot(C)P”) C fP±l Tot(C’)”” et
donc ÔFPTot(C)P+/FP+hTot(C)P+ = O doù D = d sur FPTot(C)/fPTot(C)P.
De la même manière, nous trouvons pour la deuxième filtration
=
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Maintenant, considérons le diagramme suivant où nous avons écrit F pour fj(Tot C)




Prenons un élément z + d(CP—l) e H(C?) et tâchons de calculer di(z +
= j o k(z + d(C?—l)). Cette expression a du sens puisque z e Cv” C
F’(Tot 0J3+) et que Dz = z e F+lTot p+q (z e ker d). ce d1lii est confirmé
par l’égalité H(C)) = H(f,/f’’) que nous avons niolitré clans la première
partie.
Puisque k est donné par
k(z + D(F/F’)) = Dz + D(F’)
(voir exemple 1.1.19), nous aurons
k(z ± d(CP)) Dz ± D(f) = Sz + D(f’’)
j(z + D(F’)) Sz + D(f/F2)
et d1 = j o k est égale à S induite sur la cohomologie. «où
= Hd1 (1Er) = H(jE’) = HH1(C’’).
Pour la deuxième suite spectrale. nous pouvons tout simplement réinclexer le
double complexe par son transposé : T(CP) T(d) S et T(S) = d. Ainsi.
nous avons Tot T(C) = Tot C et fjTot C = FjTot T(C) et la preuve est la
même que pour D
Et maintenant, quelques exemples simples d’applications qui découlent de ce théo
rème.
Lemme 2.5.2. Théorème 2.5.1 imptique Ïa proposition 1.2.1
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DÉMONSTRATION. Supposons les lignes du double complexe exactes. cest-à
dire H5(CP) = O. C étant borné, alors une filtration sur Tut C le sera également.
Ainsi, le théorème 2.5.1 nous dit que = O ce qui implique
= fjH(Tot CP+)/fy+lH(TOt C+) Q
et donc
FfHD(Tot F7’HD(Tot
Et puisque la filtration est bornée, nous obtenons
O = FHD(Tot C+) = F;HDtTot C+) = HD(T0t
D’où, Tut C acyclique. Et dans le cas où les colonnes sont exactes. nous appliquons
le même raisonnement, mais avec Hd(C’’’) = O. D
Remarque 2.5.3. Si nous considérons la suite spectrale iE’’ du théorème 2.5.1
pour ‘un comple’ce double C sur ‘un corps R du premier quadrant avec la fil
tration F(Tot(Ç)t) eT?C, alors le théorème dit qu’elle converge vers
in (Tot(C)). c’est-à-dire que
= FH(TotCP+)/fjH (Tot(C)’’)
Posons i : FPTot(C)P+ Tot(C)P Uinciusioi pour chaque p ± c. Ainsi.
= Ç fHD(TotC)/FJHD(Tot(C)°)
p-1-q=n
= H(i)H (fj?Tot(C)J+)/H(i1 )HD (f’Tot(C)’’)
pdL




où HD(Ckn1_I) doit être vu comme ker D fl 0k,ni / im D fl 0kk Évictem
ment, nous avons le phénomène réciproque pour ce qui donne
p±tj=n prqn
Noton.s que R soit un corps est très 77 portant pour avoir 1 éqaÏité. En effet, s,.
par exemple R Z. Z/2Z Z/2Z et Z/4Z sont deux Z-modules qui nesont pas
isomorphes, mais pourtant, ils sont tous les deux fittrés par
Z/2Z c Z/2Z e Z/2Z
et
Z/2Z C Z/4Z
et teurs Z-modules gradués associés respectifs sont tous les deux isomorphes à
Z/2Z.
Cette remarque contient seulement le côté pratique pour utiliser le théorème
2.5.1 clans certains cas, comme par exemple, pour trouver la cohomologie d’un
produit tensorieÏ de R-mocïules différentiels, lorsque R est un corps. ce1ui-l étant
défini comme suit
Définition 2.5.4. Soient (A, ctA) et (3, d3) deux R-modules différentiels gra





La dfféreiitieiic Un est définie par
C h) cÏ(a) C b + (i) C UB(b).
et est bien une différentielle puisque
d(a ® b) = d(a) ® b + ((—l) d4a + (_1)g d4(a))d o ® d5b + o. ® d(b) = O.
Ainsi, A OR B est également ‘un R-module différentiel gradué.
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Un exemple de double complexe peut être donné par le produit tensoriel de
cÏeux R-modules gr acmés. Posons
avec comme opérateur différentiel D = + (—1)’d où = d4 Q 1 et d 1 0 dB.
Ainsi. (Tot(C C’’), D) = (A OR B, d®) et. calculer la cohomologie de
A ® B revient à calculer HD(Tot(C)), ce que le théorème 2.5.1 nous aide à faire
lorsque R est. un corps.
Lemme 2.5.5. Soit R un corps, alors nous avons
HD(A OR B) = H5(A) OR Hd(B)
avec D(a ® b) = a ® b + (—1)9 aa Q db, la différcntictle.
En fait, ce lemme est. un cas particulier de la forniule de Kiinneth. Voir par
exemple [21 pour plus de détails.
DÉMONSTRATION. En gardant les mêmes notations que clans l’exemple ci-haut,
le théorème 2.5.1 nous assure qu’il existe une suite spectrale telle que
Eq = H5H(Av®B)
= H(A’’) OR H4(B)
puisque c5 = d4 0 1 et d = 1 0 à.
Ensuite. pour u 0 b e H(AP) OR Hd(B”), nous avons
D(a®b)=SaOb+a®db=O
puisque a e ker 5 et b e ker d. Ainsi, les différentielles suivantes seront également
nulles et la suite spectrale dégénère à E2. d’où
= H5(A) OR H(3).
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= H(Afl 0]? H1(B)
= H(A) OR Hd(B).
E
Chapitre 3
THÉORÈME DE DE RHAM
Dans cette section. nous démontrerons le théorème de De Rham en utilisant.
les suites spectrales.
Ce théorème fait le lien entre deux différentes coho;nologies l’une concernant
les formes différentielles existant sur une variété, cohomologie de De Rham, et
l’autre la structure topologique de la variété, la cohomologie singulière.
Afin de faire le lien entre ces cieux cohomologies, nous aurons besoin d’un objet
combinatoire induit par la topologie la cohornologie de ech. Nous verrons dans
un premier temps que les suites spectrales du double complexe issues de cette
cohomologie nous serviront à calculer la. cohomologie de De Rham et également
la cohomologie singulière.
Ensuite, il ne restera plus qu’à comparer les deux résultats obtenus pour ob
tenir l’isomorphisme entre ces cieux cohomologies.
3.1. CoHoMohoclE DE CECH
3J.1. Les préfaisceaux
Tout cFabord. nous commencerons par donner la définition cFun préfaisceaum.
En général. un préfaisceau sur mi espace topologique X dans une catégorie C
est un foncteur contravariant .F de la catégorie des ouverts de X clans C. Ceci
revient donc à se donner un objet (U) de C pour chaque ouvert U et chaque
fois que V c U un morphisme rL-’ F(U) — (V) dit de restriction qui m’éponci
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uux cieux conditions suivantes
J L r = Id
12. O Tcj 7’ ]OUt II” C U C
Exemple 3.1.1. Soit X et Y. cieux espaces topoiog]ques. Un. exemple tte préfa]s
ccciii de X dans la CotéqO?’e ttes gi’o opes est Ïa donnée pour chaque ou.cert U de
X de lensembie des Jorict?orts contnues de U vers Y.
Si F et Ç sont cieux préfaisceaux sur une catégorie C d’un espace topologique
X, alors un morphisme de préfaisceau f : F .‘ Ç est une collection de morphismes
deC
fu : F(U) Ç(U)
définis de telle sorte ciu’ils commutent. avec les inclusions, c’est-à--dire que pour




Dans la section qui suit, nous utiliserons les préfaisceaux dans la catégorie des
groupes abéliens
Définition 3.1.2. Le préfaisceau trivial avec in groupe G abélien est le préjais
ceau F qui associe à tout ouvert connexe te groupe G et à chaque inclusion, Ï ap
pi’ication identité id F(U) — F(iÏ). Nous dirons qu “un préfacsceau est constant
s d est isomoph.e à pifaisceau fri;uia.Ï avec un gro ope G p0 in’ U]. certaiii groupe
G abélien.
3.1.2. Limite directe
Définition 3.1.3. (in d]]se]nbÏe cÏii’ect I est ‘ui eisembÏe avec itii ordre paihel
tel que pour chaque couple a. b E I, il existe un troisième élément e E I qui i’érifie
o e et b e.
Définition 3.1.4. Un système direct de groupe est ‘une collection de groupe
{ G}i indexé par un ensemble direct I muni de son ordre partiel -, tel que
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2. f = o J pour u b e
Sur Funion disjointe JJ, G. on introduit la relation cFéqiiivalence en disant
que g h avec g E G0 et h E Gb siÏ existe e E I tel que .t’(g) J(h).
Définition 3.1.5. La timite directe dan sijstème direct {G,},0 notée lim,0j G,
est définie comme étant Uunion disjointe quotientée par
La limite directe d’un système direct {G}EI muni de ses homomorphisrnes
de groupe f’ : Ga — Gb possède une propriété universelle. Considérons X comme
étant le limite direct de notre système, alors X est équippé avec des hornomor
phismes de groupes ç5j : G — X qui satisfont d = o f. La paire (X, j) est
universelle dans le sens que poul’ i1’irnporte quelle autre paire (Y y), il existe un





pour tout i, j.
3.1.3. Définition de la cohomologie
Soit X un espace topologique avec un recouvrement d’ouverts il = {U,}1 où
I est un ensemble ordonné dénombrable. Nous noterons les intersections Uc, fl L3
par L3. Pour chaque intersection 011 définit 7 ± 1 inclusions comme suit
8, : Lfl)fl,
‘
Soit F, un préfaisceau de groupes abéliens et définissons les ensembles
C (. F) = F (u)
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ainsi que la différentielle : C (tt. T) — C’ (il, T) comme étant la somme
alternée des T()
— T(8) +•• + (_1)iT()
Remarque 3.1.6. Pour s assurer que C (1. T) soit bien défini. nous établi
rons les règles suivantes pour la notations w E T
alors notons par ta composante de w qui appartient à T (U0..1) (ou par
w (U11.3) lorsquil peut y avoir une ambiguité) et nous définissons
J = O s’il y a une répét?tion des ind?ces
signe (n)w(ao)..() pour n une permutation.
Ceci a pour conséquence que nous pouvons toujours ordonner les indices d’une
composante de w au en ajoutant possiblement un signe moins devant et
ainsi un élément quelconque de fl( a)EfJ+’ T(U0..) pourra toujours s’écrire
dc façon à clairement appartenir à C3U, T). De plus, nous aurons également
C(,T) = O si j> I
Proposition 3.1.7. 52 =
D1oNsTRATIoN. Soit w E C](il,T), nous avons
j-4l
(w) (U0 a+j) (—1w (Loa÷i)










parce que. pour chaque terme. deux indices ont été retirés avec pour chacun
des signes opposés. dépenclamment si l’indice le pins petit a été retiré le premier
ou pas et cjjie la transitivité des restrictions nous assure que les termes sont
réellement égaux.
Ainsi, le complexe C* (U. F)
= jO C (U, F) est mi complexe cliffrent ici
avec la différentielle . La cohomologie de ce complexe, appelée la cohomologie
de ech du recouvrement U à valeur dans F, est notée HCtL F) on tout sim
plement H(U, F).
Nous avons donc maintenant une définition de la cohomologie de ech pour un
recouvrement d’un espace topologique et non pour l’espace en lui-même. Instinc
tivement, si, en raffinant le recouvrement, nous pouvions imaginer une application
entre la cohomologie d’un recouvrement et celle de son raffinement, nous pour
rions espérer trouver celle de l’espace au complet en raffinant “à l’infini”. Cest
ce que nous formaliserons dans la fin de cette sous-section.
Définition 3.1.8. Un reconvrement do’uverts = {V3}y eSt ‘un raffinement
d’un recouvrement U {Ua}i s’il existe ‘une application J .‘ I telle que
V C U3 et qui préserve l’ordre de J et I .No’us noterons U > .
Exemple 3.1.9. Considérons deux recouvrements d’ouverts U = {U}0 et
= {V}jj et défimsso’ns = {Rs}(,3)a(f<j) par U n l’. Les deux
projectzons pu I x J « I et p : I x J ‘ J définissent donc chacune un
raffinement de leur recouvrement respectif Nous pouvons donc écrire U > et
> .
Ainsi, un raffinement 6 induit une application
C(il.F) ‘C.F)
définie de la manière suivante
(o#w)(i3) = w (L’ 3o)
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Lemme 3.1.10. 6 est mie applcati ri dc compte.Te. cest-à-ctire qu’etÏe commute
avec t5. Donc. o ndu;it une application en coliomologie
H(o#)
qui sera bien dcfinie.
DÉNI0NsTRATION. En fait. il est seulement nécessaire de démontrer que o#6








et nous avons bien )# = Ainsi, le lemme 1.1.7 nous assure que Fapplication
H(îLF)
est bien définie. E
Lemme 3.1.11. Soiti.J. = {U}i un recouiierncnt d’ouverts et = {V3},3j un
iaffincmcnt de U. Si o : .1 I et ‘ J I sont deu.z’ apptcat1ons de iu.ffluieiiie’nt.
aÏors iÏ existe un opiateur d 7zomotopie entre e et ce qui implique Ï galité
suivante en cohomologie H(ix#) =
DÉ1oxsTRÀTIoN. Tout cÏabord. s’il existe un tel opérateur. Fexemple 1.1.10
nous indique qtie H(K + Kî) vaut O en cohomologie, cFoù
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où nous prendrons pour convention que si nous retrouvons des indices négatifs
où supérieur à J pour les @. alors ces 3 sont omis.
Proposition 3.1.12. Soit U. lensemble des recouvrements de X. un espace to
polog?que. alors {H’ttl.. F)} sera un. système cÏzrect de groupe avec ts appÏi
cations iuidiiites j)(LT un ivifinernent en cokomologic
H(Q) H(il. ) H, )
DÉMoNsTRATIoN. Tout d’abord, l’exemple 3.1.9 nous assure que U est bien un
ensemble direct avec > pour ordre partiel. Ensuite. le lemme 3.1.11 nous indique
que pour Li > et le raffinement ç. il existe une application unique et bien
définie
H*(Li F) H F)
induite par Maintenant, il ne reste qu’à démontrer que ces applications satis
font bien les critères d’un système direct. Pour ce faire. nous pouvons utiliser la
fonctorialité de H (lemme 1.1.11). En effet. puisque est lapplication identité
alors, l’application induite H() est également l’identité. Quant à la transitivité,
si nous avons il > > , alors les applications et o ç5 définissent toutes
deux un raffinement de il vers , et. toujours par le lemme 3.1.11. les applications
induites coïncident en cohomologie doù l’égalité
H(o) = H(o o o) = H(o) o H(c%).
D
Ainsi. iious aurons la définition finale pour la cohomologie de ecli $
Définition 3.1.13. La cohoînoÏoge de ech de l’espace topologajutE X à LaleUl
dans le pi éfaisceau F est
H*(X, F) ÏimtH*(il, F).
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3.2. COHOMOLOGIE DE DE RHAM
Les groupes de cohomologie de De Rham s’avèrent fort utiles en géométrie dif
férentielle. Ils sont, en fait. les invariants les plus simples pour différencier deux
variétés différentielles qui ne sont pas clifféomorphes. La base de ces groupes re
posent sur deux principes simples. Le premier est qu’ils sont invariants à une
hornotopie près (remarque 3.2.27) et le deuxième, c’est que nous pouvons clé-
composer une variété en variétés plus simples pour lesquelles la cohomologie est
connue (par exemple. c’est ce que permet la suite de Mayer-Vietoris).
3.2.1. Définition pour W
Soit ï1 ,...,x,,,, les coordonnées linéaires de W. On définit Q comme étant
l’algèbre sur R engendrée par dx1, . . . dx,, avec les relations
f (dr)2 = O
dx,dx —dxdx, i # J
Comme espace vectoriel sur R, Q a
1, dxi, dxdx, dx1dxdx , d;1 . . . dx,,
i<j i<J<k
comme base.
Les formes différentiahies C sur R’ sont les éléments de
Q(R”) = {fonctions C sur R} ®, Q
Ainsi, pour w Q*(Rn). il existe une uniclue représelmtation telle que w =
f11...1di’1 . . . dïjq où les coefficients L1...1 sont des fonctions C. notée aussi
w = fd.rj. L’algèbre Q(R”) = Q(R”) est une algèbre graduée avec
Q(Rnl) l’ensemble des éléments s’écrivant seulement avec q dx,, soit les q-formes
C. Nous dirons pour un élément de Q(R1?) qu’il est de degré q.





un opérateur dzfférentiel défini coi ru e suit
J Si f E Q0(Rn), alors cÏf =
[Si w = fjdxi, ators ctw = dfjdxj.
Remarque 3.2.3. cl rie dépend pas du système de coordoi nées choisi. En rffet,
sort f t R un difféomorphisme qui amène le système de cooiïonnées
standard .r. ...,.r,, vers n1 Un, C est-à-dire que n, = x o f ..4ins,. qrdce à
ta règle de dérivée en chaîne, nous avons pour g une fonction C sur R’
È = È (t = =
d est appelé une différentielle extérieure et ne représente rien d’autre ciue des
concepts de calculs différentiels sur R comme ceux de divergence et de rotationnel
que nous retrouvons Fexemple suivant.
Exemple 3.2.4. Soit c = Adx1 + Bdx2 + Cdx3 1’(R3), alors
dcl (3B/3x1 — 8Â/3x2)dx1dx2 + (3C/8x2 — 8B/8x3)dx2cix3 +
(8A/8xi — 8C/ax1)dx3dxy
et !3 = Pdx1dx2 + Qdx1dx3 ± Rdx2dx3 Q2(R3), alors
d,3 = (3P/Dxi + DQ/6x2 + aR/6x3)dridx9dx 3.
Définition 3.2.5. Le produit extérieur de deux formes diff’rentiettes. r fidit
et w = gjdxj. est défini comme suit
r w = Jgjdxjdxj.
Remarque 3.2.6. Nons notererons que r w = (_1)0g Tdcgw r. En. effet. ii
suffit de remarquer que
ci1 .. . dxdy1 .. . dg
= (_1)d.r1.. d,t_idyï.. dg,1d,c
= (— 1)2di . . d.rdy1 ÏYq(tip_ldIp
= (—1)’dyi . . . dy7cLci
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djd1 = (_1)deY di1 deg dIJc/yd
Proposition 3.2.7. cl e.s une aitdcritat’ton. e ‘est-à—d?re
• w) — w ± (—1)r • dw.
DÉMoNsTRATIoN. Par linéarité de l’opérateur U. nous n’avons qu’à faire des
véri&ations sur des monômes r = fjdxi et w = gjdxj.
d(r w) = cÏ(fjgj)dxjdxj
= (dJj)gjdxjdxj + fjdg.jciijdxj
= (dfj)gjdxid.rj + fj(—1)dxjdgjdxj
(dr) + (_1)9Tr. dw.
Concernant les fonctions, d(fg) (df)g + f(cig) est la règle de Leibuiz. D
Proposition 3.2.8. U2 = O.
DÉMoNsTRATIoN. Puisque les fonctions sont C°°, leurs dérivées partielles mixtes
commutent et donc
d2f=ci(Z)
puisque les dxi, dr sont anti—symétriques. Et pour une forme w = fjdxi.
d2w = d(df1dxi) = d2(j1) Ui1 — dfj d(dxi) = O
par antidérivation. D
Définition 3.2.9. Le complexe Ç(lRfl) avec I opéruteu7 cl e.s t un compÏe;re d,jé
rentiel appelé le complexe de De Rham sur R’. Ainsi, ta cokomologie de De Rhum
de R’1 sera définie naturetlemen.t par
HDR(W) = lier d/im U
Remarque 3.2.10. Toutes les définitions données poux cette cohoîuotogu sup
pliquent également pour un o uvert U de R’1 clans quel cas, nous écrirons HDR(U)
pour ta cohomologie de U.
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Maintenant, nous aimerions démontrer le caractère fonctoriel de Ç1. Posons
x et yj y comme les coordonnées standards sur. respectivement.
et jm, Une fonction clifférentiable f R”’ — R induit une fonction f
— QO(Rm) définie par
ft(g) =gof.
où f*(g) est appelé l’image réciproque de g par f. Pour étendre cette fonction à
toutes les formes différentielles f* Q(R”) — Q(R) afin qu’elle commute avec
la différentielle extérieure U. nous la définissons comme suit
f*(gId . .
. dYjq) = o f)cLf1 . . . df
où f = y o f est la i-ème composante de f.
Proposition 3.2.11. f t — Q(ilm) commute avec la. ctifférentielle U.
DÉMoNsTRATION. La preuve de cette proposition découle de la règle de la dérivée
en chaîne d(g o f) = (Ug o f)df
df*(giUy . .
. dyj) = d((gj o f)df1 . . . dfj)
= d(g1 o f)Uf, . . .
((D(90f)dyi)Jjj...dfjq)
((1)Of)df,)df,...df,1)
.t’ (z dy,dy ..
fd(gdg1, . . . dy,).
D
Ainsi, f* est bien une application de complexe. puisqu’elle commute avec U.
Remarque 3.2.12. Q est ‘un foncteicr co7trava’rian.t de la cate’gorie des espaces
eiict?dien.s avec les applcat’ions C vers la catégorie des algèbres différentielles
gradués et de leurs hornomorph.ismes. En effet. les appÏications * ‘vérifient bien
f*og=(gof)* etl*=1.
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Maintenant, nous aimerions calculer la cohornologie de De Rham pour tout
R”. ce à quoi nous servira la proposition suivante.
Proposition 3.2.13. H(R’’) H(R1).
DÉMONSTRATION. Considérons les cieux applications n R x R’ R et s
x R’ définies par n(x. t) = x et s(:r) (r, O) (n étant la projection sur
R et s. la section zéro).
Ces applications induisent des applications de complexe sous le foncteur Q
X R’)
zr*
et nous voulons démontrer que ces dernières sont des quasi-isomorphismes.
Tout d’abord, nous avons 5* on* = 1 puisque nos = 1 et donc. H(s on*) = 1.
Ensuite, pour n* o s, nous aurons besoin de trouver un opérateur cihomotopie
entre 1 et n* 0 S Remarquons d’abord, ciue toute forme sur R” x R’ s’écrit
de façon unique comme con,bmaison linéaire de formes du type (n)j(i. t) et
(n*)f(.r. t)dt où ç est une forme de Q(R”).
i\Iaintenant. définissons l’opérateur K Q (R” > R) Qq_1 (R”) par
(n*o)f(.r,t) r. O
(n*o)f(.r. t)clt (n*o) f jcït
et vérifions que c’est bien un opérateur cl’homotopie.
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Tout cfaborcl. sur les formes du type w ()f(, t), deg w = q.
(1 — (*)f( t) — (o)f(i. O).
cIA — A cl) w — A dw
K ((*do)f ± (_1)*o ( +






1 — 7* 0 8* = (1)-l(dK — Kd)
pour le premier type de forme différentielle.
Pour le deuxième type. considérons w = (7r*)fCr, t)dt avec cleg w = q. dw est
donné par
dw = (*d)f t)dt + (_1)1(*) di,dt
et ainsi, nous avons
Kdw = (K*d) f t)dt (_1)_1(*) ( f )
dKw = d((*)ff(r.t)dt)
= (r*dQ) f f (, t)dt + (_1)_1(*) d:r ft) + f(. f)dt)
«où. (ctK — fd)w = (—1)’’w = (_1)q-1 (1 — o s*)w puisque s*(dt) = d(st) =
cÏ(O) = O et donc
(1 — O s) = (—1)’(dK — Kcl) x R)
ce qui montre ciue H(îr* O *) = H(1). E









et que fensemble des fonctions cïun point vers R est égal à R. alors nous avons
flØRq=OH((pomt) =
O®R q>O
et le résultat suit. D
3.2.2. Définition pour une variété différentielle quelconque
Dans cette sous-section, nous généraliserons la définition précédente de la
cohomologie de De Rham à toutes variétés C’. Commençons donc par rappeler
quelques définitions concernant ces variétés.
Définition 3.2.15. Une val’idtd topologique de dimension n est un cspctce topo
logique séparé (o-u Hausdorff) dont tout point est contenu dans un ouvert ho’méo
mo’rphe à un ouvert de W
Remarque 3.2.16. Bien que si nous demandons seulement d’être Hausdorff à
‘une variété topologique est suffisant pour la munir d’une structure différentiette,
nous supposerons pour tes définit-ions de variétés différentieltes qu elles sont égate
ment localement compact et qu elle possède ‘une hase topoÏogique dé’uoil?.brable. Ces
conditions impliquent c-nt-i-e autres choses ta paro.compacité (toir lemme A.1.2) et
égate7ne’nt t ‘existence de partitions d ‘-unité.
Définition 3.2.17. (1) Une carte d’-u-ne variété topologique X est ta cÏo-nncc
d ‘un couple (U. o) formé d ‘un o-u ieit U de X (te dom ci-i n e dc ta cn de) et
d -u-n- honiéommjih-isme o U D C R o-à D est un o-ut’ei’t de R.
(2) Un atlas de X est -u-ne famille (LJ. o)i de cartes pou-r lesquels U1 U =
X et où I n’est pas nécessairement fini.
Définition 3.2.18. (1) De-ter cartes (U1, ) et (U2. o) d’une variété topo
logique X sont compatibles d’ordre k (1 < k ne) s-i U1 n U2 = 0 ou si la
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fonction de transition
02 o o’ t oi(Uï fl U) — o(Ui n U)
est un difféomorphisme de classe Ce.
(2) Un atÏas de cÏasse Ck d une vciriété topologique X est un atlas (U?. °? )j
de X dont deux cartes q’ueÏconques sont ta ujours compatIbles.
Définition 3.2.19. (1) Un atlas de classe Ck’ ciune rarie’té topologique X est
dit maximal si toute carte compatible avec les cartes de latias appartient
elle-même à lattas. Nous appellerons également un tel atlas structure dif
férentielle de classe Ce.
(2) Une variété différentielle dc classe Ck est ‘une variété topologique munie
d ‘une structure différentletle de classe C.
Définition 3.2.20. Soient M et N deux variétés de classe Ce. Une application
continue f M .‘ N est dite de classe Ck si quel q’ue soit o e M, il existe une
carte (U. ) de M, avec a E U, ‘une carte (V. i/’) de N, avec f(a) E N telle que
l’application
o f o ‘ (L’(V) n U) ‘t)
soit de classe Ce.
Définition 3.2.21. Si f est une fonction de classe Cc, avec k > Ï, sur la carte
(Uc,. &) alors la dérivé partielle 8f/3x a’u point p E iii est définie comme la
i-ème dérivé de la fonction. f o sur c,(Uc,) C R
3f 3(fo’)
(Qa(p))ui ai
où (u1 u??) sont les coordonnées standards sur R et (xi ,,) sont des
coordonnées sur L’?-, qui ‘éi’ifient x, = o oc,.
Définition 3.2.22. Une forme diffii enti elle sur X est une collection tic forim .




deux inclusions, alors i*U = jwu dans Q*(U n V).
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Ainsi. par la fonctorialité de , la dérivée extérieure et le produit alterné
s’étendent aux formes différentielles sur une variété clifférentiable quelconque et
2(I) et H(M) sont bien définis pour toutes variétés clifférentiables M.
Définition 3.2.23. Une pavtLon é muté SUT’ ive vorîété 11 est une collect,o n
{}i de fonctions C sur M qui vérifient les propriétés suivantes
(1) La collection des stipports {o,}i est localement finie.
(2) q (p) = 1 pour chaque point p E M et ø (p) O pou’ tout p E M et
j e I.
L’importance des partitions d’unité est contenue clans le théorème suivant
pour lequel nous en avons mis la preuve en annexe (voir Ai).
Théorème 3.2.24. Soit M une variété différentzable et {Ua}0E4 un recouvrement
d’ouverts de M. Alors, il existe ‘une partition d’unité {}aEA subordonnée au
recouvrement d’ouverts {U} avec au plus, un nombre dénombrable de qui
n ‘est pas identiquement zéro.
Pour le reste de cette section, nous nous intéresserons à une propriété fort
intéressante de la cohomologie de De Rham c’est qu’elle est invariante sous
l’homotopie.
I\:Iais avant, nous avons besoin des cieux définitions suivantes
Définition 3.2.25. Deux fonctions f M N et g M — N entre deux
variétés M et N de classe C”’ (1 < k < oc) sont homotopes de classes C”’ (‘noté
f Ck g) s d existe •une fonction f : M x R ‘, N de classe Ck qui vérifie
F(x, t) = f(x) t> 1
f(x.t) = g(r) t <O
f sera appelée ‘une homotopie de classe C”.
Définition 3.2.26. Soient M et N. deux variétés (le classe C” (1 < 4’ < oc).
Nous dirons qu’elles ont le même type d ‘homotopie dans le sens Ch s il existe des
(Ippiicat ‘/0115 C”’ f M N et g N ,‘ M qui vérifient
f0gCk etgof 1,j.
Ainsi, la notation “opérateur d’homotopie” prend son sens avec la cohomologie
de De Rham puisque cieux applications de variétés homotopes l’une à l’autre
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induisent la même application en cohomologie.
En effet. sil existe une homotopie de classe C entre cieux applications C f
iii — N et g : M N. M et N étant cieux variétés C. «est-à-dire une
application C F M x R — N qui vérifie
f(x. t) = f(.r) t> 1
f(.r. t) = ghr) t < O.
Alors, en considérant les sections
s0. s M —* M x R,
définies par 50(7??) = (ni, O) et i (m) = (in. 1). nous avons
= s o f = s o F*
puisque s et s sont tous les deux l’inverse de n’ (Lemme de Poincaré 3.2.11).
D’où, H(f) Htg).
En fait, nous pouvons dire plus sur la cohornologie des variétés qui. en fait,
est invariante sous l’homotopie.
Théorème 3.2.27. Soient deux variétés iI et N qui sont homotopes dans le sens
C (M N), ators leurs cohomotogies coihcident.
DÉMONsTRATION. En effet,
‘N etgoj ‘M
f: M N.g: N —* M C°° tel que H(f) o H(g) H(1’)
et H(g) o H(f) = H(11)
= H(M) = H(N).
Remarque 3.2.28. En. fait. deux variétés ont te même type d’homotopie dcl? s
le sens C si et seulement si elles iont dans le sens usuel, cest-à-dire de façon
contcn.ue. Ceci est dû au fait quil iste une homotopie cont?nue entre chaque
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fonct’ion continue entre deux varits C et une fonction C. (Pour une preuve.
voir [ij p213)
3.2.3. Le complexe de De Rham-ech
Iaintenant. nous allons introduire le double complexe qui nous montrera les
éléments qui lient les cohomologies de De Rham et celle de Cccli.
Définition 3.2.29. Un bon recouvrement d ‘ouverts sur une variéte’ iii de dimen
sion n est un recouvrement d’ouverts il = {U}Q de M pour lequel, chaque
intersectïov fln?e U(0 flp est dfff.oinoî plie e’
L’importance d’un bon recouvrement est confirmée par le théorème suivant
pour lequel nous avons fournis une preuve clans l’annexe.
Théorème 3.2.30. Toute variété possède un bon recouvrement.
DÉMONSTRATION. Voir section A.3 D
La cohomologie de De Rham pourra être vu dans certains cas comme un cas
particulier de la cohomologie de ech. Pour le comprendre nous allons introduire
le double complexe suivant
C(ti. Q) C’3(il. Q)
où £1 {U}j est un bon recouvrement d’ouverts d’une variété cliffrentielle M
et J est un ensemble dénombrable orclomié.
Q est. un préfaisceau pour chaque q. En effet, pour U C V cieux ouverts




Évidemment, nous avons ru t o d = d o
Ainsi, nous pouvons donc considérer la différentielle
: C(U, Ç’) — C’ (Ç Qq)
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définie à la section 3.1.3 comme différentielle horizontale de C(I1. Q*) et lexten
sion de la dérivée extérieure
d: Q(U) O+l(T)
définie à la section 3.2.2 aux ensembles C’(U. Qd1). Pour alléger les notations. nous
la noterons egalement d C”(tt. Q(1) C (a Q)
Proposition 3.2.31 (Suite de Maver-Vietoris généralisée). Consictérons tI




Hj Q*(U0) (U01) >
est exacte. e ‘est-à-dire que ta cohomologie de ce complexe est nutte Partotit.
DMONSTRÀTION. Tout d’abord, calculons le noyau de l’application
à:fiQt)—* fi Q*()
oEI QO<al
Si w e Q*(u) alors
— O w = w1.
Autrement dit, w E ker si et seulement si les restrictions sur n’importe quels
cieux ouverts du recouvrement coïncident. C’omme il {U0} est un bon re
couvre;nent. il peut être vu comme un atlas. Ainsi, w est une forme sur comme
définie au point 3.2.22 et irons avons donc ker = im r.
Considérons maintenant une partition d’unité {p}j subordonnée au recouvre
ment d’ouverts fi. = {U}i. La section A.1 de l’annexe nous confirme qu’elle










= ( Pa) —ûEI cEI i=O
— ((5Iw)fl...n
D’où. ((5K + K(5) = 1. Ainsi, l’identité sur (LJ07,) induit l’application nulle
sur H* (Q* ce qui implique que H(1) H(O) et donc
H(ll*(U)) =ovp 1.
D
Dans ce qui suit, nous noterons la coliomologie de De Rham d’une variété
M explicitement par HDR(M). Maintenant, nous allons regarder les cieux suites
spectrales associées à ce complexe double C’(tt, Q(1) = Q(Ï(U01).
Puisque la suite dc Maver-Vietoris est exacte (proposition 3.2.31) alors, le
terme 1E1 sera donné par
Q3(M) O











Cette suite dégénère clone au rang 2 (voir l’exemple 2.1.4), d’où
1Eq H(ji) P O
q#0
Déjà, à cette étape, nous comprenons que ce complexe nous aide à calculer la
cohomologie de De Rham puisque
HD(Tot(C(II, Q))n) = H(M).
p+q=n
et donc
Théorème 3.2.32. Le double complexe C(il, Q) caïcute ta cohomotogie de De
Rham de M pour un recouvrement £1 de M, qu’il soit bon ou non, c’est-à-dire
HDR(M) = HD(Tot(C(U, Q))fl).
Quant à la deuxième suite spectrale, nous avons
11E = H ( fl Q
\no<...<n,,




puisque U est. difféomorphe à W’ par définition de bon recouvrement et la
cohomologie de De Rham de R est celle d’un point (lemme de Poincaré, corollaire
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3.2.14) et donc, nous avons
11E2 = I
o o o o
tH0() H’(il.R) H2(il.) H3(Li)




et nous avons donc
HR(AI) = = = H’1(Lt,R) vn,
p-4-q=n p+q=n
ce qui implique le théorème suivant
Théorème 3.2.33. Pour LI un bon recouvrement,
HDR(I’f) =
3.3. C0H0M0L0GIE SINGULIÈRE
Avant de travailler avec la cohomologie singulière, nous allons d’abord définir
l’homologie singulière à coefficients entiers. Ensuite. à partir de ces définitions et
du théorème de Mavei*Vietoris, nous pourrons adaptei’ ces définitions et résultats
pour avoir une cohomologie à coefficients clans n’importe quel groupe abélien C
et après. utiliser un complexe similaire au complexe De Rham-ec’h pour calculer
la cohomologie singulière.
3.3.1. Homologie singulière à coefficients entiers
Nous définissons R
= U>0 R avec chaque R vu comme un sous-espace de
R’ pour chaque i < n sous l’inclusion
(t1,... , t) I’ (t1, ...,t,, O O) e W.
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Notons P, un vecteur de R de la hase standard avec i à la i-ème coordonnée et
O ailleurs. P0 étant lorigine. Les q-simplexes standards Lq C 1 sont définis de
la façon suivante
=
RD0 I let o <t <
Si X est un espace topo1ogicue. un q-simplexe singulier de X est une applica
tion continue s — X et une q-chaîne singulière clans X est une combinaison
linéaire avec coefficients entiers de q-simplexes singuliers. L’ensemble de ces q-
chaînes forment un groupe abélien que nous noterons Sq(X).
Nous définissons les applications
Aqi “Zq
par
/q—1 \ i—1 q—l
j0 j=0 j=i
oÙ 6(q_l) est appelée la i-ème face du q-simplexe. Nous remarquons qu’elle
représente tme région du boni du q-simplexe.
Le groupe gradué des chaînes singulières S(X)
= q>0 Sq(X) petit être trans
formé en complexe différentiel avec lopérateur O : Sq(X)
— Sqi(X) défini ainsi
Os Z(—1)s °
Proposition 3.3.1. 82O
DMoNsTRÀTIoN. La preuve se fait de la même façon que celle de la proposition
31.7:
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7q—1 \ q 7 z—1 q—1
a2s = (—1)3s (\t]F ±ZtjFji
j=0 1=0 J=0
q 7h-—1 ï—1 q—1
ZH’Y + l
z=0 k<z jzzO j=k
/11 h—1 q—1




Ainsi, l’homologie du complexe S (X) avec son opérateur différentiel se nomme
l’homologie singulière avec coefficients elltiel-s de X, iotée H(X; ) ou tout sim
plement, H(X). Remarquons que. si au lieu de , nous prenons un groupe abélien
quelconque G, nous obtiendrions H(X; G), l’homologie singulière de X à coeffi
cient claris G.
De pins, le degré d’une 0—chaîne ns(P) est défini par n Ainsi, si nous
supposons que X est connexe par arc et que pour P et Q, cieux points de X.
—P et Q sont dans me 0-chaîne, alors n’importe cyuel chemin de P à Q est un 1-
simplexe avec Q — P comme bord. Donc, une 0-chaîne est le bord d’un 1-simplexe
si et seulement si il a degré 0. D’où, l’exactitude de la suite suivante
deg
O aS1(X) S0(X) O
Cette dernière implique que pour X connexe par arc, H0(X) = Z et que
chm H0(X) = nombre de composantes connexes par arc de X.
Maintenant, calculons l’homologie de i’. Pour ce faire, nous définissons un
opérateur ci’homotopie entre l’identité et l’application nulle. Soit K Sq (iR”)
Sqy(”). l’application appelée cône pour son sens géométrique et définie par
Ks = (1 t01)s
_+1)
si la variable tq+1 est vue comme le temps. nous pouvons imaginer le (q + 1)-
simplexe Ks comme étant le q-simplexe s qui va jusqu’à l’origine quand tq1 va
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de O jusqu’à 1. Ainsi,
K(point)=seginent de droite
K(segment de droite) triangle
K(triangle)= tetrahêcire.
Proposition 3.3.2. 6K — K6 = (—1)’’
DÉIoxsTRAT;ox. Soit s (0tj) E Sq(Rr). alors
iras (tipi) = (1 — tq)Ds ( i tq)
(1 tq) (-1)’s ( 1 t + ti=O j=O q j=i+1 q
r q q+1 /z—1 q+1
3Ks (ZtP) = Z(1)u1s (\ZtPi + tjiP
j=O





3K — K8 (_1)q+1
valable pour k > 1. D
Ainsi, de ce qui précécle. nous avons
f O q>1
Z q=0.
Pour des raisons teclmicjues dans la preuve de lexactitude de la suite de Maer
Vietoris. nous avons besoin d’introduire un raffinenient du complexe 5’ (X) que
nous appellerons £-petites chaînes dans X et que nous noterons St(X). Une Li-
petite chaîne de X est une chaîne de X potir laquelle tous ses simplexes sont
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contenus clans un des ouverts U il.
Linclusion ï : 3(X) S(X) commute avec la différentielle et savère étre une
application déquivalence de complexes. (voir la section A.2 de l’annexe)
Définissons l’opérateur de Ceci; pour ihomologie singulière associé au recou
vrement il = {U}
S Sq(Uao.....c) — Sq(Un0 Qp_])
par la formule de somme alternée
(SC)ao flpl =
où l’échange de cieux indices consécutifs donne un négatif
=
ce qui implique que S est bien une différentielle puisdlue
(S2c)0 C,0.,a7_2 = o.
EA ,8eA
S 5U Sq(Uo) S1(X) est simplement la somme des éléments et est
dénotée par e.
Proposition 3.3.3 (Suite de Mayer-Vietoris pour les chaînes singulières). La
suite suivante est exacte
O s(x) Sq(U) Sq(Uaon1)
DMONsTRÀTION. Pour deux ouverts, la suite de Maver-Vietoris est
O S(U0 u U1) 3(U0) e 3(U1) S(L1) o
et est exacte par définition de e et S. En effet. si c(co. e1) = O. alors. eo = —ci
3(U1) et. en; fait, (eo. c) (e01. —e01) = 5(c01). La suite de Mayer-Vietoris pour
deux ouverts s’injecte dans celle pour trois ouverts comme le montre le diagramme
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commutatif suivant qui a ses colonnes exactes
o o o














3(U2) 3(U02) S(U2) — o
o o
où il1 est le recouvrement, pour LT0 et U1. et il2 est le recouvrement pour U0. U1
et U9.
Ainsi. Sll2(U0)/Shh1 (U=0) est engendré pal’ les simplexes clans U2 qui ne sont
pas entièrement dans U0 ou dans U1. Maintenant, démontrons que les lignes sont
exactes. La première est la suite de Mayer-Vietoris pour U0 et U1 et la troisième
l’est presque pour les ouverts U02 et U12. Il n’y a donc clu’en S(U2) où il faut
vérifier l’exactitude de la suite.
Clairement., o o .3 = O puisque im o C Li U1. Réciproquement. si :3(e) = O
alors c est une chaîne de (12 pour laquelle ses simplexes sont. entièrement clans
ou clans U1 c’est-à-dire, e est. dans l’image de S(U0) S(Uy). Ainsi, la troisième
ligne est bien exacte. Par le corollaire 11.18. la deuxième ligne est également
exacte (pour l’appliquer. lions n’avons quà voir chaque ligne comme des coin
plexes différentiels pour lesquels l’homologie de la première et dernière ligne est
O).
Le procédé utilisé pour démontrer l’exactitude de la suite de Mayer-Vietoris pour
trois ouverts peut être utilisé avec linduction pour démontrer que la suite est
exacte pour un nombre dénombrable d’ouverts. D
3.3.2. Cohomologie singulière à coefficients dans un groupe abélien
Tous les résultats de l’homologie singulière à coefficients entiers peuvelit être
adaptés pour l’homologie singulière à coefficients dians G. G étant un groupe
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abélien. Ainsi, nous définirons la cohomologie singulière à coefficients clans C.
Pour ce faire. nous devons commencer par considérer les q-cochaines définies
comme étant les fonctions linéaires sur le G-mochjle Sq(X). Ainsi, nous avons
S(X) = Hom(Sq(X). C). L’opérateur différentiel est défini par
ci: HOfll(Sq(X). G) HOfli(Sq+i(X). G)
w(c) c)
et ainsi, la cohomologie de ce complexe est la cohomologie singulière de X avec
coefficients dans le groupe G. notée H*(X; G). La cohomologie singulière pour
W se calcule à l’aide de l’opérateur adjoint à celui du cône. Soit
L : S(W) S+l(W)
que nous définissons par
(Lu)(c) — u(Kc)
pour u e St’(W) et c e
Ainsi, pour u e S’(R’) et c e Sq(W),
((dL - Ld)u)c = (d(Lu))c - (L(du))(c)
= (Lu)(Dc) - (du)(Kc)
= u(K9c) — u(8Kc)
= u((K0 — aK)c)
= ((—1)1u)c proposition 3.3.2
Nous avons donc
1 (—1)’(dL — Ld) sur S(W). q> 1
ce qui montre que L est un opérateur d’homotopie entre l’identité et l’application





En appliquant le foncteur Hom( .G) à. la suit.e de Mayer-Vietoris des chaînes
singulières nous obtenons la suite de Maver-Vietoris pour les cochaînes singu
lières
o S(X) S(U0) S(U0.)
Maintenant. au lieu de démontrer directement l’exactitude de la suite de Maver
Vietoris pour les cochaines. nous allons démontrer une proposition plus générale
Proposition 3.3.4. Soit
fi f2 f3
O A1 A2 >A3
une suite exacte de G-modules tibres, G un groupe abélien, alors Ïa suite
f P PO - Horn(Ai,G) - Hom(A2.G) Horn(A3,G)
est exacte.
DÉMONsTRATION. Posons {a}Ej pour l’ensemble de générateurs de Ak. défi
nissons l’application fo : O —* A1 et montrons que ker f = im pour tout
n>O.
Tout d’abord. f+1°J = O puisque f+1°f fof+ios = O par hypothèse.
Pour l’autre inclusion, supposons que f,a,, = O, alors
im f,, = ker fn+i C ker a.
Ainsi, nous voudrions montrer l’existence d’un élément 3,,+ de Hom (-4+ t. G)




Définissons d,, sur les générateurs de de la manière suivante
f a o f,’ (a,) si E im f=
O sinon
Puisque le noyau de f est inclus clans le noyau de c?, alors 8n+1 est bien défini
et vérifie bien
= f =
et ce. P0fl il > O.
n
Corollaire 3.3.5. La suite de Mayer-Vietoris pour tes cochamn.es est exacte.
DrIoxsTR.ÀTIor’.. S](Ufl) ) défini pour un groupe abélien G est. par défini
tion, un G-module libre et la suite de Mayer-Vietoris pour les chaînes singulières
à coefficients dans G est exacte (c’est exactement. la même preuve que pour la
proposition 3.3.3). Ainsi, nous obtenons le résultat en appliquant la proposition
précédant.e sur la suite de Mayer-Vietoris pour les chaînes singulières. D





comme tes applications définies pour la cohomoÏogie de ech.
DÉ\IoNsTRATIoN. Soit cE 3t1(Ufl() D.
et t
= le recouvrement, alors nous avons
(*) c
= (‘ o é)
p+ 1
Z ‘ao .o+i (c)0
p±1




parce que w E Sq(Uoû si et seulement si a =
Pour c, considérons c Sq(U) et S(X). Alors.




Avec la suite de Mayer-Vietoris, nous pouvons regarder le double complexe
A = défini par
4p,q C(il, S)
nuuii des différentielles
U t C(il, S) C, S1) et t C, Si’) Œ’ ( 3)
et ensuite appliquer le même argument que pour la cohomologie de De Rham.
Nous aurons cloiic les deux suites spectrales associées au double complexe A,




puisque la suite de Mayer-Vietoris est exacte et donc,
f H(Xt G) J) = Opp.q — j;-]).] —
‘-œ —I-’2
O pO
Dans l’autre sens, si £1 est un bon recouvrement, alors
=
C’t. G) = O
O pO
la cohomologie de ech clans le préfaisceau constant G et
f H(il.G) p=Orw.q — rp,qII—’oe — IJ’-’2 —
O pO
I t
Alors, comme clans la preuve du complexe De Rham-ech. ceci impllciue
H’(il. G) = H89(X: G)
pez
ce qui nous amène au théorème final
Théorème 3.3.7 (Théorème de De Rham).
HDR(X) H39(X:R)
DÉNIONSTRATION. Nous avons déjà démontré que
HDR(X) H(il.R).
avec il un bon recouvrement qui existe sur toute variété. Ainsi, en prenant R





Un des problèmes de la théorie des invariants est de savoir si, pour un espace
vectoriel V donné, un groupe fini G Gt(V) agissant sur V et un corps k
avec caractéristique p > O. Fanneau des invariants k[V]° 14V] est Cohen
Macaulay. En fait. il est déjà connu que pour p ne divisant pas l’ordre du groupe.
ce sera toujours le cas. (Voir le théorème de Hochster et Eagon Pour une preuve
1141.) Notre but sera de démontrer une condition nécessaire sur les groupes de
cohomologies de G sur 14V] pour que k[VÏ° soit Cohen-Macaulay que Kemper a
déjà démontré 1101 en mentionnant que c’était possible de le faire avec les suites
spectrales. C’est cette preuve-ci qtie nous donnerons dans ce chapitre.
4.1. DÉFINITIoNs PRÉALABLES
Nous allons commencer par introduire quelques notions da1gèbre coinniuta
tive en suivant le livre de R. Y. Sharp [6J. Il a une approche peu standard.
notamment pour la défintition d’aimeau Cohen-Macaulay. mais qui a le mérite
d’être plutôt brève.
Soit R un anneau et OÏ a des éléments de R. Nous dirons quils forment
une suite régulière sur R (ou une R—suite) de longueur r si o nest pas un diviseur
de zéro de R. si a n’est pas un diviseur de zéro de R/(oi ai_y) pour 2 < < n
et si (o’ o,,) R.
La profondeur de R. noté prof (R). est définie comme étant la longueur maxi
male nue peut atteindre une R—suite régulière cest—à—dire
prof (R) = max{k o1, 0h• est une suite régulière de R}
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Si aucune suite régulière n’existe dans R, nous noterons prof (R) = O. Pour un
idéal I de R. nous en définissons la profondeur comme suit
prof (I) max{k I 01 a est une suite régulière de R et pour ci, E I}
Soit P0 C P1 C C P,, P. une chaîne d’idéaux premiers d’un anneau
R. Elle est dite maximale s’il est impossible d’insérer un autre idéal premier
P0 C P’ C P clans la chaîne différent des P,. Ainsi, la hauteur d’un idéal premier
P. notée ht(P), peut être définie comme suit
Ïit(P) = sup {n P0 C P1 C C P, = P est une chaîne maximale d’idéaux premiers}
et si le supremum n’existe pas. nous noterons ht(P) = oc.
Pour un idéal quelconque I R, nous aurons
ht(I) = min {ht(P) I C P et P un idéal premier de R}.
Définition 4.1.1. Un anneau R est dit Cohen-Macaulay si tout idéal I de R
vérifie ht(I) = prof (I).
Exemple 4.1.2. Z/n est Cohen-Macaulay. En effet, un idéal kZ/nZ de Z/nZ
est premier si et seutement si il est maximal puisque
(Z/’nZ)/(kZ/nZ) Z/k
et que Z/kZ est intègre si et seulement si it est ‘un corps. Donc, toute chaîne
d’idéaux premiers ne peut en contenir qu’un et ht(I) = O pour tout idéal I C R.
De plus, si n E Z/iiZ n’est pas un diviseur de zéro, alors pgcd(a, ‘n) = 1 à cause
de ta relation
n’
o = ppci (u. n) O mod n.
pgcd(n. o)
Donc, a est cnc’ersible dans /n et (ko) = (k) Vko E k/n. R ‘n’y n donc pus de
suites ‘régulières possibles dans un. idéal propre k/nZ. D ‘où. pi’of(kZ/nZ) = O.
Définition 4.1.3. Soit A ‘une algèbre graduée conimutatire et n1 ci,, sont
des éléments de A homogènes. Le complexe de Koszul = n,,: A] est
l’algèbre graduée diffé]e7ltieÏie
= A ® A(sai, , sa,,.)
$0
où )C = A o Atsai. san), où A(hi,. . h) est laigèbre ertérieuie sur les
éléments h1. h, et avec ta différentielle 0 définie par
O
O(sa) = a j 1 n
0(,r. y) = 0(i)y + (1)deC (.r)I0(y)
et deg (sa)deg (ai).
Ainsi, le complexe de IKoszul = [a.1 aH: A] peut être représenté par
A0




où e1 sa1 A A sas,, est un élément de la base de
8 vérifie bien 82 = O (voir, par exemple, la preuve de la proposition 3.1.7).
Proposition 4.1.4. Soit a1... . , a,., une suite régutièie, alors te cornptere de Kos
zuÏ = a,; A] est eiact sauf en où H° = A/’(aI afl).
DÉMoNsTRATIoN. D’abord, puisque 8(e1) a1 ‘‘i, alors im (8 : A A) =
(ai aH) et H°(,) = A/(ai a,1). Pour le reste de la proposition. nous
procéderons par induction et nous utiliserons les suites spectrales sur un double
complexe.
Introduisons le double complexe
= f P(1 ai) q = 0, 1
I O sinon
avec la multiplication par o, comme différentielle verticale. videmment, la. dif
férentielle du complexe de Koszul commute avec la multiplication par o, et nous
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avons donc bien. un double complexe différentiel. Le complexe Tot(C) est iso
morphe à
. . . a) puisque





De plus, la différentielle de Tot(C) D = a + (_1)m_la1 qui a pour ensemble de
départ A( «‘) e A(-”) agit de la mérne façon que la différentielle (le (a1 o.)
a. A() .. 4()
I\’aint.enarit, nous savons qu’il existe une sute spectrale qui vérifie
= H0(C) =
A/(a1,.. . , ai_i) q = 0, 1 et p = O
O sinon
à cause de l’hypothèse d’induction. Maintenant, en regardant bien l’application
A/(a1,... aj_i)
nous remarquons que ker = O puisque (ai a) est. une suite régulière et
im a = (ai) et., du coup, nous avons
f A/(ai,...,a1) q=Oetp=OEq H.,H(C’’)
f O sinon
La suite. bien évidemment. dégénère au rang 2. Ainsi, pour Tot(C)’, in 0. nous
utilisons la nième technique que dans la preuve du lenmie 2.5.2 et nous trouvons
HD(Tot(C)’’) = H3(’(ai.... ,a1)) O.
Pour ni = O, nous devons y apporter une petite variante. Nous avons
f°HD(Tot(C’)°)/F’HD(Tot(C)°) = 1/(o a,).
Mais. puisque la filtration est bornée et que tous les autres termes de E sont
nuls. nous avons
f1HD(Tot(C)°)/fHD(Tot(C)°) = O k O
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et également
f’HD(Tot(C)°) F2HD(Tot(C)°) = HDtT0É(C)°)
f°HD(Tot(C)°) f’H(Tot(C)°) = = O
et. nous retrouvons clone
HD(Tot(C)°)/O = H(Tot(C)°) A/(ai a,).
D
4.2. C0H0M0L0GIE DES GROUPES
Définition 4.2.1. (1) M est ‘un ZG—moduie s’il est un Z—module et s’il
existe une action G x M coi patibÏe avec la structure de Z— module.
Un ZG—moduÏe M est dit triviat si l’action de G sur M est triviale, e est
à-dire que
gm=mVgeGVmEM
(2) Un homomorphisme J iI N de ZG—moduies est ‘un hornomorphisme
de Z—module qui vérifie g
. J (n) J(g• ni).
Remarque 4.2.2. Si M est un ZG-module, alors nous pouvons construire le
complexe de Koszul de (a a,,) à coefficients dans M (ay,. .
.
,a,,: M). Nous
pouvons doter d ‘une structure de G-module par
G x M ® AT(sai sa,,) M ® At(sai, sa,)
(g, ni. A(sa,1 A ... A sa1,.)) (grn Ø (sa A•• A sa1,.))
Soit G un groupe. Définissons L, (G) le groupe abélien libre engendré par
les (n + 1)-uplets (go g,) E G”. G agit sur L(G) par g (go g,,)
(ggo gg,,). Nous posons L_1(G) = Z. un ZG—module trivial, et L(G) = O
pour ‘n < —1. Ainsi. L(G)
=
L,,(G) est un ZG—module gradué.
Ainsi. définir une différentielle d: L(G) L,,_1(G), pour n > O. par
d(g0 gn)=(—1)’(go g,,).
fait de L(G) = L(G),1>0 un complexe différentiel.
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Une ZG—base pour L (G) peut être donnée par tous les éléments qui ont liden
tité comme première composante puisciuils sont les représentants des G-orbites
de L(G). Ainsi, nous pouvons les écrire sous la forme (1. g1. gyg2 gig g)
et ainsi introduire la notation bar (“bar notation” en anglais)
[g1Ig2 . g?,] (1.gi.glg2 gig . . g)
Avec cette notation. la différentielle devient
d[giIg2.. gn]
= gi[gL.. g] + (—1)’[g1g2
... g,-igg±iIg+2 . . g,,]
+(_1)T {gi g2 . ..




z > o est une suite exacte.
DÉMONSTRATION. Posons e . . ,g,) e L(G), n O, et définis
sons, pour g e G, l’opérateur par











D’où. Q9od+do = Ici et lacyclicité du complexe L+(G) en découle (comme dans
la preuve de la proposition 3.2.31). Quant à l’exactitude en L0(G). considérons
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un élément de ker c. E1 nj(g,) E L0(G) tel que E, n1 = O. Pour n1, & O. nous
avons nj,, =
— E,, ,ij et donc









Définition 4.2.4. Soit G un groupe et M un ZG—module, alors nous définissons
le n-ième groupe de cohomologie à coefficients dans M par
H”(G; M) = IP(Homzc(L(G). M))
qui est ainsi la cohomologie du complexe suivant:
Homzc(Lo(G), M) ‘‘ Homzc(Li(G), M) r Homzc(L2(G), M) ‘ii
où 6cr = a o d.
Remarque 4.2.5. Nous faisons remarquer ici que la cohomologie peut être dé
finie par une autre résolution, tant que cette dernière est projeciive et qu en fait
la définition ne dépend pas de la résolution choisie (voir par exemple [5j). En
utilisant cette résolution avec la notation bar, nous pouvons voir un élément de
Hontc(L,,(G), M) comme une fonction f: G” —‘ M. De plus, nous noterons par
C(G. M). l’ensemble de ces fonctions. Ainsi, la différentielle 6: C”’(G. M) —,
(“'(G. M) sera donnée explicitement par
(6f)(gi g,,)
= g,,) + E—lYf&i. . . . gigii g,,) + (—1)”f(gi gn.-1)
i—1
Maintenant, nous aimerions calculer explicitement H°(G: M), mais pour ce
faire. nous avons besoin des deux lemmes algébriques suivants.
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Lemme 4.2.6. La suite exacte de R-modutes
f g
A >3 >C >0
implique la suite exacte sm vante
O Ho mR ( C. I)
g
HomR (B. I) Honi (A I)
avec i’I un R-moduÏe et fc = o f.
DÉMONSTRATION. (Ï) ker g = 0.
Supposons g*c = c o g O, alors et o g(B) et(C) = O puisque g est
surjectif et et = 0.





puisque g o f = 0.
(3) j3=0a:3=g*et
,3(f(A)) O implique ker g = f(A) C ker 3. Puisque g est surjectif.
et peut être donné par et(c) = t3(g’(c)) et l’inclusion des noyaux nous
assure qu’il est bien défini.
D’où. la deuxième suite est exacte. D
O Lemme 4.2.7. Honv-c(Z. M)
DÉMONSTRATION. Considérons les applications suivantes
c: Hom0(Z. M) — M°
Id
fG Hom-c(2. M)
u Z — M
u(1) = in





et o ‘ o = Id et le résultat suit. D
Lemme 4.2.8. H°(G; M) = M°.




implique celle de la suite
O > HomG(Z. if) Homc(Lo(G). M)
6>
Hom:c(Li(G). M)
Par le lenime 4.2.7. nous avons im = M°, d’où
H°(G: M) = ker = im M°
D
O Finalement, nous présentons un résultat fort pratique concernant l’annulation
des groupes de cohornologie.
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Proposition 4.2.9. Si G est un groupe fini et M, un G-moduie. ators nous
avons
HT7(G: M) = O
pour tout n > O.
DÉIoNsTRATION. Soit f e C(G, M). Rappelons que la différentielle est donnée
par
(5f)(g; g,+y)
= gyf(g2 g+i) + (_1)tf(gi, g,gi gn+i) + (—1)1f(g1 g,,)





(&f)(gi g,+i) gu(g2 g,) + (—1)’u(gi . . . . gg g,,)
i=1
+(—1)u(g1,.. . , g_) + (—1)’jGf1 g,)
Su(gi g)+(—1)’Gf(g1 g,1)
Donc. si f e ker ô alors Gf(g1 g,,) +u(g g,,) E im c.
D
4.3. THÉoRiE DES INVARIANTS
Dans ce qui suit. G est un groupe fini, k. un corps de caractéristique p et
un espace vectoriel.
Définition 4.3.1. Soit M un kG-7noduÏe, alors nous défln.issois / opdro.teur trace
TrG M f par
Tr°(r) = g’
gaG
Lemme 4.3.2. L ‘ensemble ‘G = TrG(k[V]) est un id’al de k[V1°.
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DÉMONsTRATION. Pour g’ g G.
g’ Ti(i) = g’g ‘= h i = Zh r = TrG(r)
gEG (g’)’hEC IiEG
et pour e k[V1G. yTr°(i) = TrG(.r) = Tr°Ci). E
Proposition 4.3.3. Soit .f ‘un l’[i -module et dqu.icmcit un. kG-,nodu]e. o/or,ç
H1(G, M) est ‘un k[V]G_7nodule pour tout ‘L Dc plus, nous aurons
‘G Annic (H’ (G, ‘i))
pour i > 0.
DÉMoNsTRATION. En fait, cette proposition n’est qu’une généralisation de la
proposition 4.29. Voir [13 pour une preuve. E
Maintenant, considérons un corps k, de caractéristique p > O. G qui agit sur
V et définissons le nombre r par
r = Ïit(Ic)
Supposons k{V]G Cohen-Macaulay, alors prof (1G) = r et il existe donc une
suite régulière f de longueur r clans I sur k[l ]G
Considérons clone le complexe de Koszul relié à ces éléments =




muni de la différentielle du complexe de Koszul. 8 et de celle du complexe de
cohomologie des groupes, . 5 était déjà de bidegré (1.0) et D devient de bidegré
(0,1) avec cette façon de graduer le complexe de Koszul. Les deux différentielles
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et puisque C(G. O) = O, nous avons
O p#O
H(G. V]/(f1 Je)) p =0
o o=
p=O




HÏ(G ]/(f )) p = O
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puisque G agit trivialement sur A(sf sJ,.). le deuxième terme de la deuxième
suite spectrale sera donné pal
H(,’(f1 fr: H”(G. K[V]))) = ,(j’ ,...,f; H(G. K[V])) ci > O




._ Ç k[V]G/(fi ,f7.)k[V]° p=O
II •) —
- 10 p0







Maintenant, nous aimerions trouver une borne sur s. Pour ce faire. supposons
s < r 1 et. nous allons trouver une contradiction.
Puisqlte Hs(G. k{l ]) j1E.s. nous allons nous intéresser aux R—modules
et aux différentielles
p —,—r+k,—d+l j —k,--)—la. ‘k jj et oh. JI ..
pour k > 2.
Avec le schéma ci-dessus de 11E. nous comprenons que. pour p > —i. 11E’1 =
O si p + q < O et. que pour p < —r. = O pour toute valeur de q. Ainsi, sous
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les mêmes conditions. les éléments suivants de la suite seront égaux è zéro.
Ceci implique que les modules 11E .s—k1 et sont également
zéro puisque —r — k < —r et que (—r ± k) + (s — k -— 1) s — r — 1 < U
par hypothèse. Ainsi, les cieux différentielles d1, identifiées ci-dessus sont nulles et
H(E5) = pour k> 2. Ce qui implique
=
= H3(G. k[V]).






puisque 0 seulement pour p + q 0.
De plus, comme nous travaillons les suites spectrales avec un corps, l’argument
tient. toujours selon le chapitre 2. Nous avons donc H5(G, 14V]) = 0 ce cmi est
une contradiction avec la définition de s.
Ainsi, s > r — 1 et nous avons clone démontré le théorème suivant
Théorème 4.3.4. Si s = rnin{j > O H](G. 14V]) # 0}. ators prof (Id) < s + Ï.
En particulier, k[V]° n’est pas Gohen-Macaulay si ht(IG) > s + 1.
Exemple 4.3.5. Si G est un p-groupe. ii est connu que H’(G. k[t/]) O (voir
t 10]). Ainsi, le théorème nous dit que dans ce cas. si ht(I0) > 2, alors k[V]G est
pas Gohen-iliacaulay.
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Annexe A
Al. ExIsTENcE D’UNE PARTITION D’UNITÉ
Les partitions d’unité sont plutôt utiles parce qu’elles permettent souvent. de
globaliser une propriété vérifiée localement. Elles sont utilisées notamment pour
l’intégration de formes différentielles et. ici, nous les utiliserons pour démontrer
l’exactitude de la suite de Mayer-Vietoris pour la cohomologie de De Rham.
Conimençons par rappeler la définition d’une partition d’unité
Définition A.1.1. Une partition d’unité sur une varité II est tnie collection
{}i de fonctions C sur M qui vériflent les propriétés suivantes
(‘1) La collection des supports {5}jEf est tocatement finie.
(2) tEI j(p) = 1 pour chaque point p E AI et 5(p) > O pour tout p E AI et
j E I.
Lemme A.1.2. Soit X un espace topologique qui est localement compact, Hans
dorff et qui possède une base dnombrabte. A tors. X est paraconipact. e est-à-dire
que chaque recouvrement d’ouverts possède un recouvrement tocatem evt fini qui
consiste d ouverts pour lesquels ta fermeture est compacte.
DÉIoNsTRÀTIoN. Nous prouvons d’abord ciu’il existe une suite clou-
verts qui vérifient.
(1) 0, est compact.
(2) C G,1.
(3) X U G.
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Soit {U} une hase dénombrable de X où chaque U, est un ouvert et
est compact. Cette base peut-être obtenue en prenant n’importe quelle hase clé-
nombrable et en choisissant une sous-collection d’ensemble avec une adhérence
compacte. Le fait que X soit Hausdorff et localement compact nous assure que
cette sous-collection est elle-même une hase.
Maintenant, posons G1 = U1 et supposons G,, = U1 U U L]k. Alors, soit
+i le plus petit entier positif plus grand que Ik tel que
ik t I
c JU




Ainsi, nons avons défini une suite Gk}kEN qui satisfait les conditions ci-haut.
Considérons clone {Ua}A, un recouvrement d’ouverts quelconque. L’ensemble
— G est compact et est contenu dans l’ouvert G±1 — G_2. Pour chaque
j > 3. nous OUVOfl5 choisir un sous-recouvrement fini du recouvrement d’ou
verts {Uc, n (G1+i — E2)}E.4 de — G1_1 et en choisir également un pour le
recouvrement d’ouverts {Ua n G3},4 de l’ensemble compact G2.
Cette collection d’ouverts est dénombrable. C’est un raffinement de {U}n1
localement fini et chaque ouvert a son adhérence compact.. E
Remarque A.1.3. Comme une variété possède une base dénombrable, est Hans
dorff et est localement compacte. aÏors Ïe lemme précédent peut être utilisé pou?’
une variété.
Lemme A.1.4. Il existe une fonction C positive sur R4 qui est égat à I sur
te cube fermé 0(1) centré à l’origine et d’arête 2 et O su,’ le complément du. cube
oniert 0(2).
DÉ1oNsTRÀTIoN. Nous voulons seulement définir une fonction
= (h h)
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où h est une fonction C positive et qui prend la valeur 1 sur Fintervalle [—1. 11
et O à Fextérieur de (—2. 2).




f est évidemment positive. C et strictement positive pour t > O. Ainsi, la fonc
t ion
- f(t) + f(1 - t)
est également C, positive et elle prend la valeur 1 pour t > 1 et la valeur O pour
t < O. Finalement, nous n’avons qu’à poser
Ïi.(t) = g(t + 2)g(2 — t)
pour obtenir la fonction désirée.
D
Théorème A.1.5. Soit M une variété différentiabte et {U} un recouvrement
d’ouverts de M. Alors, il existe une partition d’unité {a}a,l subordonnée au
recouvrement d’ouverts {U}E,4 avec au plus, un nombre dénombrabte de qui
n’est pas identiquement zéro.
DÉ1oNsTRATIoN. Soit une suite qui recouvre iII comme dans la preuve
du lemme A.1.2 et posons G0 = 0. Pour p e iII, définissons i1, le plus grand entier
tel que p e M — Choisissons ci, tel que p E Ufl,, et considérons une carte
(V r) qui vérifie r(p) = O, V C n (G2




où û est la fonction définie dans le lemme précédent.
Ainsi. u’, est une fonction C sur M qui vaut 1 sur un voisinage Tl, de p et a
mi support compact clans l C Un,, n(G,1 —ç). Pour chaciue i > 1. choisissons
un ensemble fini de points p e M pour lesquels, les voisinages lT. correspondants
recouvrent
— Nous pouvofls ordonner les fonctions correspondantes Yp
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clans une suite {a’}n. Les supports de y forment une famille localement finie
de sous-ensemble de .f. Ainsi, la fonction
r,
=
est une fonction C bien définie sur M et de plus. a(p) > O pour chaque p E M.
Pour chaciue N définissons
o, =
L)
Ainsi définies, les fonctions c5, forment une partition de l’unité subordonnée au
recollvrement {U} avec supp compact pour chaque i.
Si nous laissons être zéro si aucun des a son support clans (J et autre
ment, laissons 6 être la somme des q qui ont leur support clans U,,, alors {,}
est une partition de l’unité subordonnée au recouvrement {U€,}4 avec au plus.
un nombre dénombrable de cmi ne sont pas zéro. Notons que le support de ø
demeure clans U, parce que M est localement finie. E
A.2. EQUIVALENCE EN HOfvIOLOGIE DES COMPLEXES S0(X) ET
S(X)
Nous présenterons ici une preuve concerna.nt l’homologie singulière qui inter
vient dans la preuve de l’exactitude de la suite de Mayer-Vietoris pour les chaines
singulières, c’est-à-dire que
H(S(X)) = H(Sq(X)).
Pour ce faire, nous suivrons le livre de J. W. Vick, Homology theory [81.
Définition A.2.1. Un p-sin?pleie dais W’ ayant pour sommets tes points {Û ip}
est te plus petit ensemble con ve.re contenant tous ces points. Le points doiveit
vérifier que a — n0 0)) — 00 Joi ment tiii ensemble tuiéaï’emeit /fldépei(tai?t.
Ainsi, tout point r drm p—simplexe avant pour sommets les points (no. . . . , 0)))
peut s’écrire sous la forme r = to avec t = 1 et t > O.
Définition A.2.2. Si C est un sous-ensemble borné d un certain R’, alors nous
définissons le diamètre de C par
diam C = sup {Ur
—
r. y E C}.
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Si C = {C} est une famille de sous-ensembles bornds de Li1. alors nous définis
sons
ni e sh C = sup { da ni C }
Proposition A.2.3. Si S est un n-simplere avec a,, pour sommets, alors
cÏiorn S,, = mari’ {IIo, — ûj .j = O n}
DÉMONsTRATION. Soit x = et y = 0ta avec 1 et
t = 1, deux points de S,,, ainsi pour .r fixé, nous avons





i — yj sup — aJ{.
En répétant le procédé mais cette fois en faisant varier i, nous obtenons
StiPyaS,, I — vU maxi — aU = max. IIa — aU.
n
Définition A.2.4. Si S est ‘un n-simpie:re de sommets (00 o,,). alors te
barycentre b(S) de S,, est le point de S,, tel que
b(S) = (°o ±‘‘‘ + o)/(n ± 1).
Lemme A.2.5. Si S,, est un n-simplexe de sommets (ao o,,), alors les points
(b(S). Os...., o) sont les sommets d’un autre n-simplee inclus dans S.
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DÉMoNsTRATION. Les points (ao — b(S)... ,....a — b(S)) sont
linéairement indépendant s puisque
— b(Sr)) = — a) ± a — (ci.o ±•• + n)/( ± 1))
= ZŒk(ak — o,) + .rh.(a, — (u + + a)/(’n + 1))
ki
= Z.rk(cl*—ai— ±l1k ui_iia)
= ih.(ak
—
o,) — Z’ — ai)
ki k+ 3+
=
alors. Tk(ak — b(S,,)) = O implique rk = ij pour chaque k étant
donné que les points (O — a1 a — a) sont linéairement indépendants. Ainsi.






Donc, ces points engendrent bien un simplexe et ce dernier fait bien partie de S,
puisque chaque sommet en fait partie.
Maintenant, définissons la subdivison barycentrique Sd(S,,) par induction sur la
dimension du simplexe. Posons Sd(S0) So pour un 0-simplexe. Supposons que
Sd est définie sur tous les simplexes de dimensions n — 1. Ainsi, pour iïimporte
qtiel (n — 1 )-simplexe tu_1, 3d(t_1) est une collection de (n — 1)-simplexes colite





nous avons que Sd(S) consistera de tons les n-simplexes de la forme (b(S). t°
où (t°,... , t”—’) est un (n. — 1)-simplexe de Sd().
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DÉIoNsTRATIoN. Procédons par induction. Pour n O. les cieux côtés de lin-
égalité sont O. Donc. supposons finégalité vérifiée pour n importe quelle collection
de (n — 1)-simplexes.
Soit t uii n-simplexe de Sd(K). Alors. t,, = (b(S,1), n0, . . , u,,i) où S,, K
et (UO, . . . . u,,.1) sont les sommets d’un (n — 1)-simplexe w Sd(S,,). Soit S,_1.
le (n — 1)-simplexe de contenant w.
Par la proposition A.2.3,
diam t,, = max {lu1 — u)H. l’u —
Par l’hypothèse d’induction, nous savons que
n—1jn — J diam w dian S,—i




njJJ < diam Su_i < diam Si,.n n+1
Quant aux termes JJu
—
b(S)JJ, posons nb. ... , n pour les sommets de
Puisque chaque n1 est un point de S, alors Ju1
—












diam t = max {Hu1 — ttH. in
i
Jiam S.
Corollaire A.2.Z. 31 K est une collection de n-sirnple:res. posons Sdm(K) pour la
in -1ème itération de ta s ubdie?sion barycentrique de K. A tors. poi7’ lin li -sim.plexe
pour nunporte quet e > O. il existe un entier ni tel que
inc sh Scim (S) <
DÉvIONSTRATION. Grâce à la proposition précédente, nous avons
mesk Sdm(K) < ( )mmesa K
et puisque
/
( ) = o,n+1
la proposition suit. E
Avec ces propriétés sur la subdivison de simplexes. nous aimerions construire
une opération analogue sur les simplexes singuliers. Si C et C’ sont des ensembles
convexes, une application f : C — C’ est affine si pour x. y E C et O < t < 1,
alors
f((1 - t)x + ty) = (1- t)J(x) + tf(y).
Ainsi, si nous avons x0 ....,x,, C et O to..... t 1 qui vérifient t, = 1.
alors
=
Si C est convexe, définissons .4(C) C S1(C) le sous-groupe de S,(C) engen
ciré par les n-simplexes singuliers affines o : o C. Notons par r0 t’y, les
sommets de u et pour tout o u C affine, posons .r = o(r). Alors, nous pou
vons noter o par i0.r1 . Avec cette notation. la différentielle 0 est maintenant
donnée par
3(xo. . . x) = (_1)1(xo.. . n).
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Puisque (‘o. . . est. toujours affine, 8(An(C)) C A,._1(C) et A(C) =
A(C) est un complexe différentiel.
Nous définissons maintenant une application de complexe
I’ A,(C) , Â(C)
qui est l’analogue algébricue de la subdivision barycentriqtie. La définition est
encore par induction sur la dimension des simplexes simguliers.
Pour n = O. I’ est l’identité. Supposons maintenant que I’ est défini pour les
(i — 1)-simplexes et considérons
. . . x. un n-simplexe singulier affine de




En définissant Cb A_1(C) ‘, A(C) pour e C, appelé le cône de c. par
C(y0..
. yn.-i) = (cyo. . .
nous définissons enfin I’ par
= C)(I’(3Ç5)).
Proposition A.2.8. I’ o 8 8o I’
DÉMONSTRATION. Considérons un n-simplexe ç5 = 1o ..,,. Si n = O. l’affirma
tion est vérifiée. Supposons la vraie maintenant pour n — 1. Nous avons
,) 8Ch(,)(I’(8(Io . . .
En fait le terme de droite peut. être diviser en deux parties : les simplexes singit
liers qui contiennent 5(6) et ceux qui ne le contielmellt pas
) = I’(6(, n)) — Cb(c)) (81’8(r ))
Mais. par induction. I’8(i Tn) 01’(IO ,,) et clone
n)) Cb(c))(381’(.co n)) O
et clone
/ /8o1 =1 o8.
A-x
D
Ainsi, I’ est vraiment une application de complexe et elle est de degré 0. Nous
aimerions maintenant démontrer qu’il existe un opérateur cfhomoropie entre cette
application et FicÏentité.
Soit T’ : A,1 (C) A+1 (C) défini par induction sur n pour avoir la propriété
suivante
3T’+T’3=I’—1.
Pour n = 0, posons T’ = O puisque I = 1. Ensuite, étant donné que
— [8I’—3—(I’--1—T’3)a]
= [(81’ — l’a) — (3 — 3) — (—T’88)]ei
=0,
nous pouvons définir
= C,()(I’ — T’8).
Et pour calculer 8T’(), nous divisons encore en deux termes: ceux qui
contiennent b() et les autres non. Autrement écrit.




et comme le deuxième terme vaut 0 lorsque T’ a. la propriété, alors la définition
de T’ est cohérente et T’ vérifie bien
0T’+T’0=I’- 1.
Si J : C C’ est une application affine entre ensemble convexe, alors
J*(4(c)) c A(C’)
puisque la composition de cieux applications affines est affine. De plus. f commute
avec 3 et, en utilisant l’induction commue précédemment, nous pouvons montrer
qu’elle commute également avec I’ et T’.
Maintenant, nous voulons construire une application de complexe
I: S,,(X) S,,(X)
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pour n’importe quel espace X à l’aide de i’.
Considérons o —÷ X. un n-simplexe singulier et Fapplication induite
S,, (u,,) —* S,, (X). L’élément Tr, E S,, (u,,) donné par l’identité est dans
A,, (u,,). Alors, nous définissons
c) = I’ L (r,,) = t, I’ (r,,)
et similairement.
T(’) = TIu*(Tr,) =
Proposition A.2.9.
8T+Ta=I- 1
DMONSTRAT1ON. En gardant les mêmes notations que ci-haut et en utilisant
les propriétés démontrées sur T’ et I’, nous avons
(aT+Ta)(,b) =
= Lh,*(dT + T’)(r,,)
= *(I/ — 1)(r,,)
= (I l)(T,,)
= (I- 1)(.’)
Théorème A.2.1O. Pour Li un recouvrement d’ouverts d’un espace topologique
X. ators l’inclusion i St(X) •. S,,(X) indmt un somorpÏusmc en homoioy7c
HQi) H(St(X)) H(S,,(X))
DIMoNsTRATION. L’idée de la preuve est de construire une application cI
S(V) , SUR) telle que o = Ï et i o est homotope à l’identité.
Soit. b u,, — X un n-simplexe singulier. L’ensemble d’ouverts = {o’(U) U e
LL} recouvre bien u,,. Puisciue u,, est compact, il existe un nombre > O tel que. si
C C u,, et cÏiam C < S, alors C est contenu dans (U) pour un certain L; e a
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Par le corollaire A.2.7. il existe un entier ni O tel que
ii e su Sd () < .
Ceci implique que
Itmo E S1(X).
Maintenant. définissons pour n’importe quel simplexe singulier o de X. Fentier
in () qui est le plus petit entier pour leciuel
E St(X).
Observons que pour O < I < n. 77? (c5) n (D o), puisclue (8, ) =
D(T”() et 8(Stt(X)) C 3ll)
Ensuite, puisdlue 81’ + T8 = I — 1, alors pour chaque entier k > O,
8T(I’) ± T(I’)8 = 1k
Ainsi, en sommant ces équations. nous trouvons
8T(1+...+I)+T(1+...±I)3=Ik_ 1.
Définissons T par
T(ô) = T(1 +1+..
pour o E S,, (X) et calculons (Dil + ttD)
(Dtt + t8)o = Z(—1)’DT(l ± ±
+ Z(—1)T(Ï .. +
in(,)-1
= T’o — o — T(1 + +T’’)Do
± Z(_1yT1 ± +
= I’’o — o — Z(—1)T(T3 ± + I’’V’))Do
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Ce calcul nous incite à définir c1 par
(ô) — Z(_1)T(T°°) ± ±
Ainsi, par définition des entiers in (o) et in (ao). 1 (o) est bien un élément. de
S(X) et clone. i o c1(o) est un élément eTc S (X). Le calcul ci-haut montre ctue
8T + TD = 10 — 1
et donc. Ht o ) H(i) o H() = H(l). De l’autre côté. o j 1 puisque c = 1
pour m() = O. D’où.
H(i) o H(cI) = H() o H(i) = H(l).
D
A.3. EXISTENCE D’UN BON RECOUVREMENT POUR UN ESPACE
TOPOLOGIQUE TRIANGULÂRISABLE
Dans cette annexe, nous montrerons l’existence d’un bon recouvrement pour
tout espace triangularisable et, par conséquent, pour toute variété ciifférentiable
(voir [9). Nous avons besoin de ce fait pour compléter la preuve de l’isomor
phisme entre la cohomologie de De Rham et celle de ecli.
Définition A.3.1. En géométrie. mi. coi pÏe.7:c su pt?c?aÏ est un ensemble fini de
smpÏeres K = {50, , S} qvi vérifie tes dcv.x propriétés suivantes
(1) Si S’ e K. ators toutes les faces de S’ sont dons K.
() Si S. S e K. oÏors soit S n S O ou soit 5k n S e K.
Définition A.3.2. L ‘étoile St(S,,1 ) cÏ ‘un (n. — 1)-siinpie:rc S,, de K est définie
gai la réunion des lot (Se) où i est n ne .tce de S,.
Proposition A.3.3. Soit K un compiede sunpÏiciaÏ .4Ïors. St(S,,) est un oui’ert
cf {St(S,, ) }, est ni. bon recon rie in ent (Ï OU cerfs.
Dt tONSTRATIOx. Tout d’abord, nous constatons ciue pour cieux (n — 1)-simplexes
= P.\u p et t” = ... p1,, . ils peu’e11t être une face en même
temps cl’au plus un seul n—simplexe.
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En effet. s’ils sont tous les cieux les faces d’un n-simplexe. disons tous
leurs sommets doivent se retrouver clans P’j (r et par le principe de Dirichiet.
3t11 et t’ ont au moins (n — 2) sommets en commun.
S’ils sont la face d’un autre même u-simplexe. alors S’,,y et ont encore
(o — 2) sommets en commun. Soit ce sont les mêmes que pour le premier. alors
le n-simplexe est le méme que le premier soit ce ne sont pas les mêmes et. à ce
nioment. ils auront leurs (n — 1) sommets en commun et seront donc le même
simplexe.
Ainsi, il existe un unique n-simplexe eT,, tel que St(S,,1) n St(t i) = int u,,
St(S,,_1) n St(t_1)
puisque ut u W’. En prenant. l’intersection avec St(u,,), l’étoile d’un autre
n—simplexe. soit int u c St(u,,) ou soit lot u n Stt u,,) 0 et donc. la triple
intersection est soit vicie ou homéomorphe à W’. Ce sera donc le cas pour toutes
intersections finies des éléments de {St(S)}seje.
E
Définition A.3.4. Soit iI. une variété k-tÏiffé7cntiabte. Une k-différentiahte tri
angulation sur M consiste ci ‘un compie.re szmptmciat K et d ‘un homéoinorphisme
A — \I qui vérifie ta propriété suivante pour chaque n-snnpÏeie S,, e K.
II ctriste un système de coordonnées clans 2I tel que j’ est défini dans un
volsnage de ‘(S) dans M et îr est affine en S,,.
Théorème A.3.5. Toute variété M k-différentiabtc admet une triangulation k
é iffére uti n bic.
DÉuIo\STRÀToN. Voir j9j E
