A notorious problem with computational linguistics is that there is no path into it. The usual CL course presumes a strong background in both linguistics and computer programming--an unlikely combination, especially for students who came to linguistics from the study of languages and literature.
This textbook presupposes no background in either subject. It can be used to give a taste of Prolog programming and natural language parsing to students with no computer experience. Prolog is introduced through simple logic puzzles, and then applied to bibliographic databases, morphological paradigms, and simple parsers. The author takes care to warn students about typing errors, endless loops, and other computer pitfalls that they might not be primed to recognize. An accompanying diskette includes a freeware Prolog interpreter for the IBM PC, together with program source code usable in any Prolog implementation.
The disadvantage of this slow, gentle approach is that even by the end of the book, neither Prolog nor parsing has been covered in depth. Despite the book's title, only a few grammar rules are presented. Basic parsing techniques such as DCGs and difference lists are not introduced; instead, a typical grammar rule is:
Feature structures or their equivalent are not used, nor is any mechanism for semantic interpretation indicated. Nor is it clear how the Syntactic Structures-style phrase-structure rules relate to the ultramodern Chomskyan minimalism that the author expounds.
Thus, the student who completes this book will still need a Prolog course as well as a linguistics course before doing serious NLP. Nonetheless, Dougherty has performed a useful service by making CL accessible to even the most technophobic of undergraduates. He is using the book himself at New York University, and it evidently works well there. It could even be used with talented high school students. The book begins with "three chapters in which I survey the contributions made by linguistics, logic and computer science respectively to the representation of meaning" (p. xii). These three chapters are not easy to understand, principally because of Potts's obtuse style, an example of which is that instead of saying "'either P or Q' is false if 'P' and 'Q' are both false; otherwise, it is true," he says, "we lay down that a proposition having the structure represented by 'either P or Q' is to be accounted false if a false proposition is substituted for 'P' and a false proposition for 'Q', but is otherwise to be accounted true" (p. 53). These chapters are also outdated. In particular, the chapter on computer science, discussing the work of researchers whose goals are the closest to Potts's own stated goals, is mainly a review of work as of the seventies. There are citations to several of the papers in Findler (1979) , but only three to more recent research publications: Hayes (1980 ), Sowa (1984 , and Hobbs and Shieber (1987) . Perhaps the most valuable aspect of these three chapters is Potts's criticisms of some of the work he surveys. Of course, some of the problems noted have been corrected in literature that Potts hasn't yet got around to reading.
By the end of the three survey chapters, Potts has introduced two techniques that he then develops into his own representation--categorial grammars and graphs as representation formalisms. He takes the categorial analysis to be the prior of the two, with his graphs, which he calls categorialgraphs, being the clearer representation of sentence meaning. Unfortunately, "formalism" and "clearer" must be taken with a grain of salt. Potts never formally defines his categorial graphs, let alone gives a formal semantics for them. Although I have had extensive experience reading, interpreting, and devising graphical representations of meaning, I could not understand the details of Potts's graphs. But then, neither, apparently, can he: "The relationship between semantic and syntactic structures has not been spelled out, so that it is not fully determinate what our semantic representations represent at the syntactic level" (p. 168).
The four substantive chapters are useful for the linguistic issues that they address, even if they are not useful for the representation scheme that they develop. These issues, which must eventually be faced by all knowledge representation formalisms that aspire to complete coverage of natural language include: quantifier scope; pronouns; relative clauses; count nouns, substance nouns, and proper names; generic propositions; deictic terms; plurals; identity; and adverbs.
Appropriately, the book does not end on a note of claimed accomplishment, but on a note of work yet to do: "The purpose of a philosophical book is to stimulate thought, not to put it to rest with solutions to every problem ... It is still premature to formulate a graph grammar for semantic representation of everyday language... The representation problem is commonly not accorded the respect which it deserves" (p. 288 (1986), an approach on which they have just published a book (Moeschler, Reboul, Luscher, and Jayez 1994) . Grice, Fodor, and Searle are extensively discussed.
I resented the absence of 'computational pragmatics'--if it can be called that--as in human-machine communication. One would have expected a discussion of the contributions of, say, Bunt (e.g., 1994 ), Cohen (e.g., Cohen, Morgan, and Pollack 1990), Hovy (e.g., 1993) , McKeown (e.g., 1985) , Wilks and Ballim (1991) , and many others. Instead the book argues that "technicians of informatics have been designing their own linguistics, which amounts to a technique applied to language rather than a science of language" ["les techniciens de l'informatique [ont 6labor6] leur propre linguistique, qui se r6sume a une technique appliqu6e au langage plus qu'a une science du langage" (p. 497)]. The fact that models, when original, are implemented, certainly does not detract from their quality; quite the contrary.
In sum, the book has to be acknowledged as a comprehensive one on "core" pragmatics, and a well-written and well-argued initiator, navigator, and reference work. It compares favorably with Levinson's (1983) textbook.--Jean-Fran~ois Delannoy, University of Ottawa coherence, or "contextual unity," in a text, and how cohesive (textual) devices help put it there in the first place. She considers not only the coherence of the wordstream of a text but also the effects that layout and document design have on the perception of textual coherence. Her basic point is that sensing textual coherence is a matter of gestalt perception, much the same as our perception of unity and structure in visual and auditory stimuli. For example, the perception of relevance, with bridging inferences where necessary, is like gestalt vision, where we fill in the missing pieces. In the case of coherence, the knowledge that is used includes linguistic, pragmatic, social, and idiosyncratic world knowledge.
According to Campbell, the cohesive elements by which the producer of a text establishes coherence and continuity in a text are governed by two main principles: similarity of structure and elements, and proximity. Campbell shows how these relate to the gestalt perception of structure, through metaprinciples of reinforcement and conflict. For example, similarity can create a background against which dissimilar things can be foregrounded. Thus, discontinuity is a crucial factor in indicating structure by creating a transition.
Campbell addresses her book to technical writers and communication theorists, not computational linguists. But as research in natural language generation becomes more interested in the automatic production of whole documents, not just sentences or short paragraphs, NLG systems are starting to become technical writers, and their builders must therefore become communication theorists. In such systems, the problem of maintaining cohesion and coherence in the text produced becomes much larger than merely ensuring that coreference links are felicitous. Campbell's book is valuable for its provision of a clear way of looking at the problem, a vocabulary for discussing it, and intriguing hints as to how the research should The Child Language Data Exchange System, CHILDES, was established in 1984 by Brain MacWhinney, Catherine Snow, and colleagues as a means for sharing transcripts of child language among researchers in developmental psycholinguistics. It stands as one of the early successes in the construction of computerized corpora and tools for the study of language, and it continues to evolve. The present book serves as an introduction and user's guide to the system and its many components. Prime Time Freeware is a large package of free AI software chosen from the AI Repository at Carnegie Mellon University. It covers all areas of AI, AI programming languages, and utilities. The computational linguistics section includes parsers, corpora, some specialized bibliographies, and code from some textbooks. The entire package amounts to five gigabytes, compressed onto two CD-ROMs, along with a book that explains how to use the package and lists and indexes all the software in the package. The publisher plans to issue a new edition annually. This book presents some grammars developed within the Swedish machine translation
Prime Time

Computerized Grammars for
