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Abstract
This dissertation is divided into three main sections. The main result of Section 1
is that, for a, b > 1, irrational, the quantity log(a/b) is “not too far” from the series of
fractional parts
∞∑
n=1
a{a−1(n+ 1)} − b{b−1(n+ 1)}
n(n+ 1)
,
i.e, the absolute value of the difference of these two quantities is less than one plus a
“small” constant k(a, b). In order to prove this result, we first study properties of ratios
of elements of Beatty sequences and their connection with Sturmian sequences. If we
write an = bnac for a a real number and n ∈ N, then we are concerned with ratios of
the form
ra(n, k) :=
an+k
an
as well as their reciprocals. These types of quotients have various properties. For
example, the ith element of a Sturmian sequence with slope s := s(a, b) can be defined
by a difference of ratios R(i) := ra(i, 1)− rb(i, 1) for some irrational numbers a, b, i.e,
R(i) is positive or negative depending on whether or not i is an integer in the Sturmian
sequence with slope s. We also study partial sums of the form
∑
n≤x
an+k
an
(0.0.1)
ii
and find asymptotics for them. Next, we consider the series
∞∑
n=1
(
an+k
an
− bn+k
bn
)
and show that it satisfies an identity involving log a and log b for the case when a and
b are irrationals. This identity bears a superficial resemblance to a discrete analogue
of Frullani’s integral. The main result of the section is deduced as a corollary from
this identity. The identity is proved by using Sturmian sequences to write the sum
(0.0.1) over the positive integers, finding asymptotics for partial sums of elements of
the Beatty sequences, and using summation by parts techniques together with some
combinatorial arguments.
In the second portion of this thesis we present a Minimum Excluded with Skipping
(MES) algorithm that generalizes minimum excluded type algorithms. This algorithm
has one sequence as input and another sequence as output. We study this algorithm in
connection with Beatty, nonhomogeneous Sturmian, and other (not necessarily quasi-
linear) types of sequences. A complete characterization of this algorithm is presented
in the case of an Beatty sequence. The proofs of these theorems use Diophantine
approximation, continued fractions and various number theoretic and combinatorial
arguments.
The third portion of this thesis deals with a topic related to a theorem that begun as
a conjecture of Steinhaus. This well known Three Gap Theorem states that there are at
most three gap sizes in the sequence of fractional parts {αn}n<N . The main discovery
of this section is that if we average over a short interval [γ, γ + η], the distribution
becomes continuous. Moreover, this continuous distribution is universal in the sense
that it is the same for any γ and any interval around γ. Under these circumstances one
would expect that the above averaging process would introduce enough randomness in
iii
the sequence so that the limiting distribution would be Poissonian. However, we will
prove that, surprisingly, this is not the case.
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Chapter 1
Introduction
For x a real number we let m = bxc be the greatest integer not exceeding x. Also,
we set {x} = x−bxc. Unless otherwise specified, when we say integers, we are referring
to the positive integers.
Let α = 1+
√
5
2
and β = 3+
√
5
2
. For n = 1, 2, ... consider the sequences (bαnc)∞n=1 =
1, 3, 4, 6, 8, 9... =: A and (bβnc)∞n=1 = 2, 5, 7, 10, 13, ... =: B. Note that A and B form a
partition of the integers. This phenomenon is not a coincidence. Indeed we have:
Theorem 1.0.1 (Lord Rayleigh 1894; Beatty, 1926). If α and β are in R \ Q and
α−1 + β−1 = 1, then the sets A = (bαnc)∞n=1 and B = (bβnc)∞n=1 form a partition of
the integers.
The sets A and B in this theorem are said to be complementary Beatty sequences,
and the numbers α and β are called the slopes of the sequences A and B, respectively.
Beatty sequences are a special case of Sturmian sequences whose definition is given
below.
Remark 1.1. Throughout the first two sections of this thesis, unless otherwise spec-
ified, the sequence A, denotes a Beatty sequence with slope a (where a > 1 is any
irrational number).
We now provide the definition of Sturmian words and sequences.
Definition 1.0.1. For an irrational number 0 < θ < 1 and any real number δ, and
for each n ∈ Z+ we define fθ(n) := bθ(n+ 1) + δc − bθn+ δc. We define the Sturmian
1
word Sθ,δ as the concatenation of the values of fθ(n) given as follows:
Sθ,δ := fθ(1)fθ(2)fθ(3)...fθ(n)....
It follows that the homogeneous Sturmian word, δ = 0, encodes the complementary
Beatty sequences given by α = 1
θ
and β = 1
1−θ .
Sturmian sequences have a long history. J. Bernoulli III (1772) made some obser-
vations about Sα,1
2
that were proved by Markoff (1882). The Beatty sequence theorem
was first stated by Lord Rayleigh (1894), but was popularized by Samuel Beatty with
his famous problem in the American Mathematical Monthly [11]. Its solution is the
above theorem. An increasing interest in Sturmian sequences arose again in 1940
when Hedlund and Morse did the first comprehensive study of the subject, associating
Sturmian sequences with dynamical systems. They also introduced the term Stur-
mian. Various contributions to the subject appeared in the literature in the 60’s, 70’s,
80’s and 90’s: For instance, A.S. Fraenkel found various applications to combinato-
rial games, number theory, combinatorics in general, and computer science. He has
presented connections of Beatty sequences with algebraic numbers, discrete chaos and
semigroups, and several other aspects involving the bracket function. Stolarsky has
tied the subject to aspects of combinatorics and number theory. In particular, in an
influential paper on the subject ( see [50]) he introduced the concept of a fixed point
morphism associated with the continued fraction of an irrational number, and this led
to further developments. During these decades other mathematicians also made sig-
nificant arithmetical contributions, and established connections to dynamical systems
as well as to combinatorics. Among them are Bender, Berstel, Borosh, Brown, De
Luca, Graham, Lunnon, Mushkin, Patashnik, Pleasants, Porta, Rumsey, Tassa and
Ziccardi, to name just a few. After the year 2000, research has focused on studying
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Beatty sequences in various contexts such as prime number distribution, multiplicative
functions in general, characters, non-residues and primitive roots, divisor functions,
character sums, representation of integers as sums of primes from Beatty sequences,
non residues and primitive roots in Beatty sequences, etc... ( see [4], [35] and [50] and
the reference therein for a summary of the history of the subject).
Sturmian sequences provide a bridge between algebraic combinatorics and number
theory. Because of the versatile way in which Sturmian sequences can be defined,
they have applications and connections to many areas. These includes applications to
dynamical systems, linear filters, routing in networks, game theory, operations research,
music, combinatorial games and quasicrystallography (see [4] and [35]).
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Chapter 2
Beatty Ratios and Sturmian
Sequences
2.1 Introduction and Statement of Main Result
Sturmian sequences are part of the general study of combinatorial properties of finite
and infinite words that play a role in various fields of physics, mathematics, biology
and computer science (see [10] and the references therein). In [40] O’Bryant obtains a
special representation for a power series whose nth term is nonzero for n in a particular
Beatty sequence and zero otherwise. He then uses that representation to generalize
the Rayleigh-Beatty Theorem. Other works (see [32] and the references therein) also
associate Beatty sequences with power series. In another direction, the asymptotic
behavior of sums of arithmetic functions involving Beatty sequences and some of their
applications have been studied in, e.g., [2], [1]. In this chapter we study the behavior
of an infinite series involving Beatty sequences, establish its convergence and obtain
(see Theorem 2.7.1) exact formulas for it, rather than just asymptotics. The terms of
the series are differences of ratios of Beatty sequences, not necesarily complementary
(such differences of ratios have interesting properties, one of them being that Sturmian
sequences can be defined in terms of them; see Section 2.9). We find partial sums of
arithmetical functions defining Sturmian sequences, and partial sums of products of
such arithmetical functions. These are then applied with other techniques in order to
prove our main result.
Theorem 2.1.1. Let a > 1 and b > 1 be irrational numbers. Let an = banc and
4
bn = bbnc. Then
lim
k→∞
1
k
∞∑
n=1
(
an+k
an
− bn+k
bn
)
+
∞∑
n=1
a{a−1(n+ 1)} − b{b−1(n+ 1)}
n(n+ 1)
= log a− log b.
This theorem is proved as a corollary of Theorem 2.7.1. We now concentrate in the
limit expression on the left hand side of Theorem 2.1.1. For any fixed integer k, we
have
an+k
an
− bn+k
bn
=
bnan+k − anbn+k
anbn
(2.1.1)
=
(bn− {bn}) (a(n+ k)− {a(n+ k)})− (an− {an}) (b(n+ k)− {b(n+ k)})
anbn
If we expand the numerator and add over n we obtain
∞∑
n=1
(
an+k
an
− bn+k
bn
)
=
∞∑
n=1
−bn{a(n+ k)} − an{bn} − ak{bn}+ {bn}{a(n+ k)}
anbn
(2.1.2)
+
∞∑
n=1
an{b(n+ k)}+ bn{an}+ bk{an} − {an}{b(n+ k)}
anbn
.
The two summands that are multiplied by k, upon divinding by k, yield
∞∑
n=1
a{bn} − b{an}
anbn
. (2.1.3)
Also, the summands with the product of two fractional parts, after dividing by k give
O(1/k). The remaining summands, after dividing by k, are
1
k
∞∑
n=1
an{b(n+ k)} − an{bn}
anbn
+
1
k
∞∑
n=1
−bn{a(n+ k)}+ bn{an}
anbn
(2.1.4)
Consider now the first sum in (2.1.4) and note that the denominator can be written as
5
abn2(1 +O(1/n)). Hence, for any fixed M = M(k) to be specified later, we can write
M∑
n=1
an{b(n+ k)}
kanbn
−
M+k∑
n=1
an{bn}
kanbn
=
M∑
n=1
an{b(n+ k)}
abkn2
−
M+k∑
n=1
an{bn}
abkn2
+O
(
1
k
)
(2.1.5)
=
M∑
n=1
{b(n+ k)}
bkn
−
M+k∑
n=1
{bn}
bkn
+O
(
1
k
)
=
M∑
n=1
({b(n+ k)}
kbn
− {b(n+ k)}
bk(n+ k)
)
+O
(
log k
k
)
=
M∑
n=1
{b(n+ k)}
kb
(
1
n
− 1
(n+ k)
)
+O
(
log k
k
)
=
1
kb
M∑
n=1
(
1
n
− 1
(n+ k)
)
+O
(
log k
k
)
= O
(
log(M + k)
k
)
+O
(
log k
k
)
.
The last equality holds because the only surviving terms inside the telescoping sum in
the previous step are 1/n for n = 1, ..., k and −1/n for n = M + 1, ...,M + k. Taking
M = k2, we see that the left hand side of (2.1.5) yields
M∑
n=1
an{b(n+ k)}
kanbn
−
M+k∑
n=1
an{bn}
kanbn
= O
(
log k
k
)
, (2.1.6)
which approaches zero as k goes to infinity. Hence we see that when taking limit as k
approaches infinity, (2.1.4) equals zero. Thus, if we divide (2.1.2) by k and take limit
as k goes to infinity, we have
lim
k→∞
1
k
∞∑
n=1
(
an+k
an
− bn+k
bn
)
=
∞∑
n=1
a{bn} − b{an}
anbn
. (2.1.7)
Putting together (2.1.7) and Theorem 2.1.1 we have the following corollary.
6
Corollary 2.1.1. If a > 1 and b > 1 are irrational numbers, then
∞∑
n=1
(
a{bn} − b{an}
anbn
+
a{a−1(n+ 1)} − b{b−1(n+ 1)}
n(n+ 1)
)
= log
a
b
.
Now, it is reasonable to expect that, in absolute value, the right hand side of (2.1.7)
is approximately
∣∣∣∣pi26b − pi26a
∣∣∣∣. Thus, since both a and b are greater than 1, it is reasonable
to conjecture the following:
Conjecture 2.1. If a > 1 and b > 1 are irrational numbers, then
∣∣∣∣∣log ab −
∞∑
n=1
a{a−1(n+ 1)} − b{b−1(n+ 1)}
n(n+ 1)
∣∣∣∣∣ < pi26 .
However, numerical data suggest that the quantity in absolute value is less than 1, i.e.
Conjecture 2.2. If a > 1 and b > 1 are irrational numbers, then
∣∣∣∣∣log ab −
∞∑
n=1
a{a−1(n+ 1)} − b{b−1(n+ 1)}
n(n+ 1)
∣∣∣∣∣ < 1.
Before proving Theorem 2.1.1, we examine briefly some specific series similar to the
one in that theorem, to gain some insight into the heuristics behind the convergence
of this type of series. Let a = 1+
√
5
2
, b = a2, an = banc and bn = bbnc, as in Theorem
2.1.1. What can we expect from the series
∑∞
n=1
(
{an}
an
− {bn}
bn
)
? Since {xn} is uni-
formly distributed for x irrational, for large m the mth partial sum of the series behaves
like
(
1
a
− 1
b
)
1
2
logm, and so the series is divergent. How about
∑∞
n=1
(
an
an+1
− bn
bn+2
)
=
1
2
− 2
7
+ 2
3
− 5
10
+ 3
4
− 7
13
+...? Computing some of its partial sums gives: s10 = 1.22014275,
s50 = 2.49049396, s100 = 3.149858764, s500 = 4.731312527, s1000 = 5.420950626,
s10000 = 7.720369134, s50000 = 9.329523382. We thus expect that this series is di-
vergent. However, the series
∑∞
n=1
(
an
an+1
− bn
bn+1
)
=
(
1
2
− 2
5
)
+
(
2
3
− 5
7
)
+
(
3
4
− 7
10
)
+ ...,
7
which involves only a minor change compared to the previous one, behaves “better".
Some of the partial sums for this one are s10 = −0.06921181263, s50 = −0.08157653315,
s100 = −0.08271773217, s500 = −0.08318152710, s1000 = −0.08329909024, s10000 =
−0.08340515936, s50000 = −0.08342404240. We start to suspect that we have a con-
vergent series. Similarly, if we invert the quotients and consider instead the series
given in Theorem 2.1.1, H :=
∑∞
n=1
(
an+1
an
− bn+1
bn
)
=
(
3− 5
2
)
+
(
4
3
− 7
5
)
+
(
3
2
− 10
7
)
+ ...,
we see that its partial sums are s100 = 0.5463290032, ...,s10,000 = 0.5475731159, ...
suggesting its convergence, as expected. These types of series happen to have many
interesting properties, convergence being one of them. We rewrite the last series in a
more revealing way.
H =
1
2
− 1
15
+
1
14
+
1
30
− 3
104
+
1
45
− 2
99
+
1
60
+
2
161
− 3
208
+
5
476
+
5
589
− 4
357
+
1
132
− 1
104
+...
Notice that this series contains both positive and negative terms, but it is not an alter-
nating series. The occurrence of positive and negative terms is not periodic. Moreover,
the absolute values of the terms are not monotone. Similarly, the positive terms are
not monotone; e.g., 1
60
> 2
161
but 2
161
< 1
132
( neither are the negative terms monotone,
in general). However, as can be appreciated when we rewrote H, the reason this type
of series converges is that there is enough cancelation. In fact, as it will be evident in
the proof, for the mth partial sum, we get logm cancelation. This is precisely the order
of magnitude of the heuristic estimate given above.
A special case here occurs when the irrationals a and b are such that 1 ≤ q < a <
q + 1 and 1 < b = r + {a}, for q, r ∈ Z. In Theorem 2.2.1 we treat separately the case
a = φ and b = φ2, where φ is the golden ratio, because in addition to being special
in the sense that we just described, it also has the special property that it involves
two complementary Beatty sequences. The proof that we present here differs from the
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one for the general case. The proof for the particular case works, with some minor
modification, for any numbers a, b > 1 such that 1
a
+ 1
b
= 1, if a and b have the same
fractional parts. Such examples can be created by setting b = a + t for some fixed
integer t, and solving the equation 1
a
+ 1
b
= 1 for a.
2.2 A Particular Case (Theorem 2.2.1)
Theorem 2.2.1. Let a = 1+
√
5
2
and b = a2 = a+ 1. Write an := banc and bn := bbnc.
Then the series
∞∑
n=1
(
an+1
an
− bn+1
bn
)
converges.
Remark 2.1. Note that in Theorem 2.2.1, {a} = {b} =
√
5−1
2
, and that 1 < a < 2
and 2 < b < 3. Also note that
1
a
+
1
b
= 1. Thus A = {an}∞n=1, and B = {bn}∞n=1 are
complementary Beatty sequences.
The proof of this theorem can be divided into two parts. First, we write the series
as a sum over all the integers, instead of only those of the form banc and bbnc. Second,
we use summation by parts to complete the proof. In the first part of the proof we will
make use of equations (2.2.1)–(2.2.3) from [4, Ch. 9].
Definition 2.2.2. For a real number α, such that 0 < α < 1, we define the character-
istic function of α as
fα(n) = bα(n+ 1)c − bαnc. (2.2.1)
Clearly fα(n) = 1 or fα(n) = 0. Since the sum telescopes, we have
m∑
n=1
fα(n) = bα(m+ 1)c. (2.2.2)
9
Remark 2.2. Notice that (2.2.2) gives the number of integers n ≤ m for which fα(n) =
1.
Definition 2.2.3. For 1 < β ∈ R, define
g′β(n) =

1 if n = bkβc, for k ∈ Z,
0 otherwise.
(2.2.3)
It is a well known fact [4, Lemma 9.1.3] that for all integers n
g′β(n) = f1/β(n). (2.2.4)
2.2.1 First Part of the Proof of Theorem 2.2.1
We are going to prove the main parts of Theorem 2.2.1 by a sequence of lemmas.
We start by rewriting an+1 and bn+1.
Lemma 2.2.4.
an+1 =

an + 2 if n ∈ A,
an + 1 otherwise.
(2.2.5)
Proof. Note that
an+1 − an = ba(n+ 1)c − banc = b(1 + {a})(n+ 1)c − b(1 + {a})nc
= bn+ 1 + {a}(n+ 1)c − bn+ {a}nc
= n+ 1− n+ b{a}(n+ 1)c − b{a}nc
= 1 + f{a}(n).
From (2.2.3) and the fact that 1{a} = a we find that an+1 = an + 1 + f
′
a(n), and the
result follows.
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Similarly, but using 2 < b < 3 and {b} = {a}, we obtain the following lemma.
Lemma 2.2.5.
bn+1 =

bn + 3, if n ∈ A,
bn + 2 otherwise.
(2.2.6)
Using these two lemmas, we immediately have:
an+1
an
=

1 + 2
an
, if n ∈ A,
1 + 1
an
, otherwise.
(2.2.7)
bn+1
bn
=

1 + 3
bn
, if n ∈ A,
1 + 2
bn
, otherwise.
(2.2.8)
The sets A and B are complementary Beatty sequences and thus they form a
partition of the integers. Hence, after rewriting the mth partial sum of the series in
Theorem 2.2.1 as
H :=
m∑
n=1
an+1
an
− bn+1
bn
=
∑
n≤m
n∈A
2
an
− 3
bn
+
∑
n≤m
n∈B
1
an
− 2
bn
,
we obtain Lemma 2.2.6.
Lemma 2.2.6. Let a and b be given as in Theorem 2.2.1 and let H ′1 and H ′2 be given
by
H ′1 =
∑
n≤m
an=bkac
k∈A
2
an
+
∑
n≤m
an=bkac
k∈B
1
an
and
H ′2 :=
∑
n≤m
bn=bkbc
k∈A
3
bn
+
∑
n≤m
bn=bkbc
k∈B
2
bn
. (2.2.9)
Then it follows that H = H ′1 −H ′2.
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Next, set
x = x(b,m) = bmbc (2.2.10)
y = y(a,m) = bmac (2.2.11)
In the rest of this chapter, unless otherwise specified, when we write x or y we refer to
x(b,m) and y(a,m) respectively. Note that
b(x+ 1)b−1c = b(mb+ 1− {mb})b−1c = m+ b(1− {mb})b−1c = m. (2.2.12)
The last equality holds because inside the bracket function we have the product of two
factors that are each less than one. Similarly
b(y + 1)a−1c = m. (2.2.13)
Note that the sums H ′1 and H ′2 only run over numbers that are in A and numbers that
are in B, respectively. As can be clearly seen, the an’s in the first sum of H ′1 come
from multiplying by an element of A while the an’s in the second sum of H ′1 come from
multiplying by an element of B. A similar arrangement can be observed in H ′2. For
instance, the integer 10 belongs to B, and it comes from multiplying by an element
of A, since 10 = b4bc and 4 ∈ A. This observation suggests that in order to write
these two partial sums over all the integers, we need to introduce indicator functions
that tell us when a particular integer belongs to the sequence A or B, and when that
integer comes from multiplying by an element of A or B. This is our immediate goal.
To do this we define the arithmetic functions given below in terms of the characteristic
functions of 1
a
and 1
b
. The reasons for extending these two characteristic functions in
the form given below are as follows: As it can be clearly seen, the sum H ′1 runs over all
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elements of A in the interval [a1, am], and H ′2 runs over numbers in B in the interval
[b1, bm]. We would like to combine these two sums into a single sum with upper limit
given by x, which is the largest limit of summation in the two partial sums H ′1 and H ′2.
Definition 2.2.7. Let a and b be the slope of two Beatty sequences A and B, respec-
tively, and for α irrational, 0 < α < 1, let fα be given by Definition 2.2.2. Also, let
x = x(b,m) and y = y(a,m) be given as in (2.2.10) and (2.2.11), respectively. Define
f and g as follows
f(n) =

f 1
a
(n), if n ≤ y,
0, otherwise.
(2.2.14)
g(n) =

g 1
b
(n), if n ≤ x,
0, otherwise.
(2.2.15)
In this part of the proof we will make also use of the following lemma from [4, proof
of Lemma 9.1.3].
Lemma 2.2.8. Let α > 1 be any irrational number. Then n = bαkc if and only if
k =
(bn
α
c+ 1) and bn+1
α
c = k.
In the following lemma we rewrite over all positive integers up to bmbc, the mth
partial sum associated to the series in Theorem 2.2.1. ( Note that the statement of the
lemma is not symmetric in x and y.)
Lemma 2.2.9. Let a be the golden ratio (a = 1+
√
5
2
) and b be the golden ratio squared
(b = a2). Let x = bmbc, and let f(n) and g(n) be given by (2.2.14) and (2.2.15),
respectively. Then, H = H1 −H2 where H1 and H2, are given by
H1 =
x∑
n=1
(
2f(n)f(bn
a
c+ 1)
n
+
f(n)g(bn
a
c+ 1)
n
)
(2.2.16)
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and
H2 =
x∑
n=1
(
3g(n)f(bn
a
c+ 1)
n
+
2g(n)g(bn
a
c+ 2)
n
)
. (2.2.17)
Proof. We will only provide the proof for H1 because the proof for H2 can be done in
a similar manner. In this case, we can assume that n ≤ y, since f(n) = 0 whenever
n > y, by (2.2.13) and Definition 2.2.7 . For the first term in H1 it follows that
n = ar, for r ∈ A and n ≤ y if and only if f(n)f(r) = 1. From Lemma 2.2.8, we find
that r = bn
a
c + 1. Thus, the first summand in H1 corresponds to the first sum in H ′1.
Similarly n = ar, for r ∈ B and n ≤ y if and only if f(n)g(r) = 1 and r = bnb c + 1
by Lemma 2.2.8. Hence the second summand of H1 corresponds to the second sum in
H ′1.
Now that we have written each of the two partial sums in H over all the integers up
to x, we are going to use partial summation to estimate each of these four sums. This
will complete the proof of Theorem 2.2.1. But first we need to prove some auxiliary
propositions, dealing with general partial sums. We then apply them to the desired
cases.
2.3 Counting Special Elements of Beatty Sequences
Applying summation by parts is one of the important ingredients in the proof of the
main theorem of this chapter and its particular case. The terms of the sums we work
with are usually quotients involving characteristic functions (say f and g) of irrational
numbers. They are of the form
f(n)g(bn
c
c+ 1)
n
or
f(n)
n
, or a combination of both. So,
we start here by obtaining an expression for such types of summatory functions. Then
in Theorem 2.5.3, we find an asymptotic formula for the mth partial sum whose terms
are these types of quotients.
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The first partial sum we find tells how many elements there are in a Beatty sequence
up to some given number t, and is presented in the following lemma. The first part of
this lemma was proved earlier, but we include it here for completion purpose.
Lemma 2.3.1. Let 0 < c < 1 be any irrational number, and let f(n) = fc(n). Then
∑
n≤t
f(n) = bc (btc+ 1)c. (2.3.1)
If t = x = bm
c
c, then ∑
n≤x
f(n) = m. (2.3.2)
Proof. By (2.2.2), the left hand side of (2.3.1) gives bc (bxc+ 1)c. And this gives m by
(2.2.12).
We also need to count the elements of a given Beatty sequence that come from
multiplying by elements of another Beatty sequence. The lemma below involves sums
encoding this type of selection of numbers. For 0 < c < 1 and 0 < d < 1, it counts
the elements up to t that are in the Beatty sequence with slope 1/c and come from
multiplying by elements in the Beatty sequence with slope 1/d.
Lemma 2.3.2. Let 0 < d < 1 and 0 < c < 1 be any irrational numbers, and let
f(n) = fc(n) and g(n) = gd(n) be given as in Definition 2.2.7. Then
∑
n≤t
f(n)g(bc nc+ 1) = bd (bc (btc+ 1)c+ 1)c. (2.3.3)
Remark 2.3. As an illustration of this lemma, consider the following example. In the
first 13 elements of the Beatty sequence generated by φ, where φ is the golden ratio,
i.e.,
1, 3, 4, 6, 8, 9, 11, 12, 14, 16, 17, 19, 21,
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there are five numbers that come from multiplying by an element of the complementary
sequence: 3, 8, 11, 16, 21. They are given by b2φc, b5φc, b7φc, b10φc, b13φc. In other
words, these numbers come from multiplying by elements in the Beatty complement,
namely from multiplying by 2, 5, 7, 10, 13, respectively. This quantity is encoded in the
sum ∑
n≤21
f(n)g
(⌊
1
φ
n
⌋
+ 1
)
=
⌊
1
φ2
(
b1
φ
(b21c+ 1)c+ 1
)⌋
= 5,
and five is precisely the number one would expect according to the explanation given
above.
Proof. Let C = (b(1/c)nc)∞n=1 and D = (b(1/d)nc)∞n=1. Then, by (2.2.4) f and g are the
indicator functions of the Beatty sequences D and C. Note that f(n)g(bncc + 1) = 1
if and only if n ∈ C and (bncc+ 1) ∈ D, by the definition of f and g. In other words,
n is of the form cr with r ∈ D. By Lemma 2.2.8, we see that r = b(nc)c + 1. Now
by the remark following (2.2.2), there are s := bc (btc+ 1)c integers up to t for which
f(n) = 1. From these integers, by the same remark, only bd(s + 1)c are of the form
b(1/d)kc. Hence, the lemma holds.
Remark 2.4. Lemma 2.3.1 tells us that
bc (btc+ 1)c =
∑
n≤t
f(n) =
∑
n≤btc
f(n),
and thus, we can apply Lemma 2.3.1 to Lemma 2.3.2 to see that
∑
n≤t
f(n)g(bc nc+ 1) = bd(bc (btc+ 1)c+ 1)c =
∑
n≤bc(btc+1)c
g(n).
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Hence
∑
n≤bc(btc+1)c
g(n+ k) =
∑
k<n≤bc(btc+1)c+k
g(n) (2.3.4)
=
∑
n≤bc(btc+1)c+k
g(n)−
∑
n≤k
g(n)
= bd (bc (btc+ 1)c+ k + 1)c − bd (k + 1)c.
We are now ready to generalize the previous lemma. Given two Beatty sequences
A and B, with characteristic sequences f and g respectively, and given a nonnegative
integer k, we can count integers n that are less than a real number t and that also
satisfy the following two conditions: first, n is in A, and second, if n = barc, then the
integer r + k is an element of B. Note also that this generalizes the previous lemma,
because if k = 0, then this integer n is an element of A that is found by multiplying
by an element of B. We find this type of partial sum next.
Lemma 2.3.3. Let 0 < d < 1 and 0 < c < 1 be any irrational numbers, and let
f(n) = fc(n) and g(n) = gd(n). Then, for any nonnegative integer k we have
∑
n≤t
f(n)g(bc (n)c+ k + 1) = bd(bc (btc+ 1)c+ k + 1)c − bd(k + 1)c. (2.3.5)
Proof. In light of (2.2.4), f(n)g(bc (n)c+ 1) equals 1 if both n = bj/cc and j is in the
Beatty sequence with slope 1/d (note that j = bcnc+1 by Lemma 2.2.8). Analogously,
f(n)g(bc (n)c + k + 1) gives 1 if n = bj/cc and j + k is in the Beatty sequence with
slope 1/d. Since there are bc(btc + 1)c integers up to t in the Beatty sequence with
slope 1/c, we have
∑
n≤t
f(n)g(bc (n)c+ k + 1) =
∑
j≤bc(btc+1)c
g(j + k). (2.3.6)
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By (2.3.4), the last expression gives precisely the right hand side of (2.3.5).
2.4 Some Useful Integrals and Sums
For c > 1 and d > 1 real numbers, let F1(t) and F2(t) be given by
F1(t) = bc−1 (btc+ 1)c (2.4.1)
and
F2(t) = bd−1(bc−1 (btc+ 1)c+ 1)c. (2.4.2)
Now rewrite F1(t) and F2(t) using bxc = x− {x} repeatedly to obtain
F1(t) =
1
c
(t+ 1− {t})− {c−1 (btc+ 1)} , (2.4.3)
and
F2(t) = (cd)
−1(t+ 1− {t})− d−1 {c−1 (btc+ 1)}+ d−1 − {d−1 (⌊c−1(btc+ 1)⌋+ 1)} .
(2.4.4)
Lemma 2.4.1. For any irrational number c > 1, and a number x given by x =
x(c,m) = bcmc we have
∫ x
1
bc−1 (btc+ 1)c
t2
dt =
1
c
(logm+ log c+ γ)−
∞∑
n=1
{c−1 (n+ 1)}
n(n+ 1)
+O
(
1
m
)
, (2.4.5)
where γ is Euler’s constant.
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Proof. Integrating F1 we see that
∫ x
1
F1(t)
t2
dt =
∫ x
1
1
c
(t+ 1− {t})− {c−1 (btc+ 1)}
t2
dt (2.4.6)
=
1
c
log x
∣∣∣∣x
1
+
∫ x
1
1
c
(1− {t})− {c−1 (btc+ 1)}
t2
dt.
If we complete the tails of the integral we have
∫ x
1
F1(t)
t2
dt =
1
c
log t
∣∣∣∣x
1
+
1
c
∫ ∞
1
1− {t}
t2
dt−
∫ ∞
1
{c−1 (btc+ 1)}
t2
dt
−
∫ ∞
x
1
c
(1− {t})− {c−1 (btc+ 1)}
t2
dt.
The first integral equals 1
c
γ (see [5, Page 56]). The third is O
(
1
x
)
, and given that
x = bcmc, this is really O ( 1
m
)
. Also, for the same reason, log x = log(cm − {cm}) =
log(cm) +O( 1
m
) = log c+ logm+O( 1
m
). Hence we have
∫ x
1
F1(t)
t2
dt =
1
c
(logm+ log c+ γ) +
∫ ∞
1
{c−1 (btc+ 1)}
t2
dt+O
(
1
m
)
. (2.4.7)
We can write the infinite integral in (2.4.7) as an infinite sum as follows:
∫ ∞
1
{c−1 (btc+ 1)}
t2
dt =
∞∑
n=1
∫ 1
0
{c−1 (n+ 1)}
(n+ t)2
dt
=
∞∑
n=1
{
c−1 (n+ 1)
}∫ 1
0
1
(n+ t)2
dt (2.4.8)
=
∞∑
n=1
{c−1 (n+ 1)}
n(n+ 1)
.
Thus we see that
∫ x
1
F1(t)
t2
dt =
1
c
(logm+ log c+ γ)−
∞∑
n=1
{c−1 (n+ 1)}
n(n+ 1)
+O
(
1
m
)
.
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Lemma 2.4.2. Let r′n be given by r′n = b(1/r)nc for r a real number. For any irrational
numbers c > 1 and d > 1, and a number x given by x = x(c,m) = bcmc, we have
∫ x
1
bd−1(bc−1 (btc+ 1)c+ k + 1)c
t2
dt = (cd)−1(logm+ log c+ γ) + d−1(k + 1) (2.4.9)
−
∞∑
n=1
d−1 {c−1 (n+ 1)}+ {d−1 (c′n+1 + k + 1)}
n(n+ 1)
+O
(
1
m
)
.
Proof. Proceed in a similar manner to how we dealt with Lemma 2.4.1.
2.5 Applying Summation by Parts
Lemma 2.5.1. Let c > 1 be any irrational number, f(n) be given in terms of f{c}(n)
as in Definition 2.2.7 and cn = bcnc. If C = (cn)∞n=1 and x = bmcc, then
x∑
n=1
f(n)
n
=
1
c
+
1
c
(logm+ log c+ γ)−
∞∑
n=1
{c−1 (n+ 1)}
n(n+ 1)
+O
(
1
m
)
. (2.5.1)
Remark 2.5. We can rewrite Lemma 2.5.1 as
x∑
n=1
f(n)
n
= (c)−1 logm+ αc +O
(
1
m
)
,
where αc is a constant.
Proof. We will apply summation by parts. Let F (t) =
∑
n≤t f(n). Then by Lemma
2.3.1 and by (2.4.1) we see that
F (t) =
∑
n≤t
f(n) = bc (btc+ 1)c = F1(t). (2.5.2)
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Thus we have
x∑
n=1
f(n)
n
=
F1(x)
x
+
∫ x
1
F1(t) dt
t2
.
From the definition of x, we see that
F1(x)
x
=
1
c
+O
(
1
x
)
=
1
c
+O
(
1
m
)
,
The result follows by applying Lemma 2.4.1 to the integral in (2.5.3).
Lemma 2.5.2. Let c > 1 be any irrational number, let d−1 = {c}, and let x be given
by x = bmcc. Define f and g in terms of f1/c and g1/d respectively, as in Definition
2.2.7. Then
x∑
n=1
f(n)g(bn
c
c+ k + 1)
n
=
{c}
c
+ (cd)−1(logm+ log c+ γ) + {d−1(1 + k)} (2.5.3)
−
∞∑
n=1
d−1 {c−1 (n+ 1)}+ {d−1 (c′n+1 + k + 1)}
n(n+ 1)
+O
(
1
m
)
.
Remark 2.6. Notice that we can rewrite Lemma 2.5.2 as
x∑
n=1
f(n)g(bn
c
c+ 1)
n
= (cd)−1 logm+ αc,d +O
(
1
m
)
,
where αc,d is a constant.
Proof. Let F3(t) =
∑
n≤t
f(n)g(bn
c
c + k + 1). We apply Lemma 2.3.3 with c and d
replaced by c−1 and d−1 respectively to see that
F3(t) = bd−1(bc−1 (btc+ 1)c+ k + 1)c − bd−1(k + 1)c = F2(t)− bd−1(k + 1)c.
(2.5.4)
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The last equality follows from (2.4.2) where F2(t) is defined. Upon applying summation
by parts we obtain:
x∑
n=1
f(n)g(bnc c+ k + 1)
n
=
F3(t)
x
+
∫ x
1
F3 dt
t2
(2.5.5)
=
F3(x)
x
+
∫ x
1
bd−1(bc−1 (btc+ 1)c+ k + 1)c
t2
dt−
∫ x
1
bd−1(k + 1)c
t2
dt
=
F3(x)
x
+
∫ x
1
F2(t)
t2
dt− bd−1(k + 1)c+O
(
1
x
)
.
Since x = bmcc, it follows that
F3(x)
x
=
d−1
c
+O
(
1
x
)
=
{c}
c
+O
(
1
m
)
. (2.5.6)
Now the integral involving F2 in (2.5.5) was evaluated in Lemma 2.4.2. Also we combine
the term d−1(k + 1) from Lemma 2.4.2 with the expression −bd−1(k + 1)c in (2.5.5) to get
{d−1(k + 1)}. The result follows.
Theorem 2.5.3. Let c > 1 be any irrational number and set d = {c}−1 and q = c−{c}.
Let cn = bcnc, C = (cn)∞n=1, dn = bdnc and D = (dn)∞n=1. Also let c′n = bc−1nc and
x = x(c,m) = bmcc. Define f(n) and g(n) in terms of f 1
c
(n) and g 1
d
(n) respectively,
as in Definition 2.2.7. Then
x∑
n=1
qf(n) + f(n)g(bn
c
c+ k + 1)
n
= 1 + logm+ log c+ γ + {{c}(k + 1)} (2.5.7)
−
∞∑
n=1
c{c−1(n+ 1)}+ {{c}(c′n+1 + k + 1)}
n(n+ 1)
+O
(
1
m
)
,
where γ is Euler’s constant.
Remark 2.7. Theorem 2.5.3 takes a partial sum and transforms it into a main term,
logm, and an infinite sum. The partial sum involves only quotients of elements that are
in a given sequence, namely C. The infinite sum involves fractional parts of elements
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of two sequences, C−1 and D−1 (where R−1 is given by R−1 = (br−1nc)∞n=1). Since the
infinite sum involves only fractional parts in the numerator, and n2 in the denominator,
it is convergent.
Proof. If we put together Lemmas 2.5.1 and 2.5.2, the partial sum in Theorem 2.5.3
becomes
x∑
n=1
qf(n) + f(n)g(bn
c
c+ k + 1)
n
(2.5.8)
=
q + {c}
c
+
(q
c
+ (cd)−1
)
(logm+ log c+ γ) + {{c}(k + 1)}
−
∞∑
n=1
q {c−1 (n+ 1)}+ d−1 {c−1 (n+ 1)}+ {d−1 (c′n+1 + k + 1)}
n(n+ 1)
+O
(
1
m
)
.
Notice that
q
c
+ (cd)−1 =
c− {c}
c
+
{c}
c
= 1, and
q + {c}
c
=
c
c
= 1. Also, since q+
d−1 = c, we see that q {c−1 (n+ 1)} + d−1 {c−1 (n+ 1)} = c {c−1 (n+ 1)}, and thus
(2.5.8) becomes
x∑
n=1
qf(n) + f(n)g(bn
c
c+ k + 1)
n
= 1 + logm+ log c+ γ + {{c}(k + 1)} (2.5.9)
−
∞∑
n=1
c{c−1(n+ 1)} − {d−1(c′n+1 + k + 1)}
n(n+ 1)
+O
(
1
m
)
.
2.6 Completion of Proof of Theorem 2.2.1
Proof of Theorem 2.2.1. It suffices to prove that the partial sum H = H1 −H2 (from
Lemma 2.2.9) is convergent, as x approaches infinity. In order to do this, we apply
the remark following Lemma 2.5.2 to H1 and H2. Since each sum is further divided
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into two partial sums we will apply it twice to each of these partial sums. For the first
partial sum of H1, the parameters of the lemma are c = a, d = a−1 and x = bamc.
Also f and g of Lemma 2.5.2 are both the same in the first partial sum of H1, i.e., they
are both defined in terms f1/a. So the first term of H1 gives
x∑
n=1
2f(n)f(bn
a
c+ 1)
n
= (cd)−1 logm+ αc,d +O
(
1
m
)
(2.6.1)
= 2(ad)−1 logm+ αa +O
(
1
m
)
=
2
a2
logm+ αa +O
(
1
m
)
.
For the second summand, d = b−1 and thus g is defined in terms of g 1
b
. The other
parameters remain the same. Hence we have
x∑
n=1
f(n)g(bn
a
c+ 1)
n
= (cd)−1 logm+ αc,d +O
(
1
m
)
(2.6.2)
= (ad)−1 logm+ αa,b +O
(
1
m
)
=
1
ab
logm+ αa,b +O
(
1
m
)
.
Similarly, in H2 we have c = b and d = a−1 for the first summand. Thus, the role
of f and g in Lemma 2.5.2 are switched in this first summand. Also, for the second
summand of H2, we take c = b and d = b−1. As a result, in this second summand both
f and g are the same, i.e., they are both defined in terms of g 1
b
. In the end, the two
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summands of H2 give
H2 =
x∑
n=1
(
3g(n)f(bn
b
c+ 1)
n
+
2g(n)g(bn
b
c+ 2)
n
)
(2.6.3)
=
(
3(bd)−1 + 2(bd)−1)
)
logm+ αa +O
(
1
m
)
=
(
3
ab
+
2
b2
)
logm+ αa,b +O
(
1
m
)
.
When we put together (2.6.1), (2.6.2) and (2.6.3), H becomes
H = H1 −H2 =
(
2
a2
+
1
ab
− 3
ab
− 2
b2
)
logm+ αa,b +O
(
1
m
)
. (2.6.4)
Using 1
a
+ 1
b
= 1 and a2 = b, we see that
3
ab
+
2
b2
− 2
a2
− 1
ab
=
2
b
(
1
a
+
1
b
)
+
1
ab
− 2
a2
− 1
ab
=
2
b
− 2
a2
= 0.
Thus if we let m tend to ∞ in (2.6.4), we find that H = αa,b.
2.7 Generalization
We now want to undertake the task of proving a more general version of Theorem
2.2.1, one involving any irrational numbers a, b > 1, and an+k for any integer k. This
version will give an identity involving the type of series that occurs in Theorem 2.2.1.
Here Theorem 2.7.1 is presented, and then Theorem 2.1.1 (in which the identity is
found) is derived as a corollary.
Theorem 2.7.1. Let a > 1 and b > 1 be irrational numbers. Let an = banc and
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bn = bbnc. Also, let a′n = ba−1nc and b′n = bb−1nc Then, for any integer k we have
∞∑
n=1
(
an+k
an
− bn+k
bn
)
= k (log a− log b) +
k∑
j=1
({j{a}} − {j{b}})
−
∞∑
n=1
(
ak{a−1(n+ 1)} − bk{b−1(n+ 1)}
n(n+ 1)
)
−
∞∑
n=1
(∑k
j=1{{a}(a′n+1 + j)} −
∑k
j=1{{b}(b′n+1 + j)}
n(n+ 1)
)
.
By Weyl’s theorem [37, Page 1] for any irrational α, and any fixed integer q, the
sequences {αn} and {α(q + n)} are uniformly distributed, and thus
lim
k→∞
1
k
k∑
j=1
{jα} = lim
k→∞
1
k
k∑
j=1
{{a}(a′n+1 + j)}
1
2
.
Upon dividing by k and taking the limit as k goes to infinity, we deduce the following
corollary ( which is Theorem 2.1.1).
Corollary 2.7.1. Let a > 1 and b > 1 be irrational numbers. Let an = banc and
bn = bbnc. Then we have:
lim
k→∞
1
k
∞∑
n=1
(
an+k
an
− bn+k
bn
)
+
∞∑
n=1
a{a−1(n+ 1)} − b{b−1(n+ 1)}
n(n+ 1)
= log a− log b.
(2.7.1)
We proceed by rewriting the series in Theorem 2.7.1 as a sum over all the integers.
When doing this, we will need to change the strategy used in Theorem 2.2.1, since in
general, we do not have the property that A and B partition the integers (here A =
(an)
∞
n=1 and B = (bn)∞n=1). When applying partial summation, we will use Theorem
2.5.3, instead of the remarks following Lemmas 2.5.1 and 2.5.2.
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We begin with the left hand side of Theorem 2.7.1, namely with
∞∑
n=1
(
an+k
an
− bn+k
bn
)
. (2.7.2)
Again we will give this proof in several lemmas. Since a = b gives zero trivially,
throughout the proof we assume that a < b.
Lemma 2.7.2. Let a > 1 be any irrational number, and let q be the unique positive
integer such that 1 ≤ q < a < q + 1. Set c−1 = {a} and f(n) = f 1
c
(n). Then
an+1 = an + q + f(n). (2.7.3)
Proof. Note that
an+1 − an = ba(n+ 1)c − banc = b(q + {a})(n+ 1)c − b(q + {a})nc
= bqn+ q + {a}(n+ 1)c − bqn+ {a}nc
= qn+ q − qn+ b{a}(n+ 1)c − b{a}nc = q + f{a}(n),
hence an+1 = an + q + f(n).
Similarly, we can prove the following result:
Lemma 2.7.3. Let b > 1 be any irrational number, and let r be the unique positive
integer such that 1 ≤ r < b < r + 1. Set d−1 = {b} and g(n) = g 1
d
(n). Then
bn+1 = bn + r + g(n), (2.7.4)
where g 1
d
(n) is the characteristic function of 1
d
.
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Remark 2.8. Lemmas 2.7.2 and 2.7.3 are written in a slightly different ways than the
corresponding lemmas in the proof of Theorem 2.2.1. This will allow us to write the
sum over all positive integers without requiring that the sequences A and B partition
the integers. In Theorem 2.2.1 we only needed two characteristic functions, since in that
case a = {a}−1 = {b}−1. In this theorem we will need four characteristic functions. The
changes in the rest of the proof of Theorem 2.2.2 are consequences of these variations.
Lemma 2.7.4. Let 1 ≤ q < a < q + 1 be any irrational number. Set c−1 = {a} and
f(n) = f 1
c
(n). Then for any integer k we have
an+k = an + kq +
∑
j≤k
f(n+ j). (2.7.5)
Proof. From (2.7.2) we have
an+k − an =
∑
j≤k
an+j − an+j−1 =
k−1∑
j=0
q + f(n+ j) = kq +
k−1∑
j=0
f(n+ j).
We can now rewrite the summands in the first infinite series of Theorem 2.7.1 as
an+k
an
− bn+k
bn
=
qk +
∑k−1
j=0 f(n+ j)
an
− rk +
∑k−1
j=0 g(n+ j)
bn
. (2.7.6)
Set y = y(a,m) = bamc and x = x(b,m) = bbmc. As we did in Theorem 2.2.1, we
define the following two additional arithmetic functions in terms of the characteristic
functions h 1
a
and w 1
b
, respectively.
Definition 2.7.5. Define
h(n) =

h 1
c
(n), if n ≤ y,
0, otherwise.
(2.7.7)
w(n) =

w 1
d
(n), if n ≤ x,
0, otherwise.
(2.7.8)
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Now we use (2.7.6) and Definition 2.7.5 to rewrite the first infinite sum in Theorem
2.7.1, in the following way.
∑
n≤m
(
an+k
an
− bn+k
bn
)
=
∑
n≤x
qk +
∑k−1
j=0 f(n+ j)
an
−
∑
n≤y
rk +
∑k−1
j=0 g(n+ j)
bn
(2.7.9)
=
∑
n≤x
qkh(an) +
∑k−1
j=0 h(an)f(n+ j)
an
(2.7.10)
−
∑
n≤y
rkw(bn) +
∑k−1
j=0 w(bn)g(n+ j)
bn
.
Using (2.2.4) we inmediately obtain the following lemma.
Lemma 2.7.6. For any two Beatty sequences an with slope a and bn with slope b, let
f and g, be the characteristic sequences of {a} and {b}, respectively. Also let h and w
be given as in Definition 2.2.7 in terms of h1/a and w1/b, respectively. Then
∑
n≤m
(
an+k
an
− bn+k
bn
)
=
∑
n≤x
qkh(n) +
∑k−1
j=0 h(n)f(bnac+ j + 1)
n
(2.7.11)
−
∑
n≤y
rkw(n) +
∑k−1
j=0 w(n)g(bnac+ j + 1)
n
,
where q = bac and r = bbc.
Theorem 2.7.7. Let c > 1 be any irrational number and set d = {c}−1 and q = c−{c}.
Let cn = bcnc, C = (cn)∞n=1, d = bdnc and D = (dn)∞n=1. Also let c′n = bc−1nc and for
any integer m, let x = x(m, c) = bmcc. Let f(n) and g(n) be given as in Definition
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2.2.7 in terms of f 1
c
(n), and g 1
d
(n). Then
x∑
n=1
kqf(n) +
∑k
j=1 f(n)g(bnc c+ j + 1)
n
= k (1 + logm+ log c+ γ) +
k∑
j=1
{{c}j}
− k
∞∑
n=1
c{c−1(n+ 1)}+ {{c}(c′n+1 + k + 1)}
n(n+ 1)
+O
(
k
m
)
.
Proof. Note that
x∑
n=1
kqf(n) +
∑k
j=1 f(n)g(bnc c+ j + 1)
n
=
x∑
n=1
∑k
j=1
(
qf(n) + f(n)g(bnc c+ j + 1)
)
n
(2.7.12)
=
k∑
j=1
x∑
n=1
qf(n) + f(n)g(bnc c+ j + 1)
n
.
Now apply Theorem 2.5.3 to the inner sum to get
k∑
j=1
x∑
n=1
qf(n) + f(n)g(bnc c+ j + 1)
n
=
k∑
j=1
(
O
(
1
m
)
+ 1 + logm+ log c+ γ + {{c}(k + 1)}
(2.7.13)
−
∞∑
n=1
c{c−1(n+ 1)}+ {{c}(c′n+1 + k + 1)}
n(n+ 1)
)
,
and then sum from j = 1 to k to complete the proof.
We can now give the proof of Theorem 2.7.1.
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2.8 Proof of Theorem 2.7.1
From Lemma 2.7.6 we know that
∑
n≤m
(
an+k
an
− bn+k
bn
)
=
∑
n≤x
qkh(n) +
∑k−1
j=0 h(n)f(bnac+ j + 1)
n
(2.8.1)
−
∑
n≤y
rkw(n) +
∑k−1
j=0 w(n)g(bnb c+ j + 1)
n
.
By Theorem 2.7.7 we see that
x∑
n=1
kqh(n) +
∑k
j=1 h(n)f(bnac+ j + 1)
n
= k (1 + logm+ log a+ γ) (2.8.2)
+
k∑
j=1
{{a}j} −
∞∑
n=1
ak{a−1(n+ 1)}
n(n+ 1)
−
∞∑
n=1
∑k
j=1{{a}(a
′
n+1 + j)}
n(n+ 1)
+O
(
k
m
)
.
Also
x∑
n=1
kqw(n) +
∑k
j=1w(n)g(bnb c+ j + 1)
n
= k (1 + logm+ log b+ γ) (2.8.3)
+
k∑
j=1
{{b}j} −
∞∑
n=1
kb{b−1(n+ 1)}
n(n+ 1)
−
∞∑
n=1
∑k
j=1{{b}(b
′
n+1 + j)}
n(n+ 1)
+O
(
k
m
)
.
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We subtract (2.8.3) from (2.8.2) to obtain
∞∑
n=1
(
an+k
an
− bn+k
bn
)
= k (log a− log b) +
k∑
j=1
({j{a}} − {j{b}})
−
∞∑
n=1
(
ak{a−1(n+ 1)} − bk{b−1(n+ 1)}
n(n+ 1)
)
−
∞∑
n=1
(∑k
j=1{{a}(a
′
n+1 + j)} −
∑k
j=1{{b}(b
′
n+1 + j)}
n(n+ 1)
)
.
This completes the proof.
Remark 2.9. In the last steps of this proof we see the logm cancellation mentioned
in the discussion in Section 2.1.
2.9 Final Remarks
The identity of Theorem 2.7.1
∞∑
n=1
(
an+k
an
− bn+k
bn
)
= k (log a− log b) +
k∑
j=1
({j{a}} − {j{b}})
−
∞∑
n=1
(
ak{a−1(n+ 1)} − bk{b−1(n+ 1)}
n(n+ 1)
)
−
∞∑
n=1
(∑k
j=1{{a}(a
′
n+1 + j)} −
∑k
j=1{{b}(b
′
n+1 + j)}
n(n+ 1)
)
,
can be written as
∞∑
n=1
(
an+k
an
− bn+k
bn
)
+ P (a, b) = k(log a− log b),
where the constant P (a, b) representes the obvious missing expressions. This identity
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brings to mind the theorem of Frullani [22] which says that, under certain conditions
on f ,
∫ ∞
0
f(ax)− f(bx)
x
dx = A(log a− log b).
We conclude this chapter by providing a new way to define Sturmian sequences in
terms of differences of quotients of the form
an+1
an
− bn+1
bn
. Sturmian sequences can also
be defined in terms of differences of reciprocals of these quotients and other forms of
difference quotients. This is in the spirit of [4], [31] and [35] in which the authors present
several equivalent ways in which Beatty and Sturmian sequences can be generated.
Theorem 2.9.1. Let a and b be irrational numbers such that 1 < a < b, and θ =
{a} = {b}. Define
h(n) =
an+1
an
− bn+1
bn
,
let
f(n) =
 1, h(n) > 0,0, otherwise,
and set f := f(1)f(2)f(3)...f(n).... Also, let g := gθ be the characteristic (Sturmian)
sequence with slope θ defined by equation (2.2.3), and set g := g(1)g(2)g(3)...g(n)....
Then
f=g.
Remark 2.10. By (2.2.4) we see that h(n) > 0 if and only if n is in the Beatty sequence
B with slope 1/θ. Thus, given any Beatty sequence, we can define an infinite word g
with a 1 or a 0 in each position, and such that g contains a 1 in the nnth position if
and only if n ∈ B.
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Proof. Suppose b = r+ θ and a = q+ θ. Write bn = b(r+ θ)nc = rn+ bθnc =: rn+ θn,
and similarly write an = qn+ θn. One can use (2.7.3) and (2.7.4) to write h(n) as
h(n) =
an+1
an
− bn+1
bn
=
an + q + g(n)
an
− bn + r + g(n)
bn
(2.9.1)
=
θn(q − r) + ng(n)(r − q)
anbn
=
(ng(n)− θn)(r − q)
anbn
.
Since θn < n (because θ < 1) and r > q, it follows that g(n) = 1 if and only if h(n) > 0.
Thus, the theorem holds.
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Chapter 3
Minimum Excluded With Skipping
Algorithm
3.1 Introduction
One can define sequences of positive integers an and bn inductively as follows: Set
a1 = 1, let bn = an + n, and if An−1 = {a1, ..., an−1} and Bn−1 = {b1, ..., bn−1}, set
an to be the smallest positive integer not in the union of An−1 and Bn−1. This is the
algorithm that produces the winning pairs (an, bn) of the well-known Wythoff’s game
[43]. Moreover, it produces the Beatty sequences bnφc = an and bnφ2c = bn, where
φ is the golden ratio. This is an example of a minimum excluded value algorithm
(MEX algorithm), an algorithm that often arises in the theory of deterministic games.
Our goal here is to study this type of algorithm with a new feature we call (for obvious
reasons) “skipping”, to find patterns in its output, and to relate it to continued fractions
and Beatty sequences.
We now define the nth step of an algorithm called the Minimum Excluded with Skip-
ping (MES) algorithm. First we need a pre-specified sequence C = {c1, c2, ...cn, ...} that
will define the algorithm. Suppose that we have chosen the first n− 1 elements of the
sequences A and B, i.e., we have An−1 = {a1, ...an−1} and Bn−1 = {b1, ...bn−1}. Then,
the nth step of this algorithm consists of three parts: 1) We choose an to be the mini-
mal positive integer excluded in both A and B (i.e., the smallest n ∈ Z such that n /∈
A, and n /∈ B); 2) The element cn is given from the sequence C; and 3) We choose
bn to be the (cn + 1)th smallest excluded integer, i.e., we skip the first cn minimum
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integers not in An−1 ∪Bn−1, and choose the next smallest excluded positive integer as
our bn. Of course, this algorithm requires us to know the initial conditions, i.e., the
prespecified sequence C, or at least some rule that gives us its cthn element, before the
an and bn are known.
We illustrate this algorithm in the following example. First, C will be a non-
decreasing sequence inductively defined as follows: c1 = 0 and each positive integer
will occur in the sequence C, some of them occuring only once and others twice. If
k ∈ A, then k will be repeated twice, otherwise, k only appears once in C. On the
first step, the algorithm gives a1 = 1, the minimum excluded integer (which is the
first integer in this case). Then b1 = 2, i.e., the (c1 + 1)th = (0 + 1)th = 1st minimum
excluded, since c1 = 0. The next integer to occur in C is 1, and since 1 ∈ A, it will
appear twice in C, so c2 = 1 and c3 = 1. This gives Table 3.1.
nth A B C
1) 1 2 0
2) 1
3) 1
Table 3.1
Next, a2 = 3, which is the smallest integer not in A or B. Then b2 will be the
(c2 + 1)
th = (1 + 1)th = 2nd element excluded from both A and B, i.e., we skip the first
excluded, which is 4, and select the second minimum excluded integer, so b2 = 5. If
we follow the same procedure, a3 = 4, the minimal integer not in A or B, and b3 = 7,
since 7 is the (c3 + 1)th = (1 + 1)th = 2nd smallest excluded integer. The next integer
in C is 2. It will appear once because 2 ∈ B. Our sequences so far are given in Table
3.2.
36
nth A B C
1) 1 2 0
2) 3 5 1
3) 4 7 1
4) 2
Table 3.2
The next minimum excluded integer is 6, so, a4 = 6. Then b4 will be the (c4 +1)th =
(2 + 1)th = 3rd minimum excluded integer, i.e., we skip the first and second minimum
excluded numbers (8 and 9) and select the 3rd minimum excluded integer, so, b4 = 10.
If we continue in this fashion, the next few steps of this algorithm will give us Table
3.3.
nth A B C
1) 1 2 0
2) 3 5 1
3) 4 7 1
4) 6 10 2
5) 8 13 3
6) 9 15 3
7) 11 18 4
8) 12 20 4
9) 14 23 5
10) 16 26 6
11) 17 28 6
12) 19 31 7
Table 3.3
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It is convinient to introduce another collumn to better understand this algorithm.
Define Rn as follows:
Rn = {b ∈ B : an < b ≤ bn−1}, (3.1.1)
write rn for the cardinality of Rn i.e., rn := |Rn| and let R = {rn}∞n=1. Then, if we also
display R, Table 3.3 takes on the following form:
nth A B C R
1) 1 2 0 0
2) 3 5 1 0
3) 4 7 1 1
4) 6 10 2 1
5) 8 13 3 1
6) 9 15 3 2
7) 11 18 4 2
8) 12 20 4 3
9) 14 23 5 3
10) 16 26 6 3
11) 17 28 6 4
12) 19 31 7 4
Table 3.4
We can interpret rn as the number of integers bigger than an and less than bn that
are not skipped. We also interpret cn as the number of integers skipped in the nth step
of the MES algorithm. Since an is the minimum excluded integer up to the (n − 1)st
step, we see that cn is, indeed, the total number of integers skipped in the union of An
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and Bn. Thus
bn = an + rn + cn + 1. (3.1.2)
Table 3.4 suggests that the an and bn here are identical to the Wythoff pair gener-
ating sequence mentioned in the first paragraph of this chapter. To show this, it would
clearly be enough to show that bn − an = n, i.e., to show that rn + cn = n − 1. A
further look also suggests that the C and R columns are in some sense reciprocal to
the A and B columns.
Proposition 3.1. bn/φc+ bn/φ2c = n− 1.
Proof. From n/φ2 = n− n/φ it is easily seen that {n/φ2}+ {n/φ} = 1 and the result
follows.
Remark 3.1. We have adopted the convention that A denotes the Beatty sequence
with slope a, and An denote the set {a1, a2, ..., an} (the same can be said with B and
Bn). However, throuhgout this chapter we will abuse the language and refer to the set
of integers not in the union of A and B, when we really mean the set of integers not
in the union of An and Bn that are less than the max(An ∪Bn). When it is clear from
context, a similar abuse of language will be made with any two sets C and D.
It is now reasonable to conjecture that the A and B columns are the Beatty se-
quences bnφc and bnφ2c, while the C and R columns are the Sturmian sequences bn/φc
and bn/φ2c. A consequence of this conjecture is that the number of integers not in the
union of {bnφc, 1 ≤ n ≤ N} and {bnφ2c, 1 ≤ n ≤ N} is bN/φc. This shall be proved in
proposition 3.8 (see the remark following this proposition), but we first indicate some
related open problems. Replace the numbers {1/φ, 1/φ2} by {1/√2, 1/(2+√2)}, again
a pair of positive irrationals with sum 1.
39
Conjecture 3.1. Let a and b be irrational numbers such that a−1 + b−1 = 1, and let
F (a, n) denote the number of positive integers not in the union of the Beatty sequences
bnac and bnbc, where 1 ≤ n ≤ N , and a−1 + b−1 = 1. Then, if a = √2 and b = 2+√2,
we have
F (a,N) = 2bN/
√
2c+
(
bN
√
2c mod 2
)
.
For instance, for 1 ≤ n ≤ 20, the values of the second term above are
{1, 0, 0, 1, 1, 0, 1, 1, 0, 0, 1, 0, 0, 1, 1, 0, 0, 1, 0, 0}.
Conjecture 3.2. If a = (
√
13− 1)/2 and b = a+ 3, then
F (a,N) = 3bN/ac+ δN ,
where δN = 0, 1 or 2.
For Conjecture 3.2 we cannot so far suggest a simple closed-form formula for δN .
Its values do seem to be uniformly distributed modulo 3. We now return to the first
example with the following remark.
Remark 3.2. Define b′n to be the smallest element of Rn, i.e., b′n = min(Rn). Note that
the elements of Rn−1 and Rn are almost the same, except for the following: first, bn−1,
the largest element of Rn, is never an element of Rn−1, and second, b′n−1, the smallest
element of Rn−1 is the only element of Rn−1 that might not be in Rn. If b′n−1 ∈ Rn,
then rn − rn−1 = 1, otherwise, rn − rn−1 = 0. Thus rn − rn−1 ≤ 1 and (for the MES
example with which we started this section) cn− cn−1 ≤ 1. This last inequality follows
from the definition of the sequence C.
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Definition 3.1.1. A minimum excluded with skiping sequence (MESS) is a sequence,
like A or B, generated by the MES algorithm. In the above context, we call C the
skipping sequence of the MES algorithm, since cn counts the number of integers that
are skipped when going from an to bn. Also, we call R = {rn}∞n=1 the counting sequence
of the MES algorithm, since rn counts the number of elements of B that are between
an and bn.
3.2 A Particular Case
As mentioned before, a close look at the last table suggests that the sequences A
and B are the Beatty sequences with slopes φ and φ2, respectively, where φ is the
golden ratio.
Theorem 3.2.1. In Table 3.3, the sequences A and B are precisely the Beatty sequences
generated by φ and φ2.
In what follows we will prove this proposition directly. Later we will generalize the
algorithm and deduce this proposition as a particular case of Theorem 3.3.2.
We first need to build some machinery for the direct proof of Theorem 3.2.1. Let
A′ and B′ be the Beatty sequences generated by φ and φ2 respectively. Let A′n :=
{a1, ..., an}, let B′n := {b1, ..., bn}, and define R′n by
R′n = {b ∈ B′ : a′n < b ≤ b′n−1}, (3.2.1)
as in (3.1.1). Also, let r′n be the cardinality of R′n. As pointed out in the introduction,
A′ and B′ can be obtained by the MEX algorithm. With this idea in mind, we define
c′n to be the total number of integers not in the union of A′n and B′n. Because of the
minimality of a′n, we see that c′n is the number of integers between a′n and b′n that belong
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to A′. In other words we can interpret c′n as the total number of integers “skipped”
when going from a′n to b′n. With this framework, it it is easy to see that
b′n = a
′
n + c
′
n + r
′
n + 1. (3.2.2)
Also, since φ2 = φ+ 1 we see that
b′n = bφ2nc = b(φ+ 1)nc = bφnc+ n = a′n + n (3.2.3)
Definition 3.2.1. Define the Gold Table to be the table whose columns are given by
the sequences A′, B′, C ′ and R′.
Clearly the Gold Table would look like this:
nth A′ B′ C ′ R′
1) 1 2 0 0
2) 3 5 1 0
... ... ... ... ...
n) a′n b′n c′n r′n
n+ 1) ... ... ... ...
Table 3.5
Lemma 3.2.1. In the Gold Table, we have
c′n = bn/φc. (3.2.4)
Proof. If we look at the A′ and B′ column in the Gold Table we see that up to the nth
step there are a total of n+n = 2n numbers in these two columns, the largest of which
is b′n. But we know that a total of c′n numbers have been skipped, thus n+n+ c′n = b′n.
Equivalently, cn = b′n − 2n = a′n − n = bn(φ− 1)c = bn/φc.
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Remark 3.3. Note that for the MES algorithm, by looking at the A and B columns
up to the nth step, we see that also n+ n+ cn = bn.
Lemma 3.2.2. In the Gold Table we have
r′n = bn/φ2c. (3.2.5)
Proof. From (3.2.3) and (3.2.2) we see that
n = b′n − a′n = c′n + r′n + 1. (3.2.6)
Thus c′n + r′n = n− 1. From Proposition 3.1 bn/φc+ bn/φ2c = n− 1 and from Lemma
3.2.1 c′n = bn/φc, thus starting from (3.2.6) we have
c′n + r
′
n = n− 1 = bn/φc+ bn/φ2c = c′n + bn/φ2c.
Thus r′n = b nφ2 c.
Lemma 3.2.3. Assume that 0 ∈ B′. The sequence C ′ follows the rule: “Each non-
negative integer n repeats twice in C ′ if n ∈ A′; otherwise, n appears only once in
C ′”.
Remark 3.4. Note that 1/2 < 1/φ < 1 and thus every integer apears either twice
or once in C ′. Hence in order to prove Lemma 3.2.3 it is sufficient to prove that
if ct−1 = n − 1 and ct = n ∈ A′ then ct+1 = n, i.e., every element of A′ repeats
twice in C ′. Note that no two consecutive integers are in B′ because φ2 > 2. Now,
if an element of B′, say k, repeats twice in C, then since k − 1 and k + 1 must
both belong to A′ they also must repeat twice in C ′. Thus for some t we must have
ct = ct+1 = k − 1, also ct+2 = ct+3 = k and ct+4 = ct+5 = k + 1. However this implies
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2 = (k+1)−(k−1) = c′t+5−c′t = bφ−1(t+5)c−bφ−1tc ≥ bφ−1tc+bφ−15c−bφ−1tc ≥ 3.
Thus it is enough to proof that every element of A′ repeats twice in C ′.
Assuming this lemma, we can easily prove Theorem 3.2.1.
Proof of Theorem 3.2.1.
Proof. We will prove by induction that the nth row of Table 3.3 is equal term by term to
the nth row of the Gold Table. For this purpose, it is enough to prove that the sequences
A and A′ are exactly the same, for the following reasons. In the MES algorithm the
sequence C is determined by A following exactly the same rule given in Lemma 3.2.3,
but using A instead of A′. From this rule we clearly see that cn < an. Thus, if an = a′n
for all n ≤ k, then cn = c′n for all n ≤ t for some t > k, because of the rule defining
C. Also bn = b′n, since bn = n + n + cn by Remark 3.3, and rn = r′n by definition
(equation (3.1.1)). Thus an = a′n implies that Table 3.3 is exactly the Gold Table.
For the inductive proof the base case is clearly verified by comparing the two tables.
Assume that ak = a′k for k = 1, 2, ..., n− 1. As explained before, we must have bk = bk,
as well as ck = c′k and rk = r′k, for k = 1, 2, ...n− 1. The sequence C contains twice the
elements of A and all the elements of B that are less than cn, by the definition of C.
Also, C starts at zero, and thus it follows that cn < an−1 for n ≥ 3. This last inequality
together with ak = a′k, and bk = b′k for k = 1, 2, ..., n− 1 imply cn = c′n, because of the
way C is defined. Thus we must have bn = cn+n+n = c′n+n+n = b′n, i.e., the first n
elements of B and B′ are the same, which implies that the first n elements of A and A′
must also be the same, since A and B are complementary. Thus we have an = a′n
Proof of Lemma 3.2.3
For the rest of this section only, we introduce the following change in our notation.
For a a real number, and n a positive integer, write a(n) := banc.
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Let K,L,M be any integers, positve, negative or zero. Let a(n) = bnφc and
b(n) = bnφ2c, where φ2 = φ + 1 and φ is the golden ratio. The KLM formula is (see
[21])
a (Ka(n) + Ln+M) = Kb(n) +La(n) +a(M) + b{Mφ}+ (Lφ−K){nφ}/φc. (3.2.7)
From this one easily gets, e.g., a(b(n)) = a(a(n) + n) = a(n) + b(n) and a(a(n)) =
b(n)− 1.
Lemma 3.2.4. For φ the golden ratio we have
b(n)− a(n)φ = {nφ}
φ
, (3.2.8)
{b(n)φ} = {nφ}
φ2
, and (3.2.9)
{a(n)φ} = 1− {nφ}
φ
. (3.2.10)
Proof. Note that b(n) − a(n)φ = a(n)(1 − φ) + n = n − a(n)/φ = nφ−a(n)
φ
establishes
(3.2.8). Dividing by φ we obtain: {nφ}/φ2 = b(n)/φ − a(n) = b(n)(φ − 1) − a(n) =
b(n)φ− a(b(n)). This gives (3.2.9). Next, since a(n)φ = b(n)− {nφ}/φ with b(n) ≥ 1,
we have {a(n)φ} = 1− {nφ}/φ.
Corollary 3.2.1. Let A′ = (a(n))∞n=1 and B
′ = {b(n)}∞n=1. Then m ∈ A′ if and only
if {mφ} ∈ (1/φ2, 1), and m ∈ B′ if and only if {mφ} ∈ (0, 1/φ2).
Lemma 3.2.5.
{(b(n) + 1)φ} = φ+ {nφ}
φ2
∈
(
1
φ
, 1
)
Proof. Use the KLM formula.
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{(b(n) + 1)φ} = b(n)φ+ φ− a (a(n) + n+ 1)
= b(n)φ+ φ− (b(n) + a(n) + 1 + b1/φ+ {nφ}/φ2c)
= b(n)φ+ φ− b(n)− a(n)− 1
= b(n)φ+ 1/φ− a(b(n))
= {b(n)φ}+ 1/φ
= {nφ}/φ2 + 1/φ
Thus the lemma holds.
Lemma 3.2.6.
{a(b(n) + 1)φ} = φ+ (1− {nφ})
φ3
∈
(
1
φ2
,
1
φ
)
Proof. We use again the KLM formula.
{a(b(n) + 1)φ} = a(b(n))φ+ φ− a (a(b(n)) + n+ 1)
= a(n) + b(n)φ+ φ− a(2a(n) + n+ 1)
= a(n)φ+ b(n)φ+ φ− 2b(n)− a(n)− 1− b1/φ− (1/φ2)({nφ}/φ)c
= a(n)/φ+ b(n)(φ− 2) + 1/φ
= a(n)/φ− b(n)/φ2 + 1/φ
= 1/φ− b(n)− a(n)φ
φ2
= 1/φ− {nφ}
φ3
=
φ2 − {nφ}
φ3
And the result follows from φ2 = φ+ 1
Recall that m ∈ B′ implies {mφ} ∈
(
0, 1
φ2
)
.
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Lemma 3.2.7. Let B′ + 1 = (b(n) + 1)∞n=1 and A
′B′ + 1 = (a(b(n)) + 1)∞n=1. Then,
m ∈ B′ implies {mφ} ∈
(
0,
1
φ2
)
(3.2.11)
m ∈ A′B′ + 1 implies {mφ} ∈
(
1
φ2
,
1
φ
)
(3.2.12)
m ∈ B′ + 1 implies {mφ} ∈
(
1
φ
, 1
)
(3.2.13)
Proof. Inmediate from Lemmas 3.2.5 and 3.2.6.
The above suggests that Z+ is the disjoint union of B′, B′+1 and A′B′+1. Lemma
3.2.7 implies disjointness.
Definition 3.2.2. For a(n) given by the Beatty sequence with slope the golden ratio,
define c(n) by c(n) := a(n)− n.
Lemma 3.2.8. The funcion c(n) maps both B′ and B′ + 1 in a one-to-one manner
onto A′, and maps A′B′ + 1 in a one-to-one manner onto B′.
Proof. For B′, c(b(n)) = a(b(n)) − b(n) = a(n) + b(n) − b(n) = a(n). For B′ + 1 we
have c(b(n) + 1) = a(b(n) + 1)− b(n)− 1 = a(a(n) + n+ 1)− b(n)− 1 = b(n) + a(n) +
1 + bφ − 1 + (φ − 1){nφ}/φc − b(n) − 1 = a(n) + b1/φ + {nφ}/φ2c = a(n) by the
KLM formula. For A′B′ + 1 we have c(a(b(n)) + 1) = a(a(b(n)) + 1)− a(b(n))− 1 =
a(2a(n)+n+1)−a(b(n))−1 = 2b(n)+a(n)+1+bφ−1+(φ−2){nφ}/φc−a(n)−b(n)−1 =
b(n) + b1/φ− {nφ}/φ2c = b(n) and it all follows.
Before going any further, we provide another proof of the disjointness of A′, B′ + 1
and A′B′ + 1.
Lemma 3.2.9. The sets A′, B′ + 1 and A′B′ + 1 are disjoint.
Proof. By theKLM formula, b(n+1) = a(n)+n+1 = a(n)+1+b1/φ+{nφ}c+n+1 =
b(n) + 2 + b1/φ + {nφ}c. So we see that b(n + 1) − b(n) ∈ {2, 3}, and thus B′ + 1 is
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disjoint from B′. Now, the last part of Lemma 3.2.8 shows that A′B′ + 1 is disjoint
from both B′ and B′ + 1, to complete the proof.
We can now prove that the union of B′, B′ + 1 and A′B′ + 1 is Z+.
Theorem 3.2.1. If the sets B′, B′ + 1 and A′B′ + 1 are difined as above, then Z+ =
B′ ∪ (B′ + 1) ∪ (A′B′ + 1) and the union is disjoint.
Proof. Recall that b(n + 1) = b(n) + 2 + b1/φ + {nφ}c. Thus if b(n + 1) = b(n) + 3
then {nφ} ∈ (1/φ2, 1) so n ∈ A′ by Corollary 3.2.1. Now let t be any integer that is
not in B′. Then for some n we have
b(n) < t < b(n+ 1).
If b(n + 1) = b(n) + 2, then clearly t = b(n) + 1 ∈ B′ + 1. If b(n + 1) = b(n + 3)
and t /∈ B′ + 1, then t = b(n) + 2. But since n ∈ A′ we must have for some integer s
that t = b(a(s)) + 2 = a(a(s)) + a(s) + 2 = b(s) − 1 + a(s) + 2 = a(s) + b(s) + 1 =
a(b(s)) + 1 ∈ A′B′ + 1. The result then follows.
Corollary 3.2.2. The implications of Lemma 3.2.7 are in fact equivalences.
Lemma 3.2.10. For c(n) defined as above we have
c(t− 1) = c(t)− 1 + b1/φ2 + {tφ}c and
c(t+ 1) = c(t) + b1/φ+ {tφ}c.
Proof. By the definition of c(n) and by the KLM formula we have c(t − 1) = a(t −
1)− (t−1) = a(t) +a(−1) + b{−φ}+{tφ}c− t+ 1 = a(t)−2 + b2−φ+{tφ}c− t+ 1 =
a(t)−t−1+b1/φ2 +{tφ}c = c(t)−1+b1/φ2 +{tφ}c. And similarly c(t+1) = a(t+1)−
t−1 = a(t)+1+bφ−1+{tφ}c−t−1 = a(t)−t+b1/φ+{tφ}c = c(t)+b1/φ+{tφ}c
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Lemma 3.2.11. If a(t−1)−(t−1) = n−1 and a(t)−t = n ∈ A, then a(t+1)−(t+1) =
n.
Proof. We have c(t) = n ∈ A′ and c(t − 1) = n − 1. Thus, by Lemma 3.2.10 we have
(n − 1) = c(t − 1) = c(t) − 1 + b1/φ2 + {tφ}c = n − 1 + b1/φ2 + {tφ}c, and it then
follows that {tφ} < 1/φ. Thus t ∈ B′ or t ∈ A′B′ + 1. But if t ∈ A′B′ + 1, then by
Lemma 3.2.8 we have c(t) ∈ B′, i.e., a(t)− t ∈ B′, contradicting our hypothesis. Hence
t ∈ B′. Thus by Lemma 3.2.10 we see that c(t+ 1) = c(t) + b1/φ+ {tφ}c = c(t), since
{tφ} = {b(r)φ} = {rφ}/φ2 < 1/φ2. Thus n = a(t)−t = c(t) = c(t+1) = a(t+1)−(t+1),
and the result is proved.
Remark 3.5. If we define c(0) = 0, this last lemma completes the proof of Lemma
3.2.3, by the remark following that lemma.
3.3 Generalizations and Extensions
It is evident from its definition that the MES algorithm is completely determined
by the sequence C and the initial condition a1. Now, the sequence C is completely
determined by another sequence D, the initial condition c1, and the frequency l and
l − 1 (see definition below) with which each integer will appear in C. In the previous
section, this defining sequence was A and the frequency was given by 2 or 1 depending
on whether n ∈ A or n /∈ A, respectively. In general the defining sequence could be
any other sequence D, and the frequency could be given by D1(l) for n ∈ D and D2(l)
for n /∈ D, where Di(l) ≥ 0 is any integer, for i = 1, 2. We will use D(l) to refer to
both D1(l) and D2(l). When D1(l) = l and D2(l) = l− 1 we will refer to the frequency
as given by l. So in reality the MES algoritm is determined by the defining sequence
D, the frequency D(l) and the initial conditions a1 and c1. We now introduce the
following definition.
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Definition 3.3.1. In a MES algorithm, the sequence D that defines the skipping
sequence C will be called the defining sequence. We say that the MES algorithm has
frequency D(l), if the skipping sequence is given as follows: a number n will appear
D1(l) times in C if n ∈ D and D2(l) times otherwise, for two integer valued functions
D1(l) and D2(l).
In light of the previous comment and definition, we state the following lemma.
Lemma 3.3.1 (Uniqueness). The MES algorithm is completely determined by the
defining sequence D, the frequency D(l) and the initial conditions c1 and a1, i.e., given
these four elements the MES algorithm produces a unique pair of complementary se-
quences A and B as output.
Unless otherwise specified, we assume here that c1 = 0, a1 = 1, and the frequency
is given by l. In this case, MES is completely determined by D.
Next we prove some simple and useful details about homogeneous Sturmian se-
quences (from now on we will omit the word homogeneous). Given a Sturmian sequence
with slope 0 < α < 1, each positive integer will occur in the sequence l times or l + 1
times, for some number l ≥ 1. This is simply a consequence of the size of α. We have
the following:
Lemma 3.3.2. In the Sturmian sequence with irrational slope α such that 1
l+1
< α < 1
l
,
each nonnegative integer repeats l or l + 1 times. Both occur infinitely often.
Proof. The inequality 1
l+1
< α < 1
l
implies each integer repeats l or l + 1 times, since
lα < 1 implies each integer k occurs at least l times, and an integer can not occur l+ 2
times, for if bnαc = b(n+1)αc = ... = b(n+l+1)αc = k, then 0 = b(n+l+1)αc−bnαc ≥
bnαc+ b(l + 1)αc − bnαc = b(l + 1)αc > 1. Now some integers n, will indeed need to
repeat l + 1 times, for if all large integers repeat l times, then the subsequence of the
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form bnlαc would give:
α = lim
n→∞
bnlαc
nl
= lim
n→∞
n
nl
=
1
l
contradicting the irrationality of α. A similar argument shows that all large integers
cannot repeat l + 1 times. Hence l or l + 1, occur infinitely often.
Proposition 3.2. For each irrational number α such that 1
l+1
< α < 1
l
, there exists
a number β := 1
1−α − 1, such that bnαc = k for l + 1 different numbers n = m,m +
1, ...,m+ l, if and only if bnβc = k for l numbers n = m,m+ 1, ...,m+ l − 1.
Proof. Notice that 1
l+1
< α < 1
l
if and only if l < 1
α
< l+1, if and only if l−1 < 1
α
−1 < l
and 1
α
−1 = 1−α
α
= 1
β
. Thus we claim that it is enough to prove that the sequence bnαc
repeats l + 1 times, if and only if the difference b(k + 1) 1
α
c − bk 1
α
c = l + 1, for if so,
then b(k + 1) 1
β
c − bk 1
β
c = b(k + 1)( 1
α
− 1)c − bk( 1
α
− 1)c = b(k + 1) 1
α
c − bk 1
α
c − 1 = l,
and this, based in our claim, would be equivalent to bnβc repeating l times. So we just
need to prove the double implication in the claim. For that purpose, from (2.2.1), we
write f(n) := fα(n) = b(n + 1)αc − bnαc. And from (2.2.4), it follows that f(n) = 1
if and only if there exists a k such that n = bk 1
α
c. Thus, from this last sentence we
find that bα(n + m)c = r for exactly l + 1 consecutive values of m, if and only if the
following three things happen: First, f(n−1) = 0; second, f(n) = f(n+ l+1) = 1 and
third, f(n+m) = 0 for all numbers in between n and n+ l+ 1, i.e, for all m such that
1 ≤ m < l+1. For such an n, it follows from (2.2.4) that f(n+m) = 0 for 1 ≤ m < l+1
if and only if there is no j such that n + m = bj 1
α
c, for 1 ≤ m ≤ l. Thus we see that
b(k + 1) 1
α
c − bk 1
α
c > l. Since the difference between two consecutive numbers in the
Beatty sequence bk 1
α
c is either l or l+ 1, we see that b(k+ 1) 1
α
c−bk 1
α
c = l+ 1. So, we
have proved that each time the sequence bnαc repeats l + 1 times, then the difference
b(k + 1) 1
α
c − bk 1
α
c = l + 1, and thus, the proposition holds.
In the previous proposition, the Sturmian sequence of an irrational α producing
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repetition in the integers l and l + 1 times, implies that the Sturmian sequence of
−1 + 1
1−α produces l − 1 and l repetitions. If we iterate this process we have the
following proposition.
Proposition 3.3. For each number α with 1
l+1
< α < 1
l
for some integer l, there exists
a number β with 1 < β < 2 given by β := −1 +
1
2−
1
2−
1
2−
...
...−
1
2−
1
1− α
, and l− 2
two’s in this expansion, such that bnαc = k for l+ 1 different numbers if and only if k
is in the Beaty sequence given by bnβc.
Proof. In Proposition 3.2, an irrational α giving a maximum of l+1 repetitions, implies
that the number
α1 : −1 + 1
1− α (3.3.1)
produces a maximum of l repetitions. We iterate this process a second time and find
that
α2 := −1 + 1
1− α1 = −1 +
1
1−
−1 + 1
1− α1

= −1 +
1
2−
1
1− α
(3.3.2)
produces a maximum of l − 1 repetitions. If we iterate this process a total of l times,
we will get a sequence with no repetition, i.e., a Beatty sequence bnβc, for some β > 1.
Note that in each iteration after the second one, a new digit 2 will continue to appear as
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in the right hand side of (3.3.2). Thus the slope β of the Beatty sequence is necessarily
of the form
−1 +
1
2−
1
2−
1
2−
...
−
1
2−
1
1− α .
The number of times the digit 2 appears in this expression is l − 2, for the following
reasons. We start the process with the number α giving l and l + 1 repetition. Next
step gives α1 which does not have the digit 2 in it by (3.3.1). The third number in
this process, α2, is the first one having the digit 2, and thus this digit will appear l− 2
times in β.
Corollary 3.3.1. Given a Sturmian sequence with slope 1
l+1
< α < 1
l
the sequence of
numbers that repeats l and l + 1 times form a partition of the integers given by two
complemetary Beatty sequences.
Proof. Since 0 < α < 1, each integer n is in the Sturmian sequence with slope α, and
it is repeated l or l + 1 times. By Proposition 3.3 those numbers that repeat l + 1
times form a Beatty sequence with slope β, hence those that only repeat l times are
the complementary Beatty sequence with slope
1
1− 1
β
.
Given two complementary Beatty sequences A and B, the sequence of differences
B − A may or may not be Sturmian. Indeed, if A is the Beatty sequence with slope
√
13/3, then B − A = C, and it is not clear whether C is or is not Sturmian. On the
other hand, if A is the sequence generated by the golden ratio, the difference gives the
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positive integers. However, the difference sequence B − A can always be “separated”
into two Sturmian sequences R and Q. In fact, we have the following proposition.
Proposition 3.4. Given two complementary Beatty sequences A with slope α and B
with slope β, there are two Sturmian sequences F and R such that B = A + F + R.
Furthermore, R has slope 2−α and the inhomogeneous sequence F is given by the slope
2− α
α− 1 and inhomogeneous term equal to 1.
Proof. We would like to prove that bβnc =: k is equal to the sum of the integers
bαnc =: t, b2−α
α−1n + 1c =: r and b(2 − α)nc =: q. Note that the fact that A and B
are complementary Beatty sequences implies that
1
α
+
1
β
= 1, and this last identity
implies
2− α
α− 1 =
2− α
α(1− 1α)
=
(2− α)β
α
= (2−α)(β−1) = 2β−2−αβ+α = 2β−2−α−β+α = β−2.
(3.3.3)
Now we know that
bβnc = k, if and only if k < βn < k + 1, (3.3.4)⌊
2− α
α− 1n+ 1
⌋
= r if and only if r <
2− α
α− 1n+ 1 < r + 1, (3.3.5)
bαnc = t if and only if t < αn < t+ 1, and (3.3.6)
b(2− α)nc = q if and only if q < (2− α)n < q + 1. (3.3.7)
It follows from (3.3.7) that 2n− q− 1 < αn < 2n− q and thus, by (3.3.6), 2n− q− 1 = t,
or
2n− 1 = t+ q. (3.3.8)
From (3.3.3) and (3.3.5) we find that r+ 2n− 1 < βn < 2n+ r, hence from (3.3.4) we deduce
that 2n− 1 + r = k and this together with (3.3.8) gives k = t+ q + r.
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Example. For the purpose of illustrating this lemma, consider the following. We have
proved that in the MES algorithm for the golden ratio case bn = an + cn + rn + 1, thus
bn − an = cn + rn + 1 = c′n + rn (3.3.9)
where c′n is given as follows: If cn = bγnc then c′n = bγn+ 1c. Thus by (3.3.9) we see
that, in the golden ratio case,
B − A = bφ2nc − bφnc = bn/φ+ 1c+ bn/φ2c = C + F (3.3.10)
Proposition 3.5. Let A and B be the complementary Beatty sequences generated by
α and β respectively, with (1 < α < 2), and let an and bn be the nth elements of A and
B, respectively. Define rn as in (3.1.1). Then the difference, rn+1 − rn equals 0 or 1,
and rn+1 − rn = 1 if and only if an+1 − an = 1
Proof. By Definition 3.1.1, we are given that, for an integer n, Rn has rn elements, all
of which belong to B. Let us list all the elements of Rn, in descending order:
Rn = {bn−1, bn−2, ..., bn−rn}. (3.3.11)
Similarly,
Rn+1 = {bn, bn−1, ..., bn−rn+1}. (3.3.12)
We can see from these two sets that Rn+1 always contains an element that is not in
Rn, namely bn. Also note that the smaller elements of Rn and Rn+1, namely bn−rn and
bn−rn+1 respectively, could be the same element. Indeed, one can see that if an and an+1
are consecutive elements, then from Definition 3.1.1 we see that bn−rn = bn−rn+1 . On the
other hand, if an and an+1 are not consecutive, then since A and B are complementary
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Beatty sequences, there have to be some element of B between an and an+1. In fact
there can only be one element, since 1 < α < β implies β > 2 and thus bn+1 − bn ≥ 2.
Hence, we see that rn+1 − rn = 1 if and only if an+1 − an = 1, and if the difference
an+1 − an 6= 1, then rn+1 − rn = 0.
Corollary 3.3.2. If A and B are as in Proposition 3.5, then the sequence R = {rn}∞n=1
is Sturmian with slope r such that 0 < r < 1.
Proof. The difference between two elements of R is either 0 or 1 Thus if R is Sturmian,
the slope should be a number r with 0 < r < 1. Since A is a Sturmian sequence, the
second part of Proposition 3.5 together with the fact that rn can take only two possible
values implies that R is also Sturmian. Hence the corollary holds.
Proposition 3.6. If A and B are as in Proposition 3.5, then the sequence R = {rn}∞n=1
is given by the slope r := 2− α, where α is the slope of the sequence A.
Proof. Since 0 < 2 − α < 1, in light of Proposition 3.5 and its corollary, it is enough
to prove that b(2− α)(n+ 1)c − b(2− α)nc = 1 if and only if an−1 − an = 1. For this
purpose, note that b(2−α)(n+1)c−b(2−α)nc = 2(n+1)−2n+b−α(n+1)c−b−αnc =
2 + b−α(n+ 1)c − b−αnc. It is clear that, for x non integral, b−xc = −1− bxc, thus
we see that 2 + b−α(n+ 1)c − b−αnc = 2− (an+1− an). This is equal to 1 if and only
if an+1 − an = 1.
Corollary 3.3.3. Let α and β be two irrational numbers generating two complementary
Beatty sequences, A and B, respectively, and let 1 < α < 2. Set an = bαnc and
bn = bβnc. Then for any integer n we have
bβ−1(bn−1 + 1)c − bβ−1(an)c = b(2− α)nc. (3.3.13)
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Proof. In light of Proposition 3.6, we just need to prove that rn = b 1β (bn−1 + 1)c −
b 1
β
(an)c. For that purpose, recall that rn can be written as:
rn = #{b ∈ B : an < b ≤ bn−1} =
∑
b∈B
an<b≤bn−1
1. (3.3.14)
Now define f(k) := f 1
β
(k) as in (2.2.1). By (2.2.4), f(an) = 0, and thus by the same
equation we find that (3.3.14) becomes:
∑
an≤k≤bn−1
f(k) =
∑
1≤k≤bn−1
f(k)−
∑
1≤k<an
f(k) = bβ−1(bn−1 + 1)c − bβ−1(an)c. (3.3.15)
This last equality follows from (2.2.2).
Remark. Note that in Corollary 3.3.3 the Sturmian sequence with slope 1/β is the
indicator function of the Beatty sequence with slope β. Hence, in light of Lemmas 2.2.2
and 2.2.4, the right hand side of (3.3.13) can be interpreted as the number of integers
strictly between an and bn which are in B. In other words, this difference is the number
of integers “skipped“ when moving from an to bn. We clearly see the connection with
the MES algorithm.
Proposition 3.7. Any pair of complementary Beatty sequences can always be generated
by a MES algorithm.
Proof. Let α and β be the slopes of the sequences A and B, respectively. Since α−1 +
β−1 = 1, we suppose that α is the one of these two numbers satisfying 1 < α < 2, and
thus 2 < β. Consider the set S of all numbers k such that an < k < bn. This set S
is initially empty up to some n0, but it is nonempty for all n, such that n > n0. In
any case, we can divide S into the following two possibly empty subsets: S1 := {b ∈
B| an < b < bn} and S2 := S \ S1. As can be easily seen, S1 is exactly all the numbers
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between an and bn that are in B. If we let rn be the cardinality of S1, and cn be the
cardinality of S2, we see that for all n ≥ 1
bn = an + cn + rn + 1. (3.3.16)
Now, since α < β, and the increasing sequences A and B partition the integers, an has
to be the minimum number not already in the union of An−1 and Bn−1. We interpret
cn as the number of integers that are skipped to go from an to bn. This follows the
interpretation given in Remark 3.3. Thus, since (3.3.16) and (3.1.2) are the same, we
define a1 := 1 to conclude that (3.3.16), together with the interpretations that precedes
it, gives the MES algorithm that produces the sequences A and B .
Remark. In the above proposition, we see that C is the skipping sequence of the MES
algorithm and R = {rn}∞n=1 is the counting sequence of the MES algorithm
Proposition 3.8. Let α be an irrational number such that 1 < α < 2, and let l ≥ 1
be the unique positive integer for which
2l − 1
l
< α <
2l + 1
l + 1
. The skipping sequence
C that generates the MES algorithm with output the Beatty sequence given by α can be
generated by a Beatty sequence D with slope δ given as follows:
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1. if l > 1, (i.e if
3
2
< α < 2), then the slope δ is given by:
δ := −1 +
1
2−
1
2−
1
2−
...
...−
1
2−
1
α− 1
with l− 1 two’s in this expansion, and the frequency for the skipping sequence is
given as follows: Each number n will appear l times in C if n ∈ D, and l − 1
times otherwise.
2. If l = 1 (the 1 < α <
3
2
case), then δ = 2−α
α−1 , and the frequency is given as
follows: each number n will appear once in the skipping sequence if n ∈ D and
will not appear in the skipping sequence if n /∈ D.
3. Furthermore, C is a Sturmian sequence and is given by the slope c = 2−α
α−1 .
Remark. Note here that if α = φ, where φ is the golden ratio, then c = 2−φ
φ−1 =
(2 − φ)φ = 2φ − φ2 = φ − 1 = 1
φ
. This is the value that was asserted for c in the
introductory section. Also, observe here that the number δ can be written as
δ =
2− α
lα− 2l + 1 .
This reduces to
δ =
2− α
α− 1
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when l = 1.
Proof. By Proposition 3.6, the slope of the sequence R is r := 2−α. Thus by comparing
(3.3.16) and Proposition 3.4 it follows that C is generated by c := 2−α
α−1 , as was asserted.
Since 1 < α < 2, there exists a unique positive integer l such that
2l − 1
l
< α <
2l + 1
l + 1
. (3.3.17)
Case I: l > 1. We will apply Proposition 3.3 with the α of that proposition equal
to c = 2−α
α−1 = −1 + 1α−1 (i.e., the slope of the sequence C). We first notice that the last
term of the continued fraction of β in Proposition 3.3 is given by
2−
1
1− c = 2−
1
2−
1
α− 1
. (3.3.18)
Thus, we gain an extra 2 here, compared to Proposition 3.3, and hence, when applying
that proposition we will need to adjust for that extra 2. With that in mind, we see
that (3.3.17) implies that 1
l
< 2−α
α−1 <
1
l−1 . Since, there are l − 1 two’s in the expansion
of δ, it is equivalent to having l− 2 two’s in Proposition 3.3, because we need to adjust
for the extra 2, shown in (3.3.18). Thus each positive integer will appear in C l or l−1
times. Also, Proposition 3.3 tells us that those numbers that will appear l times are,
precisely, the integers belonging to the Sturmian sequence D with the slope that we
here called δ.
Case II: l = 0, i.e., 1 < α <
3
2
. We see that c = 2−α
α−1 > 1. In this case, each positive
integer either will appear once in C or will not appear at all. Thus D and C turn out
to be the same sequence, and thus C can be described as follows. Each integer n will
appear once in C if n ∈ D, and will not appear in C otherwise.
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Theorem 3.3.1. The MES algorithm generates a Beatty sequence if and only if the
defining sequence is also a Beatty sequence given by the slope δ from Proposition 3.8,
and the frequency is given by l as explained in that proposition.
Proof. Since the number δ given in Proposition 3.8 can be also written as
δ =
2− α
lα− 2l + 1 , (3.3.19)
or equivalently
α =
2− δ + 2lδ
1 + lδ
. (3.3.20)
Equation (3.3.19) tell us that to produce the Beatty sequence with slope α, we just
need to start with the skipping sequence generated by the number δ given in the right
hand side of the equality, with frequency l. We know that if A is a Beatty sequence, so
is B. So we may assume both A and B are Beatty sequences. In this case, Proposition
3.8 tells us that the defining sequence D is also a Beatty sequence given by (3.3.19).
For the converse, (3.3.20) tells us that given a skipping sequence with slope δ, we will
generate a different Beatty sequence with slope α for each positive integer l we take,
as given in (3.3.20).
Remark. As seen in (3.3.19) and (3.3.20), a given δ can generate infinitely many α’s.
However each given α is generated by a unique choice of δ and l.
Example. As an illustration of Proposition 3.3.1 consider the number α =
187 + 2
√
13
113
.
The Beatty sequence generated by α is 1, 3, 5, 6, 8, 10, 12, 13, 15, 17, 18, 20, 22, 24, 25, ....
If we run the MES algorithm with frequency D(l) = l = 3 and defining sequence given
by δ =
√
13/2, we obtain Table 3.6.
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nth A B C R D
1) 1 2 0 0 1
2) 3 4 0 0 3
3) 5 7 1 0 5
4) 6 9 1 1 7
5) 8 11 1 1 9
6) 10 14 2 1 10
7) 12 16 2 1 12
8) 13 19 3 2 14
9) 15 21 3 2 16
10) 17 23 3 2 18
11) 18 26 4 3 19
12) 20 28 4 3 21
Table 3.6
This Table shows the MES algorithm when the frequence
D(l) is given by D(l) = l = 3 and the defining sequence D is
given by δ =
√
13/2. Note that the output sequences A is
given by α =
2− δ + 2lδ
1 + lδ
=
2− δ + 6δ
1 + 6δ
=
187 + 2
√
13
113
Next we prove a generalization of Theorem 3.2.1. We first notice that this propo-
sition can be rephrased in the following way: The skipping sequence C of the MES
algorithm that generates the sequence A in Theorem 3.2.1 is given by the condition “if
n ∈ A, then it will repeat twice in C. Otherwise, n will appears only once in C”. The
following proposition is the more general version of this theorem. Note that for l = 2
it gives us Theorem 3.2.1.
Theorem 3.3.2. The MES algorithm produces a sequence A with slope α, and skiping
sequence C given by the condition: ‘n repeats l times if n ∈ A and l−1 times otherwise’,
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if and only if α is of the form
α =
−1 + l +√1 + l2
l
, (3.3.21)
for l ≥ 1.
Proof. The skipping sequence of the MES algorithm is given by δ in (3.3.19). Having
the skipping sequence given by the condition stated in Proposition 3.3.2 is equivalent
to the equation
2− α
lα− 2l + 1 = α. (3.3.22)
The solution to this equation is the α given by (3.3.21). Lemma 3.3.1 completes the
proof.
Proposition 3.9. In the MES algorithm, α is of the form
1 + l +
√
l2 − 1
l + 1
for l > 1,
if and only if the frequency for C is given by “n repeats l times if n ∈ B and l−1 times
otherwise”.
Proof. If A and B are complementary Beatty sequences, then β = 1/(1− 1/α). Thus
we can solve for α in terms of l in
2− α
lα− 2l + 1 = β (3.3.23)
to obtain the expression for α given in the proposition. Since A and B are complemen-
tary Beatty sequences, Lemma 3.3.1 tells us that this is the only case.
In light of Theorem 3.3.1, we see that the MES algorithm starts with a Beatty
sequence D whose slope is δ and produces a Beatty sequence, say A, with slope α. We
can represent this as δ → α and by iterating this process we get δ → α1 → α2 → ... So
we have a sequence of numbers δ, α1, α2, ... that seems to always converge to a number
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of the form given in Theorem 3.3.2. Indeed, we have the following conjecture, regarding
this MES iteration.
Conjecture 3.3. The numbers γ(l) :=
−1 + l +√1 + l2
l
form a set of accumulation
points for the MES iteration process defined above. Moreover, every accumulation point
arising from the process specifed above is a number of this form. Furthermore, these γ’s
are the y coordinate of the intersection of the two graphs shown below, i.e., the graph of
f(t, l) =
2− t
lt− 2l + 1 which is the discontinuous function whose branches have negative
slope, and δ(t) =
−1 + t+√1 + t2
t
which is the function that gives the impression of
being linear.
1.0 1.2 1.4 1.6 1.8 2.0
0.8
1.0
1.2
1.4
1.6
1.8
2.0
The function that gives the impression of being linear with positive slope here is δ(t) =
−1 + t +
√
1 + t2
t
. The discontinuous
function is f(t, l) =
2− t
lt− 2l + 1 with infinitely many discontinuities in the interval [1, 2] at the points t =
2l− 1
l
for l ∈ Z+.
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Chapter 4
Continuous distribution arising from
the Three Gaps Theorem
This chapter1 deals with some results related to a theorem that begun as a con-
jecture of Steinhaus. The proof of the theorems presented here use results related to
uniform distribution theory.
4.1 Introduction
Let α be an irrational number. Consider the fractional parts {nα}0≤n<Q arranged
in increasing order and placed on the interval [0, 1] with 0 and 1 identified so that
Q gaps appear. If we denote this sequence by SQ(α) and consider the gaps between
consecutive elements, then it is well known (see van Ravenstein [44], Sós [49] and Świer-
czkowski [51]) that there are at most three gap sizes in SQ(α). The sequence {ndα},
for d ≥ 1, has been extensively studied. If d > 1, the main reference is the classical
work by Rudnick and Sarnak [45], in which the authors proved that for almost all α
the pair correlation of members of the sequence is Poissonian (see also [13]). However,
the sequence {nα} does not give rise to a Poissonian distribution.
Prior to and after the work of Rudnick and Sarnak [45], various other work have
been done studying fractional parts of polynomials. A non-exhaustive list of references
includes Arhipov, Karacuba, and Čubarikov [7], Baker and Harman [8], de Velasco
1This chapter of this dissertation is joint work with D. P. Schultz and A. Zaharescu.
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[16], Karacuba [30], Kovalevskaja [33], Moshchevitin [39], Schmidt [48], and Wooley
[55]. The distribution of gaps and other aspects of fractional parts has been also inves-
tigated for specific types of numbers including real algebraic numbers (Misevičius and
Vakrinieně [36]), Salem numbers (Zaimi[56]), rational powers (Dubickas [17]), perfect
square multiples of α, i.e., αn2 (Heath-Brown [28] and Truelsen [53]), Pisot numbers
(Dubickas [18]) and others. The case d = 1, our sequence of interest ({nα}), has been
the subject of extensive studies both in the past and in recent years (see Pillishshammer
[42] and the references therein).
In this chapter we are interested in short averages of the nearest neighbor distribu-
tion of elements in SQ(α). We denote the nth element of SQ(α) by {σnα} and consider
the function
gγ,η1 (λ;Q) =
1
η
γ+η∫
γ
#{0 ≤ n < Q : {σn+1α} − {σnα} ≥ λQ}
Q
dα. (4.1.1)
Is it a continuous function of λ? Is it differentiable? When Q is taken to be 1000,
γ = 1/3, and η = 1/10, the resulting graph is shown in Figure 4.1. It appears that the
limit does exist and is a continuous function of λ. Moreover, the graphs for different
values of γ and η appear to be identical.
Heuristically speaking, it is reasonable to think that the subtleties of this prob-
lem lie in the nature of the sequence and how the gaps are related to its elements.
One would suspect that connecting the elements of the sequence to the three possi-
ble gaps would produce a succesful approach to solve this problem. Indeed, this is
what we do. We establish such a connection using the classical properties of Farey
Series that can be found in Hall [24], Hardy and Wright [27], and LeVeque [34]. We
also use other further-developed properties connecting Farey Series with Kloosterman
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Figure 4.1: figure
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sums which have been applied to asymptotic analysis in [6], Hall [25], and Hall and
Tenenbaum [26]. With these tools in hand, we find a striking formula for the g1 dis-
tribution function and show that this function is still approached as long as the size
of the interval goes to zero no faster than Q−1/2. More precisely we prove the following:
Theorem 4.1.1. Assume η > Q(t−1/2), where t > 0. As Q→∞, the nearest neighbor
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distribution in (4.1.1) is independent of α and η, and we have
g1(λ) := lim
Q→∞
gα,η1 (λ;Q)
=
6
pi2

pi2
6 − λ, 0 < λ < 1
log2(2)− 2pi23 − 1 +
(
λ
2 − 2λ
)
log
(
2−λ
λ−1
)
+ 3λ2 log
(
λ
λ−1
)
− log ( 4λ) log(λ) + 4 Li2 ( 1λ)+ 2 Li2 (λ2 ) , 1 < λ < 2
−1 + (λ2 − 2λ) log (λ−2λ−1)+ 3λ2 log ( λλ−1)+ 4 Li2 ( 1λ)− 2 Li2 ( 2λ) , 2 < λ
,
where the Dilogarithm is defined for |z| ≤ 1 by
Li2(z) =
∞∑
n=1
zn
n2
.
More precisely, we have the error estimate:
|gα,η1 (λ;Q)− g1(λ)|  (1 + λ)
Q−1/2
η
.
More generally, we consider the joint distribution gk(λ1, λ2, . . . , λk), which describes
the average distribution of k-tuples of consecutive gaps over the interval [a, b], defined
as
gk(λ1, λ2, . . . , λk) = lim
Q→∞
gα,ηk (λ1, . . . , λk;Q), (4.1.2)
where
gα,ηk (λ1, . . . , λk;Q) =
1
η
γ+η∫
γ
#{γ1 · · · γk ∈ GQ,k(α) : ∀i≤k γi ≥ λiQ }
Q
dα.
When Q is taken to be 1000 the resulting graph is shown in Figure 4.2.
It can be proved that the functions gk(λ1, . . . , λk) exist and are independent of the
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Figure 4.2: g2(λ1, λ2)
interval [α, α + η] on which the average is taken. Toward the end of this chapter we
concentrate on this multidimensional case and find an explicit formula for g2(λ1, λ2).
We will deduce that the joint distribution g2(λ1, λ2) is piecewise linear for λ1 +λ2 < 1,
that is,
g2(λ1, λ2) = 1− 6
pi2
Max(λ1, λ2)− 3
pi2
Min(λ1, λ2), for λ1 + λ2 < 1. (4.1.3)
From a probabilistic point of view our questions of interest can be seen as follows: For
a large Q, consider the set SQ(α) whose average gap size is 1Q . In the one dimensional
case this is our main question: For a given λ1, what is the probability that a randomly
selected gap will be greater than λ1 times the average gap? And for the the k dimen-
sional case (say k = 2) the question is the following: For given λ1 and λ2 what is the
probability that a gap and its neighbor to the right are both greater than the average
times λ1 and λ2 respectively? Several papers have pointed out this interpretation of our
problems of interest (see [46], [47] and the references therein). Others have also focused
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on the pair correlation of the sequence of fractional parts and similar aspects from a
random point of view (see [53], [57] and their references). We answer the two questions
posed above by giving the cumulative distribution function for the 1-dimensional and
2-dimensional cases. We would expect that in the k-dimensional case the events are
not independent. This is made evident by the fact that g(λ1, λ2) is not the product
of g(λ1) and g(λ2) (by Theorem 4.1.1 and (4.1.3)). The proofs of these theorems have
three key stages which will determine the structure of the present chapter. The next
three sections of this chapter are devoted to the one dimensional case g(λ1). We first
establish a key connection of the elements of the sequence of fractional parts with Farey
fractions in Section 4.2. The third section of the chapter is devoted to some lemmas
that allow us to write a sum over Farey fractions in a given region as an integral that is
easier to handle. The main ingredients of these lemmas are Kloosterman sums. In the
third section we write g(λ1) as a suitable sum to which we can apply the lemmas from
the third section. After some other miscellaneous work we complete the proof of The-
orem 4.1.1. The last two sections of this chapter are devoted to the joint distribution
of k-dimensional spacing between consecutive elements of the sequence of fractional
parts, leading towards the proof of Theorem 4.6.1.
4.2 Key Connections to Farey Fractions
In order to understand the limit given in 4.1.1 we must first understand the cardi-
nality of the set in the integrand. Specifically, given that we have three possible gaps
of sizes A, B and C, we need to have more information on the number of gaps of each
size for any given Q, as well as a way to handle the contribution of each gap. This is
accomplished in Lemma 4.2.1, where we identify the two smaller gaps A and B with
the closest Farey fractions on either side of α. This will allow us to rewrite the integral
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Figure 4.3: S10(
√
2)
from Theorem 4.1.1 in a form more useful for computations.
Let us illustrate the three gaps theorem in the case when α =
√
2 and Q = 10. The
points S10(
√
2) along with the three gaps labeled A, B, and C are shown in Figure
4.3. Let GQ,k(α) denote the list of k-sequences of consecutive gaps in SQ(α). When
k > 1 we allow the sequence to wrap around 0 so that exactly Q tuples of gaps are
considered. For example,
G10,1(
√
2) = {A,C,A,B,A,C,A,B,A,B},
G10,2(
√
2) = {AC,CA,AB,BA,AC,CA,AB,BA,AB,BA},
G10,3(
√
2) = {ACA,CAB,ABA,BAC,ACA,CAB,ABA,BAB,ABA,BAC}.
Also, in this case the permutation σ satisfies
{σn}9n=0 = {0, 5, 3, 8, 1, 6, 4, 9, 2, 7}.
Lemma 4.2.1. For an irrational α, the lengths of the three gaps (A,B, and C) gener-
ated by the sequence {nα}0≤n<Q may be computed as follows: Let us arrange the Farey
fractions {0 ≤ a
q
≤ 1|(a, q) = 1, q < Q} in order on the interval [0, 1] and choose
consecutive fractions a1
q1
and a2
q2
so that
a1
q1
< α <
a2
q2
.
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Then, the three gaps that can appear have lengths
A = q1α− a1 = {q1α},
B = a2 − q2α = 1− {q2α},
C = A+B,
and the function σ, which is a permutation of the set {0, 1, . . . , Q − 1} so that the
sequence
{σ0α}, {σ1α}, . . . , {σQ−1α}
is in increasing order, satisfies:
σ0 = 0,
σi+1 − σi =

q1, if σi ∈ [0, Q− q1) (A Gap)
q1 − q2, if σi ∈ [Q− q1, q2) (C Gap)
−q2, if σi ∈ [q2, Q) (B Gap.)
Remark 4.1. This lemma gives a simple formula for the number of gaps of each size.
The number of gaps of each size is the number of integers in the intervals on the right
hand side of the recurrence relation for σi. Thus, the numbers of A gaps, B gaps and
C gaps are, respectively,
Q− q1, Q− q2, q1 + q2 −Q.
This is in agreement with the fact that the total number of gaps is Q and the total
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length of these gaps is 1 since
(Q− q1) + (Q− q2) + (q1 + q2 −Q) = Q,
(Q− q1)A+ (Q− q2)B + (q1 + q2 −Q)C = 1.
This last equality is equivalent to the determinant property of Farey fractions:
a2q1 − a1q2 = 1.
Indeed, this property may be viewed as a corollary of Lemma 4.2.1.
Remark 4.2. In [41] O’Bryant developed a detailed account of permutations that order
fractional parts. Here we make use of an independent and simple idea to describe these
permutations σi.
Proof. Let us define a shifting operation that will associate each gap in the sequence
with the two gaps that have 0 (or 1) as an end point or with the sum of these two
gaps. Let the A gap be the first gap, that is, the one with 0 as a left end point, and
let the B gap be the last gap, that is, the gap with 1 as a right end point. Suppose
that when the points {nα} for 0 ≤ n < Q are arranged in order, {n1x} and {n2x}
appear consecutively so that the interval [{n1x}, {n2x}] is a gap. If either n1 or n2
are 0 then the gap is already the A gap or the B gap. If neither n1 nor n2 is 0, the
gap [{n1x}, {n2x}] has the same length as the interval [{(n1 − 1)α}, {(n2 − 1)α}] (if
{(n1 − 1)α} > {(n2 − 1)α}, we consider this interval as wrapping around through 0).
This interval is also a gap except in exactly one case: the case when the point {Qα}
lies in the gap [{n1x}, {n2x}]. In this case the gap [{n1x}, {n2x}] is associated with
the two smaller gaps [{(n1 − 1)α}, {(Q − 1)α}] and [{(Q − 1)α}, {(n2 − 1)α}]. This
proves that when an arbitrary starting gap is chosen, the shifting process will divide
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the starting gap into two smaller gaps at most once and that these smaller gaps will
have the same size as the A gap or the B gap since this is where the shifting process
terminates. We now know that the size of the A gap is
A = min
0<n<Q
{nα},
and the size of the B gap is
B = 1− max
0<n<Q
{nα}.
We need to show that the minimum and maximum are attained at n = q1 and n = q2
respectively, where q1 and q2 are as in the statement of the lemma. Suppose there is
another q < Q with {qα} < {q1α} and write {qα} = qα− a. Then
0 < qα− a < q1α− a1. (4.2.1)
Since a1
q1
is the largest Farey fraction less than α, we have
a
q
<
a1
q1
< α.
In the case q1 > q, we have the trivial inequality
a1
q1
<
a1 − a
q1 − q ,
from which deduce that, since a1
q1
is the greatest Farey fraction less than α,
α <
a1 − a
q1 − q ,
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which contradicts (4.2.1). In the case q1 < q, we have the similar inequality
a− a1
q − q1 <
a1
q1
,
from which we deduce that
a− a1
q − q1 < α,
which also contradicts (4.2.1). This proves that the minimum is attained when n = q1.
The fact that the maximum is attained at n = q2 follows by symmetry since
1− max
0<n<Q
{nα} = min
0<n<Q
{n(1− α)}.
Now suppose that {σiα} is a point of SQ(α). If σi ∈ [0, Q− q1), then the A gap, which
is the interval
[0, {q1α}],
can be shifted to the interval
[{σiα}, {(σi + q1)α}],
so that σi+1 = σi + q1 in this case. In the case σi ∈ [q2, Q), the gap between σi and
σi+1 is a B gap, so σi+1 = σi − q2 in this case. Finally, when σi ∈ [Q− q1, q2), the gap
is a C gap and so σi+1 = σi + q1 − q2.
4.3 A Lemma Via Kloosterman Sums
We will transform our integral into a sum of integrals over Farey arcs in a certain
region. The resulting sum depends only on the denominators of the Farey fractions.
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This fact is crucial and explains the heuristic reason why the limit approaches the
same distribution function in any interval. We present a general result for any short
interval by borrowing Lemma 8 from [12], in which the authors use Weil type bounds
for Kloosterman sums (see [19] and [54]). Here we have normalized the function and
region by a factor of Q.
Lemma 4.3.1. Let
∑
Ω
f(q1, q2) :=
∑
( q1
Q
, q2
Q
) ∈ Ω
α ≤ a1
q1
< a2
q2
≤ α + η
f(q1, q2).
Then if Ω is convex subregion of [0, 1]× [0, 1] with rectifiable boundary, and f is a C1
function on Ω, we have
∣∣∣∣∣1η∑
Ω
f
(
q1
Q
,
q2
Q
)
1
Q2
− 6
pi2
∫∫
Ω
f(x, y)dxdy
∣∣∣∣∣

(∥∥∥∥∂f∂x
∥∥∥∥
∞
+
∥∥∥∥∂f∂y
∥∥∥∥
∞
)
Area(Ω) logQ
ηQ
+ ‖f‖∞
(1 + Length(∂Ω)) logQ
ηQ
+
mf ‖f‖∞
ηQ1/2−
,
where mf is an upper bound for the number of intervals of monotonicity of each of the
maps y → f(x, y).
4.4 Proof of Theorem 4.1.1
We will handle the contribution of the three gaps of each type A, B, and C sepa-
rately by partitioning the interval [α, α+ η] into Farey arcs with denominators strictly
less than Q. Lemma 4.3.1 will then enable us to calculate the limit as Q → ∞. We
will deal with the error terms when we prove a general result for gk in the next section.
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In the interval [a1
q1
, a2
q2
], the A gaps contribute the amount
a2
q2∫
a1
q1
1
Q
 Q− q1, q1α− a1 ≥ λ/Q0, q1α− a1 < λ/Q dα,
since the A gaps are Q− q1 in number by Lemma 4.2.1. If a new integration variable
t defined by
α =
a1
q1
+
t
q1q2
(4.4.1)
is introduced, the integral becomes
1∫
0
dt
Qq1q2
 Q− q1, t ≥
λq2
Q
0, t < λq2
Q
=

Q−q1
Qq1q2
(
1− λq2
Q
)
, 0 ≤ λq2
Q
≤ 1
0, 1 < λq2
Q
.
To compute the total contribution of the A gaps to the function g1(λ), we need to sum
this expression over consecutive pairs of Farey fractions in the interval [α, α + η] as
1
η
∑
α≤a1
q1
<
a2
q2
≤α+η

Q−q1
Qq1q2
(
1− λq2
Q
)
, 0 ≤ q2
Q
≤ 1
λ
0, 1
λ
< q2
Q
.
By Lemma 4.3.1, this sum converges to the integrals
6
pi2

1∫
0
1∫
1−y
(1−x)(1−λy)
xy
dxdy, 0 ≤ λ ≤ 1
1
λ∫
0
1∫
1−y
(1−x)(1−λy)
xy
dxdy, 1 < λ
,
77
which are equal to
6
pi2
 −1−
λ
2
+ pi
2
6
, 0 ≤ λ ≤ 1
−1− 1
2λ
+ (1− λ) log (1− 1
λ
)
+ Li2
(
1
λ
)
, 1 < λ
, (4.4.2)
and this is the contribution of the A gaps to the function g1(λ). The B gaps contribute
the amount
a2
q2∫
a1
q1
1
Q
 Q− q2, a2 − q2α ≥ λ/Q0, a2 − q2α < λ/Q dα
in the interval [a1
q1
, a2
q2
] since they are Q − q2 in number. The calculations to complete
the total contribution of the B gaps are similar to those of the A gaps, and the total
contribution is found to be the same as (4.4.2). By Lemma 4.2.1, the C gaps are
q1 + q2 −Q in number, and thus contribute the amount
a2
q2∫
a1
q1
1
Q
 q1 + q2 −Q, (q1α− a1) + (a2 − q2α) ≥ λ/Q0, (q1α− a1) + (a2 − q2α) < λ/Q dα
in the interval [a1
q1
, a2
q2
]. With the substitution (4.4.1), this integral becomes
1∫
0
dt
Nq1q2
 q1 + q2 −N ,
1−t
q1
+ t
q2
≥ λ
N
0, 1−t
q1
+ t
q2
≥ λ
N
where the numerators a1 and a2 of the Farey fractions have conveniently canceled out.
If q2 < q1, this last integral has the evaluation
q1+q2−N
Nq1q2
, q1
N
< 1
λ
q1+q2−N
Nq1q2
q1(N−λq2)
N(q1−q2) ,
q2
N
< 1
λ
< q1
N
0, 1
λ
< q2
N
,
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while if q1 < q2, the substitution t → 1 − t shows that the integral has the same
evaluation with q1 and q2 switched:
q1+q2−N
Nq1q2
, q2
N
< 1
λ
q1+q2−N
Nq1q2
q2(N−λq1)
N(q2−q1) ,
q1
N
< 1
λ
< q2
N
0, 1
λ
< q1
N
.
Thus, the total contribution of the C gaps in the interval [a, b] is
1
η
∑
α≤a1
q1
<
a2
q2
≤α+η
q2<q1

q1+q2−N
Nq1q2
, q1
N
< 1
λ
q1+q2−N
Nq1q2
q1(N−λq2)
N(q1−q2) ,
q2
N
< 1
λ
< q1
N
0, 1
λ
< q2
N
+
1
η
∑
α≤a1
q1
<
a2
q2
≤α+η
q1<q2

q1+q2−N
Nq1q2
, q2
N
< 1
λ
q1+q2−N
Nq1q2
q2(N−λq1)
N(q2−q1) ,
q1
N
< 1
λ
< q2
N
0, 1
λ
< q1
N
.
By Lemma 4.3.1, the first of these sums approaches the integrals
6
pi2

1∫
1
2
x∫
1−x
x+y−1
xy
dydx, 0 ≤ λ ≤ 1
1
λ∫
1
2
x∫
1−x
x+y−1
xy
dydx+
1∫
1
λ
1
λ∫
1−x
x+y−1
y
1−λy
x−y dydx, 1 < λ < 2
1
λ∫
0
1∫
1−y
x+y−1
y
1−λy
x−y dxdy, 2 ≤ λ
,
and the second sum approaches the same set of integrals after the change of variable
x↔ y is made. Now, these integrals can also be evaluated in terms of the Dilogarithm,
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and the result is the expression
6
pi2

1− pi212 , 0 ≤ λ ≤ 1
1
2 − pi
2
3 +
log2(2)
2 +
1
2λ +
λ
4 log
(
2
λ − 1
)− 1λ log (2−λλ−1)− log (λ−1λ )
+12 log
(
λ
4
)
log(λ) + Li2
(
1
λ
)
+ Li2
(
λ
2
) , 1 < λ < 2
3
4 − pi
2
12 − log
2(2)
2 +
log(2)
2 , λ = 2
1
2 +
1
2λ +
λ
4 log
(
1− 2λ
)− log (1− 1λ)+ 1λ log (λ−1λ−2)+ Li2 ( 1λ)− Li2 ( 2λ) , 2 < λ
(4.4.3)
for the contribution of the first sum to the function g1(λ). Thus, g1(λ) is twice the sum of
(4.4.3) and (4.4.2). Since
Li′2(z) = −
log(1− z)
z
,
it it now straight forward to calculate g′1(λ) and verify that it is differentiable everywhere,
that is, that the following integral representation is valid:
g1(λ) =
1
λ∫
0
−g′1
(
1
x
)
dx
x2
,
where
−g′1
(
1
x
)
=
6
pi2

x+ log |1−x|
2(1−x)2
|1−2x| 12 (1−2x)2
, 0 < x < 1
1, 1 < x.
4.5 The Joint Distribution from k-Dimensional
Spacing
We now focus on generalizing Theorem 4.1.1, but not by introducing a k-tuple of α’s.
Instead by considering a k-tuple of λ’s as in Definition 4.1.2. In the previous theorem two key
properties were used: the fact that the number of gaps of each of the three sizes is a simple
function of q1 and q2, and the fact that all of the numerators of the Farey fraction canceled
out of the final calculations. The exact same phenomenon happens in the general case for the
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function gk. An exact statement about the number of times a given sequence of consecutive
gap sizes appears is given in the following lemma. Set
||I|| = Length(I ∩ [0, 1]),
and let T be the triangle
{(x, y) : x ≤ 1, y ≤ 1, x+ y ≥ 1}.
Lemma 4.5.1. For any sequence γ1γ2 · · · γk of the gap sizes A, B, and C, there is a contin-
uous function
fγ1γ2···γk(x, y) : T → [0, 1]
such that for q1 and q2 as in Lemma 4.2.1,
#{Γ ∈ GQ,k(α) : Γ = γ1γ2 · · · γk}
Q
= fγ1γ2···γk
(
q1
Q
,
q2
Q
)
.
That is, the average number of times the sequence γ1γ2 · · · γk appears as a sequence of consec-
utive gap sizes in SQ(α) may be interpolated by a continuous function uniformly in Q.
Remark 4.3. By Remark 4.1, we have
fA(x, y) = 1− x,
fB(x, y) = 1− y,
fC(x, y) = x+ y − 1.
Proof. By Lemma 4.2.1, we may write fγ1γ2···γk
(
q1
Q ,
q2
Q
)
as the length of the intersection of
k intervals whose endpoints are continuous functions of q1 and q2. The general truth of this
fact will be evident from the proof of the particular case γ1γ2 · · · γk = ABC, for example. By
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Lemma 4.2.1 we have
#{Γ ∈ GQ,3(α) : Γ = ABC}
Q
=
1
Q
#
0 ≤ i < Q :
{σi+1α} − {σi+0α} = A,
{σi+2α} − {σi+1α} = B,
{σi+3α} − {σi+2α} = C

=
1
Q
#
0 ≤ σ < Q :
σ ∈ [0, Q− q1),
σ + q1 ∈ [q2, Q),
σ + q1 − q2 ∈ [Q− q1, q2)

=
1
Q
||[0, Q− q1) ∩ [q2 − q1, Q− q1) ∩ [Q+ q2 − 2q1, 2q1 − q1)||.
In this case, we then have
fABC(x, y) = ||[0, 1− x) ∩ [y − x, 1− x) ∩ [1 + y − 2x, 2x− y)||,
which is clearly a continuous function.
Theorem 4.5.1. For any integer k, the limit
gk(λ1, . . . , λk) = lim
Q→∞
gα,ηk (λ1, . . . , λk;Q)
= lim
Q→∞
1
η
α+η∫
α
#{γ1 · · · γk ∈ GQ,k(α) : ∀i≤kγi ≥ λiQ }
Q
dα
exists and is independent of the interval [α, α + η] on which the average is taken. A formula
for gk and an error estimate is given by∣∣∣∣∣∣gα,ηk (λ1, . . . , λk;Q)− 1ζ(2)
∑
γ1···γk∈{A,B,C}k
∫∫
T
fg1···gk(x, y)||χg1(λ1) ∩ · · · ∩ χgk(λk)||
dxdy
xy
∣∣∣∣∣∣
k, (1 + λ1) · · · (1 + λk)Q
−1/2
η
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where
χA(λ) = χA(x, y, λ) = [λy,∞)
χB(λ) = χB(x, y, λ) = (−∞, 1− λx]
χC(λ) = χC(x, y, λ) =
 [
y(λx−1)
x−y ,∞) y < x
(−∞, 1− x(λy−1)y−x ] x < y
,
and fγ1,...,γk(x, y) is defined in Lemma 4.5.1. The function gk(λ1, . . . , λk) also satisfies
gk(λ1, λ2, . . . , λk−1, λk) = gk(λk, λk−1, . . . , λ2, λ1).
Proof. We first divide the integral defining gk along the Farey fractions in [α, α + η] with
denominator strictly less than Q:
gα,ηk (λ1, . . . , λk; q) =
1
η
∑
α≤a1
q1
<
a2
q2
≤α+η
1
Q
a2
q2∫
a1
q1
#{γ1 · · · γk ∈ GQ,k(α) : ∀i≤kγi ≥ λi
Q
}dα.
We next divide up the gap sequences among all of the 3k possibilities:
gα,ηk (λ1, . . . , λk; q) =
∑
γ1···γk∈{A,B,C}k
1
η
∑
α≤a1
q1
<
a2
q2
≤α+η
a2
q2∫
a1
q1
#{Γ ∈ GQ,k(α) : Γ = γ1 · · · γk}
Q
×
 1, ∀i≤k γi ≥
λi
Q
0, ∃i≤k γi < λiQ
dα
83
The conditions that an A, B, or C gap is bigger than λQ are by Lemma 4.2.1:
q1α− a1 ≥ λ
Q
, (for an A gap),
a2 − q2α ≥ λ
Q
, (for a B gap),
q1α− a1 + a2 − q2α ≥ λ
Q
, (for a C gap).
Under the change of variable
α =
a1
q1
+
t
q1q2
these conditions become
t ≥ λq2
Q
, (for an A gap)
t ≤ 1− λq1
Q
, (for a B gap)
(q1 − q2) t ≥ λq1q2
Q
− q2, (for a C gap)
respectively. Thus, we have
a2
q2∫
a1
q1
#{Γ ∈ GQ,k(α) : Γ = γ1 · · · γk}
Q
 1, ∀i≤k γi ≥
λi
Q
0, ∃i≤k γi < λiQ
dα
= fγ1···γk
(
q1
Q
,
q2
Q
)
||χγ1
(
q1
Q
,
q2
Q
,λ1
)
∩ · · · ∩ χγk
(
q1
Q
,
q2
Q
,λk
)
|| 1
q1q2
So, finally,
gα,ηk (λ1, . . . , λk;Q) =
1
η
∑
T
f
(
q1
Q
,
q2
Q
)
1
Q2
,
where
f(x, y) = fγ1···γk(x, y)
||χγ1(x, y, λ1) ∩ · · · ∩ χγk(x, y, λk)||
xy
.
In order to apply Lemma 4.3.1, we need bounds for f and its partial derivaties. Since f is
unbounded and its partials are unbounded on T , the domain must be shrunk to one of the
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form
Tδ = {(x, y) : x ≤ 1, y ≤ 1, x+ y ≥ 1 + δ, |x− y| > δ}.
Set ‖·‖∞ to be the supremum norm on Tδ. Now, the functions fγ1···γk are relatively tame;
they satisfy
‖fγ1···γk‖∞ ≤ 1,∥∥∥∥∂fγ1···γk∂x
∥∥∥∥
∞
+
∥∥∥∥∂fγ1···γk∂y
∥∥∥∥
∞
≤ 2k.
Hence we focus on the functions
Fγ1···γk(x, y) =
||χγ1(x, y, λ1) ∩ · · · ∩ χγk(x, y, λk)||
xy
.
Since 0 ≤ Fγ1···γk(x, y) ≤ 1xy ,
‖Fγ1···γk‖∞ ≤
1
δ
.
Next, the fact that ∥∥∥∥∂Fγ1···γk∂x
∥∥∥∥
∞
+
∥∥∥∥∂Fγ1···γk∂y
∥∥∥∥
∞
k Λ
δ2
,
where Λ = (1 + λ1) · · · (1 + λk), follows from the following table:
h(x, y) bound for ‖h‖∞ bound for
∥∥∂h
∂x
∥∥
∞ +
∥∥∥∂h∂y∥∥∥∞
||χA(x, y, λ)|| 1 λ
||χB(x, y, λ)|| 1 λ
||χC(x, y, λ)|| 1

0, λ < 1
2λ
(
1 + 1λδ
)
, 1 < λ < 2
2λ
(
1 + 1λ+λδ−2
)
, 2 < λ
1
xy
1
δ
2
δ2
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In summary, we have
‖f‖∞ k
1
δ
,∥∥∥∥∂f∂x
∥∥∥∥
∞
+
∥∥∥∥∂f∂y
∥∥∥∥
∞
k Λ
δ2
.
Therefore, by Lemma 4.3.1 with mf = Ok(1),
∣∣∣∣∣∣∣
1
η
∑
Tδ
f
(
q1
Q
,
q2
Q
)
1
Q2
− 1
ζ(2)
∫∫
Tδ
f(x, y)dxdy
∣∣∣∣∣∣∣
k, Λ logQ
ηδ2Q
+
logQ
ηδQ
+
Q
ηδQ1/2
k, Q
−1
η
(
Λ
δ2
+Q1/2
)
.
Finally,
∣∣∣∣∣∣1η
∑
T
f
(
q1
Q
,
q2
Q
)
1
Q2
− 1
ζ(2)
∫∫
T
f(x, y)dxdy
∣∣∣∣∣∣ ≤
∣∣∣∣∣∣1η
∑
Tδ
f
(
q1
Q
,
q2
Q
)
1
Q2
− 1
ζ(2)
∫∫
Tδ
f(x, y)dxdy
∣∣∣∣∣∣
+
1
η
∣∣∣∣∣∣
∑
T\Tδ
f
(
q1
Q
,
q2
Q
)
1
Q2
∣∣∣∣∣∣+
∣∣∣∣∣∣∣
1
ζ(2)
∫∫
T\Tδ
f(x, y)dxdy
∣∣∣∣∣∣∣
k, Q
−1
η
(
Λ
δ2
+Q1/2
)
+
δ
η
.
This error term is optimized with the choice δ = Q−, leading to
∣∣∣∣∣∣1η
∑
T
f
(
q1
Q
,
q2
Q
)
1
Q2
− 1
ζ(2)
∫∫
T
f(x, y)dxdy
∣∣∣∣∣∣k, ΛQ
−1/2
η
.
The symmetry of the function gk can be obatined from the symmetry of g
0,1
k (λ1, . . . , λk;Q) since
gk(λ1, . . . , λk;Q) = lim
Q→∞
g0,1k (λ1, . . . , λk;Q)
= lim
Q→∞
g0,1k (λk, . . . , λ1;Q)
= gk(λk, . . . , λ1;Q).
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C
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D'
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F
F'
G
G'
Figure 4.4: regions on which g2(λ1, λ2) is C∞ smooth
The function g0,1k (λ1, . . . , λk;Q) has this symmetry property because the sequence of gaps in SQ(1−α)
is the reverse of the sequence of gaps in SQ(α) with the A and B gaps switched.
4.6 Explicit Formula for g2(λ1, λ2)
Theorem 4.5.1 gives a formula for g2(λ1, λ2) as an integral over the region T . By dividing
[0,∞) × [0,∞) into the 14 regions shown in Figure 4.4, we calculate g2(λ1, λ2) on each of
the regions A, B, C, D, E, F , and G. The resulting expressions are given in the following
theorem.
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Theorem 4.6.1. The explicit formula for g2(λ1, λ2) on each of the regions A, B, C, D, E,
F , and G in Figure 4 are given below. The value of g2(λ1, λ2) on A′, B′, C ′, D′, E′, F ′, and
G′ may be found using the symmetry property
g2(λ1, λ2) = g2(λ2, λ1)
given in Theorem 4.5.1.
pi2
6
g2(λ1, λ2)|A = pi
2
6
− λ1 − λ2
2
,
pi2
6
g2(λ1, λ2)|B = pi
2
6
− 2 + λ1 + 3λ2
2
− 2 Li2 (λ1) + 2 Li2 (1− λ2) +
(
1
λ2
+
1
λ1
)
log (λ1 + λ2)
+
(
1
λ1
− λ1
)
log
(
1− λ1
λ2
)
+ log
(
1− λ2
λ1
)(
−λ2 + 1
λ2
+ 2 log (λ2)
)
pi2
6
g2(λ1, λ2)|C = 3λ2
2
− pi
2
3
− 1 + log2(2)
+
(
2
λ1
− 2λ1
)
log (λ1 − 1) +
(
λ1
2
− 2
λ1
)
log (2− λ1) +
(
λ1
2
− 2
λ2
)
log (λ1)
+
(
1
λ2
+
1
λ1
)
log (λ1 + λ2) +
(
λ1 − λ2 + 1
λ2
− 1
λ1
)
log (λ1 − λ2)
+ log2 (λ1) + (λ2 − 2 log (2λ2)) log (λ1) + (2 log (λ1 − λ2)− 2 log (1− λ2)) log (λ2)
+ 2 Li2
(
1
λ1
)
+ 2 Li2
(
λ1
2
)
− 2 Li2 (λ2) + 2 Li2
(
λ2 − 1
λ2 − λ1
)
− 2 Li2
(
λ1 (λ2 − 1)
λ2 − λ1
)
,
pi2
6
g2(λ1, λ2)|D = −5pi
2
6
− λ1
2
+ λ2 +
(
−λ1 + λ2 + 2
λ1
)
log(2)
+
(
3
λ1
− 3λ1
)
log (λ1 − 1) +
(
2
λ1
− λ1
2
− 2 log(2)
)
log (λ2) +
(
λ1 − 4
λ1
)
log (2− λ1)
+ 2
(
λ1 − λ2 + 1
λ2
− 1
λ1
)
log (λ1 − λ2) +
(
λ1
2
+ λ2 − 2
λ2
)
log (λ1) +
(
λ2 − 1
λ2
)
log (1− λ2)
+ log2 (λ1)− 2 log (−λ1 + λ2 + 2) log (λ1) + 2 log (λ1 − λ2) log (λ2) + 2 log(2) log (2− λ1 + λ2)
+ 4 Li2
(
1
λ1
)
+ 2 Li2
(
λ1
2
)
+ 2 Li2 (1− λ2) + 2 Li2 (λ2)− 2 Li2
(
2λ2
λ1 (2− λ1 + λ2)
)
+ 2 Li2
(
λ2 − 1
λ2 − λ1
)
+ 2 Li2
(
λ2
2− λ1 + λ2
)
− 2 Li2
(
2− λ1 + λ2
2
)
− 2 Li2
(
λ1 − λ1λ2
λ1 − λ2
)
,
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pi2
6
g2(λ1, λ2)|E = 1
6
(−3λ1 − 2pi2 + 6) + (−λ1 + λ2 + 2
λ1
)
log(2)− log2(2) + log2 (λ1)
+
(
λ1
2
− λ2 + 1
λ2
− 2
λ1
+ 2 log(2)
)
log (2λ2 − λ1) +
(
1
λ1
− λ1
)
log (λ1 − 1)
+
(
λ1
2
− 2
λ1
)
log (2− λ1) +
(
λ1
2
− 1
λ2
)
log (λ1) +
(
λ2 − 1
λ2
)
log (λ2 − 1)
+ 2 log(2) (log (2− λ1 + λ2)− log (−λ1 + λ2 + 1)) + log (λ2)
(
−λ1
2
+
2
λ1
− 2 log(2)
)
+ (2 log (λ2) + 2 log (−λ1 + λ2 + 1)− 2 log (−λ1 + λ2 + 2)− 2 log (2λ2 − λ1)) log (λ1)
+ 2 Li2
(
1
λ1
)
+ 2 Li2
(
λ1
2
)
− 2 Li2
(
λ1 − 2λ2
2 (λ1 − λ2 − 1)
)
+ 2 Li2
(
λ1 − 2λ2
λ1 (λ1 − λ2 − 1)
)
− 2 Li2
(
λ1 − λ2 − 1
λ1 − 2λ2
)
− 2 Li2
(
− 2λ2
λ1 (λ1 − λ2 − 2)
)
+ 2 Li2
(
(λ1 − λ2 − 1)λ2
λ1 − 2λ2
)
+ 2 Li2
(
λ2
−λ1 + λ2 + 2
)
− 2 Li2
(
1
2
(−λ1 + λ2 + 2)
)
,
pi2
6
g2(λ1, λ2)|F = λ2 − pi
2
2
− 1 + log2(2)
+ 2 log(2) log (λ1 − λ2 − 1) +
(
2
λ1
− 2λ1
)
log (λ1 − 1) +
(
λ1
2
− 2
λ1
)
log (λ1 − 2)
+ 2
(
λ1 − λ2 + 1
λ2
− 1
λ1
)
log (λ1 − λ2) +
(
λ2 − 1
λ2
)
log (λ1)
+ log (λ1 − 2λ2)
(
−λ1
2
+ λ2 − 1
λ2
+
2
λ1
− 2 log(2)
)
+ 2 log (λ1) (log (λ1 − λ2)− log (λ1 − λ2 − 1)− log (λ2)) + log (λ1 − λ2) log (λ2)
+ 2 Li2
(
1
λ1
)
+ 2 Li2 (1− λ2) + 2 Li2
(
λ1 − 2λ2
2 (λ1 − λ2 − 1)
)
− 2 Li2
(
λ1 − 2λ2
λ1 (λ1 − λ2 − 1)
)
+ 2 Li2
(
λ1 − λ2 − 1
λ1 − 2λ2
)
+ 2 Li2 (λ2)− 2 Li2
(
(λ1 − λ2 − 1)λ2
λ1 − 2λ2
)
+ 2 Li2
(
λ2 − 1
λ2 − λ1
)
− 2 Li2
(
λ1 − λ1λ2
λ1 − λ2
)
,
pi2
6
g2(λ1, λ2)|G = 0.
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