Symmetry for the duration of entropy-consuming intervals by García-García, Reinaldo & Domínguez, Daniel
Symmetry for the duration of entropy-consuming intervals
Reinaldo Garc´ıa-Garc´ıa∗ and Daniel Domı´nguez
Centro Ato´mico Bariloche and Instituto Balseiro, 8400 S. C. de Bariloche, Argentina
We introduce the violation fraction υ as the cumulative fraction of time that a mesoscopic system
spends consuming entropy at a single trajectory in phase space. We show that the fluctuations of
this quantity are described in terms of a symmetry relation reminiscent of fluctuation theorems,
which involve a function, Φ, which can be interpreted as an entropy associated to the fluctuations
of the violation fraction. The function Φ, when evaluated for arbitrary stochastic realizations of the
violation fraction, is odd upon the symmetry transformations which are relevant for the associated
stochastic entropy production. This fact leads to a detailed fluctuation theorem for the probability
density function of Φ. We study the steady-state limit of this symmetry in the paradigmatic case
of a colloidal particle dragged by optical tweezers through an aqueous solution. Finally, we briefly
discuss on possible applications of our results for the estimation of free-energy differences from single
molecule experiments.
PACS numbers: 05.40.-a,05.70.Ln
I. INTRODUCTION
Stochastic thermodynamics is, at these days, a very ac-
tive field given its great relevance for physics, chemistry,
and biology [1]. As a consequence of fluctuations, which
are extremely important in mesoscopic systems, the en-
ergy change, work, heat, and entropy production associ-
ated to any process exhibit a stochastic nature, i.e., their
values are random quantities which depend on the par-
ticular trajectory the system follows in phase space. The
fluctuations of some thermodynamic observables are con-
strained to satisfy general relations which are known as
fluctuation theorems [2–8], which arise as a consequence
of two main properties: ergodicity and microreversibility.
These relations can be generally written as follows
ln
P (S)
P T (−S) = S, (1)
where P (S) is the probability density function of the
stochastic observable S representing a given form of
trajectory-dependent entropy production, while T repre-
sents a transformation, usually time-reversal, the trans-
formation to a dual dynamics, or the composition of these
two operations (see [9–11] for a simple definition of the
dual dynamics). The quantity S exhibits the symmetry
ST = −S.
In the last few years, the applicability of these relations
have also been extended to systems exhibiting stochastic
non-Markovian dynamics [12–18]. On the other hand,
they have been widely tested in experiments [19–24].
Fluctuation theorems are also consistent: the second law
of thermodynamics, the Green-Kubo formula, and the
Onsager reciprocity relations, for example, can be de-
duced from them.
The stochastic nature of thermodynamic observables
may lead to a negative value of the entropy production
for particular realizations of a given process. In fact,
the occurrence of such rare realizations is exponentially
less probable than the occurrence of trajectories compat-
ible to the second law of thermodynamics (i.e. realiza-
tions where the entropy production is positive), as can
be immediately interpreted from Eq. (1). It is, however,
important to remark that the stochastic entropy produc-
tion is not restricted to be positive, i.e. the occurrence
of negative values of S at a single trajectory in phase
space does not represent a violation of the second law
of thermodynamics, which states that the average 〈S〉 is
non-negative.
In other matters, if we focus on a single trajectory of
the system in phase space, one finds that for certain time
intervals the entropy production is negative. The statis-
tics of the cumulative duration of these time intervals has
been recently studied [25]. There, this duration (relative
to the total duration of the process) was denominated as
violation fraction, and the occurrence of negative values
of the entropy production as local violations of the sec-
ond law of thermodynamics, following the terminology
of Ref. [19] (the term ’local’ meaning at a single trajec-
tory and stating that not true violations of the second
law occur). The study made in Ref. [25] is, however, in-
complete. First, instead of the full probability density
function of the violation fraction, only its first moment
was studied. Second, some particular conditions were as-
sumed, say, the system was assumed to be prepared in a
steady state and to be connected to a single reservoir.
The aim of the present paper is to fill these gaps. On
these lines, we derive in this work a general symmetry re-
lation for the probability density function of the violation
fraction. This relation is valid under very general condi-
tions: the system may be prepared in an arbitrary initial
state and connected to one or several thermal baths. No
special assumptions are needed for the results derived
in this paper to hold, but only ergodicity and microre-
versibility [26]. Our results are rather general and also
hold for arbitrary external protocols.
This symmetry relation is reminiscent of fluctuation
theorems, and it involves a function Φ which reflects the
asymmetry between forward and transformed processes
in phase space as regards the violation fraction. This
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2function satisfies, by construction, respective integral and
detailed fluctuation theorems, and it is also odd upon
some relevant transformations, as the entropy produc-
tion does. Thus, it may be in principle interpreted as an
entropy. On the other hand, the average of Φ represents
a lower bound for the average of the entropy production,
i.e., the inequality, 〈S〉 ≥ 〈Φ〉 ≥ 0, holds quite generally.
At this point we would like to clarify a subtle but im-
portant issue. In Ref. [25] the violation fraction (denoted
by ν there) was defined in terms of the entropy produced
from the beginning of the process, S, i.e. the cumulative
fraction of time the entropy production from the begin-
ning of the process was negative. This definition is not
invariant upon time translations, i.e., measuring the en-
tropy production w.r.t. different time instants leads to
different sets of violation intervals. Here, we consider the
stochastic entropy production rate, σ = dS/dt, instead
of the stochastic entropy production in order to define
the local violations of the second law. Then, within the
present framework, a violation sector is defined as a time
interval where σ < 0.
The rest of the paper is organized as follows. In the
next section we derive a symmetry relation for the prob-
ability density function of the violation fraction, both,
in the transient, and in the stationary regimes. We also
discuss the main properties and deepen on the physical
interpretation of the function Φ involved in the referred
symmetry. In section III we study the steady-state limit
of the referred symmetry for a paradigmatic model sys-
tem. We determine the large-deviation function asso-
ciated to the violation fraction in that limit, providing
both, particular analytical, and general numerical results.
We finally discuss about the relevance of our study and
about possible applications in the estimation of free en-
ergies from single molecule experiments We also provide
some concluding remarks and perspectives of our results,
all this in section IV.
II. SYMMETRY FOR THE PROBABILITY
DENSITY FUNCTION OF THE VIOLATION
FRACTION
A. Transient symmetry
We start by anticipating the main result of the present
section. If we introduce the probability density function
for the violation fraction υ(τ) (see Eq. (9)) to be in the
vicinity of the value υ at time τ for the forward (ρ(υ, τ))
and transformed (ρT (υ, τ)) processes (see details below),
we obtain the symmetry relation
ln
ρ(υ, τ)
ρT (1− υ, τ) = Φ(υ, τ). (2)
The function Φ is odd upon the corresponding transfor-
mation T . Moreover, making a parallel with classical
thermodynamics, Φ can be seen as an entropy associated
to the local violations of the second law, a sort of “super-
entropy”, as we discuss below. Already at this point we
note from Eq. (2) that the integral fluctuation theorem,
〈e−Φ(υ,τ)〉 =
∫ 1
0
dυρ(υ, τ)e−Φ(υ,τ) = 1, (3)
holds at all times τ . From this, and Jensen’s inequality,
− lnx ≥ 1−x for x > 0, we see that a “second-like” law of
thermodynamics holds for Φ, 〈Φ(υ, τ)〉 ≥ 0, a result that
can also be seen by identifying the average of Φ with the
positively defined Kullback-Leibler distance between the
distributions ρ and ρT , 〈Φ(υ, τ)〉 = DKL(ρ||ρT ), where
DKL(ρ||ρT ) =
∫ 1
0
dυρ(υ, τ) ln
ρ(υ, τ)
ρT (1− υ, τ) . (4)
This second law of thermodynamics for Φ imposes
strong restrictions to the stochastic process υ(τ). We
remark that some minimal requirements are needed for
the entropy production associated to a given process to
satisfy the second law of thermodynamics, ergodicity one
of them. Its is thus intriguing that the fraction of time
a process spends consuming entropy also exhibits those
requirements.
We focus on systems relaxing to well defined steady
states for constant parameters. It is worth to remark the
distinction between two different types of systems: those
where detailed balance holds and the steady state prob-
ability density function corresponds to the Boltzmann-
Gibbs distribution, and those relaxing to a nonequi-
librium steady state (NESS) driven by nonconserva-
tive forces and/or special boundary conditions. It is
known [27] that for the latter family of systems the total
entropy production (Stot) splits in an adiabatic contribu-
tion (Sa) accounting for the energy dissipated in main-
taining a NESS, and a nonadiabatic contribution (Sna)
which accounts for the relaxation to the steady state and
for the effect of an external driving. Each of these three
forms of entropy production satisfies a fluctuation theo-
rem in terms of the corresponding symmetry operation
(time reversal (R) for Stot, dual transformation (†) for
Sa, and their composition († ◦ R) for Sna), leading to
three different faces of the second law of thermodynam-
ics [28]. Given that our results are valid for each of these
forms of entropy production, we generically write υ, S,
and σ without further specification, understanding the
notation T as the corresponding symmetry transforma-
tion associated to each case.
Let us consider an ergodic and microreversible system
driven by a set of external parameters which we denote
by λt. The state of the system in phase space is de-
noted by the symbol m which may be a discrete state or
a continuous variable, vector, or field. A trajectory in
phase space from t = 0 to the final time t = τ is denoted
by a bold symbol m = {m(t)}τt=0 while the full time-
dependence of the protocol is denoted by λτ = {λt}τt=0.
Additionally, we introduce the time reversed trajectory,
mR = {m(τ − t)}τt=0, and protocol, λRτ = {λτ−t}τt=0.
3As the evolution is stochastic, one can define the prob-
ability weights for trajectories, Pτ [m;λτ ]. A key aspect
of ergodic and microreversible systems is that the tra-
jectory dependent entropy production may be written as
the log-ratio of path probability weights
Stot[m, λτ ] = ln
Pτ [m;λτ ]
PRτ [mR;λRτ ]
, (5)
Sna[m, λτ ] = ln
Pτ [m;λτ ]
P†◦Rτ [mR;λRτ ]
, (6)
Sa[m, λτ ] = ln
Pτ [m;λτ ]
P†τ [m;λτ ]
, (7)
leading to the fluctuation theorems for arbitrary proto-
cols, initial conditions and number of reservoirs [27]. On
the other hand, given an arbitrary observable O[m;λτ ],
the following equivalences hold [11]
〈O[m;λτ ]〉 = 〈O[mR;λτ ]e−SRtot[m,λRτ ]〉R
= 〈O[mR;λτ ]e−S†◦Rna [m,λRτ ]〉†◦R
= 〈O[m;λτ ]e−S†a [m,λτ ]〉†. (8)
where 〈. . .〉T denotes the average with the transformed
probability weight PTτ , for T = (R), T = († ◦ R), and
T = (†), respectively. Let us now formally introduce the
violation fraction for a given trajectory as follows
υ(τ)
def
=
1
τ
∫ τ
0
Θ(−σ(t))dt, (9)
where Θ(•) is the Heaviside step function and we have
suppressed, for simplicity in the notation, the full de-
pendence on the particular trajectory in phase space and
the protocol. A key point for our derivations is that the
violation fraction satisfies the symmetry
υT (τ) = 1− υ(τ), (10)
which can be seen as a direct consequence of microre-
versibility and ergodicity, similarly as the symmetries
that the different forms of entropy production exhibit
upon the corresponding operations [29].
Let us now introduce the joint probability density func-
tion for the violation fraction to exhibit a value in the
interval [υ, υ + dυ] having observed a value of the en-
tropy production in the interval [S, S + dS] at time τ ,
P (υ, S, τ), and the corresponding transformed probabil-
ity density function, P T (υ, S, τ), given, respectively, by
the following expresions
P (υ, S, τ) = 〈δ(υ − υ(τ))δ(S − S(τ))〉, (11)
P T (υ, S, τ) = 〈δ(υ − υT (τ))δ(S − ST (τ))〉T . (12)
Using the previous definitions, Eqs (8) and (10), and re-
calling that S is odd upon the operation T , we can write
P (υ, S, τ) = P T (1− υ,−S, τ)eS . (13)
Our main result, Eq. (2), follows by identifying the prob-
ability density function for the violation fraction to be
in a vicinity of the value υ at time τ , as ρ(υ, τ) =∫
dSP (υ, S, τ), while the transformed probability density
function is given by
ρT (1−υ, τ) =
∫
dSP T (1−υ, S, τ) =
∫
dSP (υ, S, τ)e−S ,
(14)
where we have used a change of variables S → −S and
the symmetry Eq. (13). Introducing now the conditional
probability density function for the entropy production
to be in a vicinity of S at time τ given that the ob-
served value of the violation fraction was υ, P (S, τ |υ) =
P (υ, S, τ)/ρ(υ, τ), we obtain Eq. (2), with the identifica-
tion
Φ(υ, τ) = − ln〈e−S(τ)|υ〉 = − ln
∫
dSP (S, τ |υ)e−S .
(15)
Before closing this subsection, we would like to remark
some important issues. First, we note that the existing
fluctuation theorems are exact relations for the probabil-
ity density function of stochastic observables O exhibit-
ing the symmetry relation OT = −O. The observable
considered here, the violation fraction, exhibits in con-
trast a symmetry of the form OT = 1−O. If instead of
considering the violation fraction, Eq. (9), we study the
related ’magnetization’ [30] ψ(τ) given by
ψ(τ)
def
=
1
τ
∫ τ
0
Sgn
(
σ(t)
)
dt, (16)
where Sgn(•) is the sign function, we recover an observ-
able which is odd upon the generic transformation T . In
this case, we can easily obtain a symmetry relation for
ψ using our main result Eq. (2) and the trivial identity
ψ = 1− 2υ.
We note, however, that the referred symmetry could
also be derived from first principles by following the same
lines of reasoning leading to (2). It is important to re-
mark that the violation fraction and the ’magnetization’
are time-averaged quantities, thus, the symmetry for the
probability density function of ψ is a stochastic version
of the functional Crooks theorem derived in Ref. [31] for
time-averages of arbitrary phase-space functions in the
case of deterministic dynamics starting at equilibrium.
In our case the observable is stochastic as well as the evo-
lution of the system in phase space, and we consider ar-
bitrary initial conditions and symmetry transformations.
B. Steady-state symmetry
When the system asymptotically relaxes to a NESS,
such that the mean value of the entropy production rate
tends to a constant value, one can derive a steady-state
symmetry for the probability density function of the vio-
lation fraction in the same way that a steady-state fluc-
tuation theorem holds for the entropy production. This
4is relevant, for example, when considering small Brow-
nian motors operating under steady-state conditions, or
systems relaxing to a NESS after a fast quench. Other
interesting case which falls in this category is that of a
system driven at a constant rate, for which the nona-
diabatic entropy production rate approaches a constant
value at large times. The necessary condition is that the
limit
lim
τ→∞P (σ, τ) = P∞(σ), (17)
exists unambiguosly, where, as usual, σ could be any par-
ticular form of entropy production rate.
Let us introduce the quantity R(τ) = Prob[σ(τ) < 0].
From Eq. (9), we have
〈υ(τ)〉 = 1
τ
∫ τ
0
R(t)dt. (18)
Assuming that there is a finite characteristic relaxation
time τr to reach the NESS, one can see that one has
〈υ(τ  τr)〉 = 1
τ
∫ τr
0
R(t)dt+
1
τ
∫ τ
τr
R(t)dt
≈ 1
τ
∫ τr
0
R(t)dt+R∞
(
1− τr
τ
)
= υ∞ +
A∞
τ
, (19)
to the first nonvanishing order, where υ∞ = R∞, A∞ =∫ τr
0
R(t)dt−R∞τr, and
R∞ = lim
τ→∞R(τ) =
∫ 0
−∞
P∞(σ)dσ. (20)
We remark here the finite value of 〈υ(∞)〉 = υ∞, in con-
strast to the case studied in Ref. [25] in terms of the
entropy production S instead of the entropy production
rate. In that case, it was shown that the average viola-
tion fraction vanishes for τ → ∞. However, it is worth
noting that to the leading order both quantities relax as
τ−1 for large τ , except, for instance, in the vicinity of a
critical point where the large fluctuations may lead to a
different asymptotic behavior [25].
Additionally, we remark that for τ →∞ the violation
fraction converges in density to its mean, since the system
is ergodic:
lim
τ→∞ υ(τ) = limτ→∞
1
τ
∫ τ
0
Θ
(− σ(t))dt
= 〈Θ(− σ(t))〉ss ≡ υ∞, (21)
where 〈. . .〉ss represents the average in the steady state.
To continue, we note that if the system is asymptoti-
cally stationary, one expects that the large-time behavior
of the probability density function of the violation frac-
tion may be well described in terms of a large deviation
function ζ(υ):
ρ(υ, τ) ∼ e−ζ(υ)τ . (22)
The same behavior is expected for Φ, which means that
we can write Φ(υ, τ)→ φ(υ)τ for τ →∞, with
φ(υ) = − lim
τ→∞
1
τ
ln〈e−S(τ)|υ〉. (23)
From the previous reasoning, given that in the station-
ary limit the operation T is meaningless, we obtain the
steady-state symmetry
ζ(1− υ)− ζ(υ) = φ(υ). (24)
C. Physical properties of the function Φ
Let us study in more detail the main physical proper-
ties of the function Φ for arbitrary systems submitted to
arbitrary protocols. The interpretation of this function
is by no means exclusive. This means that, if we con-
sider any other functional of trajectories in phase space
instead of the violation fraction, the corresponding asym-
metry function will share the same general properties of
Φ. However, given that the violation fraction measures
how likely the comsumption of entropy is, this character-
ization is relevant.
We start by noting that, from the definition given by
Eq. (15), the function Φ is related to the average of
e−S restricted to those trajectories with fixed value of
the violation fraction υ. Then, we can establish a link
with classical thermodynamics which clarifies the phys-
ical meaning of this function. Note that, identifying υ
with an “energy”, and S with a “coordinate”, the con-
ditional probability P (S, τ |υ) can be seen as a micro-
canonical distribution (where energy is fixed), and the
conditional average 〈e−S |υ〉 as a sort of “ inverse phase
space volume” at fixed energy. Then, Φ(υ, τ) is the mi-
crocanonical entropy linked to the energy υ. In this case,
the “equal a priori probability” postulate needs of the
weight e−S , which serves as a balance, since those “mi-
crostates” with negative values of S (i.e., those trajec-
tories producing negative entropy) are exponentially less
probable.
We now continue by proving that the average of Φ rep-
resents a lower bound for the entropy production. First,
note that the definition given by Eq. (15) can be rewrit-
ten as
〈e−(S−Φ(υ,τ))|υ〉 = 1. (25)
From the previous expresion, the following conditional
inequality holds:
〈S(τ)|υ〉 ≥ Φ(υ, τ) (26)
Multiplying both terms of Eq. (26) by ρ(υ, τ) and inte-
grating υ out, we obtain
〈S(τ)〉 ≥ 〈Φ(υ, τ)〉. (27)
5It is straightforward to see that Φ is odd upon the cor-
responding operation T . Indeed, introducing the trans-
formed potential ΦT (υ, τ) = − ln〈e−S |υ〉T , we have
ΦT (1− υ, τ) = − ln
∫
dSP T (S, τ |1− υ)e−S
= − ln
∫
dS
P T (1− υ, S, τ)
ρT (1− υ, τ) e
−S
= − ln
∫
dS
P T (1− υ,−S, τ)
ρ(υ, τ)
eSeΦ(υ,τ)
= −Φ(υ, τ)− ln
∫
dSP (S, τ |υ)
≡ −Φ(υ, τ), (28)
where we have used Eqs. (2), (13), a change of variables
S → −S, the definition of the conditional probability and
its normalization condition
∫
dSP (S, τ |υ) = 1. Let us
introduce the probability density function for the values
of Φ, P (Φ, τ), and its transformed counterpart, P T (Φ, τ),
as follows:
P (Φ, τ) =
∫ 1
0
dυδ(Φ− Φ(υ, τ))ρ(υ, τ), (29)
P T (Φ, τ) =
∫ 1
0
dυδ(Φ− ΦT (υ, τ))ρT (υ, τ). (30)
Then, using the previous definitions complemented by
Eqs. (2) and (28), we obtain that a detailed fluctuation
theorem also holds for Φ:
ln
P (Φ, τ)
P T (−Φ, τ) = Φ. (31)
All these properties strongly support the interpretation
of Φ as an entropy associated to the fluctuations of the
violation fraction.
Having defined the function Φ by Eq. (15), we now
derive an alternative formula to determine this quantity
which provides more insight on its physical meaning. If
we divide both terms of Eq. (13) by ρ(υ, τ) and use Eq.
(2), we obtain
P (S, τ |υ) = P T (−S, τ |1− υ)eS−Φ(υ,τ), (32)
from where we immediately get
Φ(υ, τ) = S − ln P (S, τ |υ)
P T (−S, τ |1− υ) . (33)
The previous expresion is valid for any value of S, but it
turns into a very meaningful formula when we consider
the case of S = 0:
Φ(υ, τ) = − ln P (0, τ |υ)
P T (0, τ |1− υ) . (34)
This alternative definition with a focus on trajectories
which do not produce entropy, provides a clear interpre-
tation of Φ and allows us to show that Φ(1/2, τ) ≡ 0
irrespectively of the particular protocols and of the value
of τ , as we discuss below.
Let us denote the full space of possible trajectories in
phase space as Ω, and let us introduce the set Vλ =
{m ∈ Ω|υ(τ) = 1/2}, for a given protocol λτ , which can
be arbitrarily chosen. Let us also introduce the ’twin’
set VλT , corresponding to the transformed protocol λTτ
and the transformed dynamics. It is worth noting that,
by virtue of Eq. (10), the set Vλ maps to VλT under
the transformation T . Indeed, given that υ = 1/2 if and
only if υ = υT , we see that for any trajectory m ∈ Vλ,
we have that mT ∈ VλT also. On the other hand, if
m /∈ Vλ, then mT /∈ VλT either.
This, however, does not hold for arbitrary subsets of
Vλ. In particular, let us introduce the parametrized fam-
ily of subsets Sλ(S) of Vλ as Sλ(S) = {m ∈ Vλ|S(τ) =
S}, and the corresponding family under the transformed
dynamics, SλT (S) = {m ∈ VλT |S(τ) = S}. Then,
given that the entropy production satisfies the symme-
try ST = −S, we have that for any S, Sλ(S) maps to
SλT (−S) under T :
Sλ(S)
T7−→ SλT (−S). (35)
A special case is that one for which S = 0, because,
from Eq. (35) we see that Sλ(0)
T7−→ SλT (0). In par-
ticular, if m ∈ Sλ(0), and its probability weight is
P[m;λ], it is easy to see that mT ∈ SλT (0) also, and
that the probability weight of mT is also P[m;λ] (i.e.,
P[m;λ] = PT [mT ;λT ]) because S = 0. Then, we may
write:
P (0, τ |1/2) = P T (0, τ |1/2). (36)
Evaluating Eq. (34) for υ = 1/2 and using Eq. (36), we
immediately obtain Φ(1/2, τ) = 0.
We finish this section by noting that, by virtue of the
second law of thermodynamics, the small values of the
violation fraction are more likely than the large values of
this quantity. For small values of υ, Φ is positive, while
for large values of υ, Φ is negative. We conjecture that
Φ(υ, τ) must quite generally be a decreasing function of
υ for υ ∈ [0, 1], which means that υ = 1/2 is the only
zero of Φ, and that Φ(υ, τ) admits an inverse function.
III. LARGE DEVIATION FUNCTION FOR THE
VIOLATION FRACTION: A CASE STUDY
A. Posing of the problem
In this section we study and determine the large-
deviation function of the violation fraction in the paradig-
matic case of an overdamped colloidal particle dragged
through a viscous fluid by an optical tweezer with har-
monic potential
V (x;λ) =
1
2
(x− λ)2, (37)
6where the focus of the optical tweezer is moved at a con-
stant rate b, λ(t) = bt. Although being widely studied,
this example is still instructive. On the other hand, even
in this simple case the derivation of a closed analytical
solution is out of scope. The system evolves under the
Langevin dynamics
x˙(t) = −(x(t)− bt) +
√
2Tξ(t), (38)
where the white noise ξ(t) has zero mean and variance
〈ξ(t)ξ(t′)〉 = δ(t− t′). If the system is initially prepared
in the steady state associated to λ(0) = 0, the stochas-
tic entropy production corresponds in this case to the
Jarzynski work [6][32]:
S(t) =
∫ t
0
λ˙(t′)∂λV (x(t′);λ(t′))dt′, (39)
from where the stochastic entropy production rate can
be identified as
σ(t) =
b
T
(bt− x(t)). (40)
Let us introduce a new stochastic process η(t) as
η(t) =
1√
2T
(bt− x(t))− ηm, (41)
with ηm = b/
√
2T . Then, the equation of motion for this
process reads
η˙(t) = −η(t) + ξ(t). (42)
Note that one has that σ(t) < 0 if and only if η+ηm < 0,
which means that the violation fraction for our problem
can be written in terms of the auxiliary process η(t) as
υ(τ) =
1
τ
∫ τ
0
Θ(−η(t)− ηm)dt. (43)
The statistics of the occupation times associated to the
Ornstein-Uhlenbeck process given by Eq. (42) have
been widely studied in the literature (see for instance
Ref. [33]). Furthermore, there is a well-established
method to compute the large deviation function associ-
ated to any non-linear functional of η [34, 35]. We briefly
review the method below, as presented in Ref. [34].
B. Large-deviation function for arbitrary
time-averaged quantities
The probability distribution of the process η(t) for 0 ≤
t ≤ τ is given by
P[η] = N exp
{
− 1
2
∫ τ
0
[
η˙(t) + η(t)
]2
dt
}
, (44)
where N is a normalization constant. We are interested
on the probability density function of the time-averaged
quantity
r(τ) =
1
τ
∫ τ
0
U0
(
η(t)
)
dt, (45)
where U0(η) is an arbitrary function of the stochastic
variable η. In practice it is convenient to look at the
distribution Pu(u) of the quantity u = rτ . Its Laplace
transform reads
Pˆu(s) = 〈exp(−rsτ)〉 = Z(s)/Z(0), (46)
with
Z(s) =
∫
D[η] exp
{
−1
2
∫ τ
0
[
η˙2+2ηη˙+η2+2sU0(η)
]
dt
}
.
(47)
We are interested in the limit τ → ∞. It is conve-
nient to impose periodic boundary conditions, η(τ) =
η(0), since this restriction will not change the results
in the large-τ limit. With this, we can drop the term
2ηη˙, which is a perfect derivative. Then, Z(s) is the
imaginary-time Feynman path integral that gives the
partition function of a quantum particle with Hamilto-
nian H = p2/2 + η2/2 + sU0(η) at inverse temperature
τ , p being the canonical momentum conjugate to X. For
τ →∞ the ground state dominates:
〈exp(−rsτ)〉 = exp{− τ[Eg(s)− Eg(0)]}, (48)
where Eg(s) is the ground-state energy for the
Schro¨dinger equation
− 1
2
d2ψ(η)
dη2
+ U(η, s)ψ(η) = E(s)ψ(η), (49)
with
U(η, s) =
η2
2
+ sU0(η). (50)
For s = 0 the problem reduces to a simple harmonic
oscillator, and Eg(0) = 1/2. We now note that, from Eq.
(48), the large-time behavior of P (r, τ) is given by the
inverse Laplace transform:
P (r, τ) ∝
∫ i∞
−i∞
ds exp
[
τg(s)
]
, (51)
where g(s) = rs + Eg(0) − Eg(s). Using the steepest-
descent method, one sees that we have P (r, τ) ≈
exp[−ζ(r)τ ], with
ζ(r) = max
s
[
Eg(s)− Eg(0)− rs
]
. (52)
We now use this method to compute the large-deviation
function of the violation fraction associated to the process
given by Eq. (38).
C. Large-deviation function for the violation
fraction
From Eq. (43), we see that for the violation fraction
the effective potential reads
U(η, s) =
η2
2
+ sΘ(−η − ηm). (53)
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FIG. 1. (Color online) Effective potential for equivalent quan-
tum problem associated to the large-deviation function of
the violation fraction, for different values of s. At η =
−ηm, the parabolic potential exhibits a jump of magnitude
U(−η+m, s)− U(−η−m, s) = −s.
In Fig. 1 we plot this potential for different values of s,
to explicitly show its shape. At η = −ηm, the parabolic
potential exhibits a jump of magnitude −s.
We now continue by noting that in our problem the
Schro¨dinger equation acquires the following particular
form:
ψ′′+ − η2ψ+ + 2E(s)ψ+ = 0, (54)
ψ′′− − η2ψ− − 2sψ− + 2E(s)ψ− = 0, (55)
where ψ+(η) = ψ(η > −ηm), ψ−(η) = ψ(η < −ηm), and
ψ′′ = d2ψ/dη2.
As in Ref. [34], the solutions of Eqs. (54) and (55)
can be expressed in terms of parabolic cylinder functions,
Dp(z), using the standard solutions of the parabolic
cylinder equation, y′′ − (z2/4 + a)y = 0. Selecting the
solutions that satisfy the physical boundary condition
ψ(±∞) = 0 gives
ψ+(η) = ADp+(
√
2η), (56)
ψ−(η) = BDp−(−
√
2η), (57)
where A and B are normalization constants while p+ and
p− are given by
p+ = E(s)− 1
2
, (58)
p− = E(s)− 1
2
− s. (59)
Imposing the continuity of ψ and ψ′ at η = −ηm, we
obtain the following eigenvalue equation for E(s):
D′p+(−
√
2ηm)
Dp+(−
√
2ηm)
= −D
′
p−(
√
2ηm)
Dp−(
√
2ηm)
, (60)
from where the ground-state energy, Eg(s), and all the
excited states can be obtained. In general, this problem
can not be solved analytically for generic values of s and
ηm, so, a numerical solution of the eigenvalue problem,
Eq. (60), is mandatory. Nevertheless, certain interesting
limits can be studied analytically, as we discuss below.
1. The limit υ → 0
In the limit υ → 0 the violation sector, η < −ηm, is al-
most inaccessible which means, appealing to the reader’s
physical intuition, that this scenario is compatible with
an infinite wall at η = −ηm. The present limit corre-
sponds then to the case s→ +∞.
It has been recently shown that in the case of an
infinite wall displaced to the left from the center of a
parabolic potential, the ground-state energy, 0(ηm), de-
creases monotonically as a function of the center-wall
distance [36]. Thus, for a hard wall at η = −ηm, we
have Eg(+∞) = 0(ηm), with 1/2 < 0(ηm) ≤ 3/2, and
d0(ηm)/dηm < 0. The ground-state energy, 0(ηm), has
to be determined numerically for arbitrary ηm [36, 37].
We need the first correction to this result for large s.
Although it can be derived formally, we will continue
by using physical arguments to render calculations easier
and to enlighten the discussion.
First, note that for s→∞ the details of the quadratic
potential are not important in Eq. (55), and we can see
the problem as an equivalent problem with a high poten-
tial barrier (of magnitude s) for η < −ηm. In this case
the ground-state wave-function penetrates the barrier by
a typical depth δ+g (s) = [2(s − Eg(s))]−1/2 ≈ (2s)−1/2,
where it drops to zero. The problem is then equivalent, in
physical terms, to a problem with an infinite hard wall
but placed at −ηδ = −ηm − δ+g (s). Note that in the
equivalent model the wave-function identically vanishes
at η = −ηδ. We can then write to the leading order in
δ+g (s):
Eg(s) = 0(ηm)− |′0(ηm)|(2s)−1/2. (61)
The previous equation coincides (without droping the
term Eg(s) ≈ Eg(∞) from the square root) with the
formal result obtained in Ref. [37] by means of perturba-
tion theory. The formal equivalence can be easily seen by
using the virial theorem given by Eq. (15) of Ref. [36].
Using now Eq. (61) and the general method given by Eq.
(52), we obtain in the limit υ → 0:
ζ(υ) = ζ0 − a0υ1/3, (62)
with ζ0 = 0(ηm) − 1/2, and a0 = 32 |′0(ηm)|2/3. In the
limit of slow driving, ηm  1, we can write a closed
expresion for ζ(υ) to the first order in ηm. Using 0(0) =
3/2, and |′0(0)| = 2/
√
pi [37], we have
ζ(υ) = − 2√
pi
ηm + ζqs(υ), (63)
where the quasistatic large-deviation function, ζqs(υ), is
given by
ζqs(υ) = 1− 3
2
(
4
pi
υ
)1/3
, (64)
which is the expected result for ηm = 0. The last state-
ment can be seen by considering the ’magnetization’ ψ.
8Substituting in Eq. (64) the identity υ = (1− ψ)/2, and
noting that for υ → 0, we have that ψ → 1, we obtain
exactly Eq. (60) of Ref. [34].
2. The limit υ → 1
We now study the limit of large values of the violation
fraction. In this limit, trajectories spend most of the
time in the violation sector, η < −ηm. Then, the right
branch of the parabolic potential is almost inaccessible, a
situation which is compatible with the limit s→ −∞. In
this case, the potential has a deep minimum at η = −ηm,
with energy η2m/2 + s thus, it is convenient to redefine
E(s) = s+ ε(s). With this, Eqs. (54)-(55) read:
ψ′′+ − η2ψ+ + 2sψ + 2ε(s)ψ+ = 0, (65)
ψ′′− − η2ψ− + 2ε(s)ψ− = 0. (66)
We now note that, for s → −∞, the details of the
quadratic potential are not important in Eq. (65). Then,
just as we did in the limit υ → 0, we can neglect the ef-
fect of the parabolic potential in (65) and consider a high
potential barrier of height −s. With this, the ground-
state wave-function penetrates the region η > −ηm by a
small depth δ−g (s) ≈ (−2s)−1/2, and we can approximate
our problem by an equivalent one with a hard wall at
η = −ηm + δ−g (s). For η < −ηm, the solution of Eq. (66)
is still given by a parabolic cylinder function
ψ−(η) = ADp(−
√
2η), (67)
where A is a normalization constant, and p = ε(s)− 1/2.
The hard wall condition gives the eigenvalue equation for
ε(s):
Dp
(√
2(ηm − δ−g (s))
)
= 0. (68)
Eq. (68) has still to be solved numerically, however,
the limit of slow driving, ηm  1, can be treated an-
alytically. For any small η, we can write Dp(−
√
2η) ≈
Dp(0)−
√
2D′p(0)η. With this, we can rewrite our eigen-
value equation as
Dp(0)
D′p(0)
=
√
2ηm − (−s)−1/2. (69)
Given that the right hand side of Eq. (69) is a small
quantity, we can expand ε(s) = 3/2 −  for the ground-
state, with  1. Using standard identities relating the
parabolic cylinder functions to Γ functions [38], we have
Γ
(− p2)
Γ
(
1−p
2
) = √2(−s)−1/2 − 2ηm. (70)
Note that p = 1 − . Expanding the Γ functions above
for small  we have Γ
(
( − 1)/2)/Γ(/2) ≈ −√pi, thus,
we obtain
 =
2√
pi
ηm −
√
− 2
pis
. (71)
We then have for the ground-state energy
Eg(s) = s+
3
2
− 2√
pi
ηm +
√
− 2
pis
, (72)
from where we obtain for the large-deviation function, in
the limit υ → 1:
ζ(υ) = − 2√
pi
ηm + ζqs(1− υ), (73)
with ζqs again given by Eq. (64). We point out that,
again, for ηm = 0, and using 1− υ = (1 + ψ)/2 in terms
of the magnetization ψ, we obtain Eq. (59) of Ref. [34].
We would like to remark that the behavior of ζ(υ) is,
from Eqs. (63) and (73), similar for υ → 0 and υ → 1.
On the other hand, one expects these behaviors to be
different for nonzero ηm, since the second law of thermo-
dynamics favors small values of the violation fraction and
penalizes large values of this quantity. Our analytical re-
sults show that the difference in the behaviour around
υ → 0 with respect to the behavior around υ → 1 is,
at least, of second order of perturbation theory in ηm,
around ηm = 0. Thus for small, still finite values of ηm,
one expects ζ(υ) to be very symmetric around υ = 1/2,
exactly as for ηm = 0.
3. General results
We now turn to the numerical solution of Eq. (60).
In Fig. 2 we plot the large-deviation function obtained
numerically. It can be seen that for ηm = 0.01 the large-
deviation function is very symmetric, a fact that is in
concordance with our analytical results, Eqs. (63) and
(73). As ηm increases, the position of the minimum of
the large-deviation function decreases very rapidly, while
this function becomes very asymmetric, even for ηm <
1. This fact can be understood as follows. From the
dynamics given by Eq. (38), and the definition of the
entropy production rate, Eq. (40), we obtain that in
the stationary limit the probability density function of σ
reads
P∞(σ) =
1
2
√
piηm
exp
[
− 1
4η2m
(σ − 2η2m)2
]
. (74)
From this result, we get that the mean value of the
violation fraction in this limit, is given by
〈υ(τ)〉 =
∫ 0
−∞
P∞(σ)dσ =
1
2
erfc(ηm), (75)
where erfc(•) is the complemetary error function. Re-
calling that the position of the minimum of the large-
deviation function corresponds to 〈υ〉, this explains why
this point shifts so rapidly to the left when we increase
ηm. In Fig. 3 we plot the numerically obtained position
of the minimum of the large-deviation function and the
exact result given by Eq. (75), obtaining a very good
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FIG. 2. (Color online) Large-deviation function for the vi-
olation fraction for ηm = 0.01, 0.1, 0.3, 0.5, and 0.8. For
ηm = 0.01 the large-deviation function is very symmetric
with respect to υ = 1/2. The position of the minimum of
this function decreases very rapidly as ηm increases.
agreement between both results within the numerical er-
rors.
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FIG. 3. Comparison between the numerically obtained posi-
tion of the minimum of ζ(υ) for different values of ηm, and the
exact result given by Eq. (75). Both results coincide within
the numerical errors.
The asymmetry function, φ(υ), can be obtained di-
rectly from Eq. (24). We plot this function in Fig. 4.
For ηm = 0.01 this function is almost flat, since in this
case the thermal fluctuations are large and/or the driv-
ing velocity is small (recall the definition of ηm), which
means that the local violations of the second law are more
probable in this limit. As the driving velocity increases
(and/or the temperature decreases), the asymmetry be-
tween small and large values of the violation fraction in-
creases very rapidly.
This is easy to understand. Note that, from the ex-
act result given by Eq. (74), we see that 〈σ〉 = 2η2m,
while
√
2〈δσ2〉 = 2ηm, with δσ(t) = σ(t)− 〈σ(t)〉. Then,
as long as the amplitude of the fluctuations is greater
than 〈σ〉, the local violations are likely to occur, but if√
2〈δσ2〉 < 〈σ〉, i.e., if ηm > 1, the local violations are ex-
tremely rare and the asymmetry function develops a very
steep slope. This physical analysis explains why solving
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FIG. 4. (Color online) Asymmetry function, φ(υ), for ηm =
0.01, 0.1, 0.3, 0.5, and 0.8. As ηm approaches the value ηm =
1, the slope of the asymmetry function rapidly becomes very
steep.
Eq. (60) numerically for ηm ≥ 1 and arbitrary values
of s is so difficult. In that region, the numerical scheme
implemented by us becomes unstable.
IV. DISCUSSION AND CONCLUDING
REMARKS
We have studied the statistics of the ocurrence of
entropy-consuming time intervals for single realizations
of stochastic processes in phase space. The conditions
for the validity of the main results derived here are very
general, however, we would like to briefly discuss an im-
portant point regarding the definition of the violation
fraction itself, which is the central object in our theory.
The average entropy production rate is quite generally
well defined, however, its stochastic counterpart may be
sometimes ill-defined. Note that in certain cases, just in
the same way as the velocity of a Brownian walker, the
stochastic entropy production rate is well defined only
under an integration sign, i.e, in the sense of generalized
functions. The stochastic entropy production S is, on
the other hand, allways well defined. However, one can
introduce a ’coarse-grained’ entropy production rate by
considering an arbitrarily small, but still finite, time win-
dow τw. Generalizing the definition given by Eq. (9) to
this case, we may write:
υ(τ, τw) =
1
τ − τw
∫ τ−τw
0
Θ
(
S(t)− S(t+ τw)
τw
)
dt.
(76)
The limit τw → 0+, if it exists, corresponds to the defi-
nition given by Eq. (9). It turns out that, using υ(τ, τw)
as defined by Eq. (76) instead of our original definition,
one can easily prove that all the results we have derived
in this paper continue to be valid.
Our analysis is different than the kind of study cur-
rently considered in the literature. Instead of focus-
ing on the statistical properties of the final value of the
stochastic entropy production at the end of a given pro-
10
tocol, we have considered the whole evolution of the
stochastic entropy production rate within the time in-
terval. Even when both approaches are clearly different,
they are closely related. Consider, for instance, a system
with many degrees of freedom, or in an asymptotic steady
regime. In both cases the probability density functions of
both, the violation fraction and of the stochastic entropy
production S, are very narrowed around their respective
means. In these scenarios, a large-deviation function ex-
ists for both quantities. We then have in those cases
〈S(τ)〉 =
∫ 1
0
〈S(τ)|υ〉ρ(υ, τ)dυ ≈ 〈S(τ)|〈υ(τ)〉〉, (77)
〈υ(τ)〉 =
∫ ∞
−∞
〈υ(τ)|S〉P (S, τ)dS ≈ 〈υ(τ)|〈S(τ)〉〉, (78)
where the second relations in Eqs. (77) and (78) follow
from the saddle-point evaluation of the corresponding in-
tegrals. Thus, there is a one to one correspondence be-
tween the mean value of the entropy production and of
the violation fraction, i.e., controlling one of these quan-
tities it is possible to control the other.
We discuss now a possible application of our results
for free energy recovery in single molecule experiments.
Note that, for a system initially prepared in a given equi-
librium steady-state, and using the definition of Φ, Eq.
(15), we can write
Φ(υ, τ) = Ψ(υ, τ)− β∆F (τ), (79)
where
Ψ(υ, τ) = − ln〈e−βW (τ)|υ〉, (80)
and ∆F is the change of the free energy during the pro-
tocol. β corresponds to the inverse temperature. Then,
for example, from Eq. (3), we can write
β∆F (τ) = − ln〈e−Ψ(υ,τ)〉. (81)
An even more precise method is to consider Eq. (79).
Using the fact that Φ(1/2, τ) = 0, we have
β∆F (τ) = Ψ(1/2, τ). (82)
The conceptual problem is that one needs to unmask
the behavior of the function Φ (and correspondingly, of
Ψ), but the advantage comes from the experimental (or
computational) side. Note that υ only depends on the in-
stantaneous sign of the entropy production rate, i.e., one
does not need its value and it is sufficient to measure the
relative orientation of a velocity with respect to a prob-
ability current (this determines, quite generally, the sign
of σ). Although one still needs to measure W at the end
of the interval in order to have an independent measure
of Ψ (c.f. Eq. (80)), adding the violation fraction in the
analysis could help to reduce the error in the estimation
of free energies from single molecule experiments. We
believe that the discussion above is interesting enough as
to motivate the study of the statistics of the violation
fraction in more detail.
Although the analytical treatement of these problems
may prove to be hard, there is a lot of accumulated knowl-
edge we can borrow from the study of the zero-crossing
properties of generic stochastic processes. This kind of
study could open the door to new and fruitful collabora-
tions between different fields of statistical mechanics.
In conclusion, we have studied the statistics of the oc-
currence of entropy-consuming events for single trajec-
tories of processes in phase space. We were able to ob-
tain a symmetry relation for the duration of these events,
which is reminiscent of fluctuation theorems and which
involves an asymmetry function which have been stud-
ied and characterized within this work. We have stud-
ied analytically the steady-state limit of this symmetry
for a paradigmatic model system, showing that even in
the simplest cases it is difficult to say much analyti-
cally. However, we believe, as discused above, that our
study could be of experimental (and computational) rel-
evance, for instance, for the free energy recovery in single
molecule experiments.
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