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We introduce the first principle model describing frequency comb generation in a WGM microres-
onator with the backscattering-induced coupling between the counter-propagating waves. Elabo-
rated model provides deep insight and accurate description of the complex dynamics of nonlinear
processes in such systems. We analyse the backscattering impact on the splitting and reshaping of
the nonlinear resonances, demonstrate backscattering-induced modulational instability in the nor-
mal dispersion regime and subsequent frequency comb generation. We present and discuss novel
features of the soliton comb dynamics induced by the backward wave.
I. INTRODUCTION
Compactness, high quality factors and energy effi-
ciency of the optical whispering gallery mode (WGM)
microresonators make a promise for a variety of scien-
tific and technological applications of these devices [1–3].
Significant breakthroughs in this area were the discov-
eries of the Kerr frequency combs (or microcombs) [4–
6] and of the associated dissipative Kerr solitons (DKS)
in microresonators [7, 8]. More recently DKS genera-
tion and combs have been demonstrated using a vari-
ety of compact semiconductor-based sources. In particu-
lar, coupling of a high-quality-factor (high-Q) microres-
onator to a diode laser has been demonstrated to provide
laser stabilization and linewidth reduction via the self-
injection locking effect [9–14]. Usually, narrow-linewidth
laser sources have been used for microresonator pump-
ing and frequency comb generation. However, recently
the generation of DKS was demonstrated with the laser
diode operating in the self-injection locking regime with
crystalline [15] and on-chip [16] microresonator. The self-
injection locking effect appears due to the Rayleigh scat-
tering inside the microresonator [17] when subsequent
backward wave provides resonant feedback that can re-
sult in a significant reduction of the laser linewidth. The
described backward wave also interacts nonlinearly with
the forward wave and may influence frequency comb gen-
eration and dynamics. For example the appearance of
the modulational instability induced by the cross-phase
modulation was shown for co-propagating waves [18–21].
Also frequency comb generation at normal group veloc-
ity dispersion (GVD) was demonstrated in case of the
coupling between different co-propagating spatial or po-
larizational mode families existing simultaneously in the
microresonators [22–24]. Recently a number of results on
the impact of the linear and nonlinear couplings between
the counter-propagating waves has been reported [25, 26]
including generation of DKS [27–29]. However, the ab-
sence of the consistency and transparent justification of
the applied models call for a revision of this problem in
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the view of its persistent importance for practical appli-
cations. Here we are starting from the first principles and
derive a generic and numerically tractable model describ-
ing interaction between the counter-propagating waves
that includes a space reversal effect in the coupling term
and the terms accounting for the opposite signs of the
group velocities. The latter complicates numerical ap-
proaches to the problem, since it requires tracing of the
two well separated oppositely propagating pulses along
the ring circumference. However, we demonstrate that
under the quite generic conditions these terms, as well
as the nonlinear cross coupling, can be averaged out.
Our extensive numerical studies of both generic and av-
eraged models demonstrate an excellent agreement be-
tween the two for high finesse systems and allow us to
find the bound, where this approximation is applicable.
For low finesse systems (like fiber ring resonators [30])
the full equations should be used. The other main fo-
cus is the problems of DKS and modulational instability
in the normal GVD regime and the associated frequency
combs generation.
II. EQUATION DERIVATION
We start the analysis of the nonlinear processes in high-
Q WGM microresonators with backscattering from wave
equation for the electric field ~E with a nonlinear term
restricted to the Kerr nonlinearity [31]:
∇×∇× ~E + ˆ
c2
∂2 ~E
∂t2
= −χ3
c2
∂2( ~E| ~E|2)
∂t2
. (1)
We consider the case of the lumped pump, when the cou-
pler is spatially separated and the coupling region is lo-
calized (evanescent coupling, like prism, tapered fiber or
waveguide). Then we introduce the field as a sum of the
WGM field ~Ew and the pump field ~Ep and the permit-
tivity ˆ = 1 + χˆw + χˆc, where the χˆw is susceptibility
of the resonator and χˆc – susceptibility of the coupler,
which are nonzero only in the corresponding regions to
reflect the geometry under consideration. The pump field
is small compared to the WGM field (Q-factor enhanced)
in the WGM region, so the nonlinear terms with it can be
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2neglected. As we represent one unknown field with two
unknowns, we should impose the restriction or separate
equation (1) into two. Thus, we collect the terms referred
to the microresonator into the first equation and the oth-
ers to the second. Then we get the microresonator field
equation with the pump term similar to [32] and coupler
equation as follows:
∇×∇×~Ew + ˆ
c2
∂2 ~Ew
∂t2
= −χ3
c2
∂2( ~Ew|Ew|2)
∂t2
− 1
0c2
∂2 ~Pp
∂t2
,
∇×∇×~Ep + 1 + χc
c2
∂2 ~Ep
∂t2
= 0, (2)
where ~Pp = χw ~Ep is the polarization induced by the
pump field. We do not consider the coupler equa-
tion here, but assume that it can be solved so that
the solution can be represented in the form ~Pp =
0χw<
(
F ~fp(r)e
−iωt
)
, where ~fp(r) is the pump field pro-
file, F is the pump electrical field amplitude and < stands
for the real part operator. The pump frequency ω is close
to some microresonator mode with the number m0 (here
we use a single letter for the triplet of modal indices for
simplicity and will expand to the full notation later). Fur-
ther we expand the electric field of the microresonator in
terms of the forward and backward spatial modes of the
microresonator ~e+µ (r) and ~e
−
µ (r) (µ is the modal number
offset from m0), oscillating with the pump frequency ω:
~Ew(r, t) = <
µ=N∑
µ=−N
(
Aµ(t)~e
+
µ (r) +Bµ(t)~e
−
µ (r)
)
e−iωt, (3)
with Aµ and Bµ being the complex forward and back-
ward propagating field amplitudes. Here we do not con-
sider the problem of the modes orthogonality and eigen-
frequency complexity related to the openness of the sys-
tem [33, 34]. Similar to [32] we just assume that they
are solutions of the microresonator equation of the sys-
tem (2) with zero right-hand side, no coupler, no rough-
ness and the following orthogonality relation satisfied
∫
Vw
~e†µ(r)ˆ~eν(r)d
3r = n2Vµδµν for the finite volume Vw
close to the volume of the microresonator, where n is
the refractive index of the microresonator material, Vµ
is the effective mode volume, and the eigenfrequencies of
interest ωµ are purely real. The losses, including coupler-
related ones, will be introduced into the equation for the
resonator electric field from (2) manually. To introduce
the backward wave generation, we should represent the
permittivity as a sum of the main ideal part and its per-
turbation due to the surface roughness and/or the pump
coupler ˆ→ ˆ+ δ [17]. We also note that this perturba-
tion consists of regular and random parts as the latter is
what makes the backscattering nonzero.
For further analysis, we substitute (3) into (2) and
use the slowly varying amplitude approach. Assuming
that A˙µ  Aµω, we write out the parts of (2), re-
moving fast-oscillating in time terms with 2ω time ex-
ponents. Removing < from combined equations, we use
the orthogonality of the modes to separate the forward
and backward wave equations. To simplify the over-
lap integrals, we use the cylindrical symmetry of the
WGM problem and extract the azimuthal dependence as
~e±µ (~r) = ~e
±
p,q,µ+m0(r, z)e
±i(µ+m0)ϕ. Here, p and q are the
transverse mode numbers that were previously implicit in
m0 and µ, while µ is now the offsets of the azimuthal in-
dices from m0. For large enough m0 (which is usually the
case), the transverse profiles of all the comb modes can
be assumed to be similar and independent of ν. At the
same time, we assume that the modes are orthogonal over
the p and q indices, so that we get nonzero results only
inside the mode family (fixed p and q) and omit their in-
dices for the sake of compactness. Performing azimuthal
integration, most of the terms zero out and we get the
coupled mode equation system (CMES) [35, 36]. At this
point the loss terms κAµ and κBµ are added (κ is the
loaded linewidth of the pumped mode) and the time is
normalized to the photon lifetime τ = tκ/2. The transi-
tion to the microresonator free spectral range (FSR) grid
is made and the field amplitude is made dimensionless
so that Aµ →
√
4n2κ
3χ3ω
aµe
−iµD1t, Bµ →
√
4n2κ
3χ3ω
bµe
−iµD1t
and we get
a˙µ =− (1 + iαµ)aµ + i
∑
ν
(δα+µνaν + βµνbν)e
−id1(ν−µ)τ + i
∑
µ′=ν+η−µ
Θ
+νη
µ′µ aνaηa
∗
µ′ + i2
∑
µ′=µ−ν+η
Θ
′νη
µ′µaνbηb
∗
µ′e
−i2(ν−µ)d1τ+
+ fµe
id1µτ ,
b˙µ =− (1 + iαµ)bµ + i
∑
ν
(δα−µνbν + β
†
µνaν)e
−id1(ν−µ)τ + i
∑
µ′=ν+η−µ
Θ
−νη
µ′µ bνbηb
∗
µ′ + i2
∑
µ′=µ+ν−η
Θ
′νη
µµ′bηaνa
∗
µ′e
−i2(η−µ)d1τ . (4)
Here βµν =
Q
2n2
∫
~e+∗µ δ~e
−
ν
dV
Vµ
is the coefficient of the
linear coupling of the µ-th forward mode and the ν-
th backward mode (forward-backward wave coupling or
backscattering coefficient) [17], δα±µν =
Q
2n2
∫
~e±∗µ δ~e
±
ν
dV
Vµ
is the normalized frequency deviation due to the rough-
ness and presence of the coupler, Q = ω/κ is the mi-
croresonator loaded quality factor, d1/2 = D1/κ is the
microresonator finesse (D1 is the microresonator FSR),
3αµ =
2
κ (ωµ − µD1 − ω) is the normalized pump fre-
quency detuning, ωµ is the µ-th mode eigenfrequency,
fµ = i
ω
2n2χw
√
3χ3ω
n2κ3 F
∫
~e+∗µ ~f
dV
Vµ
is the normalized pump
amplitude term and the fourth order direct and cross-
term transverse overlap integrals
Θ
±νη
µ′µ =
1
3
∫
(~e±ν ~e
±
η )(~e
±∗
µ′ ~e
±∗
µ ) + 2(~e
±∗
µ′ ~e
±
η )(~e
±
ν ~e
±∗
µ )
rdrdz
Vµ
,
Θ
′νη
µ′µ =
2
3
∫
(~e+ν ~e
−
η )(~e
−∗
µ′ ~e
+∗
µ ) + (~e
−∗
µ′ ~e
−
η )(~e
+
ν ~e
+∗
µ )+
+ (~e−∗µ′ ~e
+
ν )(~e
−
η ~e
+∗
µ )
rdrdz
Vµ
. (5)
Note that here we already used the azimuthal exponent
orthogonality to reduce the summation in (4) and only
transverse surface integration is left in (5). Due to the
orthogonality relation of the modes, for small anisotropy,
we can estimate the first transverse integral Θ
±νη
µ′µ ≈ 1.
The cross-term integral can also be assumed Θ
′νη
µµ′ ≈ 1 for
the modes with the same polarization and close to 1/3
for different polarizations. Note also that for the crossed-
polarization case one should consider different eigenfre-
quencies ω′µ (and corresponding detunings and disper-
sion coefficients) for the backward waves. In this work
we assume the same polarization of the forward and the
backward waves.
The equation system (4) is bulky, but simple in struc-
ture. Both equations consist of the common resonance
term, the mode shift and linear mode coupling term (the
first sum), self-phase modulation and cross phase mod-
ulation terms (the second and third sum respectively).
They are also similar to the standard equation for Kerr
soliton comb generation [7], except the coupling and
the nonlinear cross-action terms. It was shown in [32],
that i ω2n2χw
∫
~e+∗µ ~f
dV
Vµ
=
√
ηµκD1, where ηµ ∈ [0; 1] is
the pump coupling coefficient, so that ηµκ is the mode
decay rate related to the presence of the pump cou-
pler. Rewriting F in terms of the input power, we get
fµ =
√
6χ3Qη0Pinput
κn40V0
√
nS
ncSc
δ(µ), where S and Sc are beam
areas in the WGM and the coupler, nc – coupler refrac-
tive index and δ(µ) is close to the delta-function and
appears due to the phase matching conditions with the
coupler. This expression for the pump term coincides
with the commonly used one [7, 8] when the beam areas
and refractive indices are close, which is usually the case.
If the cavity finesse is large enough (d1/2  αµ),
the linear forward-backward coupling terms and the non-
linear cross-action terms contain fast-oscillating compo-
nents that have no practical influence on the system
dynamics. Thus, the summations can be truncated to
i(δα+µµaµ + βµµbµ) and i2aµ
∑ |bη|2 in Eqs. 4. For sim-
plicity we include the δαµµ into αµ. In [17] it was shown
that the backscattering coefficient βµµ is dependent on
the azimuthal number, but this dependence is negligible
near large pumped mode number m0 in bulk microres-
onators for the number of comb lines up to 200. So in
this work we assume that βµµ = β is independent on az-
imuthal number. Such approximation is not good for in-
tegrated microresonators, where βµµ was found to exhibit
strong random variations over µ in the same mode family
[37, 38]. However this has no impact on the stationary
solutions and linear stability analysis that is presented in
the following and can be taken into account in numeri-
cal modelling using appropriate βµµ in later works. The
pump term is simultaneously reduced to fδµ0. Note, that
this approximation means that we account only for the
linear and nonlinear coupling of the forward and back-
ward modes having the same modal indices. Introduc-
ing notations x˜m =
∑N−1
ν=0 xνe
−2piiνm/N for the discrete
Fourier transform (dft) and x̂ν =
1
N
∑N−1
p=0 xpe
2piiνp/N for
the inversed one (idft), where N is the number of modes,
and calculating the triple sums as described in [39], we
get the following equations:
a˙µ =− (1 + iαµ)aµ + iβbµ + î˜aa˜a˜∗µ + i2aµ
∑
|bη|2 + fδµ0,
b˙µ =− (1 + iαµ)bµ + iβ∗aµ + î˜bb˜b˜∗µ + i2bµ∑ |aη|2.
(6)
Note, that for the accelerated calculation of the cross-
action terms for the full equations (4), we use idft for b
instead of dft. It can also be shown in this case that for
the term in the forward wave, with current definition of
dft normalization a factor of N2 will appear.
Usually, the Lugiato-Lefever type equation (LLE),
widely used for modeling of comb generation processes
[40–42], is got from the CMES (4) before the normal-
ization with substitution A(ϕ) =
∑
Aµe
iµϕ, B(ϕ) =∑
Bµe
−iµϕ and ωµ = ω0 + D1µ + D2µ2, where D2 is
the GVD coefficient. Note, that we choose the minus
sign at exponent in the expression for B to emphasize
that it rotates in the opposite direction. For the sake of
brevity, we again include the frequency deviation due to
the roughness and presence of the coupler into ωµ.
A˙ =− i(ω0 − ω − iκ/2)A−D1 ∂A
∂ϕ
+ iD2
∂2A
∂ϕ2
+ F (ϕ)+
+ igA(|A|2 + 2|B|2) + i
∫
s(ϕ, θ)B(θ)
dθ
2pi
,
B˙ =− i(ω0 − ω − iκ/2)B +D1 ∂B
∂ϕ
+ iD2
∂2B
∂ϕ2
+
+ igB(|B|2 + 2|A|2) + i
∫
s∗(θ, ϕ)A(θ)
dθ
2pi
, (7)
where s(ϕ, θ) =
∑
eiνθ κ2βνµe
iµϕ. Assuming that linear
coupling occurs for the forward and backward modes with
the same indices (βνµ = βδνµ), that corresponds also to
the high-finesse case, we get the coupling terms in the
form isB(−ϕ) and is∗A(−ϕ). Note that in case βνµ = β,
meaning that all modes couple equally, we get them in
the form isB(0)δ(ϕ) and is∗A(0)δ(ϕ). In this article only
the first case is considered. Here we also note that the
LLE approach looks less convenient for the non-trivial
coupling case.
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FIG. 1. Forward wave linear (red dash-dotted line) and nonlinear (blue solid line) resonance curves for different β at f = 4.
Dashed arrow in the right panel shows that the loop crosses the main resonance region and the system will jump from the first
to the second branch while tuning the frequency. Plotted variables are dimensionless.
However there is a problem in numerical modeling as
the common substitution ϕ′ = ϕ+D1t, A(ϕ′−D1t, t) =
A′(ϕ′, t) and B(ϕ′ −D1t, t) = B′(ϕ′, t) does not remove
the fast-rotating term with D1 from the second equation.
So we derive LLE directly from the simplified equations
(6) with a(ϕ) =
∑
aµe
iµϕ and b(ϕ) =
∑
bµe
−iµϕ.
a˙ =− (1 + iα)a+ id2 ∂
2a
∂ϕ2
+ iβb(−ϕ) + ia(|a|2 + 2Pb) + f,
b˙ =− (1 + iα)b+ id2 ∂
2b
∂ϕ2
+ iβ∗a(−ϕ) + ib(|b|2 + 2Pa),
(8)
where d2 = 2D2/κ, α = α0 and Pa =
∑ |aµ|2 =∫ |a(ϕ)|2 dϕ2pi and Pb = ∑ |bµ|2 = ∫ |b(ϕ)|2 dϕ2pi are the av-
erage intensities. The appearance of the averaged inten-
sities instead of local ones in cross-action terms reflect
the fact that the fields perform fast rotation in opposite
directions and average each other. It can be also shown
that the sign in the linear interaction term argument is a
consequence of the cylindrical symmetry. Note, that sim-
ilar equations were used in [27, 28], but the signs in the
argument of the linear coupling term are different and
nonlinear cross-action terms are absent or depend on the
local intensity values instead of the averaged values. Our
calculations show that these differences may affect the
boundaries of soliton existence and stability domains at
anomalous GVD.
III. STATIONARY SOLUTIONS AND LINEAR
STABILITY ANALYSIS
To investigate the frequency comb generation process
in such system more accurately, we use the linear stabil-
ity analysis (LSA) approach. First, we study the homo-
geneous solutions of the stationary form of (6) for the
pumped mode (µ = 0)
0 =− (1 + iα) a0 + iβb0 + ia0(|a0|2 + 2|b0|2) + if,
0 =− (1 + iα) b0 + iβa0 + ib0(|b0|2 + 2|a0|2). (9)
It is well-known, that linear coupling between the
counter-propagating waves splits each of the cavity res-
onances [17, 25, 43, 44] (see the (red dash-dotted line)
lines in Fig. 1). Solving (9) numerically, we found that
in a nonlinear system this splitting happens in a different
fashion. At weak coupling (small values of β), a charac-
teristic step appears on the resonance curve (see Fig. 1a).
Then, as the linear coupling coefficient increases, a loop
is formed at the tip of the step. With further increase
of the coupling coefficient, loop goes down (see Fig. 1b),
becomes separated from the step and, finally, splits off.
With a further growth of the coupling parameter β, the
step disappears, and the loop turns into a second, nar-
rower resonance (see Fig. 1c).
The characteristic values of β, at which the resonance
curve transformations occur, depend on the pump inten-
sity (they are collected in the Table I). Note, that f = 0.2
corresponds to almost linear behavior and f = 1.241 –
to multi-stability appearance. Our further investigations
show that these transformations of the nonlinear reso-
nance curve highly affect the process of comb generation.
TABLE I. The characteristic values of β. The rows ”step”
and ”loop” correspond to the coupling coefficient values at
which respective curve feature formation starts; ”split” is the
value of β at which the loop becomes separated from the main
resonance; ”cross” is the value of β at which the loop of the
resonance curve comes out from bellow the main resonance re-
gion and thus can be reached after the first branch is over (see
Fig.1, right panel). Presented variables are dimensionless.
f 1.5 2 2.2 2.5 3 4 5 6
ine step 0.4 0.4 0.4 0.4 0.4 0.35 0.3 0.28
loop - - 1.07 0.94 0.93 0.96 0.98 0.99
split - - 0.84 0.87 1.11 1.39 1.6 1.7
cross 0.4 0.85 1.02 1.3 1.85 3.25 5.1 7.25
Before proceeding to the LSA we note, that full and
simplified equations have the same homogeneous solu-
tions. Then we analyze stability of the full system (7)
5using anzats
a = a0 + a1 exp(imφ) + a
∗
2 exp(−imφ),
b = b0 + b1 exp(−imφ) + b∗2 exp(imφ), (10)
where a0 and b0 are stationary homogeneous solutions of
(9) and a1,2, b1,2 are perturbations. After the substitu-
tion (10) into (7), small terms neglection and separation
according to the azimuthal exponents we get
ia˙1 = (pm − i+ d1m)a1 − a20a2 − 2a0(b0b∗1 + b∗0b∗2)− βb1,
ia˙∗2 = (pm − i− d1m)a∗2 − a20a∗1 − 2a0(b∗0b1 + b0b2)− βb∗2,
ib˙1 = (pm − i+ d1m)b1 − b20b2 − 2b0(a0a∗1 + a∗0a∗2)− β∗a1,
ib˙∗2 = (pm − i− d1m)b∗2 − b20b∗1 − 2b0(a∗0a1 + a0a2)− β∗a∗2,
(11)
where pm = d2m
2 + α − 2(|a0|2 + |b0|2). We add com-
plex conjugated equations to close up the system self-
consistently, introduce (a1, a
∗
1, a2, a
∗
2, b1, b
∗
1, b2, b
∗
2)
T =
~xeλt and derive the eigenvalues problem for the insta-
bility growth rate λ
(λ+ 1)~x = Mˆ8~x, (12)
where Mˆ8 is 8x8 matrix.
We should remark here that m = 0 represents a spe-
cial case resulting in a simpler 4x4 eigenvalue problem.
To build the matrix for the reduced system (8) we use
that
∫
exp(±imθ)dθ/(2pi) = δm,0. So, for the reduced
system and m 6= 0 we get the equations (11) without the
d1-terms and the cross-terms (a0b0-terms and conjuga-
tion combinations). Eventually, the stability matrix in
this case is only 4x4. So, for reduced system we get the
characteristic equation
(λ+ 1)4 + c1(λ+ 1)
2 + c2 = 0, (13)
c1 =2p
2
m − P 2a0 − P 2b0 + 2|β|2 + 4Rabδm,0,
c2 =(p
2
m − Pa0Pb0 − |β|2)2 − (Pa0 − Pb0)2p2m −Rab+
− 4δm,0(Rab + 4Pa0Pb0)(Pb0 + pm)(Pa0 + pm)+
4δm,0(R
2
ab +Rab|β|2), (14)
and Rab = 2<[a∗0b0β], Pa0 = |a0|2, Pb0 = |b0|2. The sta-
bility map for this equation is shown in Fig. 2. This
allows us to highlight the instability regions at each res-
onance curve in Figs. 4, 5. Basically, the step is stable
until the loop forms at its tip. Another stable region usu-
ally appear between the loop and the main curve, when
they become separated. This happens at slightly higher
β then the ”split” event from Table I.
Now we compare the results of LSA obtained from the
full system of equations (4) and the simplified high-finesse
equations (6) (and thus (7) and (8)). We solve (12) for
both 8x8 matrix of the full system for different d1 and
for the high-finesse case (13) and compare the roots with
maximum real parts. The right panel of Fig. 2 shows the
β-f map of d1 where the difference is less then 5%. This
means that for each combination of the pump amplitude
f and the coupling coefficient β, the solutions of the full
and reduced problem are very close if the finesse value
d1/2 exceeds the value indicated in the map.
IV. NUMERICAL MODELING
To check more accurately the applicability of the dis-
cussed model simplification we perform direct modelling
of the soliton propagation with the full equations (4) for
the different finesse values. Analysing different solutions
of the full system, it is found that for the reasonable
values of β and f the solution converges to that of the
simplified high-finesse equations (6) if the finesse value
exceeds some critical value, depending on β and f . The
Figure 3 shows the propagation of the soliton
asol(ϕ) =
√
2α sech
√
α
d2
(ϕ− pi/2) (15)
for different d1, β and fixed α = 12, f = 4.11 and d2 =
0.01.
For considered parameters, critical finesse values are in
the range 200 - 500. Before this threshold the soliton dy-
namics depends on d1 and soliton can be unstable, form
some complex patterns or experience drift (see Fig. 3).
Above critical value, soliton parameters and dynamics do
not depend on the finesse value. We also found that this
threshold slightly increases with β, f and α. This result
is very similar to the predictions of stability analysis (see
right panel of Fig. 2). Note that for typical WGM mi-
croresonator the finesse value is of the order of 104 (or
larger, up to the 107 [45]) and, thus, the simplified system
can be used for numerical simulations.
Then we use equation (8) to study the dynamics of the
considered system upon frequency scan (α = α0 + vτ ,
v = 0.005). The examples of the nonlinear processes
occurring during the scanning of both branches for the
cases of the anomalous and normal GVD are shown in
Figs. 4 and 5. In the case of anomalous GVD, it is
shown that when scanning the upper branch (starting
with large negative detuning values), the generation of
solitons is possible up to a certain critical value of the
forward-backward wave coupling coefficient βdyn. For
f = 4, d2 = 0.01 this value is of the order of βdyn ≈ 1.25.
At values of the coupling coefficient less than this value,
the influence of the backward wave is almost impercepti-
ble. When approaching this value, a decrease in the num-
ber of generated solitons and even a single-soliton regime
is observed, and when exceeded, there is no transition
from the chaotic to soliton regime. Note, that similar re-
sults were demonstrated in [27]. However, accounting of
the nonlinear cross-action terms, neglected in [27], pro-
vides more accurate description of generation dynamics
and more precise boundaries of soliton existence and sta-
bility domains. With a sufficient value of the coupling
coefficient, in addition to scanning the upper branch, it
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FIG. 2. a) The root map of (13). The blue (dark) area provides stable solutions, yellow (light) and green (gray) – oscillatory
and non-oscillatory unstable ones. The red (black) line corresponds to c1 + c2 = −1, brown (dark gray) – c2 = (c1 + 4)2/4 and
magenta (gray) – c2 = c
2
1/4, critical point is (1;-2). b) The d1 values, for which the deviation between maximal real parts of
eigenvalues is less than 5%. Plotted variables are dimensionless.
FIG. 3. Evolution of the initial soliton for different linear
coupling coefficients β and finesse values d1/2 at fixed α = 12,
f = 4.11 and d2 = 0.01. The bottom figures coincide with
the high-finesse case. Plotted variables are dimensionless.
is possible to scan the lower branch, starting from the
particular range of the detuning values (see left panel in
Fig. 4). In this case, a similar nonlinear dynamics is ob-
served on the lower branch, including the generation of
primary sidebands and the chaotic regime, but the gen-
eration of solitons is absent. Moreover, if the splitting is
large enough, and the scan comes from sufficiently large
negative detuning values, then two frequency ranges cor-
responding to the upper and lower branches of the reso-
nance curve can be observed where the frequency comb is
generated (see the right panel in Fig. 4). Note, that the
search for the stationary solutions of equation (8) shows
that solitons can exist at values βcr > βdyn, and this criti-
cal value βcr increases with the growth of the detuning α.
For example, while critical value for the soliton excitation
βdyn ≈ 1.25, at α = 12 stable solitons exist if β < 2.33
and at α = 18 - if β < 6.75. However, these states turn
out to be unattainable by the standard method of the
frequency tuning. It is also interesting that, because of
the integral term describing the cross-action, the exis-
tence domains for different numbers of solitons are not
the same. This effect can be used for the deterministic
single-soliton generation.
We also found that in the normal dispersion regime,
the scanning of the main resonance does not provide gen-
eration of the additional spectral components which is
consistent with results obtained from the LSA. At the
same time, modulational instability is observed at the
second branch of the resonance curve, which provides a
new mechanism for the generation of the frequency comb
(see left panel in Fig. 5). We show that this instability
is connected to the loop on the tip of the second reso-
nance which does not form for f < 2.2 (row ”loop” in
Table I) and no sideband generation occurs. The second
branch existence correlates with the moment when the
loop becomes separated from the resonance (row ”split”
in the Table I). While scanning the second branch and
a certain detuning value is reached, the first sidebands
appear, and then due to the non-degenerate four-wave
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FIG. 4. a) Nonlinear double resonance at anomalous GVD: thick blue - stationary analytical solution (solid – stable, dashed
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FIG. 5. a) Nonlinear double resonance at normal GVD: thick blue - stationary analytical solution (solid – stable, dashed –
unstable, high-finesse regime), thin solid red (dark) and yellow (light) - solutions of (8) with different initial conditions. b)
evolution of the spectrum upon frequency scan at normal GVD (second branch). Plotted variables are dimensionless.
interaction, the other frequency components are gener-
ated. Then, a chaotic regime is observed, correspond-
ing to the generation of an incoherent comb, which then
passes into a stable low-intensity single-mode state (see
the right panel in Fig. 5). However, generation of soli-
tonic pulses or platicons [46, 47] is not observed for the
studied parameters. The parameters of the generated
primary frequency comb (or Turing patterns in temporal
representation) also depend on the linear coupling coef-
ficient of the forward and backward waves. It was found
that the distance between the pumped mode and primary
sidebands increases with the linear coupling coefficient β.
We also estimate the detuning αsb and mode number µsb
at which the first sideband appears during laser sweep-
ing with the results of LSA from (13) as the point at
which <[λ] becomes positive. Fig. 6 shows the results
together with the points, obtained by the numerical so-
lution of (8), that are in good agreement. Since µ and d2
appear inside pm as a united term d2µ
2, we also find out
a simple 1/
√
d2 scaling for µsb, that was also confirmed
numerically.
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FIG. 6. The first sideband number µsb and the detuning αsb, after which it appears, vs linear coupling coefficient β. Plotted
variables are dimensionless.
V. CONCLUSION
Here we presented an original mathematical model de-
scribing nonlinear processes in high-Q Kerr microres-
onators with backscattering. Resulting system of equa-
tions was derived from the first principles and takes both
linear forward to backward coupling and nonlinear cross-
action into account. This new model is quite similar to
the previously used ones, but has a couple of important
physically justified differences, that influence the dynam-
ics and thresholds of the nonlinear processes. For real
microresonators that usually have high finesse the sys-
tem can be significantly simplified. This was checked
for different combination of other parameters by means
of both direct modeling and LSA. It was shown that
the bound of the high-finesse approximation is quite low,
but increases with the pump power. The nonlinear mode
splitting was also analyzed and the dependence of the
resonance curve on the pump amplitude and backscatter-
ing coefficient was studied. Performed numerical simula-
tions showed that the backscattering modifies the DKS
existence region and at the same time provide modula-
tional instability in the normal group velocity dispersion
regime. Proposed model provides deep insight and ac-
curate description of the complex dynamics of nonlin-
ear processes in high-Q WGM microresonators and can
be applied for a wide class of the spherical-symmetric
WGM-like systems.
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