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Abstract
The brain controls behaviour and has to manage the body’s resources (including energy) at the
same time. How the brain coordinates and combines computations for controlling behaviour in
response to metabolic state is little understood.
I examined internal metabolic state and its role in motor coordination. I found that internal
metabolic state modulates human motor coordination, with a lower energy expenditure asso-
ciated with performing a velocity-controlled centre-out reaching task when in a low metabolic
state.
One approach to understanding human motor coordination is to consider motor cost functions.
Many cost functions have been proposed yet the form and implementation of the cost function
in the human motor system remains largely unknown. I have shown how an approximately
quadratic metabolic energy cost function can be derived from the physiological properties of
muscles and muscle ﬁbres, producing a biophysically plausible cost of motor control. I then used
this cost function to predict the manner in which coordination would change during an isometric
force production task. I showed my predictions were correct, with motor eﬀort shifting from
muscles with higher metabolic energy costs towards muscles with lower metabolic energy costs.
I examined the eﬀect of internal metabolic state on muscle ﬁbre recruitment regimes. I found
no signiﬁcant eﬀect here, suggesting that ﬁbre recruitment is computed in an independent man-
ner to muscle coordination and supporting hierarchical control of human motor coordination.
To directly uncover the composite cost function of reaching movements, I used model based
inverse optimal control to show how diﬀerences in hand reaching trajectories between metabolic
states can be described by a single parameter representing a trade-oﬀ between motor variability
and energy expenditure.
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1. Introduction
The only way our brain can interact with the world is through movement, thus making motor
control a fundamental topic of neuroscience. Motor diseases (Farley et al. 2004) and natural
ageing (Darling et al. 1988; Stelmach and Ho¨mberg 1993; Seidler et al. 2002; Seidler et al.
2010) can prevent regular function of the human motor system, limiting our ability to interact
with the world. Greater understanding of the underlying design principles of the human motor
system will provide insights into the cause of symptoms (Uchiyama et al. 2003; Magdoom et al.
2011) and new treatments so as to improve our lifelong well being.
During each day, we perform many movements with seemingly very little diﬃculty. Yet even
the simplest of these tasks are complex control problems involving the organisation of many re-
dundant muscles. This means that not all of the muscles are necessarily needed to perform any
given task. Redundancy is a very desirable property in engineering systems, providing adapt-
ability and fault tolerance. Yet redundancy is diﬃcult to handle within a control framework
due to the associated increase of the potential solution space which must be searched to pro-
duce an acceptable control strategy.
Acquiring a better understanding of how we control our movements will allow rapid improve-
ment in robotic systems. While robotics has had a tremendous impact in predictable and well
deﬁned environments such as assembly lines, in order to assist us in our everyday lives robots
must be able to cope with a less predictable environment. Humans are very capable of deal-
ing with uncertainty in their environment and so understanding the mechanisms behind this
capability may allow implementation in robotic systems. Robotic systems are currently only
able to deal with very tightly speciﬁed environments and do not deal well with variability and
uncertainty.
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Figure 1.1.: Even the simplest of movements can have an inﬁnite number of solutions, depending
on variables such as the path taken and the speed of movement.
1.1. A brief description of the human sensorimotor system
The human sensorimotor system allows us to react to external stimulation and interact with
our environment. Many tasks key to our evolutionary ﬁtness are only possible with the use of
our sensorimotor system. For example, we must move to gather food, such as picking an apple
from the ground beneath a tree. This simple task requires sensing the position of the apple
relative to our body and then reaching for it with our hand. Without accurate control of our
movement, this task would be nearly impossible.
The sensorimotor system consists of many components with distinct functions. Various sen-
sors such as the eyes and force sensors in muscles feed information into speciﬁc regions of
the brain. These information sources are combined into a single multimodal representation
(Tcheang et al. 2011) in an optimal fashion (Wolpert et al. 1995) in regions such as the in-
traparietal sulcus (Anderson et al. 2010). Optimal in this situation means providing the most
likely estimate given multiple inexact inputs. This information is then propagated to regions
involved in motor control for example the premotor cortex and the motor cortex. The exact
computations implemented in these regions of the cortex are unclear, although many correla-
tions have been found between the activity of neurons in these regions and quantities that are
relevant to motor control. For example, through monitoring neurons in the motor cortex (Scott
2004; Fu et al. 1995; Nakajima et al. 2000; Archambault et al. 2011) and the premotor cortex
(Baumann et al. 2009; Fluet et al. 2010), it has been shown that these regions are involved in
13
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hand motion and grasping. The motor cortex is connected to motor neuron pools within the
spinal cord which in turn are connected to muscles (Loeb et al. 1999).
Motor neurons allow the brain to control the tension of muscles within the musculoskeletal
system. For skeletal muscle, this tension tends to produce a torque around one or more joints,
with the seeming exception of facial muscles (Goodmurphy and Ovalle 1999). Muscles can only
produce tensional forces so to control a joint at least two antagonistic muscles are required, one
to produce extension and one to produce ﬂexion. In fact there are more than two muscles per
degree of freedom (Prilutsky and Zatsiorsky 2002) in the human body leading to one source of
redundancy.
The joints within the body allow one body segment to move with respect to another, resulting
in movement. For example, the elbow allows the lower arm to rotate with respect to the upper
arm, causing a movement of the hand. Many of the joints within the body are exceedingly
complex, for example the shoulder is capable of rotation and translation in several dimensions
(Charlton and Johnson 2006). In many tasks, the joints provide more degrees of freedom than
are strictly required for task completion leading to another source of redundancy. For example,
the arm has three major joints: the shoulder, the elbow and the wrist yet when performing
reaching movements, rotations of the shoulder and the elbow are suﬃcient.
In order to move, the sensorimotor system must produce mechanical work. This allows the
body to overcome the eﬀects of inertia, friction and external forces. Mechanical work is produced
by muscles (Smith et al. 2005), more speciﬁcally by cells called muscle ﬁbres.
1.2. Muscle ﬁbres
Muscles are composed of many muscle ﬁbres which are organised into motor units, with each
motor unit being innervated by a single motor neuron originating in the spinal cord (Edstro¨m
and Kugelberg 1968). A muscle ﬁbre generates tension when stimulated by action potentials
from a motor neuron (Huxley 1974). The action potentials from the motor neuron produce
depolarisations of the muscle cell membrane. The depolarisation of the membrane triggers
the release of calcium ions into the cellular plasma which causes a chain of chemical reactions
resulting in contraction of the muscle ﬁbre (Ebashi 1963). Many muscle ﬁbres contracting
together produce tension in the muscle which can move a joint or apply a force.
There are two main types of muscle ﬁbre in human muscles (see appendix A). Fast twitch ﬁbres
14
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are fast at contracting, fatiguable and primarily capable of anaerobic glycotic respiration. Slow
twich ﬁbres are slow at contracting, non-fatiguable and primarily capable of aerobic oxidative
respiration. The ratios of muscle ﬁbres within muscles in the human body varies widely (Johnson
et al. 1973) from 96% slow ﬁbres found deep in the Soleus leg muscle (Dahmane et al. 2005) to
89% fast ﬁbres in the orbicularis oculi facial muscle (Goodmurphy and Ovalle 1999). Here, I
concentrate on the arm, where muscles tend to have a more intermediate distribution of ﬁbres
(Johnson et al. 1973; Dahmane et al. 2005; Srinivasan et al. 2007).
1.3. 2D Planar Reaching Movements as a Model System
Figure 1.2.: A model of the human arm acting in the horizontal plane. The six major muscle
groups in the human arm are depicted. Extensors (on the ventral side of the arm)
include triceps lateral (Red ), triceps long (Blue ) and deltoid (Black ).
Flexors (on the dorsal side of the arm) include brachioradialis (Red ), biceps
short (Blue ) and pectoralis (Black )
This project focuses on the control of the two joints of the human arm with the largest
inﬂuence on hand position: the shoulder and the elbow. This will reduce the computational
complexity of the control problems being analysed to a manageable level, simplify the design
and eﬀectiveness of experiments, while at the same time reﬂecting many features that make
motor control challenging. The aim of this research is to study the motor control strategies
utilised by humans, hence a simpliﬁcation of the dynamics of the human motor control system
is desirable. The model of a two-joint arm acting in a plane is often used in the literature
15
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(Flash and Hogan 1985; Gordon et al. 1994; Alexander 1997; Lan 1997; Gribble et al. 1998; Li
and Todorov 2004; Todorov and Li 2005; Li et al. 2005; Porrill and Dean 2007) when studying
human motor coordination.
In a simple representation of the arm moving in the horizontal plane, there are six major
muscle groups and two degrees of freedom (ﬁg. 1.2). This means that there are more degrees of
freedom than constraints (six control inputs for two joints). Thus tasks involving the movement
of the arm have many redundant solutions. One way to compute a solution to redundant control
problems is optimal control theory.
1.4. Optimal Control as a theory of human motor control
Figure 1.3.: Representation of human motor control tasks as a classic control loop. In this case,
an arm receives a control input u from the brain. This produces some change in
state x which is detected by the brain. In order for the brain to control the state
of the system, it must calculate control inputs that produce the desired changes in
state. Often this computation has many solutions due to redundancy in the state
dynamics. One way of dealing with this problem is formulating a cost function which
quantiﬁes the costs of the task (e.g. task error, task duration, energy used). Finding
a control strategy that minimises these costs will result in an optimal solution. If
the cost function is suitably chosen, there will be a single globally optimal solution.
Inspired by robotics, optimal feedback control theory (OFCT) is currently the leading theory
of human motor control. There is much evidence that the brain behaves in a Bayes-optimal
manner (Acun˜a and Schrater 2010; Wolpert et al. 1995; Ko¨rding and Wolpert 2004) and in a
noisy world, optimal control can be thought of as an extension of Bayesian behaviour to motor
control (Ko¨rding and Wolpert 2006). Bayes-optimal behaviour deﬁnes the optimal behaviour
in the presence of uncertainty, or maximising the probability of a successful outcome given
knowledge of a task and one’s prior beliefs about the world. For example, human behaviour
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in a ball-catching task can be explained as a near optimal combination of sensory and motor
noise (Faisal and Wolpert 2009). It has been suggested that evolution gives rise to optimal
behaviours by selecting for behaviours that maximise survival (Harris 1998). One key feature
of motor behaviour is coordination, where multiple degrees of freedom, such as muscles, joints
or limbs (reviewed by Diedrichsen et al. 2010) are involved in a task.
OFCT has been very successful in explaining human motor coordination in a principled
manner (Todorov and Jordan 2002; Diedrichsen and Dowling 2009) and has been shown to
predict a large variety of movement data (Todorov and Jordan 2002; Scott 2004; Diedrichsen
2007; Diedrichsen and Dowling 2009). For example OFCT predicts that we reduce variability
in task-relevant dimensions and yet allow it to increase in task-irrelevant ones, improving task
performance (Diedrichsen 2007).
OFCT derives motor control strategies from the minimization of a cost function that is a
function of motor commands, state variables and task variables (Dorato and Levis 1971). State
variables describe the current state of the dynamical system and commonly include for example
the current position and velocity of the system (Li and Todorov 2004; Diedrichsen and Dowling
2009; Berret et al. 2011; Berniker et al. 2013). Task variables describe the objective of the task
and commonly include for example a target position that should be reached by the system (Li
and Todorov 2004; Diedrichsen and Dowling 2009).
1.5. Cost functions
Cost functions allow one to formulate a control problem in a principled way. One can set a cost
on motor commands, state variables and task variables. The optimal solution will minimise
the cost such that undesirable quantities are avoided. A large amount of experimental evidence
supports a cost function that scales with the square of control input (Harris and Wolpert 1998;
Anderson and Pandy 2001; O’Sullivan et al. 2009; Diedrichsen et al. 2010) but little is known
about the nature of this cost function and how it is realised in human motor coordination.
The neuronal implementation or representation of such costs in the brain also remains unclear
although they may be evaluated in the ventral striatum and anterior cingulate cortex based
on functional magnetic resonance imaging during a cost-beneﬁt valuation task (Croxson et al.
2009).
Cost functions are also a principled way to describe trade-oﬀs between competing goals within
17
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a task. For example the well known speed-accuracy trade-oﬀ within human motor control
known as Fitt’s Law can be formulated as a cost function. Fitts law can be reproduced by
assuming that during a reaching movement, the motor system makes a series of slightly imprecise
submovements (Milner 1992). Moving more slowly then allows more time to correct errors,
leading to a speed-accuracy trade-oﬀ. This tradeoﬀ can be explained by placing a cost on
the time of completion and the end-point error, The balance of the trade-oﬀ can be altered by
increasing one of these costs for example by changing the size of a reaching target and a control
strategy that seeks to minimise the cost would produce a faster movement or one that uses
smaller submovements, or motor commands. However, this raises the question of why humans
place a cost on motor commands? By asking why there is a certain cost, cost functions become
a valuable tool for studying human motor behaviour. In this section I examine a number of
cost functions that have been proposed in literature, which I break down into intrinsic costs
and task-based costs.
1.5.1. Intrinsic Costs
Intrinsic costs are costly in and of themselves, rather than due to an external factor. Often they
describe the usage of a limited resource that may be diﬃcult to recover. The motor system has
many examples of intrinsic costs within it’s function: energy usage, motor variability and fatigue
can all be thought of as intrinsic motor costs, as described below. Certain solutions to a task
may be considered more desirable if they are associated with lower intrinsic costs yet reducing
these costs may not improve task performance and may even decrease task performance. These
costs do not directly arise from the property of a task hence they should apply widely and be
conserved over many diverse motor tasks.
Minimum Variance and Signal-dependent Noise
The various sources of variability within the sensorimotor system set fundamental limits on its
function including the accuracy of sensing, information processing and movement(Faisal et al.
2008, reviewed by). In muscles, the standard deviation of force output over time is proportional
to the mean force output when contracted voluntarily (Jones et al. 2002). Hence, the noise
depends on the signal, leading to the theory of Signal-dependent noise. Minimising task-relevant
variance under an assumption of Signal-dependent noise has been shown to predict well human
motor control in a number of situations such as eye saccades and hand reaching movements
18
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(Harris and Wolpert 1998). Seeking to minimise the variability caused by signal-dependent
noise is evolutionarily sensible as it maximises an organism’s ﬁtness by increasing task precision
within a system of noisy actuators.
Signal-dependent noise has a biologically principled basis in the organisation of motor pools
(Hamilton et al. 2004). Motor neurons are located in the spinal cord, spatially grouped into
pools that innervate each muscle. There is a large variability in the force generated by the
motor units commanded by each motor neuron innervating a single muscle. Henneman’s size
principle suggests that the motor neurons are recruited in order of motor unit size. The neurons
innervating the weakest motor units are activated at low force demands for ﬁne-grained control
and as the force demand increases more neurons activate until the neurons innervating the
strongest motor units produce maximum voluntary contraction (Burke 1980). In order to allow
a continuous gradient of force generation throughout the muscles’ working range the largest
active motor unit will be innervated in short temporal bursts by its motor neuron to maintain
the desired force on average. This leads to a temporal variability in the force generated which
is related to the size of the largest active motor unit and causes the standard deviation to
be proportional to the mean force output of the muscle (Jones et al. 2002). Hence end-point
variance scales with the square of the mean muscle force in a fashion dictated by motor pool
size.
Signal-dependent noise also explains the Fitt’s Law speed-accuracy trade-oﬀ measured in
human reaching movements (Fitts 1954) and eye movements (Harris and Wolpert 2006). If the
required accuracy is increased, smaller control signals must be used to reduce the variability
caused by signal-dependent noise. This leads to a reduction in the speed at which a subject
will perform a task. Under the assumption of signal-dependent noise, Fitt’s Law can be seen
as a tradeoﬀ between task error and the time taken to complete a movement (Todorov and
Jordan 2002; Beers et al. 2002). A single cost function can explain why subjects produce a
faster motion for larger targets, or a slower but more accurate motion for smaller targets. By
increasing one of these costs, for example by incurring a large penalty for missing, the balance
of the trade-oﬀ will be altered and the motor strategy will change accordingly.
Minimum “Eﬀort”
O’Sullivan et al. (2009) recently suggested that noise and “eﬀort” are weighed against each
other when determining motor coordination. By conducting a two ﬁnger force generation task,
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muscle variability was measured and the predictions of theoretical costs were tested against
experimental data.
An empirical cost function was generated from the data and compared with three theoretical
cost functions: signal dependent noise, “eﬀort” (the square of force) and “eﬀort” normalised
by maximum voluntary contraction, representing muscle fatigue. Energy cost was ruled out as
the relationship between force and energy in muscle ﬁbres is known to be linear (Szentesi et al.
2001), conﬂicting with the quadratic form of the cost function.
As predicted, a squared cost function was found to ﬁt the data well. The key result however
was that the signal-dependent noise model accounted for only 13% of the empirical relationship.
The “eﬀort” cost was shown to give the best ﬁt to the experimental data while the fatigue-based
“eﬀort” cost accounted for a similar amount of the empirical relationship as signal dependent
noise.
This study elegantly showed that signal-dependent noise models are not capable of predicting
human performance in isometric force tasks with “eﬀort” predicting performance more accu-
rately. However as muscle fatigue did not predict the performance either, the physiological basis
of this cost is unclear.
Minimum Jerk
Jerk is deﬁned as the third derivative of position with respect to time, or the ﬁrst derivative of
acceleration. For example, accelerating from a dead stop while maintain constant jerk results
in a quadratic velocity proﬁle. This can be compared to the linear velocity proﬁle that would
be produced by constant acceleration.
Minimum Jerk models tend to produce smooth trajectories. The speed at which one draws an
ellipse is closely related to its curvature, moving quickly through the lower curvature (straighter)
sections and slowing down for the higher curvature (more sharply curved) sections (Wann et al.
1988). Minimum Jerk was ﬁrst proposed in 1985 to explain human reaching trajectories (Flash
and Hogan 1985), and Minimum Jerk models have since been applied to explain handwriting
(Edelman and Flash 1987) and the drawing of ellipses (Wann et al. 1988).
Jerk does not however predict anything about how humans perform in isometric force pro-
duction tasks as no movement occurs and so jerk is zero for many task solutions. Also, it is
not clear what biologically relevant advantages are conferred by minimising Jerk. Therefore I
consider minimum jerk to have limited biological plausibility.
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Minimum Energy
Eﬃcient use of energy is fundamental to the evolutionary ﬁtness of biological organisms (Lotka
1922). Movement requires energy expenditure and so is limited by the energy available to an
organism. Minimum Energy has been used to describe arm reaching movements (Alexander
1997) although this model relied on assumptions such as antagonistic muscles not being active
simultaneously and slow muscles being used preferentially for slow movements. A Minimum
Energy model has also notably been used to predict muscle ﬁbre recruitment patterns (Hatze and
Buys 1977). More recently, it has been found that metabolic energy expenditure decreases with
motor learning (Huang et al. 2012), suggesting that metabolic cost may well be an important
cost for the motor system.
Energy is commonly thought of as varying linearly with muscle force (O’Sullivan et al. 2009;
Hamilton et al. 2004; Berret et al. 2011; Gaveau et al. 2014) and hence does not explain well
the quadratic cost functions that are observed to ﬁt human actions in force production tasks. I
will consider this in more detail in chapter 3.
Minimum Fatigue
Muscle fatigue can be very problematic for an organism. Once fatigued, a muscle’s performance
is severely degraded which can prevent completion of future tasks. Minimum Fatigue models
have been used to predict load sharing during standing and walking (Dul et al. 1984) and muscle
coordination during load lifting (Prilutsky et al. 1998).
Muscle fatigue has been quantiﬁed in various forms, from squared muscle stress to the maxi-
mum norm of muscle stress, known as min/max (Prilutsky and Zatsiorsky 2002, reviewed by).
Muscle fatigue is not however a relevant factor during many day-to-day tasks. Fatigue is only
likely to occur after maintaining relatively high muscle force levels for a sustained amount of
time (e.g. 5min above 10% Maximum Voluntary Contraction (Stephens and Usherwood 1977)).
Hence, minimum fatigue is rather unrelated to such tasks as reaching movements.
Composite Cost Functions
While cost functions have long been used to describe and explain human behaviour, recently it
has been suggested that a greater combination of costs may be combined and traded-oﬀ within
the human motor system (Berret et al. 2011). This leads to the possibility of motor control
being determined by internal states of the body. If multiple costs are considered important by
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the human motor system, are their relative weightings static or do they vary dynamically? Of
all these cost functions, minimum variance and minimum energy stand out as being biophys-
ically1 motivated. A cost function can be said to be biophysically motivated if it impacts on
evolutionary ﬁtness, generalises well and is easy for the CNS to implement (Beers et al. 2002).
Hence, I concentrate on these two in this thesis.
1.5.2. Task-based Costs
Task-based costs arise from the properties of a motor task. For example when deﬁning costs for
a targeted reaching task, there would be a certain cost on missing the target, a cost for reaching
the target outside of a strict time window and also a cost on ﬁnal velocity such that you would
need to come to a complete stop at the target. These costs deﬁne the task and similar costs can
be applied to many tasks, although they do not generalise well between tasks. If one were to
deﬁne task-based costs for neolithic tool-making, one would reward high ﬁnal velocity and the
time length of each movement would not be restricted (Hecht et al. 2015). Hence the task-based
costs of the ﬁrst task do not apply to the second task. Task-based costs are necessary in the
ﬁeld of motor control for formalising the underlying problem such that control algorithms (such
as Optimal Control) can be applied to them.
Minimum Time
The time taken to perform a task can be very important. The eye has vastly higher visual acuity
for objects focused within the ﬁeld of the fovea when it is stationary, hence this relatively small
region of the visual ﬁeld must be moved and focused upon features of interest quickly (Harris
and Wolpert 2006). For example, when performing eye saccades to search for danger within
your visual ﬁeld, move too slowly and you may be eaten by the predator creeping through the
grass.
By analysing the mechanical and dynamic properties of the human sensorimotor system, a
Minimum Time solution can be produced and has been used to model eye saccades (Enderle
and Wolfe 1987).
For some movement tasks however, a Minimum Time solution is clearly undesirable. For
example, when writing a letter a Minimum Time solution may get the job done but the results
will hardly be legible! Here, the accuracy of output may be much more important than the
1. Biophysics is the application of the methods and theories of physics to biological systems (Pearson 1892).
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time taken. Also, many tasks have an implicit time window for satisfactory completion such
that faster completion is as undesirable as slower completion, such as hitting a ball in tennis.
Moving the racquet too quickly will result in missing the ball just as surely as moving it too
slowly.
1.6. Internal Metabolic state
Of all the potential internal states that the human motor system may consider important, I
focus on internal metabolic state. I take internal metabolic state to encompass information
relating to the available energy levels within the body, including the current state of various
energy stores such as fat cells and blood glucose levels. Internal metabolic state may be aﬀected
by the amount of time since the last meal was eaten, or divergences of caloriﬁc intake from that
which may be considered the usual daily routine such as fasting. There is much evidence
that the brain detects and seeks to control various aspects of internal metabolic state. For
example Schwartz et al. (2000) reviewed the role of metabolic signals and their detection by the
brain highlighting the control they have over food intake. One such metabolic signal is carried
by a hormone called leptin. A series of reviews of hypothalamic control over brain processes
(Leibowitz and Wortley 2004; Burdakov and Alexopoulos 2005; Burdakov et al. 2013) highlight
the role leptin signalling plays in neural processes, particularly those related to energy balance
and locomotor activity. Leptin levels are increased during fasting (Sinha et al. 1996; Weigle et
al. 1997) when it seems sensible to reduce the amount of energy expended through movement.
In a review of neurons in the hypothalamus, Burdakov and Alexopoulos (2005) suggested that
these neurons detect changes in body energy levels and spread the information to all major
brain areas. For example, it has been reported that high leptin levels suppresses locomotor
activity (Segal-Lieberman et al. 2003; Coppari et al. 2005) and that an inability to detect
leptin in the hypothalamus leads to obesity in mice (Plum 2006; Solomon et al. 2014). This
suggests that leptin plays a role in the brain’s detection and management of metabolic energy
levels. One key ﬁnding was that leptin decreases the value of caloriﬁc versus taste rewards of
food in mice (Domingos et al. 2011) suggesting that leptin modulates costs and values within
the brain. Hence we can ask the following question: does our internal metabolic state inﬂuence
the way that we make decisions about motor coordination?
I will examine this question in the following chapters using a mixture of experimental investi-
23
1. Introduction
gations and computational modelling. In chapter 2 I will ﬁrst investigate whether human motor
coordination varies with internal metabolic state by analysing reaching movements and using a
fasting regime to vary internal metabolic state. In chapter 3 I will model from ﬁrst principles
the energy costs of muscular contraction. In chapter 4 I will present results from an isometric
force production task and analyse the relationship of ﬁbre type ratios to changes in activity due
to internal metabolic state. In chapter 5 I will look at spectral measurements from each muscle
during the isometric force production task to investigate whether this is inﬂuenced by internal
metabolic state. Finally, in chapter 6 I will use an inverse optimal control framework to investi-
gate whether or not a metabolic state dependent cost function derived in chapter 3 can explain
the results of chapter 2.
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Abstract
Background How internal metabolic states inﬂuences decision making and sensorimotor con-
trol processes is not well understood. Motor coordination requires orchestrating the redundant
degrees of freedom of our motor system to perform actions, however we display characteristic
and predictable reaching trajectories, i.e. we can reach for a cup in many diﬀerent ways but we
tend to use just one speciﬁc way. It was previously shown that computational theories of motor
control can explain reaching trajectories by assuming that subjects orchestrate their movements
so as to minimise a movement cost function, such as end-point variability or movement eﬀort.
Results We measured human behaviour during a centre out reaching task in two distinct
metabolic conditions 1: in the morning after skipping breakfast and 2: after having breakfast.
Task constraints required subjects to perform movements at the same velocity and distance,
thus subject could only reach diﬀerently but not more slowly, to the same target. We used
indirect caliometry to measure metabolic energy expenditure during the task. We found that
humans alter their patterns of motor coordination dependent upon internal metabolic state and
this change in behaviour results in a 20% lower task-related energy expenditure when fasted.
Conclusions We conclude that humans alter their motor coordination based upon their in-
ternal metabolic state. This suggests that when in a high metabolic state movements are
orchestrated according to diﬀerent criteria as when under low metabolic states, where we ﬁnd
evidence that movements are orchestrated with lower metabolic costs. This implies that motor
coordination strategies may account for metabolic costs of speciﬁc muscle groups when plan-
ning and executing movements. These ﬁndings demonstrate a link between the brain’s com-
putational strategies for sensorimotor control and ultimately sequential decision making with
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their physiological states. Thus, metabolic state may alter computational strategies of decision
making signiﬁcantly between low-metabolic conditions, a standard state in many animal-based
experiments, and high-metabolic state, as in many human psychophysics experiments.
2.1. Introduction
Eﬃcient and sustainable use of energy is of vital importance to organisms (Lotka 1922) and
their behaviour. Movement accounts for up to 70% of daily energy usage (Westerterp and
Plasqui 2004) and therefore energy sets a fundamental constraint for behaviour. The amount
of energy available to an organism sets an upper limit to the amount of movement that can be
performed. The brain may thus have evolved to plan and control movements in a sustainable
manner. Therefore, the amount of energy available to act, our internal metabolic state, may
be an important factor used by the brain for motor planning and coordination. While it seems
intuitively obvious that when we are low on energy we may choose to move more slowly or not
move at all, in many real-world situations we may not have the option for slower movements or
inaction. This is integral to motor coordination tasks such as reaching, where the motor system
has to choose a suitable movement trajectory from the theoretically inﬁnitely many ways to
reach an end-point within a given time frame. It was suggested that the brain may choose
these movement strategies so as to minimise the impact of muscle force variability (Harris
and Wolpert 1998), “eﬀort” (O’Sullivan et al. 2009, deﬁned there as eﬀort being summed forces
applied over time) or the jerkiness (Flash and Hogan 1985) of movements.
In a series of papers it was shown that subject’s movement trajectories in reaching tasks could
be explained by choosing to move their joints so as to minimize the inﬂuence of signal-dependent
motor noise in muscles, thus adapting a reaching strategy that minimizes the end-point variabil-
ity (Harris and Wolpert 1998; Hamilton et al. 2004). Minimising motor noise could also explain
more complicated motor tasks, such as manipulating a non-rigid object with an internal degree
of freedom (Nagengast et al. 2009). However, O’Sullivan et al. (2009) showed that in a ﬁnger
force production task behaviour is better explained by a minimum eﬀort rather than minimum
variability strategy, with a more even force distribution across ﬁngers than would be predicted
by the measured variability. Thus suggesting that the motor system may trade oﬀ diﬀerent
motor costs against each other. Very recently, Huang et al. (2012) showed that practice and
thus motor learning reduces the metabolic cost of reaching movements in force ﬁelds, intuitive
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yet not proven before. Thus, biologically motivated motor costs such as variability and eﬀort
are known to be factors in selecting motor coordination strategies and the brain is known to
improve metabolic eﬃciency. Here we focus on how the internal state of the body inﬂuences
the brain’s decision making, i.e. not on the cost functions of motor control aﬀecting motor de-
cisions, but on what controls the selection of motor strategies. In mice, evidence shows that
locomotor activity is inﬂuenced by metabolic signalling pathways: leptin signalling in the hy-
pothalamic arcuate nucleus (Coppari et al. 2005) and Melanin-Concentrating Hormone (MCH),
a neuropeptide secreted by the hypothalamus was shown to decrease locomotor eﬀort (Segal-
Lieberman et al. 2003; Leibowitz and Wortley 2004). This suggests that internal metabolic
state may inﬂuence the motor system.
Metabolic state may inﬂuence the motor system beyond merely slowing us down to conserve
energy, after all there are many tasks in life that cannot be executed slower without severe
penalties (e.g. throwing a projectile in defence or reaching a water source). We hypothesize
that, when confronted with motor coordination problems with ﬁxed time constraints, our brain
may exploit knowledge about its internal metabolic state to inform its motor system. For
example our brain may choose more energy-eﬃcient motor coordination strategies when low
on energy versus other strategies that promote another desirable feature such as movement
accuracy which may be chosen when high on energy. Thus, we predict that internal metabolic
state will alter motor coordination with regard to the metabolic cost of our movements so as
to spend less when we have less. We directly test this by testing subjects in two metabolic
states, high (fed) and low (fasted), while holding movement time and thus movement velocity
constant. By analysing the reaching trajectories during our centre-out movement task we can
observe task-speciﬁc motor coordination strategies. Measuring coordination strategy and motor
performance allows us to analyse the decision making processes in the brain. Observing changes
in these measurements between metabolic states allows us to determine whether or not these
decision making processes depend on internal metabolic state.
2.2. Methods
Healthy right-handed subjects (N=8) participated in the study (age 23-29). The experiments
were carried out in accordance with institutional guidelines, and a local ethics committee ap-
proved the experimental protocols.
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Figure 2.1.: A. A subject sits in the setup ready for the experiment. A metabolic cart measured
expired respiratory gases that were captured by a ventilated hood. B. Subjects
sat in a sports-car driving seat with their arm supported on a frictionless surface.
A motion tracker recorded the position of their right hand. Visual feedback was
projected via a mirror system. C. Subjects performed centre-out reaches from the
white sphere to one of eight targets positioned as shown.
Protocol
Subjects were sat in a Virtual Reality Rig (ﬁg. 2.1), where visual feedback was projected into the
plane of movement via a mirror system. The position of each Subject’s right hand was recorded
using a Liberty magnetic tracking system (Polhemus; Colchester, VT, USA) and the weight of
their arm was supported by an airpuck which allowed frictionless movement within a horizontal
plane. A sports-car driving seat constrained movement of the torso so that movements of
the arm were not confounded with upper body movements. The positioning of the seat was
constrained by a tight ﬁtting semi-circular cut-out in the surrounding table and subject’s feet
were supported by an adjustable footrest. Lighting conditions were carefully controlled using
black-out curtains to remove natural light. Subjects’ wrists were constrained with a sports
support to discourage large movements of that joint.
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Subjects were asked to perform centre-out reaches with their right hand to one of 8 targets
within a horizontal plane (ﬁg. 2.1) in random order with a 1.12kg weight strapped to the wrist.
There were 1000 randomly ordered reaches per experimental session. Subjects were allowed
to familiarise themselves with the setup prior to each experimental session. The centre out
reaching task began when participants moved their hand (position was indicated with a sphere
of radius 1cm) to the visual workspace centre (approximately 30cm in front of the torso and
central with respect to the shoulders); then a 1.5cm radius target sphere appeared 15cm away
in one of 8 equally spaced directions.
Subjects chose when to start reaching towards the target, having to enter a region of radius
2cm centred on the target sphere within 0.33s. After a further 0.25s, if the subject’s position
was within the target sphere, the subject would be informed of a successful trial; otherwise the
subject would be informed of a mistrial due to missing the target. If the subject reached the
region around the target sphere before 0.24s, the subject would be informed of a mistrial due to
reaching too quickly and if they had not reached the region within 0.33s the subject would be
informed of a mistrial due to reaching too slowly. At all times subjects could see the position of
their hand, upon reaching the target it changed colour from red to yellow. Feedback was given
in the form of a score that increased by 1 for successful trials and decreased by 1 for unsuccessful
trials. Participants also received visual feedback if they were too fast, too slow or if they missed
the target. If the movement did not enter an area larger than the displayed target (an area of
radius 2cm centred on the target), or if the movement was deemed too fast or too slow the trial
was excluded from the analysis of reaching trajectories. The ﬁrst 10 minutes of data from each
day’s reaching phase were removed so as to better measure the steady state values as opposed
to transient responses (e.g. potential eﬀects of learning/warming-up).
Written instructions were displayed at the top of the workspace and were verbally reiterated
by the experimenter. A score was displayed in the top-right corner of the screen as an integer
value.
Metabolic Conditions
Each subject performed the experiment on two mornings starting between 9am and 10.30am
in either a fed or a fasting state. The fasting state was deﬁned as not eating after 8pm the
preceding evening and skipping breakfast on the day of the experiment. N=6 subjects fasted
for the ﬁrst session and N=2 subjects fasted for the second morning.
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Figure 2.2.: Subjects followed a strict metabolic protocol during the experiment. A pre-task
resting period was used before each session to reduce any metabolic eﬀects of ac-
tivity prior to the experimental sessions. A post-task resting period was used to
measure task-irrelevant energy expenditure.
Each experimental session (ﬁg. 2.2) began with 20 minutes of preparatory rest, during which
the subject was sat in the experimental rig but was instructed not to move. This phase was
designed to wash out the metabolic eﬀects of any prior activity. The subject was then instructed
to begin the centre-out reaching task which continued for 1000 trials or approximately 30-40
minutes.
Finally, the subject was again instructed to rest for 15 minutes in order to measure task-
irrelevant metabolic energy expenditure including basal, digestive and postural expenditure.
The ﬁrst 5 minutes of data from the ﬁnal rest phase were removed so as to allow the metabolic
data to settle down to steady state resting levels.
Each subject wore a Ventilated-Hood which collected expired gases. Ventilated Hoods have
been shown to be more sensitive than conventional Mouthpiece and Nose-Clip systems (Roﬀey
et al. 2006). We used a Quark RMR metabolic cart (Cosmed; Rome, Italy) to measure Oxy-
gen consumed and Carbon Dioxide produced. From these, we calculated energy expenditure
and respiratory exchange ratio (RER). Energy expenditure (including expenditure related to
digestive processes, postural muscles, cardiovascular, CNS and mechanical work) was calculated
using the modiﬁed Weir equation (Weir 1949; Blond et al. 2011). The device was calibrated
before every use with a certiﬁed gas mixture.
Task relevant energy expenditure was calculated as the diﬀerence between metabolic expen-
diture during the task phase and the ﬁnal resting phase. A non-parametric bootstrapping test
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+ − 0
Figure 2.3.: Left: Integrating the area between the red and blue trajectories produces a positive
value. Centre: Here, integrating the area between the red and blue trajectories
produces a negative value. Right: Finally, integrating the area between the red
and blue trajectories produces 0 as the ﬁrst and second halves of the traces cancel
each other out.
was used to test for a diﬀerence in task-relevant energy expenditure between fasting and fed
experimental sessions. RER was calculated as the ratio of Oxygen consumed versus Carbon
Dioxide produced and we similarly tested for a diﬀerence in RER between fasting and fed ex-
perimental sessions.
Statistical Analysis
A distribution of Subjects’ mean reaching trajectories were calculated with non-parametric
bootstrapping in order to compare fasting and fed motor coordination strategies. By integrating
the area between two randomly selected traces, a test statistic could be calculated for the chance
that there was a diﬀerence between the fed and fasted reaching trajectories. The expected mean
area is zero as there is equal change of a negative area as a positive area. A mean area that is
signiﬁcantly diﬀerent from zero demonstrates signiﬁcant diﬀerence between two populations of
reaching traces (ﬁg. 2.3).
To test for changes in the group mean trajectories we examined the mean diﬀerence in reaching
midpoint position as this was the least constrained by the task. We also examined this diﬀerence
after controlling for changes in task-constrained positions (positions at the start and end of eac
reaching movement).
A non-parametric Spearman’s rho was calculated to test for correlation between the diﬀer-
ence in end point error (shortest distance to the target during a reaching movement) and the
diﬀerence in metabolic energy expenditure, both diﬀerences calculated between fasted and fed
cases.
Mechanical Modelling
We used a 2D two joint arm model to calculate the mechanical work needed to produce the
group mean movement trajectories in each of the 8 movement directions observed during the
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fed and fasted regimes. We did this by calculating the inverse dynamics of the arm, allowing
us to calculate mechanical work as the product of torque and angular velocity.
Our arm model has arm segment lengths of 30cm and 34cm, segment masses of 1.4kg and
1.1kg and a 1.1kg weight located at the wrist. The joints are subjected to 0.5kgm2s−1 of
friction. The shoulder of the model is located in a suitable position relative to our experimental
setup. The model follows the following dynamics:
M(θ, θ¨) + C(θ, θ˙) +Bθ˙ = τ (2.1)
Where C is Coriolis and Centripetal forces, B is the joint friction matrix and M is the inertia
matrix. torque can be calculated by supplying an experimental movement trace. Joint angles
are calculated from the Cartesian coordinates of each sensor reading then diﬀerentiated twice
to calculate the two time derivatives. The above equation can then be solved for torque, τ .
Mechanical energy, E, is then deﬁned as:
E =
� ���τ θ˙��� dt (2.2)
Changes in mechanical energy expenditure derived from the arm model were tested for with
Student’s t-tests on the mean for each direction of reaching.
2.3. Results
We test if a subject’s internal metabolic state has an impact on the strategy for motor coordi-
nation and ﬁnd signiﬁcant changes in hand trajectories for reaching towards the same targets
across high and low metabolic states of subjects (N=8, age 23-29), signiﬁcant changes in associ-
ated mechanical energy expenditure and signiﬁcant changes in task-related energy expenditure
detailed as follows.
To objectively quantify if and how internal metabolic state determines motor coordination,
we asked subjects to perform a centre-out reaching task in two distinct metabolic states and
measured the position of their hand throughout the movements. We combined this with indirect
caliometry to estimate energy expenditure during the task using a Quark RMR metabolic cart
(Cosmed; Rome, Italy).
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Figure 2.4.: A. An exemplar raw metabolic expenditure trace. B.Metabolic energy expenditure
was decreased when resting and when fasting. C. Task-related Metabolic energy
expenditure was reduced when subjects fasted.
Metabolic energy During reaching movements the metabolic cost was statistically signiﬁ-
cantly higher (Student’s t-test, p = 0.000067) than during the resting phases for subjects in
both high and low metabolic states (ﬁg. 2.4). Metabolic energy expenditure was also signiﬁ-
cantly elevated (Student’s t-test, p = 0.000036) when fed compared to fasted in both exper-
imental phases (ﬁg. 2.4). Because we need to account for the fact that the resting energy
expenditure is diﬀerent for the two metabolic states, we also tested task-related energy expen-
diture. Subjects were found to perform the task statistically signiﬁcantly more eﬃciently than
the diﬀerence in their baselines levels across conditions could account for. I.e. we found the
diﬀerence in metabolic expenditure for reaching minus rest to be signiﬁcantly larger when fed
versus fasted on a per subject basis, where it increased signiﬁcantly in 7 out of 8 subjects (Stu-
dent’s t-test, p = 0.0058, 0.000020, 0.00075, 4.0e−14, 0.0026, 3.6e−7, 4.6e−10, 1.1e−10) and in the
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group (Student’s t-test; p=0.012, 2.4). The mean reduction in task-related energy expenditure
was 20% of the expenditure when fed. When comparing task-related energy expenditure for the
ﬁrst versus second session, the group did not change signiﬁcantly (Student’s t-test; p = 0.15).
Internal metabolic state thus clearly aﬀects task-related energy expenditure during this motor
task.
We wanted to check if our metabolic regime resulted in a measurable diﬀerence in internal
metabolic state. Respiratory Exchange Ratio was at a signiﬁcantly lower level when fasted
for 7 out of 8 subjects (Student’s t-test, p = 3.4e−61, 2.2e−121, 1.4e−176, 7.2e−149, 7.0e−183,
5.5e−124, 1.5e−10) and for the group (Student’s t-test; p = 0.0075). Respiratory exchange ratio
for the single remaining subject was lower in both sessions than any other subject’s during the
fed session, suggesting that mislabelling is not the reason for this and rather the subject may
have had a lowered respiratory exchange ratio for some other reason on the day they followed
their normal routine. The signiﬁcant change in respiratory exchange ratio conﬁrms that the
majority of subjects clearly fasted as instructed (ﬁg. 2.9) and that the fasting regime produced
a measurable change in metabolic state.
Hand reaching trajectories were characteristically curved (ﬁg. 2.6) in each direction, although
there were clear diﬀerences between subjects. Reaching trajectories were signiﬁcantly diﬀerent
between metabolic conditions for 7 of the 8 subjects (non-parametric bootstrap with Bonferroni
correction over directions; p = 7.7e−8, 0.00059, 0.00049, 0.078, 0.045, 0.000014, 0.025, 0.0076).
For the group of subjects, task-constrained positions (reaching trajectory start and end points)
did not change (Student’s t-test, N = 8, p = 0.13). Reaching trajectory mid-points showed
signiﬁcant diﬀerences (Student’s t-test, N = 8, p = 0.020, ﬁg. 2.6B), shifting to the right
when subjects were fasted. This change was still evident after controlling for diﬀerences in
task-constrained positions (Student’s t-test, N=8, p = 0.027). Reaching trajectory mid-points
were not correlated with start (Spearman’s correlation test, ρ = 0.087, p = 0.84) or end positions
(Spearman’s correlation test, ρ = 0.26, p = 0.52). Thus we can conclude that despite the
large diﬀerence between subjects’ reaching trajectories, all subjects change their trajectories in
a similar way between metabolic states.
A very important premise of our task was that subjects would not simply move more slowly
when fasted. During the experiment, we gave strict negative feedback to any reaching move-
ments that were completed in a time that fell outside of a tight time window. To verify if this
was suﬃcient to maintain movement speed, we checked if the rate at which subjects performed
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Figure 2.5.: A. and B. Raw Reaching Trajectories of two exemplar Subjects in one direction
for both fed ( ) and fasted ( ) metabolic states. C. and D. Mean Reaching
Trajectories of the same two Subjects in the same direction with shaded areas
denoting standard error of the mean. Note the curved shape of mean reaching
trajectories in both fed ( ) and fasted ( ) metabolic states. The coordinate
frame was deﬁned by a line from the central point to the target, with one axis
tangential to this line and the other perpendicular to it. Due to the inherent
geometry of the task, the perpendicular dimension is displayed at a diﬀerent scale
to the tangential dimension.
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Figure 2.6.: A. Mean Reaching Trajectories of all subjects in all reaching directions for both
fed ( ) and fasted ( ) metabolic states. Mean reaching trajectories displayed
subtle curvature in several directions. Two reaching midpoints have been zoomed
to highlight diﬀerences in reaching trajectories between metabolic states. B. Mean
± standard error change in reaching midpoint ( ) and task-constrained positions
( ) over subjects. Note the signiﬁcant shift of reaching trajectory midpoint to
the right when fasted (p = 0.020). Task-constrained positions moved slightly to
the right although this was not signiﬁcant (p = 0.13). Neither task-constrained or
reaching midpoint positions changed signiﬁcantly (p = 0.48, 0.72 respectively).
reaching movements was successfully controlled between metabolic conditions. Inter-trial times
did not signiﬁcantly change (Student’s t-test, p=0.64) and group mean peak velocities were
conserved (Student’s t-test, p = 0.276, ﬁg. 2.10). The rate at which subjects performed reach-
ing movements thus was successfully controlled over metabolic conditions. Thus any changes in
energy expenditure cannot be due to the simplest of explanations: that subjects moved more
slowly.
We wanted to test if the change in reaching trajectories could have caused the observed
decrease in energy expenditure. We used a simple arm model (ﬁg. 2.7) to measure the mechanical
work associated with the reaching trajectories. We tested each subject individually and found
the majority (6 of 8) of subjects’ mean reaching trajectories were associated with lower levels of
mechanical work when fasted (Student’s t-test, p = 1.3e−35, 4.7e−27, 0.0048, 6.8e−32, 3.0e−20,
5.7e−5). The fasted group mean trajectories were also associated with a signiﬁcantly lower level
of mechanical work (Student’s t-test, p = 0.0061, ﬁg. 2.7). The mean reduction in mechanical
energy expended by the model was 3% of the expenditure when fed. This indicates that the
change in reaching trajectories was responsible for at least some of the decrease in energy
expenditure.
36
2. Metabolic state determines motor coordination strategy
Figure 2.7.: A. Diagram of the 2-Joint arm model denoting torques on each joint and dynamic
equation. B. Energy diﬀerence between performing reaching trajectories in each
experimental metabolic condition. The error bars include standard error of the
mean due to experimental variability and ±1% model parameter variation. Note
all directions decreased slightly and four directions were signiﬁcantly less costly
(non-parametric bootstrap, p = 0.015, 0.045, 0.003, 0.001), denoted by *.
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Figure 2.8.: A. Change in task-related energy expenditure plotted versus the change in end-
point error between experimental metabolic conditions for each subject. Subjects’
with a positive task-related energy expenditure change used more energy when fed.
The three subjects with the largest percentage change in energy expenditure used
more energy in the second session and had the largest percentage improvement (de-
crease) in end point error. The two subjects with the smallest percentage positive
change in energy expenditure had the largest percentage degradation (increase) in
end point error. This trend lead to a signiﬁcant negative correlation between per-
centage change in energy expenditure and percentage change in end point error
(Spearman’s correlation test; p = 0.048). One subject did not signiﬁcantly change
in energy expenditure, leading to a much larger uncertainty in percentage energy
expenditure change compared to the other subjects. Error bars denote standard
error of the mean. Subjects that fasted for the second session ( ) and subjects
that fasted in the ﬁrst session ( ) were not signiﬁcantly diﬀerent (Student’s t-
test, p=0.28, p=0.59) in either dimension. B. A diagrammatic representation of
a suggested trade-oﬀ that could cause the eﬀect seen in A. As metabolic state de-
creases, energy eﬃciency is considered more important and task error is considered
less important. This is predicted to lead to a correlation between increased energy
eﬃciency and increased task error as observed in this study.
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We wanted to test if there was a tradeoﬀ between energy expenditure and variability in
the task. Thus we looked for negative correlation between the change in metabolic energy
expenditure with metabolic state and the change in reaching error with metabolic state for
each subject. Subjects that tended to reach closer to the target when well fed compared to
when fasted reached in a less metabolically eﬃcient manner when fed. However, while the
change in energy expenditure was signiﬁcant between metabolic states, the change in end point
error was not (Student’s t-test, p = 0.27) as three subjects actually used slightly more energy
when fed and also increased their end point error. This may have been due in part to subjects
being rewarded or penalised based only on stopping within or outside the target rather than
being more directly penalised based on RMS error to the centre of the target. Despite this, we
found a signiﬁcant correlation (Spearman’s correlation test; p = 0.048) between the diﬀerence
in end point error and the diﬀerence in task related energy expenditure (ﬁg. 2.8). Energy and
variability thus were negatively correlated suggesting that as subjects chose to alter their motor
coordination when fasted, they did so at least partially at the expense of greater task accuracy.
In conclusion, we have shown that motor coordination changes with metabolic state. This
leads to an increased mechanical energy eﬃciency of reaching movements when fasted and an
associated decrease in task-related energy expenditure. We also ﬁnd a correlation between
increases in energy eﬃciency and increases in task error suggesting a trade-oﬀ between two
undesirable aspects of motor coordination tasks: energy and variability.
2.4. Discussion
We have demonstrated that internal metabolic state plays a determining role in the motor co-
ordination of arm reaching movements. Speciﬁcally, arm reaching movements are less metabol-
ically costly when fasted.
Task related energy expenditure was signiﬁcantly reduced when fasted. By controlling for
resting energy expenditure, we rule out that this diﬀerence is due to digestive processes, and
postural muscles which are equally active during the task and the resting phase. Central Nervous
System and cardiovascular expenditure may be raised due to the activity required to perform the
task yet there appears to be no clear reason why energy expenditure from these processes alone
would be signiﬁcantly higher when in a high internal metabolic state. The remaining component
of energy expenditure, mechanical work, is the only component that was not present at all
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during the resting phase and was expected to account for the majority of the task-related
energy expenditure.
Depending on metabolic state, movement strategies diﬀer. Given the redundant nature of our
motor system, when confronted with the same movement task we change our motor coordination
based on our metabolic state. This is possible due to the highly redundant nature of the human
motor system, i.e. we can reach to the same point via many diﬀerent paths. While there
were many diﬀerences in reaching trajectories between subjects, changes between metabolic
states were conserved between subjects. This suggests that once controlling for diﬀerences
between subjects, be they habitual or due to diﬀerences in mechanical properties such as arm
segment lengths or muscle sizes, changes in metabolic state produce similar changes in reaching
trajectories.
We found that the mechanical energy expended during reaching was lower when fasted in a
simple arm model. Simple two-joint arm models are regularly used in motor control studies
(Flash and Hogan 1985; Lan 1997; Li and Todorov 2004) as they are thought to capture many
important aspects of the mechanics of the human arm. This suggests that some of the changes
in task related energy expenditure are caused by the changes in motor coordination and that
subjects moved towards a more metabolically eﬃcient motor coordination strategy when fasted.
Subjects respiratory quotient was measured as an indication of internal metabolic state.
A higher respiratory quotient is associated with the burning of carbohydrates versus lipids
(Pe´ronnet and Massicotte 1991). As humans tend to preferentially consume carbohydrates over
lipids (Stubbs 1998), respiratory quotient tends to decrease during fasting (Ati et al. 1995;
Weyer et al. 2001). A single subject’s respiratory quotient was increased during the fasted
session, which could be explained by either the subject fasting before both sessions or the
subject consuming an overwhelmingly fatty meal before the fed session. The lower respiratory
quotient observed during the fasting state shows that the majority of our subjects did fast and
that our fasting regime produces distinct internal metabolic states.
Respiratory quotient is a better measure of internal metabolic state than for example blood
glucose levels. The circadian rhythm and insulin can combine to produce wide variation in
measurements of blood glucose after a morning meal, potentially as low as 65 mg/dl (Malherbe
et al. 1969), depending on meal composition and time of eating (Malherbe et al. 1969; Daly
et al. 1998). A long fast of 52 hours can be expected to reduce blood glucose levels from 88
mg/dl to 66 mg/dl (Boden et al. 1996), so our much shorter period of fasting is expected to
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have a smaller eﬀect on blood glucose levels. This is important in and of itself, as a signiﬁcant
reduction in blood glucose may impact on muscle function and we wish to avoid this. Hence, for
subjects following our metabolic regimen we may not have been able to discriminate between
fed and fast metabolic states using measurements of blood glucose.
We could ask why humans do not always use the most metabolically eﬃcient solution to a
motor task. We have found that subjects’ increase in error in the task correlates with their
increase in metabolic eﬃciency, suggesting that there is a fundamental trade-oﬀ occurring, with
the balance between task accuracy and metabolic cost determined by internal metabolic state.
When calculating correlation between the change in task related energy expenditure and the
change in end point error, we assumed that there was no diﬀerence between subjects that fasted
ﬁrst and subjects that fed ﬁrst. While we could not reject this hypothesis, the low sample size
(N=8) does not provide strong evidence.
The change in task related energy expenditure (approximately a 20% reduction) did not
match well the change in mechanical energy expenditure in our model (approximately a 3%
reduction). This may be due to problems with the assumptions underlying the model such as
assuming that torque is always produced with 100% eﬃciency. Because our muscles comprise of
muscle ﬁbres with diﬀering metabolic properties (Szentesi et al. 2001), the results obtained in
this study could be explained by a change in emphasis from activating metabolically more costly
muscles (or muscle ﬁbres) to more eﬃcient muscles (or muscle ﬁbres) as internal metabolic state
decreases.
An alternative explanation for the results of this study are that subjects change their be-
haviour due to slow learning processes. While we have not fully controlled for the eﬀects of
motor learning in this study, alone it cannot explain the results presented here. More of our
subjects fasted in the ﬁrst session which produced conﬂicting learning and metabolic state hy-
potheses. The learning hypothesis was that metabolic expenditure would be lower during the
second session as it has previously been found that metabolic expenditure decreases with motor
learning (Huang et al. 2012). The metabolic hypothesis was that metabolic expenditure would
be lower when fasted as the motor system was predicted to utilise motor redundancy to perform
the task in a more energy eﬃcient manner. We observed an increase in metabolic expenditure
during the second session and a decrease in metabolic expenditure when fasted. This indicates
that the eﬀects of internal metabolic state were dominant within our experimental paradigm.
The increased metabolic eﬃciency observed in this study can also be linked to studies of
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animal metabolic state and activity levels. In this study, our fasting regime should have reduced
the level of leptin in the blood (Weigle et al. 1997) and we observed an increase in metabolic
eﬃciency of movement. In animal studies, the leptin pathways can be interfered with using viral
vectors or injecting chemical antagonists which results in reduced activity (Coppari et al. 2005;
Solomon et al. 2014). The same mechanisms of the brain that results in a higher probability of
inactivity in animals may also seek to reduce the amount of energy expended during an activity
in humans.
Our study shows that the human motor system produces more energy eﬃcient movements
when in a low metabolic state. This could be a big problem when attempting to lose weight
solely through calorie restriction. If reducing calorie intake produces a low internal metabolic
state, routine motor tasks may be executed in a more eﬃcient manner. This may lead to a
rebalancing of energy intake and expenditure and could prevent weight loss.
This study points the way to novel avenues for tackling obesity, a key problem in the Western
world (Stubbs 1998). If the mechanisms that inform the motor system of internal metabolic
state can be identiﬁed and altered, the motor system could be encouraged to produce less
metabolically eﬃcient coordination strategies. This would in turn lead to an increase in energy
expenditure with no need for a change in routine.
We have shown that human motor coordination can be determined by non-neuronal physio-
logical states. In order to make accurate predictions of human performance in a task without
ﬁtting a model with large numbers of free parameters it is necessary to understand what quan-
tities the brain cares about and how these aﬀect the resultant behaviour. There may also be
other internal states that modulate human motor coordination. By investigating the eﬀects of
these on motor coordination we will develop a greater understanding of the decision making
processes in the brain.
Traditionally, decision-making is often thought of as a conscious selection of a choice from a
range of options. Here, we talk about decision making in the motor system, which is not to
suggest that the motor system is making conscious choices, but rather to take the view that
decisions are a more general process where one of several actions is taken in the presence of
uncertainty of outcome based on the potential value of each action. In many simple motor
tasks, the human motor system can perform a number of diﬀerent actions, yet often actions
are chosen in a characteristic manner. Given the existence of fundamental motor costs such
as energy usage and motor variability, the probable outcome of each action can valued relative
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to the probable outcomes of other actions. Thus, motor coordination tasks can be thought
of as continuous decision-making processes (Gold and Shadlen 2007). Even if the outcome is
determined by hardwired responses, a decision has still been made.
A promising direction of future study will be to investigate other determinants of motor coor-
dination strategy and produce a more detailed model of how the brain evaluates non-neuronal
physiological states and uses them to inform decisions about motor control. This will lead to
improved predictions and understanding of characteristic human motor behaviours, aiding in
the diagnosis and mitigation of motor disorders and improving the quality of life of those that
suﬀer from them.
Our study shows that it is important to consider metabolic state when performing motor
control experiments. If metabolic state is not controlled for, this signiﬁcant source of variability
in behaviour may bias the results of a study. Many animal studies use food or liquid (juice)
rewards with calorie content as a source of motivation to perform a task well. The need to supply
a clear reward signal and thus potentially aﬀect metabolic states in the many tasks using
animal behaviour reporting may thus engage and or shift neural computations and decisions
into a narrow response regime. It may be advisable therefore to consider metabolic state as a
potential complicating factor in these studies.
2.5. Supplementary
Subjects’ respiratory exchange ratio was clearly decreased during the fasting session (ﬁg. 2.9)
suggesting that they actually did fast.
We successfully controlled for reaching velocity between metabolic states (ﬁg. 2.10).
The ﬁnal resting phase was used for the analysis as it was deemed to provide a more accurate
measurement of the resting metabolic expenditure. The metabolic cart required tuning of
air ﬂow rate for optimal device accuracy which occurred during the initial rest period, the
Subjects were more comfortable with the presence of the breath measurement equipment and
were deemed less likely to shift their weight in the chair.
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Figure 2.9.: A. Fed ( ) and fasted ( ) respiratory exchange ratio is shown for each subject
(labelled on the x axis), with standard error indicated by error bars. Signiﬁcant
diﬀerences are indicated with a *. A decrease in RER was expected when fasted
and we observed this decrease in 7 out of 8 experimental Subjects (Student’s t-test,
p = 3.4e−61, 2.2e−121, 1.4e−176, 7.2e−149, 7.0e−183, 5.5e−124, 1.5e−10). B. Fed ( )
and fasted ( ) respiratory exchange ratio is shown for the group, with standard
error indicated by error bars. The change in RER was signiﬁcant for the group
(Student’s t-test, p=0.0075), denoted with a .
Figure 2.10.: A. Mean fasting velocities plotted versus mean fed velocities for all subject/di-
rection combinations. Note the even distribution about the line of equality. B.
Mean velocity traces ± standard error plotted versus time from peak velocity for
an exemplary direction. Fed ( ) and fasted ( ) velocity traces are barely dis-
tinguishable and the standard error is too small to be easily visible on this plot.
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3. A biophysically plausible derivation of
quadratic polynomial motor costs from
muscle ﬁbre metabolics
Abstract
Cost functions are a powerful tool for analysing human motor coordination. Recently, metabolic
energy expenditure has been suggested as a cost function for motor control. Previous com-
putational motor control studies support a quadratic cost on muscle force production however
measurements of single muscle ﬁbres have found a linear relationship between force production
and metabolic energy expenditure.
We model a population of human muscle ﬁbres with distinct physiological properties and ﬁnd
that the population combines to produce a non-linear relationship between force and energy.
This relationship can be closely approximated as quadratic polynomial, particularly for the
muscles of the arm. We compare our metabolic energy cost function with one based on signal-
dependent noise and ﬁnd no correlation, suggesting that the two cost functions will predict
diﬀerent optimal behaviours in motor tasks. We conclude that metabolic energy expenditure
can be considered a plausible candidate for the cost function implemented in the human motor
system.
3.1. Introduction
Movement is a fundamental aspect of life. Every day we easily perform many movements,
or motor tasks. These motor tasks often involve high levels of redundancy at the muscular
level. Finding appropriate solutions to tasks with redundant solutions can be very challenging
computationally; while it is often simple to describe a mapping from actions to changes in state,
it can be intractable to invert that mapping to ﬁnd a set of actions from a desired state. Hence
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an important question of neuroscience is how we control our movements.
Many control algorithms derive motor control strategies from the minimization of a cost
function (Kalman and Koepcke 1958; Sutton et al. 1992). A cost function is a principled way to
penalise undesirable quantities related to completion of a task. A large amount of experimental
evidence supports a cost function that scales with the square of the control input (O’Sullivan
et al. 2009; Harris and Wolpert 1998; Anderson and Pandy 2001; Diedrichsen et al. 2010) but
there is much that is not known about the nature of this cost function.
Many cost functions have been proposed with each performing well in particular settings.
However, many of these do not generalise well over the range of behaviours routinely performed
by humans. Beers et al. (2002) suggest that for a cost function to be biophysically principled it
must impact on the evolutionary ﬁtness of an organism, generalise well and be easy for the CNS
to implement. Of all the cost functions proposed, two stand out as biophysically principled:
Minimum Variability and Minimum Energy.
The various sources of variability within the sensorimotor system (reviewed by Faisal et al.
2008) set limits on the precision with which movement tasks can be performed. For example,
satisfactory task completion often requires a certain level of precision and this produces a
trade-oﬀ against speed of task completion (Fitts 1954) as slower movements allow for more
time for estimation and correction of errors. Faisal et al. (2008) suggested that variability
impacts directly on the evolutionary ﬁtness of an organism, as reducing variability will increase
task performance in many settings. A key piece of evidence for this is the Main Sequence of
eye saccades, where strategies which reduce the eﬀects of variability are conserved over many
species (Harris and Wolpert 2006). Minimising the variability of movements has been shown to
predict behaviour in a variety of situations, such as arm reaching movements and eye movements
(Harris and Wolpert 1998). Variability has also been shown to scale with the square of control
input (Jones et al. 2002). Thus minimum variance is a plausible candidate for the cost function
implemented in the human motor system.
Energy poses a fundamental constraint to movement. The energy available to an organism,
represented within its internal metabolic state, sets upper limits on the amount of movements
that can be performed. Using energy eﬃciently is also thought to increase evolutionary ﬁtness
(Lotka 1922). Energy eﬃciency is also relevant to all motor control problems as all muscles use
energy whether it be for eye movements or arm reaching movements. Energy usage is presumably
easy for the CNS to compute, with for example specialised cells in the hypothalamus responding
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directly to extracellular brain glucose levels (Burdakov et al. 2005) that change during exercise
(Be´quet et al. 2001) and evidence suggesting that the CNS increases cardiovascular processes
such as heartrate and breathing rate when exercising (Mitchell 1985). Thus, energy also meets
the criteria for a biophysically plausible cost function.
Figure 3.1.: A simple representation of a motor neuron pool in the spinal cord with both fast
and slow motor units enervating a muscle. Each motor unit consists of a single
motor neuron and many muscle ﬁbres. Slow motor units enervate predominantly
slow muscle ﬁbres and fast motor units enervate predominantly fast muscle ﬁbres.
Recent research into cost functions assumes that muscles have linear force-energy relationships
(O’Sullivan et al. 2009; Diedrichsen et al. 2010; Berret et al. 2011; Gaveau et al. 2014) as
evidenced by measurements of single muscle ﬁbres (Szentesi et al. 2001). This assumption rules
out energy as a viable candidate for the cost function implemented in the human motor system.
However in mammalian muscle there are actually several types of muscle ﬁbre: fast fatigable
(FF), fast fatigue-resistant (FR) and slow resistant (SR) (Burke et al. 1973) with very diﬀerent
properties.
Each muscle in the body is controlled by a motor pool in the spinal cord. The motor neuron
pool is composed of many motor neurons and each motor neuron in the spinal cord innervates
many muscle ﬁbres (ﬁg. 3.1). These ﬁbres are referred to as a motor unit. Motor units are found
to contain almost exclusively one ﬁbre type (Edstro¨m and Kugelberg 1968) and are referred
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to by the ﬁbre type that they contain. It has been shown that at low muscle force levels slow
motor units are predominantly activated with fast motor units being activated only at higher
force levels (Tansey and Botterman 1996). In fact, some fast ﬁbres are activated only at 88%
maximum voluntary contraction (MVC) (Kukulka and Clamann 1981).
In muscle cells metabolic energy use is enacted through the hydrolysis of adenosine triphos-
phate (ATP) by ATPase (an enzyme) (Szentesi et al. 2001). The amount of metabolic en-
ergy required to produce a given force can thus be measured by detecting ATP resynthe-
sis via the concentration of a chemical by-product. In humans, for SR ﬁbres the metabolic
cost is 3.3 ± 0.5(pmolATP )mN−1mm−1s−1 (Stienen et al. 1996) whereas for FR ﬁbres it is
7.1±0.6(pmolATP )mN−1mm−1s−1 (Stienen et al. 1996) and for FF its is 8.7±1.3(pmolATP )
mN−1mm−1s−1 (Stienen et al. 1996). A similar relationship between ﬁbre type and metabolic
cost has been found in mice (Crow and Kushmerick 1982) and rats (Reggiani et al. 2000). FF
and FR ﬁbres are thus activated with a larger energetic cost per unit force than SR ﬁbres. This
is due to diﬀerences in the myosin used within the cells (Reggiani et al. 2000). While FF and
FR ﬁbres are less energy eﬃcient than SR ﬁbres they are also larger and stronger (Tansey and
Botterman 1996), have lower maintenance costs (Ingjer 1979) and can activate more rapidly.
This means that a muscle with a number of both ﬁbres will be capable of a larger range of re-
sponses than a purely SR ﬁbre muscle and will be more energy eﬃcient than a purely FF or
FR ﬁbre muscle for many patterns of recruitment.
Here we build a model of the metabolic cost of muscle activation during isometric (static) force
production from ﬁrst biophysical principles. We show that metabolic cost within this model is
better approximated by a quadratic polynomial rather than linear function. We also show that
metabolic cost varies across a muscular system. Finally, we contrast this metabolic cost with a
minimum variance cost function based on signal-dependent noise and ﬁnd no correlation.
3.2. Methods
We model a muscle as a population of muscle ﬁbres. The muscle ﬁbres are grouped into motor
units. The collection of motor units (the motor pool) receives a desired total muscle force
and recruits a combination of motor units such that the correct force is produced. From this
combination of recruited motor units, we calculate the total muscular metabolic cost.
Each muscle had a ﬁbre ratio and a cross-sectional area from which a population of motor units
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Physiological Property Slow Fast Resistant Fast Fatigable
Tension cost [(pmol ATP) mN−1mm−1s−1] ** 3.3 7.1 8.7
Muscle tension at recruitment [%MVC]
10± 7 34± 10 58± 15 ***
Mean ± std. *
Fibre maximum tension [kNm−2]
190± 43 226± 47 284± 31
Mean ± std **
* (Tansey and Botterman 1996), ** (Stienen et al. 1996), *** (Kukulka and Clamann 1981)
Table 3.1.: The empirically measured properties of mammalian muscle used to construct a
metabolic cost function. The statistics were estimated from empirical data with
the exception of the standard deviation of the recruitment tension of Fast Fatigable
ﬁbres. This was set such that the mean plus two standard deviations equalled the
maximum observed recruitment tension.
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Figure 3.2.: SR ( ), FR ( ) and FF ( ) muscle ﬁbres are all modelled with linear force-
energy relationships.
were generated. The number of muscle ﬁbres in a muscle was determined by its cross-sectional
area, assuming that each ﬁbre had a cross-sectional area of 2500pm2, based on physiological
data from human muscle (Srinivasan et al. 2007). Each motor unit controlled a homogeneous
group of 140 muscle ﬁbres. Muscle ﬁbres were characterised as either fast fatigable (FF), fast
resistant (FR) or slow resistant (SR). Each ﬁbre type had an energy cost per unit force, a mean
and standard deviation of saturation forces and a mean and standard deviation of recruitment
forces as published in the literature (table 3.1). Each individual ﬁbre had a linear force-energy
relationship (ﬁg. 3.2).
Each motor unit had an recruitment force and a saturation force which were generated from
random distributions. A motor unit was recruited when the total muscle force exceeded its
recruitment force. Its output force would then increase by small increments until saturation.
The saturation force was deﬁned as the maximum amount of force that the motor unit could
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produce. The saturation forces were drawn from Gaussian distributions such that the mean
and standard deviation matched approximately physiological values taken from literature. If a
saturation force was negative it would be redrawn from the Gaussian distribution. This was
repeated until all saturation forces were positive, resulting in a bounded Gaussian distribution.
The recruitment force was deﬁned as the level of total muscle force that was required before the
motor unit was activated. The recruitment forces were drawn from Gaussian distributions such
that the mean and standard deviation matched approximately physiological values taken from
literature. If an recruitment force was negative it was redrawn from the Gaussian distribution.
This was repeated until all recruitment forces were positive, resulting in a bounded Gaussian
distribution. The recruitment forces were sorted and then corrected to ensure that the following
relationship held for all motor units:
Fnact <=
i=n−1�
i=1
F isat (3.1)
Where Fnact is the recruitment force of the nth motor unit and F
i
sat is the saturation force
of the ith motor unit. This process ensured that by continuously increasing all recruited and
unsaturated motor units, the total muscle force would increase from 0% total muscle force to
100% total muscle force without reaching any points where no motor units were able to increase
their output (recruited and unsaturated). If eq. (3.1) did not hold (which is perfectly possible
with purely random generation of Fnact F
i
sat), the model would not reach 100% total muscle force
as a force would be reached where all active muscle ﬁbres were saturated and yet there were
still muscle ﬁbres that were not yet activated.
We used a quadratic polynomial functional approximation and performed a Type III Sum of
Squares analysis to determine the most suitable form of approximation for the metabolic cost
versus force relationship. The form of the quadratic polynomial function was:
Power = αlForce+ αqForce
2 (3.2)
Where αl and αq were free parameters. We tested for the probability that either of these
free parameters were non-zero. Speciﬁcally, if αq was found to be signiﬁcantly diﬀerent to zero,
quadratic eﬀects should be included in the model approximation. Similarly, if αl was found to
be signiﬁcantly diﬀerent to zero, linear eﬀects should be included in the model approximation.
Finally, if both αl and αq are signiﬁcantly diﬀerent to zero, both linear and quadratic eﬀects
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Muscle Slow Fast Resistant Fast Fatigable
(%CSA) (%CSA) (%CSA)
Pectoralis * 36 38 26
Biceps short *,** 53 30 17
Triceps long *,** 41 41 18
Triceps lateral *,** 41 41 18
Brachioradialis ** 53 30 17
Deltoid * 50 25 25
* (Srinivasan et al. 2007), ** (Dahmane et al. 2005)
Table 3.2.: Muscle ﬁbre properties for six arm muscles. These values were taken from literature
and used to generate a metabolic energy cost function for each muscle.
Muscle Cross-sectional Muscle
Area (cm2) * Length (cm) **
Pectoralis 22 17.1
Biceps short 5 16.2
Triceps long 10 20.8
Triceps lateral 14 14.4
Brachioradialis 18 16.7
Deltoid 12 15.3
* (Li and Todorov 2004), ** (Langenderfer et al. 2004)
Table 3.3.: Muscle properties for six arm muscles. The Cross-sectional Area is used to calculate
the number of ﬁbres within the muscle and the Muscle Length is used to calculate
the volume of the muscle so as to convert power consumption per unit volume
into total muscle power consumption. The cross-sectional areas were taken from
a modelling study, while the muscle lengths are taken from an experimental study
analysing cadavers.
should be included in the model.
To investigate how the metabolic cost function compared with a minimum variance cost
function across a muscular system, we generated model muscles with properties matching the
six dominant muscles involved in human horizontal plane arm reaching movements (table 3.2
and table 3.3). The form of the variance cost (σ2) was:
σ2 = (CV × Force)2 (3.3)
Where the Coeﬃcient of Variation (CV ) was calculated from the following relationship with
Maximum Voluntary Contraction (MVC) (Hamilton et al. 2004) thought to describe a wide
range of human muscles:
CV = e−3.91MVC−0.256 (3.4)
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We normalised the metabolic and variance cost relationships by maximum total muscle force
to generate relationships of metabolic and variance costs versus neural eﬀort as this is the
manner in which these costs would be used in an optimal control model. We then calculated
the amount of correlation between the two costs to see if they covaried or were independent.
As our model generation process is partially stochastic, we generated 100 muscles with the
same parameters to investigate the inherent variability of our model. These muscles had 41%S
ﬁbres, 41%FR ﬁbres, 18%FF ﬁbres and a 14cm2 cross-sectional area, which was arbitrarily
chosen from our six arm muscles. We then calculated the signal to noise ratio of 50% and 100%
total muscle forces and the corresponding metabolic costs.
3.3. Results
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Figure 3.3.: Single ﬁbre force ((A)) and single ﬁbre metabolic cost ((B)) of a population of
muscle ﬁbres within our muscle model plotted against total muscle force. SR muscle
ﬁbres ( ) are activated at low total muscle force and saturate at a low individual
force contribution whereas FR and FF muscle ﬁbres ( and ) are activated
at higher total muscle forces and contribute higher individual forces. Metabolic
cost is expressed in units of Wl−1 as a certain amount of energy is used per second
and per litre of muscle volume to maintain tension. Median ± interquartile range
(DARK SHADED) and 95% bounds (LIGHT SHADED) are displayed as shaded
regions for each ﬁbre type. Note the increased diﬀerence between ﬁbre types when
considering metabolic cost versus considering force produced.
Activation of the muscle begins with a single motor unit. As total muscle force increases,
additional motor units are recruited. Initially, predominantly S muscle ﬁbres are recruited with
the FR and then FF muscle ﬁbres recruited later according to the algorithm described in the
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methods (ﬁg. 3.3A).
The total muscle cost ( , ﬁg. 3.4A) was calculated by summing over all muscle ﬁbres. For
a muscle with 41% SR ﬁbres, 41% FR ﬁbres and a 14cm2 cross-sectional area (ﬁg. 3.4A), this
cost begins increasing linearly at the cost of SR ﬁbres until 17% of total muscle force. The
gradient (ﬁg. 3.4B) then gradually increases, ﬁrst due to the fast resistant ﬁbres and then due
to the most costly fast fatigable ﬁbres.
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Figure 3.4.: (A) The muscle model metabolic cost ( ) is approximated well by a quadratic
polynomial function ( ) and not so well ﬁt by a linear function ( ) or a purely
quadratic function ( ). Metabolic cost is expressed in units of Wl−1 as a certain
amount of energy is used per second and per litre of muscle volume to maintain
tension. (B) The gradient of the cost function increases unsteadily due to the
diﬀering metabolic costs of muscle ﬁbres which is more accurately captured by the
quadratic polynomial approximation.
We approximated the metabolic cost of our muscle with a quadratic polynomial ( ), a linear
function ( ) and a quadratic function ( )(ﬁg. 3.4A). The linear function was unable to
capture the changes in gradient (ﬁg. 3.4B), underestimated the cost at high and overestimated
the cost at low force levels. In contrast, the quadratic function underestimated the cost at low
force levels and overestimated the cost at high force levels. The quadratic polynomial function
captured well the changes in gradient up to 70% of maximum muscle force and then slightly
overestimated the cost of higher force levels.
We measured the Root-Mean-Squared error for the exact model output versus the quadratic
polynomial (ﬁg. 3.5B) and linear (ﬁg. 3.5A) approximations for varying ﬁbre ratios and cross-
sectional areas. Cross-sectional area did not aﬀect the RMS error for either approximation. We
analysed the importance of the quadratic and linear components of the quadratic polynomial
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Figure 3.5.: Comparison of RMS error for linear (A) and quadratic polynomial (B) approxi-
mations for muscles of varying ﬁbre type ratios. As can be seen, the quadratic
polynomial approximation has approximately uniform RMS error across all ﬁbre
type combinations whereas the linear approximation has a much higher RMS error
particularly for muscles with a mixture of slow and fast ﬁbres. The linear model
coeﬃcient (C) varies slowly from one muscle ﬁbre tension cost to another. The
quadratic model coeﬃcient (D) increases in a similar manner to the RMS error of
the linear approximation, producing the amount of non-linearity that can not be
described by the linear approximation. For muscles with nearly uniform ﬁbre type
composition, the quadratic model coeﬃcient becomes very small and the approxi-
mation becomes dominated by the linear term.
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approximation using Type III Sum of Squares. As the linear and quadratic approximations are
contained within the quadratic polynomial approximation as nested models, we tested for the
probability that these coeﬃcients were signiﬁcantly diﬀerent to zero. Both the linear coeﬃcient
αl (p = 2.3e
−74) and the quadratic coeﬃcient αq (p = 1.6e−78) were signiﬁcantly diﬀerent from
zero. Thus a quadratic polynomial approximation gives a signiﬁcantly better approximation
than a purely linear or a purely quadratic approximation.
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Figure 3.6.: 100 muscle models were generated with 41% S ﬁbres, 41% FR ﬁbres, 18% FF ﬁbres
and a 14cm2 cross-sectional area. Metabolic Energy cost (A) and its gradient (B)
are plotted against total muscle force. Note the extremely small variability between
repetitions with the 100 lines plotted being nearly indistinguishable.
We wanted to check that the inherent stochasticity in our model generation did not produce
a large variability in the resultant model characteristics, i.e. we wanted to check that a single
run of our model was likely to be representative or whether we needed to run the model multi-
ple times when examining diﬀerences due to parameters such as ﬁbre ratio. We measured the
inherent variability in our model by generating 100 muscles with a 41%S, 41%FR and 18%FF
ﬁbre ratio and 14cm2 cross-sectional area (ﬁg. 3.6A). Maximum total muscle force and maxi-
mum metabolic cost were very reproducible with a coeﬃcient of variance of 0.27% and 0.28%
respectively. Hence the performance of the model is highly repeatable and a single run for each
set of model parameters was deemed suﬃcient.
We generated metabolic cost relationships for muscles matching those found in the human
arm (table 3.4). Quadratic polynomial approximations for these muscles were signiﬁcantly
better than linear functions (Student’s t-test, N=6 muscles, p=7 × 10−7) and there were clear
diﬀerences between approximation parameters (table 3.4). There was no correlation between the
55
3. A biophysically plausible derivation of quadratic polynomial motor costs from muscle ﬁbre
metabolics
A
0 200 400 600
0
2
4
6
8
·10−2
Force [N]
P
ow
er
[W
]
B
0 20 40 60 80 100
0
0.5
1
1.5
2
·10−4
Force [%MVC]
N
eu
ra
l
P
ow
er
C
os
t
[W
/N
]
C
0 200 400 600
0
1
2
3
4
Force [N]
V
ar
ia
n
ce
[N
2
]
D
0 20 40 60 80 100
0
2
4
6
8
·10−3
Force [%MVC]
N
eu
ra
l
V
ar
ia
n
ce
C
os
t
[%
N
2
/N
]
Figure 3.7.: Comparison of cost functions for six muscles (pectoralis , deltoid , biceps
short , triceps long , brachioradialis and triceps lateral ) in the
arm: power - force (A), power - neural eﬀort (B), variance - force (C), variance -
neural eﬀort (D). Note the diﬀerent ordering of muscles in (B) and (D).
parameters of the metabolic costs and the parameters of the variance costs (Pearson correlation
coeﬃcient=-0.13, N=6 muscles,p=0.76).
In summary, we have produced a model that generates force-energy relationships for isometric
contractions in a single muscle. We have shown that quadratic polynomial approximations
of this model outperform linear approximations over a wide range of ﬁbre composition ratios,
particularly those relevant to arm reaching movements. Finally, we have shown that our model
predicts clear diﬀerences in metabolic energy cost between the major muscles in the arm and
that these costs are not correlated with signal-dependent noise costs for the same muscles.
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Muscle Metabolic linear Metabolic quadratic
coeﬃcient [Wl−1N−2] coeﬃcient [Wl−2N−3]
Pectoralis 0.37 0.72
Biceps short 0.39 0.66
Triceps long 0.40 0.67
Triceps lateral 0.40 0.67
Brachioradialis 0.41 0.61
Deltoid 0.36 0.65
Coeﬃcient of Variation 0.04 0.05
Table 3.4.: Metabolic cost function quadratic approximation parameters for six arm muscles.
3.4. Discussion
We have derived from the bottom-up a model of muscle force and metabolic energy cost, that
is suitable to explain quadratic cost functions in motor control. This muscle model allows
derivation of an (approximately) quadratic polynomial cost function from ﬁrst principles. Using
published biophysical data in the literature I constructed a metabolic energy cost function
in a system that spans multiple muscles. A cost function can be approximated for any muscle
where the ﬁbre statistics are known and provides an alternative cost function for motor control
that is solidly grounded in the physiological need to conserve metabolic energy. Crucially the
number and ratio of fast and slow muscle ﬁbres is not related to the size of motor pools (as signal
dependent noise is predicted to be, Hamilton et al. 2004). This means that for a given system the
metabolic energy based cost function and the signal-dependent noise based cost function predict
diﬀerent optimal behaviours. We suggest that this may cause an energy-accuracy trade-oﬀ in
human motor tasks.
A metabolic energy explanation of a quadratic cost is well founded in the physiological diﬀer-
ences between muscle ﬁbres. We used distributions of physiological properties of muscle ﬁbres
as the basis of our model. However, in order to produce valid muscles we then altered the re-
cruitment forces of motor units so that at any total muscle force level, at least one motor unit
was active and unsaturated. This is sensible as otherwise the muscle would not be able to reach
a high enough force level to activate the remaining motor units.
Our results provide good agreement with other models of muscle energetics. An isometric
force model based on a Minimum-Energy assumption of ﬁbre recruitment (Hatze and Buys 1977)
as opposed to our model based on physiological ﬁbre statistics produces similar non-linear
force-energy relationships for the triceps and biceps brachii and a more linear-like force-energy
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relationship for the soleus. Interestingly, the triceps is modelled there as having 2% slow motor
units, which severely contradicts the percentage of slow ﬁbres we used. Our ﬁbre ratios were
based on papers published nearly 30 years after this modelling paper and so diﬀerences in
parameters may explain the diﬀering ordering of biceps and triceps in terms of energy. A
more generally applicable model which includes eﬀects due to muscle movement (Tsianos et al.
2012) shows a clear relationship between percentage fast ﬁbres and energy usage with higher
percentage fast ﬁbres using more energy at a speciﬁc level of isometric force production, but
does not report an isometric force-energy relationship in an easily comparable manner. While
both of these muscle models produce important results, neither of them directly answers the
question central to this chapter: is the force-energy relationship in muscles better described by
a linear or a quadratic polynomial approximation?
When looking to non-isometric force production, our model assumptions may hold for slow
movements but are certainly not appropriate for very fast movements as fast ﬁbres have been
reported to be more eﬃcient than slow ﬁbres at high contraction speeds (Suzuki 1979). In this
case, a more complex model such as that of Tsianos et al. (2012) would be required. An inter-
esting avenue of future research may be to test whether quadratic polynomial approximations
of metabolic energy cost also provide a good ﬁt for non-isometric force production.
We used quadratic and linear functions to approximate the metabolic cost versus force re-
lationship. We chose these two functional forms because we wished to directly challenge the
assumed view in the ﬁeld that force-energy relationships in muscles are linear. There may
well be better functions for approximating the force-energy relationship, for example Hatze and
Buys (1977) approximated their model with an exponential function and reported close approx-
imation but here we restrict our investigation to demonstrating that a quadratic approximation
outperforms a linear approximation. There may well be better functional forms e.g. power laws
but analysing these would digress form the purpose of this chapter: is it correct to rule out
metabolic energy costs as a plausible cost function for human motor coordination due to the
linear force-energy relationships observed in single muscle ﬁbres?
A linear approximation provides a perfect ﬁt for a muscle composed of a single ﬁbre type.
However, as the muscle becomes increasingly heterogeneous in ﬁbre type, the goodness-of-ﬁt
of the linear approximation becomes increasingly poor. The linear approximation performs
worst for a muscle of 50% slow ﬁbres which is roughly equivalent to the Deltoid (Srinivasan
et al. 2007) shoulder muscle. A quadratic polynomial approximation provides no better ﬁt for
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a muscle composed of a single ﬁbre type. However, as the muscle becomes increasingly hetero-
geneous in ﬁbre type, the goodness-of-ﬁt of the quadratic polynomial approximation becomes
increasingly better than the linear approximation. The quadratic polynomial approximation
performs worst for a muscle of 20% slow ﬁbres which is similar to the orbicularis oculi (Johnson
et al. 1973) facial muscle (Gray 1918). Hence, our model supports an approximately quadratic
polynomial metabolic energy cost function for human muscles, particularly the major arm mus-
cles. Our model predicts that quadratic polynomial cost functions are not suitable however for
the modelling of metabolic energy costs in muscular systems with very homogeneous ﬁbre type
compositions, e.g. in the hand where muscles are known to have a very high proportion of one
ﬁbre type such as the adductor pollicis which has a very high proportion of slow muscle ﬁbres
(Johnson et al. 1973).
When comparing metabolic and variability costs over the muscles in the arm, we found that
these are uncorrelated at speciﬁc levels of muscle activation. This suggests that if one were to
value metabolic and variability costs during a motor task, one must perform a trade-oﬀ as simply
minimising a single cost would not minimise the other. One framework that can deal naturally
with this type of tradeoﬀ is optimal feedback control theory (OFCT). By specifying in the cost
function of OFCT a relative weighting of metabolic versus variability costs, the optimal amount
of metabolic and variability costs will be minimised. This study suggests that if one were to
care more about metabolic costs versus variability costs during certain situations, an optimal
controller would shift its patterns of motor coordination accordingly.
Fibre recruitment regimes are known to vary between muscles, for example it has been re-
ported that no motor units in the adductor pollocis were recruited above 50% MVC (Kukulka
and Clamann 1981) and a similar pattern has been observed in the ﬁrst dorsal interosseous mus-
cle (Luca et al. 1982). The increase in force production was instead produced solely through
increases in the twitch frequency of already-recruited ﬁbres. These muscles have 80% and 57%
SR ﬁbres respectively (Johnson et al. 1973), so a simple explanation of homogeneous ﬁbre type
does not stand up to scrutiny. Reporting of recruitment in the ﬁrst dorsal interosseous have
showed correlation between the speed of contraction and the threshold force (Milner-Brown
et al. 1973b) and between fatiguability and threshold force (Stephens and Usherwood 1977)
but maximal muscle force was not reported in either study. However both of these muscles
are relatively small, with fewer motor units than the muscles in the arm (Luca et al. 1982)
and are in the hand (Gray 1918), where there may be a need for more ﬁne-grained control than
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in other muscles (Luca et al. 1982; Milner-Brown et al. 1973a). Slightly conﬂicting evidence
comes from a modelling study (Fuglevand et al. 1993), where characteristic features of EMG
recordings were predicted by a wide range of recruitment levels (with recruitments above 70%
MVC) but not by a narrow range (with no recruitments above 50% MVC), disputing the ear-
lier experimental results. Regardless, the assumptions of recruitment patterns used here have
been found in the deltoid (Luca et al. 1982) shoulder muscle (Gray 1918), the biceps brachii
(Kukulka and Clamann 1981) arm muscle (Gray 1918) and Hence, our model would appear to
be applicable to, for example, modelling arm reaching movements but may not be applicable to
modelling other motor systems in the body such as the hand.
Fibre ratios are known to vary between people (Simoneau and Bouchard 1989; Beck et al.
2007) and even over time with athletic (Jansson et al. 1990) or resistance (Shepstone et al. 2005)
training. Hence, to reduce this source of error it is advisable to verify the ﬁbre ratio of the
recruited muscles in the speciﬁc subjects tested during motor control experiments as this source
of variability may lead to diﬀerences in the metabolic energy costs associated with activating
these muscles and hence diﬀerences in the coordination strategies predicted by a metabolic
energy cost function.
The model presented in this chapter may begin to explain the results observed in chapter 2.
The variation in metabolic energy versus variability costs over the muscles in the arm may
explain changes in motor coordination between metabolic states. As available metabolic energy
levels (represented within internal metabolic state) decrease, metabolic energy costs may become
more important relative to variability costs. Hence motor eﬀort may shift from muscles with high
metabolic energy costs towards muscles with lower metabolic energy costs. This may produce
the lower task-related energy usage and changes in motor coordination observed.
In conclusion, we have derived an approximately quadratic polynomial cost function based
upon the metabolic properties of muscle ﬁbres. This challenges the common assumption in the
human motor control ﬁeld that force-energy relationships in muscles are linear (Harris and
Wolpert 1998; Prilutsky and Zatsiorsky 2002; Li and Todorov 2004; O’Sullivan et al. 2009;
Nagengast et al. 2009). It establishes metabolic energy cost as a candidate for the cost function
implemented in the human motor system. The cost function approximations found here can
be directly applied in a model-based inverse optimal control framework to examine potential
energy-variability trade-oﬀs in human motor control.
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Abstract
Background The interaction between muscle physiology and the computational principles
of motor control is not well understood. Here we focus on how muscle physiology, muscle
ﬁbre types and metabolic state aﬀect motor coordination. Many tasks can be satisfactorily
completed using many diﬀerent combinations of muscles, yet we often perform these tasks with
characteristic coordination between muscles. It was previously shown that motor coordination
depends upon internal metabolic state, with energy eﬃciency increased when fasted but with
no clear reduction in task performance.
Results We measured human motor and muscle coordination during a redundant isometric
force production task in two distinct metabolic states 1: in the morning after skipping breakfast
and 2: on a separate morning after having breakfast. We used Electromyography to measure
the activation levels of ﬁve muscles during the task. We found that humans alter their patterns
of motor coordination dependent upon internal metabolic state, signiﬁcantly shifting motor
eﬀort from the muscle with the highest percentage of fast muscle ﬁbres to the muscle with
the lowest percentage of fast muscle ﬁbres. This change in behaviour surprisingly did not
result in a signiﬁcant decrease in task performance when fasted, with performance statistically
indistinguishable between metabolic states.
Conclusions We conclude that humans prefer activating muscles with many slow muscle
ﬁbres over muscles with many fast muscle ﬁbres when in a low metabolic state. This suggests
that diﬀering metabolic eﬃciencies that arise from physiological diﬀerences between muscles are
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exploited to reduce metabolic expenditure when fasted. Thus, predictions of motor coordination
in novel tasks may be improved by considering internal metabolic state and muscle physiology.
4.1. Introduction
Energy poses a fundamental constraint on movement control. The energy available to an or-
ganism, represented within its internal metabolic state, sets an upper limit to the amount of
movements that can be performed.
One could imagine that the human motor system would exploit knowledge about its inter-
nal metabolic state to inform its motor system, e.g. to make more energy-eﬃcient movements
when low on energy. In mice, evidence shows that locomotor activity is inﬂuenced by metabolic
signalling pathways: leptin concentration signalling in the hypothalamic arcuate nucleus (Cop-
pari et al. 2005) and Melanin-Concentrating Hormone (MCH), a neuropeptide secreted by the
hypothalamus was shown to decrease locomotor eﬀort (Segal-Lieberman et al. 2003; Leibowitz
and Wortley 2004) Moreover, MCH receptors are expressed throughout the cortex (Saito et al.
1999; Leibowitz and Wortley 2004) suggesting that metabolic state signals are available to the
premotor and motor cortex (where motor coordination is putatively orchestrated, Scott 2004).
Moreover, in humans, the hypothalamic arcuate nucleus is implicated in obesity and as part of
the hypothalamus thought to inﬂuence reward, learning and control within the brain (Volkow
et al. 2011). This evidence presents a potential neural pathway through which internal metabolic
state signals could be directly integrated by the motor system and inﬂuence motor coordination.
One way to respond to a reduction in internal metabolic state would be to reduce metabolic
energy expenditure by simply reducing the level of force applied. However in many tasks, the
force required to complete a task satisfactorily is tightly constrained, for example carrying a
heavy object. Reducing the level of force applied in this situation would result in task failure -
the force would not be large enough to overcome the weight of the object. However, within this
constrained situation coordination of the muscles which produce this force can still be varied.
Mammalian muscle consists of a mixture of fast and slow muscle ﬁbres, with characteristic
metabolic eﬃciencies (Stienen et al. 1996). Slow muscle ﬁbres are less metabolically costly than
fast ﬁbres. Although the relationship between metabolic energy consumption in a single muscle
ﬁbre varies linearly with force production (Szentesi et al. 2001), modelling a population of
muscle ﬁbres allows for a ﬁrst principles derivation of a quadratic polynomial cost function (see
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chapter 3). This metabolic energy cost function is dependent on the ratio of fast to slow muscle
ﬁbres. Crucially the ratio of fast to slow muscle ﬁbres varies between muscles, suggesting the
metabolic eﬃciency of a muscle with a large percentage of fast ﬁbres is less than another with
a large percentage of slow ﬁbres. Hence when a subject’s internal metabolic state is reduced we
predict that we will change our motor coordination to favour muscles with a large percentage
of slow muscle ﬁbres.
Here we test the prediction that a low internal metabolic state will shift motor coordination
towards muscles with higher percentages of slow muscle ﬁbres using a isometric force production
task with redundant solutions. We clearly showed subjects a score based on task variability and
asked them to achieve the best score they could. If the motor system only attempts to maximise
task performance, the coordination strategy used in this task will be geared towards minimising
variability and invariant to internal metabolic state. However if humans also consider metabolic
cost when determining motor coordination, the strategy used in this task will vary with internal
metabolic state and utilise muscles with more slow ﬁbres when in a low metabolic state. This
leads to the clear hypothesis: Muscle eﬀort will shift from muscles with many fast ﬁbres to
muscles with many slow ﬁbres as internal metabolic state decreases and simply reducing force
output is not possible.
4.2. Materials and Methods
After providing written informed consent, fourteen adults in good health participated in this
study. All subjects were right-handed and between 22 and 37 years old. The experiments were
carried out in accordance with institutional guidelines, and a local ethics committee approved
the experimental protocols.
Subjects were asked to match a target force by pushing with the elbow and hand of their
right arm, as shown in ﬁg. 4.1A. Subjects viewed a monitor positioned at eye level. On the
monitor the sum of the force applied to the two force sensors and historical values were displayed
as a line that moved from right to left, much like an oscilloscope. During the ramp-up and
testing phases a red target line was displayed across the screen. Written instructions were
displayed above the force trace and were verbally reiterated by the experimenter. The task was
designed to be redundant such that a target force could be achieved by pushing with the elbow,
the wrist or any combination of the two such that the sum of the two forces equalled the target
63
4. Muscle physiology predicts how motor coordination changes with metabolic state
A B
0 2 4 6 8 10
0
2
4
6
8
10
Equal Task Performance
Force 2 [N]
F
or
ce
1
[N
]
Figure 4.1.: (A) Subjects pushed on two force sensors with their arm and were provided with
visual feedback of the current force level. Historical force levels were also displayed
in the style of an oscilloscope. Force 1 was predominantly produced by muscles
acting around the elbow and applied to a force transducer near the hand. Force
2 was predominantly produced by muscles acting around the shoulder and applied
to a force transducer near the elbow. (B) Diagram of the experimental concept.
A target force ( ) can be achieved by many combinations of Force 1 and Force
2. Force 1 minus Force 2 is therefore a task-irrelevant or redundant dimension and
can be thought of as the strategy used to complete the task.
force ﬁg. 4.1B. A score was displayed in the top-right corner of the screen as a decimal number
representing the cumulative output of the following function:
Score =
�
t
0.75−�(F1 + F2 − Target)2
1000
(4.1)
Where F1 is the force generated by muscles acting predominantly over the elbow joint applied to
the sensor located below the wrist and F2 is the force generated by muscles acting predominantly
over the shoulder joint applied to the force sensor located below the elbow. Thus the score
penalised the error between the target force and the sum of forces on the sensors but also
tended to increase in value during satisfactory performance of the task.
There were 100 trials with each trial consisting of an initial ramp-up phase, a measurement
phase and a rest phase. The ﬁrst 20 trials of each session were discarded from the analysis
to prevent motor learning from unevenly aﬀecting the ﬁrst and second experimental sessions.
During the ramp-up phase subjects could view the target and attempt to reach it but were not
scored on their performance. The ramp-up phase lasted 2 seconds. During the measurement
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phase subjects were shown a score based on the cumulative squared diﬀerence between the
target force and the sum of the forces applied to the two force sensors. The testing phase lasted
15 seconds. During the resting phase subjects were allowed to rest so as to prevent fatigue of
the muscles during the experiment. The resting phase lasted 15 seconds.
Subjects were given a single practice trial before each session began during which the following
were explained: 1: scoring was explained to be based on cumulative error and the higher
score the better the performance; 2: the ramp-up period lasted two seconds and did not count
towards the score; 3: both force sensors had equal eﬀect on raising the height of the line on the
screen and 4: subjects should rest during the rest phase to prevent muscle fatigue.
Subjects were allowed at any point in each experimental session to request extra resting
time. This was provided during the following rest period and trial number was recorded. Any
extra rests taken in the ﬁrst session were provided at the same time in the second session
and no subjects requested extra rests in the second session. This allowed accommodation
of diﬀering force production capacity between subjects while simultaneously ensuring ﬁrst and
second sessions were as similar as possible for each subject.
A B
Figure 4.2.: (A) Subjects were stood in a rigid frame, with force sensors adjusted to their height.
The visual feedback was displayed on a screen at eye-level. (B) EMG recordings
were taken from ﬁve positions on the right arm as shown.
A rigid frame ﬁg. 4.2A was connected to a heavy base and buttressed against two structural
walls to provide a solid mount for the force sensors, monitor and a shelf which supported the
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right arm of the subjects during the experiment. Two load cells were positioned such that the
subjects could apply forces with their elbow and hand, the arm was located in the horizontal
plane and the shoulder and elbow joints formed right angles. The resulting diﬀerential voltage
signals were ampliﬁed by a factor of 50 using an active ﬁlter. A USB temperature sensor
was attached to each active ﬁlter in order to control for the temperature-dependent properties
of the electrical components. The temperature signals were collected at a rate of 25 Hz. The
temperature signals were then passed through a lowpass ﬁlter to reduce the eﬀect of quantisation
noise. A National Instruments NIDAQ-6009 sampled from the two Force Sensors at a frequency
of 20 kHz per sensor. Before displaying the force signals to the subjects a digital chebyshev
ﬁlter removed frequencies above 40Hz to prevent interference from the 50 Hz mains power,
computer noise and artefacts from the ADC. The raw signal was also stored for oﬄine analysis.
The ﬁlter was designed with the MatLab ﬁlter design tool (The MathWorks, Nantick, MA)
and implemented as a series of second order stages in an inﬁnite impulse response (IIR) setup.
The ﬁlter performance was veriﬁed by passing in various test signals including: white noise; an
impulse function and a step function.
A least-squares regression was performed on calibration data acquired at various temperatures
(due to daily ﬂuctuations in ambient room temperatures) and diﬀerent applied forces using a set
of 10N weights. Four terms were used: a constant term to account for the arbitrary diﬀerential
reading when no force was applied; a linear term in force to account for the conversion between
the change in resistance of the strain gauge due to the applied force; a linear term in temperature
and a linear term in the product of temperature and force. The last two terms account for
changes in the electrical properties of the force sensor due to temperature. The linear term in
temperature was found to be 1.2N per degree.
An ActichAMP EMG recorder recorded the EMG activity of ﬁve muscles in the subjects’
right arm: triceps lateral; triceps long; deltoid; infraspinatus and biceps brachii ﬁg. 4.2B. A
diﬀerential EMG signal was captured at 10 kHz per muscle. Each EMG signal was notch ﬁltered
at 50 Hz. Before and after each session we asked subjects to push as hard as they could on each
sensor, on both sensors and to pull as hard as they could. The maximum reading obtained from
each EMG channel was taken as the maximum voluntary contraction (MVC) of that muscle.
All EMG values were then expressed in %MVC. Data from the EMG recorder and the force
sensors were synchronised via regular trigger signals.
Each subject performed the experiment on two mornings between 9am and 11.30am in either
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A B
Figure 4.3.: (A) Subjects fasted on one day and fed on another in a counterbalanced manner,
repeating the same experimental task in each session. (B) We predicted that mo-
tor activity would shift from fast ﬁbres to slow ﬁbres as subjects’ metabolic state
decreased.
a fed or a fasting state. The fasting state was deﬁned as not eating after 8pm the preceding
evening and skipping breakfast on the day of the experiment. The fed state was deﬁned as
following the subjects’ normal routine and eating breakfast on the day of the experiment.
Exactly half of the subjects fasted for the ﬁrst session and the other half fasted for the second
morning. This was done so as to contrast any metabolic eﬀects with those of learning.
We measured motor strategy by analysing the diﬀerence in force, or bias, applied at the
elbow by muscles acting over the shoulder (F2) versus at the hand by muscles acting over
the elbow (F1). We considered the median value of bias during each measurement phase to
represent the strategy used in that trial. The median, rather than the mean was used as we
often observed skewed distributions of force bias in single trials. We looked for a shift in motor
strategy by analysing the change in bias between metabolic states. We tested for signiﬁcance
using an analysis of variance (ANOVA) test then tested for a diﬀerence at each target force
with a Student’s t-test.
We measured task performance by analysing the median score accumulated in each trial. We
looked for a shift in performance by analysing the change in score between metabolic states,
then tested for signiﬁcant diﬀerences using an ANOVA test and tested for a diﬀerence at each
target force with a Student’s t-test.
The EMG signals were band-pass ﬁltered using a fourth order Butterworth ﬁlter with a
20Hz - 500Hz pass-band, rectiﬁed and then low-pass ﬁltered at 0.5Hz. This process sought to
produce a smoothed reading of instantaneous power whilst maintaining EMG signal-to-noise
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ratio. We deﬁned the activation of each muscle in a trial as the mean activation during the
measurement phase, measured in %MVC. We tested for a signiﬁcant change in muscle activation
using multiple ANOVA tests with Holm-Bonferroni correction.
In order to test our prediction that motor eﬀort would shift from muscles with a high per-
centage of fast muscle ﬁbres to muscles with a low percentage of fast muscle ﬁbres we collected
statistics of muscle ﬁbre composition from literature. To verify the accuracy of these values,
we measured the initial median frequency (IMF) of the EMG signal from each muscle. IMF
has been shown to be highly correlated with the percentage of slow muscle ﬁbres in a measured
muscle (Kupa et al. 1995). The IMF was calculated by ﬁrst using a square-wave time window
to isolate the two seconds of each trial directly following the ramp-up phase. Then, a fast fourier
transform was used to calculate the frequency spectrum of this signal adjusted to have zero
mean. Finally, the median frequency of the power spectrum was found.
EMG signals are an amalgamation of the many signals produced by muscle ﬁbres twitching.
As fast and slow ﬁbres twitch at diﬀerent speeds (Burke et al. 1973), so too is the signal produced
by fast and slow muscle ﬁbres characterised by a diﬀerent power spectrum. Fast ﬁbres produce
higher frequency signals than slow ﬁbres. This eﬀect can be observed using EMG and allows an
estimate of the proportion of fast and slow muscle ﬁbres present in a muscle by analysing the
power spectrum of the EMG signal during a muscle contraction (Kupa et al. 1995).
4.3. Results
14 healthy right-handed subjects performed a simple force production task ﬁg. 4.1A in two
distinct internal metabolic states. The aim of the task was to match a target force by pushing
on two force sensors: one near the wrist using muscles acting predominantly across the elbow
joint (F1) and one near the elbow using muscles acting predominantly across the shoulder joint
(F2) of the right arm. Subjects had to match a target force of 10, 15, 20, 25 or 30 N for 15 s
and were shown a cumulative score at all times, increasing proportionally to absolute task error
during the measurement phase. We deﬁned the strategy used in the task as the median value
of F2 − F1 for each trial (ﬁg. 4.4A).
The upper arm is often modelled as a 6-muscle system when acting in the horizontal plane
(Alexander 1997; Lan 1997; Gribble et al. 1998; Li and Todorov 2004; Todorov and Li 2005;
Li et al. 2005). In this task, predominantly extensor muscles are active, reducing the muscles
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Figure 4.4.: (A) Force traces for an example trial from a typical subject with F2 and F1
. Marked on the plot is the bias (diﬀerence in median forces applied to the
sensors) and the ramp-up period (time when score was not aﬀected but target was
shown). (B) Processed EMG traces for the same trial with biceps , triceps long
, triceps lateral , deltoid and infraspinatus .
of interest to three groups: extensors that act over the elbow joint, extensors that act over the
shoulder joint and biarticulate extensors that act over both joints. Hence we measures EMG
signals from the triceps long, triceps lateral, deltoid and infraspinatus in order to ascertain the
action of each muscle during this task. We also measured EMG signals from the biceps brachii
to rule out antagonistic contractions. Typical Processed EMG traces from a single trial are
shown in ﬁg. 4.4B. Note the low level of biceps activation compared to the extensor muscles.
The same experimental task was performed twice by each subject on two mornings in a fed
or fasted state. Subjects were counterbalanced such that equal numbers fed ﬁrst and fasted
ﬁrst. This allowed us to compare any eﬀects of learning between sessions with potential eﬀects
of internal metabolic state.
Subjects performed the task with a large variety of strategies. Thus, comparing fast and fed
force bias does not reveal clear diﬀerences in strategy (ﬁg. 4.5A). However, when comparing
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Figure 4.5.: Mean force bias of the subjects ± standard error grouped by (A) fasted and
fed metabolic states and (B) ﬁrst and second sessions, N = 14.
Change in mean force bias between sessions grouped by (C) metabolic state and
(D) session order. Stars ( ) denote signiﬁcant diﬀerences at the 5% level measured
using a Student’s t-test.
the change in strategy from fast to fed (ﬁg. 4.5C) a clear and signiﬁcant diﬀerence can be seen
for the 10, 15 and 20 N force levels (Student’s t-test, p = 0.0057, 0.0094, 0.0058). Force bias
tended to increase with Target Force (ﬁg. 4.5A and ﬁg. 4.5B), as did the inter-subject variability
(ﬁg. 4.5C and ﬁg. 4.5D) which may explain the lack of signiﬁcant diﬀerences at the 25N and
30N targets.
We predicted that subjects would shift their motor eﬀort towards more metabolically eﬃ-
cient muscles when fasted. We predicted this would result in an increased activity in muscles
with relatively low fast-to-slow ﬁbre ratios and a similarly decreased activity in muscles with
higher fast-to-slow muscle ﬁbre ratios when fasted. We compared this prediction to an alter-
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Figure 4.6.: Mean task performance of the subjects ± standard error grouped by (A) fasted
and fed metabolic states and (B) ﬁrst and second sessions, N = 14.
Change in mean task performance between sessions grouped by (C) metabolic state
and (D) session order. Stars ( ) denote signiﬁcance at the 5% level measured using
a Student’s t-test.
native ‘learning’ hypothesis: that subjects would simply improve their strategy in the second
session from rather scattered naive strategies to a common learned strategy and hence improve
performance.
There was a signiﬁcant diﬀerence between fed and fasted force Bias (ANOVA test, N=14,
p = 0.032). and there was a signiﬁcant shift (Student’s t-test, N=14, p = 0.0057, 0.0094, 0.0058)
in bias from fed to fasted in the 10, 15 and 20 N targets ﬁg. 4.5C. This contrasts to the change
from ﬁrst to second session where there was no signiﬁcant diﬀerence (ANOVA test, N=14,
p = 0.52) and there were no signiﬁcant diﬀerences found at any target force levels (Student’s
t-test, N=14, p = 0.49, 0.45, 0.35, 0.22, 0.15). This suggests that there was a change in strategy
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due to metabolic state rather than due to learning.
There was no signiﬁcant diﬀerence between fed and fasted task performance (ANOVA test,
N=14, p = 0.35) and there were no signiﬁcant diﬀerences found at any target force levels
(Student’s t-test, N=14, p = 0.11, 0.34, 0.39, 0.55, 0.34). This contrasts to the change from ﬁrst
to second session where there was a signiﬁcant diﬀerence (ANOVA test, N=14, p = 0.017). The
Subjects’ task performance improved signiﬁcantly from the ﬁrst to the second session at the
15, 20, 25, 30 N targets (Student’s t-test, N=14, p = 0.0082, 0.00015, 0.0028, 0.0041, ﬁg. 4.6D).
This suggests that some form of slow learning did take place between sessions and changes in
strategy due to metabolic state did not measurably aﬀect task performance.
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Figure 4.7.: Mean Muscle activation of the subjects ± standard error grouped by fasted
and fed metabolic states for the (A) biceps (p = 0.025, 0.033), (B) deltoid
(p = 0.034) and (C) triceps lateral. Mean Muscle activation of the subjects ±
standard error grouped by metabolic state for the (A) biceps, (B) deltoid and
(C) triceps lateral. Stars ( ) denote signiﬁcance at the 5% level measured using a
Student’s t-test.
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Muscle Fast Initial median
ﬁbres (%) frequency (Hz)
Triceps lateral *,** 58 175
Triceps long *,** 58 155
Infraspinatus * 52 141
Deltoid * 50 122
* (Srinivasan et al. 2007), ** (Dahmane et al. 2005)
Table 4.1.: Muscle ﬁbre properties for four arm muscles with corresponding initial median fre-
quencies.
There was a signiﬁcant shift in the EMG activation of the triceps lateral, triceps long, deltoid
and biceps between metabolic states (ANOVA test with Holm-Bonferroni correction, N=14, p
values stated in table 4.2). The triceps lateral and triceps long showed reduced activation in
the fasting state while the deltoid and biceps showed increased activation in the fasting state.
We predicted that the biceps would be activated at only a low level due to its antagonistic
role during the task and the biceps were activated at a low level (< 10% MVC) in both metabolic
states. This was expected due to the task predominantly requiring action from extensor muscles
around the elbow and shoulder. Hence while we detected an increase in biceps activity when
fasted, the absolute value of activation was still low compared to the other muscles.
One potential problem with the analysis of EMG signals during the experiment would be if
measurement of MVC for each muscle were dependent on metabolic state. It could be imagined
that subjects’ would produce a greater maximum contraction when fed than when fasted. This
would presumably lead to an increase in perceived muscle activations for all muscles when fasted
and so is not considered likely here as a decreased level of activation was observed in the triceps
long and triceps lateral when fasted.
A
120 140 160 180
Infraspinatus
Deltoid
Triceps Lat.
Triceps Long
IMF [Hz]
Figure 4.8.: The residual diﬀerences between muscles after taking account of metabolic eﬀects
using an analysis of variance. Signiﬁcant diﬀerences were found between triceps
lateral and deltoid (p < 0.05) and between triceps lateral and infraspinatus (p <
0.05).
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Muscle Fast Predicted Actual p value Holm-Bonferroni Correct
ﬁbres (%) Change Change rejection criteria prediction?
Deltoid * 50 ↑ ↑ 0.000025 0.01 �
Biceps brachii * 61 n/a ↑ 0.00012 0.013 n/a
Triceps lateral *,** 58 ↓ ↓ 0.010 0.017 �
Triceps long *,** 58 ↓ ↓ 0.024 0.025 �
Infraspinatus * 52 ↑ - 0.86 0.05 n/a
* (Srinivasan et al. 2007), ** (Dahmane et al. 2005)
Table 4.2.: Muscle ﬁbre properties for four arm muscles with corresponding predictions and
ﬁndings of changes in muscle activities when fasted. The p values were produced
using an ANOVA analysis of muscle activations at all force levels. Hence, for the
triceps lateral, while no single force level revealed a signiﬁcant diﬀerence (minimum
p = 0.055), the accumulated evidence from all ﬁve force levels did reveal a signiﬁcant
diﬀerence (p = 0.01).
Using values obtained from literature, we could predict the ordering of initial median fre-
quency (IMF) which we expected for the muscles we measured. We expected muscles with
higher proportions of fast ﬁbres to have higher IMF. This ordering was conﬁrmed by our results
(table 4.1) although signiﬁcant diﬀerences were only observed between the triceps lateral ver-
sus deltoid and triceps lateral versus infraspinatus (ﬁg. 4.8A). The IMF recorded for the biceps
was far higher than for the other muscles (mean = 311Hz) which we suspected was due to the
relatively low signal levels. Because of this, we excluded the biceps from the analysis. We ﬁnd
good agreement in ordering with the literature values, although interestingly the IMF values of
the triceps lateral were signiﬁcantly higher than those of the triceps long, while the literature
stated a single value for the whole triceps brachii.
When comparing our predictions of EMG activity change between metabolic states based on
ﬁbre compositions, we ﬁnd good agreement. The deltoid has the lowest fast ﬁbre ratio and
increased in muscle activation when fasted. The triceps lateral has the joint highest fast ﬁbre
ratio of the extensor muscles and decreased in muscle activation when fasted. When taking
into account the diﬀerence in IMF between the triceps long and the triceps lateral, we ﬁnd that
the extensor muscle with the highest IMF (triceps lateral) decreased signiﬁcantly in activation
when fasted while the extensor muscle with the lowest IMF (deltoid) increased signiﬁcantly in
activation when fasted.
In conclusion, we ﬁnd that changes in strategy during a redundant isometric force production
task can be predicted based upon physiological properties of the muscles involved. More speciﬁ-
cally, subjects altered their motor coordination strategy when fasted, shifting motor eﬀort from
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the triceps lateral and triceps long to the deltoid, while maintaining task performance. This
shifted motor eﬀort towards muscles with less fast muscle ﬁbres (and lower IMF). This change
is thought to be beneﬁcial due to the diﬀering metabolic eﬃciencies of tension generation be-
tween fast and slow muscle ﬁbres.
4.4. Discussion
Our experiment shows how human motor coordination strategies are inﬂuenced by internal
metabolic state. We have shown that a trade-oﬀ exists in the way humans balance metabolic and
other costs when performing motor tasks. If the behaviour of subjects was completely explained
by variability, eﬀort or metabolic costs, no change in strategy would have observed. We observed
a signiﬁcant shift in strategy between fed and fasted sessions, indicating an important inﬂuence
of internal state on motor control processes.
Subjects’ changed their strategy by increasing F2 versus F1. The change in forces between
metabolic states appears to have been the consequences of a shift in muscle activity from the
triceps lateral and triceps long to the deltoid. This change in strategy is thought to reduce the
metabolic energy cost of the task by shifting motor eﬀort from muscles with a high percentage
of fast ﬁbres to muscles with a high percentage of slow muscle ﬁbres when in a low metabolic
state, This is possible due to the varying muscle ﬁbre statistics (Srinivasan et al. 2007; Dahmane
et al. 2005; Elder et al. 1982; Johnson et al. 1973) and metabolic properties between muscles in
the arm (Reggiani et al. 2000). Of the muscles active in the task, the deltoid was the muscle
with the lowest percentage of fast ﬁbres and the triceps lateral and triceps long had the joint
highest percentage of fast ﬁbres. Fast muscle ﬁbres are less energy eﬃcient (Stienen et al. 1996)
which may explain the increase in activation of the deltoid when fasted in terms of an increased
need for energy eﬃciency.
One could ask why subjects do not perform the most energy eﬃcient strategy in all metabolic
states. Unfortunately, we can not provide a clear answer this question in this study. We
expected to observe a trade-oﬀ between energy expenditure and variability and that a change
in strategy when fasted would cause a decrease in task performance. If subjects’ behaviour
sought to minimise task error in the presence of signal-dependent noise, as has been suggested
(Harris and Wolpert 1998), surely a change in strategy would move subjects’ strategies away
from the minimum variance strategy and cause an increase in task error. Subjects were clearly
75
4. Muscle physiology predicts how motor coordination changes with metabolic state
rewarded based solely on task-related error (by displaying a score which increased faster when
RMS error was low) and yet interestingly there was no signiﬁcant reduction in performance
between metabolic states despite the change in motor coordination. One explanation could be
similar to that suggested by O’Sullivan et al. (2009) - that strategies diﬀering from the minimum
variance solution may only carry a very small penalty in terms of task performance. This was
veriﬁed by O’Sullivan et al. (2009) using independent measurements of the signal-dependent
noise associated with each muscle. We could not use a similar analysis in our experiment
due to the presence of biarticulate muscles in the arm. Another explanation could be that
any potential change in performance between metabolic states may have been hidden by the
signiﬁcant increase in performance from the ﬁrst session to the second session. While several
measures were taken to attempt to reduce the eﬀects of motor learning during the task (such
as designing a simple task, carefully explaining the goals of the task and the method of scoring,
providing a practice trial where understanding of the task was veriﬁed and excluding the ﬁrst 20
trials from the analysis), this was clearly not suﬃcient to prevent motor learning from aﬀecting
task performance. However, due to the counterbalanced nature of our experimental design we
were able to distinguish between the changes in behaviour that were predominantly the result
of motor learning (task performance) and the changes in behaviour that were predominantly
determined by metabolic state (force bias).
If minimising variability is not the answer to why subjects change motor coordination strate-
gies due to internal metabolic state, then what is being traded-oﬀ against metabolic energy ex-
penditure? From the literature, several other possibilities arise including motor eﬀort (O’Sulli-
van et al. 2009), muscle fatigue (Prilutsky and Zatsiorsky 2002) or a combination of many other
costs (e.g. jerk, angular acceleration, torque change etc., Berret et al. 2011), several of which
are discussed in section 1.5. Despite this lack of a clear alternative cost for the tradeoﬀ, one
thing seems clear from our results - that metabolic energy costs increase in importance when
in a low metabolic state.
Many questions remain open in regards to the exact nature of the costs implemented in
the human motor system. This study does not resolve the question of which cost function is
implemented in the human motor system. In fact it reveals a more complex picture, pointing
as it does to internal state dependent characteristics of human motor coordination.
Initial median frequency has been found to be a good predictor of ﬁbre ratios in muscles (Kupa
et al. 1995). We measured initial median frequency and found that initial median frequency
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was signiﬁcantly higher in the triceps lateral than in the deltoid and infraspinatus, partially
conﬁrming the diﬀerences in ﬁbre ratios taken from the literature. Interestingly, we found a
signiﬁcantly higher contribution from fast ﬁbres in the triceps lateral compared to the triceps
long. Even though these are considered branches of a single muscle and are often considered
together in literature when measuring ﬁbre type compositions of muscles, we found a clear
diﬀerence in behaviour between the two. In one study that did report the ﬁbre type distributions
of the triceps long and lateral separately, no signiﬁcant diﬀerence was found between these two
(Elder et al. 1982).
In this chapter, we have analysed a task involving three muscles acting over two joints of the
arm. It could be argued that the observed behaviour only occurred due to the artiﬁcial nature of
the task with one motor synergy increasing compared to another rather than direct modulation
of the eﬀort supplied by one muscle versus another over the same joint. An interesting avenue
of future study would be to investigate whether we could demonstrate the same modulation of
motor eﬀort in an experiment involving multiple muscles acting over a single joint. Such an
experiment could be an important test of the theory that motor coordination is composed of
stereotypical motor synergies (Bizzi et al. 2008).
In summary, our results show that internal metabolic state is taken into account when solving
redundant isometric force production tasks. Speciﬁcally, motor activation is shifted from muscles
with a high proportion of fast muscle ﬁbres to muscles with a lower proportion of fast muscle
ﬁbres which we suggest is biophysically sensible as it increases the amount of motor eﬀort in
muscles with a high proportion of slow muscle ﬁbres and decreases the amount of motor eﬀort
in muscles with a high proportion of fast muscle ﬁbres. We argue that this decreases the
metabolic energy cost associated with completing the task based on diﬀerences in metabolic
eﬃciency between ﬁbre types. We have demonstrated that motor behaviour at the muscular
level is modulated by internal metabolic state. This leads to an interesting question: is motor
behaviour at the motor unit level also determined by internal metabolic state?
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change with internal metabolic state
Abstract
The human motor system is incredibly complex, with several distinct neural structures involved
in determining the production of tension within a muscle. Motor neuron pools within the
spinal cord, neural circuits in the motor cortex, premotor cortex and the cerebellum are all
involved. Much is still unknown about how this hierarchy is organised and which aspects
of tension production can be inﬂuenced by which regions. Human muscles are composed of
many heterogeneous muscle ﬁbres which must be coordinated to produce a desired tension
within each muscle. Many aspects of how motor commands for each muscle ﬁbre are generated
are unknown. Here, we investigate whether or not ﬁbre recruitment regimes are modulated by
internal metabolic state.
We performed a reanalysis of the data recorded in chapter 4. We investigate whether the
spectral properties of EMG activity are inﬂuenced by internal metabolic state. We ﬁnd that
Initial Median Frequency (IMF) and the change in Median Frequency (ΔMF) over the course
of an isometric force production do not change when subjects are fasted during an isometric
force production task.
We conclude that the decision making neural circuits that decide which ﬁbre to recruit within
a single muscle to perform a particular task are not modulated by internal metabolic state.
This is in contrast to the diﬀerences that we have seen in the control of multiple muscles in
chapter 4, pointing to an interesting diﬀerence in the way that two levels of motor coordination,
muscle ﬁbres in a single muscle versus multiple muscles in a muscular system, are aﬀected by
internal metabolic state within the human motor system.
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5.1. Introduction
The human motor system is exceedingly complex, with 244 degrees of freedom and about
640 muscles in the human body (Prilutsky and Zatsiorsky 2002). Each muscle is made up of
thousands of muscle ﬁbres, for example Lexell et al. estimated 640,000 ﬁbres in the vastus
lateralis muscle in the leg (Lexell et al. 1988). These are organised into motor units, with
each motor neuron possibly controlling hundreds of muscle ﬁbres (Gath and St˚alberg 1981).
With these numbers, one could estimate the number of independent control outputs of the
motor system as in the thousands. How the motor system organises this number of outputs
is a matter of ongoing research (Scott 2004). Many researchers have suggested that some
form of hierarchical or modular architecture is implemented (Todorov and Li 2005; Abramova
et al. 2012), allowing a high-level controller to solve motor coordination tasks in a reduced
dimensionality and many low-level controllers generating the higher dimensionality commands
required to drive muscles. One signal is required to describe the tension generated by a muscle
whereas many hundreds of signals drive contractions in the constituent muscle ﬁbres. Two
important regions of the nervous system are implicated in this: the motor cortex is thought to
solve motor coordination tasks across a large number of muscles and the motor pools of the
spinal cord are thought to generate characteristic recruitment regimes for muscle ﬁbres within
a muscle.
Are all of these outputs controllable by the brain or is there some form of hierarchical system
which leads to a reduction in the dimensionality of the control space in which the brain must
search for solutions to motor coordination tasks? The motor cortex is thought to perform
task-level computations 1 to control movements(Scott 2004) and has also been shown to control
multi-joint fast feedback (Pruszynski et al. 2011). The spinal cord is thought to also have a role
in computation at a lower level, for example cats can produce walking movements on a treadmill
with no brain interaction (Forssberg and Grillner 1973). A review by Bizzi et al. (2008) provides
more detail of these theories, suggesting that a combination of low level controllers in the spinal
cord and high level controllers in the brain form one aspect of a hierarchical motor system. For
example, it has been shown in frogs that a whole range of motor behaviours can be produced
from the summation of simpler behaviours (known as synergies) elicited through stimulation
of the spinal cord (Bizzi et al. 1991; Tresch et al. 1999; Saltiel et al. 2001; d’Avella and Bizzi
1. Here, we deﬁne computation in a very broad sense: the manipulation of continuous variables to solve
diﬀerential equations (Pour-el 1974; Piccinini and Scarantino 2011)
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2005). Hence we can ask what computations are performed in the spinal cord versus the motor
cortex and to what degree the motor cortex can inﬂuence the computations of the spinal cord.
Fast and slow muscle ﬁbres have characteristic recruitment regimes (Tansey and Botterman
1996) with slow muscle ﬁbres predominantly recruited at low total muscle force levels while
fast ﬁbres are recruited only at higher force levels. The neural structures that implement
these recruitment regimes are thought to be located in the motor pools of the spinal cord but
the degree to which they can be inﬂuenced by regions of the brain such as the motor cortex is
unknown.
Mammalian muscle consists of a mixture of fast and slow muscle ﬁbres, with slow muscle
ﬁbres being less metabolically costly than fast ﬁbres (Stienen et al. 1996). Motor units are
known to almost exclusively activate either fast or slow muscle ﬁbres (Edstro¨m and Kugelberg
1968). It is possible therefore that the brain could increase the recruitment of slow muscle ﬁbres
versus fast muscle ﬁbres within a single muscle when faced with a change in internal metabolic
state. The brain has access to information about metabolic state through various channels
(recently reviewed by Burdakov et al. 2013) and regions of the human motor system may well
be modulated by internal metabolic state. However, not all regions of the human motor system
necessarily have access to, or utilise, this form of information.
We have previously shown that humans alter their motor coordination when in a low metabolic
state so as to shift motor eﬀort from muscles with high proportions of fast muscle ﬁbres to
muscles with lower proportions of fast ﬁbres. We have found evidence that this is biophysically
sensible due to the nature of metabolic and other costs in the human motor system. We
hypothesise that if the brain has control over which muscle ﬁbres are recruited at not just the
whole muscle level but also within each muscle, when fasted the brain will choose to recruit
slow muscle ﬁbres in preference to fast ﬁbres and hence the proportion of fast to slow muscle
ﬁbres recruited will change with metabolic state. If however the brain solely determines the
total motor eﬀort of each muscle and decisions about which muscle ﬁbres are recruited are made
within the motor pools of the spinal cord, the proportion of fast to slow muscle ﬁbres recruited
will not depend on internal metabolic state.
The Initial Median Frequency (IMF) of an EMG signal is a powerful indicator of the pro-
portion of fast and slow muscle ﬁbres within a muscle. The ﬁbre type composition of a muscle
has been shown to correlate with properties of EMG signals (Gerdle et al. 1988) in vivo. The
proportion of fast and slow muscle ﬁbres recruited within a muscle has also been inferred and
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validated by analysing the power spectrum of in vitro EMG recordings (Kupa et al. 1995). Neg-
ative correlation between IMF and % slow ﬁbres has been found to be as high as -0.92 (Kupa
et al. 1995). Both the IMF and the change in median frequency (ΔMF) over the period of an
isometric contraction are very well correlated with the percentage of fast ﬁbres recruited within
a muscle.
Properties of the EMG spectrum have been observed to vary in vivo during high frequency
cyclical contractions using wavelet decomposition (Blake and Wakeling 2014) suggesting changes
in recruitment strategy due to task. Recruitment strategy has been shown to change with skill
acquisition (Bernardi et al. 1996) via measurements of EMG suggesting changes in recruitment
strategy due to learning. Recruitment strategy has also been show to change due to muscle
pain (Tucker et al. 2009) via measurements of intramuscular ﬁne-wire EMG. Hence muscle
recruitment strategies can be altered in vivo and these changes can be observed through analysis
of EMG.
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Metabolic
state known
Metabolic
state unknown
Muscle 1 Muscle 2
B
Muscle 1 Muscle 2
Fast Fibres
Slow Fibres
Figure 5.1.: Two potential schematics of the human motor system. (A) Motor system calculates
coordination at the muscle level utilising metabolic information and calculates ﬁbre
recruitment regimes without utilising metabolic information. (B) Motor system
calculates coordination at the muscle level and also calculates ﬁbre recruitment
regimes utilising metabolic information.
We propose two potential hierarchies for the motor system (ﬁg. 5.1A). In the ﬁrst hierarchy,
the recruitment regimes of fast and slow muscle ﬁbres in each muscle are computed in a region
of the motor system with no access to information about the internal metabolic state of the
body. In the second hierarchy, the recruitment regimes of fast and slow muscle ﬁbres in each
muscle are computed in a region of the motor system which has access to information about
the internal metabolic state of the body. If the ﬁrst hierarchy is implemented in the human
motor system, we would expect to ﬁnd no relationship between internal metabolic state and
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the recruitment regimes of fast and slow ﬁbres within muscles. If however the second hierarchy
is implemented, we would expect to see a change in the recruitment regimes of fast and slow
muscle ﬁbres determined by internal metabolic state. For example we would expect to see
greater emphasis on the recruitment of slow muscle ﬁbres when in a low energy state to produce
force with greater eﬃciency. We predict that this change would be detectable by measuring
the initial median frequency of EMG activity during an isometric force task. Here we test
whether the initial median frequency of EMG activity is inﬂuenced by internal metabolic state
and provide a small insight into the manner in which motor controls are generated within the
human nervous system.
5.2. Methods
We performed a reanalysis of the experimental data collected in chapter 4 where experimental
task and set-up is described in more detail. A brief description is reiterated here for complete-
ness.
Subjects stood in a rigid frame with their right arm in the horizontal plane such that the
shoulder and elbow joints were approximately at right angles (ﬁg. 4.2A). Force sensors were
located just below the wrist and the elbow. Visual feedback was provided via a screen located
level with the eyes in the style of an oscilloscope, with the sum of current forces applied indicated
by the height of a line one pixel thick on the right side of the screen and historical values
scrolling to the left.
Subjects were asked to match one of 5 target force levels for 15 seconds and then rest for 10
seconds between trials. The target force level was indicated by a horizontal red line one pixel
thick on the screen. A score was displayed on the screen indicating the cumulative root-mean-
squared error between the target force and the sum of forces applied by the subject. The ﬁrst
two seconds of each trial provided a ramp-up period and did not count towards the score. The
trials were randomly ordered with constant initial seed such that all subjects encountered the
same ordering in both sessions.
We collected EMG signals using an Actichamp recorder at a rate of 10kHz from 5 locations
during each experiment, approximately covering the deltoid, infraspinatus, triceps long, triceps
lateral and biceps (ﬁg. 4.2B). The EMG signals were notch-ﬁltered at 50Hz to remove electrical
noise.
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Before and after each session we asked subjects to push as hard as they could on each sensor,
on both sensors and to pull as hard as they could. The maximum reading obtained from each
EMG channel was taken as the maximum voluntary contraction (MVC) of that muscle. All
EMG values were then expressed in percentage MVC.
We measured initial median frequency and the change in median frequency over the ﬁrst
10s of force production for each of the measured muscles. The initial median frequency was
calculated as the median frequency of EMG activity during the ﬁrst time window (the two
seconds directly following the ramp-up phase). The change in median frequency was calculated
as the diﬀerence in median frequency between the ﬁrst and second time windows. We used a
square ﬁlter to isolate the ﬁrst two seconds of EMG signals in each trial and then calculated
the cumulative power spectrum. The median frequency was taken as the frequency at which
the cumulative power spectrum was at half the maximum value.
We performed an ANOVA analysis to test for a signiﬁcant change in IMF or ΔMF due to
metabolic state, muscle and target force. We used the following linear model to describe the
relationship between IMF and Force, MetabolicState and Muscle:
IMF = a× Force+ b×MetabolicState+ c×Muscle (5.1)
Where MetabolicState and Muscle are categorical variables and Force is a continuous vari-
able. a, b and c are free variables. If b were to be found to be signiﬁcantly diﬀerent from zero,
we could conclude that internal metabolic state may modulate ﬁbre recruitment regimes. A
similar test was performed for ΔMF.
We also tested each muscle in isolation, using the following linear model to describe the
relationship between IMF and Force, MetabolicState for each muscle:
IMF = d× Force+ e×MetabolicState (5.2)
WhereMetabolicState and is again a categorical variable and Force is a continuous variable.
d and e are free variables. If e were to be found to be signiﬁcantly diﬀerent from zero, we could
conclude that internal metabolic state may modulate ﬁbre recruitment regimes for a particular
muscle. Due to the multiple tests being conducted over muscles, it is necessary to perform
Bonferroni correction. Similar tests were performed for ΔMF for each muscle.
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5.3. Results
We measured the IMF of 5 muscles in the right arm during an isometric force task. The task
was performed by 14 healthy right-handed subjects in two metabolic states in a counterbalanced
manner.
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Figure 5.2.: (A) Force traces for an example trial from a typical subject with Fshoulder and
Felbow . Marked on the plot are the ﬁrst and second time windows. Initial
median frequency was calculated from the power spectrum during the ﬁrst window.
(B) Processed EMG traces for the same trial with biceps , triceps long ,
triceps lateral , deltoid and infraspinatus .
The biceps was activated at a very low level throughout the task for all subjects. This is to
be expected as the biceps acts as an antagonistic muscle in this task. The IMF recorded for the
biceps was far higher than for the other muscles (mean = 311Hz) which we suspected was due
to the relatively low signal levels. Because of this, we excluded the biceps from the analysis.
We found no diﬀerence in IMF between metabolic states (ANOVA, p=0.77, ﬁg. 5.3C). We
found no signiﬁcant diﬀerence in any of the individual muscle parametric tests (ANOVA, p =
0.76, 0.79, 0.70, 0.040), or in the individual muscle non-parametric tests (Friedman test, p =
0.97, 0.15, 0.11, 0.82).
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Figure 5.3.: (A) The residual diﬀerences of IMF between muscles after taking account of diﬀer-
ences between metabolic states and target force levels using an analysis of variance.
Signiﬁcant diﬀerences were found at the 5% level between the triceps long-triceps
lateral, triceps long-deltoid, triceps lateral-deltoid and triceps lateral-infraspinatus
pairings. (B) The residual diﬀerences ofΔMF between muscles after taking account
of diﬀerences between metabolic states and target force levels using an analysis of
variance. Signiﬁcant diﬀerences were found at the 5% level between the triceps
long-deltoid, triceps long-infraspinatus, triceps lateral-deltoid and triceps lateral-
infraspinatus pairings. (C) The residual diﬀerences of IMF between metabolic
states after taking account of diﬀerences between muscles using an analysis of vari-
ance. No signiﬁcant diﬀerence was found between fasted and fed (p = 0.77). (D)
The residual diﬀerences of ΔMF between metabolic states after taking account of
diﬀerences between muscles using an analysis of variance. No signiﬁcant diﬀerence
was found between fasted and fed (p = 0.70). Error bars denote the 95% conﬁdence
intervals produced by the ANOVA analysis.
We found a signiﬁcant eﬀect on IMF between muscles (ANOVA, p=0.0051, ﬁg. 5.3A). Specif-
ically, the triceps lateral was found to have a signiﬁcantly higher IMF than the triceps long,
the deltoid and the infraspinatus (Tukey’s honestly signiﬁcant diﬀerence criterion, p = 0.037,
1.6e−16, 0.000034). The triceps long had a higher IMF than the deltoid (Tukey’s honestly
signiﬁcant diﬀerence criterion, p = 0.000058) however was not signiﬁcantly diﬀerent to the
infraspinatus. The infraspinatus and deltoid were (just) not signiﬁcantly diﬀerent (Tukey’s
honestly signiﬁcant diﬀerence criterion, p = 0.050).
We found no diﬀerence in ΔMF between metabolic states (ANOVA, p=0.70, ﬁg. 5.3D).
We found no signiﬁcant diﬀerence in any of the individual muscle parametric tests (ANOVA,
p = 0.67, 0.74, 0.47, 0.27),
We found a signiﬁcant eﬀect onΔMF between muscles (ANOVA, p=0.0051, ﬁg. 5.3B). Speciﬁ-
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cally, the triceps lateral was found to have a signiﬁcantly higher ΔMF than the deltoid and
the infraspinatus (Tukey’s honestly signiﬁcant diﬀerence criterion, p = 0.0017, 0.0011). The
triceps long also had a higher ΔMF than the deltoid and the infraspinatus (Tukey’s honestly
signiﬁcant diﬀerence criterion, p = 0.0003, 0.0002).
To summarise, we found no diﬀerence in IMF or ΔMF based upon internal metabolic state.
While the brain chose to shift activity at the whole-muscle level towards muscles with lower
ratios of fast ﬁbres when fasted (chapter 4), it did not shift recruitment between ﬁbres within
each muscle. This suggests that decisions about which particular muscle ﬁbres to innervate
are made in a region of the CNS where information about internal metabolic state may not be
available.
5.4. Discussion
Our experiment shows how characteristics of EMG signals remain constant with internal metabolic
state. Of the two hierarchies that we proposed for the motor system (ﬁg. 5.1A) and ﬁg. 5.1B,
the ﬁrst is the more likely given our results. In this hierarchy, the recruitment regimes of fast
and slow muscle ﬁbres in each muscle are computed in a region of the motor system with no
access to information about the internal metabolic state of the body.
Our results suggest that decisions about which muscle ﬁbres are activated are made with
no regard to the internal metabolic state of the body. This result contrasts with our previous
ﬁndings that internal metabolic state determines the coordination of separate muscles during
isometric force tasks, thought to be due to the brain valuing metabolic eﬃciency more when
fasted. As motor eﬀort shifts from muscles with lower metabolic eﬃciency to muscles with higher
metabolic eﬃciency when fasted, yet the proportion of fast and slow muscle ﬁbres activated
within each muscle does not change, we suggest that these two levels of motor coordination are
computed in a diﬀerent fashion and hence may be computed by diﬀerent regions of the motor
system.
Costs appear to be evaluated or implemented in a diﬀerent fashion between muscles as they
are within muscles. This can be seen by contrasting the results of this chapter (where no
metabolic eﬀect could be detected) with those of chapter 4 where a metabolic eﬀect could be
clearly seen to aﬀect the bias in force production between muscles.
It may be that the methodology used here was simply not accurate enough to detect an eﬀect.
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However, it seems unlikely that a large eﬀect could be missed due to accuracy of measurement
given our ability to clearly distinguish between muscles with fairly small diﬀerences in fast and
slow ﬁbre ratios.
It may be the case that the experimental task was not suﬃcient to evaluate the hypothesis
put forward in this chapter. The task was redundant at the full muscle level and this was merely
a reanalysis of data collected to test a diﬀerent hypothesis. Eﬀects may have been confounded
by the changing coordination between muscles described in chapter 4. A single linear model
for all muscles and metabolic states may have been inappropriate due to the interaction of two
eﬀects: 1. Some muscles decreased activity in the fasted metabolic state whereas other muscles
increased activity and 2. force levels produced a signiﬁcant eﬀect on IMF. We also tested each
muscle individually and found the same result: the eﬀect of metabolic state on IMF and ΔMF
was not signiﬁcantly diﬀerent from zero for any of the muscles. The second issue did not aﬀect
ΔMF as force levels did not signiﬁcantly aﬀect this measurement.
It may be interesting to perform a future experiment where there is no redundancy at the
muscular level i.e. the task can only be solved satisfactorily by producing an exact combination
of muscle activities with no redundancy at the muscular level. An experiment that does not
allow redundancy at the full muscle level may allow a cleaner analysis of the eﬀects that we were
investigating in this chapter. This could be achieved by constraining both forces by displaying
a two-dimensional target to the subjects or utilising only one of the two force transducers.
When modelling a muscular system, it appears to be safe to assume that muscle ﬁbre recruit-
ment regimes will stay constant as internal metabolic state changes. Hence the metabolic cost
function associated with activating a muscle does not appear to depend on internal metabolic
state.
In conclusion, we have potentially revealed an interesting attribute of the hierarchy of the
human motor system by analysing EMG signals in subjects with distinct internal metabolic
states.
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biophysically plausible cost functions in
human motor coordination
Abstract
Humans regularly perform simple motor tasks seemingly with ease. Yet many of these tasks
require the coordination of multiple muscles and joints. One way to understand how humans
coordinate their movements is through the analysis of cost functions. Cost functions are a princi-
pled way to describe undesirable quantities associated with a movement task such as task error.
Here we consider two biophysically principled cost functions of human motor control: Energy
and Variability. We apply an inverse optimal framework to experimentally measured human
hand reaching data. We use model-based inverse optimal control to ﬁnd the cost functions that
determine human motor coordination. In particular we analyse the changes in cost function
that arise due to changes in internal metabolic state and ﬁnd a signiﬁcant diﬀerence in cost
functions between metabolic states. Speciﬁcally, we show that this change is consistent with a
change in a single trade-oﬀ parameter between minimum variance and minimum energy. We
conclude that humans trade oﬀ variability and energy expenditure when performing reaching
movements. We also conclude that internal metabolic state determines motor coordination by
inﬂuencing the relative importance of variability and metabolic energy costs.
6.1. Introduction
Optimal control theory is a principled way to solve the problem of redundancy inherent in many
motor control tasks and has been shown to explain well many aspects of human motor control.
Examples include predicting the skewed velocity traces of eye saccades (Harris and Wolpert
1998), predicting reduced variability in task-relevant dimensions (Todorov and Jordan 2002)
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and predicting task-dependent responses across redundant eﬀectors (Diedrichsen 2007).
Optimal control theory works by developing a cost function which penalises undesirable quan-
tities such as energy expenditure or task error then ﬁnding a control signal that minimises this
function.
Inverse optimal control describes the process of reverse engineering the cost function and
system dynamics of a control task under the assumption that an optimal (or near-optimal)
controller is being applied.
The aim of this chapter is to reverse engineer the cost function used by humans when per-
forming motor coordination tasks. We use inverse optimal control to reverse engineer the cost
function parameters used by humans in two distinct metabolic conditions. We show that ob-
served changes in behaviour can be explained by a variability-energy tradeoﬀ in the cost function
implemented by the human motor system. First, we consider a number of control algorithms.
Control strategies
For the purposes of this chapter, we concentrate on optimal control algorithms which seek to
produce a controller by minimising a cost function. We examine several optimal control algo-
rithms including linear quadratic regulator (LQR), iterative linear quadratic regulator (iLQR),
iterative linear quadratic gaussian (iLQG) and reinforcement learning. Here we introduce each
strategy and then go on to describe our implementation.
LQR One mathematical description of optimal control is a linear quadratic regulator. This
seeks to maintain the state of a system (represented by vector x) at the origin by following a
feedback control law that depends on the state of the system. The problem can be conveniently
described in discrete time for numerical modelling with system dynamics in the form:
xk+1 = Axk +Buk (6.1)
Where A describes the open loop dynamics i.e. how the system behaves in the absence of a
controller, B describes the system response to a control input (represented by vector u) and
subscript k is a discrete time step counter. A cost function L can be expressed as:
L = x�NQfxN +
N−1�
k=0
(x�kQxk + u
�
kRuk) (6.2)
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Figure 6.1.: A model of the human arm acts in the horizontal plane producing a set of reaching
trajectories that diﬀer in fed and fasted metabolic states. The position and velocity
of the arm (represented in x) is controlled by the brain via control signals u, which
seeks to behave optimally with respect to a cost function R. The cost function
contains a tradeoﬀ parameter α which determines how the brain evaluates energy
(REnergy) and variability (RNoise) costs. This trade-oﬀ is modulated by internal
metabolic state (E).
Where N is the number of time steps, Q and R are the running costs penalising state and
control respectively and Qf is the ﬁnal cost that penalises any residual distance to the target.
xk and uk are the system state and control signal at time step k. x
� is the transpose of x and
similarly u� is the transpose of u. Dynamic programming can be used to solve the ﬁnite time
window case (Kalman and Koepcke 1958). The optimal control is given by:
uk = −(R+B�Kk+1B)−1(B�Kk+1A)xk (6.3)
WhereKk+1 is a matrix that depends only on the next timestep. The discrete Ricatti equation
gives the solution for Kk:
Kk = (A
�Kk+1A+Q)− (B�Kk+1A)�(R+BKk+1B)−1(BKk+1A) (6.4)
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This is initialised with the ﬁnal cost:
KN = Qf (6.5)
The control problem can thus be solved by working backwards from the ﬁnal time step. This
is guaranteed to lead to the global minimum.
In LQR the matrices A, B, Q, Qf and R must not depend on the state of the system or the
control input hence LQR cannot fully capture non-linear system dynamics. The LQR algorithm
can be applied to a non-linear system if the dynamics of the system are ﬁrst linearised. In
such a situation the performance will not be optimal, may even be unstable and is heavily
dependent upon the choice of linearisation point as each linearisation point will result in a
diﬀerent approximation of the dynamics of the system. Hence, LQR is not considered a good
option for the purposes of controlling a model of the human arm.
iLQR Iteratively working towards the optimal solution allows a relaxation of the constraints
involved in LQR and dealing with non-linear system dynamics (Li and Todorov 2004). Li
and Todorov (2004) developed the algorithm, but we will summarise it here for completeness.
Starting with an open loop response to a random initial control sequence which gives an initial
cost, an optimisation algorithm can be used to work towards a locally optimal solution. This
solution then becomes the new open loop control and the algorithm repeats. This algorithm is
based on the work of Todorov and Lin (Todorov and Lin 2005). For a non-linear system where
the change in state with respect to time (x˙) is some function of the current state of the system
(represented by a vector x) and a control signal (represented by a vector u):
x˙ = f(x,u) (6.6)
that runs from t = 0 to t = T (continuous time) with cost function v:
v(t,x) = h(x(T )) +
� T
τ=t
l(τ,x(τ),u(τ))dτ (6.7)
Where h is a function that deﬁnes the cost on the ﬁnal state of the system at time T (x(T ))
and l is a function that deﬁnes the running cost at a moment in time τ which depends on the
system state and the control signal at that time (x(τ) and u(τ)). The open loop response can
be approximated using Euler integration:
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xk+1 = xk +Δtf(xk,uk) (6.8)
Where Δt is the length of time step used in the discretisation of time. The system can now
be linearised around this trajectory, producing a linear discrete time system in δxk and δuk:
∂xk+1 = Ak∂xk +Bk∂uk (6.9)
Where Ak represents the open loop dynamics of the system at timestep k and is related to
the system dynamics function f as so:
Ak = I +Δt
∂f
∂x
(6.10)
Similarly, Bk describes the system response to a control input at timestep k. If the cost
function is approximated as a quadratic (polynomial) function the local LQR problem becomes
solvable. This discrete time system thus has the following quadratic polynomial cost function:
Lk = qk + ∂x
�
kqk +
1
2
∂x�kQk∂xk + ∂u
�
krk +
1
2
∂u�tR∂uk + ∂u
�
kPk∂xk (6.11)
Where qk, qk, Qk, rk, Rk and Pk are approximated from the open loop cost function l at
each time step. The diﬀerentials required to linearise the system can be estimated using ﬁnite
diﬀerences if an analytic solution is not available. At the ﬁnal time step, the cost is a quadratic
approximation of h(x(T )). The cost at preceding time steps is of the form:
vk(∂xk) = sk + ∂x
�
ksk +
1
2
∂x�kSk∂x
�
k (6.12)
Where:
Sk = Qk +A
�
kSk+1Ak −G�H−1G (6.13)
sk = qk +A
�
ksk+1 −G�H−1g (6.14)
sk = qksk+1 − 1
2
g�H−1g (6.15)
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The gradient of the cost function can be calculated in the following manner:
g = rk +B
�
ksk+1 (6.16)
The partial derivative of u with respect to x can be calculated in the following manner:
G = Pk +B
�
kSk+1Ak (6.17)
The Hessian of the cost function can be calculated in the following manner:
H = Rk +B
�
kSk+1Bk (6.18)
Optimisation using the Levenberg-Marquardt algorithm allows the control inputs to be con-
strained. This method requires the gradient and Hessian H of the cost function. The Hessian
may contain negative Eigenvalues due to numerical approximations, these Eigenvalues must be
replaced to prevent divergence (a quadratic with negative coeﬃcients has a minimum at ±∞).
Levenberg-Marquardt attempts to approach the minimum of a function by moving to the min-
imum of the quadratic function given by the gradient and Hessian. If this does not result in an
improvement the algorithm progressively moves towards gradient descent. This is controlled by
a value λ being added to the Eigenvalues of the Hessian. A large diagonal dominated Hessian
will result in a small step down the gradient. Thus the update is:
∂u = −H−1(g +G∂x) (6.19)
If the total cost of the movement for the non-linear system is improved by this update λ is
decreased and the new open loop control becomes:
unew = uold + ∂u (6.20)
If the total cost is not improved λ is increased and the open loop control is not updated.
This process is repeated until some measure of convergence is reached. Convergence will be
guaranteed for a quadratic function in a small number of steps and an arbitrary convex function
after an unknown number of steps. When presented with a more complex function the algorithm
may return local minima and fail to ﬁnd the global minimum. With the huge dimensionality (for
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example 100 time steps and a 6 muscle arm gives 600 control dimensions) and non-linearity
of the problem there may well be local minima or divergence. While we are aware of the
caveats to the use of this algorithm, we note that iLQR frees us from requiring quadratic
cost functions for our models and allows us to test alternatives to our biophysically derived
quadratic cost function. Moreover, constraints can now be placed upon the control inputs to
reﬂect biophysical limitations. For example constraining the inputs to be greater than or equal
to zero simulates an actuator that can only pull and not push capturing the essential function
of muscles. Thus, it is an ideal tool to study optimal control in the human arm.
iLQG iLQG extends iLQR by incorporating a Kalman ﬁlter with assumptions of Gaussian
noise and controlling based on the state of the Kalman ﬁlter (Todorov and Li 2005). This
allows an approximation of a controller to be calculated for stochastic systems. As the human
motor system is known to be noisy (Faisal et al. 2008, see review), simulating a noisy controller
is desirable. Signal-dependent control noise can be modelled within the iLQG algorithm, which
turns out to add onto the control-dependent terms within the cost function in eq. (6.13) (Todorov
and Li 2005) and thus results in an equivalent control strategy to that of a deterministic system
subjected to an appropriate minimum variance cost function.
Reinforcement Learner Reinforcement learning takes an entirely diﬀerent approach to solv-
ing control problems compared to optimal control based methods. As such there is no require-
ment for linearity in state dynamics however now the diﬃculty comes in producing a functional
approximation of the value of a state-action pairing. However, due to the need to learn system
dynamics through interaction, reinforcement learning techniques take a long amount of compu-
tational time to converge to a ﬁnal strategy hence they are not suitable for the purposes of this
chapter where many thousands of parameters must be evaluated to solve the inverse optimal
control problem.
6.2. Methods
Human data
We collected human movement data in two distinct internal metabolic state through a voluntary
fasting regime. We measured the position of the right hand of eight healthy subjects in a way
in which the major movements of the arm were in the horizontal plane. The experimental task,
94
6. Inverse Optimal Control to infer biophysically plausible cost functions in human motor
coordination
described in more detail in chapter 2, was a centre-out reaching task where subjects reached
1000 times in a random order to one of eight targets within the horizontal plane. For the
purposes of this chapter, we considered only the mean reaching trajectory in each direction for
each subject and we also subsampled the data such that there were (x,y) coordinates for 48
timesteps in eight directions. Thus, the reaching trajectories of each subject in each metabolic
state can be thought of as being represented by a single point in a 768 dimensional space.
We used inverse optimal control to infer a set of parameters for each subject in each metabolic
state. This was achieved by minimising the sum squared error between the human reaching
trajectories and reaching trajectories produced by a computational model. The computational
model consisted of an arm controlled by an optimal control algorithm which produced trajec-
tories for the same task as the human subjects performed.
Model of the human arm
We modelled the human arm as a two-joint arm controlled by six muscles acting in the horizontal
plane (see ﬁg. 1.2). The below mathematical/biomechanical models are adapted from a variety
of previous work (Flash and Hogan 1985; Lan 1997; Brown et al. 1999; Li and Todorov 2004).
The 2-Joint Arm Model The state vector consists of the shoulder and elbow joint angles
and their derivatives with respect to time:
θ =

θs
θe
θ˙s
θ˙e

(6.21)
The control inputs are torques acting upon the shoulder and the elbow:
τ =
 τs
τe
 (6.22)
The open loop dynamics are given by:
M(θ, θ¨) + C(θ, θ˙) +Bθ˙ = τ (6.23)
Where C is Coriolis and Centripetal forces, B is a joint friction matrix and M is the inertia
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matrix. To generate a linear model of the arm it is necessary to linearise around a point in state
space. The resulting linear model will only approximate the true system locally.
The 6-Muscle Arm We model the human arm as a two-joint six-muscle planar arm. When
moving in a horizontal plane, there are 6 major muscle groups that act upon the arm: a pair
over the shoulder joint, a pair over the elbow joint and a pair of biarticular muscles. Here we
implement the dynamics of these 6 muscles that are ignored in the 2-joint Model. Because we
have deﬁned our cost functions in terms of muscle tensions, we chose to deﬁne the controls in
terms of muscle tensions. This assumes that the non-linear relationship between motor neuron
pool output and force production is compensated for by the motor system. The controls are
now muscle activation levels:
u =

u1
...
u6
 , 0 <= ui <= 1 (6.24)
These are constrained between 0 and 1 as muscles can not “push” and can not supply a
tension greater than their maximum voluntary contraction. The state vector is now enlarged
compared to the 2-joint arm model with 6 muscle activation levels (ai) apended:
x =

θ
a1
...
a6

(6.25)
The muscles are modelled as non-linear low pass ﬁlters that represent calcium dynamics
within the muscle:
a˙i = (ui − ai)/t(ui, ai) (6.26)
Where t represents the diﬀerence between the faster activation dynamics and the slower
deactivation dynamics:
tact = 50ms, tdeact = 66ms (6.27)
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Due to the single-order dynamics of the muscle activations, they share the constraints of
the control signals. A number of empirical relationships are used to account for the non-linear
tension output of a muscle based on sarcomere length and velocity (Brown et al. 1999). The
normalised tension is given by:
T (a, l, v) = a(Fl(l)Fv(l, v) + Fp(l)) (6.28)
Where Fl(l), Fv(l, v) and Fp(l) are implemented in the manner described by Li and Todorov
(2004). Fl(l) and Fp(l) describe the eﬀects of muscle length on tension production and Fv(l, v)
describes the eﬀects of muscle velocity on tension production.
The normalised tensions given by T are converted into actual tension in the muscle by taking
into account the muscle cross-sectional area and the tension that can be generated by a unit
cross-section of muscle. The muscles act upon the joints via moment arms to generate torques.
We implemented the moment arms in the manner described by Li and Todorov (2004). The
biarticular muscles generate torques upon both joints whereas the uniarticular muscles generate
torques on only one of the two joints. The ﬂexor muscles’ moment arms vary in a sinusoidal
fashion with respect to the joint angles while the extensor muscles’ moment arms do not depend
on joint angle. The dynamics of the arm segments are preserved from the simpler 2-joint model
stated in eq. (6.23).
A dynamic description of the six major muscle groups acting in the human arm as presented
above allows control costs to be placed on each muscle separately. This is important as extensor
and ﬂexor muscles acting upon a joint can have very diﬀerent properties (see chapter 3).
Cost functions
To represent a reaching movement, we place a ﬁnal cost Qf on the distance to the target and
any residual velocity - the model must move to the target and stop before the reaching time
ends where the reaching time is taken from experimental data. A quadratic cost function on
end point error has been shown to be a reasonable approximation of the task error component
of the human cost function for small errors (Kording and Wolpert 2004). No cost is placed on
the state of the system Q during the reaching movement instead costs Rq and Rl are placed on
the control input at each time step which we model as a linear sum of noise and energy terms.
The noise term is signal-dependent and the energy term is based on our human muscle ﬁbre
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model. All terms in the cost function are approximated as quadratic or quadratic polynomial.
L =
� tf
t=0
(u�Rqu+ u�Rl)dt+ x�Qfx (6.29)
We place costs on task performance and muscle activations to deﬁne the optimal control. Task
performance costs on the ﬁnal velocity of the reaching movement ensure that the controller is
penalised for not stopping at the end of the movement and costs on the end-point error ensure
that the controller reaches towards the target.
Muscle activations are penalised either to minimise muscle force output variance or metabolic
energy expenditure. For a stochastic model, we could directly model the eﬀects of muscle
noise. However, under the assumption of signal-dependent noise, placing a speciﬁcally scaled
quadratic cost on muscle activations within a deterministic model is equivalent to placing a cost
on muscle variability (Hamilton et al. 2004). Based on our muscle model described in chapter 3,
placing a second speciﬁcally scaled quadratic cost on muscle activations will minimise metabolic
energy expenditure. Importantly, these two costs functions are weighted diﬀerently for the
major muscles in the human arm (see chapter 3).
The cost function follows the form described in eq. (6.29). The state-dependent cost is
described by:
Qf =

1 0 0 0 · · · 0
0 1 0 0 · · · 0
0 0 qv 0 · · · 0
0 0 0 qv · · · 0
...
...
...
...
. . .
0 0 0 0 0

(6.30)
We complete our cost function by implementing a trade-oﬀ parameter α which controls the
relative weighting of variability and energy costs. Hence the control-dependent costs are de-
scribed by:
Rq = ru ((1− α)Rnoise + αRenergy,q) , 0 ≤ α ≤ 1 (6.31)
Rl = ruαRenergy,l, 0 ≤ α ≤ 1 (6.32)
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Where Rnoise represents the cost on signal-dependent noise and Renergy represents the cost
on metabolic energy expenditure. α is constrained between 0 (energy costs disregarded) and
1 (noise costs disregarded), with intermediate values representing the relative importance of
energy and noise costs. The noise and energy costs are deﬁned as:
Rnoise =

rn1 0 · · · 0
0 rn2 · · · 0
...
...
. . .
0 0 rn6

(6.33)
Renergy,q =

req1 0 · · · 0
0 req2 · · · 0
...
...
. . .
0 0 req6

(6.34)
Renergy,l =

rel1
rel2
...
rel6

(6.35)
Where rni, reqi and reli are set for each muscle as described in chapter 3. After calculating
the composite cost function, the weightings for each muscle were normalised so as to prevent
an eﬀect merely due to the magnitude of one cost function being larger than the other. This
normalised cost is then multiplied by a single free parameter which controls the magnitude of
control cost.
Controlling the arm
We chose to model a deterministic system as has been demonstrated in simple cases that placing
a cost on the square of muscle commands is equivalent to placing a cost on end-point variability
under an assumption of signal-dependent noise (Hamilton et al. 2004; Todorov and Li 2005).
Our cost functions are deﬁned in terms of muscle tensions and the dynamics of the system are
highly non-linear when modelled with 6 muscles. One of the key non-linearities is that muscles
can only produce a tensional force. We controlled the arm using iLQR primarily because it
can handle non-linear dynamics and because it is known to produce acceptable solutions very
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quickly (Li and Todorov 2004).
Identifying the cost function
We take a model-based approach that allows us to determine whether or not changes in be-
haviour due to metabolic state can be explained by a shift from a signal-dependent noise based
minimum variance towards a minimum energy based cost function.
This problem involves ﬁnding a particular set of parameters that produce a model whose opti-
mal control behaviour matches closely to a reference behaviour. The optimal control behaviour
is produced using iLQR (Li and Todorov 2004) and the parameters are found using CMA-ES
(Hansen and Ostermeier 1996, described below).
We chose to allow the following parameters within the dynamics of the arm to vary: arm
segment masses m1 and m2, arm segment lengths l1 and l2, joint friction and interjoint friction,
arm segment centre of masses and arm segment moments of inertia in respect to rotations
within the horizontal plane. Although several of these parameters could be approximately
measured (such as arm segment lengths), we chose to allow them to vary for two reasons: 1.
the non-invasive measurement of arm segment length are often error-prone and 2. the human
arm does not conform exactly to a 2-joint arm (e.g. the shoulder joint is capable of a certain
amount of horizontal translation as well as allowing the rotation of the upper arm). We also
allow the following parameters within the cost function to vary: end-point velocity cost qv, and
control cost ru. The set of these parameters are referred to as p. Finally, we allow the trade-oﬀ
parameter α to vary, resulting in 13 free parameters.
A particular p,α pair allows us to generate model M reaching trajectories which can be
quantitatively compared with a set of human reaching trajectories. We constrained all free
parameters to be positive, with extra constraints on the free parameters as detailed in table 6.1.
Fitting the model to the data The original data collected in our experiment 2 contained
8 directions of reaching and the mean trajectory contained two dimensional positions at 40 ms
intervals.
We used CMA-ES (Hansen and Ostermeier 1996), a derivative-free optimisation algorithm,
to ﬁnd the best parameters due to poor performance of gradient descent algorithms on this
problem. This poor performance is thought to be due to the inherent non-diﬀerentiable nature
of the problem. As iLQR produces an approximate solution which is arrived at iteratively, very
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Parameter Description Lower Bound Upper Bound Units
lower arm segment mass 0.5 4 kg
upper arm segment mass 0.5 4 kg
joint friction 0 n/a n/a
interjoint friction 0 n/a n/a
lower arm length 0.1 0.5 m
upper arm length 0.1 0.5 m
lower arm centre of mass 0.03 0.5 m
upper arm centre of mass 0.03 0.5 m
lower arm planar moment of inertia 0 n/a kgm2
upper arm planar moment of inertia 0 n/a kgm2
Table 6.1.: Here are described the free parameters within the model dynamics and the optimi-
sation constraints that were applied. Constraints were chosen to improve the initial
performance of the CMA-ES algorithm whilst simultaneously not discounting prob-
able values of each parameter.
small changes in initial parameters may produce a large enough diﬀerence in the sum squared
error to prevent the approximation of a gradient. CMA-ES avoids this problem by sampling
many points from a Gaussian distribution and then altering the covariance matrix such that
the mean moves towards the lowest values found and the covariance stretches in directions of
high gradient.
We ﬁtted the model to the data by optimising the parameters of the model and cost function
such that the sum squared error � between model and experimental trajectories was minimised.
ps,i,αs,i = argmin
p,α
�
d
�
t
(M(p,α, d, t)−H(d, t, s, i))2 (6.36)
�s,s,i =
�
d
�
t
(M(ps,i,αs,i, d, t)−H(d, t, s, i))2 (6.37)
Where s represents the metabolic state which can be either fed or fast, d represents which
target is being reached towards, t represents time during the movement which varies uniformly
from 0 to 1 s, i represents the particular subject whose behaviour is being ﬁt, αrepresents the
energy-variability trade-oﬀ parameter, p represents all other free parameters including 10 model
dynamics parameters, qv and ru. H represents a look-up function into the mean reaching
trajectories such that H(d, t, s, i) returns the position recorded in the t-th timestep, in the
s metabolic state, for the i-th subject while reaching to the d-th target. M represents the
output of an optimal control model such that M(p,α, d, t) represents the t-th timestep of a
model reaching to the d-th target parameterised by p and α.
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From this process we generated a set of αfast,i and αfed,i trade-oﬀ parameters associated with
each subject’s reaching trajectories during the fasted and fed experimental sessions respectively.
We also generate a set of parameters pfast,i associated with each subject’s reaching trajec-
tories during the fasting session and a second set of parameters pfed,i. As the majority of the
parameters within p were not expected to change appreciably between experimental sessions
(between which were only a small number of days at most), we needed to check that we could
explain the diﬀerence in behaviour between metabolic state using the trade-oﬀ parameter α
alone. Hence, we used the following process to generate α� trade-oﬀ parameters which could be
compared to α parameters ﬁtted with identical p.
α�fast,i = argmin
α
�
d
�
t
(M(pfed,α, d, t)−H(d, t, fast, i))2 (6.38)
��fast,fast,i =
�
d
�
t
�
M(pfed,α
�
fast,i, d, t)−H(d, t, fast, i)
�2
(6.39)
α�fed,i = argmin
α
�
d
�
t
(M(pfast,α, d, t)−H(d, t, fed, i))2 (6.40)
��fed,fed,i =
�
d
�
t
�
M(pfast,α
�
fed,i, d, t)−H(d, t, fed, i)
�2
(6.41)
This was a single parameter problem, simply ﬁtting αfed whilst using the parameters pfast
that had been ﬁtted to the reaching trajectories of the fasted regime and vice versa.
In summary, we used iLQR to generate reaching trajectories of a 6-muscle arm. We used
CMA-ES to optimise a set of p parameters and a set of α trade-oﬀ parameters for each subject
in both the fed and fasted metabolic states. Finally, we optimised a set of α�fast parameters on
the fasted reaching data given the p parameters from the fed optimisation and vice versa. Thus
we have generated a set of one-dimensional α parameters with which we can statistically test
for a change in the cost function implemented in the human motor system.
Statistical tests
For all parameters, we tested for a departure from the normal distribution using a lillietest. If
we found a p value less than 0.05, we used a Wilcoxon signed rank test to test for diﬀerences,
else we used a Student’s t-test. We tested each of the parameters obtained using inverse optimal
control for diﬀerences between metabolic states. We also tested for signiﬁcant diﬀerences in
sum squared error between model trajectories and human reaching trajectories.
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We tested for a shift towards the metabolic energy-based cost function (αfast−αfed > 0). To
rule out variations in the p parameters as a cause of diﬀerences in α, we also tested αfast−α�fed >
0, α�fast − αfed > 0 and α�fast − α�fed > 0. We deﬁned outliers as values that were outside
the quartiles by more than one and a half times the interquartile range. Where there were
outliers, we retested the remaining data with outliers excluded. As we can test for a diﬀerence
between α and α� using either pfast or pfed parameters, we corrected for the multiple testing
using Bonferroni correction.
6.3. Results
We used an inverse optimal control framework to reverse engineer the cost function parameters
associated with human hand reaching trajectories during a centre-out reaching task in two dis-
tinct metabolic states. Eight healthy right-handed subjects performed the task in both a high
(Fed) and low (Fasted) metabolic state, with signiﬁcant diﬀerences in metabolic state variables
observed. The exact regime used to produce the distinct metabolic states and the methods used
to verify a change in state is discussed in detail in chapter 2. We test if a change in the cost
function implemented in the human motor system can explain the signiﬁcant diﬀerences previ-
ously found in reaching trajectories between metabolic states and ﬁnd a signiﬁcant diﬀerence
in the α parameter of the cost function.
To test for a shift in tradeoﬀ between metabolic energy cost and signal-dependent noise based
variability cost due to internal metabolic state, we inferred the cost function parameters associ-
ated with the hand reaching trajectories of eight healthy right-handed subjects in both a high
(Fed) and low (Fasted) metabolic state. Each subject performed 2000 reaching movements in
total, equally distributed across metabolic states and reaching directions. We used a model-
based approach which allowed us to describe reaching trajectories in terms of a parameter α
which controlled the tradeoﬀ between metabolic cost and variability cost.
For each subject in each metabolic state s, a single set of parameters ps and a trade-oﬀ
parameter αs was found through inverse optimal control. Subjects’ α parameters varied widely
(see αfast and αfed, ﬁg. 6.3A). When comparing the paired diﬀerences in α (see αfast − αfed,
ﬁg. 6.3B), we found a signiﬁcantly lower α for reaching trajectories in the fed metabolic state
compared to reaching trajectories in the fasted metabolic state (Student’s t-test, p=0.043).
This means that the energy costs within the model cost function were weighted more strongly
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Figure 6.2.: Human reaching trajectories in the fasted metabolic state compared against (A)
Model reaching trajectories generated with pfast,αfast . (B) Model reaching
trajectories generated with pfed,αfed . Note the presence of clearly less similar
reaching trajectories in (B).
when fasted compared to when fed and the variability costs within the model cost function were
weighted more strongly when fed compared to when fasted.
One potential issue with our methodology is the use of free parameters within the arm dynam-
ics. While it may be considered sensible to vary cost function parameters between metabolic
states, varying arm segment lengths or masses is not. We found no signiﬁcant diﬀerences in
the 10 dynamic model parameters (Student’s t-test, p = 0.60, 0.094, 0.15, 0.47, 0.73, 0.70, 0.34,
0.35, 0.24, 0.77) or in qv and qu (Student’s t-test, p = 0.17, 0.83).
We wanted to check if some form of interplay between diﬀerences in the ﬁtting of other
parameters could explain the diﬀerence that we found in α between metabolic states. Hence
for each subject, we ﬁxed all parameters except α to those found from the fed optimisation and
then and then performed a one-dimensional optimisation of α to generate a ﬁt for the fasted
reaching trajectories and vice versa. We found that we could produce ﬁts in this way such
that there was no signiﬁcant diﬀerence in goodness of ﬁt between the original ﬁt and the
second ﬁt on the reaching trajectories of the same metabolic state (Student’s t-test, p=0.40
for fed trajectories, ﬁg. 6.4B, p=0.60 for fasted trajectories, ﬁg. 6.4A). We found a signiﬁcant
diﬀerence between α�fast and αfed values ﬁtted to the reaching movements of each metabolic
state when using the remaining parameters from the fed metabolic state (Student’s t-test,
p=0.033, ﬁg. 6.3B. However, we could ﬁnd no signiﬁcant diﬀerence between αfast and α
�
fed values
ﬁtted to the reaching movements of each metabolic state when using the remaining parameters
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Figure 6.3.: (A) Comparing α parameter of diﬀerent model ﬁts. Fasted α appears to be
larger that fed α although there is a large amount of variability between sub-
jects. (B) When examining paired diﬀerences in α, there is a signiﬁcant diﬀerence
between αfast and αfed (Student’s t-test, p=0.043) and between α
�
fast and αfed
(Student’s t-test, p=0.032). When outliers were excluded, there was a signiﬁcant
diﬀerence between α�fast and α
�
fed (Student’s t-test, p=0.028, N=6). Stars ( ) de-
note signiﬁcance at the 5% level, triangles ( ) denote signiﬁcance when outliers are
discarded.
from the fasted metabolic state (Student’s t-test, p=0.73, ﬁg. 6.3B). Even when discarding the
single outlier in αfast − α�fed, we did not ﬁnd any diﬀerence (Student’s t-test, N=7, p=0.35).
Combining these multiple comparisons into a single test using Bonferroni correction, we ﬁnd a
marginally signiﬁcant diﬀerence at the 10% level between tradeoﬀ parameter α in the fed and
fasted metabolic states (Student’s t-test with Bonferroni correction, p=0.066). We did not ﬁnd
a signiﬁcant diﬀerence between α�fast and α
�
fed (Student’s t-test, p=0.46). When removing the
two outliers in α�fast−α�fed, we did ﬁnd a signiﬁcant diﬀerence but with N=6, this result is not
considered strong (Student’s t-test, N=6, p=0.028, ﬁg. 6.3B).
Interestingly, we found no signiﬁcant diﬀerence in goodness of ﬁt between the ﬁts where all
parameters were optimised to the data and the ﬁt where only α was optimised to the data for
either metabolic state (Student’s t-test, p=0.60 for fasted data, p=0.40 for fed data), Hence,
we could achieve just as good a ﬁt to human reaching movements in one metabolic state if we
knew a good set of parameters from a diﬀerent metabolic state and performed a one dimensional
search on the α trade-oﬀ parameter as we could achieve with an extra 12 free parameters.
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Figure 6.4.: Comparing the sum squared error between model trajectories and human trajec-
tories when fasted. (A) We measured the sum squared error between the fasted
human reaching trajectories and three models generated with diﬀerent parameters.
�fast,fed for model generated with pfed,αfed. �fast,fast for model gener-
ated with pfast,αfast. �
�
fast,fast for model generated with pfed,α
�
fast. (B) We
measured the sum squared error between the fed human reaching trajectories and
three models generated with diﬀerent parameters. �fed,fed for model generated
with pfast,αfast. �fed,fast for model generated with pfed,αfed. �
�
fed,fed for
model generated with pfed,α
�
fast. Note how the sum squared error increases when
using the parameters trained on the reaching trajectories in one metabolic state
to model the reaching trajectories in the other metabolic state, which is to be ex-
pected as these errors are prediction errors rather than ﬁtting errors. Interestingly
however, this increase in error can be almost completely mitigated by optimisation
of a single parameter, α, such that there is no signiﬁcant diﬀerence between sum
squared errors (Student’s t-test, p=0.60 fasted data, p=0.40 fed data).
6.4. Discussion
We used our model-based approach to reduce the dimensionality of the test data to a single
dimension. The original experimental data for each subject in each metabolic state can be
thought of as a single point in a 768 dimensional space. Using inverse optimal control, we
express the same data in a 13-dimensional space, of which we expect only a single dimension
to change between metabolic states, namely α. Hence the extremely complex high-dimensional
statistical tests used in 2 that tested for a change in behaviour are replaced with a simple
Student’s t-test that tests directly if a shift has occurred in the cost function implemented in
the human motor system.
We found that α was signiﬁcantly higher when subjects were fasted. This suggests that the
relative weighting of metabolic energy costs versus variability costs was determined by internal
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metabolic state. We also found that we could describe the behaviour of a subject in the fasted
metabolic state using the parameters pfed from the fed metabolic state and optimising only α.
This set of parameters was not signiﬁcantly diﬀerent to the original set in describing the hand
reaching movements. Therefore, we can describe using only a single parameter the changes in
reaching trajectories caused by a change in internal metabolic state.
Recent research into cost functions in human motor control have relied on linear single-ﬁbre
force-energy relationships to conclude that metabolic energy costs do not diﬀer between motor
strategies in isometric force production tasks (O’Sullivan et al. 2009; Diedrichsen et al. 2010).
In contrast, we base our metabolic cost model on diﬀerences in metabolic eﬃciency between
ﬁbre types (chapter 3). These diﬀerences allow a clear prediction of a metabolically-optimal
strategy which suggests a clear biophysical advantage to implementing a noise-energy trade-oﬀ
in the motor system.
We chose to use iLQR as the control algorithm within our framework. iLQR can handle
non-linearities in system dynamics and performs very well compared to other solutions to non-
linear optimal control algorithms in terms of computation time, approximately 6 times faster
than competing methods (Li and Todorov 2004). iLQR is an iterative algorithm which is not
expected to produce a diﬀerentiable output. If initialised with random controls, several initiali-
sations will produce slightly diﬀerent solutions. This is problematic when considering a gradient-
based optimisation algorithm over input parameters. Gradients for these types of problems
are usually estimated from multiple evaluations over a short distance and these estimations will
be completely corrupted by variation in the output of iLQR. This problem can be reduced but
not eliminated by performing multiple initialisations and selecting the best solution. However,
this will reduce the speed of each iteration and is hence not desirable. We instead proceed by
initialising the iLQR algorithm in a deterministic manner and move away from gradient-based
optimisation for the parameter search. We chose to use CMA-ES as the high-level optimisation
algorithm within our framework. CMA-ES is a parallelisable, derivative-free algorithm which
has been shown to perform very well among a host of competitors (Hansen et al. 2010).
Our method follows a broadly similar approach to other methods (Mombaur et al. 2010)
which have been used to analyse cost functions of human motor control (Berret et al. 2011).
Both methods combine an approximate optimal control algorithm with a derivative-free opti-
misation algorithm. It is currently unknown how the performance of these two methods com-
pares. For the control algorithm, Mombaur et al. used a direct multiple shooting technique
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which was not mentioned by Li and Todorov when comparing iLQR with existing methods (Li
and Todorov 2004). For the optimisation algorithm, Mombaur et al. used a Bound Opti-
misation BY Quadratic Approximation (BOBYQA) (Powell 2009) method, which has been
compared to CM-AES and several other methods (Yuan et al. 2010). Here, BOBYQA out-
performed the other algorithms on problems of low dimensionality (two and three dimensions)
but performance rapidly declined for higher dimensions. On the other hand, CMA-ES outper-
formed the other algorithms at higher dimensionality (six dimensions) and was deemed to have
robust performance when compared with other algorithms. In a larger study of optimisation al-
gorithms (Hansen et al. 2010), CMA-ES based algorithms lead in high-dimensionality problems
(more than 1000 dimensions) and multimodal problems, although BOBYQA was not consid-
ered. Given this, and the fact that we expect to apply inverse optimal control to problems with
multiple local minima and greater than 10 free parameters, we believe that our method may be
superior for our particular application.
Our method of inverse optimal control relies on assumptions of the functional form of the
cost function. Other methods of inverse optimal control exist that rely on completely diﬀerent
assumptions, for example Todorov (Todorov 2009; Dvijotham and Todorov 2010) approximates
a cost function using radial basis functions. However these methods require exact knowledge of
the open loop dynamics and produce a function approximation for the cost function. We are
interested in testing various proposed cost functions whose form is known against the behaviour
of non-linear systems where certain parameters of the dynamics are unknown and diﬃcult to
measure. Hence, while much faster algorithms for inverse optimal control exist, we do not think
that these approaches provide a good ﬁt for our objective.
In summary, we found a signiﬁcant diﬀerence at the 5% level in the α trade-oﬀ parameter.
This implies a shift in the cost function associated with the hand reaching trajectories. More
speciﬁcally, we ﬁnd an increase in the relative weighting of metabolic energy costs versus vari-
ability costs when fasted compared to when fed. This matches well with the results of chapter 2,
where we observed a decrease in the task-related energy expenditure of the hand reaching task
when fasted.
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The human motor system is an incredibly complex construct that we are only beginning to
understand. Taking the normative view, or thinking about what an ideal actor would do,
in a particular situation can be very powerful in making predictions about motor coordina-
tion. Improved by countless generations of natural selection through evolutionary pressures,
many aspects of our motor system can be shown to be near-optimal. The integration of prior
information with sensory uncertainty (Ko¨rding and Wolpert 2004), bimanual feedback control
(Diedrichsen 2007) and the weighting of sensory uncertainty and motor variability (Faisal and
Wolpert 2009) have all been shown to be near-optimal and all ﬁt well within an Optimal Feed-
back Control framework.
Before we can test if human motor coordination is optimal we must deﬁne the criteria against
which performance is measured. Ultimately behaviours are measured by their ability to increase
evolutionary ﬁtness. Hence, the motor system performs optimally if there is no better way to
increase chances of survival. Eﬃcient use of energy is one clear method to improve evolutionary
ﬁtness (Lotka 1922): for every unit of energy wasted through ineﬃcient movements, that is one
more unit of energy that must be taken in from the environment.
This is not the full story of evolutionary ﬁtness however. Often, the most energy eﬃcient
action is to do nothing at all which is clearly not going to increase evolutionary ﬁtness. Due
to the biological requirement for sustenance, inaction is not a viable option for survival. When
action must be taken it is often required to be swift and accurate as well as energy eﬃcient
hence we arrive at trade-oﬀs between motor costs.
The optimal action is not the fastest, the most accurate or the most energy-eﬃcient one.
It is instead some mixture of all these that will maximise evolutionary ﬁtness. Further, this
mixture is task and situation dependent. When hunting live prey, a diﬀerent balance of energy
expenditure and speed is required to when gathering fruit. Similarly, energy eﬃciency becomes
more important during a period of calorie restriction than when energy is abundant.
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Maintaining an appropriate energy balance, or energy homeostasis is key to evolutionary
ﬁtness; running out of energy is catastrophic. The amount of energy available to the motor
system, represented in the internal metabolic state may be a key signal of how important
energy eﬃciency in the motor system is at any given moment. After all, up to 70% of daily
energy usage can be attributed to movement (Westerterp and Plasqui 2004). In this thesis, I
chose to investigate how internal metabolic state modulates the trade-oﬀ of costs within the
motor system.
7.1. Summary of ﬁndings
In this thesis I have used a mixture of experimental and computational modelling techniques
to investigate how internal metabolic state aﬀects human motor coordination. Experimental
ﬁndings can sometimes only be clearly understood with the aid of computational modelling,
such as understanding what aspects of the complex reaching movements measured in chapter 2
could account for a decrease in the amount of metabolic energy expenditure that was observed:
chapter 6 showed that reaching trajectories in the fasted metabolic state could be explained
by a shift in motor activity from more metabolically costly muscles towards less metabolically
costly muscles. Conversely, predictions resulting from modelling a population of muscle ﬁbres
in chapter 3 lead to a clear hypothesis for chapter 4: that ﬁbre type ratios may predict changes
in muscle activity between metabolic states. In this section, I summarise the ﬁndings that I
have made in each chapter.
In chapter 2 I found that subjects change their motor coordination between fed and fasted
metabolic states. In parallel with this change in coordination, I found a signiﬁcant reduction in
task-related metabolic energy expenditure when fasted. A simple model of the arm revealed a
small decrease in mechanical energy expenditure although not enough to explain the change in
task-related energy expenditure between metabolic states. Thus, I suggested that the remaining
change in energy expenditure could be explained by diﬀering metabolic costs between muscles in
the arm, with the diﬀering motor coordination shifting motor eﬀort towards less metabolically
costly muscles when fasted.
In chapter 3 I derived an approximately quadratic polynomial cost function from biophysical
data, establishing that metabolic energy expenditure ﬁts all the requirements of a biophysically
plausible cost of human motor control. I also conﬁrmed that the parameters of this quadratic
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Figure 7.1.: In chapter 2, I presented results from a reaching task that showed increased energy
eﬃciency of movements when fasted. Following the positive eﬀect demonstrated,
I derived an approximately quadratic polynomial model of metabolic energy costs
in human muscles (chapter 3). I then went on to test speciﬁc predictions of this
model in chapter 4 using an isometric force production task. Once I had conﬁrmed
the predictions from chapter 3 in chapter 4, I chose to perform a reanalysis of the
EMG data collected (chapter 5) where I did not ﬁnd an eﬀect of internal metabolic
state on the spectral properties of EMG that I examined. Finally, I returned my
attention to the results of chapter 2, using cost functions derived in chapter 3
and inverse optimal control to explain the changes in reaching trajectories between
metabolic states (chapter 6).
polynomial cost function varied between muscles in the arm in a manner that was uncorrelated
with signal-dependent noise. Thus I suggested that a composite energy-variability cost function
that is determined by internal metabolic state would predict diﬀerent hand reaching trajectories
when in a fed or fasted metabolic state. Speciﬁcally I suggested that motor eﬀort would shift
from muscles with high proportions of fast ﬁbres to muscles with lower proportions of fast ﬁbres
as metabolic state decreased.
In chapter 4 I tested my prediction that ﬁbre composition of muscles would predict how
muscle eﬀort changed with internal metabolic state. I found that I could predict changes in
motor eﬀort, and conﬁrmed that motor eﬀort shifts from muscles with high proportions of fast
ﬁbres to muscles with lower proportions of fast ﬁbres when metabolic stat is decreased.
At this point, I had conﬁrmed a mechanism which could explain the change in energy ex-
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penditure observed in chapter 2. By shifting motor eﬀort from muscles with high proportions
of fast ﬁbres to muscles with lower proportions of fast ﬁbres, metabolic energy expenditure is
expected to be decreased. This is because more of the mechanical work is performed by slow
muscle ﬁbres which are (metabolically) more energy eﬃcient.
I have presented two motor coordination experiments within this thesis. The ﬁrst involved
reaching movements, focusing on reaching accurately to a small target within a tight time
window. The second involved isometric force production, requiring the subject to maintain
a particular force level as accurately as possible for 15 seconds. These tasks are not on the
face of it very similar and may well be primarily controlled by diﬀerent brain regions. However,
both tasks can be seen to be aﬀected by the same fundamental motor costs of energy usage and
motor variability.
In chapter 6 I found that I could explain the changes in motor coordination in a princi-
pled manner using inverse optimal control. By considering a trade-oﬀ between metabolic and
variability costs, I found that a single parameter could explain the diﬀerences in trajectories
between fed and fasted metabolic states.
In conclusion, I have shown that the cost function implemented in the human motor system
is inﬂuenced by internal metabolic state. Thus, in order to predict the motor coordination of
humans in a novel task, one must know the costs associated with said task (such as task error),
the costs associated with the activation of muscles (such as metabolic energy cost) and the
internal state of the body.
Certain parallels may be drawn with results from animal studies where metabolic signals
such as leptin inﬂuence the reward centres of the brain (Domingos et al. 2011) and determine
the level of locomotor activity (Segal-Lieberman et al. 2003; Coppari et al. 2005). During my
experiments, I used a metabolic regime that was designed to alter leptin levels. I then modelled
the resulting behavioural changes as a change in the relative value of motor costs. Thus I link
neural processes in the brain of mice that are known to cause obesity (Plum 2006; Solomon
et al. 2014) with human motor coordination behaviour when fasted.
In chapter 5, I reanalysed the data from chapter 4 to test one aspect of potential motor
hierarchies within the human motor system. I found no evidence for a change in recruitment
regimes between fed and fasted metabolic states which, when contrasted with the results of
chapter 4, suggests that the human motor system treats the trade-oﬀ of motor costs diﬀerently
at the inter-muscle level compared to the intra-muscle level. Coordination between muscles is
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inﬂuenced by the internal metabolic state of the body whereas the recruitment of muscle ﬁbres is
not inﬂuenced by the internal metabolic state of the body. There are many beneﬁts of organising
a motor system in such a hierarchical manner, such as providing a reduced dimensionality in
which to learn how to coordinate motor commands (reviewed by Bizzi et al. 2008).
7.1.1. Internal metabolic state and degree of fasting
Each of our subjects followed an unknown diet before each experimental session. While I was
able to verify that respiratory quotient changed in chapter 2 due to the breakfast/no breakfast
protocol, I relied on self-reporting and the experimental subjects’ honesty in chapter 4. The
change in respiratory quotient was consistent with a reduction in available energy for all but
one subject but it is unclear if the variability in this eﬀect was due to diﬀering responses from
the subjects’ metabolism or due to diﬀering levels of calorie restriction. The level of calorie
restriction that had been undergone is unlikely to have been the same for each subject and
the logistics required to quantify it were prohibitive. Thus, there could well have been a great
variability in the amount of calories consumed by the experimental subjects leading up to each
experimental session.
Much more can be done with regards to controlling calorie intake and restrictions in animal
studies. For example, in one recent animal study, blowﬂies were deprived of food for 3 days
(Longden et al. 2014) which allowed successive decreases in neural activity related to the visual
system to be plotted over time. This level of food deprivation is clearly not ethical with human
subjects as the risk to health, the practicalities of monitoring and enforcing such a regime. On
the other hand it is often impractical to perform precision motor coordination experiments with
animal subjects due to diﬃculties in motivating and teaching animals to perform the tasks.
7.1.2. Is Human Behaviour not Optimal?
Some believe that human behaviour simply isn’t optimal (Loeb 2012), or that the brain cannot
possibly implement optimal control algorithms. Even if true, I think that optimal control theory
is still a very powerful tool for the study of human motor control.
In this thesis the emphasis has been placed on Optimal Feedback Control Theory as a good
descriptor of human motor control in a wide range of motor tasks. During experiments, eﬀorts
have been taken to reduce or counterbalance the eﬀects of learning on motor behaviour. How-
ever, several computational frameworks of human motor control (such as Reinforcement Learn-
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ing) allow for description of motor learning without relying on direct solutions of the dynamics
of the situation with the use of cost functions. Evidence from neural recordings suggests that
some form of reinforcement learning may well be implemented in the brain (O’Doherty et al.
2003; Desrochers et al. 2010). Reinforcement Learning works by maximising a reward function.
If the cost function of an optimal control problem is multiplied by minus one (so that less cost
becomes more reward), control problems instantly become ones that Reinforcement Learning
can be applied to. Indeed, Reinforcement Learning can be thought of as adaptive optimal con-
trol (Sutton et al. 1992). In this way, if reinforcement learning can be thought of as a model for
human motor learning and behaviour, optimal control can then be thought of as a description
of the solution that will be reached after suﬃcient learning of a task. Hence, the human motor
system may not compute optimal control algorithms such as iLQR (Li and Todorov 2004) but
if it learns to perform a task well it will behave like an optimal controller. This allows us to
divorce the study of cost functions from the theory of optimal control and place cost functions
as the more important aspect in relation to understanding of human behaviour.
There are several limitations of current reinforcement learning implementations which prevent
them from being able to explain the exceptional adaptability and performance of the human
motor system:
High dimensionality The Curse of dimensionality, ﬁrst coined by Bellman 1961 and still
holding relevance in many ﬁelds (Donoho 2000), describes the increasing diﬃculty of searching
problem spaces as the number of dimensions increases. Reinforcement learning is not immune to
these problems, with many algorithms performing well on toy problems with a small number of
dimensions (such as the popular cart-pole swing-up with 4 state dimensions and one actuator)
yet often unable to scale up to much more complex systems (Kober et al. 2013). While much
progress has been made, for example learning to perform a reaching movement with an octopus
arm (33 actuators controlling an 82 dimension state, Lee and Anderson 2014), there appears
to be some way to go before reinforcement learning can be said to be capable of scaling to the
dimensionality of the human body (640 actuators controlling 244 degrees of freedom, Prilutsky
and Zatsiorsky 2002).
Feature Learning Often, successful applications of reinforcement learning have relied upon
suitable feature selection based prior knowledge (Kober et al. 2013). Recently, great strides
have been made in producing reinforcement learners that can build feature representations to
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solve a variety of tasks (Mnih et al. 2013, 2015). This has been primarily achieved by increasing
computational power and training deep neural networks using reinforcement learning. However,
learning a handful of diﬀerent tasks can not easily be compared with the versatility of the
human motor system. The human brain, consisting of 86 billion neurons, may well achieve at
least some of its ability to produce solutions to a wide range of motor tasks by scaling-up but
it is far from clear that this is the only reason for our ability to perform well at such a wide
range of motor tasks.
Choosing a reward/cost function The choice of cost function can have a large eﬀect on the
learning process and optimal solutions to problems (Janssen and Gray 2012). It seems sensible
to suppose that evolution reinforces some form of reward/cost functions, such as hunger, the
need to procreate, the need to avoid danger etc. However it is equally unclear how to bridge
the chasm between these overarching costs and the far more speciﬁc costs needed to produce a
reinforcement learner that can solve a simple targeted reaching task is unclear.
Despite these open questions, reinforcement learning appears to be the most promising theory
of how optimal control is implemented in the human motor system. It seems realistic to suggest
that in the near future reinforcement learning implementations will be capable of learning to
control systems of similar complexity to the human motor system in fairly limited situations with
minimal need for expert knowledge of system dynamics and task requirements. Reinforcement
learning still has some way to go before it can truly be used to explain the exceptional ability
of the human motor system to perform well in all of the motor coordination tasks that we take
for granted and perform daily.
7.2. Future Research
Implementation in the CNS In this thesis I have for the most part avoided discussion of
particular regions of the brain and the CNS. This work has focused on how the motor system
behaves rather than which constituent parts are responsible for that behaviour. Thus, investi-
gating how the modulation of motor coordination by internal metabolic state is implemented
within the motor system may well be considered a promising avenue of investigation. The fol-
lowing questions stand out to me as being particularly interesting: How are metabolic energy
costs of muscles detected and implemented in the CNS? How much of the behaviour observed
in this thesis is produced by hard-coded responses versus learned responses? Is there a neuron
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in the brain that encodes how much energy is required to move each muscle or is a more general
relationship between motor coordination and metabolic cost implemented? Is sensitivity to in-
ternal metabolic state a general design principle throughout many regions of the human motor
system or does a single region produce an estimate of metabolic state and then modulate the
operation of many other regions?
How hierarchical is human motor coordination? In chapter 4 I found that humans shift
motor eﬀort between muscles within a muscular system, it would be an interesting avenue of
investigation to see if there is a set of muscles that act over a single joint where the same eﬀect
could be demonstrated. Comparing the results of chapter 4 with chapter 5 appears to show
diﬀerences in how motor eﬀort is distributed across multiple muscles (where it is modulated
by internal metabolic state) and how eﬀort is distributed across muscle ﬁbres within a signal
muscle (where it is not modulated by internal metabolic state). This apparent diﬀerence in how
energy costs are treated appears to point towards hierarchies in the motor system.
A simple extension to the experiments described here could be to examine the role of the
Spinal cord. By removing visual feedback during execution of the tasks, somatosensory feedback
loops would become the main source of control. Hence I could test whether or not somatosen-
sory feedback control loops are modulated by internal metabolic state in the same manner as
visual feedback control loops. Another avenue to investigate could be looking into whether or
not responses to unexpected perturbations are modulated by internal metabolic state. Several
diﬀerent feedback loops exist within the motor system with diﬀerent timescales of response and
information sources. For example, fast feedback loops are implemented in the spinal cord that
respond to somatosensory feedback and can be distinguished experimentally from slower feed-
back loops implemented in the brain that respond to visual feedback, somatosensory feedback
or a combination of the two. Examining modulation of motor coordination in a variety of situ-
ations may narrow down and shed more light on the hierarchical structure of the motor system.
One aspect of motor hierarchies that has not been directly tested here are the popular theory
of motor synergies (Bizzi et al. 2008, reviewed by), the idea that motor coordination is made
up of simple building blocks (activation patterns over synergistic muscles). The results of
chapter 4 could be explained by a shift from one synergy to another. However, if the same
eﬀect (shifting motor activity from one muscle to another as metabolic state changes) could
be demonstrated between two muscles acting over a single joint, it would be rather diﬃcult to
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explain such a result in terms of motor synergies. Hence the modulation of motor coordination
strategies could be a powerful test of motor synergies.
What is normal motor coordination? One key area of future study will be to investigate
other internal states that act as determinants of motor coordination strategy. This will allow
the development of a more detailed model of how the brain values costs and rewards. A greater
understanding of what is normal motor coordination may allow more accurate and non-invasive
detection of disease. The motor system is relatively cheap to measure in great detail and its
function appears to be intricately linked to that of other major system in the body. Here, I
have focused on how motor coordination and internal metabolic state is linked. This raises (the
rather distant) possibility of a simple motor coordination test for metabolic disorders, much less
invasive than a blood test.
Energy homeostasis My work may have interesting application in the study of obesity. I
have shown in chapter 2 that energy expenditure within the motor system is reduced in response
to a reduction in internal metabolic state. A greater understanding of the neural mechanisms
behind this may allow for novel avenues of investigation into energy homeostasis. Much has been
investigated in terms of controlling energy intake (dieting) and energy usage (regular exercise).
Yet here I have shown that the two are linked, it may be that considering energy intake and
energy usage together allows much more eﬀective changes to lifestyle regimes.
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A. Muscle Fibre Classiﬁcation
There are several types of muscle ﬁbre within human muscle, with perhaps the ﬁrst method for
categorising muscle ﬁbres involving noting that the colour of a muscle was related to its speed of
contraction (Ranvier 1873). Since then several methodologies have been developed with three
described below.
One method for categorising muscle ﬁbres is based on fatiguability and contractile speed of the
motor unit to which they belong (Burke et al. 1973). Some motor units are fast at contracting
and fatiguable (Fast Fatiguable - FF), while some are fast at contracting and fatigue-Resistant
(Fast Resistant - FR). Finally some motor units contract slowly and are not fatiguable (Slow -
SR).
A second method for categorising muscle ﬁbres is by analysing the protein structures that they
are composed of and contractile speed (Peter et al. 1972). Speciﬁcally, the metabolic enzymes
within muscle ﬁbres can be oxydative and glycotic. Fast muscle ﬁbres can be primarily capable
of anaerobic glycotic respiration (Fast Glycotic - FG) or capable of both aerobic oxydative
respiration and anaerobic glycotic respiration (Fast Oxydative Glycotic - FOG). Slow muscle
ﬁbres are primarily capable of aerobic oxydative respiration (Slow Oxydative - SO).
A third method developed by Brooke categorised cells as type I, IIa and type IIb based on
the diﬀering eﬀects of pH on the myosin ATPase within the cells (Brooke and Kaiser 1970),
with each ﬁbre type staining dark after diﬀering levels of chemical treatment.
All of these methods of categorisation are encountered commonly within literature, which
complicates the gathering of physiological properties. However for the most part, it can be
safely assumed that SO is equivalent to SR, or I, FR is equivalent to FOG or IIa and FF is
equivalent to FG or IIb (Ba´ra´ny 1967; Herbison et al. 1982). A more in-depth comparison of
ﬁbre categorisations and their overlaps is provided by Peter et al. (1972).
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