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ABSTRACT
This dissertation investigates the relative complexity between a continuum and
its proper subcontinua (see [19]), in particular, providing examples of atriodic n-od-
like continua. Let X be a continuum and n be an integer greater than or equal to
three. If X is homeomorphic to an inverse limit of simple-n-od graphs with simplicial
bonding maps and is simple-(n − 1)-od-like, it is shown that the bonding maps can
be simplicially factored through a simple-(n− 1)-od. This implies, in particular, that
X is homeomorphic to an inverse limit of simple-(n − 1)-od graphs with simplicial
bonding maps. This factoring is subsequently used (in a strategy adapted from [15])
to show that a specific inverse limit of simple-n-ods with simplicial bonding maps,
having the property of every proper nondegenerate subcontinuum being an arc, is not
simple-(n− 1)-od-like.
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CHAPTER I
BASIC TERMINOLOGY
Definition 1.1. A continuum is a connected, compact, metric space.
Definition 1.2. A continuum is decomposable if it is the union of two of its proper
subcontinua and is indecomposable otherwise.
Definition 1.3. A continuum is hereditarily decomposable (hereditarily indecompos-
able) if each of its nondegenerate subcontinua is decomposable (indecomposable).
Definition 1.4. A continuum X is a triod (3-od) if it contains a subcontinuum M
so that X \M is the union of three nonempty mutually separated sets.
Definition 1.5. A continuum is atriodic if it does not contain a triod.
Definition 1.6. For a positive integer n, a simple-n-od is the union of n arcs joined
at an end point.
Definition 1.7. For a sequence of (factor) spaces {Xi}
∞
i=0 and sequence of (bond-
ing) maps {fi}
∞
i=0 where fi : Xi+1 → Xi, the inverse limit is the subspace M =
{(x0, x1, . . .) ∈
∞∏
i=0
Xi : fi(xi+1) = xi for all i}, denoted M = lim←−{X i, f
j
i}
∞
i=0,j≥i,
where f ii = identity on Xi and for j > i f
j
i = fi ◦ fi+1 ◦ · · · ◦ fj−1.
Proposition 1.8. Let X be a continuum and P be a collection of connected, compact
polyhedra. Then the following are equivalent:
1) X ≈ lim
←−
{X i, f
j
i}
∞
i=0,j≥i where Xi ∈ P and fi is a continuous surjection for each
i.
2) For each ǫ > 0 there exist Y ∈ P and a continuous surjection f : X → Y so
that diam(f−1(y)) < ǫ for each y ∈ Y .
3) For each ǫ > 0 there exists an open covering U of X whose nerve is a member
of P and so that diam(U) < ǫ for each U ∈ U .
1
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Definition 1.9. A continuum satisfying the conditions of the above proposition is
P-like.
Definition 1.10. A continuum which is arc-like (simple-1-od-like, simple-2-od-like)
is chainable (also snake-like).
Definition 1.11. A continuum is subchainable if every proper subcontinuum is chain-
able.
Definition 1.12. Let n be a positive integer greater than or equal to 3, K be a
continuum, and v ∈ K. Then v is a branch point of K of order n if and only if for
each ǫ > 0 there exists an open cover U of K so that mesh(U) < ǫ, the nerve of U is
a simple-n-od, and v is in the element of U of order n.
Definition 1.13. A graph is a one-dimensional, connected, finite simplicial complex.
If G is a graph, then V(G) denotes the set of vertices and E(G) denotes the set of
edges of G.
Definition 1.14. A map f between graphs is simplicial provided each edge is either
mapped linearly onto an edge or mapped into a single vertex.
Definition 1.15 (Def. 2.1 [9]). A graph H is simpler (≤) than a graph G if there
exists a simplicial monotone map from G onto H .
Definition 1.16. For graphs G and H , a G-like continuum X , and an H-like con-
tinuum Y , Y is simpler than X if H is simpler than G.
2
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CHAPTER II
INTRODUCTION
In 1951, R.H. Bing showed in [3] that among hereditarily decomposable tree-like
continua, chainability is equivalent to atriodicity and stated the following question in
[2] (M denotes the pseudo-arc): “It would be interesting to know if each nondegen-
erate bounded hereditarily indecomposable plane continuum which does not separate
the plane is homeomorphic toM . This question would be answered in the affirmative
if it were shown that each bounded atriodic plane continuum which does not separate
the plane can be chained.” In the same year, the following statement, along with
other related claims, appeared in an abstract [1] given by R.D. Anderson: “The au-
thor demonstrates the existence of a hereditarily indecomposable plane continuum,
not separating the plane, which is not homeomorphic to a pseudo-arc (that is, a
chained hereditarily indecomposable plane continuum).” The first published example
of such a continuum, in 1979, is contained in [8] by W.T. Ingram, constructed with a
modification to the first published counterexample to Bing’s second question, given
in [7], with crookedness appropriately built-in so as to retain nonchainability.
Also by Ingram and published in 1972, [7] is an example of an inverse limit of
simple-3-ods with a single bonding map, where nonchainability and atriodicity are
implied by the example’s properties of positive span and of every proper nondegener-
ate subcontinuum being an arc, respectively. A. Lelek, in the 1964 publication [10],
defined for a metric space X the span σ(X) as the least upper bound on the numbers
ǫ for which there exists a connected subspace Z ⊆ X × X with π1(Z) = π2(Z) so
that the distance between a and b is greater than or equal to ǫ for each (a, b) ∈ Z
(surjective span σ∗(X) has the above definition with the additional condition that
π1(Z) = X) and showed that if a continuum X is chainable then σ(X) = 0 (the
converse is presently open). More generally, for a space X , metric space Y , and a
map f of X into Y , the span of f σ(f) is the least upper bound on the numbers ǫ
for which there exists a connected subspace Z ⊆ X ×X with π1(Z) = π2(Z) so that
3
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the distance between f(a) and f(b) is greater than or equal to ǫ for each (a, b) ∈ Z.
Then, σ(X) is the span of the identity map on X . Ingram showed that for the
bonding maps f ji in the example from [7], there exists a positive number ǫ so that
σ(f j0 ) > ǫ for each j and that this implies positive span of the inverse limit. In the
1968 publication [6], Ingram demonstrated that the property of being atriodic, known
to be present in chainable continua, also holds, more generally, among subchainable
continua. The nature of the single bonding map in [7] ensures that any nondegener-
ate subcontinuum of the inverse limit which is not an arc is not proper, establishing
atriodicity of the inverse limit. Having every proper nondegenerate subcontinuum as
an arc also implies, by the aforementioned result of Bing, that the Ingram example
[7], being nonchainable, is necessarily indecomposable. Other inverse limits with the
previously discussed properties in common with [7] have been constructed utilizing
similar techniques as in [7] in demonstrating positive span, such as in the example by
J.F. Davis and Ingram [5]. Published in 1988, this continuum also has the property of
admitting a (monotone) map to a chainable continuum with only one nondegenerate
point inverse which is an arc.
Noting that a simple-n-od-like continuum is simple-(n + 1)-od-like, for example,
some properties of a continuum can be more readily realized when constructing that
continuum as a more “complex” space. Such instances are in [11] by W. Lewis and in
[13] by J.C. Mayer, published in 1983. In [11], for each n, an inverse limit of simple-n-
ods is constructed by Lewis with bonding maps sufficiently varying so as to produce
chainability of the inverse limit and whose symmetry allows for a homeomorphism
on the inverse limit to be induced, having only one fixed point and every other point
with period n. Thereby, construction of a continuum as one which is simple-n-od-like
facilitates a description of a period n homeomorphism on that continuum, controlled
so as to be simpler than would initially appear in the construction, being simple-2-od-
like. Thus is given such a homeomorphism for each n on a chainable continuum and,
further, by introducing crookedness, such a homeomorphism for each n on the pseudo-
arc. In [13], an inverse limit of simple-4-ods, referred to as the “X-odic” continuum,
4
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is constructed by Mayer with a single bonding map, having the previously discussed
properties of [7] and utilizing similar techniques in demonstrating positive span as [7],
in addition to admitting an embedding in the plane with a Lake-of-Wada channel.
In the same publication as [13], in [18] S.W. Young showed that the bonding map
in [13] can be factored through a simple-triod, giving that the simple-4-od-like X-
odic continuum is simple-3-od-like. Young remarks, “although the bonding map,”
induced from the factoring, used in the representation of the (X-odic) continuum X
in the simpler form “does not seem to help in establishing the main properties of the
continuum X , it must inevitably detract from its name.”
Also by Young and in the same publication as [13] and [18], [19] has the following
beginning to its introduction: “One of the remarkable features of the continuum of
W.T. Ingram ([7]) is the ‘gap’ in complexity between the continuum and its proper
subcontinua. Specifically, the continuum is T-like (simple-triod-like), not arc-like
and every proper subcontinuum is arc-like. This combination of structural properties
leads us to ask if there is a continuum with an even wider ‘gap’.” Question 1 follows:
“Does there exist a continuum which is 4-od-like, not simple-triod-like and every
proper subcontinuum is arc-like?” Similar questions with slight variations on this
question are Problem 115 from [12] published in 1983, “Is there a continuum which
is 4-od-like, not T-like, and every nondegenerate proper subcontinuum of which is
an arc?” and Problem 5 from [4] published in 1990, “Does there exist an atriodic
simple-4-od-like continuum which is not simple-triod-like?,” with a positive answer
to the second being a positive answer to all three.
These questions were answered in the affirmative by P. Minc with the example in
[15] published in 1993. In response to these questions, Minc states in [15], “Even after
a perfunctory glance at the problems, it becomes apparent that they should have a
positive answer. It is very easy to get an example of a simple-4-od-like continuum
such that every proper subcontinuum is an arc. Most of such continua appear not
to be simple-triod-like and it is very likely that they really are not. So the only
difficulty is a proof,” where “a topological invariant different than the span is needed
5
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to distinguish between those continua which are simple-triod-like and those that are
not. Another way of approaching the problem is to use a continuum with simplicial
bonding maps and prove that they cannot be factored through a simple triod.” The
following is the abstract from [14] by Minc and published in 1994: “An operation d on
simplicial maps between graphs is introduced and used to characterize simplicial maps
which can be factored through an arc. The characterization yields a new technique of
showing that some continua are not chainable,” demonstrated with the examples in
[7] and [5], “and allows to prove that span zero is equivalent to chainability for inverse
limits of trees with simplicial bonding maps.” Theorem 3.3 from [14] establishes that
the following are equivalent for an inverse limit X of trees with simplicial bonding
maps f ji :
1) X is chainable
2) σ∗(X) = 0
3) for each i there exists j > i so that f ji can be (simplicially) factored through
an arc.
This alternate, combinatorial technique involving factoring and the operation d is
extended by Minc to the example in [15] in demonstrating that it is not simple-3-od-
like, where an inverse limit of simple-4-ods is constructed with a single bonding map,
controlled so that every proper nondegenerate subcontinuum is an arc and so that
the bonding map f j0 cannot be (simplicially) factored through a simple-3-od for each
j.
The purpose of this dissertation is to investigate this gap in the complexity be-
tween a continuum and its proper subcontinua further, in particular when the proper
nondegenerate subcontinua are arcs. For each integer n ≥ 3, an inverse limit nK of
simple-n-ods with a single bonding map nφ is constructed which is not simple-(n−1)-
od-like and whose every proper nondegenerate subcontinuum is an arc, established in
Chapter IV. To this end, an extension and generalization of the strategy employed in
[15] is developed with a general theorem on factoring established in Chapter III.
6
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CHAPTER III
PRELIMINARIES
In this chapter, a theorem on factoring is given (Theorem 3.3) stating that for
certain inverse limits in the simplicial setting, in the case the inverse limit is simpler
(Definition 1.16) than the complexity of the factor spaces would indicate, the bonding
maps are able to be factored through simpler graphs. In light of Lemma 3.1, the proof
of Theorem 3.3 follows from the proof of Propostion 2.1 in [15].
Let K be a continuum and n be an integer greater than or equal to 3.
Lemma 3.1. Suppose V is an open cover of K so that the nerve of V is a simple-n-od
and W is an open cover of K refining V so that the nerve of W is a simple-(n− 1)-
od. Then, there exists an amalgamation U of W refining V so that the nerve of U is
a simple-n˜-od for some n˜ ∈ {1, . . . , n− 1} and U0, the element of U of order n˜, is
contained in V0, the element of V of order n.
Proof. For each i ∈ {1, . . . , n} and some νi ∈ {1, 2, . . .}, let V
i
0 , V
i
1 , V
i
2 , . . . , V
i
νi
be
a linear chain in V so that V = {V ij : i ∈ {1, . . . , n} and j ∈ {0, . . . , νi}}, where
V i0 = V0 for each i ∈ {1, . . . , n}, and let V
i =
νi⋃
j=1
V ij . For each i ∈ {1, . . . , n− 1}
and some µi ∈ {1, 2, . . .}, let W0,W
i
1,W
i
2, . . . ,W
i
µi
be a linear chain in W so that
W = {W0,W
i
j : i ∈ {1, . . . , n− 1} and j ∈ {1, . . . , µi}}, where W0 is the element of
W of order n− 1.
SupposeW0 6⊆ V0, since otherwise the claim holds with U =W. Let ı˜ ∈ {1, . . . , n}
and ˜ ∈ {1, . . . , νı˜} so that W0 ⊆ V
ı˜
˜ and W0 6⊆ V
ı˜
˜−1. For each i ∈ {1, . . . , n− 1}, let
ji ∈ {1, . . . , µi} so that
ji⋃
j=1
W ij ⊆ V
ı˜
⋃
V0 andW
i
ji+1
6⊆ V ı˜
⋃
V0 orW
i
ji+1
does not exist.
Let ˜m = max{j ∈ {0, . . . , νı˜} : W
i
k ⊆ V
ı˜
j and W
i
k 6⊆ V
ı˜
j−1 if V
ı˜
j−1 exists or W
i
k 6⊆
V ıˆ for all ıˆ 6= ı˜ if V ı˜j−1 does not exist, for some i ∈ {1, . . . , n− 1} and j ∈ {1, . . . ,
ji}}, and let i
′ ∈ {1, . . . , n− 1} and ki′ ∈ {1, . . . , ji′} so that W
i′
ki′
⊆ V ı˜˜m and W
i′
ki′
6⊆
V ı˜˜m−1 if V
ı˜
˜m−1 exists or W
i′
ki′
6⊆ V i for all i 6= ı˜ if V ı˜˜m−1 does not exist.
Without loss of generality, suppose
7
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i) there exists ıˆ ∈ {1, . . . , n− 1} so that {i ∈ {1, . . . , n− 1}\{i′} : W iji+1 does not
exist} = {ıˆ, ıˆ+ 1, . . . , n− 1} or
ii) {i ∈ {1, . . . , n− 1} \ {i′} : W iji+1 does not exist} = ∅.
Let n˜ = ıˆ − 1 if (i) and n˜ = n − 1 if (ii). Let ˜M = ˜ if ˜ ≥ ˜m, or ˜M = ˜m − 1
if ˜ < ˜m and {W
i
k ⊆ V
ı˜
˜m
and W ik 6⊆ V
ı˜
˜m−1 : i ∈ {1, . . . , n− 1} \ {i
′} and k ∈ {1,
. . . , ji}}
⋃
{W i
′
k ⊆ V
ı˜
˜m
and W i
′
k 6⊆ V
ı˜
˜m−1 : k ∈ {1, . . . , ki′ − 1}} = ∅, or ˜M = ˜m if
otherwise.
For each i ∈ {1, . . . , n˜}\{i′}, let U i1, U
i
2, . . . , Uµi−ji be a linear chain of open sets de-
fined as U ij = W
i
ji+j
for each j ∈ {1, . . . , µi − ji}, and let U0 be an open set defined as
U0 =
⋃
({W ij ⊆ V0 : i ∈ {1, . . . , n− 1}\{i
′} and j ∈ {1, . . . , ji}}
⋃
{W i
′
j ⊆ V0 : j ∈ {1,
. . . , ki′ − 1}}), and let U
i′
1 , U
i′
2 , . . . , U
i′
˜M+µi′−ki′+1
be a linear chain of open sets de-
fined as U i
′
j =
⋃
({W ⊆ V ı˜j and W 6⊆ V
ı˜
j−1 : W ∈ {W0,W
i
k : i ∈ {1, . . . , n− 1} \
{i′} and k ∈ {1, . . . , ji}}}
⋃
{W i
′
k ⊆ V
ı˜
j and W
i′
k 6⊆ V
ı˜
j−1 : k ∈ {1, . . . , ki′ − 1}})
for each j ∈ {1, . . . , ˜M} and U
i′
˜M+j
= W i
′
ki′−1+j
for each j ∈ {1, . . . , µi′ − ki′ + 1}.
Then the claim holds with U = {U0}
⋃
{U ij : i ∈ {1, . . . , n˜} \ {i
′} and j ∈ {1, . . . ,
µi − ji}}
⋃
{U i
′
j : j ∈ {1, . . . , ˜M + µi′ − ki′ + 1}}.
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Figure 3.1: A possibility for W and V.
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Figure 3.2: A possibility for U .
Proposition 3.2. Suppose v ∈ K is a branch point of K of order n and K is simple-
(n − 1)-od-like. Then, for each ǫ > 0, there exists an open cover U of K so that
mesh(U) < ǫ, the nerve of U is a simple-n˜-od for some n˜ ∈ {1, . . . , n− 1}, and v is
within ǫ of the element of U of order n˜.
Proof. The claim follows by applying Lemma 3.1 and Definition 1.12
Theorem 3.3. Suppose K is homeomorphic to lim
←−
{X i,Φ
j
i}
∞
i=0,j≥i where Xi is a
simple-n-od graph and Φi is simplicial for each i ∈ {0, 1, . . .}. If K is simple-(n− 1)-
od-like, then for each i ∈ {0, 1, . . .} there exist j ∈ {i+ 1, i+ 2, . . .}, a simple-n˜-od T
for some n˜ ∈ {1, . . . , n− 1}, and simplicial maps α : Xj −→ T and β : T −→ Xi so
that β ◦ α = Φji and β(t0) = x0 where t0 and x0 are the branch points of T and Xi,
respectively.
Proof. Let {Bx : x ∈ V(Xi)} be a collection of mutually exclusive connected open
sets in Xi so that x ∈ Bx for each x ∈ V(Xi), and so the nerve of V = {π
−1
i (V ) : V ∈
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{Bx : x ∈ V(Xi)}
⋃
{open edges of Xi}} is a simple-n-od. Since K is simple-(n− 1)-
od-like, by Lemma 3.1 there exists an open cover U of K refining V so that the nerve
of U is a simple-n˜-od for some n˜ ∈ {1, . . . , n− 1} and U0, the element of U of order
n˜, is contained in π−1i (Bx0).
Let UB = {U ∈ U : U ⊆ π
−1
i (Bx) for some x ∈ V(Xi)} and for each U ∈ UB
let xU ∈ V(Xi) so that U ⊆ π
−1
i (BxU ). Define an equivalence relation ≡ on UB as
Up ≡ Uq if and only if xU = xUp for all U ∈ 〈Up, Uq〉
⋂
UB, where 〈Up, Uq〉 denotes
the unique linear chain in U between Up and Uq, for each Up, Uq ∈ UB. Let T be
the graph defined as V(T ) = UB/ ≡ and Ûp, Ûq ∈ V(T ) are adjacent if and only if
U ∈ Ûp or U ∈ Ûq for each U ∈ 〈Up, Uq〉
⋂
UB for some Up ∈ Ûp and Uq ∈ Ûq. Since
U0 ⊆ π
−1
i (Bx0), U0 ∈ UB and xU0 = x0. Let Û0 ∈ V(T ) so that U0 ∈ Û0. Then, if
Ûp, Ûq ∈ V(T ) are adjacent or equal and U0 ∈ 〈Up, Uq〉 for some Up ∈ Ûp and Uq ∈ Ûq,
then Ûp = Û0 or Ûq = Û0. Thus, Û0 is the unique vertex of T with order greater than
2, provided T is not an arc, and without loss of generality has order n˜. Then, T is a
simple-n˜-od.
Define the piecewise-linear map β : T −→ Xi as β(t) = xU for some U ∈ t for
each t ∈ V(T ). Suppose tp, tq ∈ V(T ) are adjacent, and let Up ∈ tp and Uq ∈ tq. If
xUp and xUq are not adjacent and not equal then there exists x ∈ V(Xi) \ {xUp , xUq}
so that x ∈ 〈xUp, xUq〉, where 〈xUp, xUq〉 denotes the unique arc in Xi between xUp
and xUq , and so xU = x for some U ∈ 〈Up, Uq〉
⋂
UB, contradicting U ∈ tp
⋃
tq. Thus,
β(tp) and β(tq) are adjacent or equal, and so β is simplicial. Also, β(t0) = xU0 = x0
where t0 = Û0.
Let ǫ be a Lebesgue number for U and j > i so that the diameter of π−1j (x) is
less than ǫ for each x ∈ Xj . For each x ∈ V(Xj) let Ux ∈ U so that π
−1
j (x) ⊆ Ux.
Since Ux
⋂
π−1i (Φ
j
i (x)) 6= ∅, Ux ⊆ π
−1
i (BΦji (x)
) for each x ∈ V(Xj), and so Ux˜ ∈ UB
with xUx˜ = Φ
j
i (x˜) for each x˜ ∈ V(Xj). Let tx ∈ V(T ) so that Ux ∈ tx, and define the
piecewise-linear map α : Xj −→ T as α(x) = tx for each x ∈ V(Xj). Then, β ◦α(x˜) =
β(tx˜) = xUx˜ = Φ
j
i (x˜) for all x˜ ∈ V(Xj). Suppose xp, xq ∈ V(Xj) are adjacent and
txp and txq are not adjacent and not equal. Then there exist t ∈ V(T ) \ {txp, txq}
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so that t ∈ 〈txp, txq〉 and U1 ∈ 〈Uxp, Uxq〉 so that U1 ∈ t. Let W1,W2, . . . ,Wm ⊆
〈xp, xq〉 for some m ∈ {1, 2, . . .} be a linear chain of connected sets covering 〈xp, xq〉
with xp ∈ W1 so that the diameter of π
−1
j (Wk) is less than ǫ for each k ∈ {1,
. . . , m}. Since U
⋂
π−1j (Wk) 6= ∅ for some k ∈ {1, . . . , m} for all U ∈ 〈Uxp, Uxq〉,
U
⋂
π−1i (〈Φ
j
i (xp),Φ
j
i (xq)〉) 6= ∅ for all U ∈ 〈Uxp, Uxq〉, and so if U ∈ 〈Uxp, Uxq〉
⋂
UB
then U ⊆ π−1i (BΦji (xp)
) or U ⊆ π−1i (BΦji (xq)
). If Φji (xp) = Φ
j
i (xq) then txp = txq , giving
a contradiction. Thus, without loss of generality, Φji (xp) 6= Φ
j
i (xq), xU1 = Φ
j
i (xp),
and there exists U2 ∈ 〈Uxp , U1〉
⋂
UB so that xU2 = Φ
j
i (xq). Let k ∈ {1, . . . , m} so
that U2
⋂
π−1j (Wk) 6= ∅. Since πi(U2) ⊆ BΦji (xq)
, Φji (Wk)
⋂
BΦji (xq)
6= ∅, and so by
linearity nΦ
j
i (W )
⋂
BΦji (xq)
6= ∅ for all W ∈ 〈Wk,Wm〉. But, π
−1
j (W ) ⊆ U1 for some
W ∈ 〈Wk,Wm〉, and so U1
⋂
π−1i (BΦji (xq)
) 6= ∅ contradicting U1 ⊆ π
−1
i (BΦji (xp)
). Thus,
α(xp) and α(xq) are adjacent or equal, and so α is simplicial.
Corollary 3.4. Suppose K is homeomorphic to lim←−{X i,Φ
j
i}
∞
i=0,j≥i where Xi is a
simple-n-od graph and Φi is simplicial for each i ∈ {0, 1, . . .}. If K is simple-(n− 1)-
od-like, then K is homeomorphic to lim←−{Y i,Ψ
j
i}
∞
i=0,j≥i where Yi is a simple-n˜-od graph,
for some n˜ ∈ {1, . . . , n− 1}, and Ψi is simplicial for each i ∈ {0, 1, . . .}.
Proof. By Theorem 3.3, there exist a strictly increasing sequence {n0, n1, . . .} ⊆
{0, 1, . . .} with n0 = 0 and for each i ∈ {0, 1, . . .} simplicial maps αi : Xni+1 −→ Yi
and βi : Yi −→ Xni with Yi a simple-n˜-od for some n˜ ∈ {1, . . . , n− 1} so that
βi ◦ αi = Φ
ni+1
ni
. For each i ∈ {0, 1, . . .} define Ψi : Yi+1 −→ Yi as Ψi = αi ◦ βi+1, and
the claim holds.
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CHAPTER IV
THE EXAMPLE nK
In this chapter, for an integer n greater than or equal to 3, an example nK of
an inverse limit of simple-n-ods with a single bonding map nφ is given. As in [7],
[5], and [15], characteristics of the bonding map ensure every proper nondegenerate
subcontinuum being an arc, implying atriodicity of the continuum. The bonding map
for nK being a simplicial map from a graph which is a subdivision of the range graph,
as for the other examples, allows for the inverse limit to be represented “simplicially”
where the factor spaces are graphs with fixed sets of vertices and the bonding maps
are simplicial. In this context, as developed by Minc in [14], certain combinatorial
conditions involving the operation d and factoring allow for the determination of the
nonchainability of the inverse limit. If the bonding map defining the inverse limit
is particularly “nice”, then these conditions are satisfied, implying that the bonding
maps cannot be factored through arcs, implying nonchainability.
Critical to this program with factoring bonding maps through arcs (simple-2-ods),
when considering the dual of the factoring, the dual of the arc remains an arc (or is
a point or is empty). When factoring through a simple-3-od, for example, this is not
necessarily the case, where the dual of the simple-3-od may be more “complicated”
than a simple-3-od. To maintain this control of complexity when considering an
extension of Minc’s algorithm with such factorings, particulars of the specific bonding
maps in question need to be invoked. Such is done by Minc in [15], where, again in
the simplicial setting, a combinatorial program involving the factoring of bonding
maps through simple-3-ods is adapted.
For the specific example in [15], the nature of the defining bonding map allows for
a certain factoring to be arranged, provided the existence of a factoring in general,
thereby avoiding a “bad” case where the dual of the simple-3-od could possibly be
more “complicated.” Specifically, branch point of the simple-3-od going to branch
point can be avoided in the factoring, implying, for the dual of simple-3-ods, there
12
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being at most one point of order bigger than 2. In extending Minc’s program further,
a strategy to control complexity is also used in the factoring of the bonding maps
of nK through simple-(n − 1)-ods. In addition to satisfying Minc’s combinatorial
conditions, the nature of the defining bonding map nφ induces characteristics in the
bonding maps that allow for the rearrangement of the factoring, given by the theorem
in the previous chapter, to one in which the dual of the simple-(n− 1)-od remains a
simple-(n−1)-od. This is accomplished in conjunction with and facilitated by branch
point of the simple-(n− 1)-od going to branch point in the factoring as given by the
theorem, which, paradoxically, is the worst-case scenario with regard to allowing for
the greatest possible complexity of the dual of the simple-(n− 1)-od.
4.1 Definitions
Definition 4.1 (Def. 2.1 [14]). For a graph G, let D(G) denote the graph such that
i) V(D(G)) and E(G) are in one-to-one correspondence and
ii) two vertices of D(G) are adjacent if and only if the edges of G corresponding
to the vertices have a non-empty intersection.
For v ∈ V(D(G)), v∗ denotes the edge of G corresponding to v.
Definition 4.2 (Def. 2.4 [14]). Let φ : G1 −→ G0 be a simplicial map between
graphs, C = {c ⊆ G1 : c is a component of φ
−1(e) and φ(c) = e for some e ∈ E(G0)},
and D(φ,G1) be the graph so that
i) V(D(φ,G1)) and C are in one-to-one correspondence and
ii) two vertices of D(φ,G1) are adjacent if and only if the subgraphs of G1 corre-
sponding to the vertices have a non-empty intersection.
For v ∈ V(D(φ,G1)), v
∗ denotes the subgraph of G1 corresponding to v.
Let d[φ] : D(φ,G1) −→ D(G0) be the simplicial map determined by d[φ](v) = w
where w ∈ V(D(G0)) so that φ(v
∗) = w∗, for every v ∈ V(D(φ,G1)).
Definition 4.3 (Def. 2.10 [14]). Let φ : G1 −→ G0 and ψ : G2 −→ G1 be simplicial
maps between graphs. Let d[φ, ψ] : D(φ ◦ ψ,G2) −→ D(φ,G1) be the simplicial map
13
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determined by d[φ, ψ](v) = w where w is the vertex of D(φ,G1) so that ψ(v
∗) ⊆ w∗,
for every vertex v of D(φ ◦ ψ,G2).
Definition 4.4 (Def. 4.1 [14]). Let φ : G1 −→ G0 be a simplicial map between
graphs. Then φ is ultra light if it is light and v∗ is an edge of G1 for each v ∈
V(D(φ,G1)).
Definition 4.5 (Def. 5.1 [14]). A graph G′ subdivides a graph G if V(G) ⊆ V(G′)
and for each e ∈ E(G) there is an arc (e, G′) ⊆ G′ so that
i) (e, G′) has the same endpoints as e,
ii) (d,G′)
⋂
(e, G′) = d
⋂
e for d, e ∈ E(G) and d 6= e, and
iii) for each v ∈ V(G′), v ∈ (e, G′) for some e ∈ E(G), and for each e′ ∈ E(G′), e′
is an edge of (e, G′) for some e ∈ E(G).
If v ∈ V(G) and e ∈ E(G) so that v ∈ e, then (v, e, G′) denotes the edge of (e, G′)
containing v.
Proposition 4.1 (Prop. 5.2 [14]). If G′ is a graph subdividing a graph G and G′′ is
a graph subdividing G′, then G′′ subdivides G.
Definition 4.6 (Def. 5.3 [14]). Let G′0 and G
′
1 be graphs subdividing the graphs G0
and G1, respectively, and φ : G1 −→ G0 and φ
′ : G′1 −→ G
′
0 be simplicial maps so that
φ′(v) = φ(v) for all v ∈ V(G1). If for all e ∈ E(G1), (e, G
′
1) is an edge whenever φ(e)
is degenerate, and φ′ restricted to (e, G′1) is an isomorphism onto (φ(e), G
′
0) whenever
φ(e) is nondegenerate, then φ′ is a subdivision of φ matching G′0.
Proposition 4.2 (Prop. 5.4 [14]). Let φ : G1 −→ G0 be a simplicial map between
graphs. Let G′0 be a graph subdividing G0. Then there is a subdivision φ
′ of φ matching
G′0, unique up to an isomorphism.
Definition 4.7 (Def. 5.5 [14]). Let G be a graph and S : V(G) −→ {X ⊆ E(G) :
X 6= ∅}. Then S is an edge selection on G if for all v ∈ V(G), v ∈ e for each e ∈ S(v).
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Definition 4.8 (Def. 5.5 [14]). Let G0 and G1 be graphs, S be an edge selection on
G1, G
′
1 be a graph subdividing G1, and φ : G
′
1 −→ G0 be simplicial. If there exist a
graph H1 and a simplicial map λ : H1 −→ D(φ,G
′
1) so that H1 is a subdivision of G1
and λ is an isomorphism with
i) (v, e, G′1) ⊆ [λ(v)]
∗ for each v ∈ V(G1) and each e ∈ S(v) and
ii) [λ(v)]∗ ⊆ (e, G′1) for each e ∈ E(G1) and v ∈ V((e,H1)) \ V(G1),
then φ is consistent on S and λ is a consistency isomorphism.
Definition 4.9 (Def. 5.7 [14]). Let G0 and G1 be graphs with edge selections S0
and S1, respectively, G
′
1 be a graph subdividing G1, and φ : G
′
1 −→ G0 be simplicial.
Then, φ preserves (S0, S1) provided that
i) φ((v, e, G′1)) ∈ S0(φ(v)) for each v ∈ V(G1) and each e ∈ S1(v) and
ii) for each e, e′ ∈ E(G′1) so that e 6= e
′ and e
⋂
e′ = v for some v ∈ V(G′1), either
φ(e) ∈ S0(φ(v)) or φ(e
′) ∈ S0(φ(v)).
Definition 4.10 (Def. 5.10 [14]). Let {Gi}
∞
i=0 and {G
′
i}
∞
i=1 be collections of graphs
and Φ = {φi}
∞
i=0 be a collection of simplicial maps so that for each i ∈ {1, 2, . . .},
G′i is a subdivision of Gi and φi−1 : G
′
i −→ Gi−1. By Proposition 4.2 there exists a
collection of simplicial maps {ψi}
∞
i=0 so that ψ0 = φ0 and for each i ∈ {1, 2, . . .}, ψi is a
subdivison of φi matching the domain of ψi−1. LetX0 = G0, for each i ∈ {1, 2, . . .}, Xi
be the domain of ψi−1, and for i, j ∈ {0, 1, . . .} so that j > i let Φ
j
i = ψi◦ψi+1◦· · ·◦ψj−1
and Φii = identity on Xi. Then we say lim←−{X i,Φ
j
i}
∞
i=0,j≥i is generated by the sequence
Φ.
Let S = {Si}
∞
i=1 where for each i ∈ {1, 2, . . .}, Si is an edge selection on Gi. We
say Φ preserves S if φi preserves (Si, Si+1) for each i ∈ {1, 2, . . .}.
Definition 4.11 (Def. 5.10 [14]). We say two inverse limits lim
←−
{Xi,Φ
j
i}
∞
i=0,j≥i and
lim←−{Y i,Ψ
j
i}
∞
i=0,j≥i with simplicial bonding maps are isomorphic if there exists a se-
quence of isomorphisms {λi}
∞
i=0 so that λi : Xi −→ Yi and λi ◦ Φ
j
i = Ψ
j
i ◦ λj for all
i, j ∈ {0, 1, . . .} with j ≥ i.
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Definition 4.12. Let x0, x1, . . . , xmx for some mx ∈ {1, 2, . . .} be vertices of some
graph G and define 〈x0, x1, . . . , xmx〉 to be the path in G given by x0, x1, . . . , xmx ,
respecting order, if and only if xi and xi+1 are adjacent for all i ∈ {0, . . . , mx − 1}.
Let y0, y1, . . . , ymy for some my ∈ {1, 2, . . .} be vertices of G so that yi and yi+1 are
adjacent for all i ∈ {0, . . . , my − 1}, and define 〈x0, x1, . . . , xmx〉
∨
〈y0, y1, . . . , ymy〉 =
〈x0, x1, . . . , xmx , y1, . . . , ymy〉, if and only if xmx = y0.
16
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4.2 The Bonding Map nφ
In this section, a single bonding map nφ between simple-n-ods is defined for an
inverse limit nK. Characteristics of the map ensure that every proper nondegenerate
subcontinuum of nK is an arc (Proposition 4.3) and satisfy certain conditions essential
in the implementation of the previously mentioned strategy of Minc. In particular,
nφ is well-behaved in the sense of inducing no folding in d[nφ] (Proposition 4.7) and
with respect to satisfying conditions sufficient for demonstrating a “subdivision” of
nK as being isomorphic with the dual of nK (Propositions 4.6 and 4.9). Also, a
certain symmetry is exhibited by the bonding maps (Proposition 4.12), used in the
next section to obtain a “well-behaved” factoring.
For what follows, let nX0 be a simple-n-od and nA
1
0, nA
2
0, . . . , nA
n
0 be n arcs so
that
n⋃
i=1
nA
i
0 = nX0 and nA
i
0
⋂
nA
j
0 = {v0} for each distinct i, j ∈ {1, . . . , n}, and so
v0 is an endpoint of nA
i
0 for each i ∈ {1, . . . , n}.
Let nX0 be the graph defined in the following table.
arc as a subgraph
nA
i
0 〈v0, vi〉 for each i ∈ {1, . . . , n− 2}
nA
n−1
0 〈v0, vn−1, vn+1〉
nA
n
0 〈v0, vn, vn+2〉
Table 4.1: Definition of nX0
Let nX1 be a subdivision of nX0, where nA
i
1 is a subdivision of nA
i
0 for each i ∈ {1,
. . . , n} defined in the following table.
arc as a subgraph
nA
i
1 〈v0, ui, u(n−3)+i, u2(n−3)+i, . . . , u2(n−1)(n−3)+i, vi〉
for each i ∈ {1, . . . , n− 3}
nA
n−2
1 〈v0, u(2n−1)(n−3)+2(n−1)+1, vn−2〉
nA
n−1
1 〈v0, u(2n−1)(n−3)+2(n−1)+2, u(2n−1)(n−3)+2(n−1)+3, vn−1, vn+1〉
nA
n
1 〈v0, u(2n−1)(n−3)+1, . . . , u(2n−1)(n−3)+2(n−1), vn, vn+2〉
Table 4.2: Definition of nX1
17
Texas Tech University, C.T. Kennaugh, May 2009
Let nφ : nX1 −→ nX0 be the light simplicial map determined by the following
table where nφ(v) is defined for v ∈ V(nX1).
v nφ(v)
v0 v0
vi vn+2 for all i ∈ {1, . . . , n− 3}
vn−2 vn+1
vn−1 vn
vn vn
vn+1 vn+2
vn+2 vn+2
ui vn−1 for all i ∈ {1, . . . , n− 3}
uj(n−3)+i v0 for all i ∈ {1, . . . , n− 3}
and for all odd j ∈ {1, . . . , 2(n− 1)− 1}
uj(n−3)+i vi−1+ j
2
mod n−2 for all i ∈ {1, . . . , n− 3}
and for all even j ∈ {2, . . . , 2(n− 1)− 2}
u2(n−1)(n−3)+i vn for all i ∈ {1, . . . , n− 3}
u(2n−1)(n−3)+1 vn−1
u(2n−1)(n−3)+i v0 for all even i ∈ {2, . . . , 2(n− 1)}
u(2n−1)(n−3)+3 vn−2
u(2n−1)(n−3)+i v i−3
2
for all odd i ∈ {5, . . . , 2(n− 1)− 1}
u(2n−1)(n−3)+2(n−1)+1 vn−1
u(2n−1)(n−3)+2(n−1)+2 vn−1
u(2n−1)(n−3)+2(n−1)+3 v0
Table 4.3: Definition of nφ
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3X1
3A
2
1 3A
3
1
3A
1
1
v0②
v1
②
v4
②
v5
②
v2
②
v3
②
u5 t
u6tu7t u1t u2t u3t u4t
3X0
3A
2
0 3A
3
0
3A
1
0
v0②
v1
②
v4
②
v5
②
v2
②
v3
②
✛
3φ
3A
2
0 3A
3
0
3A
1
0
s
3A
1
1
3A
3
1
P
3A
2
1
✏
Figure 4.1: The bonding map 3φ
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4X1
4A
3
1 4A
1
1
4A
2
1
4A
4
1
v0②
v2
②
v5
②
v1
②
v3
②
v4
②
v6
②
u14 t
u15tu16t u1t u2t u3t u4t u5t u6t u7t
u8 t
u9 t
u10 t
u11 t
u12 t
u13 t
4X0
4A
3
0 4A
1
0
4A
2
0
4A
4
0
v0②
v2
②
v5
②
v1
②
v3
②
v4
②
v6
②
✛
4φ
4A
4
0
4A
3
0 4A
1
0
4A
2
0
s4A21
4A
4
1
P
4A
3
1 4A
1
1
✏
Figure 4.2: The bonding map 4φ
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Figure 4.3: The bonding map 5φ
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Let nK = lim←−{nXi, nΦ
j
i}
∞
i=0,j≥i be generated by {nφ, nφ, . . .} (Definition 4.10).
Proposition 4.3. Every proper nondegenerate subcontinuum of nK is an arc.
Proof. Let W be a nondegenerate subcontinuum of nK, and suppose W is not an arc.
Since nφ is simplicial, there exists v ∈ V(nX1) so that v ∈ πj(W ) for infinitely many
j. Then, vs ∈ πj(W ) for all j, where s = 0, s = n, or s = n+ 2.
Case 1: Suppose s = n or s = n + 2. Since W is not an arc and nφ embeds
〈u(2n−1)(n−3)+2(n−1), vn, vn+2〉 onto 〈v0, vn, vn+2〉, then (nXj \ ((〈u(2n−1)(n−3)+2(n−1), vn〉,
nXj)
⋃
(〈vn, vn+2〉, nXj)))
⋂
πj(W ) 6= ∅ for infinitely many j (Definition 4.5), im-
plying (〈u(2n−1)(n−3)+2(n−1), vn〉, nXj) ⊆ πj(W ) for infinitely many j. Since nΦ
2
0((
〈u(2n−1)(n−3)+2(n−1), vn〉, nX2)) = nX0, then nXj ⊆ πj(W ) for all j, implyingW = nK.
Case 2: Suppose s = 0. Since W is not an arc and nφ embeds 〈v0,
u(2n−1)(n−3)+2(n−1)+2〉 onto 〈v0, vn−1〉, then (nXj \ (〈v0, u(2n−1)(n−3)+2(n−1)+2〉, nXj))
⋂
πj(W ) 6= ∅ for infinitely many j. If πj(W )
⋂
(
n−3⋃
i=1
(〈v0, ui〉, nXj)
⋃
(〈v0, u(2n−1)(n−3)+1〉,
nXj)
⋃
(〈v0, u(2n−1)(n−3)+2(n−1)+1〉, nXj)\{v0}) 6= ∅ for some j, then u(2n−1)(n−3)+2(n−1)+2
∈ πj(W ). Thus, (〈v0, u(2n−1)(n−3)+2(n−1)+2〉, nXj) ⊆ πj(W ) for infinitely many j. Since
nΦ
4
0((〈v0, u(2n−1)(n−3)+2(n−1)+2〉, nX4)) = nX0, then nXj ⊆ πj(W ) for each j, implying
W = nK.
Proposition 4.4. nK is atriodic.
Proof. The claim follows from Proposition 4.3 and Theorem 3 in [6].
Proposition 4.5. Every proper nondegenerate subcontinuum of nK containing (v0,
v0, v0, . . .) is an arc having (v0, v0, v0, . . .) as an endpoint.
Proof. LetW ⊆ nK be a proper nondegenerate subcontinuum so that (v0, v0, v0, . . .) ∈
W . By Proposition 4.3, W is an arc. Since W is proper and nΦ
3
0((〈v0, vn−1〉, nX3)) =
nX0, there exists a nonnegative integer N so that vn−1 /∈ πj(W ) for all j ≥ N . Then,
πj(W )
⋂
(
n−3⋃
i=1
(〈v0, ui〉, nXj)
⋃
(〈v0, u(2n−1)(n−3)+1〉, nXj)
⋃
(〈v0, u(2n−1)(n−3)+2(n−1)+1〉,
nXj) \ {v0}) = ∅ for all j ≥ N , implying πj(W ) ⊆ (〈v0, vn−1〉, nXj) for all j ≥ N .
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Since nφ embeds 〈v0, u(2n−1)(n−3)+2(n−1)+2〉 onto 〈v0, vn−1〉 and nφ(v0) = v0, then (v0,
v0, v0, . . .) is an endpoint of the arc W .
Let nS : V(nX0) −→ {nonempty subsets of E(nX0)} be an edge selection (Defi-
nition 4.7) on nX0 defined as: nS(vi) = {〈v0, vi〉} for all i ∈ {1, . . . , n}, nS(vn+1) =
{〈vn−1, vn+1〉}, nS(vn+2) = {〈vn, vn+2〉}, and nS(v0) = {〈v0, vi〉 : i ∈ {1, . . . , n− 1}}.
Proposition 4.6. nφ preserves (nS, nS) (Definition 4.9).
Proof. i) (Recall Definition 4.5)
nφ((vi, 〈v0, vi〉, nX1)) = nφ(〈u2(n−1)(n−3)+i, vi〉) = 〈vn, vn+2〉 ∈ nS(vn+2)
= nS(nφ(vi)) for all i ∈ {1, . . . , n− 3},
nφ((vn−2, 〈v0, vn−2〉, nX1)) = nφ(〈u(2n−1)(n−3)+2(n−1)+1, vn−2〉) = 〈vn−1, vn+1〉 ∈
nS(vn+1) = nS(nφ(vn−2)),
nφ((vn−1, 〈v0, vn−1〉, nX1)) = nφ(〈u(2n−1)(n−3)+2(n−1)+3, vn−1〉) = 〈v0, vn〉 ∈ nS(vn)
= nS(nφ(vn−1)),
nφ((vn+1, 〈vn−1, vn+1〉, nX1)) = nφ(〈vn−1, vn+1〉) = 〈vn, vn+2〉 ∈ nS(vn+2)
= nS(nφ(vn+1)),
nφ((vn, 〈v0, vn〉, nX1)) = nφ(〈u(2n−1)(n−3)+2(n−1), vn〉) = 〈v0, vn〉 ∈ nS(vn)
= nS(nφ(vn)),
nφ((vn+2, 〈vn, vn+2〉, nX1)) = nφ(〈vn, vn+2〉) = 〈vn, vn+2〉 ∈ nS(vn+2)
= nS(nφ(vn+2)),
nφ((v0, 〈v0, vi〉, nX1)) = nφ(〈v0, ui〉) = 〈v0, vn−1〉 ∈ nS(v0)
= nS(nφ(v0)) for all i ∈ {1, . . . , n− 3},
nφ((v0, 〈v0, vn−2〉, nX1)) = nφ(〈v0, u(2n−1)(n−3)+2(n−1)+1〉) = 〈v0, vn−1〉 ∈ nS(v0)
= nS(nφ(v0)), and
nφ((v0, 〈v0, vn−1〉, nX1)) = nφ(〈v0, u(2n−1)(n−3)+2(n−1)+2〉) = 〈v0, vn−1〉 ∈ nS(v0)
= nS(nφ(v0)).
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ii)
nφ(〈v0, ui〉) = 〈v0, vn−1〉 ∈ nS(vn−1) = nS(nφ(ui)) for all i ∈ {1, . . . , n− 3},
nφ(〈u(j−1)(n−3)+i, uj(n−3)+i〉) = nφ(〈uj(n−3)+i, u(j+1)(n−3)+i〉) = 〈v0, vi−1+ j
2
mod n−2〉 ∈
nS(v0)
⋂
nS(vi−1+ j
2
mod n−2) = nS(nφ(u(j−1)(n−3)+i))
⋂
nS(nφ(u(j+1)(n−3)+i))
⋂
nS(nφ(uj(n−3)+i)) for all i ∈ {1, . . . , n− 3} and for all even
j ∈ {2, . . . , 2(n− 1)− 2},
nφ(〈u(2(n−1)−1)(n−3)+i, u2(n−1)(n−3)+i〉) = 〈v0, vn〉 ∈ nS(vn) = nS(nφ(u2(n−1)(n−3)+i)) for
all i ∈ {1, . . . , n− 3},
nφ(〈v0, u(2n−1)(n−3)+1〉) = 〈v0, vn−1〉 ∈ nS(vn−1) = nS(nφ(u(2n−1)(n−3)+1)),
nφ(〈u(2n−1)(n−3)+2, u(2n−1)(n−3)+3〉) = 〈v0, vn−2〉 ∈ nS(v0)
⋂
nS(vn−2) =
nS(nφ(u(2n−1)(n−3)+2))
⋂
nS(nφ(u(2n−1)(n−3)+3)),
nφ(〈u(2n−1)(n−3)+i−1, u(2n−1)(n−3)+i〉) = nφ(〈u(2n−1)(n−3)+i, u(2n−1)(n−3)+i+1〉) = 〈v0, v i−3
2
〉
∈ nS(v0)
⋂
nS(v i−3
2
) = nS(nφ(u(2n−1)(n−3)+i−1))
⋂
nS(nφ(u(2n−1)(n−3)+i+1))
⋂
nS(nφ(u(2n−1)(n−3)+i)) for all odd i ∈ {5, . . . , 2(n− 1)− 1},
nφ(〈v0, u(2n−1)(n−3)+2(n−1)+1〉) = 〈v0, vn−1〉 ∈ nS(vn−1) = nS(nφ(u(2n−1)(n−3)+2(n−1)+1)),
and
nφ(〈v0, u(2n−1)(n−3)+2(n−1)+2〉) = nφ(〈u(2n−1)(n−3)+2(n−1)+2, u(2n−1)(n−3)+2(n−1)+3〉) =
〈v0, vn−1〉 ∈ nS(v0)
⋂
nS(vn−1) = nS(nφ(u(2n−1)(n−3)+2(n−1)+3))
⋂
nS(nφ(u(2n−1)(n−3)+2(n−1)+2)).
With (i) above, condition (ii) of Definition 4.9 is satisfied whenever v ∈ V(nX0).
Let D(nX0) be as in Definition 4.1. Then, V(D(nX0)) = {ai :∈ {1, . . . , n+ 2}}
and E(D(nX0)) = {〈ai, aj〉 : i, j ∈ {1, . . . , n} and i 6= j}
⋃
{〈an−1, an+1〉, 〈an, an+2〉},
where a∗i = 〈v0, vi〉 for all i ∈ {1, . . . , n} and a
∗
n+1 = 〈vn−1, vn+1〉 and a
∗
n+2 = 〈vn,
vn+2〉.
Let D(nφ, nX1) be as in Definition 4.2. Then, V(D(nφ, nX1)) = {bi : i ∈ {0, . . . ,
n(n− 3) + n+ 3}} and E(D(nφ, nX1)) = {〈b0, bi〉 : i ∈ {1, . . . , n− 3}
⋃
{n(n−3)+1,
n(n−3)+n+1, n(n−3)+n+2}}
⋃
{〈bj(n−3)+i, b(j+1)(n−3)+i〉 : i ∈ {1, . . . , n− 3} and
j ∈ {0, . . . , n− 2}}
⋃
{〈bn(n−3)+i, bn(n−3)+i+1〉 : i ∈ {1, . . . , n− 1}}
⋃
{〈bn(n−3)+n+2,
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bn(n−3)+n+3〉}, where b
∗ for b ∈ V(D(nφ, nX1)) is given in the following table.
b∗0 =
n−3⋃
i=1
〈v0, ui〉
n−3⋃
i=1
〈ui, un−3+i〉
⋃
〈v0, u(2n−1)(n−3)+1〉
⋃
〈u(2n−1)(n−3)+1,
u(2n−1)(n−3)+2〉
⋃
〈v0, u(2n−1)(n−3)+2(n−1)+1〉
⋃
〈v0, u(2n−1)(n−3)+2(n−1)+2〉
⋃
〈u(2n−1)(n−3)+2(n−1)+2, u(2n−1)(n−3)+2(n−1)+3〉
b∗j(n−3)+i = 〈u(2j+1)(n−3)+i, u(2j+2)(n−3)+i〉
⋃
〈u(2j+2)(n−3)+i, u(2j+3)(n−3)+i〉
for each i ∈ {1, . . . , n− 3} and for each j ∈ {0, . . . , n− 3}
b∗(n−2)(n−3)+i = 〈u(2(n−1)−1)(n−3)+i, u2(n−1)(n−3)+i〉 for each i ∈ {1, . . . , n− 3}
b∗(n−1)(n−3)+i = 〈u2(n−1)(n−3)+i, vi〉 for each i ∈ {1, . . . , n− 3}
b∗n(n−3)+i = 〈u(2n−1)(n−3)+2i, u(2n−1)(n−3)+2i+1〉
⋃
〈u(2n−1)(n−3)+2i+1, u(2n−1)(n−3)+2i+2〉
for each i ∈ {1, . . . , n− 2}
b∗n(n−3)+n−1 = 〈u(2n−1)(n−3)+2(n−1), vn〉
b∗n(n−3)+n = 〈vn, vn+2〉
b∗n(n−3)+n+1 = 〈u(2n−1)(n−3)+2(n−1)+1, vn−2〉
b∗n(n−3)+n+2 = 〈u(2n−1)(n−3)+2(n−1)+3, vn−1〉
b∗n(n−3)+n+3 = 〈vn−1, vn+1〉
Table 4.4: Subgraphs of nX1 corresponding to vertices of D(nφ, nX1)
Let Bi ⊆ D(nφ, nX1) for each i ∈ {1, . . . , n} be the arc given by the following
table.
arc as a subgraph
Bi 〈b0, bi, bn−3+i, b2(n−3)+i, . . . , b(n−1)(n−3)+i〉 for all i ∈ {1, . . . , n− 3}
Bn−2 〈b0, bn(n−3)+n+1〉
Bn−1 〈b0, bn(n−3)+n+2, bn(n−3)+n+3〉
Bn 〈b0, bn(n−3)+1, . . . , bn(n−3)+n〉
Table 4.5: Determination of D(nφ, nX1)
Then,
n⋃
i=1
Bi = D(nφ, nX1) and B
i
⋂
Bj = {b0} for all distinct i, j ∈ {1, . . . , n}.
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Proposition 4.7. Let d[nφ] be as in Definition 4.2. Then, d[nφ] is an ultra light
simplicial map (Definition 4.4).
Proof. d[nφ] : D(nφ, nX1) −→ D(nX0), where b ∈ V(D(nφ, nX1)), and the subgraphs
forming the inverse images of edges under d[nφ] are given in the next tables.
b d[nφ](b)
b0 an−1
bj(n−3)+i ai−1+ 2j+2
2
mod n−2=ai+j mod n−2
for all i ∈ {1, . . . , n− 3} and for all j ∈ {0, . . . , n− 3}
b(n−2)(n−3)+i an for all i ∈ {1, . . . , n− 3}
b(n−1)(n−3)+i an+2 for all i ∈ {1, . . . , n− 3}
bn(n−3)+1 an−2
bn(n−3)+i a 2i+1−3
2
=ai−1 for all i ∈ {2, . . . , n− 2}
bn(n−3)+n−1 an
bn(n−3)+n an+2
bn(n−3)+n+1 an+1
bn(n−3)+n+2 an
bn(n−3)+n+3 an+2
Table 4.6: Determination of d[nφ]
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Figure 4.4: The map d[5φ]
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d[nφ]
−1(〈an−1, ai〉) = 〈b0, bi〉 for all i ∈ {1, . . . , n− 3}
d[nφ]
−1(〈an−1, an−2〉) = 〈b0, bn(n−3)+1〉
d[nφ]
−1(〈an−1, an+1〉) = 〈b0, bn(n−3)+n+1〉
d[nφ]
−1(〈an−1, an〉) = 〈b0, bn(n−3)+n+2〉
d[nφ]
−1(〈ai, ai+1〉) =
i−1⋃
j=0
〈bj(n−3)+i−j , b(j+1)(n−3)+i−j〉
n−4−i⋃
j=1
〈b(n−3−j)(n−3)+i+1+j ,
b(n−2−j)(n−3)+i+1+j〉
⋃
〈bn(n−3)+i+1, bn(n−3)+i+2〉
for all i ∈ {1, . . . , n− 4}
d[nφ]
−1(〈an−3, an−2〉) =
n−3⋃
i=1
〈b(n−3−i)(n−3)+i, b(n−2−i)(n−3)+i〉
d[nφ]
−1(〈ai, an〉) = 〈b(n−3)(n−3)+i+1, b(n−2)(n−3)+i+1〉 for all i ∈ {1, . . . , n− 4}
d[nφ]
−1(〈an−3, an〉) = 〈bn(n−3)+n−2, bn(n−3)+n−1〉
d[nφ]
−1(〈an−2, an〉) = 〈b(n−3)(n−3)+1, b(n−2)(n−3)+1〉
d[nφ]
−1(〈an, an+2〉) = 〈bn(n−3)+n−1, bn(n−3)+n〉
⋃
〈bn(n−3)+n+2, bn(n−3)+n+3〉
n−3⋃
i=1
〈b(n−2)(n−3)+i, b(n−1)(n−3)+i〉
Table 4.7: Edge inverses under d[nφ]
Each subgraph is a union of disjoint edges, and so each component of an edge
inverse mapping onto that edge is an edge.
Let nY 1 be a subdivision of nX0, where nB
i
1 is a subdivision of nA
i
0 for each i ∈ {1,
. . . , n} defined in the following table.
arc as a subgraph
nB
i
1 〈v0, wi, wn−3+i, w2(n−3)+i, . . . , w(n−2)(n−3)+i, vi〉 for all i ∈ {1, . . . , n− 3}
nB
n−2
1 〈v0, vn−2〉 = nA
n−2
0
nB
n−1
1 〈v0, vn−1, vn+1〉 = nA
n−1
0
nB
n
1 〈v0, w(n−1)(n−3)+1, . . . , w(n−1)(n−3)+n−2, vn, vn+2〉
Table 4.8: Definition of nY 1
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Define nλ : nY 1 −→ D(nφ, nX1) to be the simplicial isomorphism determined by
the following table where v ∈ V(nY 1).
v nλ(v)
v0 b0
vi b(n−1)(n−3)+i for all i ∈ {1, . . . , n− 3}
vn−2 bn(n−3)+n+1
vn−1 bn(n−3)+n+2
vn bn(n−3)+n−1
vn+1 bn(n−3)+n+3
vn+2 bn(n−3)+n
wj(n−3)+i bj(n−3)+i for all j ∈ {0, . . . , n− 2} and for all i ∈ {1, . . . , n− 3}
w(n−1)(n−3)+i bn(n−3)+i for all i ∈ {1, . . . , n− 2}
Table 4.9: Definition of nλ
Proposition 4.8. nλ is a consistency isomorphism (Definition 4.8).
Proof. i)
(vi, 〈v0, vi〉, nX1) =〈u2(n−1)(n−3)+i, vi〉 = b
∗
(n−1)(n−3)+i
=[nλ(vi)]
∗ for all i ∈ {1, . . . , n− 3},
(vn−2, 〈v0, vn−2〉, nX1) =〈u(2n−1)(n−3)+2(n−1)+1, vn−2〉 = b
∗
n(n−3)+n+1
=[nλ(vn−2)]
∗,
(vn−1, 〈v0, vn−1〉, nX1) =〈u(2n−1)(n−3)+2(n−1)+3, vn−1〉 = b
∗
n(n−3)+n+2
=[nλ(vn−1)]
∗,
(vn+1, 〈vn−1, vn+1〉, nX1) =〈vn−1, vn+1〉 = b
∗
n(n−3)+n+3
=[nλ(vn+1)]
∗,
(vn, 〈v0, vn〉, nX1) =〈u(2n−1)(n−3)+2(n−1), vn〉 = b
∗
n(n−3)+n−1
=[nλ(vn)]
∗,
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(vn+2, 〈vn, vn+2〉, nX1) =〈vn, vn+2〉 = b
∗
n(n−3)+n
=[nλ(vn+2)]
∗,
(v0, 〈v0, vi〉, nX1) =〈v0, ui〉 = b
∗
0
=[nλ(v0)]
∗ for all i ∈ {1, . . . , n− 3},
(v0, 〈v0, vn−2〉, nX1) =〈v0, u(2n−1)(n−3)+2(n−1)+1〉 = b
∗
0
=[nλ(v0)]
∗, and
(v0, 〈v0, vn−1〉, nX1) =〈v0, u(2n−1)(n−3)+2(n−1)+2〉 = b
∗
0
=[nλ(v0)]
∗.
ii)
[nλ(wj(n−3)+i)]
∗ = b∗j(n−3)+i = 〈u(2j+1)(n−3)+i, u(2j+2)(n−3)+i〉
⋃
〈u(2j+2)(n−3)+i,
u(2j+3)(n−3)+i〉 ⊆ nA
i
1 = (〈v0, vi〉, nX1) for all i ∈ {1, . . . , n− 3} and
for all j ∈ {0, . . . , n− 3},
[nλ(w(n−2)(n−3)+i)]
∗ = b∗(n−2)(n−3)+i = 〈u(2(n−1)−1)(n−3)+i, u2(n−1)(n−3)+i〉 ⊆ nA
i
1
= (〈v0, vi〉, nX1) for all i ∈ {1, . . . , n− 3}, and
[nλ(w(n−1)(n−3)+i)]
∗ = b∗n(n−3)+i = 〈u(2n−1)(n−3)+2i, u(2n−1)(n−3)+2i+1〉
⋃
〈u(2n−1)(n−3)+2i+1, u(2n−1)(n−3)+2i+2〉 ⊆ nA
i
1 = (〈v0, vn〉, nX1)
for each i ∈ {1, . . . , n− 2}.
Proposition 4.9. nφ is consistent on nS (Definition 4.7).
Proof. The claim follows from Proposition 4.8 and Definition 4.7.
Let f : G1 −→ G0 be a light simplicial map between graphs and x0, x1, . . . , xm
for some m ∈ {1, 2, . . .} be vertices of G1 so that xi and xi+1 are adjacent for each
i ∈ {0, . . . , m− 1}. Define f(〈x0, x1, . . . , xm〉) = 〈f(x0), f(x1), . . ., f(xm)〉.
For each j ∈ {0, 1, . . .}, let nA
i
j = (〈v0, vi〉, nXj) for each i ∈ {1, . . . , n− 2},
nA
n−1
j = (〈v0, vn−1〉, nXj)
∨
(〈vn−1, vn+1〉, nXj), and nA
n
j = (〈v0, vn〉, nXj)
∨
(〈vn, vn+2〉,
nXj) (Definition 4.5).
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Proposition 4.10. Let m ∈ {1, 2, . . .} and, for each i ∈ {1, . . . , n}, 〈xi0, x
i
1, . . . ,
xiki〉 = nΦ
m−1
0 (nA
i
m−1) for some ki ∈ {1, 2, . . .}. Then,
i) nΦ
m
0 (nA
i
m)=〈x
n−1
0 , x
n−1
1 , . . . , x
n−1
kn−1−1
〉
∨
〈xn−1kn−1−1, x
n−1
kn−1−2
, . . . , xn−10 〉
n−3∨
j=0
(〈xi+j mod n−20 ,
xi+j mod n−21 , . . . , x
i+j mod n−2
ki+j mod n−2
〉
∨
〈xi+j mod n−2ki+j mod n−2 , x
i+j mod n−2
ki+j mod n−2−1
, . . . , xi+j mod n−20 〉)
∨
nΦ
m−1
0 (
nA
n
m−1) for each i ∈ {1, . . . , n− 3},
ii) nΦ
m
0 (nA
n−2
m ) = nΦ
m−1
0 (nA
n−1
m−1),
iii) nΦ
m
0 (nA
n−1
m ) = 〈x
n−1
0 , x
n−1
1 , . . . , x
n−1
kn−1−1
〉
∨
〈xn−1kn−1−1, x
n−1
kn−1−2
, . . . , xn−10 〉
∨
nΦ
m−1
0 (
nA
n
m−1), and
iv) nΦ
m
0 (nA
n
m) = 〈x
n−1
0 , x
n−1
1 , . . . , x
n−1
kn−1−1
〉
∨
〈xn−1kn−1−1, x
n−1
kn−1−2
, . . . , xn−10 〉
∨
〈xn−20 ,
xn−21 , . . . , x
n−2
kn−2
〉
∨
〈xn−2kn−2 , x
n−2
kn−2−1
, . . . , xn−20 〉
n−3∨
j=1
(〈xj0, x
j
1, . . . , x
j
kj
〉
∨
〈xjkj , x
j
kj−1
, . . . , xj0〉)
∨
nΦ
m−1
0 (nA
n
m−1).
Proof. CLAIM: (〈vn−1, vn〉, nX i) = 〈vn−1, vn+1〉 for each i ∈ {1, 2, . . .}. Since nΦ
i
i−1 is
a subdivision of nφ matching nXi−1 for each i ∈ {1, 2, . . .} and nφ embeds 〈vn, vn+2〉
onto 〈vn, vn+2〉, then (〈vn, vn+2〉, nX i) = 〈vn, vn+2〉 for each i ∈ {1, 2, . . .}. Since nφ
embeds 〈vn−1, vn+1〉 onto 〈vn, vn+2〉, then (〈vn−1, vn+1〉, nX i) = 〈vn−1, vn+1〉 for each
i ∈ {1, 2, . . .}.
i) Since nΦ
m
m−1 is a subdivision of nφ matching nXm−1 and nφ embeds 〈v0, ui〉 onto
〈v0, vn−1〉, 〈ui, un−3+i〉onto〈vn−1, v0〉, 〈uj(n−3)+i, u(j+1)(n−3)+i〉onto〈v0, vi−1+ j+1
2
mod n−2〉
and 〈u(j+1)(n−3)+i, u(j+2)(n−3)+i〉 onto 〈vi−1+ j+1
2
mod n−2, v0〉 for each odd j ∈ {1, . . . ,
2(n− 1)− 3}, and 〈u(2(n−1)−1)(n−3)+i, u2(n−1)(n−3)+i, vi〉 onto 〈v0, vn, vn+2〉, for each i ∈
{1, . . . , n− 3}, then nΦ
m
m−1(nA
i
m) = (〈v0, vn−1〉, nXm−1)
∨
(〈vn−1, v0〉, nXm−1)
n−3∨
j=0
((〈v0,
vi+j mod n−2〉, nXm−1)
∨
(〈vi+j mod n−2, v0〉, nXm−1))
∨
nA
n
m−1 for each i ∈ {1, . . . , n− 3}.
By the claim, nΦ
m−1
0 ((〈v0, vn−1〉, nXm−1)) = 〈x
n−1
0 , x
n−1
1 , . . . , x
n−1
kn−1−1
〉. Thus, nΦ
m
0 (
nA
i
m) = nΦ
m−1
0 (nΦ
m
m−1(nA
i
m)) = nΦ
m−1
0 ((〈v0, vn−1〉, nXm−1)
∨
(〈vn−1, v0〉, nXm−1)
n−3∨
j=0
((〈v0, vi+j mod n−2〉, nXm−1)
∨
(〈vi+j mod n−2, v0〉, nXm−1))
∨
nA
n
m−1) = nΦ
m−1
0 ((〈v0, vn−1〉,
nXm−1))
∨
nΦ
m−1
0 ((〈vn−1, v0〉, nXm−1))
n−3∨
j=0
(nΦ
m−1
0 ((〈v0, vi+j mod n−2〉, nXm−1))
∨
nΦ
m−1
0 ((
〈vi+j mod n−2, v0〉, nXm−1)))
∨
nΦ
m−1
0 (nA
n
m−1) = 〈x
n−1
0 , x
n−1
1 , . . . , x
n−1
kn−1−1
〉
∨
〈xn−1kn−1−1,
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xn−1kn−1−2, . . . , x
n−1
0 〉
n−3∨
j=0
(〈xi+j mod n−20 , x
i+j mod n−2
1 , . . . , x
i+j mod n−2
ki+j mod n−2
〉
∨
〈xi+j mod n−2ki+j mod n−2 ,
xi+j mod n−2ki+j mod n−2−1, . . . , x
i+j mod n−2
0 〉)
∨
nΦ
m−1
0 (nA
n
m−1) for each i ∈ {1, . . . , n− 3}.
ii) Since nΦ
m
m−1 is a subdivision of nφ matching nXm−1 and nφ embeds 〈v0,
u(2n−1)(n−3)+2(n−1)+1, vn−2〉 onto 〈v0, vn−1, vn+1〉, then nΦ
m
m−1(nA
n−2
m ) = nA
n−1
m−1, giv-
ing nΦ
m
0 (nA
n−2
m ) = nΦ
m−1
0 (nΦ
m
m−1(nA
n−2
m )) = nΦ
m−1
0 (nA
n−1
m−1).
iii) Since nΦ
m
m−1 is a subdivision of nφ matching nXm−1 and nφ embeds 〈v0,
u(2n−1)(n−3)+2(n−1)+2〉 onto 〈v0, vn−1〉, 〈u(2n−1)(n−3)+2(n−1)+2, u(2n−1)(n−3)+2(n−1)+3〉 onto
〈vn−1, v0〉, and 〈u(2n−1)(n−3)+2(n−1)+3, vn−1, vn+1〉 onto 〈v0, vn, vn+2〉, then nΦ
m
m−1(nA
n−1
m )
= (〈v0, vn−1〉, nXm−1)
∨
(〈vn−1, v0〉, nXm−1)
∨
nA
n
m−1, and so by the claim, nΦ
m
0 (nA
n−1
m )
= nΦ
m−1
0 (nΦ
m
m−1(nA
n−1
m )) = nΦ
m−1
0 ((〈v0, vn−1〉, nXm−1))
∨
nΦ
m−1
0 ((〈vn−1, v0〉, nXm−1))∨
nΦ
m−1
0 (nA
n
m−1) = 〈x
n−1
0 , x
n−1
1 , . . . , x
n−1
kn−1−1
〉
∨
〈xn−1kn−1−1, x
n−1
kn−1−2
, . . . , xn−10 〉
∨
nΦ
m−1
0 (
nA
n
m−1).
iv) Since nΦ
m
m−1 is a subdivision of nφ matching nXm−1 and nφ embeds 〈v0,
u(2n−1)(n−3)+1〉 onto 〈v0, vn−1〉, 〈u(2n−1)(n−3)+1, u(2n−1)(n−3)+2〉 onto 〈vn−1, v0〉,
〈u(2n−1)(n−3)+2, u(2n−1)(n−3)+3〉 onto 〈v0, vn−2〉, 〈u(2n−1)(n−3)+3, u(2n−1)(n−3)+4〉 onto
〈vn−2, v0〉, 〈u(2n−1)(n−3)+i, u(2n−1)(n−3)+i+1〉 onto 〈v0, v i−2
2
〉 and 〈u(2n−1)(n−3)+i+1,
u(2n−1)(n−3)+i+2〉 onto 〈v i−2
2
, v0〉 for each even i ∈ {4, . . . , 2(n− 1)− 2}, and
〈u((2n−1)(n−3)+2(n−1))(n−3)+i, vn, vn+2〉 onto 〈v0, vn, vn+2〉, then nΦ
m
m−1(nA
n
m) = (〈v0,
vn−1〉, nXm−1)
∨
(〈vn−1, v0〉, nXm−1)
∨
(〈v0, vn−2〉, nXm−1)
∨
(〈vn−2, v0〉, nXm−1)
n−3∨
i=1
((〈v0, vi〉, nXm−1)
∨
(〈vi, v0〉, nXm−1))
∨
nA
n
m−1, and so by the claim, nΦ
m
0 (nA
n
m) =
nΦ
m−1
0 (nΦ
m
m−1(nA
n
m)) = nΦ
m−1
0 ((〈v0, vn−1〉, nXm−1))
∨
nΦ
m−1
0 ((〈vn−1, v0〉, nXm−1))
∨
nΦ
m−1
0 ((〈v0, vn−2〉, nXm−1))
∨
nΦ
m−1
0 ((〈vn−2, v0〉, nXm−1))
n−3∨
i=1
(nΦ
m−1
0 ((〈v0, vi〉, nXm−1))
∨
nΦ
m−1
0 ((〈vi, v0〉, nXm−1)))
∨
nΦ
m−1
0 (nA
n
m−1) = 〈x
n−1
0 , x
n−1
1 , . . . , x
n−1
kn−1−1
〉
∨
〈xn−1kn−1−1,
xn−1kn−1−2, . . . , x
n−1
0 〉
∨
〈xn−20 , x
n−2
1 , . . . , x
n−2
kn−2
〉
∨
〈xn−2kn−2 , x
n−2
kn−2−1
, . . . , xn−20 〉
n−3∨
i=1
(〈xi0, x
i
1,
. . . , xiki〉
∨
〈xiki , x
i
ki−1
, . . . , xi0〉)
∨
nΦ
m−1
0 (nA
n
m−1).
Let p : {1, . . . , n− 2} −→ {1, . . . , n− 2} be the bijection defined as p(i) = i + 1
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for each i ∈ {1, . . . , n− 3} and p(n− 2) = 1.
Let C = {〈v0, vn−1, v0, vn−2, v0, v1, v0, v2, v0, . . . , vn−3, v0, vn, v0, vn−3, v0, vn−4, v0,
. . . , v1, v0, vn−2, v0, vn−1, v0〉,〈v0, vn−1, v0, vpj(1), v0, vpj(2), v0, . . . , vpj(n−2), v0, vn, vn+2, vn,
v0, vpj(n−2), v0, vpj(n−3), v0, . . . , vpj(1), v0, vn−1, v0〉, 〈v0, vn−1, vn+1, vn−1, v0〉, 〈v0, vn−1, v0,
vn, v0, vn−1, v0〉, 〈v0, vn−1, v0, vn, vn+2, vn, v0, vn−1, v0〉 : j ∈ {1, . . . , n− 2}}.
Proposition 4.11. Let e ∈ C, k ∈ {1, 2, . . .}, and {x0, x1, . . . , xk} ⊆ V(nX0) so that
e = 〈x0, x1, . . . , xk〉. Then, 〈xk, xk−1, . . . , x0〉 = e.
Proof. If vn+1 ∈ e, then vn+1 is a vertex of symmetry for e. If vn+2 ∈ e, then vn+2 is
a vertex of symmetry for e. Otherwise, vn is a vertex of symmetry for e.
Proposition 4.12. Let m ≥ 3. Then, nΦ
m−1
0 (nA
i
m−1) = 〈v0, vn−1, v0, vn, v0, vn−1,
v0〉
∨
ei,m−11
∨
ei,m−12
∨
· · ·
∨
ei,m−1ki,m−1
∨
〈v0, vn−1, v0, vn−2, v0, v1, v0, v2, v0, . . . , vn−3, v0, vn,
vn+2〉 for some ki,m−1 ∈ {0, 1, . . .} for each i ∈ {1, . . . , n} \ {n − 2} and nΦ
m
0 (
nA
n−2
m ) = 〈v0, vn−1, v0, vn, v0, vn−1, v0〉
∨
en−2,m1
∨
en−2,m2
∨
· · ·
∨
en−2,mkn−2,m
∨
〈v0, vn−1, v0,
vn−2, v0, v1, v0, v2, v0, . . . , vn−3, v0, vn, vn+2〉 for some kn−2,m ∈ {0, 1, . . .}, where e
i,m−1
k
∈ C for each k ∈ {1, . . . , ki,m−1} and each i ∈ {1, . . . , n} \ {n − 2} and e
n−2,m
k ∈ C
for each k ∈ {1, . . . , kn−2,m}.
Proof. By Proposition 4.10, nΦ
0
0(nA
i
0) = 〈v0, vi〉 for all i ∈ {1, . . . , n− 2}, nΦ
0
0(
nA
n−1
0 ) = 〈v0, vn−1, vn+1〉, nΦ
0
0(nA
n
0 ) = 〈v0, vn, vn+2〉; nΦ
1
0(nA
i
1) = 〈v0, vn−1, v0,
vpi−1(1), v0, vpi−1(2), v0, . . . , vpi−1(n−2), v0, vn, vn+2〉 for all i ∈ {1, . . . , n− 3}, nΦ
1
0(nA
n−2
1 )
= 〈v0, vn−1, vn+1〉, nΦ
1
0(nA
n−1
1 ) = 〈v0, vn−1, v0, vn, vn+2〉, nΦ
1
0(nA
n
1 ) = 〈v0, vn−1, v0,
vn−2, v0, v1, v0, v2, v0, . . . , vn−3, v0, vn, vn+2〉; nΦ
2
0(nA
i
2) = 〈v0, vn−1, v0, vn, v0, vn−1, v0〉
n−4∨
j=i−1
〈v0, vn−1, v0, vpj(1), v0, vpj(2), v0, . . . , vpj(n−2), v0, vn, vn+2, vn, v0, vpj(n−2), v0, vpj(n−3),
v0, . . . , vpj(1), v0, vn−1, v0〉
∨
〈v0, vn−1, vn+1, vn−1, v0〉
i−2∨
j=0
〈v0, vn−1, v0, vpj(1), v0, vpj(2), v0,
. . . , vpj(n−2), v0, vn, vn+2, vn, v0, vpj(n−2), v0, vpj(n−3), v0, . . . , vpj(1), v0, vn−1, v0〉
∨
〈v0, vn−1,
v0, vn−2, v0, v1, v0, v2, v0, . . . , vn−3, v0, vn, vn+2〉 for all i ∈ {1, . . . , n− 3}, nΦ
2
0(nA
n−2
2 ) =
〈v0, vn−1, v0, vn, vn+2〉, nΦ
2
0(nA
n−1
2 ) = 〈v0, vn−1, v0, vn, v0, vn−1, v0〉
∨
〈v0, vn−1, v0, vn−2,
v0, v1, v0, v2, v0, . . . , vn−3, v0, vn, vn+2〉, nΦ
2
0(nA
n
2 ) = 〈v0, vn−1, v0, vn, v0, vn−1, v0〉
∨
〈v0,
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vn−1, vn+1, vn−1, v0〉
n−3∨
i=1
〈v0, vn−1, v0, vpi−1(1), v0, vpi−1(2), v0, . . . , vpi−1(n−2), v0, vn, vn+2, vn,
v0, vpi−1(n−2), v0, vpi−1(n−3), v0, . . . , vpi−1(1), v0, vn−1, v0〉
∨
〈v0, vn−1, v0, vn−2, v0, v1, v0, v2,
v0, . . . , vn−3, v0, vn, vn+2〉; nΦ
3
0(nA
n−2
3 ) = 〈v0, vn−1, v0, vn, v0, vn−1, v0〉
∨
〈v0, vn−1, v0,
vn−2, v0, v1, v0, v2, v0, . . . , vn−3, v0, vn, vn+2〉. Thus, the claim is true for m = 3.
By Proposition 4.10 and Proposition 4.11, nΦ
3
0(nA
i
3) = 〈v0, vn−1, v0, vn, v0, vn−1,
v0〉
∨
en−1,21
∨
en−1,22
∨
· · ·
∨
en−1,2kn−1,2
∨
〈v0, vn−1, v0, vn−2, v0, v1, v0, v2, v0, . . . , vn−3, v0, vn〉
∨
〈vn, v0, vn−3, v0, vn−4, v0, . . . , v1, v0, vn−2, v0, vn−1, v0〉
∨
en−1,2kn−1,2
∨
en−1,2kn−1,2−1
∨
· · ·
∨
en−1,21
∨
〈v0, vn−1, v0, vn, v0, vn−1, v0〉
n−3∨
j=i
(〈v0, vn−1, v0, vn, v0, vn−1, v0〉
∨
ej,21
∨
ej,22
∨
· · ·
∨
ej,2kj,2∨
〈v0, vn−1, v0, vn−2, v0, v1, v0, v2, v0, . . . , vn−3, v0, vn, vn+2〉
∨
〈vn+2, vn, v0, vn−3, v0, vn−4,
v0, . . . , v1, v0, vn−2, v0, vn−1, v0〉
∨
ej,2kj,2
∨
ej,2kj,2−1
∨
· · ·
∨
ej,21
∨
〈v0, vn−1, v0, vn, v0, vn−1,
v0〉)
∨
〈v0, vn−1, v0, vn, vn+2, vn, v0, vn−1, v0〉
i−1∨
j=1
(〈v0, vn−1, v0, vn, v0, vn−1, v0〉
∨
ej,21
∨
ej,22
∨
· · ·
∨
ej,2kj,2
∨
〈v0, vn−1, v0, vn−2, v0, v1, v0, v2, v0, . . . , vn−3, v0, vn, vn+2〉
∨
〈vn+2, vn,
v0, vn−3, v0, vn−4, v0, . . . , v1, v0, vn−2, v0, vn−1, v0〉
∨
ej,2kj,2
∨
ej,2kj,2−1
∨
· · ·
∨
ej,21
∨
〈v0, vn−1,
v0, vn, v0, vn−1, v0〉)
∨
〈v0, vn−1, v0, vn, v0, vn−1, v0〉
∨
en,21
∨
en,22
∨
· · ·
∨
en,2kn,2
∨
〈v0, vn−1,
v0, vn−2, v0, v1, v0, v2, v0, . . . , vn−3, v0, vn, vn+2〉 = 〈v0, vn−1, v0, vn, v0, vn−1, v0〉
∨
en−1,21∨
en−1,22
∨
· · ·
∨
en−1,2kn−1,2
∨
〈v0, vn−1, v0, vn−2, v0, v1, v0, v2, v0, . . . , vn−3, v0, vn, v0, vn−3, v0,
vn−4, v0, . . . , v1, v0, vn−2, v0, vn−1, v0〉
∨
en−1,2kn−1,2
∨
en−1,2kn−1,2−1
∨
· · ·
∨
en−1,21
∨
〈v0, vn−1, v0,
vn, v0, vn−1, v0〉
n−3∨
j=i
(〈v0, vn−1, v0, vn, v0, vn−1, v0〉
∨
ej,21
∨
ej,22
∨
· · ·
∨
ej,2kj,2
∨
〈v0, vn−1, v0,
vn−2, v0, v1, v0, v2, v0, . . . , vn−3, v0, vn, vn+2, vn, v0, vn−3, v0, vn−4, v0, . . . , v1, v0, vn−2, v0,
vn−1, v0〉
∨
ej,2kj,2
∨
ej,2kj,2−1
∨
· · ·
∨
ej,21
∨
〈v0, vn−1, v0, vn, v0, vn−1, v0〉)
∨
〈v0, vn−1, v0, vn,
vn+2, vn, v0, vn−1, v0〉
i−1∨
j=1
(〈v0, vn−1, v0, vn, v0, vn−1, v0〉
∨
ej,21
∨
ej,22
∨
· · ·
∨
ej,2kj,2
∨
〈v0,
vn−1, v0, vn−2, v0, v1, v0, v2, v0, . . . , vn−3, v0, vn, vn+2, vn, v0, vn−3, v0, vn−4, v0, . . . , v1, v0,
vn−2, v0, vn−1, v0〉
∨
ej,2kj,2
∨
ej,2kj,2−1
∨
· · ·
∨
ej,21
∨
〈v0, vn−1, v0, vn, v0, vn−1, v0〉
∨
〈v0, vn−1,
v0, vn, v0, vn−1, v0〉
∨
en,21
∨
en,22
∨
· · ·
∨
en,2kn,2
∨
〈v0, vn−1, v0, vn−2, v0, v1, v0, v2, v0, . . . ,
vn−3, v0, vn, vn+2〉 for all i ∈ {1, . . . , n− 3}, nΦ
3
0(nA
n−1
3 ) = 〈v0, vn−1, v0, vn, v0, vn−1,
v0〉
∨
en−1,21
∨
en−1,22
∨
· · ·
∨
en−1,2kn−1,2
∨
〈v0, vn−1, v0, vn−2, v0, v1, v0, v2, v0, . . . , vn−3, v0,
vn〉
∨
〈vn, v0, vn−3, v0, vn−4, v0, . . . , v1, v0, vn−2, v0, vn−1, v0〉
∨
en−1,2kn−1,2
∨
en−1,2kn−1,2−1
∨
· · ·
∨
en−1,21
∨
〈v0, vn−1, v0, vn, v0, vn−1, v0〉
∨
〈v0, vn−1, v0, vn, v0, vn−1, v0〉
∨
en,21
∨
en,22
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∨
· · ·
∨
en,2kn,2
∨
〈v0, vn−1, v0, vn−2, v0, v1, v0, v2, v0, . . . , vn−3, v0, vn, vn+2〉 = 〈v0, vn−1, v0,
vn, v0, vn−1, v0〉
∨
en−1,21
∨
en−1,22
∨
· · ·
∨
en−1,2kn−1,2
∨
〈v0, vn−1, v0, vn−2, v0, v1, v0, v2, v0, . . . ,
vn−3, v0, vn, v0, vn−3, v0, vn−4, v0, . . . , v1, v0, vn−2, v0, vn−1, v0〉
∨
en−1,2kn−1,2
∨
en−1,2kn−1,2−1
∨
· · ·
∨
en−1,21
∨
〈v0, vn−1, v0, vn, v0, vn−1, v0〉)
∨
〈v0, vn−1, v0, vn, v0, vn−1, v0〉
∨
en,21
∨
en,22
∨
· · ·
∨
en,2kn,2
∨
〈v0, vn−1, v0, vn−2, v0, v1, v0, v2, v0, . . . , vn−3, v0, vn, vn+2〉, nΦ
3
0(nA
n
3 ) = 〈v0,
vn−1, v0, vn, v0, vn−1, v0〉
∨
en−1,21
∨
en−1,22
∨
· · ·
∨
en−1,2kn−1,2
∨
〈v0, vn−1, v0, vn−2, v0, v1, v0,
v2, v0, . . . , vn−3, v0, vn〉
∨
〈vn, v0, vn−3, v0, vn−4, v0, . . . , v1, v0, vn−2, v0, vn−1, v0〉
∨
en−1,2kn−1,2∨
en−1,2kn−1,2−1
∨
· · ·
∨
en−1,21
∨
〈v0, vn−1, v0, vn, v0, vn−1, v0〉
∨
〈v0, vn−1, v0, vn, vn+2, vn, v0,
vn−1, v0〉
n−3∨
i=i
(〈v0, vn−1, v0, vn, v0, vn−1, v0〉
∨
ei,21
∨
ei,22
∨
· · ·
∨
ei,2ki,2
∨
〈v0, vn−1, v0, vn−2,
v0, v1, v0, v2, v0, . . . , vn−3, v0, vn, vn+2〉
∨
〈vn+2, vn, v0, vn−3, v0, vn−4, v0, . . . , v1, v0, vn−2,
v0, vn−1, v0〉
∨
ei,2ki,2
∨
ei,2ki,2−1
∨
· · ·
∨
ei,21
∨
〈v0, vn−1, v0, vn, v0, vn−1, v0〉)
∨
〈v0, vn−1,
v0, vn, v0, vn−1, v0〉
∨
en,21
∨
en,22
∨
· · ·
∨
en,2kn,2
∨
〈v0, vn−1, v0, vn−2, v0, v1, v0, v2, v0, . . . ,
vn−3, v0, vn, vn+2〉 = 〈v0, vn−1, v0, vn, v0, vn−1, v0〉
∨
en−1,21
∨
en−1,22
∨
· · ·
∨
en−1,2kn−1,2
∨
〈v0,
vn−1, v0, vn−2, v0, v1, v0, v2, v0, . . . , vn−3, v0, vn, v0, vn−3, v0, vn−4, v0, . . . , v1, v0, vn−2, v0,
vn−1, v0〉
∨
en−1,2kn−1,2
∨
en−1,2kn−1,2−1
∨
· · ·
∨
en−1,21
∨
〈v0, vn−1, v0, vn, v0, vn−1, v0〉
∨
〈v0, vn−1,
v0, vn, vn+2, vn, v0, vn−1, v0〉
n−3∨
i=1
(〈v0, vn−1, v0, vn, v0, vn−1, v0〉
∨
ei,21
∨
ei,22
∨
· · ·
∨
ei,2ki,2
∨
〈v0, vn−1, v0, vn−2, v0, v1, v0, v2, v0 , . . . , vn−3, v0 , vn, vn+2, vn, v0, vn−3, v0, vn−4, v0 , . . . ,
v1, v0, vn−2, v0, vn−1, v0〉
∨
ei,2ki,2
∨
ei,2ki,2−1
∨
· · ·
∨
ei,21
∨
〈v0, vn−1, v0, vn, v0, vn−1, v0〉)
∨
〈v0, vn−1, v0, vn, v0, vn−1, v0〉
∨
en,21
∨
en,22
∨
· · ·
∨
en,2kn,2
∨
〈v0, vn−1, v0, vn−2, v0, v1, v0,
v2, v0, . . . , vn−3, v0, vn, vn+2〉; nΦ
4
0(nA
n−2
4 ) = nΦ
3
0(nA
n−1
3 ). Thus, the claim is true
for m = 4.
Let m ≥ 4 and suppose the claim is true for all m˜ ∈ {3, . . . , m}. By Proposition
4.10 and Proposition 4.11, nΦ
m
0 (nA
i
m) = 〈v0, vn−1, v0, vn, v0, vn−1, v0〉
∨
en−1,m−11
∨
en−1,m−12
∨
· · ·
∨
en−1,m−1kn−1,m−1
∨
〈v0, vn−1, v0, vn−2, v0, v1, v0, v2, v0, . . . , vn−3, v0, vn〉
∨
〈vn, v0,
vn−3, v0, vn−4, v0, . . . , v1, v0, vn−2, v0, vn−1, v0〉
∨
en−1,m−1kn−1,m−1
∨
en−1,m−1kn−1,m−1−1
∨
· · ·
∨
en−1,m−11
∨
〈v0, vn−1, v0, vn, v0, vn−1, v0〉
n−3∨
j=0
(〈v0, vn−1, v0, vn, v0, vn−1, v0〉
∨
ei+j mod n−2,m−11
∨
ei+j mod n−2,m−12
∨
· · ·
∨
ei+j mod n−2,m−1ki+j mod n−2,m−1
∨
〈v0, vn−1, v0, vn−2, v0, v1, v0, v2, v0, . . . , vn−3, v0,
vn, vn+2〉
∨
〈vn+2, vn, v0, vn−3, v0, vn−4, v0, . . . , v1, v0, vn−2, v0, vn−1, v0〉
∨
ei+j mod n−2,m−1ki+j mod n−2,m−1
34
Texas Tech University, C.T. Kennaugh, May 2009
∨
ei+j mod n−2,m−1ki+j mod n−2,m−1−1
∨
· · ·
∨
ei+j mod n−2,m−11
∨
〈v0, vn−1, v0, vn, v0, vn−1, v0〉)
∨
〈v0, vn−1,
v0, vn, v0, vn−1, v0〉
∨
en,m−11
∨
en,m−12
∨
· · ·
∨
en,m−1kn,m−1
∨
〈v0, vn−1, v0, vn−2, v0, v1, v0, v2, v0,
. . . , vn−3, v0, vn, vn+2〉 = 〈v0, vn−1, v0, vn, v0, vn−1, v0〉
∨
en−1,m−11
∨
en−1,m−12
∨
· · ·
∨
en−1,m−1kn−1,m−1
∨
〈v0, vn−1, v0, vn−2, v0, v1, v0, v2, v0, . . . , vn−3, v0, vn, v0, vn−3, v0, vn−4, v0, . . . ,
v1, v0, vn−2, v0, vn−1, v0〉
∨
en−1,m−1kn−1,m−1
∨
en−1,m−1kn−1,m−1−1
∨
· · ·
∨
en−1,m−11
∨
〈v0, vn−1, v0, vn,
v0, vn−1, v0〉
n−3∨
j=0
(〈v0, vn−1, v0, vn, v0, vn−1, v0〉
∨
ei+j mod n−2,m−11
∨
ei+j mod n−2,m−12
∨
· · ·
∨
ei+j mod n−2,m−1ki+j mod n−2,m−1
∨
〈v0, vn−1, v0, vn−2, v0, v1, v0, v2, v0, . . . , vn−3, v0, vn, vn+2, vn, v0, vn−3,
v0, vn−4, v0, . . . , v1,v0, vn−2, v0, vn−1, v0〉
∨
ei+j mod n−2,m−1ki+j mod n−2,m−1
∨
ei+j mod n−2,m−1ki+j mod n−2,m−1−1
∨
· · ·
∨
ei+j mod n−2,m−11
∨
〈v0, vn−1, v0, vn, v0, vn−1, v0〉)
∨
〈v0, vn−1, v0, vn, v0, vn−1, v0〉
∨
en,m−11∨
en,m−12
∨
· · ·
∨
en,m−1kn,m−1
∨
〈v0, vn−1, v0, vn−2, v0, v1, v0, v2, v0, . . . , vn−3, v0, vn, vn+2〉 for
all i ∈ {1, . . . , n− 3}, nΦ
m
0 (nA
n−1
m ) = 〈v0, vn−1, v0, vn, v0, vn−1, v0〉
∨
en−1,m−11
∨
en−1,m−12
∨
· · ·
∨
en−1,m−1kn−1,m−1
∨
〈v0, vn−1, v0, vn−2, v0, v1, v0, v2, v0, . . . , vn−3, v0, vn〉
∨
〈vn, v0,
vn−3, v0, vn−4, v0, . . . , v1, v0, vn−2, v0, vn−1, v0〉
∨
en−1,m−1kn−1,m−1
∨
en−1,m−1kn−1,m−1−1
∨
· · ·
∨
en−1,m−11∨
〈v0, vn−1, v0, vn, v0, vn−1, v0〉
∨
〈v0, vn−1, v0, vn, v0, vn−1, v0〉
∨
en,m−11
∨
en,m−12
∨
· · ·
∨
en,m−1kn,m−1
∨
〈v0, vn−1, v0, vn−2, v0, v1, v0, v2, v0, . . . , vn−3, v0, vn, vn+2〉 = 〈v0, vn−1, v0, vn,
v0, vn−1, v0〉
∨
en−1,m−11
∨
en−1,m−12
∨
· · ·
∨
en−1,m−1kn−1,m−1
∨
〈v0, vn−1, v0, vn−2, v0, v1, v0, v2, v0,
. . . , vn−3, v0, vn, v0, vn−3, v0, vn−4, v0, . . . , v1, v0, vn−2, v0, vn−1, v0〉
∨
en−1,m−1kn−1,m−1
∨
en−1,m−1kn−1,m−1−1∨
· · ·
∨
en−1,m−11
∨
〈v0, vn−1, v0, vn, v0, vn−1, v0〉)
∨
〈v0, vn−1, v0, vn, v0, vn−1, v0〉
∨
en,m−11∨
en,m−12
∨
· · ·
∨
en,m−1kn,m−1
∨
〈v0, vn−1, v0, vn−2, v0, v1, v0, v2, v0, . . . , vn−3, v0, vn, vn+2〉,
nΦ
m
0 (nA
n
m) = 〈v0, vn−1, v0, vn, v0, vn−1, v0〉
∨
en−1,m−11
∨
en−1,m−12
∨
· · ·
∨
en−1,m−1kn−1,m−1
∨
〈v0, vn−1, v0, vn−2, v0, v1, v0, v2, v0, . . . , vn−3, v0, vn〉
∨
〈vn, v0, vn−3, v0, vn−4, v0, . . . , v1, v0
, vn−2, v0, vn−1, v0〉
∨
en−1,m−1kn−1,m−1
∨
en−1,m−1kn−1,m−1−1
∨
· · ·
∨
en−1,m−11
∨
〈v0, vn−1, v0, vn, v0, vn−1,
v0〉
∨
〈v0, vn−1, v0, vn, v0, vn−1, v0〉
∨
en−2,m−11
∨
en−2,m−12
∨
· · ·
∨
en−2,m−1kn−2,m−1
∨
〈v0, vn−1,
v0, vn−2, v0, v1, v0, v2, v0, . . . , vn−3, v0, vn, vn+2〉
∨
〈vn+2, vn, v0, vn−3, v0, vn−4, v0, . . . ,
v1, v0, vn−2, v0, vn−1, v0〉
∨
en−2,m−1kn−2,m−1
∨
en−2,m−1kn−2,m−1−1
∨
· · ·
∨
en−2,m−11
∨
〈v0, vn−1, v0, vn,
v0, vn−1, v0〉
n−3∨
i=i
(〈v0, vn−1, v0, vn, v0, vn−1, v0〉
∨
ei,m−11
∨
ei,m−12
∨
· · ·
∨
ei,m−1ki,m−1
∨
〈v0,
vn−1, v0, vn−2, v0, v1, v0, v2, v0, . . . , vn−3, v0, vn, vn+2〉
∨
〈vn+2, vn, v0, vn−3, v0, vn−4, v0, . . . ,
v1, v0, vn−2, v0, vn−1, v0〉
∨
ei,m−1ki,m−1
∨
ei,m−1ki,m−1−1
∨
· · ·
∨
ei,m−11
∨
〈v0, vn−1, v0, vn, v0, vn−1,
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v0〉)
∨
〈v0, vn−1, v0, vn, v0, vn−1, v0〉
∨
en,m−11
∨
en,m−12
∨
· · ·
∨
en,m−1kn,m−1
∨
〈v0, vn−1, v0,
vn−2, v0, v1, v0, v2, v0, . . . , vn−3, v0, vn, vn+2〉= 〈v0, vn−1, v0, vn, v0, vn−1, v0〉
∨
en−1,m−11
∨
en−1,m−12
∨
· · ·
∨
en−1,m−1kn−1,m−1
∨
〈v0, vn−1, v0, vn−2, v0, v1, v0, v2, v0, . . . , vn−3, v0, vn, v0, vn−3,
v0, vn−4, v0, . . . , v1, v0, vn−2, v0, vn−1, v0〉
∨
en−1,m−1kn−1,m−1
∨
en−1,m−1kn−1,m−1−1
∨
· · ·
∨
en−1,m−11
∨
〈v0,
vn−1, v0, vn, v0, vn−1, v0〉
∨
〈v0, vn−1, v0, vn, v0, vn−1, v0〉
∨
en−2,m−11
∨
en−2,m−12
∨
· · ·
∨
en−2,m−1kn−2,m−1
∨
〈v0, vn−1, v0, vn−2, v0, v1, v0, v2, v0, . . . , vn−3, v0, vn, vn+2, vn, v0, vn−3, v0, vn−4,
v0, . . . , v1, v0, vn−2, v0, vn−1, v0〉
∨
en−2,m−1kn−2,m−1
∨
en−2,m−1kn−2,m−1−1
∨
· · ·
∨
en−2,m−11
∨
〈v0, vn−1,
v0, vn, v0, vn−1, v0〉
n−3∨
i=1
(〈v0, vn−1, v0, vn, v0, vn−1, v0〉
∨
ei,m−11
∨
ei,m−12
∨
· · ·
∨
ei,m−1ki,m−1
∨
〈v0,
vn−1, v0, vn−2, v0, v1, v0, v2, v0, . . . , vn−3, v0, vn, vn+2, vn, v0, vn−3, v0, vn−4, v0, . . . , v1, v0,
vn−2, v0, vn−1, v0〉
∨
ei,m−1ki,m−1
∨
ei,m−1ki,m−1−1
∨
· · ·
∨
ei,m−11
∨
〈v0, vn−1, v0, vn, v0, vn−1, v0〉)
∨
〈v0, vn−1, v0, vn, v0, vn−1, v0〉
∨
en,m−11
∨
en,m−12
∨
· · ·
∨
en,m−1kn,m−1
∨
〈v0, vn−1, v0, vn−2, v0,
v1, v0, v2, v0, . . . , vn−3, v0, vn, vn+2〉; nΦ
m+1
0 (nA
n−2
m+1) = nΦ
m
0 (nA
n−1
m ), and so the claim
holds by induction.
4.3 Factoring
In this section, the complexity of nK is addressed by resolving whether or not it
is simpler (Proposition 4.20). Were it to be, in keeping with the strategy by Minc, a
contradiction to a factoring such as given by Theorem 3.3 is obtained. In line with
what was developed in [15], a certain factoring allowing for control of the complexity
of the dual system is deduced, through properties of the bonding map, when given
a factoring in general. In particular, a factoring such that the dual of the simpler
object through which the bonding map is being factored remains simpler, deduced,
here, from the more general factoring in which branch point of the simpler object
goes to branch point. For nK, the symmetry of the bonding maps described in the
previous section (Proposition 4.12) facilitates this with Propositons 4.16 and 4.17.
The argument of [15] is then further adapted, with the conditions of Minc’s program
being satisfied as established in the previous section, to allow for a “shortening” and
“lifting” of such a factoring after passing to the dual (Proposition 4.18), showing
that a factoring cannot occur (Proposition 4.19), provided that certain induction
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conditions are preserved and that the defining bonding map (nφ) cannot be factored.
For Propositions 4.13 through 4.17, let m ≥ 2, n˜ ∈ {1, . . . , n− 1}, and T be a
simple-n˜-od. Let S1, S2, . . . , Sn˜ be n˜ arcs so that
n˜⋃
i=1
Si = T and Si
⋂
Sj = {s0} for
each distinct i, j ∈ {1, . . . , n˜}, and so s0 is an endpoint of S
i for each i ∈ {1, . . . , n˜}.
Define T as a graph with subgraph Si = 〈s0, s
i
1, . . . , s
i
ki
〉 for some ki ∈ {1, 2, . . .} for
each i ∈ {1, . . . , n˜}. Suppose α : nXm −→ T and β : T −→ nX0 are simplicial maps
so that α is surjective, β ◦ α = nΦ
m
0 , and β(s0) = v0. Let nA
i
m = 〈x
i
0, x
i
1, . . . , x
i
ℓi
〉 for
some ℓi ∈ {1, 2, . . .} for each i ∈ {1, . . . , n} where x
i
0 = v0 for all i ∈ {1, . . . , n}.
In the case of the existence of distinct x, y, z ∈ V(nXm) so that x and y are
adjacent, y and z are adjacent, α(y) = s0, nΦ
m
0 (z) 6= vn−1, and nΦ
m
0 (x) = vn, Propo-
sitions 4.13 through 4.15 show that for all vertices of nXm mapped by α to s0 a
certain uniqueness applies in describing how they are “locally” mapped by nΦ
m
0 . This
uniqueness ensures certain instances, in which the above case holds, do not prevent
the “controllable” factoring arranged in Proposition 4.16 from being established as
well-defined.
Proposition 4.13. Let i ∈ {1, . . . , n}, r ∈ {0, . . . , ℓi}, and j ∈ {1, . . . , n− 2} so that
nΦ
m
0 (〈x
i
r+1, x
i
r+2, . . . , x
i
r+2(n−2)〉) = 〈vpj(1), v0, vpj(2), v0, . . . , vpj(n−2), v0〉, α(〈x
i
r+1, x
i
r+2,
. . . , xir+t〉) = 〈s
ıˆ
t−1, s
ıˆ
t−2, . . . , s
ıˆ
1, s0〉 for some even t ∈ {2, . . . , 2(n− 2)} and for some
ıˆ ∈ {1, . . . , n˜}, and {vn, vpj( t˜
2
)
: t˜ is even and t˜ ∈ {t, . . . , 2(n− 2)}} ⊆ {β(sδ1) : δ ∈ {1,
. . . , n˜}}. Then,
i) there exists r′ ∈ {0, . . . , ℓi} so that r
′ < r, nΦ
m
0 (〈x
i
r′+1, x
i
r′+2, . . . , x
i
r′+2(n−2)〉) =
〈vpj(1), v0, vpj(2), v0, . . . , vpj(n−2), v0〉, α(〈x
i
r′+1, x
i
r′+2, . . . , x
i
r′+t′〉)=〈s
ıˆ′
t′−1, s
ıˆ′
t′−2, . . . , s
ıˆ′
1 , s0〉
for some even t′ ∈ {2, . . . , 2(n− 2)} and for some ıˆ′ ∈ {1, . . . , n˜}, and {vn, vpj( t˜
2
)
:
t˜ is even and t˜ ∈ {t′, . . . , 2(n− 2)}} ⊆ {β(sδ1) : δ ∈ {1, . . . , n˜}}, or
ii) there exists r′ ∈ {0, . . . , ℓi} so that r
′ < r, nΦ
m
0 (〈x
i
r′+1, x
i
r′+2, . . . , x
i
r′+4(n−2)+5〉)=
〈vpj(1), v0, vpj(2), v0, . . . , vpj(n−2), v0, vn, vn+2, vn, v0, vpj(n−2), v0, vpj(n−3), v0, . . . , vpj(1), v0,
vn−1〉 (or nΦ
m
0 (〈x
i
r′+1, x
i
r′+2, . . . , x
i
r′+4(n−2)+3〉) = 〈vn−2, v0, v1, v0, v2, v0, . . . , vn−3, v0, vn,
v0, vn−3, v0, vn−4, v0, . . . , v1, v0, vn−2, v0, vn−1〉), α(〈x
i
r′+4(n−2)+5−(t+1), x
i
r′+4(n−2)+5−t, . . . ,
xir′+4(n−2)+5〉)=〈s0, s
ıˆ
1, . . . , s
ıˆ
t+1〉 (or α(〈x
i
r′+4(n−2)+3−(t+1), x
i
r′+4(n−2)+3−t, . . ., x
i
r′+4(n−2)+3
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〉) = 〈s0, s
ıˆ
1, . . . , s
ıˆ
t+1〉), and α(〈x
i
0, x
i
1, . . . , x
i
r′+2(n−2)+1〉) ⊆ S
ıˆ′ where ıˆ′ ∈ {1, . . . , n˜} so
that α(xir′+1) ∈ S
ıˆ′ or
iii) α(〈xi0, x
i
1, . . . , x
i
r〉) ⊆ S
ıˆ.
Proof. Suppose α(〈xi0, x
i
1, . . . , x
i
r〉) 6⊆ S
ıˆ. By Proposition 4.12, nΦ
m
0 (〈x
i
r−1, x
i
r〉) =
〈vn−1, v0〉. If t = 2, then |{vn, vpj( t˜
2
)
: t˜ is even and t˜ ∈ {t, . . . , 2(n− 2)}}| = n˜.
Hence, α(〈xir−1, x
i
r〉) = 〈s
iˆ
t+1, s
iˆ
t〉. Then, by Proposition 4.12, there exists r˜
′ < r so that
nΦ
m
0 (〈x
i
r˜′+1, x
i
r˜′+2, . . . , x
i
r˜′+4(n−2)+5〉) = 〈vpj(1), v0, vpj(2), v0, . . . , vpj(n−2), v0, vn, vn+2, vn,
v0, vpj(n−2), v0, vpj(n−3), v0, . . . , vpj(1), v0, vn−1〉 (or nΦ
m
0 (〈x
i
r˜′+1, x
i
r˜′+2, . . . , x
i
r˜′+4(n−2)+3〉)
= 〈vn−2, v0, v1, v0, v2, v0, . . . , vn−3, v0, vn, v0, vn−3, v0, vn−4, v0, . . . , v1, v0, vn−2, v0, vn−1〉)
and α(〈xir˜′+4(n−2)+5−(t+1), x
i
r˜′+4(n−2)+5−t, . . . , x
i
r˜′+4(n−2)+5〉) = 〈s0, s
ıˆ
1, . . . , s
ıˆ
t+1〉 (or α(
〈xir˜′+4(n−2)+3−(t+1), x
i
r˜′+4(n−2)+3−t, . . . , x
i
r˜′+4(n−2)+3〉) = 〈s0, s
ıˆ
1, . . . , s
ıˆ
t+1〉).
Let ˜ˆı′ ∈ {1, . . . , n˜} so that α(xir˜′+1) ∈ S
˜ˆı′ .
Case 1: α(xir˜′+2(n−2)+1) ∈ S
˜ˆı′ .
Then, there exists an even t˜′ ∈ {t, . . . , 2(n− 2)} so that α(xi
r˜′+4(n−2)+5−(t˜′+2)
) = s
˜ˆı′
1
(or α(xi
r˜′+4(n−2)+3−(t˜′+2)
) = s
˜ˆı′
1 ). If α(〈x
i
0, x
i
1, . . . , x
i
r˜′〉) ⊆ S
˜ˆı′, then conclusion (ii) holds
with r′ = r˜′ and ıˆ′ = ˜ˆı′. Suppose otherwise. By Proposition 4.12 there exists r′ < r˜′
so that nΦ
m
0 (〈x
i
r′+1, x
i
r′+2, . . . , x
i
r′+2(n−2)+1〉) = 〈vpj(1), v0, vpj(2), v0, . . . , vpj(n−2), v0, vn〉
and α(〈xi
r′+t˜′
, xi
r′+t˜′+1
〉) = 〈s0, s
˜ˆı′
1 〉. Let ıˆ
′ ∈ {1, . . . , n˜} so that α(xir′+1) ∈ S
ıˆ′ . Then,
there exists an even t′ ∈ {2, . . . , t˜′} so that α(〈xir′+1, x
i
r′+2, . . . , x
i
r′+t′〉) = 〈s
ıˆ′
t′−1, s
ıˆ′
t′−2,
. . . , sıˆ
′
1 , s0〉 and {α(x
i
r′+t˜+1
) : t˜ is even and t˜ ∈ {t′, . . . , t˜′}} ⊆ {sδ1 : δ ∈ {1, . . . , n˜}},
giving {v
pj( t˜
2
)
: t˜ is even and t˜ ∈ {t′, . . . , t˜′}} ⊆ {β(sδ1) : δ ∈ {1, . . . , n˜}}. Since t˜
′ ≥ t
and by hypothesis {vn, vpj( t˜
2
)
: t˜ is even and t˜ ∈ {t, . . . , 2(n− 2)}} ⊆ {β(sδ1) : δ ∈ {1,
. . . , n˜}}, then {vn, vpj( t˜
2
)
: t˜ is even and t˜ ∈ {t′, . . . , 2(n− 2)}} ⊆ {β(sδ1) : δ ∈ {1, . . . ,
n˜}}, and conclusion (i) is reached.
Case 2: α(xir˜′+2(n−2)+1) /∈ S
˜ˆı′ .
Then, there exists an even t′ ∈ {2, . . . , 2(n− 2)} so that α(〈xir˜′+1, x
i
r˜′+2, . . . ,
xir˜′+t′〉) = 〈s
˜ˆı′
t′−1, s
˜ˆı′
t′−2, . . . , s
˜ˆı′
1 s0〉. Let
˜ˆ˜ı′ ∈ {1, . . . , n˜} so that α(xir˜′+2(n−2)+1) ∈ S
˜˜
ıˆ′ .
Then, there exists an even t˜′ ∈ {max{t, t′}, . . . , 2(n−2)} so that α(〈xi
r˜′+t˜′
, xi
r˜′+t˜′+1
〉) =
〈s0, s
˜ˆ˜
ı′
1 〉 and {α(x
i
r˜′+t˜+1
) : t˜ is even and t˜ ∈ {t′, . . . , t˜′}} ⊆ {sδ1 : δ ∈ {1, . . . , n˜}}, giving
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{v
pj( t˜
2
)
: t˜ is even and t˜ ∈ {t′, . . . , t˜′}} ⊆ {β(sδ1) : δ ∈ {1, . . . , n˜}}. Since t˜
′ ≥ t and
by hypothesis {vn, vpj( t˜
2
)
: t˜ is even and t˜ ∈ {t, . . . , 2(n− 2)}} ⊆ {β(sδ1) : δ ∈ {1, . . . ,
n˜}}, then {vn, vpj( t˜
2
)
: t˜ is even and t˜ ∈ {t′, . . . , 2(n− 2)}} ⊆ {β(sδ1) : δ ∈ {1, . . . , n˜}},
and conclusion (i) holds with r′ = r˜′ and ıˆ′ = ˜ˆı′.
Proposition 4.14. Let x ∈ V(nXm) so that α(x) = s0. Suppose there exist i ∈
{1, . . . , n}, r ∈ {0, . . . , ℓi}, and j ∈ {1, . . . , n− 2} so that nΦ
m
0 (〈x
i
r+1, x
i
r+2, . . . ,
xir+2(n−2)〉) = 〈vpj(1), v0, vpj(2), v0, . . . , vpj(n−2), v0〉, α(〈x
i
r+1, x
i
r+2, . . . , x
i
r+t〉) = 〈s
ıˆ
t−1,
sıˆt−2, . . . , s
ıˆ
1, s0〉 for some even t ∈ {2, . . . , 2(n− 2)} and for some ıˆ ∈ {1, . . . , n˜}, and
{vn, vpj( t˜
2
)
: t˜ is even and t˜ ∈ {t, . . . , 2(n− 2)}} ⊆ {β(sδ1) : δ ∈ {1, . . . , n˜}}. Then,
there exist ı´ ∈ {1, . . . , n}, r´ ∈ {0, . . . , ℓı´}, and an even t´ ∈ {2, . . . , 2(n− 2)} so that
i) nΦ
m
0 (〈x
ı´
r´+1, x
ı´
r´+2, . . . , x
ı´
r´+2(n−2)〉) = 〈vpj(1), v0, vpj(2), v0, . . . , vpj(n−2), v0〉, x = x
ı´
r´+t´
,
and {vn, vpj( t˜
2
)
: t˜ is even and t˜ ∈ {t´, . . . , 2(n− 2)}} ⊆ {β(sδ1) : δ ∈ {1, . . . , n˜}}, or
ii) nΦ
m
0 (〈x
ı´
r´−1, x
ı´
r´−2, . . . , x
ı´
r´−2(n−2)〉)= 〈vpj(1), v0, vpj(2), v0, . . . , vpj(n−2), v0〉, x = x
ı´
r´−t´
,
and {vn, vpj( t˜
2
)
: t˜ is even and t˜ ∈ {t´, . . . , 2(n− 2)}} ⊆ {β(sδ1) : δ ∈ {1, . . . , n˜}}.
Proof. By Proposition 4.13, there exists r′ ∈ {0, . . . , ℓi} so that r
′ ≤ r, nΦ
m
0 (〈x
i
r′+1,
xir′+2, . . . , x
i
r′+2(n−2)〉) = 〈vpj(1), v0, vpj(2), v0, . . . , vpj(n−2), v0〉, α(〈x
i
r′+1, x
i
r′+2, . . . , x
i
r′+t′
〉) = 〈sıˆ
′
t′−1, s
ıˆ′
t′−2, . . . , s
ıˆ′
1 , s0〉 for some even t
′ ∈ {2, . . . , 2(n− 2)} and for some ıˆ′ ∈ {1,
. . . , n˜}, {vn, vpj( t˜
2
)
: t˜ is even and t˜ ∈ {t′, . . . , 2(n− 2)}} ⊆ {β(sδ1) : δ ∈ {1, . . . , n˜}},
and a) α(〈xi0, x
i
1, . . . , x
i
r′〉) ⊆ S
ıˆ′ or b) there exists r˜′ ∈ {0, . . . , ℓi} so that r˜
′ < r′,
nΦ
m
0 (〈x
i
r˜′+1, x
i
r˜′+2, . . . , x
i
r˜′+4(n−2)+5〉) = 〈vpj(1), v0, vpj(2), v0, . . . , vpj(n−2), v0, vn, vn+2, vn,
v0, vpj(n−2), v0, vpj(n−3), v0, . . . , vpj(1), v0, vn−1〉 (or nΦ
m
0 (〈x
i
r˜′+1, x
i
r˜′+2, . . . , x
i
r˜′+4(n−2)+3〉)
= 〈vn−2, v0, v1, v0, v2, v0, . . . , vn−3, v0, vn, v0, vn−3, v0, vn−4, v0, . . . , v1, v0, vn−2, v0, vn−1〉),
α(〈xir˜′+4(n−2)+5−(t′+1), x
i
r˜′+4(n−2)+5−t′ , . . . , x
i
r˜′+4(n−2)+5〉) = 〈s0, s
ıˆ′
1 , . . . , s
ıˆ′
t′+1〉 (or α(〈
xir˜′+4(n−2)+3−(t′+1), x
i
r˜′+4(n−2)+3−t′ , . . . , x
i
r˜′+4(n−2)+3〉) = 〈s0, s
ıˆ′
1 , . . . , s
ıˆ′
t′+1〉), and α(〈x
i
0,
xi1, . . . , x
i
r˜′+2(n−2)+1〉) ⊆ S
˜ˆı′ where ˜ˆı′ ∈ {1, . . . , n˜} so that α(xir˜′+1) ∈ S
˜ˆı′.
Let ı˘ ∈ {1, . . . , n} and r˘ ∈ {0, . . . , ℓı˘} so that α
−1({s0})
⋂
〈xı˘0, x
ı˘
1, . . . , x
ı˘
r˘〉 = {x
ı˘
r˘}.
If r˘ exists and (a) holds, then by the hypothesis and Proposition 4.12, conclusion (i)
of the claim holds for xı˘r˘ with ı´ = ı˘, r´ = r˘ − t
′, and t´ = t′. Suppose r˘ exists and (b)
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holds, and let t˜′ ∈ {2(n− 2) + 4, . . . , 4(n− 2) + 4− t′} (or t˜′ ∈ {2(n− 2) + 2, . . . ,
4(n− 2) + 2− t′}) so that α−1({s0})
⋂
〈xi0, x
i
1, . . . , x
i
r˜′+t˜′
〉 = {xi
r˜′+t˜′
}. Then by the
hypothesis and Proposition 4.12, conclusion (ii) of the claim holds for xı˘r˘ with ı´ = ı˘,
r´ = r˘ + 4(n− 2) + 4− t˜′ (or r´ = r˘ + 4(n− 2) + 2− t˜′), and t´ = 4(n− 2) + 4− t˜′ (or
t´ = 4(n− 2) + 2− t˜′).
Suppose r˘ exists and let r˘θ ∈ {r˘ + 1, . . . , ℓı˘} so that the claim holds for all x ∈
{xı˘r˜ : r˜ ∈ {0, . . . , r˘θ − 1} and α(x
ı˘
r˜) = s0} and α(x
ı˘
r˘θ
) = s0. By Proposition 4.12,
α(xı˘r˘θ−1) = s
ıˆ−
1 for some ıˆ− ∈ {1, . . . , n˜} and α(x
ı˘
r˘θ+1
) = s
ıˆ+
1 for some ıˆ+ ∈ {1, . . . , n˜}.
Case i: α(xı˘r˘θ−2) = s0.
By the induction hypothesis, there exist r´0 ∈ {0, . . . , ℓı˘} and an even t´0 ∈ {2, . . . ,
2(n− 2)} so that
1) nΦ
m
0 (〈x
ı˘
r´0+1
, xı˘r´0+2, . . . , x
ı˘
r´0+2(n−2)
〉) = 〈vpj(1), v0, vpj(2), v0, . . . , vpj(n−2), v0〉, r˘θ −
2 = r´0 + t´0, and {vn, vpj( t˜
2
)
: t˜ is even and t˜ ∈ {t´0, . . . , 2(n− 2)}} ⊆ {β(s
δ
1) : δ ∈ {1,
. . . , n˜}}, or
2) nΦ
m
0 (〈x
ı˘
r´0−1
, xı˘r´0−2, . . . , x
ı˘
r´0−2(n−2)
〉) = 〈vpj(1), v0, vpj(2), v0, . . . , vpj(n−2), v0〉, r˘θ −
2 = r´0 − t´0, and {vn, vpj( t˜
2
)
: t˜ is even and t˜ ∈ {t´0, . . . , 2(n− 2)}} ⊆ {β(s
δ
1) : δ ∈ {1,
. . . , n˜}}.
Case i.a: Suppose (1) holds.
If t´0 ∈ {2, . . . , 2(n− 2)− 2}, then conclusion (i) of the claim holds for x
ı˘
r˘θ
with
ı´ = ı˘, r´ = r´0, and t´ = t´0 + 2. If t´0 = 2(n − 2), then by Proposition 4.12, conclusion
(ii) of the claim holds for xı˘r˘θ with ı´ = ı˘, r´ = r´0 + 4(n− 2) + 2, and t´ = 2(n− 2).
Case i.b: Suppose (2) holds.
If t´0 ∈ {4, . . . , 2(n− 2)}, then conclusion (ii) of the claim holds for x
ı˘
r˘θ
with ı´ = ı˘,
r´ = r´0, and t´ = t´0 − 2. If t´0 = 2, then |{vn, vpj( t˜
2
)
: t˜ is even and t˜ ∈ {t´0, . . . ,
2(n− 2)}}| = n˜, but β(s
ıˆ+
1 ) = vn−1, since by Proposition 4.12 nΦ
m
0 (x
ı˘
r˘θ+1
) = vn−1,
giving a contradiction.
Case ii: α(xı˘r˘θ−2) 6= s0.
Then, α(xı˘r˘θ−2) = s
ıˆ−
2 , and by the induction hypothesis, there exist r´0 ∈ {0, . . . ,
ℓı˘} and an even t´0 ∈ {2, . . . , 2(n− 2)} so that
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1) r´0 + t´0 < r˘θ, nΦ
m
0 (〈x
ı˘
r´0+1
, xı˘r´0+2, . . . , x
ı˘
r´0+2(n−2)
〉) = 〈vpj(1), v0, vpj(2), v0, . . . ,
vpj(n−2), v0〉, α(〈x
ı˘
r´0+t´0
, xı˘
r´0+t´0+1
, xı˘
r´0+t´0+2
〉) = 〈s0, s
ıˆ−
1 , s
ıˆ−
2 〉, and {vn, vpj( t˜
2
)
: t˜ is even
and t˜ ∈ {t´0, . . . , 2(n− 2)}} ⊆ {β(s
δ
1) : δ ∈ {1, . . . , n˜}}, or
2) r´0 − t´0 < r˘θ, nΦ
m
0 (〈x
ı˘
r´0−1
, xı˘r´0−2, . . . , x
ı˘
r´0−2(n−2)
〉) = 〈vpj(1), v0, vpj(2), v0, . . . ,
vpj(n−2), v0〉, α(〈x
ı˘
r´0−t´0
, xı˘
r´0−t´0+1
, xı˘
r´0−t´0+2
〉) = 〈s0, s
ıˆ−
1 , s
ıˆ−
2 〉, and {vn, vpj( t˜
2
)
: t˜ is even
and t˜ ∈ {t´0, . . . , 2(n− 2)}} ⊆ {β(s
δ
1) : δ ∈ {1, . . . , n˜}}.
Case ii.a: Suppose (1) holds.
By Proposition 4.12, conclusion (ii) of the claim holds for xı˘r˘θ with ı´ = ı˘, r´ = r˘θ+t´0,
and t´ = t´0.
Case ii.b: Suppose (2) holds.
By Proposition 4.12, conclusion (i) of the claim holds for xı˘r˘θ with ı´ = ı˘, r´ = r˘θ− t´0,
and t´ = t´0.
Thus, the claim follows by induction.
Proposition 4.15. Let distinct x, y, z ∈ V(nXm) be so that x and y are adjacent,
y and z are adjacent, α(y) = s0, nΦ
m
0 (z) 6= vn−1, and nΦ
m
0 (x) = vn. Then,
i) there exist i ∈ {1, . . . , n}, r ∈ {0, . . . , ℓi}, and j ∈ {1, . . . , n− 2} so that
nΦ
m
0 (〈x
i
r+1, x
i
r+2, . . . , x
i
r+2(n−2)〉) = 〈vpj(1), v0, vpj(2), v0, . . . , vpj(n−2), v0〉, α(〈x
i
r+1, x
i
r+2,
. . . , xir+t〉) = 〈s
ıˆ
t−1, s
ıˆ
t−2, . . . , s
ıˆ
1, s0〉 for some even t ∈ {2, . . . , 2(n− 2)} and for some
ıˆ ∈ {1, . . . , n˜}, and {vn, vpj( t˜
2
)
: t˜ is even and t˜ ∈ {t, . . . , 2(n− 2)}} ⊆ {β(sδ1) : δ ∈ {1,
. . . , n˜}}, or
ii) there exists j ∈ {1, . . . , n− 2} so that if x˜ ∈ V(nXm) and α(x˜) = s0, then there
exist i ∈ {1, . . . , n} and r ∈ {0, . . . , ℓi} so that nΦ
m
0 (〈x
i
r−1, x
i
r−2, . . . , x
i
r−2(n−2)〉) =
〈vpj(1), v0, vpj(2), v0, . . . , vpj(n−2), v0〉, x˜ = x
i
r−t for some even t ∈ {2, . . . , 2(n− 2)},
and {vn, vpj( t˜
2
)
: t˜ is even and t˜ ∈ {t, . . . , 2(n− 2)}} ⊆ {β(sδ1) : δ ∈ {1, . . . , n˜}}.
Proof. By Proposition 4.12, there exist i′ ∈ {1, . . . , n} and r′ ∈ {0, . . . , ℓi′} so that
for some j ∈ {1, . . . , n− 2},
a) nΦ
m
0 (〈x
i′
r′+1, x
i′
r′+2, . . . , x
i′
r′+2(n−2)〉) = 〈vpj(1), v0, vpj(2), v0, . . . , vpj(n−2), v0〉 and 〈x,
y, z〉 = 〈xi
′
r′+2(n−2)+1 , x
i′
r′+2(n−2), x
i′
r′+2(n−2)−1〉, or
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b) nΦ
m
0 (〈x
i′
r′−1, x
i′
r′−2, . . . , x
i′
r′−2(n−2)〉) = 〈vpj(1), v0, vpj(2), v0, . . . , vpj(n−2), v0〉 and 〈x,
y, z〉 = 〈xi
′
r′−2(n−2)−1 , x
i′
r′−2(n−2), x
i′
r′−2(n−2)+1〉.
If (a) holds, then there exist an even t ∈ {2, . . . , 2(n− 2)} and ıˆ ∈ {1, . . . , n˜} so
that the conditions of conclusion (i) are satisfied with r = r′ and i = i′. Suppose (b) is
the case, and let ıˆ′ ∈ {1, . . . , n˜} be so that α(x) = sıˆ
′
1 . If α(〈x
i′
0 , x
i′
1 , . . . , x
i′
r′−2(n−2)−1〉) 6⊆
S ıˆ
′
, then by Proposition 4.12, there exist r ∈ {0, . . . , r′ − 4(n− 2)− 4} (or r ∈ {0,
. . . , r′ − 4(n− 2)− 2}), an even t ∈ {2, . . . , 2(n− 2)}, and ıˆ ∈ {1, . . . , n˜} so that
the conditions of conclusion (i) are satisfied with i = i′. Suppose α(〈xi
′
0 , x
i′
1 , . . . ,
xi
′
r′−2(n−2)−1〉) ⊆ S
ıˆ′ . By Proposition 4.12, if there exist i ∈ {1, . . . , n} and ri ∈
{0, . . . , ℓi} so that α(x
i
ri
) = s0 and α(〈x
i
0, x
i
1, . . . , x
i
ri
〉) ⊆ S ıˆ
′
, then α−1({s0})
⋂
〈xi0,
xi1, . . . , x
i
ri
〉 = {xiri} and nΦ
m
0 (〈x
i
r˜+1, x
i
r˜+2, . . . , x
i
r˜+2(n−2)〉) = 〈vpj(1), v0, vpj(2), v0, . . . ,
vpj(n−2), v0〉 where r˜ = ri−2(n−2)−4 (or r˜ = ri−2(n−2)−2). Suppose ri exists for
some i ∈ {1, . . . , n}. Let r˜′ = r˜+4(n−2)+4 (or r˜′ = r˜+4(n−2)+2). By Proposition
4.12, nΦ
m
0 (〈x
i
r˜′−1, x
i
r˜′−2, . . . , x
i
r˜′−2(n−2)〉) = 〈vpj(1), v0, vpj(2), v0, . . . , vpj(n−2), v0〉. Let ıˆ ∈
{1, . . . , n˜} \ {ıˆ′} so that α(〈xir˜′−1, x
i
r˜′−2, . . . , x
i
r˜′−ti
〉) = 〈sıˆti−1, s
ıˆ
ti−2
, . . . , sıˆ1, s0〉 for some
even ti ∈ {2, . . . , 2(n− 2)}. By Proposition 4.12, nΦ
m
0 (〈x
i
r˜′, x
i
r˜′+1〉) = 〈v0, vn−1〉. If
ti = 2, then |{vn, vpj( t˜
2
)
: t˜ is even and t˜ ∈ {ti, . . . , 2(n− 2)}}| = n˜. Hence, α(〈x
i
r˜′ ,
xir˜′+1〉) = 〈s
ıˆ
ti
, sıˆti+1〉. If there exists r˜
′
i ∈ {r˜
′ + 1, . . . , ℓi} so that 〈x
i
r˜′ , x
i
r˜′+1, . . . , x
i
r˜′i
〉 ⊆
S ıˆ and α(xi
r˜′i
) = s0, then by Proposition 4.12, the conditions of conclusion (i) are
satisfied with r = r˜′i− ti and t = ti. Suppose r˜
′
i does not exist for each i ∈ {1, . . . , n},
and let x˜ ∈ V(nXm) so that α(x˜) = s0. Then, there exist i ∈ {1, . . . , n} and some
even t ∈ {ti, . . . , 2(n− 2)} so that the conditions of conclusion (ii) are satisfied with
r = ri + 2(n− 2).
Proposition 4.16. If m, n˜, T, α, and β exist, then for some n˜0 ∈ {1, . . . , n˜}, there
exist a simple-n˜0-od T˜ , n˜0 arcs S˜
1, S˜2, . . . , S˜n˜0 so that
n˜0⋃
i=1
S˜i = T˜ , S˜i
⋂
S˜j = {s˜0} for
each distinct i, j ∈ {1, . . . , n˜0}, so s˜0 is an endpoint of S˜
i for each i ∈ {1, . . . , n˜0}, and
S˜i = 〈s˜0, s˜
i
1, . . . , s˜
i
k˜i
〉 for some k˜i ∈ {1, 2, . . .} for each i ∈ {1, . . . , n˜0}, and simplicial
maps α˜ : nXm −→ T˜ and β˜ : T˜ −→ nX0 so that β˜ ◦ α˜ = nΦ
m
0 , β˜(s˜0) = v0, and if
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distinct x, y, z ∈ V(nXm) are such that x and y are adjacent, y and z are adjacent,
and α˜(y) = s˜0, then nΦ
m
0 (x) = vn−1 or nΦ
m
0 (z) = vn−1.
Proof. Let D = {δ ∈ {1, . . . , n˜} : there exist distinct x, y, z ∈ V(nXm) so that 〈x,
y, z〉 ⊆ nXm, α(y) = s0, nΦ
m
0 (x) 6= vn−1, nΦ
m
0 (z) 6= vn−1, and α(x) = s
δ
1}, D0 = {δ ∈
D : sδ2 does not exist and β(s
δ
1) 6= vn}, D1 = {δ ∈ D : s
δ
2 exists and β(〈s
δ
1, s
δ
2, . . . ,
sδ2[(n−2)−tδ ]+3〉) = 〈vpjδ (tδ), v0, vpjδ (tδ+1), v0, . . . , vpjδ (n−2), v0, vn〉 for some jδ ∈ {1, . . . ,
n− 2} and tδ ∈ {1, . . . , n− 2}}, D2 = {δ ∈ D : β(s
δ
1) = vn}, and D3 = {δ ∈ D :
sδ2 exists and β(〈s
δ
1, s
δ
2, . . . , s
δ
2tδ+1
〉) = 〈vpjδ (tδ), v0, vpjδ (tδ−1), v0, . . . , vpjδ (1), v0, vn−1〉 for
some jδ ∈ {1, . . . , n− 2} and tδ ∈ {1, . . . , n− 2}}. Then, Di
⋂
Dj = ∅ for each dis-
tinct i, j ∈ {0, . . . , 3}. Without loss of generality, suppose D0 is empty or there exists
δ˜ ∈ {1, . . . , n˜} so that D0 = {δ˜, δ˜ + 1, . . . , n˜}. By Proposition 4.12,
3⋃
i=0
Di = D, and
jδ and tδ are unique for each δ ∈ D1
⋃
D3. If δ ∈ D2, let jδ be the unique integer j
guaranteed by the conclusions of Propositions 4.15 and 4.14.
Let k˜δ = kδ + 2(tδ − 1) if δ ∈ D1, k˜δ = kδ + 2(n − 2) if δ ∈ D2, k˜δ =
kδ − 2tδ if δ ∈ D3, and k˜δ = kδ if δ ∈ {1, . . . , n˜} \ D. Let n˜0 = n˜ − |D0| and
S˜1, S˜2, . . . , S˜n˜0 be n˜0 arcs so that S˜
i = 〈s˜0, s˜
i
1, . . . , s˜
i
k˜i
〉 for each i ∈ {1, . . . , n˜0} and
S˜i
⋂
S˜j = {s˜0} for each distinct i, j ∈ {1, . . . , n˜0}. Let T˜ be a simple-n˜0-od so
that
n˜0⋃
i=1
S˜i = T˜ and β˜ : T˜ −→ nX0 be the simplicial map defined as: β˜(s˜0) =
β(s0), β˜(〈s˜
δ
1, s˜
δ
2, . . . , s˜
δ
2(tδ−1)
〉) = 〈vpjδ (1), v0, vpjδ (2), v0, . . . , vpjδ (tδ−1), v0〉 if δ ∈ D1 and
tδ > 1, β˜(s˜
δ
k) = β(s
δ
k−2(tδ−1)
) for k ∈ {2(tδ − 1) + 1, . . . , k˜δ} if δ ∈ D1, β˜(〈s˜
δ
1, s˜
δ
2, . . . ,
s˜δ2(n−2)〉) = 〈vpjδ (1), v0, vpjδ (2), v0, . . . , vpjδ (n−2), v0〉 if δ ∈ D2, β˜(s˜
δ
k) = β(s
δ
k−2(n−2)) for
k ∈ {2(n− 2) + 1, . . . , k˜δ} if δ ∈ D2, β˜(s˜
δ
k) = β(s
δ
k+2tδ
) for k ∈ {1, . . . , k˜δ} if δ ∈ D3,
and β˜(s˜δk) = β(s
δ
k) for k ∈ {1, . . . , k˜δ} if δ ∈ {1, . . . , n˜} \D.
Let E = {〈x0, x1, . . . , x2(n−2)〉 ⊆ nXm : x0, x1, . . . , x2(n−2) ∈ V(nXm) are dis-
tinct and nΦ
m
0 (〈x0, x1, . . . , x2(n−2)+1〉) = 〈v0, vpje(1), v0, vpje(2), v0, . . . , vpje(n−2), v0, vn〉
for some je ∈ {1, . . . , n− 2} and some x2(n−2)+1 ∈ V(nXm) adjacent to x2(n−2)}. By
Proposition 4.12, je is unique for each e ∈ E, and if e1, e2 ∈ E are distinct, nXm ⊇
e1
⋂
e2 = ∅.
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Let e ∈ E. By Proposition 4.12, there exist i ∈ {1, . . . , n} and r ∈ {0, . . . , ℓi} so
that
a) 〈x0, x1, . . . , x2(n−2)〉 = 〈x
i
r, x
i
r+1, . . . , x
i
r+2(n−2)〉 or
b) 〈x0, x1, . . . , x2(n−2)〉 = 〈x
i
r, x
i
r−1, . . . , x
i
r−2(n−2)〉.
If (a), let δe ∈ {1, . . . , n˜} so that α(x
i
r+2(n−2)+1) ∈ S
δe \ {s0} and te ∈ {0, . . . ,
2(n− 2) + 1} so that te = min{t ∈ {0, . . . , 2(n− 2) + 1} : α(x
i
r+t) ∈ S
δe \ {s0}}.
If (b), let δe ∈ {1, . . . , n˜} so that α(x
i
r−2(n−2)−1) ∈ S
δe \ {s0} and te ∈ {0, . . . ,
2(n− 2) + 1} so that te = min{t ∈ {0, . . . , 2(n− 2) + 1} : α(x
i
r−t) ∈ S
δe \ {s0}}.
Let E0 = {e ∈ E : te > 1}.
Let α˜ : nXm −→ T˜ be defined as: α˜(x) = s˜0 if x = x0 where x0 ∈ e for some
e ∈ E0, α˜(x) = s˜
δe
t if x = xt where t > 0 and xt ∈ e for some e ∈ E0, α˜(x) = s˜0
if x ∈ V(nXm \
⋃
E0) with α(x) = s0, α˜(x) = s˜
δ
k+2(tδ−1)
if x ∈ V(nXm \
⋃
E0) with
α(x) = sδk and δ ∈ D1, α˜(x) = s˜
δ
k+2(n−2) if x ∈ V(nXm \
⋃
E0) with α(x) = s
δ
k and
δ ∈ D2, α˜(x) = s˜0 if x ∈ V(nXm \
⋃
E0) with α(x) = s
δ
2tδ
and δ ∈ D3, α˜(x) = s˜
δ
k−2tδ
if x ∈ V(nXm \
⋃
E0) with α(x) = s
δ
k where k > 2tδ and δ ∈ D3, and α˜(x) = s˜
δ
k if
x ∈ V(nXm \
⋃
E0) with α(x) = s
δ
k and δ ∈ {1, . . . , n˜} \D.
CLAIM: α˜ is well-defined.
Let e ∈ E0. Then, δe ∈ D1
⋃
D2, k˜δe = kδe + 2(tδe − 1) ≥ 2[(n − 2) − tδe ] +
3 + 2(tδe − 1) = 2[(n − 2) − (tδe − 1)] + 1 + 2(tδe − 1) = 2(n − 2) + 1 if δe ∈ D1,
k˜δe = kδe + 2(n − 2) ≥ 1 + 2(n − 2) if δe ∈ D2, and so, s˜
δe
t exists for all t ∈ {1, . . . ,
2(n− 2)}.
Let x ∈ V(nXm \
⋃
E0), δ ∈ D1, and k ∈ {1, . . . , kδ} so that α(x) = s
δ
k. Then,
k + 2(tδ − 1) ≤ kδ + 2(tδ − 1) = k˜δ, and so, s
δ
k+2(tδ−1)
exists.
Let x ∈ V(nXm \
⋃
E0), δ ∈ D2, and k ∈ {1, . . . , kδ} so that α(x) = s
δ
k. Then,
k + 2(n− 2) ≤ kδ + 2(n− 2) = k˜δ, and so, s
δ
k+2(n−2) exists.
Let x ∈ V(nXm), δ ∈ D3, and k ∈ {1, . . . , 2tδ − 1} so that α(x) = s
δ
k. By
Proposition 4.12, x ∈ e for some e ∈ E0, and so, α˜(x) is defined. Thus, if x ∈
V(nXm \
⋃
E0), δ ∈ D3, and k ∈ {1, . . . , kδ} so that α(x) = s
δ
k, then k ∈ {2tδ, . . . ,
kδ}.
44
Texas Tech University, C.T. Kennaugh, May 2009
Let x ∈ V(nXm \
⋃
E0), δ ∈ {1, . . . , n˜}\D, and k ∈ {1, . . . , kδ} so that α(x) = s
δ
k.
Then k ≤ kδ = k˜δ, and so, s˜
δ
k exists.
Let x ∈ V(nXm) and δ ∈ D0 so that α(x) = s
δ
1. Then, nΦ
m
0 (x) ∈ {vi : i ∈ {1, . . . ,
n− 2}}. By Proposition 4.12 and definition of D0, x ∈ e for some e ∈ E0, and so,
α˜(x) is defined.
CLAIM: α˜ is simplicial.
Let x, y ∈ V(nXm) be distinct and adjacent.
Case 1: x, y ∈ e for some e ∈ E0.
Then, α˜(x) and α˜(y) are adjacent by definition of α˜ on e.
Case 2: x ∈ e for some e ∈ E0 and y ∈ V(nXm \
⋃
E0).
Then, x = x0 or x = x2(n−2) where e = 〈x0, x1, . . . , x2(n−2)〉.
Case 2.a: x = x0.
By Proposition 4.12, nΦ
m
0 (y) = vn−1. Let δ
′
e ∈ {1, . . . , n˜} so that α(x1) ∈ S
δ′e\{s0}.
Case 2.a.i: α(x0) = s0.
Then, α(y) = sδ1 for some δ ∈ {1, . . . , n˜}, and since β(s
δ
1) = β(α(y)) = nΦ
m
0 (y) =
vn−1, δ /∈ D. So, α˜(y) = s˜
δ
1, and since α˜(x0) = s˜0, α˜(x) and α˜(y) are adjacent.
Case 2.a.ii: α(x0) = s
δ′e
k+1, where α(x1) = s
δ′e
k for some k ∈ {1, . . . , kδ′e}.
Then, α(y) = s
δ′e
k+2 and δ
′
e ∈ D3, giving k + 2 = 2tδ′e + 1, and so, α˜(y) = s
δ′e
1 . Since
α˜(x0) = s˜0, α˜(x) and α˜(y) are adjacent.
Since nΦ
m
0 (y) = vn−1, by definition of e and E0, these are all of the subcases of
case 2.a.
Case 2.b: x = x2(n−2).
By definition of E, y = x2(n−2)+1 and nΦ
m
0 (y) = vn. Let δe ∈ {1, . . . , n˜} and k ∈ {1,
. . . , kδe} so that α(x2(n−2)+1) = s
δe
k . Then, by definition of e and E0, δe ∈ D1
⋃
D2.
Case 2.b.i: δe ∈ D1.
Then, k = 2[(n − 2) − tδe]+3, giving α˜(y) = s˜
δe
k+2(tδe−1)
= s˜δe2(n−2)+1. Since
α˜(x2(n−2)) = s˜
δe
2(n−2), α˜(x) and α˜(y) are adjacent.
Case 2.b.ii: δe ∈ D2.
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Then, k = 1, giving α˜(y) = s˜δe1+2(n−2), and since α˜(x2(n−2)) = s˜
δe
2(n−2), α˜(x) and
α˜(y) are adjacent.
Case 3: x, y ∈ V(nXm \
⋃
E0).
Case 3.a: α(x), α(y) ∈ Sδ \ {s0} for some δ ∈ {1, . . . , n˜} \D0.
Since α is simplicial, then α(x) and α(y) are adjacent by Proposition 4.12, and
so, α˜(x) and α˜(y) are adjacent by definition of α˜.
Case 3.b: α(x) = s0.
Case 3.b.i: α(y) = sδ1 for some δ ∈ {1, . . . , n˜} \D.
Then, α˜(y) = s˜δ1 and α˜(x) = s˜0, and so, α˜(x) and α˜(y) are adjacent.
Case 3.b.ii: α(y) = sδ1 for some δ ∈ D1.
Then, nΦ
m
0 (y) = β(α(y)) = β(s
δ
1) = vpjδ (tδ). Since y ∈ V(nXm \
⋃
E0) and by
Proposition 4.12, y ∈ e for some e ∈ E, then tδ = 1. Since α˜(y) = s˜
δ
1+2(tδ−1)
, then
α˜(y) = s˜δ1+2(1−1) = s
δ
1, and so, α˜(x) and α˜(y) are adjacent since α˜(x) = s˜0.
By Propositions 4.12, 4.15, and 4.14, these are all of the subcases of Case 3.b.
CLAIM: β˜(s˜0) = v0.
By definition of β˜, β˜(s˜0) = β(s0), and by definition of β, β(s0) = v0.
CLAIM: β˜ ◦ α˜ = nΦ
m
0 .
Let x ∈ V(nXm).
Case 1: x = x0 where x0 ∈ e for some e ∈ E0.
Then, nΦ
m
0 (x) = v0 = β(s0) = β˜(s˜0) = β˜(α˜(x)).
Case 2: x = xt where t > 0 and xt ∈ e for some e ∈ E0.
Then, δe ∈ D1
⋃
D2, j = jδe where nΦ
m
0 (e) = 〈v0, vpj(1), v0, vpj(2), v0, . . . , vpj(n−2),
v0〉, te = 2tδe − 1 if δe ∈ D1, and te = 2(n− 2) + 1 if δe ∈ D2.
Case 2.a: t ≥ te.
Then, δe /∈ D2.
Case 2.a.i: t is even.
Since te is odd, t−te+1 is even and 1 = te−te+1 ≤ t−te+1 = t−(2tδe−1)+1 =
t−2tδe +2 ≤ 2(n−2)−2tδe +2 = 2[(n−2)− (tδe −1)]. Then, β(s
δe
t−te+1) = v0, giving
nΦ
m
0 (x) = v0 = β(s
δe
t−te+1) = β(s
δe
t−2tδe+2
) = β(sδe
t−2(tδe−1)
) = β˜(s˜δet ) = β˜(α˜(x)).
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Case 2.a.ii: t is odd.
Since te is odd, t − te + 1 is odd and 1 = te − te + 1 ≤ t − te + 1 = t −
(2tδe − 1) + 1 = t − 2tδe + 2 ≤ 2(n − 2) − 1 − 2tδe + 2 = 2[(n − 2) − (tδe − 1)] − 1.
Then, β(sδet−te+1) = vpjδe (tδe+ t−te+1−12 )
, giving nΦ
m
0 (x) = vpj( t+1
2
) = vpjδe (tδe−tδe+ t+12 )
=
v
p
jδe (tδe−
(2tδe
−1)−t
2
)
= v
p
jδe (tδe+
t−te
2
) = vpjδe (tδe+
t−te+1−1
2
) = β(s
δe
t−te+1) = β(s
δe
t−2tδe+2
) =
β(sδe
t−2(tδe−1)
) = β˜(s˜δet ) = β˜(α˜(x)).
Case 2.b: t < te.
Then, 1 ≤ t ≤ te − 1 = 2tδe − 2 = 2(tδe − 1) if δe ∈ D1 and 1 ≤ t ≤ te − 1 =
2(n− 2) + 1− 1 = 2(n− 2) if δe ∈ D2.
Case 2.b.i: t is even.
Then, nΦ
m
0 (x) = v0 = β˜(s˜
δe
t ) = β˜(α˜(x)).
Case 2.b.ii: t is odd.
Then, nΦ
m
0 (x) = vpj( t+1
2
) = vpjδe ( t+1
2
) = β˜(s˜
δe
t ) = β˜(α˜(x)).
Case 3: x ∈ V(nXm \
⋃
E0) and α(x) = s0.
Then, nΦ
m
0 (x) = β(α(x)) = β(s0) = β˜(s˜0) = β˜(α˜(x)).
Case 4: x ∈ V(nXm \
⋃
E0) and α(x) = s
δ
k for some δ ∈ D1
⋃
D2.
Then, nΦ
m
0 (x) = β(α(x)) = β(s
δ
k) = β˜(s˜
δ
k+2(tδ−1)
) = β˜(α˜(x)) if δ ∈ D1 and
nΦ
m
0 (x) = β(α(x)) = β(s
δ
k) = β˜(s˜
δ
k+2(n−2)) = β˜(α˜(x)) if δ ∈ D2.
Case 5: x ∈ V(nXm \
⋃
E0) and α(x) = s
δ
k for some δ ∈ D3.
Then, nΦ
m
0 (x) = β(α(x)) = β(s
δ
k) = β˜(s˜
δ
k−2tδ
) = β˜(α˜(x)).
Case 6: x ∈ V(nXm \
⋃
E0) and α(x) = s
δ
k for some δ ∈ {1, . . . , n˜} \D.
Then, nΦ
m
0 (x) = β(α(x)) = β(s
δ
k) = β˜(s˜
δ
k) = β˜(α˜(x)).
CLAIM: If x, y, z ∈ V(nXm) so that x, y, z are distinct, 〈x, y, z〉 ⊆ nXm, and
α˜(y) = s˜0, then nΦ
m
0 (x) = vn−1 or nΦ
m
0 (z) = vn−1.
Suppose nΦ
m
0 (x) 6= vn−1. By Proposition 4.12, since nΦ
m
0 (y) = β˜(α˜(y)) = β˜(s˜0) =
β(s0) = v0, nΦ
m
0 (x) 6= v0 and nΦ
m
0 (z) 6= v0, and so, there exists δ ∈ {1, . . . , n˜} so that
α˜(x) = sδ1. By Proposition 4.12, 〈x, y, z〉 ⊆ nA
i
m for some i ∈ {1, . . . , n˜}.
Case 1: δ ∈ D1
⋃
D2.
Case 1.a: x ∈ e for some e ∈ E0.
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Then, δe = δ, x = x1, and y = x0 where x0, x1 ∈ e, and so by Proposition 4.12,
nΦ
m
0 (z) = vn−1.
Case 1.b: x ∈ V(nXm \
⋃
E0).
Then δ /∈ D2. Since α˜(x) = s˜
δ
k+2(tδ−1)
where α(x) = sδk, α˜(x) = s˜
δ
1, and 1 ≤ k ≤
k+2(tδ − 1) = 1, then k = 1 and tδ = 1, giving α(x) = s
δ
1. If α(y) = s
δ
2 and y ∈ e for
some e ∈ E0, then x ∈ e, giving a contradiction. Thus, α(y) = s0. By Proposition
4.12, since nΦ
m
0 (x) 6= vn−1, there exists δ
′ ∈ {1, . . . , n˜} \ {δ} so that α(z) = sδ
′
1 .
If nΦ
m
0 (z) 6= vn−1, then x ∈ e for some e ∈ E0 by Proposition 4.12, resulting in a
contradiction. Thus, nΦ
m
0 (z) = vn−1.
Case 2: δ ∈ D3.
Then, nΦ
m
0 (x) = β˜(α˜(x)) = β˜(s˜
δ
1 = β(s
δ
1+2tδ
) = vn−1, giving a contradiction.
Thus, case 2 does not occur.
Case 3: δ ∈ {1, . . . , n˜} \D.
Case 3.a: x ∈ e for some e ∈ E0.
Then, δe = δ and δe ∈ D1
⋃
D2, giving a contradiction. Thus, Case 3.a does not
occur.
Case 3.b: x ∈ V(nXm) \
⋃
E0.
Then, α(x) = sδk, where α˜(x) = s˜
δ
k, and so, α(x) = s
δ
1. If α(y) = s
δ
2 and y ∈ e
for some e ∈ E0, then δ ∈ D, resulting in a contradiction. Thus, α(y) = s0. Since
nΦ
m
0 (x) 6= vn−1 and δ /∈ D, then nΦ
m
0 (z) = vn−1.
Proposition 4.17. If m, n˜, T, α, and β exist, then for some n˜1 ∈ {1, . . . , n˜0} where
n˜0 is as given in Proposition 4.16, there exist a simple-n˜1-od Tˆ , n˜1 arcs Sˆ
1, Sˆ2, . . . ,
Sˆn˜1 so that
n˜1⋃
i=1
Sˆi = Tˆ , Sˆi
⋂
Sˆj = {sˆ0} for each distinct i, j ∈ {1, . . . , n˜1}, so sˆ0
is an endpoint of Sˆi for each i ∈ {1, . . . , n˜1}, and Sˆ
i = 〈sˆ0, sˆ
i
1, . . . , sˆ
i
kˆi
〉 for some
kˆi ∈ {1, 2, . . .} for each i ∈ {1, . . . , n˜1}, and simplicial maps αˆ : nXm −→ Tˆ and
βˆ : Tˆ −→ nX0 so that βˆ ◦ αˆ = nΦ
m
0 , βˆ(sˆ0) = v0, and βˆ(sˆ
δ
1) = vn−1 for each δ ∈ {1,
. . . , n˜1}.
Proof. Let T˜ , α˜, and β˜ be as given in Proposition 4.16.
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Let F0 = {δ ∈ {1, . . . , n˜0} : β˜(s˜
δ
1) 6= vn−1}, F1 = {δ ∈ {1, . . . , n˜0} : s˜
δ
3 ex-
ists and β˜(〈s˜δ1, s˜
δ
2, s˜
δ
3〉) = 〈vn−1, vn+1, vn−1〉, or s˜
δ
3 exists and β˜(〈s˜
δ
1, s˜
δ
2, s˜
δ
3〉) = 〈vn−1,
v0, v〉 for some v ∈ {v1, v2, . . . , vn} \ {vn−1}}, F2 = {δ ∈ {1, . . . , n˜0} : s
δ
3 exists and
β˜(〈s˜δ1, s˜
δ
2, s˜
δ
3〉) = 〈vn−1, v0, vn−1〉}, F3 = {δ ∈ {1, . . . , n˜0} : s˜
δ
3 does not exist and
β˜(s˜δ1) = vn−1}, and F =
3⋃
i=0
Fi. Then, Fi
⋂
Fj = ∅ for each distinct i, j ∈ {0, . . . , 3},
and by Proposition 4.12, |F | = n˜0. Without loss of generality, suppose F3 is empty
or there exists δ˜ ∈ {1, . . . , n˜0} so that F3 = {δ˜, δ˜ + 1, . . . , n˜0}.
Let kˆδ = k˜δ + 2 if δ ∈ F0, kˆδ = k˜δ if δ ∈ F1, and kˆδ = k˜δ − 2 if δ ∈ F2. Let
n˜1 = n˜0 − |F3| and Sˆ
1, Sˆ2, . . . , Sˆn˜1 be n˜1 arcs so that Sˆ
i = 〈sˆ0, sˆ
i
1, . . . , sˆ
i
kˆi
〉 for each
i ∈ {1, . . . , n˜1} and Sˆ
i
⋂
Sˆj = {sˆ0} for each distinct i, j ∈ {1, . . . , n˜1}. Let Tˆ be a
simple-n˜1-od so that
n˜1⋃
i=1
Sˆi = Tˆ and βˆ : Tˆ −→ nX0 be the simplicial map defined as:
βˆ(sˆ0) = β˜(s˜0), βˆ(〈sˆ
δ
1, sˆ
δ
2〉) = 〈vn−1, v0〉 if δ ∈ F0, βˆ(sˆ
δ
k) = β˜(s˜
δ
k−2) for k ∈ {3, . . . , kˆδ} if
δ ∈ F0, βˆ(sˆ
δ
k) = β˜(s˜
δ
k) for k ∈ {1, . . . , kˆδ} if δ ∈ F1, and βˆ(sˆ
δ
k) = β˜(s˜
δ
k+2) for k ∈ {1,
. . . , kˆδ} if δ ∈ F2.
Let G0 = {〈x
i
0, x
i
1, x
i
2〉 : i ∈ {1, . . . , n}}, G1 = {〈x
i
r, x
i
r+1, x
i
r+2, x
i
r+3, x
i
r+4〉 :
nΦ
m
0 (〈x
i
r, x
i
r+1, x
i
r+2, x
i
r+3, x
i
r+4〉) = 〈v0, vn−1, v0, vn−1, v0〉 for some i ∈ {1, . . . , n} and
for some r ∈ {0, . . . , ℓi}}, G2 = {〈x
i
r, x
i
r+1, x
i
r+2, x
i
r+3, x
i
r+4〉 : nΦ
m
0 (〈x
i
r, x
i
r+1, x
i
r+2,
xir+3, x
i
r+4〉) = 〈v0, vn−1, v0, vn−1, vn+1〉 for some i ∈ {1, . . . , n} and for some r ∈
{0, . . . , ℓi}}, G3 = {〈x
i
r, x
i
r+1, x
i
r+2, x
i
r+3, x
i
r+4〉 : nΦ
m
0 (〈x
i
r, x
i
r+1, x
i
r+2, x
i
r+3, x
i
r+4〉) =
〈vn+1, vn−1, v0, vn−1, v0〉 for some i ∈ {1, . . . , n} and for some r ∈ {0, . . . , ℓi}}, G4 =
{〈xir, x
i
r+1, x
i
r+2, x
i
r+3, x
i
r+4〉 : nΦ
m
0 (〈x
i
r, x
i
r+1, x
i
r+2, x
i
r+3, x
i
r+4〉) = 〈vn+1, vn−1, v0, vn−1,
vn+1〉 for some i ∈ {1, . . . , n} and for some r ∈ {0, . . . , ℓi}}, and G =
4⋃
i=0
Gi. Then,
Gi
⋂
Gj = ∅ for each distinct i, j ∈ {0, . . . , 4}.
Let g1, g2 ∈ G be distinct. By Proposition 4.12, if nXm ⊇ g1
⋂
g2 6= ∅, then
g1, g2 ∈
4⋃
i=1
Gi with x
i
r1+4
= xir2 and nΦ
m
0 (x
i
r1+4
) = nΦ
m
0 (x
i
r2
) = vn+1 (or x
i
r2+4
= xir1
and nΦ
m
0 (x
i
r1
) = nΦ
m
0 (x
i
r2+4) = vn+1), where g1 = 〈x
i
r1
, xir1+1, . . . , x
i
r1+4〉 and g2 = 〈x
i
r2
,
xir2+1, . . . , x
i
r2+4
〉, or g1, g2 ∈ G0 with x
i1
0 = x
i2
0 = v0, where g1 = 〈x
i1
0 , x
i1
1 , x
i1
2 〉 and
g2 = 〈x
i2
0 , x
i2
1 , x
i2
2 〉.
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Let GH0 = {〈x
i
0, x
i
1, x
i
2〉 ∈ G0 : α˜(x
i
k) = s˜0 for each k ∈ H and α˜(x
i
k) 6= s˜0 for
each k ∈ {0, 1, 2} \ H} for H ⊆ {0, 1, 2} and GHj = {〈x
i
r, x
i
r+1, x
i
r+2, x
i
r+3, x
i
r+4〉 ∈
Gj : α˜(x
i
r+k) = s˜0 for each k ∈ H and α˜(x
i
r+k) 6= s˜0 for each k ∈ {0, . . . , 4} \H} for
H ⊆ {0, . . . , 4} and for j ∈ {1, . . . , 4}. Then, if GH1j1
⋂
GH2j2 6= ∅, H1 = H2 and j1 = j2.
Let G′0 = G0 if G
{0}
0 6= ∅ or G
{0,2}
0 6= ∅, and G
′
0 = ∅ otherwise. Let G
′′
0 = G0
if G
{2}
0 6= ∅, and G
′′
0 = ∅ otherwise. Then G1
⋂
G2 = ∅ for each distinct G1,G2 ∈
{G0\(G
′
⋃
G′′), G′, G′′}. Let G′ = G′0
⋃
G′′0
⋃
G
{0}
1
⋃
G
{0,2}
1
⋃
G
{4}
1
⋃
G
{2,4}
1
⋃
G
{0,4}
1
⋃
G
{0,2,4}
1
⋃
G
{0}
2
⋃
G
{0,2}
2
⋃
G
{4}
3
⋃
G
{2,4}
3 .
Let g = 〈xir, x
i
r+1, . . . , x
i
r+t〉 ∈ G and t˜ ∈ {0, . . . , t}. Let gδ t˜ ∈ {1, . . . , n˜0} so that
α˜(xi
r+t˜
) ∈ S˜gδt˜ \ {s˜0} whenever α˜(x
i
r+t˜
) 6= s˜0, gδt+1 ∈ {1, . . . , n˜0} so that α˜(x
i
r+t+1) ∈
S˜gδt+1 \ {s˜0} whenever x
i
r+t+1 exists and α˜(x
i
r+t+1) 6= s˜0, and gδ−1 ∈ {1, . . . , n˜0} so
that α˜(xir−1) ∈ S˜
gδ
−1 \ {s˜0} whenever x
i
r−1 exists and α˜(x
i
r−1) 6= s˜0. By Proposition
4.12, xir+t+1 exists, and if g ∈
4⋃
i=1
Gi, x
i
r−1 exists.
Let αˆ(〈xi0, x
i
1, x
i
2〉) = 〈sˆ0, sˆ
gδ3
1 , sˆ
gδ3
2 〉 if g = 〈x
i
0, x
i
1, x
i
2〉 ∈ G
′
0
⋃
G′′0, αˆ(〈x
i
r, x
i
r+1,
xir+2, x
i
r+3, x
i
r+4) = 〈sˆ
gδ
−1
2 , sˆ
gδ
−1
1 , sˆ0, sˆ
gδ4
1 , sˆ
gδ4
2 〉 if g = 〈x
i
r, x
i
r+1, . . . , x
i
r+4〉∈G
{0}
1
⋃
G
{0,2}
1 ,
αˆ(〈xir, x
i
r+1, x
i
r+2, x
i
r+3, x
i
r+4) = 〈sˆ
gδ0
2 , sˆ
gδ0
1 , sˆ0, sˆ
gδ5
1 , sˆ
gδ5
2 〉 if g = 〈x
i
r, x
i
r+1, . . . , x
i
r+4〉 ∈
G
{4}
1
⋃
G
{2,4}
1 , αˆ(〈x
i
r, x
i
r+1, x
i
r+2, x
i
r+3, x
i
r+4) = 〈sˆ
gδ
−1
2 , sˆ
gδ
−1
1 , sˆ0, sˆ
gδ5
1 , sˆ
gδ5
2 〉 if g = 〈x
i
r,
xir+1, . . . , x
i
r+4〉 ∈ G
{0,4}
1
⋃
G
{0,2,4}
1 , αˆ(〈x
i
r, x
i
r+1, x
i
r+2, x
i
r+3, x
i
r+4) = 〈sˆ
gδ
−1
2 , sˆ
gδ
−1
1 , sˆ0,
sˆg
δ4
1 , sˆ
gδ4
2 〉 if g = 〈x
i
r, x
i
r+1, . . . , x
i
r+4〉 ∈ G
{0}
2
⋃
G
{0,2}
2 , αˆ(〈x
i
r, x
i
r+1, x
i
r+2, x
i
r+3, x
i
r+4) =
〈sˆg
δ0
2 , sˆ
gδ0
1 , sˆ0, sˆ
gδ5
1 , sˆ
gδ5
2 〉 if g = 〈x
i
r, x
i
r+1, . . . , x
i
r+4〉 ∈ G
{4}
3
⋃
G
{2,4}
3 , αˆ(x) = sˆ0 if x ∈
V(nXm\
⋃
G′) and α˜(x) = s˜0, where G
′ = G
{0}
0
⋃
G
{2}
0
⋃
G
{0,2}
0
⋃
G
{0}
1
⋃
G
{0,2}
1
⋃
G
{4}
1⋃
G
{2,4}
1
⋃
G
{0,4}
1
⋃
G
{0,2,4}
1
⋃
G
{0}
2
⋃
G
{0,2}
2
⋃
G
{4}
3
⋃
G
{2,4}
3 , αˆ(x) = sˆ
δ
k+2 if x ∈ V(nXm
\
⋃
G′), α˜(x) = s˜δk, and δ ∈ F0, αˆ(x) = sˆ
δ
k if x ∈ V(nXm \
⋃
G′), α˜(x) = s˜δk, and
δ ∈ F1, αˆ(x) = sˆ0 if x ∈ V(nXm \
⋃
G′), α˜(x) = s˜δ2, and δ ∈ F2, and αˆ(x) = sˆ
δ
k−2 if
x ∈ V(nXm \
⋃
G′), α˜(x) = s˜δk, δ ∈ F2, and k ∈ {3, . . . , k˜δ}.
CLAIM: αˆ is well-defined.
Case 1: Let g = 〈xi0, x
i
1, x
i
2〉 ∈ G
′
0
⋃
G′′0.
By Proposition 4.12, nΦ
m
0 (x
i
3) = vn.
Case1.a: Suppose g ∈ G′0.
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Then,
i) α˜(〈xi0, x
i
1, x
i
2, x
i
3〉) = 〈s˜0, s˜
δ3
1 , s˜
δ3
2 , s˜
δ3
3 〉 for some δ3 ∈ {1, . . . , n˜0} or
ii) α˜(〈xi0, x
i
1, x
i
2, x
i
3〉) = 〈s˜0, s˜
δ1
1 , s˜0, s˜
δ3
1 〉 for some δ1, δ3 ∈ {1, . . . , n˜0} so that δ1 6= δ3.
If (i), then δ3 ∈ F1 and gδ3 = δ3, giving 3 ≤ k˜δ3 = kˆgδ3, and so, sˆ
gδ3
1 and sˆ
gδ3
2 exist.
If (ii), then δ3 ∈ F0 and gδ3 = δ3, giving 3 = 1 + 2 ≤ k˜δ3 + 2 = kˆgδ3 , and so, sˆ
gδ3
1 and
sˆg
δ3
2 exist.
Case1.b: Suppose g ∈ G′′0.
Then,
i) α˜(〈xi0, x
i
1, x
i
2, x
i
3〉) = 〈s˜
δ0
2 , s˜
δ0
1 , s˜0, s˜
δ3
1 〉 for some δ0, δ3 ∈ {1, . . . , n˜0} so that δ0 6= δ3,
ii) α˜(〈xi0, x
i
1, x
i
2, x
i
3〉) = 〈s˜
δ3
2 , s˜
δ3
1 , s˜
δ3
2 , s˜
δ3
3 〉 for some δ3 ∈ {1, . . . , n˜0}, or
iii) α˜(〈xi0, x
i
1, x
i
2, x
i
3〉) = 〈s˜
δ3
2 , s˜
δ3
3 , s˜
δ3
4 , s˜
δ3
5 〉 for some δ3 ∈ {1, . . . , n˜0}.
If (i), then δ3 ∈ F0 and gδ3 = δ3, giving 3 = 1 + 2 ≤ k˜δ3 + 2 = kˆgδ3 , and so, sˆ
gδ3
1
and sˆg
δ3
2 exist. If (ii), then δ3 ∈ F1 and gδ3 = δ3, giving 3 ≤ k˜δ3 = kˆgδ3 , and so, sˆ
gδ3
1
and sˆg
δ3
2 exist. If (iii), then δ3 ∈ F2 and gδ3 = δ3, giving 3 = 5 − 2 ≤ k˜δ3 − 2 = kˆgδ3 ,
and so, sˆg
δ3
1 and sˆ
gδ3
2 exist.
Case 2: Let g = 〈xir, x
i
r+1, . . . , x
i
r+4〉 ∈ G
{0}
1
⋃
G
{0,2}
1 (or G
{4}
1
⋃
G
{2,4}
1 ).
By Proposition 4.12, nΦ
m
0 (x
i
r−1), nΦ
m
0 (x
i
r+5) /∈ {v0, vn−1, vn+1, vn+2}. Then,
i) α˜(〈xir−1, x
i
r, . . . , x
i
r+5〉) = 〈s˜
δ−1
1 , s˜0, s˜
δ4
1 , s˜
δ4
2 , s˜
δ4
3 , s˜
δ4
4 , s˜
δ4
5 〉 for some δ−1, δ4 ∈ {1, . . . ,
n˜0} so that δ−1 6= δ4 (or α˜(〈x
i
r−1, x
i
r, . . . , x
i
r+5〉) = 〈s˜
δ0
5 , s˜
δ0
4 , s˜
δ0
3 , s˜
δ0
2 , s˜
δ0
1 , s˜0, s˜
δ5
1 〉 for some
δ0, δ5 ∈ {1, . . . , n˜0} so that δ0 6= δ5),
ii) α˜(〈xir−1, x
i
r, . . . , x
i
r+5〉) = 〈s˜
δ−1
1 , s˜0, s˜
δ4
1 , s˜
δ4
2 , s˜
δ4
1 , s˜
δ4
2 , s˜
δ4
3 〉 for some δ−1, δ4 ∈ {1, . . . ,
n˜0} so that δ−1 6= δ4 (or α˜(〈x
i
r−1, x
i
r, . . . , x
i
r+5〉) = 〈s˜
δ0
3 , s˜
δ0
2 , s˜
δ0
1 , s˜
δ0
2 , s˜
δ0
1 , s˜0, s˜
δ5
1 〉 for some
δ0, δ5 ∈ {1, . . . , n˜0} so that δ0 6= δ5), or
iii) α˜(〈xir−1, x
i
r, . . . , x
i
r+5〉) = 〈s˜
δ−1
1 , s˜0, s˜
δ1
1 , s˜0, s˜
δ4
1 , s˜
δ4
2 , s˜
δ4
3 〉 for some δ−1, δ1, δ4 ∈ {1,
. . . , n˜0} so that δ−1 6= δ1 and δ−1 6= δ4 (or α˜(〈x
i
r−1, x
i
r, . . . , x
i
r+5〉) = 〈s˜
δ0
3 , s˜
δ0
2 , s˜
δ0
1 , s˜0, s˜
δ3
1 ,
s˜0, s˜
δ5
1 〉 for some δ0, δ3, δ5 ∈ {1, . . . , n˜0} so that δ5 6= δ3 and δ5 6= δ0).
If (i), then δ−1 ∈ F0, δ4 ∈ F2, gδ−1 = δ−1, and gδ4 = δ4, giving 3 = 1 + 2 ≤
k˜δ−1 + 2 = kˆgδ−1 and 3 = 5 − 2 ≤ k˜δ4 − 2 = kˆgδ4 , and so, sˆ
gδ
−1
1 , sˆ
gδ
−1
2 , sˆ
gδ4
1 , and sˆ
gδ4
2
exist (or δ0 ∈ F2, δ5 ∈ F0, gδ0 = δ0, and gδ5 = δ5, giving 3 = 5 − 2 ≤ k˜δ0 − 2 = kˆgδ0
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and 3 = 1 + 2 ≤ k˜δ5 + 2 = kˆgδ5, and so, sˆ
gδ0
1 , sˆ
gδ0
2 , sˆ
gδ5
1 , and sˆ
gδ5
2 exist).
If (ii), then δ−1 ∈ F0, δ4 ∈ F1, gδ−1 = δ−1, and gδ4 = δ4, giving 3 = 1 + 2 ≤
k˜δ−1+2 = kˆgδ−1 and 3 ≤ k˜δ4 = kˆgδ4 , and so, sˆ
gδ
−1
1 , sˆ
gδ
−1
2 , sˆ
gδ4
1 , and sˆ
gδ4
2 exist (or δ0 ∈ F1,
δ5 ∈ F0, gδ0 = δ0, and gδ5 = δ5, giving 3 ≤ k˜δ0 = kˆgδ0 and 3 = 1 + 2 ≤ k˜δ5 + 2 = kˆgδ5 ,
and so, sˆg
δ0
1 , sˆ
gδ0
2 , sˆ
gδ5
1 , and sˆ
gδ5
2 exist).
If (iii), then δ−1 ∈ F0, δ1 ∈ F1
⋃
F2, δ4 ∈ F1, gδ−1 = δ−1, gδ1 = δ1, and gδ4 = δ4,
giving 3 = 1 + 2 ≤ k˜δ−1 + 2 = kˆgδ−1 and 3 ≤ k˜δ4 = kˆgδ4 , and so, sˆ
gδ
−1
1 , sˆ
gδ
−1
2 , sˆ
gδ4
1 , and
sˆg
δ4
2 exist (or δ0 ∈ F1, δ3 ∈ F1
⋃
F2, δ5 ∈ F0, gδ0 = δ0, gδ3 = δ3, and gδ5 = δ5, giving
3 ≤ k˜δ0 = kˆgδ0 and 3 = 1 + 2 ≤ k˜δ5 + 2 = kˆgδ5 , and so, sˆ
gδ0
1 , sˆ
gδ0
2 , sˆ
gδ5
1 , and sˆ
gδ5
2 exist).
Case 3: Let g = 〈xir, x
i
r+1, . . . , x
i
r+4〉 ∈ G
{0,4}
1
⋃
G
{0,2,4}
1 .
By Proposition 4.12, nΦ
m
0 (x
i
r−1), nΦ
m
0 (x
i
r+5) /∈ {v0, vn−1, vn+1, vn+2}, giving
i) α˜(〈xir−1, x
i
r, . . . , x
i
r+5〉) = 〈s˜
δ−1
1 , s˜0, s˜
δ2
1 , s˜
δ2
2 , s˜
δ2
1 , s˜0, s˜
δ5
1 〉 for some δ−1, δ2, δ5 ∈ {1,
. . . , n˜0} so that δ2 6= δ−1 and δ2 6= δ5, or
ii) α˜(〈xir−1, x
i
r, . . . , x
i
r+5〉) = 〈s˜
δ−1
1 , s˜0, s˜
δ1
1 , s˜0, s˜
δ3
1 , s˜0, s˜
δ5
1 〉 for some δ−1, δ1, δ3, δ5 ∈ {1,
. . . , n˜0} so that δ−1, δ5 /∈ {δ1, δ3}.
Then, δ−1, δ5 ∈ F0, gδ−1 = δ−1, and gδ5 = δ5, giving 3 = 1 + 2 ≤ k˜δ−1 + 2 = kˆgδ−1
and 3 = 1 + 2 ≤ k˜δ5 + 2 = kˆgδ5, and so, sˆ
gδ
−1
1 , sˆ
gδ
−1
2 , sˆ
gδ5
1 , and sˆ
gδ5
2 exist.
Case 4: Let g = 〈xir, x
i
r+1, . . . , x
i
r+4〉 ∈ G
{0}
2
⋃
G
{0,2}
2 (or G
{4}
3
⋃
G
{2,4}
3 ).
By Proposition 4.12, nΦ
m
0 (x
i
r−1) /∈ {v0, vn−1, vn+1, vn+2} (or nΦ
m
0 (x
i
r+5) /∈ {v0, vn−1,
vn+1, vn+2}), giving
i) α˜(〈xir−1, x
i
r, . . . , x
i
r+4〉) = 〈s˜
δ−1
1 , s˜0, s˜
δ4
1 , s˜
δ4
2 , s˜
δ4
3 , s˜
δ4
4 〉 for some δ−1, δ4 ∈ {1, . . . ,
n˜0} so that δ−1 6= δ4 (or α˜(〈x
i
r, x
i
r+1, . . . , x
i
r+5〉) = 〈s˜
δ0
4 , s˜
δ0
3 , s˜
δ0
2 , s˜
δ0
1 , s˜0, s˜
δ5
1 〉 for some
δ0, δ5 ∈ {1, . . . , n˜0} so that δ0 6= δ5), or
ii) α˜(〈xir−1, x
i
r, . . . , x
i
r+4〉) = 〈s˜
δ−1
1 , s˜0, s˜
δ1
1 , s˜0, s˜
δ4
1 , s˜
δ4
2 〉 for some δ−1, δ1, δ4 ∈ {1, . . . ,
n˜0} so that δ−1 6= δ1 and δ−1 6= δ4 (or α˜(〈x
i
r, x
i
r+1, . . . , x
i
r+5〉) = 〈s˜
δ0
2 , s˜
δ0
1 , s˜0, s˜
δ3
1 , s˜0, s˜
δ5
1 〉
for some δ0, δ3, δ5 ∈ {1, . . . , n˜0} so that δ5 6= δ0 and δ5 6= δ3).
If (i), then δ−1 ∈ F0, δ4 ∈ F2, gδ−1 = δ−1, and gδ4 = δ4, giving 3 = 1 + 2 ≤
k˜δ−1 + 2 = kˆgδ−1 and 2 = 4 − 2 ≤ k˜δ4 − 2 = kˆgδ4 , and so, sˆ
gδ
−1
1 , sˆ
gδ
−1
2 , sˆ
gδ4
1 , and sˆ
gδ4
2
exist (or δ0 ∈ F2, δ5 ∈ F0, gδ0 = δ0, and gδ5 = δ5, giving 2 = 4 − 2 ≤ k˜δ0 − 2 = kˆgδ0
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and 3 = 1 + 2 ≤ k˜δ5 + 2 = kˆgδ5, and so, sˆ
gδ0
1 , sˆ
gδ0
2 , sˆ
gδ5
1 , and sˆ
gδ5
2 exist).
If (ii), then δ−1 ∈ F0, δ4 ∈ F1, gδ−1 = δ−1, and gδ4 = δ4, giving 3 = 1 + 2 ≤
k˜δ−1+2 = kˆgδ−1 and 2 ≤ k˜δ4 = kˆgδ4 , and so, sˆ
gδ
−1
1 , sˆ
gδ
−1
2 , sˆ
gδ4
1 , and sˆ
gδ4
2 exist (or δ0 ∈ F1,
δ5 ∈ F0, gδ0 = δ0, and gδ5 = δ5, giving 2 ≤ k˜δ0 = kˆgδ0 and 3 = 1 + 2 ≤ k˜δ5 + 2 = kˆgδ5 ,
and so, sˆg
δ0
1 , sˆ
gδ0
2 , sˆ
gδ5
1 , and sˆ
gδ5
2 exist).
Case 5: Let x ∈ V(nXm \
⋃
G′), δ ∈ F0, and k ∈ {1, . . . , k˜δ} so that α˜(x) = s˜
δ
k.
Then, k + 2 ≤ k˜δ + 2 = kˆδ, and so, sˆ
δ
k+2 exists.
Case 6: Let x ∈ V(nXm) and δ ∈ F2 so that α˜(x) = s˜
δ
1.
Then, nΦ
m
0 (x) = β˜(α˜(x)) = β˜(s˜
δ
1) = vn−1, and by Proposition 4.12, x ∈ g for some
g ∈ G.
Suppose g /∈ G0, and let t˜ ∈ {0, . . . , 4} so that x = x
i
r+t˜
, where g = 〈xir, x
i
r+1, . . . ,
xir+4〉. Then, t˜ ∈ {1, 3}. Suppose α˜(x
i
r) 6= s˜0 and α˜(x
i
r+4) 6= s˜0.
If t˜ = 1, then α˜(xir) = s˜
δ
2, giving nΦ
m
0 (x
i
r) = v0, and α˜(x
i
r−1) = s˜
δ
1 or α˜(x
i
r−1) = s˜
δ
3.
Thus, nΦ
m
0 (x
i
r−1) = vn−1 and nΦ
m
0 (〈x
i
r−1, x
i
r, . . . , x
i
r+3〉) = 〈vn−1, v0, vn−1, v0, vn−1〉,
contradicting Proposition 4.12.
If t˜ = 3, then α˜(xir+4) = s˜
δ
2, giving nΦ
m
0 (x
i
r+4) = v0, and α˜(x
i
r+5) = s˜
δ
1 or
α˜(xir+5) = s˜
δ
3. Thus, nΦ
m
0 (x
i
r+5) = vn−1 and nΦ
m
0 (〈x
i
r+1, x
i
r+2, . . . , x
i
r+5〉) = 〈vn−1,
v0, vn−1, v0, vn−1〉, contradicting Proposition 4.12.
Thus, α˜(xir) = s˜0 or α˜(x
i
r+4) = s˜0, and so, g ∈ G
′, giving that αˆ(x) is defined. If
g ∈ G0, then by Proposition 4.12, x = x
i
1 and nΦ
m
0 (x
i
3) = vn, where g = 〈x
i
0, x
i
1, x
i
2〉,
and so, α˜(xi2) 6= s˜
δ
2. Then, α˜(x
i
2) = s˜0, giving g ∈ G
′
0
⋃
G′′0 ⊆ G
′, and so, αˆ(x) is
defined.
Case 6.5: Let x ∈ V(nXm) and δ ∈ F3 so that α˜(x) = s˜
δ
1.
Then, by Proposition 4.12 and definition of F3, x ∈ g for some g ∈ G
′, and so,
αˆ(x) is defined.
Case 7: Let x ∈ V(nXm \
⋃
G′), δ ∈ F2, and k ∈ {1, . . . , k˜δ} so that α˜(x) = s˜
δ
k.
From Case 6, k ∈ {2, . . . , k˜δ}. If k = 2, then αˆ(x) is defined. If k ∈ {3, . . . , k˜δ},
then kˆδ = k˜δ − 2 ≥ k − 2 ≥ 1, and so, sˆ
δ
k−2 exists.
Case 8: Let x ∈ V(nXm \
⋃
G′), δ ∈ F1, and k ∈ {1, . . . , k˜δ} so that α˜(x) = s˜
δ
k.
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Then, 1 ≤ k ≤ k˜δ = kˆδ, and so, sˆ
δ
k exists.
Case 9: Let g1 = 〈x
i1
0 , x
i1
1 , x
i1
2 〉, g2 = 〈x
i2
0 , x
i2
1 , x
i2
2 〉 ∈ G0 so that i1 6= i2 and
nXm ⊇ g1
⋂
g2 6= ∅.
Then, xi10 = x
i2
0 = v0. If D
′
0
⋃
D′′0 6= ∅, then αˆ(x
i1
0 ) = αˆ(x
i2
0 ) = sˆ0. If D
′
0
⋃
D′′0 = ∅,
then xi10 = x
i2
0 = x for some x as given in case 5, case 7, or case 8.
Case 10: Let g1 = 〈x
i
r1
, xir1+1, . . . , x
i
r1+4〉, g2 = 〈x
i
r2
, xir2+1, . . . , x
i
r2+4〉 ∈
4⋃
i=1
Gi so
that r1 6= r2 and nXm ⊇ g1
⋂
g2 6= ∅.
Then, xir1+4 = x
i
r2
and nΦ
m
0 (x
i
r1+4) = nΦ
m
0 (x
i
r2
) = vn+1, or x
i
r1
= xir2+4 and
nΦ
m
0 (x
i
r1
) = nΦ
m
0 (x
i
r2+4
) = vn+1. Without loss of generality, suppose x
i
r1+4
= xir2 .
Then, g1 ∈ G2
⋃
G4 and g2 ∈ G3
⋃
G4.
Case 10.a: g1, g2 ∈ G
′.
Then, g1 ∈ G
{0}
2
⋃
G
{0,2}
2 and g2 ∈ G
{4}
3
⋃
G
{2,4}
3 , giving
i) α˜(〈xir1−1, x
i
r1
, . . . , xir1+4〉) = 〈s˜
g1δ−1
1 , s˜0, s˜
g1δ4
1 , s˜
g1δ4
2 , s˜
g1δ4
3 , s˜
g1δ4
4 〉 for some g1δ−1, g1δ4
∈ {1, . . . , n˜0} so that g1δ−1 6= g1δ4 or
ii) α˜(〈xir1−1, x
i
r1
, . . . , xir1+4〉) = 〈s˜
g1δ−1
1 , s˜0, s˜
g1δ1
1 , s˜0, s˜
g1δ4
1 , s˜
g1δ4
2 〉 for some g1δ−1, g1δ1,
g1δ4 ∈ {1, . . . , n˜0} so that g1δ−1 6= g1δ1 and g1δ−1 6= g1δ4, from case 4.
If (i), then α˜(〈xir2, x
i
r2+1
, . . . , xir2+5〉) = 〈s˜
g2δ0
4 , s˜
g2δ0
3 , s˜
g2δ0
2 , s˜
g2δ0
1 , s˜0, s˜
g2δ5
1 〉 for some
g2δ0, g2δ5 ∈ {1, . . . , n˜0} so that g2δ0 6= g2δ5, from case 4. So, g1δ4 = g2δ0, giving
αˆ(xir1+4) = sˆ
g1δ4
2 = sˆ
g2δ0
2 = αˆ(x
i
r2
).
If (ii), then α˜(〈xir2 , x
i
r2+1, . . . , x
i
r2+5〉) = 〈s˜
g2δ0
2 , s˜
g2δ0
1 , s˜0, s˜
g2δ3
1 , s˜0, s˜
g2δ5
1 〉 for some
g2δ0, g2δ3, g2δ5 ∈ {1, . . . , n˜0} so that g2δ5 6= g2δ0 and g2δ5 6= g2δ3, from case 4. So,
g1δ4 = g2δ0, giving αˆ(x
i
r1+4
) = sˆ
g1δ4
2 = sˆ
g2δ0
2 = αˆ(x
i
r2
).
Thus, αˆ(xir1+4) is unique, since if g3 ∈ G so that g3 6= g1 and g3 6= g2, x
i
r1+4
/∈ g3.
Case 10.b: g1 ∈ G
′ and g2 /∈ G
′, or g2 ∈ G
′ and g1 /∈ G
′.
Since if g3 ∈ G so that g3 6= g1 and g3 6= g2, x
i
r1+4 /∈ g3, then g1 is the unique
element of G′ containing xir1+4 or g2 is the unique element of G
′ containing xir2 , and
so, αˆ(xir1+4) is unique.
Case 10.c: g1, g2 /∈ G
′.
Since if g3 ∈ G so that g3 6= g1 and g3 6= g2, x
i
r1+4
/∈ g3, then, x
i
r1+4
∈ V(nXm \
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⋃
G′), and so, αˆ(xir1+4) is unique.
CLAIM: αˆ is simplicial.
Let x, y ∈ V(nXm) be distinct and adjacent.
Case 1: x, y ∈ g for some g ∈ G′.
Then, αˆ(x) and αˆ(y) are adjacent by definition of αˆ on g.
Case 2: x ∈ g for some g ∈ G′ and y ∈ V(nXm \
⋃
G′).
Case 2.a: g ∈ G′0
⋃
G′′0.
Then, x = xi2 and y = x
i
3 where g = 〈x
i
0, x
i
1, x
i
2〉 for some i ∈ {1, . . . , n}.
Case 2.a.i: g ∈ G′0.
From Case 1.a of the previous claim,
i) α˜(〈xi0, x
i
1, x
i
2, x
i
3〉) = 〈s˜0, s˜
gδ3
1 , s˜
gδ3
2 , s˜
gδ3
3 〉 for some gδ3 ∈ F1 or
ii) α˜(〈xi0, x
i
1, x
i
2, x
i
3〉) = 〈s˜0, s˜
gδ1
1 , s˜0, s˜
gδ3
1 〉 for some gδ1 ∈ F1
⋃
F2 and for some
gδ3 ∈ F0.
If (i), then αˆ(x) = αˆ(xi2) = sˆ
gδ3
2 and αˆ(y) = αˆ(x
i
3) = sˆ
gδ3
3 , and so, αˆ(x) and αˆ(y)
are adjacent.
If (ii), then αˆ(x) = αˆ(xi2) = sˆ
gδ3
2 and αˆ(y) = αˆ(x
i
3) = sˆ
gδ3
1+2 = sˆ
gδ3
3 , and so, αˆ(x)
and αˆ(y) are adjacent.
Case 2.a.ii: g ∈ G′′0.
From Case 1.b of the previous claim,
i) α˜(〈xi0, x
i
1, x
i
2, x
i
3〉) = 〈s˜
gδ0
2 , s˜
gδ0
1 , s˜0, s˜
gδ3
1 〉 for some gδ3 ∈ F0,
ii) α˜(〈xi0, x
i
1, x
i
2, x
i
3〉) = 〈s˜
gδ3
2 , s˜
gδ3
1 , s˜
gδ3
2 , s˜
gδ3
3 〉 for some gδ3 ∈ F1, or
iii) α˜(〈xi0, x
i
1, x
i
2, x
i
3〉) = 〈s˜
gδ3
2 , s˜
gδ3
3 , s˜
gδ3
4 , s˜
gδ3
5 〉 for some gδ3 ∈ F2.
If (i), then αˆ(x) = αˆ(xi2) = sˆ
gδ3
2 and αˆ(y) = αˆ(x
i
3) = sˆ
gδ3
1+2 = sˆ
gδ3
3 , and so, αˆ(x) and
αˆ(y) are adjacent.
If (ii), then αˆ(x) = αˆ(xi2) = sˆ
gδ3
2 and αˆ(y) = αˆ(x
i
3) = sˆ
gδ3
3 , and so, αˆ(x) and αˆ(y)
are adjacent.
If (iii), then αˆ(x) = αˆ(xi2) = sˆ
gδ3
2 and αˆ(y) = αˆ(x
i
3) = sˆ
gδ3
5−2 = sˆ
gδ3
3 , and so, αˆ(x)
and αˆ(y) are adjacent.
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Case 2.b: g ∈
4⋃
i=1
Gi.
Then, x = xir or x = x
i
r+4 where g = 〈x
i
r, x
i
r+1, . . . , x
i
r+4〉.
Case 2.b.i: g ∈ G
{0}
1
⋃
G
{0,2}
1 .
From Case 2 of the previous claim,
i) α˜(〈xir−1, x
i
r, . . . , x
i
r+5〉) = 〈s˜
gδ
−1
1 , s˜0, s˜
gδ4
1 , s˜
gδ4
2 , s˜
gδ4
3 , s˜
gδ4
4 , s˜
gδ4
5 〉 for some gδ−1 ∈ F0
and gδ4 ∈ F2,
ii) α˜(〈xir−1, x
i
r, . . . , x
i
r+5〉) = 〈s˜
gδ
−1
1 , s˜0, s˜
gδ4
1 , s˜
gδ4
2 , s˜
gδ4
1 , s˜
gδ4
2 , s˜
gδ4
3 〉 for some gδ−1 ∈ F0
and gδ4 ∈ F1, or
iii) α˜(〈xir−1, x
i
r, . . . , x
i
r+5〉) = 〈s˜
gδ
−1
1 , s˜0, s˜
gδ1
1 , s˜0, s˜
gδ4
1 , s˜
gδ4
2 , s˜
gδ4
3 〉 for some gδ−1 ∈ F0,
gδ1 ∈ F1
⋃
F2, and gδ4 ∈ F1.
Case 2.b.i.1: x = xir.
Then, y = xir−1.
If (i),(ii), or (iii), then αˆ(x) = αˆ(xir) = sˆ
gδ
−1
2 and αˆ(y) = αˆ(x
i
r−1) = sˆ
gδ
−1
1+2 = sˆ
gδ
−1
3 ,
and so, αˆ(x) and αˆ(y) are adjacent.
Case 2.b.i.2: x = xir+4.
Then, y = xir+5.
If (i), then αˆ(x) = αˆ(xir+4) = sˆ
gδ4
2 and αˆ(y) = αˆ(x
i
r+5) = sˆ
gδ4
5−2 = sˆ
gδ4
3 , and so, αˆ(x)
and αˆ(y) are adjacent.
If (ii) or (iii), then αˆ(x) = αˆ(xir+4) = sˆ
gδ4
2 and αˆ(y) = αˆ(x
i
r+5) = sˆ
gδ4
3 , and so, αˆ(x)
and αˆ(y) are adjacent.
Case 2.b.ii: g ∈ G
{4}
1
⋃
G
{2,4}
1 .
From Case 2 of the previous claim,
i) α˜(〈xir−1, x
i
r, . . . , x
i
r+5〉) = 〈s˜
gδ0
5 , s˜
gδ0
4 s˜
gδ0
3 , s˜
gδ0
2 , s˜
gδ0
1 , s˜0, s˜
gδ5
1 〉 for some gδ0 ∈ F2 and
gδ5 ∈ F0,
ii) α˜(〈xir−1, x
i
r, . . . , x
i
r+5〉) = 〈s˜
gδ0
3 , s˜
gδ0
2 , s˜
gδ0
1 , s˜
gδ0
2 , s˜
gδ0
1 , s˜0, s˜
gδ5
1 〉 for some gδ0 ∈ F1
and gδ5 ∈ F0, or
iii) α˜(〈xir−1, x
i
r, . . . , x
i
r+5〉) = 〈s˜
gδ0
3 , s˜
gδ0
2 , s˜
gδ0
1 , s˜0, s˜
gδ3
1 , s˜0, s˜
gδ5
1 〉 for some gδ0 ∈ F1,
gδ3 ∈ F1
⋃
F2, and gδ5 ∈ F0.
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Case 2.b.ii.1: x = xir+4.
Then, y = xir+5.
If (i),(ii), or (iii), then αˆ(x) = αˆ(xir+4) = sˆ
gδ5
2 and αˆ(y) = αˆ(x
i
r+5) = sˆ
gδ5
1+2 = sˆ
gδ5
3 ,
and so, αˆ(x) and αˆ(y) are adjacent.
Case 2.b.ii.2: x = xir.
Then, y = xir−1.
If (i), then αˆ(x) = αˆ(xir) = sˆ
gδ0
2 and αˆ(y) = αˆ(x
i
r−1) = sˆ
gδ0
5−2 = sˆ
gδ0
3 , and so, αˆ(x)
and αˆ(y) are adjacent.
If (ii) or (iii), then αˆ(x) = αˆ(xir) = sˆ
gδ0
2 and αˆ(y) = αˆ(x
i
r−1) = sˆ
gδ0
3 , and so, αˆ(x)
and αˆ(y) are adjacent.
Case 2.b.iii: g ∈ G
{0,4}
1
⋃
G
{0,2,4}
1 .
From Case 3 of the previous claim,
i) α˜(〈xir−1, x
i
r, . . . , x
i
r+5〉) = 〈s˜
gδ
−1
1 , s˜0, s˜
gδ2
1 , s˜
gδ2
2 , s˜
gδ2
1 , s˜0, s˜
gδ5
1 〉 for some gδ−1, gδ5 ∈
F0 and gδ2 ∈ F1
⋃
F2 or
ii) α˜(〈xir−1, x
i
r, . . . , x
i
r+5〉) = 〈s˜
gδ
−1
1 , s˜0, s˜
gδ1
1 , s˜0, s˜
gδ3
1 , s˜0, s˜
gδ5
1 〉 for some gδ−1, gδ5 ∈ F0
and gδ1, gδ3 ∈ F1
⋃
F2.
Case 2.b.iii.1: x = xir.
Then, y = xir−1.
If (i) or (ii), then αˆ(x) = αˆ(xir) = sˆ
gδ
−1
2 and αˆ(y) = αˆ(x
i
r−1) = sˆ
gδ
−1
1+2 = sˆ
gδ
−1
3 , and
so, αˆ(x) and αˆ(y) are adjacent.
Case 2.b.iii.2: x = xir+4.
Then, y = xir+5.
If (i) or (ii), then αˆ(x) = αˆ(xir+4) = sˆ
gδ5
2 and αˆ(y) = αˆ(x
i
r+5) = sˆ
gδ5
1+2 = sˆ
gδ5
3 , and
so, αˆ(x) and αˆ(y) are adjacent.
Case 2.b.iv: g ∈ G
{0}
2
⋃
G
{0,2}
2 .
From Case 4 of the previous claim,
i) α˜(〈xir−1, x
i
r, . . . , x
i
r+4〉) = 〈s˜
gδ
−1
1 , s˜0, s˜
gδ4
1 , s˜
gδ4
2 , s˜
gδ4
3 , s˜
gδ4
4 〉 for some gδ−1 ∈ F0 and
gδ4 ∈ F2 or
57
Texas Tech University, C.T. Kennaugh, May 2009
ii) α˜(〈xir−1, x
i
r, . . . , x
i
r+4〉) = 〈s˜
gδ
−1
1 , s˜0, s˜
gδ1
1 , s˜0, s˜
gδ4
1 , s˜
gδ4
2 〉 for some gδ−1 ∈ F0, gδ1 ∈
F1
⋃
F2, and gδ4 ∈ F1.
Case 2.b.iv.1: x = xir.
Then, y = xir−1.
If (i) or (ii), then αˆ(x) = αˆ(xir) = sˆ
gδ
−1
2 and αˆ(y) = αˆ(x
i
r−1) = sˆ
gδ
−1
1+2 = sˆ
gδ
−1
3 , and
so, αˆ(x) and αˆ(y) are adjacent.
Case 2.b.iv.2: x = xir+4.
Then, y = xir+5.
If (i), then by Proposition 4.12, xir+5 exists and nΦ
m
0 (x
i
r+5) = vn−1, and so,
α˜(xir+5) = s˜
gδ4
3 or α˜(x
i
r+5) = s˜
gδ4
5 . Then, αˆ(x) = αˆ(x
i
r+4) = sˆ
gδ4
2 , and αˆ(y) = αˆ(x
i
r+5) =
sˆg
δ4
3−2 = sˆ
gδ4
1 or αˆ(y) = αˆ(x
i
r+5) = sˆ
gδ4
5−2 = sˆ
gδ4
3 , and so, αˆ(x) and αˆ(y) are adjacent.
If (ii), then by Proposition 4.12, xir+5 exists and nΦ
m
0 (x
i
r+5) = vn−1, and so,
α˜(xir+5) = s˜
gδ4
1 or α˜(x
i
r+5) = s˜
gδ4
3 . Then, αˆ(x) = αˆ(x
i
r+4) = sˆ
gδ4
2 , and αˆ(y) = αˆ(x
i
r+5) =
sˆg
δ4
1 or αˆ(y) = αˆ(x
i
r+5) = sˆ
gδ4
3 , and so, αˆ(x) and αˆ(y) are adjacent.
Case 2.b.v: g ∈ G
{4}
3
⋃
G
{2,4}
3 .
From Case 4 of the previous claim,
i) α˜(〈xir, x
i
r+1, . . . , x
i
r+5〉) = 〈s˜
gδ0
4 , s˜
gδ0
3 , s˜
gδ0
2 , s˜
gδ0
1 , s˜0, s˜
gδ5
1 〉 for some gδ0 ∈ F2 and
gδ5 ∈ F0 or
ii) α˜(〈xir, x
i
r+1, . . . , x
i
r+5〉) = 〈s˜
gδ0
2 , s˜
gδ0
1 , s˜0, s˜
gδ3
1 , s˜0, s˜
gδ5
1 〉 for some gδ0 ∈ F1, gδ3 ∈
F1
⋃
F2, and gδ5 ∈ F0.
Case 2.b.v.1: x = xir+4.
Then, y = xir+5.
If (i) or (ii), then αˆ(x) = αˆ(xir+4) = sˆ
gδ5
2 and αˆ(y) = αˆ(x
i
r+5) = sˆ
gδ5
1+2 = sˆ
gδ5
3 , and
so, αˆ(x) and αˆ(y) are adjacent.
Case 2.b.v.2: x = xir.
Then, y = xir−1.
If (i), then by Proposition 4.12, xir−1 exists and nΦ
m
0 (x
i
r−1) = vn−1, and so,
α˜(xir−1) = s˜
gδ0
3 or α˜(x
i
r−1) = s˜
gδ0
5 . Then, αˆ(x) = αˆ(x
i
r) = sˆ
gδ0
2 , and αˆ(y) = αˆ(x
i
r−1) =
sˆg
δ0
3−2 = sˆ
gδ0
1 or αˆ(y) = αˆ(x
i
r−1) = sˆ
gδ0
5−2 = sˆ
gδ0
3 , and so, αˆ(x) and αˆ(y) are adjacent.
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If (ii), then by Proposition 4.12, xir−1 exists and nΦ
m
0 (x
i
r−1) = vn−1, and so,
α˜(xir−1) = s˜
gδ0
1 or α˜(x
i
r−1) = s˜
gδ0
3 . Then, αˆ(x) = αˆ(x
i
r) = sˆ
gδ0
2 , and αˆ(y) = αˆ(x
i
r−1) =
sˆg
δ0
1 or αˆ(y) = αˆ(x
i
r−1) = sˆ
gδ0
3 , and so, αˆ(x) and αˆ(y) are adjacent.
Case 3: x, y ∈ V(nXm \
⋃
G′.
Case 3.a: α˜(x), α˜(y) ∈ S˜δ \ {s˜0} for some δ ∈ {1, . . . , n˜0}.
Since α˜ is simplicial, then α˜(x) and α˜(y) are adjacent by Proposition 4.12, and
so, αˆ(x) and αˆ(y) are adjacent by definition of αˆ.
Case 3.b: α˜(x) = s˜0.
Case 3.b.i: α˜(y) = s˜δ1 for some δ ∈ F0.
Then, nΦ
m
0 (y) = β˜(α˜(y)) = β˜(s˜
δ
1 6= vn−1, and so by Proposition 4.12, there exist
i ∈ {1, . . . , n} and z ∈ V(nXm) so that z is adjacent to x and z 6= y and 〈z,
x, y〉 ⊆ nA
i
m. By Proposition 4.16, nΦ
m
0 (z) = vn−1, and so by Proposition 4.12, z ∈ g
for some g ∈ G.
Suppose g /∈ G0. Then, z = x
i
r+1 or z = x
i
r+3 where g = 〈x
i
r, x
i
r+1, . . . , x
i
r+4〉. Since
nΦ
m
0 (y) 6= vn−1, then 〈z, x, y〉 = 〈x
i
r+1, x
i
r, x
i
r−1〉 or 〈z, x, y〉 = 〈x
i
r+3, x
i
r+4, x
i
r+5〉, and
so, α˜(xir) = s˜0 or α˜(x
i
r+4) = s˜0. Thus, g ∈ G
′, contradicting x ∈ g.
Suppose g ∈ G0. Then, z = x
i
1 and x = x
i
2 where g = 〈x
i
0, x
i
1, x
i
2〉, and so
g ∈ G′0
⋃
G′′0 ⊆ G
′, contradicting x ∈ g.
Thus, Case 3.b.i does not occur.
Case 3.b.ii: α˜(y) = s˜δ1 for some δ ∈ F2.
From Case 6 of the previous claim, y ∈ g for some g ∈ G′, giving a contradiction.
Thus, Case 3.b.ii does not occur.
Case 3.b.iii: α˜(y) = s˜δ1 for some δ ∈ F1.
Then, αˆ(x) = sˆ0 and αˆ(y) = sˆ
δ
1, and so, αˆ(x) and αˆ(y) are adjacent.
CLAIM: βˆ(sˆ0) = v0.
By definition of βˆ, βˆ(sˆ0) = β˜(s˜0), and by hypothesis, β˜(s˜0) = v0.
CLAIM: βˆ ◦ αˆ = nΦ
m
0 .
Let x ∈ V(nXm).
Case 1: x ∈ g for some g ∈ G′.
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Case 1.a: g ∈ G′0
⋃
G′′0.
Let g = 〈xi0, x
i
1, x
i
2〉 for some i ∈ {1, . . . , n}. By Proposition 4.12, nΦ
m
0 (〈x
i
0, x
i
1, x
i
2〉)
= 〈v0, vn−1, v0〉.
Case1.a.i: g ∈ G′0.
From Case 2.a.i of the second claim, (i) or (ii) holds.
If (i), then nΦ
m
0 (〈x
i
0, x
i
1, x
i
2〉) = β˜(α˜(〈x
i
0, x
i
1, x
i
2〉)) = β˜(〈s˜0, s˜
gδ3
1 , s˜
gδ3
2 〉) = βˆ(〈sˆ0, sˆ
gδ3
1 ,
sˆg
δ3
2 〉) = βˆ(αˆ(〈x
i
0, x
i
1, x
i
2〉)).
If (ii), then nΦ
m
0 (〈x
i
0, x
i
1, x
i
2〉) = 〈v0, vn−1, v0〉 = βˆ(〈sˆ0, sˆ
gδ3
1 , sˆ
gδ3
2 〉) = βˆ(αˆ(〈x
i
0, x
i
1,
xi2〉)).
Case1.a.ii: g ∈ G′′0.
From Case 2.a.ii of the second claim, (i),(ii), or (iii) holds.
If (i), then nΦ
m
0 (〈x
i
0, x
i
1, x
i
2〉) = 〈v0, vn−1, v0〉 = βˆ(〈sˆ0, sˆ
gδ3
1 , sˆ
gδ3
2 〉) = βˆ(αˆ(〈x
i
0, x
i
1,
xi2〉)).
If (ii), then nΦ
m
0 (〈x
i
0, x
i
1, x
i
2〉) = β˜(α˜(〈x
i
0, x
i
1, x
i
2〉)) = β˜(〈s˜0, s˜
gδ3
1 , s˜
gδ3
2 〉) = βˆ(〈sˆ0, sˆ
gδ3
1 ,
sˆg
δ3
2 〉) = βˆ(αˆ(〈x
i
0, x
i
1, x
i
2〉)).
If (iii), then nΦ
m
0 (〈x
i
0, x
i
1, x
i
2〉) = β˜(α˜(〈x
i
0, x
i
1, x
i
2〉)) = β˜(〈s˜
gδ3
2 , s˜
gδ3
3 , s˜
gδ3
4 〉) = βˆ(〈sˆ0,
sˆg
δ3
1 , sˆ
gδ3
2 〉) = βˆ(αˆ(〈x
i
0, x
i
1, x
i
2〉)).
Case 1.b: g ∈
4⋃
i=1
Gi.
Let g = 〈xir, x
i
r+1, . . . , x
i
r+4〉 for some i ∈ {1, . . . , n} and r ∈ {0, . . . , ℓi}.
Case 1.b.i: g ∈ G
{0}
1
⋃
G
{0,2}
1 .
From Case 2.b.i of the second claim, (i),(ii), or (iii) holds.
If (i), then nΦ
m
0 (〈x
i
r, x
i
r+1, . . . , x
i
r+4〉) = nΦ
m
0 (〈x
i
r, x
i
r+1, . . . , x
i
r+3〉)
∨
nΦ
m
0 (〈x
i
r+3,
xir+4〉) = 〈v0, vn−1, v0, vn−1〉
∨
nΦ
m
0 (〈x
i
r+3 , x
i
r+4〉) = βˆ(〈sˆ
gδ
−1
2 , sˆ
gδ
−1
1 , sˆ0, sˆ
gδ4
1 〉)
∨
β˜(α˜(
〈xir+3, x
i
r+4〉)) = βˆ(αˆ(〈x
i
r, x
i
r+1, . . . , x
i
r+3〉))
∨
β˜(〈s˜g
δ4
3 , s˜
gδ4
4 〉) = βˆ(αˆ(〈x
i
r, x
i
r+1, . . . , x
i
r+3〉
))
∨
βˆ(〈sˆg
δ4
1 , sˆ
gδ4
2 〉) = βˆ(αˆ(〈x
i
r, x
i
r+1, . . . , x
i
r+3〉))
∨
βˆ(αˆ((〈xir+3, x
i
r+4〉)) = βˆ(αˆ(〈x
i
r, x
i
r+1,
. . . , xir+4〉)), and if (ii) or (iii), then nΦ
m
0 (〈x
i
r, x
i
r+1, . . . , x
i
r+4〉) = nΦ
m
0 (〈x
i
r, x
i
r+1, . . . ,
xir+3〉)
∨
nΦ
m
0 (〈x
i
r+3 , x
i
r+4〉) = 〈v0, vn−1, v0, vn−1〉
∨
nΦ
m
0 (〈x
i
r+3, x
i
r+4〉) = βˆ(〈sˆ
gδ
−1
2 , sˆ
gδ
−1
1 ,
sˆ0, sˆ
gδ4
1 〉)
∨
β˜(α˜(〈xir+3, x
i
r+4〉)) = βˆ(αˆ(〈x
i
r, x
i
r+1, . . . , x
i
r+3〉))
∨
β˜(〈s˜g
δ4
1 , s˜
gδ4
2 〉) = βˆ(αˆ(〈x
i
r,
xir+1, . . . , x
i
r+3〉))
∨
βˆ(〈sˆg
δ4
1 , sˆ
gδ4
2 〉) = βˆ(αˆ(〈x
i
r, x
i
r+1, . . . , x
i
r+3〉))
∨
βˆ(αˆ((〈xir+3, x
i
r+4〉)) =
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βˆ(αˆ(〈xir, x
i
r+1, . . . , x
i
r+4〉)), since βˆ(sˆ
gδ4
1 ) = β˜(s˜
gδ4
1+2) = β˜(s˜
gδ4
3 ) = vn−1 if gδ4 ∈ F2 and
βˆ(sˆg
δ4
1 ) = β˜(s˜
gδ4
1 ) = vn−1 if gδ4 ∈ F1.
Case 1.b.ii: g ∈ G
{4}
1
⋃
G
{2,4}
1 .
From Case 2.b.ii of the second claim, (i),(ii), or (iii) holds.
If (i), then nΦ
m
0 (〈x
i
r, x
i
r+1, . . . , x
i
r+4〉) = nΦ
m
0 (〈x
i
r , x
i
r+1〉)
∨
nΦ
m
0 (〈x
i
r+1, x
i
r+2, . . . ,
xir+4〉) = nΦ
m
0 (〈x
i
r , x
i
r+1〉)
∨
〈vn−1, v0, vn−1, v0〉 = β˜(α˜(〈x
i
r , x
i
r+1〉))
∨
βˆ(〈sˆg
δ0
1 , sˆ0, sˆ
gδ5
1 ,
sˆg
δ5
2 〉) = β˜(〈s˜
gδ0
4 , s˜
gδ0
3 〉)
∨
βˆ(αˆ(〈xir+1, x
i
r+2, . . . , x
i
r+4〉)) = βˆ(〈sˆ
gδ0
2 , sˆ
gδ0
1 〉)
∨
βˆ(αˆ(〈xir+1,
xir+2, . . . , x
i
r+4〉)) = βˆ(αˆ(〈x
i
r , x
i
r+1〉))
∨
βˆ(αˆ(〈xir+1, x
i
r+2, . . . , x
i
r+4〉)) = βˆ(αˆ(〈x
i
r, x
i
r+1,
. . . , xir+4〉)), and if (ii) or (iii), then nΦ
m
0 (〈x
i
r, x
i
r+1, . . . , x
i
r+4〉) = nΦ
m
0 (〈x
i
r , x
i
r+1〉)
∨
nΦ
m
0 (〈x
i
r+1, x
i
r+2, . . . , x
i
r+4〉) = nΦ
m
0 (〈x
i
r , x
i
r+1〉)
∨
〈vn−1, v0, vn−1, v0〉 = β˜(α˜(〈x
i
r , x
i
r+1〉))∨
βˆ(〈sˆg
δ0
1 , sˆ0, sˆ
gδ5
1 , sˆ
gδ5
2 〉) = β˜(〈s˜
gδ0
2 , s˜
gδ0
1 〉)
∨
βˆ(αˆ(〈xir+1, x
i
r+2, . . . , x
i
r+4〉)) = βˆ(〈sˆ
gδ0
2 , sˆ
gδ0
1
〉)
∨
βˆ(αˆ(〈xir+1, x
i
r+2, . . . , x
i
r+4〉)) = βˆ(αˆ((〈x
i
r, x
i
r+1〉))
∨
βˆ(αˆ(〈xir+1, x
i
r+2, . . . , x
i
r+4〉)) =
βˆ(αˆ(〈xir, x
i
r+1, . . . , x
i
r+4〉)), since βˆ(sˆ
gδ0
1 ) = β˜(s˜
gδ0
1+2) = β˜(s˜
gδ0
3 ) = vn−1 if gδ0 ∈ F2 and
βˆ(sˆg
δ0
1 ) = β˜(s˜
gδ0
1 ) = vn−1 if gδ0 ∈ F1.
Case 1.b.iii: g ∈ G
{0,4}
1
⋃
G
{0,2,4}
1 .
From Case 2.b.iii of the second claim, (i) or (ii) holds.
If (i) or (ii), then nΦ
m
0 (〈x
i
r, x
i
r+1, . . . , x
i
r+4〉) = 〈v0, vn−1, v0, vn−1, v0〉 = βˆ(〈sˆ
gδ
−1
2 ,
sˆ
gδ
−1
1 , sˆ0, sˆ
gδ5
1 , sˆ
gδ5
2 〉) = βˆ(αˆ(〈x
i
r, x
i
r+1, . . . , x
i
r+4〉)).
Case 1.b.iv: g ∈ G
{0}
2
⋃
G
{0,2}
2 .
From Case 2.b.iv of the second claim, (i) or (ii) holds.
If (i), then nΦ
m
0 (〈x
i
r, x
i
r+1, . . . , x
i
r+4〉) = nΦ
m
0 (〈x
i
r, x
i
r+1, . . . , x
i
r+3〉)
∨
nΦ
m
0 (〈x
i
r+3,
xir+4〉) = 〈v0, vn−1, v0, vn−1〉
∨
nΦ
m
0 (〈x
i
r+3 , x
i
r+4〉) = βˆ(〈sˆ
gδ
−1
2 , sˆ
gδ
−1
1 , sˆ0, sˆ
gδ4
1 〉)
∨
β˜(α˜(
〈xir+3, x
i
r+4〉)) = βˆ(αˆ(〈x
i
r, x
i
r+1, . . . , x
i
r+3〉))
∨
β˜(〈s˜g
δ4
3 , s˜
gδ4
4 〉) = βˆ(αˆ(〈x
i
r, x
i
r+1, . . . , x
i
r+3〉
))
∨
βˆ(〈sˆg
δ4
1 , sˆ
gδ4
2 〉) = βˆ(αˆ(〈x
i
r, x
i
r+1, . . . , x
i
r+3〉))
∨
βˆ(αˆ((〈xir+3, x
i
r+4〉)) = βˆ(αˆ(〈x
i
r, x
i
r+1,
. . . , xir+4〉)), and if (ii), then nΦ
m
0 (〈x
i
r, x
i
r+1, . . . , x
i
r+4〉) = nΦ
m
0 (〈x
i
r, x
i
r+1, . . . , x
i
r+3〉)
∨
nΦ
m
0 (〈x
i
r+3, x
i
r+4〉) = 〈v0, vn−1, v0, vn−1〉
∨
nΦ
m
0 (〈x
i
r+3 , x
i
r+4〉) = βˆ(〈sˆ
gδ
−1
2 , sˆ
gδ
−1
1 , sˆ0, sˆ
gδ4
1 〉)∨
β˜(α˜(〈xir+3, x
i
r+4〉)) = βˆ(αˆ(〈x
i
r, x
i
r+1, . . . , x
i
r+3〉))
∨
β˜(〈s˜g
δ4
1 , s˜
gδ4
2 〉) = βˆ(αˆ(〈x
i
r, x
i
r+1,
. . . , xir+3〉))
∨
βˆ(〈sˆg
δ4
1 , sˆ
gδ4
2 〉) = βˆ(αˆ(〈x
i
r, x
i
r+1, . . . , x
i
r+3〉))
∨
βˆ(αˆ((〈xir+3, x
i
r+4〉)) = βˆ(αˆ
(〈xir, x
i
r+1, . . . , x
i
r+4〉)), since βˆ(sˆ
gδ4
1 ) = β˜(s˜
gδ4
1+2) = β˜(s˜
gδ4
3 ) = vn−1 if gδ4 ∈ F2 and
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βˆ(sˆg
δ4
1 ) = β˜(s˜
gδ4
1 ) = vn−1 if gδ4 ∈ F1.
Case 1.b.v: g ∈ G
{4}
3
⋃
G
{2,4}
3 .
From Case 2.b.v of the second claim, (i) or (ii) holds.
If (i), then nΦ
m
0 (〈x
i
r, x
i
r+1, . . . , x
i
r+4〉) = nΦ
m
0 (〈x
i
r , x
i
r+1〉)
∨
nΦ
m
0 (〈x
i
r+1, x
i
r+2, . . . ,
xir+4〉) = nΦ
m
0 (〈x
i
r , x
i
r+1〉)
∨
〈vn−1, v0, vn−1, v0〉 = β˜(α˜(〈x
i
r , x
i
r+1〉))
∨
βˆ(〈sˆg
δ0
1 , sˆ0, sˆ
gδ5
1 ,
sˆg
δ5
2 〉) = β˜(〈s˜
gδ0
4 , s˜
gδ0
3 〉)
∨
βˆ(αˆ(〈xir+1, x
i
r+2, . . . , x
i
r+4〉)) = βˆ(〈sˆ
gδ0
2 , sˆ
gδ0
1 〉)
∨
βˆ(αˆ(〈xir+1,
xir+2, . . . , x
i
r+4〉)) = βˆ(αˆ(〈x
i
r , x
i
r+1〉))
∨
βˆ(αˆ(〈xir+1, x
i
r+2, . . . , x
i
r+4〉)) = βˆ(αˆ(〈x
i
r, x
i
r+1,
. . . , xir+4〉)), and if (ii), then nΦ
m
0 (〈x
i
r, x
i
r+1, . . . , x
i
r+4〉) = nΦ
m
0 (〈x
i
r , x
i
r+1〉)
∨
nΦ
m
0 (〈x
i
r+1,
xir+2, . . . , x
i
r+4〉) = nΦ
m
0 (〈x
i
r , x
i
r+1〉)
∨
〈vn−1, v0, vn−1, v0〉 = β˜(α˜(〈x
i
r , x
i
r+1〉))
∨
βˆ(〈sˆg
δ0
1 ,
sˆ0, sˆ
gδ5
1 , sˆ
gδ5
2 〉) = β˜(〈s˜
gδ0
2 , s˜
gδ0
1 〉)
∨
βˆ(αˆ(〈xir+1, x
i
r+2, . . . , x
i
r+4〉)) = βˆ(〈sˆ
gδ0
2 , sˆ
gδ0
1 〉)
∨
βˆ(αˆ(
〈xir+1, x
i
r+2, . . . , x
i
r+4〉)) = βˆ(αˆ((〈x
i
r, x
i
r+1〉))
∨
βˆ(αˆ(〈xir+1, x
i
r+2, . . . , x
i
r+4〉)) = βˆ(αˆ(〈x
i
r,
xir+1, . . . , x
i
r+4〉)), since βˆ(sˆ
gδ0
1 ) = β˜(s˜
gδ0
1+2) = β˜(s˜
gδ0
3 ) = vn−1 if gδ0 ∈ F2 and βˆ(sˆ
gδ0
1 ) =
β˜(s˜g
δ0
1 ) = vn−1 if gδ0 ∈ F1.
Case 2: x ∈ V(nXm \
⋃
G′).
Case 2.a: α˜(x) = s˜0.
Then, nΦ
m
0 (x) = β˜(α˜(x)) = β˜(s˜0) = βˆ(sˆ0) = βˆ(αˆ(x)).
Case 2.b: α˜(x) = s˜δk for some δ ∈ F0.
Then, nΦ
m
0 (x) = β˜(α˜(x)) = β˜(s˜
δ
k) = βˆ(sˆ
δ
k+2) = βˆ(αˆ(x)).
Case 2.c: α˜(x) = s˜δk for some δ ∈ F2.
Case 2.c.i: k = 2.
Then, nΦ
m
0 (x) = β˜(α˜(x)) = β˜(s˜
δ
2) = v0 = β˜(s˜0) = βˆ(sˆ0) = βˆ(αˆ(x)).
Case 2.c.ii: k ∈ {3, . . . , k˜δ}.
Then, nΦ
m
0 (x) = β˜(α˜(x)) = β˜(s˜
δ
k) = βˆ(sˆ
δ
k−2) = βˆ(αˆ(x)).
Case 2.d: α˜(x) = s˜δk for some δ ∈ F1.
Then, nΦ
m
0 (x) = β˜(α˜(x)) = β˜(s˜
δ
k) = βˆ(sˆ
δ
k) = βˆ(αˆ(x)).
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Figure 4.5: (top) Factoring of 5Φ
m
0 given by Theorem 3.3. (bottom) Factoring given
by Proposition 4.17.
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For Propositions 4.18 and 4.19 let lim←−{nY i, nΓ
j
i}
∞
i=0,j≥i be generated by d[nφ] ◦
nλ, nφ, nφ, . . . (Definition 4.10).
Proposition 4.18. Let m ∈ {1, 2, . . .}, n˜ ∈ {1, . . . , n− 1}, T˜ be a simple-n˜-od, and
α˜ : nY m −→ T˜ and β˜ : T˜ −→ nY 1 be simplicial maps so that β˜ ◦ α˜ = nΓ
m
1 and
β˜(s˜0) = v0 where s˜0 is the branch point of T˜ . Then, there exist a simple-n˜-od T and
simplicial maps α : nXm−1 −→ T and β : T −→ nX0 so that β ◦ α = nΦ
m−1
0 and
β(s0) = v0 where s0 is the branch point of T .
Proof. Let S˜1, S˜2, . . . , S˜n˜ be n˜ arcs so that
n˜⋃
i=1
S˜i = T˜ and S˜i
⋂
S˜j = {s˜0} for each
distinct i, j ∈ {1, . . . , n˜}, and so s˜0 is an endpoint of S˜
i for each i ∈ {1, . . . , n˜}.
CLAIM: α˜−1(S˜i) is a subdivision of a subgraph nX
i
m−1 of nXm−1 for each i ∈ {1,
. . . , n˜}.
Let i ∈ {1, . . . , n˜} and x, y ∈ V(nXm−1) so that x and y are distinct and adjacent
and (〈x, y〉, nY m)
⋂
α˜−1(S˜i) 6= ∅. Since β˜(s˜0) = v0 and nΓ
m
1 is a subdivision of nΦ
m−1
0
matching nY 1, then α˜
−1(s˜0) ⊆ V(nXm−1). Suppose α˜(x) ∈ S˜
i. If α˜(y) /∈ S˜i, then (〈x,
y〉, nY m)
⋂
α˜−1(S˜i) = {x}, and if α˜(y) ∈ S˜i, then (〈x, y〉, nY m) ⊆ α˜
−1(S˜i). Suppose
α˜(x) /∈ S˜i. If α˜(y) /∈ S˜i, then (〈x, y〉, nY m)
⋂
α˜−1(S˜i) = ∅, and if α˜(y) ∈ S˜i, then (〈x,
y〉, nY m)
⋂
α˜−1(S˜i) = {y}.
Thus, the claim holds.
By Proposition 5.13 in [14], for each i ∈ {1, . . . , n˜}, there exist an arc Si, sim-
plicial maps βi : Si −→ nΦ
m−1
0 (nX
i
m−1) and α
i : nX
i
m−1 −→ S
i so that βi ◦ αi =
nΦ
m−1
0 |nXim−1 , and an endpoint s
i
0 of S
i so that βi(si0) = β˜(s˜0) and α
i−1(si0) = α˜
−1(s˜0).
Let T =
n˜⋃
i=1
Si/ ∼, where ∼ identifies si0 to s0 for all i ∈ {1, . . . , n˜}, and q :
n˜⋃
i=1
Si −→
n˜⋃
i=1
Si/ ∼ be the quotient map, and define β : T −→ nX0 as β(y) = β
i(x)
if y = q(x) for some x ∈ V(Si \ {si0}) and i ∈ {1, . . . , n˜} and β(s0) = β˜(s˜0), and
α : nXm−1 −→ T as α(x) = q(α
i(x)) if x ∈ V(nX
i
m−1).
Since βi is simplicial and βi(si0) = β˜(s˜0) for all i ∈ {1, . . . , n˜}, then β is simplicial.
CLAIM: α is well-defined.
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Let x ∈ V(nX
i
m−1
⋂
nX
j
m−1) for distinct i, j ∈ {1, . . . , n˜}. Then, x ∈ α˜
−1(s˜0), and
so, q(αi(x)) = q(si0) = s0 = q(s
j
0) = q(α
j(x)).
CLAIM: α is simplicial.
Let x, y ∈ V(nXm−1) be distinct and adjacent.
By the first claim, x, y ∈ nX
i
m−1 for some i ∈ {1, . . . , n˜}. Since q is simplicial,
αi is simplicial, and nΦ
m−1
0 is light, then α(x) = q(α
i(x)) and α(y) = q(αi(y)) are
adjacent.
CLAIM: β ◦ α = nΦ
m−1
0 .
Let x ∈ V(nXm−1). Then, x ∈ V(nX
i
m−1) for some i ∈ {1, . . . , n˜}. If x ∈ α˜
−1(s˜0),
then nΦ
m−1
0 (x) = β
i(αi(x)) = βi(si0) = β˜(s˜0) = β(s0) = β(q(s
i
0)) = β(q(α
i(x))) =
β(α(x)), and if x /∈ α˜−1(s˜0), then α
i(x) ∈ V(Si \ {si0}) and nΦ
m−1
0 (x) = β
i(αi(x)) =
β(q(αi(x))) = β(α(x)).
CLAIM: β(s0) = v0.
By definition, β(s0) = β˜(s˜0), and by hypothesis, β˜(s˜0) = v0.
Proposition 4.19. There do not exist a simple-n˜-od T and simplicial maps α :
nXm −→ T and β : T −→ nX0 so that β ◦ α = nΦ
m
0 and β(s0) = v0, where s0 is the
branch point of T , for each m ∈ {1, 2, . . .} and for each n˜ ∈ {1, . . . , n− 1}.
Proof. Let n˜ ∈ {1, . . . , n− 1} and nA
i
1 = 〈x
i
0, x
i
1, . . . , x
i
ℓi
〉 for some ℓi ∈ {1, 2, . . .} for
each i ∈ {1, . . . , n} where xi0 = v0 for all i ∈ {1, . . . , n}.
Let m = 1 and suppose there exist a simple-n˜-od T and simplicial maps α :
nX1 −→ T and β : T −→ nX0 so that β ◦ α = nΦ
1
0 and β(s0) = v0 where s0 is the
branch point of T .
Since nΦ
1
0(nA
i
1) = 〈v0, vn−1, v0, vpi−1(1), v0, vpi−1(2), v0, . . . , vpi−1(n−2), v0, vn, vn+2〉 for
each i ∈ {1, . . . , n− 3}, nΦ
1
0(nA
n−2
1 ) = 〈v0, vn−1, vn+1〉, nΦ
1
0(nA
n−1
1 ) = 〈v0, vn−1,
v0, vn, vn+2〉, and nΦ
1
0(nA
n
1 ) = 〈v0, vn−1, v0, vn−2, v0, v1, v0, v2, v0, . . . , vn−3, v0, vn, vn+2〉,
then nΦ
1
0(x
i
ti
) = nΦ
1
0(x
j
t) for some t < tj where x
i
ti
, xjtj ∈ {x
n−2
2 , x
k
3 : k ∈ {1, . . . ,
n} \ {n− 2}} are distinct, giving a contradiction.
Let m > 1, and suppose the claim holds for all m˜ ∈ {1, . . . , m− 1}. Suppose
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there exist a simple-n˜-od T and simplicial maps α : nXm −→ T and β : T −→ nX0
so that β ◦ α = nΦ
m
0 and β(s0) = v0 where s0 is the branch point of T .
Since nXm is connected, α may be assumed to be surjective. By Proposition 4.17,
there exist n˜1, Tˆ , αˆ, and βˆ as defined in Proposition 4.17. Since βˆ(
n˜1⋃
i=1
〈sˆ0, sˆ
i
1〉) = 〈v0,
vn−1〉, then
n˜1⋃
i=1
〈sˆ0, sˆ
i
1〉 ⊆ c
∗
0 and d[βˆ](c0) = an−1 where c0 is a vertex of D(βˆ, Tˆ ). So, if
ci, cj ∈ V(D(βˆ, Tˆ )) are adjacent, then c
∗
i
⋃
c∗j ⊆ Sˆ
δ for some δ ∈ {1, . . . , n˜}, or ck = c0
for some k ∈ {i, j} and c∗ℓ ⊆ Sˆ
δ for some δ ∈ {1, . . . , n˜} where ℓ ∈ {i, j} and ℓ 6= k,
giving D(βˆ, Tˆ ) is a simple-n˜-od with branch point c0.
Since αˆ is surjective by definition, d[βˆ, αˆ] is surjective. By Proposition 4.7, Propo-
sition 2.6 in [14], and Theorem 4.3 in [14], there exists a simplicial map σ : D(βˆ, Tˆ ) −→
D(nΦ
1
0, nX1) so that σ ◦ d[βˆ, αˆ] = d[nΦ
1
0, nΦ
m
1 ]. By the proof of Proposition 4.7,
d[nφ]
−1(an−1) = {b0}, and so, since d[βˆ](c0) = an−1, σ(c0) = b0.
By Proposition 4.6, Proposition 4.9, and Theorem 5.11 in [14], lim←−{D(nΦ
i
0, nX i),
d[nΦ
i
0, nΦ
j
i ]}
∞
i=0,j≥i is isomorphic to lim←−{nY i, nΓ
j
i}
∞
i=0,j≥i (Definition 4.11). Thus, there
exist a simple-n˜-od T˜ and simplicial maps α˜ : nY m −→ T˜ and β˜ : T˜ −→ nY 1 so that
β˜ ◦ α˜ = nΓ
m
1 and β˜(s˜0) = v0 where s˜0 is the branch point of T˜ .
By Proposition 4.18, there exist a simple-n˜-od T and simplicial maps α : nXm−1
−→ T and β : T −→ nX0 so that β◦α = nΦ
m−1
0 and β(s0) = v0 where s0 is the branch
point of T , contradicting the induction hypothesis. Therefore, the claim follows by
induction.
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Figure 4.6: Factoring of 5Γ
m
1
Proposition 4.20. nK is not simple-(n− 1)-od-like.
Proof. If nK is simple-(n − 1)-od-like, then the conclusion of Theorem 3.3 for j = 0
contradicts Proposition 4.19.
Proposition 4.21. nK is indecomposable.
Proof. The claim follows from Proposition 4.3, Proposition 4.4, Proposition 4.20, and
Corollary 1 in [3].
Theorem 4.1. For each integer n greater than or equal to 3, there exists a simple-n-
od-like continuum (nK) having the properties of not being simple-(n− 1)-od-like and
of every proper nondegenerate subcontinuum being an arc.
Proof. The claim follows from Propositions 4.3 and 4.20.
67
Texas Tech University, C.T. Kennaugh, May 2009
CHAPTER V
FURTHER QUESTIONS
This dissertation provides, for each integer n ≥ 3, a simple-n-od-like continuum
nK which is not simple-(n−1)-od-like and whose every proper nondegenerate subcon-
tinuum is an arc. Examples for the case n = 5 and higher were not proven previously.
The existence of such continua is related to the problem of being able to distinguish
among tree-like continua those that are chainable. A fundamental open question in
this area is the following (Question 5.1) due to L. Mohler. One partial positive an-
swer has been given by L.G. Oversteegen in [17] for continua satisfying the additional
conditions of being the continuous image of a chainable continuum under an induced
map and of having surjective semispan equal to zero. Another partial positive an-
swer has been given by P. Minc in [16], as another application of the combinatorial
machinery developed in [14], for continua which are the inverse limits of trees with
simplicial bonding maps.
Question 5.1 (Problem 16 [12]). Is every atriodic tree-like continuum that is the
continuous image of a chainable continuum chainable?
Examining possible patterns for nested intersections of covers as determined by the
pattern of the bonding map nφ (for n ≥ 4), the examples presented here do not appear
to be planar. The question of just how “simple” examples with these properties could
be, corresponding to questions regarding the complexity of subcontinua of the plane,
is raised in the following.
Question 5.2. For each integer n greater than 3, does there exist a simple-n-od-like
planar continuum having the properties of not being simple-(n−1)-od-like and of every
proper nondegenerate subcontinuum being an arc (being atriodic)?
Do there exist examples with the above-mentioned properties, replacing arc with
pseudo-arc? The combinatorial techniques employed here, being dependent on a
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simplicial setting, could not be directly utilized in showing that such a given example
is not simpler (Definition 1.16). The case for n = 3 is known, as mentioned in the
Introduction, with an example in [8], constructed so as to be continuously mapped
onto the example in [7]. This implies nonchainabilty of the example in [8] since the
example in [7] is not the continuous image of a chainable continuum. This does
not naturally generalize to a method for showing that a hereditarily indecomposable
simple-n-od-like continuum is not simple-(n−1)-od-like. Specifically, can the bonding
map for nK be modified, in a manner similar to that done to the bonding map in
[7] to give the example in [8], to produce a continuum which is not simple-(n − 1)-
od-like? What techniques could be used to recognize that such a continuum is not
simple-(n− 1)-od-like?
Question 5.3. For each integer n greater than 3, does there exist a simple-n-od-like
(planar) continuum having the properties of not being simple-(n − 1)-od-like and of
being hereditarily indecomposable (every proper nondegenerate subcontinuum being a
pseudo-arc)?
The following question concerns the existence of more “complicated” atriodic ex-
amples known to be like a certain graph and not like any simpler graph (Definition
1.15). For trees, in constructing an atriodic continuum like a given tree and not
like anything simpler, the examples nK could be a way to control the order of the
branching.
Question 5.4. For a graph (tree) G, does there exist a G-like continuum having the
properties of not being H-like, for all graphs H simpler (Definition 1.15) than G, and
of being atriodic (being hereditarily indecomposable)?
Question 5.5. Does there exist a continuum K, with the property of being atriodic (of
every proper nondegenerate subcontinuum being an arc), which is not simple-n-od-like
for each positive integer n and which for each ǫ > 0 there exist a positive integer m
and an open cover U of K so that mesh(U) < ǫ and the nerve of U is a simple-m-od?
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If v in a continuum K is a branch point of K of order n, then v is a branch point
of K of order n+ 1. If K is simple-(n− 1)-od-like, is v a branch point of K of order
n− 1? For nK, by construction, (v0, v0, v0, . . .) is a branch point of nK of order n. In
supposing nK is simple-(n − 1)-od-like, by Proposition 3.2, (v0, v0, v0, . . .) is “close”
to being a branch point of nK of order n− 1. Although sufficient in showing nK not
being simple-(n− 1)-od-like, the argument could be made more concise in the case of
(v0, v0, v0, . . .) necessarily being a branch point of nK of order n− 1.
Question 5.6. Does there exist a continuum K with v ∈ K so that, for some integer
n, v is a branch point of K of order n, v is not a branch point of K of order n − 1,
and K is simple-(n− 1)-od-like?
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APPENDIX
SOME BONDING MAPS
A20 A
3
0
A10
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s
Figure A.1: The bonding map from [7]
The bonding map above is used by W.T. Ingram as the single bonding map in the
construction of an inverse limit, published in 1972, being the first proven counterex-
ample to a question of Bing from 1951 as to whether every atriodic nonseparating
plane continuum is chainable. Nonchainability of Ingram’s continuum follows from his
proof of positive span of the continuum, and the nature of the bonding map ensures
every proper nondegenerate subcontinuum being an arc, implying atriodicity. As ev-
ident by examining the pattern above, the continuum is embeddable in the plane.
Ingram’s continuum is the first continuum which, by construction, is simple-3-od-like
and shown not to be simple-2-od-like.
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Figure A.2: The bonding map from [5]
The bonding map above is used by J.F. Davis and W.T. Ingram as the single
bonding map in the construction of an inverse limit, published in 1988, with the
properties of having positive span and of having every proper nondegenerate sub-
continuum as an arc in common with the previous example, with similar techniques
utilized in demonstrating positive span. The example is constructed to satisfy an
additional property. The nature of the bonding map allows for a continuous map
to be induced from the Davis-Ingram continuum to a chainable continuum, having
only one nondegenerate point inverse which is an arc. The Davis-Ingram continuum
is the first known example, having the previous example’s properties, admitting a
continuous monotone map to a chainable continuum.
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Figure A.3: The bonding map from [15]
The bonding map above is used by P. Minc as the single bonding map in the
construction of an inverse limit, published in 1993, with the properties of not being
simple-3-od-like and of being atriodic. As with the others, the nature of the bonding
map ensures every proper nondegenerate subcontinuum being an arc. In showing
the continuum to be not simple-3-od-like, alternate techniques to span are needed.
In so doing, Minc adapts combinatorial techniques from [14]. Minc’s continuum is
the first continuum which, by construction, is simple-4-od-like and shown not to be
simple-3-od-like.
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