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R ´ESUM ´E
De nombreux phe´nome`nes physiques sont e´tudie´s a` l’aide de simulateurs nume´riques
couˆteux, avec lesquels une variable d’inte´reˆt – ou «re´ponse» – est une fonction de´terministe
des variables d’entre´e (les facteurs). Cependant, on est souvent amene´ a` e´valuer la re´ponse
sous forme d’incertitudes du fait de la me´connaissance du niveau des facteurs. Ainsi en
Exploration/Production pe´trolie`re, on s’inte´resse par exemple a` la distribution de la production
d’huile d’un re´servoir dans dix ans.
Dans cet article nous construisons un crite`re conc¸u pour planifier les simulations de
sorte que la quantification des incertitudes sur la re´ponse soit la meilleure possible. Baptise´
«MC-V optimalite´», le crite`re obtenu est alors e´quivalent a` un crite`re IMSE (Integrated Mean
Squared Error) ou` l’inte´gration est effectue´e selon la distribution des facteurs. La de´marche
sera illustre´e par l’expose´ du contexte de l’Exploration/Production pe´trolie`re dont l’e´tude est
a` l’origine de ce crite`re.
Mots-cle´s : planification d’expe´riences, surface de re´ponse, crite`res d’optimalite´
ABSTRACT
Many physical phenomena are studied using expensive numerical simulators, where a
variable of interest-the response- is a deterministic function of the input variables or factors.
However, one often needs to evaluate the uncertainties of the response, due to the lack of
knowledge of factors levels. For example, in the field of oil Exploration/Production, one may
be interested by the distribution of the oil production in ten years for a particular reservoir. In this
paper we build a criterion suited to plan simulations so that the quantification of uncertainties
of the response is the best possible. It is shown that this criterion, called MC-V, is equivalent
to IMSE (Integrated Mean Squared Errors), where integration is carried out according to the
distribution of the factors.
Keywords : design of experiments, response surface, optimality criterions
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1. Introduction
De nombreux phe´nome`nes physiques sont e´tudie´s a` l’aide de simulations
nume´riques, ou expe´riences nume´riques, avec lesquels une variable d’inte´reˆt –
ou re´ponse – est une fonction de´terministe des variables d’entre´e – les facteurs.
Cependant, on est souvent amene´ a` e´valuer la re´ponse sous forme d’incertitudes du
fait de la me´connaissance des valeurs des facteurs. Partant du constat que les me´thodes
usuelles de construction de plans d’expe´riences ne sont pas adapte´es pour optimiser
la quantification des incertitudes, nous construisons un nouveau crite`re d’optimalite´
conc¸u spe´cifiquement pour re´pondre a` cet objectif.
En Exploration/Production pe´trolie`re par exemple, on e´tudie la capacite´ de pro-
duction des re´servoirs dans les anne´es a` venir au moyen de simulateurs d’e´coulement.
On dispose ainsi d’un simulateur qui fournit la production cumule´e d’huile sur les
dix prochaines anne´es a` des coordonne´es donne´es en fonction de champs de facteurs
physiques sub-surface comme la porosite´, la perme´abilite´, la perme´abilite´ relative,
… en diffe´rents points du re´servoir. Mais si la fonction donnant la production d’huile
a` dix ans est parfaitement de´terministe (via le simulateur), le niveau des facteurs
sub-surface est tre`s mal connu. Le proble`me consiste alors a` fournir des intervalles
de confiance sur la production d’huile.
Le proble`me ge´ne´rique de la quantification des incertitudes sur la re´ponse
peut eˆtre traite´ en deux e´tapes. Une premie`re partie du proble`me consiste a` traduire
les incertitudes sur les facteurs en lois de probabilite´. Cette e´tape est en ge´ne´ral
traite´e au moins partiellement par les experts me´tier (dans l’exemple pre´ce´dent, les
ge´ostatisticiens, les ge´ologues, les ge´ophysiciens). La seconde partie consiste alors
a` obtenir de fac¸on approche´e la loi de probabilite´ de la re´ponse par propagation des
incertitudes des facteurs a` travers le simulateur d’e´coulement. Nous nous inte´ressons
ici a` cette seconde e´tape, qui est re´alise´e par le statisticien. Pour ce faire, on peut
utiliser la me´thode de Monte Carlo (MC) dont voici la forme la plus rudimentaire :
Pour r = 1, . . . , R,
– Simuler x = (x1, . . . , xk) selon la loi des k facteurs
– Calculer yr = Ysim(x) ou` Ysim de´signe le simulateur
LorsqueR est grand, la loi des grands nombres permet de justifier l’approximation
de la fonction de re´partition the´orique de la re´ponse Y = Ysim(x˜) 1 par la fonction
de re´partition empirique :
P (Y  y) ≈ 1
R
R∑
r=1
1{yry}
ou` 1{yry} vaut 1 si yr  y et 0 sinon.
Cependant une difficulte´ importante provient du couˆt en temps de calcul
souvent prohibitif d’une expe´rience. Ainsi dans l’exemple pre´ce´dent, une simulation
des e´coulements au sein du re´servoir demande plusieurs heures, voire plusieurs
jours. Dans ces conditions, la propagation des incertitudes ne peut s’appliquer sur
le simulateur lui-meˆme. L’approche retenue est alors de mode´liser simplement le
1 x˜ est le vecteur ale´atoire dont chaque simulation x est une re´alisation.
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simulateur afin de rendre re´alisable en terme de couˆt la propagation des incertitudes.
La difficulte´ principale est que le mode`le simple doit eˆtre estime´ avec un petit nombre
d’expe´riences. Tout le proble`me consiste alors a` bien choisir ces expe´riences afin
d’assurer la meilleure estimation possible du simulateur d’e´coulement.
Cette me´thodologie est commune a` un nombre croissant de proble`mes faisant
intervenir des codes de calcul complexes. Le simulateur est mode´lise´ soit par
approximation en utilisant la me´thodologie des surfaces de re´ponse, usuelle en
planification d’expe´riences (voir par exemple Box, Draper, 1987) et encore largement
re´pandue dans le milieu industriel; soit par interpolation en utilisant des techniques
issues du krigeage des ge´ostatisticiens (Sacks, Welch, Mitchell, Wynn, 1989, et
Sacks, Schiller, Welch, 1989). Ces dernie`res ont l’avantage de tenir compte du fait
que les expe´riences sont re´alise´es avec un simulateur, mais ne semblent pas encore
tre`s employe´es (sans doute du fait de leur plus grande difficulte´ d’utilisation). Il
existe des crite`res pour planifier de fac¸on optimale les expe´riences (D-optimalite´,
G-optimalite´, IMSE, entropie, distance maximin, distance minimax, etc.) mais, a`
notre connaissance, aucun d’entre eux n’est conc¸u pour re´pondre a` l’objectif de
quantification d’incertitudes. En outre, ces plans placent les points, dans les cas les
plus simples, aux bords du domaine de variation des facteurs, ce qui pose proble`me
dans la mesure ou` les points sont tre`s souvent de probabilite´ nulle dans le cadre d’une
simulation de Monte Carlo.
Dans ce contexte ou` il s’agit a` la fois de tenir compte du fait que le re´sultat des
expe´riences nume´riques est de´terministe et qu’il s’agit de propager des incertitudes,
nous avons choisi d’aborder ici le proble`me de propagation des incertitudes. L’article
est structure´ en 6 parties. Dans la premie`re (section 2), on fixe le cadre probabiliste
et on donne la mode´lisation du proble`me. La construction du crite`re est alors re´alise´e
dans la seconde partie (section 3); diffe´rentes expressions sont donne´es (section 4) qui
permettent ensuite de faire le lien avec d’autres crite`res et de montrer l’e´quivalence
avec l’IMSE (section 5). On donne ensuite des exemples de plans optimaux pour un
cas issu d’une situation re´elle (section 6). Enfin dans la section 7, une discussion est
mene´e pour e´voquer des ame´liorations possibles du crite`re et de sa ge´ne´ralisation a`
d’autres cadres.
2. Mode´lisation
2.1. Mode`le d’approximation pour le simulateur
Dans les cas pratiques, la surface de re´ponse est souvent obtenue par ap-
proximation. Cela revient a` conside´rer que le simulateur est donne´ par le mode`le
d’approximation suivant :
Ysim(x) = X(x)β + ε(x) (1)
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avec :
• x = (x, . . . , xk)′, vecteur k × 1 de´finissant les valeurs des facteurs
• une partie «mode`le » (appele´e aussi «surface de re´ponse»), X(x)β, donne´e
sous la forme d’une combinaison line´aire de fonctions de base (par exemple
polynomiales) :
• X(x) = [f1(x), . . . , fp(x)], vecteur 1 × p donnant les valeurs de
fonctions de base en x
• β, vecteur p× 1 des coefficients inconnus, a` estimer
• un e´cart au mode`le ε(x). On suppose que le processus (ε(x))x est un processus
gaussien stationnaire, centre´, de covariance γ(x, y) = σ2R(||x − y||) ou` ||.||
est la norme euclidienne et R repre´sente une corre´lation isotrope, telle que
R(ρ) = 0 si ρ > h. On supposera R connue 2 ; le terme de variance σ2,
inconnu, est a` estimer.
Comme dans (Santner et al., 2003) et dans la litte´rature ge´ostatique, il nous a
paru plus simple de conside´rer les variables ale´atoires comme des fonctions ale´atoires
de la variable d’espace x et d’utiliser une forme fonctionnelle pour la re´ponse du
simulateur Ysim(x) et pour le terme d’erreur ε(x), au lieu des notations de type
indiciel Ysim,x et εx que l’on rencontre pour les processus ale´atoires. Par rapport a` la
re´fe´rence pre´ce´dente ou` la notation Y (x) est employe´e, nous avons ajoute´ le suffixe
«sim» de fac¸on a` pouvoir clairement diffe´rencier dans la suite le mode`le pour le
simulateur de son approximation (voir paragraphe suivant).
La nature de l’erreur ε(x) est ici difficile a` interpre´ter. S’agissant d’expe´riences
simule´es par ordinateur, son interpre´tation en tant qu’erreur de mesure, bien que
the´oriquement possible, n’est pas la plus naturelle. On pourrait en effet interpre´ter
une expe´rience comme la re´alisation d’une variable ale´atoire, en conside´rant le
fait que les nombreux « jeux» ine´luctablement pre´sents dans le simulateur (crite`res
de convergence, discre´tisation en temps, discre´tisation en espace, orientation du
maillage, etc.) influent sur le re´sultat obtenu en sortie. Cependant, cela ne permet pas
de mode´liser la parfaite reproductibilite´ d’une expe´rience re´alise´e avec les meˆmes
valeurs des facteurs.
On peut davantage parler d’erreur de mode`le, car elle vise a` expliquer la
diffe´rence par rapport a` des fonctions simples. Cependant, les hypothe`ses somme toute
tre`s minimales sur le terme d’erreur, montrent bien que l’intention est d’approcher
le re´sultat du code par des fonctions de base connues : il s’agit avant tout d’un
mode`le d’approximation parame´trique. En ge´ne´ral, on choisit une forme re´gulie`re
pour les fonctions de base. Ainsi, dans les applications, la partie mode`le sera souvent
un polynoˆme de degre´ 2. Ceci sous-entend que le phe´nome`ne physique sous-jacent
est relativement « lisse», ce qui peut parfois ne pas eˆtre le cas (voir la section
«Discussion»).
2 Il s’agit de proposer un processus a` trajectoires continues dont le comportement s’approche autant que
possible de celui d’un bruit blanc. Ainsi, R peut eˆtre par exemple donne´e par un mode`le sphe´rique, i.e.
R(ρ) = 1 + (1/2)(ρ/h)3 − (3/2)(ρ/h).
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2.2. Approximation du simulateur
Pour un plan d’expe´riences x(1), . . . , x(n) donne´ 3 , on approche la re´ponse du
simulateur a` partir du formalisme qui suit, conse´quence de la formule (1). En notant
X = [X(x(1))′, . . . , X(x(n))′]′, la matrice d’expe´riences n× p, et
Y = (Ysim(x(1)), . . . , Ysim(x(n))), le vecteur n×1 des re´ponses aux points du
plan,
on obtient le mode`le :
Y = Xβ + E,
ou` le vecteur ale´atoire E est de loi N (0, σ2 Id).
En d’autres termes, le mode`le obtenu est le mode`le line´aire standard, et la
re´ponse approche´e est alors obtenue en deux e´tapes :
a) Estimation de β et σ par moindres carre´s. Les estimateurs sont donne´s par :
– β̂ = (X ′X)−1X ′Y (estimateur de Gauss-Markov),
– σ̂2 = 1n− p
n∑
i=1
(Yi − X(x(i))β̂)2, d’ou` la covariance estime´e γˆ(x, y) =
σˆ2R(||x− y||)
b) Approximation du simulateur, en remplac¸ant dans le mode`le du simulateur et
par leurs estimateurs :
Yapp(x) = X(x)β̂ + η(x) (2)
ou` (η(x))x est un processus gaussien stationnaire centre´, de covariance γˆ.
Remarques :
• Comme dans le mode`le classique de la re´gression σ̂2 est inde´pendant de β̂, et
donc le processus (η(x))x est inde´pendant de β̂.
• On notera que dans ce contexte d’e´valuation d’incertitude sur la pre´diction, on
ajoute – comme dans le cadre classique de la re´gression – le terme d’erreur
estime´e.
2.3. Propagation des incertitudes
La propagation des incertitudes des facteurs vers la re´ponse s’effectue par
simulation de Monte Carlo sur l’approximation du simulateur 4 . Ne´anmoins, deux
proce´de´s sont possibles selon que l’on tient compte ou non de la variabilite´ des
re´ponses aux points du plan d’expe´riences.
3 On supposera que les points x(i) sont a` distance supe´rieure a` h les uns des autres, ce qui n’est pas une
contrainte forte dans notre contexte.
4 Nous ne´gligerons dans cette partie introductive l’autocorre´lation du processus (η(x))x.
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2.3.1. Propagation conditionnelle au jeu de re´ponses
Les e´tapes sont les suivantes :
1. Calculer les estimations β̂ et σ̂ de β et σ a` partir du plan d’expe´riences et des
re´ponses du simulateur correspondantes
pour r = 1, . . . , R, faire :
2. Simuler x∗r selon la loi de probabilite´ des facteurs
3. Simuler ε∗r de loiN(0, σ̂2), et calculer y∗r selon la formule y∗r = X(x∗r)β̂+
ε∗r
L’e´tape 2 permet de tenir compte de la source d’incertitude associe´e a` chaque
facteur, et l’e´tape 3 de l’erreur dans le mode`le de re´gression.
Le de´faut de ce proce´de´ est de remplacer purement et simplement le simulateur
par son approximation. En effet, cette approximation est re´alise´e a` partir du jeu de
re´ponses donne´es par le simulateur aux points du plan d’expe´riences. Or le mode`le de
simulateur est un mode`le d’approximation ou` l’on suppose que ce jeu de re´ponses est
ale´atoire (voir § 2.1). Il convient donc de tenir compte de cette source de variabilite´
dans la propagation des incertitudes. Formellement, les e´tapes 1-2-3 de´crivent un
proce´de´ de propagation des incertitudes conditionnel a`Y . Nous proposons maintenant
un proce´de´ non conditionnel.
2.3.2. Propagation non conditionnelle
Pour ce faire, on peut remarquer que la variabilite´ sur le jeu de re´ponses apparaıˆt
au niveau de l’estimation de β et σ. On peut donc reprendre les e´tapes 1-2-3 en
remplac¸ant les valeurs fixe´es β̂ et σ̂ par des valeurs simule´es dans la loi de probabilite´
des estimateurs correspondants.
Le nouveau proce´de´ peut ainsi s’e´crire :
1. Calculer les estimations β̂ et σ̂ de β et σ a` partir du plan d’expe´riences et des
re´ponses du simulateur correspondantes
pour r = 1, . . . , R, faire :
2. Simuler x∗r selon la loi de probabilite´ des facteurs
3a. Simuler β∗r dans la loiN(β′, (σ′)2(X ′X)−1) et de fac¸on inde´pendante (σ∗r)2
dans la loi (σ
′)2
n− p− 1χ2n−p−1. Ide´alement, β′ et σ′ devraient eˆtre e´gaux a` β et
σ. Comme ces derniers ne sont pas connus, on utilise donc leurs estimations :
β′ = β̂ et σ′ = σ̂
3b. Simuler ε∗r de loi N(0, (σ̂∗r)2), et calculer y∗r selon la formule y∗r =
X(x∗r)β∗r + ε∗r
Remarque. –
• L’e´tape 3a. est en fait e´quivalente a` une simulation par re´-e´chantillonnage (ou
bootstrap), et on pourrait e´crire :
3a. Simuler ε1, . . . , εn inde´pendamment et de loiN(0, σ̂2), calculer y1, . . . , yn
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selon la formule yi = X(x(i))β̂ + εi, et en de´duire de nouvelles estimations
β∗r et σ∗r de β et σ.
Le lecteur inte´resse´ pourra consulter (Davinson, Hinkley, 1997).
• Les e´tapes 1, 3a et 3b peuvent eˆtre remplace´es dans notre contexte de re´gression
par le calcul d’intervalles de pre´vision standards.
3. Construction du crite`re
3.1. Motivation : un crite`re pour l’e´valuation d’incertitudes
Notation. – Pour l’e´valuation d’incertitudes, on s’inte´resse aux re´alisations de
la re´ponse lorsque les valeurs des facteurs sont tire´es ale´atoirement suivant la loi
des facteurs. Afin de faire apparaıˆtre cette conside´ration plus clairement dans les
notations, nous noterons x˜ (x tilde) lorsque les facteurs sont vus comme des variables
ale´atoires, et x lorsqu’il s’agit d’une variable d’espace.
Par rapport a` l’objectif annonce´ de fournir des incertitudes sur des variables
d’inte´reˆt, il est naturel de rechercher un crite`re permettant de planifier les expe´riences
x(1), . . . x(n) de fac¸on a` estimer au mieux la loi de probabilite´ non conditionnelle de
la re´ponse Ysim(x˜) du simulateur. Il s’agit donc de la distribution de la re´ponse du
simulateur vu comme un mode`le probabiliste de´pendant des facteurs ale´atoires x˜. On
notera cette distribution dsim.
Or, cette distribution est connue seulement de fac¸on approche´e par l’interme´-
diaire de la distribution dapp de l’approximation Yapp(x˜) donne´e par la formule (2).
Le crite`re propose´ devra donc permettre de re´duire l’e´cart entre les deux distributions
dsim et dapp.
3.2. Contrainte : me´connaissance des incertitudes des facteurs
Il serait alors naturel d’utiliser une des nombreuses de´finitions de «distance»
pour les distributions de variable ale´atoire, comme la distance de Kullback-Leibler,
la distance du χ2, la distance de Hellinger … (voir par exemple (Borovkov, 1987)).
Cependant, ces distances qui ont e´te´ conc¸ues pour mesurer avec pre´cision l’e´cart
entre des lois, en faisant souvent intervenir l’e´cart entre les densite´s, ne sont pas les
mieux adapte´es ici. En effet, dans notre contexte la loi µ des facteurs sub-surface x˜
n’est pas connue avec pre´cision, et l’incertitude sub-surface elle-meˆme n’est donc
connue que de manie`re approche´e. Choisir une distance base´e sur la densite´ des
lois aurait donc l’inconve´nient de trop faire de´pendre le re´sultat de l’incertitude de
spe´cification.
Il est donc plus indique´ ici d’utiliser un crite`re base´ sur des e´le´ments assez
pauvres des distributions afin d’accroıˆtre la robustesse des re´sultats. C’est pourquoi,
nous avons choisi de mesurer l’e´cart des deux distributions dsim et dapp en utilisant
uniquement leurs deux premiers moments. Dans le cas courant d’un mode`le polyno-
mial d’ordre 2, nous verrons que le crite`re ne fera alors intervenir la loi des facteurs
sub-surface que par leurs 4 premiers moments.
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3.3. De´finition du crite`re
Pour de´finir le crite`re, il nous reste a` remarquer que les deux distributions et
ont le meˆme premier moment :
E(dsim)−E(dapp) = E(E(Ysim(x˜)|x˜)−E(Yapp(x˜)|x˜)) = E(X(x˜)β−X(x˜)β) = 0
ce qui nous ame`ne a` conside´rer uniquement les moments d’ordre 2, et a` proposer la
de´finition du crite`re C selon la formule qui suit :
C(x(1), . . . , x(n)) = var(Yapp(x˜))− var(Ysim(x˜)) (3)
Il s’agit donc de l’e´cart de variance duˆ a` l’estimation du mode`le du simulateur.
Comme nous le verrons dans la section IV, cette expression est positive; c’est
pourquoi nous n’avons pas utilise´ de valeur absolue dans la de´finition. Ce re´sultat
est assez intuitif, puisqu’il y a dans Yapp(x˜) une source d’erreur supple´mentaire
provenant de l’estimation du mode`le a` partir du plan d’expe´riences.
Nous proposons de nommer ce crite`re MC-V optimalite´, pour Monte Carlo –
Variance. Ceci pour rappeler que le crite`re est conc¸u dans un objectif de propagation
d’incertitudes (effectue´e par une me´thode de Monte Carlo) et base´ sur la diffe´rence
de Variance entre distribution the´orique et distribution approche´e.
Naturellement, les plans MC-V optimaux sont obtenus en minimisant ce crite`re.
4. Expressions du crite`re de MC-V optimalite´
Dans toute la section, nous supposons que le plan d’expe´riences est connu,
ce qui revient a` raisonner conditionnellement a` x(1), . . . , x(n). Nous donnons alors
deux expressions de la MC-V optimalite´. La premie`re est utile au plan the´orique, et
aboutira a` une autre interpre´tation du crite`re (voir §V.1), en lien avec la G-optimalite´,
et a` l’e´quivalence avec l’IMSE (§V.2); La seconde est utile au plan pratique pour le
calcul effectif du crite`re.
PROPOSITION. – Notons X = [X(x(1))′, . . . , X(x(n))′]′ la matrice d’expe´-
riences associe´e aux expe´riences x(1), . . . , x(n). On a alors :
• C(x(1), . . . , x(n)) = σ2{E(X(x˜)(X ′X)−1X(x˜)′)}
• C(x(1), . . . , x(n)) = σ2{m
X(x˜)
(X ′X)−1m′
X(x˜)
+ Tr((X ′X)−1Γ
X(x˜)
))}, ou`
m
X(x˜)
et Γ
X(x˜)
sont respectivement l’espe´rance et la matrice de covariance
du vecteur ale´atoire X(x˜).
Remarques :
• La premie`re expression confirme que le crite`re de MC-V optimalite´ est positif
(par le fait que la matrice X ′X est de´finie positive).
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• Les expressions du crite`re correspondent au cas ou` l’on a choisi pour τ2 = σ̂2
l’estimateur sans biais de σ2. Cependant, pour les autres estimateurs classiques
(en normalisant par n au lieu de n-p par exemple), le biais se traduit par l’ajout
d’une constante au crite`re (de´pendant uniquement de σ2). Le plan optimal
correspondant est donc le meˆme.
• Comme indique´ ci-avant, dans le cas courant d’un mode`le polynomial de degre´
2 (pour X(x)), le crite`re ne de´pend que des 4 premiers moments des facteurs
(x).
De´monstration. – D’apre`s la formule de la variance conditionnelle,
var(Ysim(x˜)) = E[var(Ysim(x˜)|x˜)] + var[(E(Ysim(x˜)|x˜)]
var(Yapp(x˜)) = E[var(Yapp(x˜)|x˜)] + var[E(Yapp(x˜)|x˜)]
On a de´ja` remarque´ que les deux premiers moments conditionnels sont e´gaux :
E(Ysim(x˜)|x˜)− E(Yapp(x˜)|x˜) = X(x˜)β −X(x˜)β = 0
Il en re´sulte :
C(x(1), . . . , x(n)) = E[var(Yapp(x˜)|x˜)]− E[var(Ysim(x˜)|x˜)]
soit :
C(x(1), . . . , x(n)) = E[var(Yapp(x˜)|x˜)]− σ2
Pour la suite du calcul, nous fixons la source d’ale´a due a` l’incertitude sur les facteurs,
en raisonnant conditionnellement a` x˜. On a :
Yapp(x˜)− E(Yapp(x˜)|x˜) = X(x˜)β̂ + η(x˜)−X(x˜)β
= X(x˜)(β̂ − β) + η(x˜)
Or par construction, η(x˜) est inde´pendant de β̂ (voir la 1e`re remarque, § 2.2). Il en
re´sulte :
var(Yapp(x˜)|x˜) = var(X(x˜)(β̂ − β)|x˜) + var(η(x˜)|x˜)
D’ou`, en notant var(β̂|x˜) la matrice de covariance de β̂ conditionnellement a` x˜ :
var(Yapp(x˜)|x˜) = X(x˜)var(β̂|x˜)X(x˜)′ + σ̂2
Rendons maintenant a` x˜ son caracte`re ale´atoire pour terminer l’e´valuation du crite`re.
Notons que d’apre`s le the´ore`me de Gauss-Markov, var(β̂|x˜) = σ2(X ′X)−1, et σ̂2 est
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un estimateur non biaise´, c’est-a`-dire ici : E(σ̂2|x˜) = σ2, et a fortiori E(σ̂2) = σ2.
Finalement,
E[var(Yapp(x˜)|x˜)] = σ2E(X(x˜)(X ′X)−1X(x˜)′) + σ2
d’ou` la premie`re expression :
C(x(1), . . . , x(n)) = σ2E(X(x˜)(X ′X)−1X(x˜)′)
Pour obtenir la seconde, il suffit de remarquer que, si Q est une matrice
syme´trique et u un vecteur ale´atoire centre´,
E(uQu′) =
∑
k,l
qk,lE(ukul) =
∑
k,l
qk,lcov(u)k,l = Tr(Qcov(u))
En centrant le vecteur X(x), on obtient alors :
C(x(1), . . . , x(n)) =σ2{E(m
X(x˜)
(X ′X)−1m′
X(x˜)
)
+ E((X(x˜)−m
X(x˜)
)(X ′X)−1(X(x˜)−m
X(x˜)
)′) + 2× 0}
d’ou` :
C(x(1), . . . , x(n)) = σ2{m
X(x˜)
(X ′X)−1m′
X(x˜)
+ Tr((X ′X)−1Γ
X(x˜)
)}
Remarque. –
• Des expressions analogues du crite`re peuvent eˆtre obtenues en pre´sence
d’he´te´rosce´dasticite´, c’est-a`-dire lorsque le terme d’erreur ε(x) n’est plus de
variance constante. Par exemple, si on suppose que ε(x) est de loiN(0, σ(x)2),
et si l’on note Γε la matrice de variance-covariance du vecteur des erreurs aux
points de donne´es (ε(x(1)), . . . , ε(x(n)))′,
Γε =


σ(x(1))2 0 0
0 . . . 0
0 0 σ(x(n))2


les expressions pre´ce´dentes doivent eˆtre modifie´es en remplac¸ant σ2(X ′X)−1
par la forme plus ge´ne´rale de la matrice de covariance de β̂ : (X ′Γ−1ε X)−1
(notons que les η(x) restent inde´pendants de β̂ dans ce contexte).
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5. Liens avec d’autres crite`res
5.1. Une autre interpre´tation du crite`re – Lien avec la G-optimalite´
La premie`re expression du crite`re de MC-V optimalite´ fait apparaıˆtre une
interpre´tation en terme de pre´vision. En effet, dans le cadre qui est le noˆtre,
Ysim(x) = X(x)β + ε(x)
l’estimation du terme line´aire est donne´e par l’estimateur :
Ŷ (x) = X(x)β̂
Comme β̂ est de loi normale N((β, σ2(X ′X)−1) (the´ore`me de Gauss-Markov),
on en de´duit que Ŷ (x) est de loi normale d’espe´rance X(x)β et de variance
σ2X(x)(X ′X)−1X(x)′. On voit donc que l’on aboutit a` une troisie`me expression
pour la MC-V optimalite´ :
PROPOSITION. – En notant Ŷ (x) l’estimation en x de X(x)β, Ŷ (x) = X(x)β̂,
on a :
C(x(1), . . . , x(n)) = E[var(Ŷ (x˜)|x˜)]
Il s’agit donc de la moyenne des carre´s des erreurs d’estimation, moyenne
re´alise´e selon la distribution des facteurs.
Naturellement, cette expression est a` rapprocher du crite`re de G-optimalite´ :
G(x(1), . . . , x(n)) = max
x
(var(Ŷ (x))
5.2. ´Equivalence avec l’IMSE
Le crite`re d’IMSE consiste a` faire la moyenne des carre´s des erreurs de
pre´vision :
IMSE =
∫
x∈∆
E[(Ŷ (x)− Ysim(x))2]dµ(x)
ou` on a note´ µ la loi de probabilite´ des facteurs x, et ∆ le domaine expe´rimental.
En ge´ne´ral, le choix de la mesure µ n’est pas aise´, et on prend souvent, faute de
mieux, la mesure uniforme. Cependant, dans notre contexte, nous disposons souvent
a priori d’une distribution des facteurs, celle propose´e par les experts me´tier. Dans
l’exemple de l’Exploration/Production pe´trolie`re, il s’agit de la distribution µ des
facteurs sub-surface. Nous allons voir qu’avec ce choix de distribution, l’IMSE
est e´quivalent, au crite`re de MC-V optimalite´ lorsque le mode`le du simulateur se
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rapproche d’un bruit blanc, c’est-a`-dire lorsque h tend vers 0 dans la structure de
corre´lation.
En effet, dans ce contexte, l’IMSE peut s’exprimer selon :
IMSE = E(E[(Ŷ (x˜)− Ysim(x˜))2|x˜])
soit, en remarquant que E(Ŷ (x˜)|x˜) = X(x˜)β = E(Ysim(x˜)|x˜) :
IMSE = E[var(Ŷ (x˜)− Ysim(x˜)|x˜)]
Or, en de´veloppant la variance conditionnelle, il vient :
var(Ŷ (x˜)− Ysim(x˜)|x˜) = var(X(x˜)(β̂ − β)− ε(x˜)|x˜)
= var(X(x˜)(β̂ − β)|x˜) + var(ε(x˜)|x˜)
+ 2cov(X(x˜)(βˆ − β); ε(x˜)|x˜)
Un calcul direct montre que le terme de covariance est e´gal a` X(x)(X ′X)−1X ′γn,
avec γn = (γ(x, x(1)), . . . , γ(x, x(n)))′. Faisons maintenant tendre h tend vers 0. Ce
dernier terme tend alors vers 0 et on a :
var(Ŷ (x˜)− Ysim(x˜)|x˜) = var(Ŷ (x˜)|x˜) + σ2
d’ou` finalement, dans le cas ou` µ est la distribution des facteurs connue a priori :
IMSE(x(1), . . . , x(n)) = C(x(1), . . . , x(n)) + σ2
Remarques :
• L’e´quivalence avec l’IMSE justifie a posteriori l’emploi de ce dernier pour
la spe´cificite´ du proble`me rencontre´. En effet, l’emploi de l’IMSE avec la
distribution des facteurs peut maintenant s’interpre´ter non seulement comme
un simple cumul, mais en fonction de l’objectif de quantification d’incertitudes.
• On trouve e´galement dans (Santner, Williams, Notz, 2003, § 6.2.2.) un lien
entre les plans IMSE optimaux et les plans L-optimaux, ainsi que les plans
A-optimaux.
6. Algorithme de calcul et exemples
6.1. Un algorithme de calcul des plans MC-V optimaux en petite dimension
Le calcul de plans IMSE-optimaux est un proble`me assez difficile en ge´ne´ral.
Les algorithmes de type quasi-Newton peuvent convenir a` condition de prendre
plusieurs points d’initialisation pour ne pas rester bloque´ dans un minima local (Sacks,
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Schiller, Welch, 1989; Santner, Williams, Notz, § 6.2.). En petite dimension, nous
avons choisi de calculer les plans MC-V optimaux par un algorithme d’e´change
analogue a` celui de Fedorov pour le calcul de plans D-optimaux. Ce dernier est
pre´sente´ par exemple dans (Benoist, Tourbier, Germain-Tourbier, 1994), et nous en
rappelons maintenant le principe.
L’algorithme repose sur une discre´tisation de l’espace [−1, 1]k en un ensemble
fini S 5 . On initialise le plan d’expe´riences en choisissant au hasard uniforme´ment et
sans remise n points dans S. Le plan ainsi constitue´ est note´ X = {x(1), . . . , x(n)}.
On notera S′ = S \X , ensemble des points de S prive´s de ceux de X . On ame´liore
alors de fac¸on ite´rative le plan initial en proce´dant par e´change : a` chaque ite´ration,
on cherche a` remplacer un point de X par un point de S′ de fac¸on a` faire de´croıˆtre
le crite`re le plus possible. On choisit donc un point x de X et un point y de S′
tels que le plan V = (X \ {x}) ∪ {y} (plan prive´ de l’expe´rience x auquel on a
ajoute´ l’expe´rience y) soit de crite`re minimal. On met a` jour X et S′ en fonction du
couple (x, y) trouve´ (en prenant comme nouveauX le plan V ainsi obtenu). On arreˆte
l’algorithme quand la diminution du crite`re est conside´re´e comme non significative.
Enfin, de fac¸on a` limiter la de´pendance du re´sultat par rapport au plan initial, on
re´ite`re le proce´de´ plusieurs fois.
Remarques :
• Chaque ite´ration ne´cessite n × (N − n) e´valuations du crite`re afin de trouver
le meilleur couple (x, y), ou` N est le cardinal de S. Pour chaque plan initial,
la recherche est exhaustive.
• Alors que dans le cas D-optimal le crite`re peut eˆtre mis a` jour en tenant compte
de la relation suivante :
det(xMy) = det(M)[1+yM−1y′+(xM−1y′)2−xM−1x′−(xM−1x′)(yM−1y′)]
avec M = X ′X et xMy = V ′V (avec V = (X \ {x}) ∪ {y}), nous n’avons
pas trouve´ de mise a` jour du crite`re en ce qui concerne la MC-V optimalite´.
• Plus la discre´tisation est fine et plus le plan optimal est bon. La qualite´ du plan
de´pend donc du temps de calcul que l’on s’autorise. Une question non e´tudie´e
ici est de trouver le bon compromis discre´tisation/qualite´.
6.2. Exemples
Afin d’appre´cier le fonctionnement du crite`re de MC-V optimalite´, on a calcule´
les plans MC-V optimaux pour 3 variables et 15 expe´riences, sur le domaine
expe´rimental cubique [−1, 1]3. Trois cas ont e´te´ examine´s, correspondant a` trois
lois de probabilite´ des facteurs : dans chaque cas, tous les facteurs sont suppose´s
avoir la meˆme loi, correspondant a` l’une des lois suivantes :
– loi uniforme sur [−1, 1];
– loi normale, telle que [−1, 1] supporte 95 % de la masse (N(0, σ2) avec
σ = 1/1.96);
5 Ce qui assure au passage la condition de distance supe´rieure a` h entre tous les points du plan.
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– loi « triangulaire» sur [−1, 1] (densite´ 1− |x|).
Leur densite´ respective est repre´sente´e ci-dessous.
La partie mode`le est un polynoˆme de degre´ 2 complet. Par conse´quent, le crite`re
ne fait intervenir les lois des facteurs que par leurs 4 premiers moments, et meˆme ici,
par syme´trie, seulement par leurs moments d’ordre 2 et 4 :
Moment d’ordre 2 Moment d’ordre 4
Loi uniforme 1/3 = 0.3333… 1/5 = 0.2
Loi normale σ2 = 0.2603… 3σ4 = 0.2033…
Loi triangulaire 1/6 = 0.1666… 1/15 = 0.0666…
La discre´tisation choisie pour l’algorithme est telle que chaque dimension
de [−1, 1]3 est discre´tise´e de fac¸on uniforme en 11 niveaux. La figure ci-dessous
repre´sente les re´sultats obtenus.
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Dans le plan D-optimal toutes les expe´riences sont situe´es au bord du domaine
cubique; en particulier, tous les sommets sont occupe´s. Cela n’est pas surprenant car
le crite`re D-optimal minimise l’erreur d’estimation.
Dans les plans MC-V optimaux, certains sommets sont vides et quelques
expe´riences sont place´es a` l’inte´rieur du domaine. En fait le crite`re de MC-V optimalite´
re´alise un compromis entre placer des points dans une zone de probabilite´ non nulle
et assurer la qualite´ de l’estimation. La grappe de points que l’on observe dans le
cas de lois triangulaires, pourrait ainsi s’expliquer par la « re´action» du crite`re au fait
que la densite´ de probabilite´ d’observer une expe´rience est nulle au bord du domaine.
Lorsque cette probabilite´ est plus importante, les points a` l’inte´rieur sont toujours
pre´sents mais en plus petit nombre.
7. Discussion
Dans les sections pre´ce´dentes, nous avons construit un crite`re adapte´ pour
re´pondre a` l’objectif de quantification d’incertitudes d’une variable d’inte´reˆt, obtenue
comme la sortie d’un code complexe. Ce crite`re est en fait e´quivalent a` l’IMSE avec
inte´gration selon la distribution des facteurs sub-surface. Pratiquement, l’optimisation
de l’IMSE aboutit a` des plans d’expe´riences originaux, avec davantage de points
situe´s a` l’inte´rieur du domaine expe´rimental que les plans optimaux classiques. En
fait, l’optimisation re´alise un compromis entre la ne´cessite´ de placer des points aux
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bords pour bien controˆler l’estimation, et la ne´cessite´ de placer des points aux endroits
ou` la probabilite´ d’observation est forte.
Nous e´voquons maintenant deux proble`mes pour l’ame´lioration du crite`re.
7.1. De´finition du crite`re
Comme nous l’avons souligne´ au moment de la de´finition du crite`re, le fait
que la MC-V optimalite´ soit base´e sur des e´le´ments assez pauvres des distributions
lui confe`re une certaine robustesse relativement aux erreurs de spe´cification des
incertitudes sub-surface. Cependant, le crite`re retenu, base´ sur la variance, n’est
pas parfaitement adapte´ a` l’e´valuation des incertitudes telle qu’elle est re´alise´e en
pratique, sous la forme de quantiles a` 10, 50 et 90 %.
7.2. Adaptation du crite`re aux mode`les d’interpolation
Dans cet article, l’approche ge´ne´rale est base´e sur une mode´lisation du bruit
menant a` un mode`le de re´gression line´aire. Or, ce mode`le ne prend pas en compte la
spe´cificite´ des expe´riences nume´riques, a` savoir leur parfaite reproductibilite´. Pour
pallier cet inconve´nient, des mode`les d’interpolation ont e´te´ de´veloppe´s. Les articles
fondateurs sont ceux de Sacks, Welch, Mitchell, Wynn (1989) et Sacks, Schiller,
Welch (1989). Voir e´galement les pre´sentations de Jones, Schonlau, Welch (1998),
Jourdan, Collombier (2001) et Jourdan (2002). Dans ces approches de nature non
parame´trique, l’interpolation peut s’interpre´ter en terme de fonctions splines, ce qui
lui confe`re une plus grande souplesse que les bases de fonction polynomiales (voir
Jones, Schonlau, Welch (1998) ou Wahba (1990)).
Ces mode`les commencent a` eˆtre employe´s de fac¸on plus syste´matique pour
l’approximation de codes complexes, et une adaptation du crite`re dans ce cadre est a`
pre´voir.
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