Abstract-Image post-processing is used in clinical-grade ultrasound scanners to improve image quality (e.g., reduce speckle noise and enhance contrast). These post-processing techniques vary across manufacturers and are generally kept proprietary, which presents a challenge for researchers looking to match current clinical-grade workflows. We introduce a deep learning framework, MimickNet, that transforms raw conventional delayand-summed (DAS) beams into the approximate post-processed images found on clinical-grade scanners. Training MimickNet only requires post-processed image samples from a scanner of interest without the need for explicit pairing to raw DAS data. This flexibility allows it to hypothetically approximate any manufacturer's post-processing without access to the preprocessed data. MimickNet generates images with an average similarity index measurement (SSIM) of 0.930±0.0892 on a 300 cineloop test set, and it generalizes to cardiac cineloops outside of our train-test distribution achieving an SSIM of 0.967±0.002. We also explore the theoretical SSIM achievable by evaluating MimickNet performance when trained under graybox constraints (i.e., when both pre-processed and post-processed images are available). To our knowledge, this is the first work to establish deep learning models that closely approximate current clinical-grade ultrasound post-processing under realistic blackbox constraints where before and after post-processing data is unavailable. MimickNet serves as a clinical post-processing baseline for future works in ultrasound image formation to compare against. To this end, we have made the MimickNet software open source.
I. INTRODUCTION AND BACKGROUND

I
N the typical clinical B-mode ultrasound imaging paradigm, a transducer probe will transmit acoustic energy into tissue, and the back-scatter energy is reconstructed via beamforming techniques into a human eye-friendly image. This image attempts to faithfully map tissue's acoustic impedance, which is a property of its bulk modulus and density. Unfortunately, there are many sources of image degradation such as electronic noise, speckle from sub-resolution scatterers, reverberation, and de-focusing caused by heterogeneity in tissue sound speed [1] . In the literature, these sources of image degradation can be suppressed through better focusing [2] , [3] , spatial compounding [4] , harmonic imaging [5] , and coherence imaging techniques [6] , [7] .
In addition to beamforming, image post-processing is a significant contributor to image quality improvement. Reader studies have shown that medical providers largely prefer post-processed images over raw beamformed imagery [8] , arXiv:1908.05782v1 [eess.IV] 15 Aug 2019 [6] . Unfortunately, commercial post-processing algorithms are proprietary, and implementation details are typically kept as a black-box to the end-user. Thus, researchers that develop image improvement techniques on highly configurable research systems, such as Verasonics and Cephasonics scanners, face challenges in presenting their images alongside current clinical system scanner baselines. The current status quo for researchers working on novel image forming techniques is to compare against raw beamformed data which is not typically viewed by medical providers. To have a pixel-wise comparison with clinical-grade standards, researchers would either need access to proprietary post-processing code or access to raw data from difficult-to-configure commercial scanners. We aim to remove these significant barriers by leveraging recent deep learning methods.
Deep learning based post-processing using convolutional neural network (CNN) generators [9] , [10] have become immensely popular in the image restoration problem [11] , [12] . One popular network architecture used is an encoderdecoder network with skip connections commonly referred to as a Unet [13] . In the image restoration problem, the encoder portion of Unet takes a noisy image as input and creates feature map stacks which are subsequently downsampled through max pool operations. The decoder portion up-samples features and attempts to reconstruct an image of the same size as the input. Usage of skip connections in Unet has been shown to better maintain high-frequency information in the original image than without [14] . Other encoder-decoder Unet flavours exist which exploit residual learning [15] , [16] , wavelet transforms [17] , and dense blocks [18] , [19] . Encoder and decoder network parameters can be optimized typically with a gradient descent based method which minimizes a distance function between the reconstructed and ground truth image [20] . Different distance functions such as mean squared error (MSE), mean absolute error (MAE), and structural similarity index measurement (SSIM) have been used in practice [21] , [22] .
Adversarial objective functions are a unique class of distance functions that have shown success in the related field of image generation [23] . The adversarial objective optimizes two networks simultaneously. Given training batch sizes of m with individual examples i, G is a network that generates images from noise z (i) , and another network, D, discriminates between real images x (i) and fake generated images G(z (i) ). D and G play a min-max game since they have competing objective functions shown in Eq. 1 and Eq. 2 where θ g are parameters of G and θ d are parameters of D. If this min-max game converges, G ultimately learns to generate realistic fake images that are indistinguishable from the perspective of D.
In the literature, these networks are referred to as generative adversarial networks (GANs) [24] , [25] . Conditional GANs (cGANs) have seen success in image restoration as well as style transfer. With cGANs, a structured input, such as an image segmentation or corrupted image, is given instead of random noise [26] . In the field of ultrasound, deep learning techniques using cGANs and CNNs have recently been applied to B-mode imaging. They have shown promising results for reducing speckle noise, enhancing image contrast, and increasing other image quality metrics [27] , [28] , [29] . However, training GANs or CNNs for image enhancement require ground truths for comparison. These are typically before and after image enhancement pairs that are registered with one another. Unfortunately, this is a luxury not often available in most research environments requiring clinical-grade ground truths.
An extension of GANs known as cycle-consistent GANs (CycleGAN) has been proposed by [30] to get around the requirement of paired images. CycleGANs are shown to excel at the problem of style transfer where images are mapped from one domain to another without the use of explicitly paired images. CycleGANs consist of two key components: forwardreverse domain generators, G a and G b , and forward-reverse domain discriminators, D a and D b . The generators translate images from one domain to another, and the discriminators distinguish between real and fake generated images in each domain. We show the objective functions for one direction of the cycle in Eq. 3 and Eq. 4 where a (i) is an image from domain A, and b (i) is an image from domain B. In Eq. 3 and Eq. 4, the variables θ ga and θ d b are the parameters for the domain A forward generator and domain B discriminator. In Eq. 3, f can represent any distance metric to compare two images.
In this work, we investigate if it is possible to approximate post-processing algorithms found on clinical-grade scanners given raw conventional beamformed data as input to Unet generators. We first show what is theoretically feasible when before and after image pairs are provided and refer to this as a gray-box constraint. We view this as the classic image restoration problem where clinical-grade post-processed images are ground truth, and raw data are "corrupted". Later, we constrain ourselves to the more realistic black-box setting where no before and after image pairs are available. We view this problem from the style transfer lens and train a CycleGAN from scratch to mimic clinical-grade post-processing. We refer to this trained model configuration as MimickNet. Our results suggest that any manufacturers' post-processing can be well approximated using this framework with just data acquired through a clinical scanner's intended use.
II. METHODOLOGY
We start with 1500 unique ultrasound image cineloops from fetal, phantom, and liver targets across Siemens S2000, SC2000, or Verasonics Vantage scanners using various scan parameters from [31] , [32] , [6] , [33] . This study was approved by the Institutional Review Board at the Duke University, and each study subject provided written informed consent prior to enrollment in the study. We split whole cineloops into respective training and testing sets. Each cineloop has multiple image frames of conventional delay and summed (DAS) beamformed data. The datasets combined consist of 39200 frames with a 30691/8509 image frame train-test split. Each image frame runs through a Siemens proprietary compiled post-processing software producing before and after pairs. These pairs are shuffled and randomly cropped to 512x512 images with padded reflection if the dimensions are too small. Constraining the image dimensions enables batch training, which leads to faster and more stable training convergence. During inference time, images can be any size as long as they are divisible by 16 due to required padding in our CNN architecture. Table I contains details about our training data.
A. Gray-box Performance with Paired Images
In the gray-box case where before and after paired images are available, our problem can be seen as a classic image restoration problem where our input DAS beamformed data is "corrupted", and our clinical-grade post-processed image is the "uncorrupted ground truth". We optimize for the different distance metrics MSE, MAE, and SSIM. As defined in Eq. 5, MSE is the summed pixel-wise squared difference between a ground truth pixel y (i) in image y and estimated pixel x
in image x. These residuals are averaged by all pixels m in the image. MAE is defined in Eq. 6 as the summed pixelwise absolute difference. SSIM is defined in Eq. 8 and is the multiplicative similarity between two images' luminance l, contrast c, and structure s (Eq. 9-11). SSIM constants we use are based on [34] . X and Y define 11×11 kernels on two images we wish to calculate the similarity of. These kernels slide across the two images, and the output values are averaged to get the SSIM between two images. Variables µ X , σ 
2 , and c 2 /2 respectively. L is the dynamic range of the two images, k 1 is 0.01, and k 2 is 0.03.
We calculate SSIM and peak signal to noise ratio (PSNR) by running our trained model on the full test set with images at their original non-padded size. PSNR is defined by Eq. 7 where M AX i is the maximum possible intensity of the image.
B. Black-box Performance with Unpaired Images
To simulate the more realistic black-box case where paired before and after images are unavailable, we take whole cineloops from the training set used in the gray-box case and split them into two groups. For the first group, we only use the raw beamformed data, and for the second group, we only use the clinical-grade post-processed data. We then train a CycleGAN using different distance metrics MSE, MAE, and SSIM for our generators' cycle-consistency loss (Eq. 3). Like in the gray-box case, MSE, MAE, PSNR, and SSIM metrics were calculated by running our trained model on the full test set to their original non-padded size. Since we have access to the underlying proprietary clinical post-processing, we can compare against objective ground truths solely for final evaluation.
C. Generator and Discriminator Structure
The same overall generator network structure is used in both the gray-box and black-box cases. We use a simple encoderdecoder with skip connections as seen on the left side of Fig.  2 . We vary filter sizes and the number of filters per layer as hyperparameters to the generator, and we report the total number of weight parameters in each model variation.
The discriminator structure on the right side of Fig. 2 follows the PatchGAN and LSGAN approach used in [26] , [10] to optimize for least-squares on patches of linearly activated final outputs. The discriminator is only used to facilitate training in the black-box case where no paired images are available, and it is not used in the gray-box case since ground truths are available. Code and models are available at https://github.com/ouwen/mimicknet.
D. Worst Case Performance
We investigate outlier images that perform worst on the SSIM metric by breaking SSIM into its three components: luminance l, contrast c, and structure s. The equations for contrast c and structure s are highly related in examining variance between and within patches. Thus, c and s are simplified into a single contrast-structure cs equation (Eq. 12). 
III. RESULTS
A. Gray-Box Performance with Paired Images
In the theoretical gray-box case where before and after paired images are available, we explore different possible Unet encoder-decoder hyperparameters. For each hyperparameter variation, we trained a triplet of models that optimize for SSIM, MSE, and MAE. We note that within each triplet, models using the SSIM minimization objective have the best SSIM and PSNR. We are primarily interested in the best SSIM metric since it was originally formulated to model the human visual system [34] . In Table II , the best average metrics of each column are in bold. Many of the metrics across model variations are not significantly different, but the SSIM for every model is above 0.967. For subsequent worst-case performance analysis, we used the 52993 parameter model optimized on SSIM loss. This model corresponds to the same generator structure used in Fig. 2 except with a 3×3 instead of a 7×3 filter.
B. Black-box Performance with Unpaired Images
In the more realistic black-box case where before and after images are not available, we also explore different Unet architecture hyperparameters. We attempted to train from scratch the same 52993 parameter generator network architecture selected from Table II , but we were unsuccessful in guiding convergence without increasing the number of generator parameters to 117697. This increase was accomplished by changing every filter size from 3×3 to 7×3, and metrics can be seen in Table III . For the large 7.76M parameter generator network, performance differences between triplets of the objective functions are not significant. The row labeled "ver", is a model trained only on Verasonics Vantage data with MAE optimization.
We select the 117697 parameter network optimizing MSE for subsequent analysis since it achieves the highest SSIM with fewest parameters. We refer to this configuration, shown in Fig. 2 , as MimickNet. In Fig. 1 and Fig. 3 , fetal, liver, and phantom images are shown. Without the scaled differences in the last row, it is much more difficult to discern localized differences between MimickNet images and clinical-grade post-processed images. 
C. Runtime Performance
In Table IV , the runtime was examined for the best SSIM performing model in the gray-box paired image and blackbox unpaired image training cases. Frames per second (FPS) measurements were calculated for an NVIDIA P100. Floatingpoint operations per second (FLOPS) are provided as a hardware independent measurement since runtime generally scales linearly with the number of FLOPS used by the model. As a reference point, we include metrics from MobileNetV2 [35] , a lightweight image classifier designed explicitly for use on mobile phones. MimickNet uses 2000x fewer FLOPS compared to MobileNetV2. Note that FPS measurements for MobileNetV2 were performed on a Google Pixel 1 phone from [35] and not an NVIDIA P100. 
D. Worst Case Performance
We investigate the distribution of SSIM across our entire test dataset. We break the the SSIM into its luminance l and contrast-structure cs components following Eq. 9 and Eq. 12. In Fig. 4 , these components' histogram and kernel density estimate are plotted for the gray-box paired image and the black-box unpaired image training cases. The min-max cs range for the gray-box case is tightly between 0.950 and 0.998, and the black-box case overlaps this region with a min-max cs range between 0.922 and 0.990. The min-max l range of the gray-box case falls between 0.842 and 1.000, but the blackbox case has a large min-max range of 0.318 and 1.000.
We also closely investigated outlier images that perform poorly on the SSIM metric by looking at the worst images. Lu m i n a n ce Fig. 4 . The distribution of contrast-structure (top) and luminance (bottom) of all image frames in our test dataset produced under gray-box and black-box constraints. The cs is 0.987 ± 0.005 and l is 0.993 ± 0.0103 under gray-box constraints. The cs is 0.978 ± 0.008 and l is 0.967 ± 0.073 under black-box constraints.
5 contains three representative images. We included gray-box image results to showcase better the performance gap between what is possible when paired images are available versus when they are not. All three images produced with blackbox constraints have high contrast-structure cs, but variable luminance l.
E. Out of Dataset Distribution Performance
To assess the generalizability of MimickNet postprocessing, we applied it to cardiac cineloop data. These data are outside of our train-test dataset distribution which only included phantom, fetal, and liver imaging targets. We also applied MimickNet post-processing to a recent novel beamforming method known as REFocUS [3] . REFocUS allows for transmit-receive focusing everywhere under linear system assumptions resulting in better image resolution and contrast-to-noise ratio. In Fig. 6 , we see that MimickNet postprocessed images closely match clinical-grade post-processing for conventional dynamic receive beamforming with an SSIM of 0.967±0.002. Similar to clinical-grade post-processing, we see that contrast improvements in the heart chamber and resolution improvements along the heart septum due to REFocUS are preserved after MimickNet post-processing, achieving an SSIM of 0.950±0.0157. Here l is the luminance and cs is the contrast-structure components of SSIM.
IV. DISCUSSION
MimickNet can closely approximate clinical-grade postprocessing with an SSIM of 0.930±0.089 such that even upon close inspection, few differences are observed. This performance was achieved without knowledge of the preprocessed pair. We do observe a performance gap compared to the gray-box setting, which achieves an SSIM of 0.979±0.013. However, emulating the gray-box setting would require researchers to tamper with scanner systems to siphon off preprocessed data, so we explore ways to eliminate this gap.
The performance gap is primarily attributed to differences image luminance from outlier frames seen in Fig. 4 . Although images generated under black-box constraints present a large min-max l range of 0.318 to 1.000, we note that the mean and standard deviation is 0.967 ± 0.073. Therefore, the majority of images do have well-approximated luminance, despite the sizeable min-max range. For the two fetal brain images in Fig.  5 , we qualitatively see that much of the contrast and structure are preserved while luminance is not. This matches the quantitative contrast-structure and luminance SSIM components for the top fetal image (cs 0.962, l 0.681) and bottom fetal image (cs 0.964, l 0.612).
We found it interesting that clinical-grade post-processing would remove such bright reflectors seen in the raw beamformed phantom image (Fig. 5, 2nd row) . This level of artifact removal likely requires window clipping. When we clip the lower dynamic range of raw beamformed data from -120dB to -80dB, we see the bright scatterers in raw beamformed images dim and practically match clinical-grade post-processing without any additional changes. Conceptually, clipping values to -80dB is a reasonable choice since it is close to the noise floor of most ultrasound transducers. In the CycleGAN training paradigm, it can be challenging to learn these clipping cutoffs due to the cycle-consistency loss (defined in Eq. 3). The backward generator would be penalized by any information destroyed through clipping learned in the forward generator. Since the cycle-consistency loss does not exist in optimization under the gray-box setting, the model under gray-box settings can learn the clipping better than under black-box settings. Fortunately, luminance can be modified to a large extent in real-time by changing the imaging window or gain by ultrasound end-users.
One challenge we found was that training MimickNet was quite unstable for small generator networks. This instability is likely due to the nature of adversarial objectives in GANs which other works explore [36] , [37] . The overall stability of the adversarial objective function appears to be a more important factor in achieving a higher SSIM rather than the specific generator distance metric used such as MAE or SSIM as seen by Table III . Training GANs is a delicate balancing act between discriminator and generator. If the discriminator overpowers the generator during training, then the generator is unable to outpace the discriminator. A quick solution is to increase the capacity of the generator by adding more parameters, or by decreasing the capacity of the discriminator by taking away parameters until convergence occurs. Future works will explore how to better increase training stability and address any remaining performance gap between the graybox and black-box constraint settings through different deep learning model architectures, objective functions, or training processes.
As is, MimickNet shows promise for production use. It runs in real-time at 92 FPS on an NVIDIA P100 and uses 2000x fewer FLOPS than models such as MobileNetV2, which was designed for less capable hardware such as mobile phone CPUs. This runtime is relevant since more ultrasound systems are being developed for mobile phone viewing [38] . Additionally, the last row of Table III named "ver", is a 7.76M parameter model trained only on Verasonics Vantage data with MAE distance metric optimization while achieving similar metrics to training on the full dataset. These results hint at the possibility of achieving similar SSIM with fewer data. Future work will assess the performance of MimickNet on mobile phones and other data or compute constrained settings. This work's main contribution is in decreasing the barrier of clinical translation for future research. Medical images previously only understood by research domain experts can be translated to clinical-grade images widely familiar to medical providers. Future work will aim to implement a flexible endto-end software package to train a mimic provided data from two arbitrary scanner systems. Work will also examine how much data is required to create a high-performance mimic.
V. CONCLUSION MimickNet closely approximates current clinical postprocessing in the realistic black-box setting where before and after post-processing image pairs are unavailable. We present it as an image matching tool to provide fair comparisons of novel beamforming and image formation techniques to a clinical baseline mimic. It runs in real-time, works for out-of-distribution cardiac data, and thus shows promise for practical production use. We demonstrated its application in comparing different beamforming methods with clinical-grade post-processing and showed that resolution improvements are carried over into the final post-processed image. Our results with ultrasound data suggest it should also be possible to approximate medical image post-processing in other modalities such as CT and MR.
