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Abstract
Magnetic materials are often categorized in terms of either a purely local or a purely itinerant
picture despite the fact that the vast majority actually fall within a spectrum that ranges between
these two extremes. It is from such a starting point that this thesis aims at developing an
understanding of how the complex interplay between local moments and itinerant electrons
ultimately affects the electronic and dynamical properties. Such ideas are explored in greater
detail using two materials as case studies: the chiral helimagnet Cr1/3NbS2 [Cr intercalated
Niobium Disulfide] and YFe2Ge2 [Yttrium Iron Germanide] a Pauli paramagnet believed to be
near a magnetic quantum critical point. From this investigation, new microscopic insights into
macroscopic phenomena such as the intriguing magneto-transport properties of Cr1/3NbS2 and
the presence large longitudinal fluctuations in the moment of YFe2Ge2 were gained. Focusing on
Cr1/3NbS2 it was found that both Cr- and Nb-derived states participate in the formation of the
Fermi surface. Based on this finding, it is evident that the same states responsible for magnetism
are likewise those responsible for transport. Consequently, a clear separation between the
magnetic and itinerant degrees of freedom is not evident; a finding that is most clearly illustrated
by the increase in spectral weight observed at EF as the temperature is lowered below the
magnetic transition temperature. Extending this work to include real-time measurements of the
electron, lattice and spin dynamics, an anonymously long demagnetization dynamic was
observed in the magnetic phase of Cr1/3NbS2. However, rather implying the spins to be
thermally insulated from the electronic degrees of freedom, such a finding may simply imply that
spin flips occurring via Elliot-Yafet mechanism are inefficient due to an imbalance in the spin
polarized density-of-state in the ferromagnetic state. Finally, after expressing the limitations of
single color optical pump-optical probe experiments, the design, construction and commissioning
of a time-resolved ARPES system is presented with particular interest in laying out future plans
enabling this system to resonantly excite collective modes in strongly correlated systems.
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Chapter 1: Overview

In the description of magnetism, one often encounters two extremes: the local picture of
Curie-Weiss and the itinerant picture of the Stoner model. However, for most magnetic
materials, neither description turns out to be entirely applicable, as magnetism most often falls
somewhere on a spectrum between these two extremes. Thus, in starting from this point, much
of the work found within this thesis aims at developing an understanding of how the complex
interplay that develops between local moments and itinerant electrons affects the electronic and
dynamical properties within a material. Chiefly, when the same electrons responsible for
forming the moment are also those that participate in transport, it is no longer possible to clearly
separate these two degrees of freedom (DOF). Thus, it is within this thesis that these ideas are
explored in greater detail using two materials as a case study: the chiral helimagnet Cr1/3NbS2
and YFe2Ge2 a Pauli paramagnet believed to be near a magnetic quantum critical point.
This thesis is organized into eight chapters, beginning with a review of the relevant
literature that motivates our investigation into the electronic structure of the chiral helimagnet
and 3d intercalated transition metal dichalcogenide, Cr1/3NbS2. As a non-centrosymmetric
magnet, Cr1/3NbS2 is a member of a broader class of materials that have attracted significant
interest due to the interplay that develops between their magnetic and transport degrees of
freedom. Within this class of compounds, the most widely studied are those known to host a
topologically protected, 2D spin texture known as a Skyrmion. Here, much of the interest
surrounding Skyrmions stems from the fact that the relatively long length scale of these spin
textures allows for the possibility of manipulating them at the nano or even the mesoscale level
through use of externally applied field or current. It is then due to the detailed interaction that
arises between itinerant electrons and Skyrmions that a number of interesting and potentially
technologically relevant phenomena, including the topological Hall and spin transfer torque
effect, emerge.
While not conclusively shown to host a Skyrmion phase, a renewed interest in Cr1/3NbS2
has developed thanks to the discovery of a unique, one-dimensional solitonic excitation in this
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material known as a chiral soliton lattice (CSL). Briefly stated, the CSL is a non-linear magnetic
superstructure consisting of forced ferromagnetic domains that are periodically partitioned by
360° domain walls. Much like Skyrmions, the CSL is a topological object that can be
manipulated by way of an external magnetic field. Namely, for a modest H > 0.2 T magnetic
field applied perpendicular to the helical (c-) axis, it has been shown that the size of the
ferromagnetic domains in the CSL phase can be continuously tuned. From a technological
viewpoint, this finding is particularly significant as the CSL can act as a tunable effective
potential for itinerant electron spins, allowing for one to exercise precise control over the
transport properties of itinerant spin carriers.
Based upon this tunability, it has been proposed that a possible origin for the inter-layer
magnetoresistance (MR) as measured with the field applied parallel to the ab-plane could result
from Bragg scattering of conduction electrons by the chiral soliton kinks. Experimental evidence
in support of this claim comes from a measurement of the inter-layer MR, which shows a direct
correlation between the magneto-transport properties and the soliton lattice density. Specifically,
it was found that the inter-layer MR will track the soliton lattice density remarkably well,
producing a drop in the resistivity that occurs with stronger applied field. However, recent intralayer transport and magnetotransport experiments indicate that the strong coupling that exists
between the magnetic and transport DOF in this material could arise from more than what can be
rationalized by the spin ordering argument described above.
Not surprisingly, the interpretation into the microscopic origin of the negative MR within
Cr1/3NbS2 is fundamentally rooted in its electronic structure. In assuming spin ordering provides
the sole origin for the negative MR within this material, an implicit assumption regarding the
electronic structure is made. This is that the Cr intercalant acts as a charge reservoir donating
electronic charge, with the effect of raising the chemical potential, without altering the overall
Fermi surface (FS) or band topology of NbS2. Thus, within the so-called rigid band
interpretation, following donation of electrons to Nb-derived bands, the remaining electrons on
the Cr site will simply serve to form local spin moments that couple to one another through
conduction electrons. Given the findings from intra-layer MR to indicate that spin-ordering
arguments alone cannot completely describe all the magneto-transport properties observed within
this material, it is suggested that the electronic structure then plays a non-trivial role. Therefore,
we present in Chapter 5 a detailed investigation into the electronic structure of Cr1/3NbS2 using
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the experimental techniques outlined in Chapter 3 on the experimental apparatus discussed in
Chapter 4.
In Chapter 5, our investigation necessarily begins with a characterization of the freshly
exposed surface of in-situ cleaved Cr1/3NbS2. Generally speaking, it cannot be assumed that a
surface cleaved in-situ will be representative of bulk. This can be attributed to the fact that
surfaces will often relax or reconstruct so as to lower their free energy. Even without such
processes, thanks to the fact that Cr atoms intercalate within the van der Waals gaps of NbS2,
through cleaving it is entirely possible that both the ordering and stoichiometry of the remaining
Cr atoms at the surface will be different from those found in bulk. Such a difference has
important consequences on the electronic structure, as it would imply a unique Brillouin zone or
even doping for the topmost NbS2 layer. Ultimately, through the course of our surface
characterization, it was found that the remaining Cr adatoms randomly distributed on the surface
following sample cleave will simply give rise to non-dispersive states in the angle-resolvedphotoemission spectra (ARPES). Based upon this finding, we conclude that electronic structure
measurements of in-situ cleaved Cr1/3NbS2 can in fact be used to reliably measure how
intercalation serves to modify the host NbS2 compound.
As expected, the introduction of a Cr intercalant serves to donate electronic charge to the
NbS2 bands, resulting in a raise of the chemical potential by ~0.4 eV. However, in addition to
effectively donating charge, two additional bands at Γ (β , β ), and one additional band at Κ (δ)
1

2

are likewise found to emerge. Seeing as these additional features cannot be rationalized on the
basis of a rigid band picture, it was initially speculated and subsequently shown that they must
arise as a direct consequence of Cr intercalation. Most notably, from a temperature dependent
ARPES investigation, the β , and β bands centered at Γ were shown to be magnetic exchange
1
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split bands. Interestingly enough, a closer inspection of the data reveals a progressive decrease
of the spectral weight occurring for these bands as temperature is raised above the helimagnetic
ordering temperature. Such a finding is intriguing as this type of behavior is not typical for
itinerant ferromagnetic systems.
Following this line of inquiry, resonant photoemission spectroscopy (ResPES) was used
to determine the elemental character of the states comprising the valence band. From such
measurements it found that both Cr- and Nb-derived states are hybridized, and that both
participate in the formation of the FS. As it turns out, the presence of Cr-derived states at EF has
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significant implications for a microscopic description of magnetism and its interplay with the
transport degrees of freedom. Based on these findings, it is evident that the same states
responsible for magnetism are likewise those present at the Fermi level. Consequently, a clear
separation between the magnetic and itinerant DOF does not occur, and the motion of the
itinerant electrons and the local spin moments can be influenced reciprocally in a self-consistent
fashion. In the end, the result of such interplay is most clearly illustrated by the increase in
spectral weight observed at EF as the temperature is lowered below the helimagnetic transition
temperature. Such a finding then supports the notion that the electronic structure plays a nontrivial role in the magneto-transport properties of this material.
At this point there are then two directions worth exploring. The first entails an
investigation of other 3d intercalated transition metal dichalcogenides following the same line of
study as was used for Cr1/3NbS2. In such a case, the underlying motivation for doing so lies in
the fact that the microscopic origin of magnetic excitations like Skyrmions, and CSL kinks is
found in the fundamental interactions allowed in a crystalline lattice lacking inversion symmetry.
More specifically, it is through the Dzyaloshinskii-Moriya interaction, which is ultimately spinorbit derived, that many of the properties that underscore the functionality of noncentrosymmetric magnets originate. In this way, the 3d intercalated transition metal
dichalcogenides are ideal systems to study as they represent a potential workbench for tuning the
strength of the spin-orbit interaction through substitution of either heavier or lighter transition
metal elements.
As an alternative line of investigation, our interest was directed more towards examining
the dynamical properties of Cr1/3NbS2 with the possibility of using ultrashort laser pulses to
manipulate magnetic order. In this way, there are then two means of capturing ultrafast
dynamics presented in this thesis. The first, discussed in Chapter 6, takes advantage of the
extremely short time scales involved in the photoemission process (10-17s to 10-16s). From this
variation of core hole clock spectroscopy, in which the intrinsic lifetime of the core-hole sets a
natural timescales for the dynamical process, the occurrence of large fluctuations in the spin
moment were found on the Fe site of YFe2Ge2. Such a material was shown to have many of the
same spectroscopic signatures as the Fe-pnictide superconductors, including exchange multiplets
appearing in the Fe 3s core level photoemission spectra that reveals a magnitude for the magnetic
moment that is significantly larger than that deduced from conventional, static measurements.
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Such a discrepancy is particularly noteworthy in YFe2Ge2, as this material only exhibits Pauli
paramagnetism. Therefore, this compound represents another example of a strong interplay that
develops between magnetic and transport DOF as the fluctuations in the magnitude of the local
moments found on a Fe site is intimately linked with the itinerancy in the system.
Compared to core-hole clock spectroscopy, the recent development of turn-key
femtosecond (fs) laser systems has opened up the possibility of measuring temporal dynamics in
real time. Specifically, given the ultrashort duration of these light pulses, a temporal resolution
on the order of the characteristic time-scales of electronic and atomic motion can now be
achieved. Among other things, this then allows for possibility of measuring coherently excited
collective modes. Such a prospect is especially appealing for Cr1/3NbS2 as this not only includes
a measure of coherently excited phonon modes, but magnon modes that are unique to
helimagnetic systems as well. Furthermore, through optomagnetic processes like the inverse
Faraday effect, there is the additional possibility of manipulating magnetic order on time-scales
much shorter than that of the precessional timescale of spins. In this way, it may even be
possible to induce the CSL transition within Cr 1/3NbS2 using ultrashort light pulses as opposed
to an externally applied magnetic field.
Given such exciting prospects, a detailed characterization of the static and transient
magneto-optical properties of Cr1/3NbS2 is presented in Chapter 7. In such a case, the
measurements reported within this chapter were carried out so as to disentangle the relevant
contributions arising from electron, lattice and spin to the overall relaxation dynamics. It was
confirmed that Cr1/3NbS2 possesses a magnetic easy plane, while single color optical pump-probe
experiments reveal significant differences in the dynamics of NbS2 and Cr1/3NbS2. Chief among
these is the excitation of a high frequency coherent phonon mode that is unique to Cr1/3NbS2.
Lastly, a long demagnetization dynamic was observed in the magnetic phase of Cr1/3NbS2
suggesting that the spins are thermally insulated from the electronic degrees of freedom.
However, rather than being indicative of two decoupled DOF, the fact that the magnetic dynamic
is not directly affected by optical excitations may simply imply spin flips occurring via ElliotYafet mechanism are inefficient due to an imbalance in the spin polarized DOS in the
ferromagnetic state.
Finally, despite gaining insights into the various interactions that exist between electron,
lattice, and spin degrees of freedom through the measure of real-time relaxation dynamics using
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optical pump and probe spectroscopy, the fact that these experiments are performed using just
the fundamental frequency of a Ti:Sapphire implies that only a temporal resolution can be
achieved. In this way, a single color optical pump-optical probe experiment simply serves as a
means of capturing the time evolution of the reflectivity, without providing any additional
spectroscopic insights. With the initial stages of laser excitation serving to create a nonequilibrium distribution of photo-excited electrons, without having any means of characterizing
this transiently excited non-equilibrium state, there is a certain degree of ambiguity associated
with what physically gives rise to a change in the transient reflectivity.
For this reason, a direct probe of the changes that occur within the electronic structure is
needed so as to elucidate the role that an intense, optical pump pulse has particularly in the
generation of photo-induced phase transitions or the creation of hidden states inaccessible by
equilibrium processes. In such a case, the ability of ARPES to not only provide a measure of the
electronic structure with both an energy and momentum resolution, but also its capability of
gaining valuable insights into the many-body interactions by way of the single particle spectral
function makes this technique a premier tool for studying the time evolution of the electronic
structure. Therefore as is discussed in Chapter 8, the design, construction and commissioning of
a time-resolved ARPES system is presented with particular interest in laying out future plans
enabling this system to resonantly excite collective modes in strongly correlated systems such as
the manganites.

6

Chapter 2: Background and Motivation for Studying
the Electronic Structure of the Chiral Helimagnet
Cr1/3NbS2

2.1 Chiral Helimagnetism
The development of next generation electronic devices relies on the ability to precisely
control intrinsic degrees of freedom (DOF) beyond that of charge. One such promising avenue
involves the manipulation of individual, or average spin angular momentum of itinerant carriers,
in what is commonly referred to as spintronics [21]. Here, one of the main technological appeals
lies in the fact that the electron spin is an example of a two state quantum system, making it ideal
for use in defining a binary pair for digital electronics [22]. While not as ubiquitous as the
electronic transistor, spintronic devices have managed to find use in some specific technological
applications, with the most well known example being that of the giant magnetoresistive (GMR)
sensors used for magnetic storage devices [23]. Ultimately, the utility of a GMR device stems
from the profound effect application of even a slight external magnetic field has on transport.
This can be attributed to the fact that the relative magnetization between magnetic multi-layers
changes the conditions for ballistic transport based on the spin of the itinerant electron. In this
regard, a new class of materials known as chiral helimagnets (CHMs) has emerged, and just as
for GMRs, the particular magnetic state of these materials is found to profoundly influence
electronic transport. As will be discussed in greater detail below, it is ultimately this interplay
between magnetic and transport degrees of freedom that makes CHMs promising materials for
future spintronic and other information technology applications.
To understand the origin of the many unique properties hosted by CHM materials, it is
necessary to first define the concept of chirality and what the resultant magnetic ground state for
local spin moments distributed on the chiral framework of a lattice will be. Simply stated,
chirality is characterized by a reflection asymmetry manifesting itself as either a left- or righthandedness. This property is universally found throughout the natural world, covering a wide
range of disciplines and length scales [24]. For a lattice, chirality is often discussed in the context
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of crystal structure. One of the simplest definitions for structural chirality is that an object be
non-superimposable with its mirror image. Using the language of group theory, this implies that
a structure lacks both a center of inversion as well as a mirror plane [25]. More precisely, this
definition is a generalization of the fact that improper rotations, that is a rotation followed by a
reflection, cannot be a symmetry operations of the crystallographic space group.
When local magnetic moments are distributed about a lattice lacking inversion symmetry,
two competing exchange interactions develop. These include the usual symmetric exchange
interaction, which favors a parallel, or ferromagnetic, ordering of spins, and an anti-symmetric
exchange interaction known as the Dzyaloshinskii-Moriya interaction (DMI) [26,27]. The DMI
originates as a first order correction to the energy of the super-exchange Hamiltonian with spinorbit coupling being treated as a perturbation [26,27,28]. Typically, for crystals with a high
degree of symmetry, this correction is often small. However, when inversion symmetry is
broken, as it is for CHMs, the correction of the DMI will become leading order, resulting in an
effective spin Hamiltonian that is given by [29,30]
𝐻 = −𝐽

!,! 𝑆!

∙ 𝑆! + 𝐷 ∙

!,! 𝑆! ×𝑆!

− 𝑔𝜇! 𝐻 ∙

! 𝑆!   

(2.1)

Here, J > 0 denotes the ferromagnetic exchange integral, 𝑆! the spin on the ith lattice site, g the
Lande g-factor, µB a Bohr magneton, 𝐻 an externally applied magnetic field, and lastly, 𝐷 the
DMI vector. Seeing as the DMI favors a perpendicular orientation of spins, a competition
between the symmetric, ferromagnetic exchange and the much weaker, anti-symmetric DMI
develops. The result of this competition is a twisting of the magnetization into an
incommensurate helix having a long periodicity and a well-defined handedness determined by
the DMI vector [29,31,32,33,34,35]. That is, in contrast to other helical antiferromagnets, such
as the rare earth metals Holmium (Ho) and Dysprosium (Dy), the fundamental origin of the
CHM magnetic ground state is entirely unique to crystals lacking in inversion symmetry [36].
While the interactions that lead to the formation of the CHM ground state are intimately
tied to the symmetry of the lattice, the long length scale of the helical spin structure implies that
the spin degrees of freedom can be essentially decoupled from that of the lattice. For this reason,
part of the technological appeal generated by these materials originates from the possibility that
the spin degrees of freedom can be manipulated at the nano or even mesoscale level, independent
of the details of the lattice. This is an especially relevant fact given that CHMs are known to
support extremely stable solitons, or non-linear excitations that maintain their shape and energy
8

as they propagate [37,38]. In other words, thanks to the long length scale of the spin structures,
externally applied fields or current can be used to manipulate these solitonic excitations without
altering their fundamental spin textures. Perhaps the best-known example of this can be found in
the manipulation of magnetic Skyrmions.

2.2 Skyrmions
In condensed matter physics, magnetic Skyrmions are topologically protected spin
textures that can be stabilized by thermal fluctuations in chiral magnets [39,40]. The root of this
name originally comes from particle physics, where Tony Skyrme proposed that the stability of
particles, such as hadrons, can be ultimately attributed to these being topologically protected
entities [41]. For magnetic skyrmions, this topological protection manifests in a stable two
dimensional spin texture characterized by an unchanging topological integer given by the
wrapping of spins around a unit sphere [38]. Depending on the value of vorticity and helicity,
there can be many possible types of Skyrmion structures [42] and an equally numerous variety of
mechanisms for generating them in magnetic systems [42]. Of these, the most well known relies
on the competition between the direct exchange interaction and the DMI in non-centrosymmetric
magnets [39,40]. Within this class of materials, one of the most extensively studied is the B20
transition metal compound, MnSi.
MnSi is a ferromagnetic metal belonging to a chiral P213 space group [43]. Much of the
interest surrounding this material stems from its rich magnetic phase diagram, which includes a
CHM ground state, a conical phase and a novel magnetic phase referred to as the A-phase [44].
Further investigations of the A-phase by small angle neutron scattering has revealed that it can
be characterized by the superposition of three helical spin structures each separated by 120° from
one another (Figure 2.1) [1]. Based on model calculations, such a finding was taken as evidence
for the existence of a two-dimensional spin vortex—the Bloch Skyrmion [1,45]. Following the
positive identification of Skyrmions in MnSi, other B20 compounds such as the semiconductor,
Fe1-xCoxSi [46,47], FeGe [48,49], and the multiferroic insulator Cu2OSeO3 [50], where likewise
found by neutron scattering and real space imaging techniques to host a Skyrmion lattice phase.
Of all these materials, the latter has proved to be especially appealing as it opens up the
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possibility for manipulating magnetic spin textures, like Skyrmions, through use of externally
applied electric fields [51].
Since the discovery of a Skyrmion lattice phase in the B20 compounds, there has been a
great incentive for the synthesis of novel non-centrosymmetric magnetic materials capable of
hosting non-trivial spin textures. The main motivation for doing so stems from the technological
appeal of Skyrmions as they are considered to be promising candidates for future magnetic
storage devices [52]. Most notably, by exploiting the fact that Skyrmions couple strongly to
conduction electrons, it has been found that ultra-low current densities and spin-polarized
currents can be used to readily manipulate them on both a collective and individual level [53,54].
Ultimately, this can be attributed to the large length scales of Skyrmions relative to that of the
lattice as these topological objects are only weakly coupled to lattice and are therefore not easily
pinned by defects. As it turns out, this ability to manipulate Skyrmions using such low current
densities is a consequence of the spin transfer torque effect and is intimately tied to the detailed
interaction between itinerant electrons and Skyrmions.
One of the clearest examples that best illustrates the kind of strong coupling that exists
between Skyrmions and itinerant electrons can be found in the so called topological Hall effect
[2,55,56]. Here, the interaction between Skyrmion spin textures and conduction electrons can be
described in terms of an emergent electromagnetic field that arises from a gauge field
corresponding to the non-coplanar spin configuration of the Skyrmion. As shown in Figure 2.2,
when an electron traverses a Skyrmion, it acquires a Berry phase due to the adjustment of its spin
orientation to the local spin structure of the Skyrmion. The combined effect of both the Berry
phase and interaction with the emergent electromagnetic field, results in the conduction electron
experiencing an effective Lorentz force, which gives rise to a unique Hall effect referred to as the
topological Hall effect. Taken together with the preceding paragraph, it is evident that itinerant
electrons are not only be affected by Skyrmions, as in the topological Hall effect, but can also
serve to directly affect Skyrmions as well. More explicitly, from the current driven motion of
Skyrmions like that discussed in [53], it turns out that this will result in a temporal variation in
the emergent magnetic field, which in turn produces an emergent electric field through induction
[57]. Such an emergent field produces a Hall effect, known as the Skyrmion Hall effect, which
actually serves as a counter to the topological Hall effect and thus leads to a suppression of the
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Figure 2.2: Schematic illustration of the topological Hall effect [2]. Effective Lorentz force
experienced by the electron is a direct consequence of the type of strong interactions that exists
between itinerant electron and Skyrmions
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Hall response above some critical current density. Ultimately, it is because of the strong
interaction that exists between the transport and spin DOF in this class of materials that there has
been such an emphasis for the design and fabrication of new CHM materials.

2.3 The Chiral Soliton Lattice in Cr1/3NbS2
In the search for novel CHMs, the intercalacted transition metal dichalcogenide (TMDC),
Cr1/3NbS2, has emerged as a promising material that possesses many of the same technologically
appealing characteristics as the B20 compounds. Unlike the B20 compounds, however,
Cr1/3NbS2 crystalizes in a more anisotropic Nb3CoS6 (hp20) structure type having a hexagonal
P6322 space group [5]. Here, the intercalated Cr atoms order in a (√3×√3)R(30°) superstructure,
occupying octahedral (Oh) sites within the van der Waals gaps of the 2H poly-type structure of
NbS2 (2H-NbS2[58]) [59]. The unit cell of Cr1/3NbS2, with lattice constants a = b = 5.741Å and c
= 12.101Å, contains 20 atoms, with twelve S atoms occupying the general site, and six Nb atoms
in two inequivalent positions [5].
As far as the magnetic structure is concerned, local, Cr-derived spin moments order
ferromagnetically in the ab-plane below a Curie temperature TC = 116-132 K [5,60,61]. Static
susceptibility measurements demonstrate a Curie-Weiss behavior in which the effective moment
is consistent with that of a local, spin derived moment originating from Cr being in a Cr3+
oxidation state [5]. This is further supported by the saturation of the magnetization at 3 µB/Cr,
suggesting that the Cr atoms adopt a high spin configuration in its trigonally distorted Oh crystal
field [5]. Noting that inversion symmetry is broken only along the c-axis, a helical spin structure
having a period of 480Å, determined by small angle neutron scattering [30] and Lorentz force
microscopy [3], is found to develop parallel to this axis.
Most recently, a renewed interest in Cr1/3NbS2 has developed thanks to the discovery of a
unique, one-dimensional solitonic excitation in this material known as a chiral soliton lattice
(CSL) [3]. As can be seen in Figure 2.3, the CSL is a non-linear magnetic superstructure
consisting of forced ferromagnetic domains that are periodically partitioned by 360° domain
walls. Much like Skyrmions, the CSL is a topological object that can be manipulated by way of
an external magnetic field. Namely, for a modest H > 0.2T magnetic field applied perpendicular
to the helical axis, it has been shown that the size of the ferromagnetic domains in the CSL phase
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can be continuously tuned [3]. From a technological viewpoint, this finding is particularly
significant as the CSL can act as a tunable effective potential for itinerant electron spins,allowing
for the possibility to exercise precise control over the transport properties of itinerant spin
carriers [62]. Additionally, the high stability and robustness of the CSL phase can pave the way
for other spintronic functionalities such as spin current induction [63], soliton transport [64], and
current driven collective transport [65]. Moreover, due to the fact that Cr1/3NbS2 crystallizes in a
more anisotropic layered structure, this material has also been recognized as an ideal system for
the study of spin-textures in magnetic thin films, devices fabricated on a substrate, and spin-orbit
coupling effects in magnetic multilayers where the larger anisotropy provides for a greater
opportunity for utility and control [66].
As previously mentioned, a major technological appeal of Cr1/3NbS2 lies in the tunability
of the magnetic superstructure in the CSL phase. Based on this tunability, it was proposed that a
possible origin for the inter-layer magnetoresistance (MR) as measured with the field applied
along the ab-plane could be a result of Bragg scattering of conduction electrons by the chiral
soliton kinks [67]. In other words, through changing the periodicity of the CSL by way of
varying the strength of the applied field, the location of the superstructure zone boundary, and
thus the condition for Bragg scattering along the kz axis, will also change. From this change, one
would expect the inter-layer MR to decrease as a stronger applied field causes a drop in the
soliton kink density. Interestingly, measurements of the inter-layer MR in Cr1/3NbS2 have
provided evidence for a direct correlation between magneto-transport and soliton lattice density
[4]. Notably, as shown in Figure 2.4, the normalized, inter-layer MR was found to track the
soliton density remarkably well. Such findings suggest a simple origin for the MR that is rooted
entirely in scattering arguments.
Recent intra-layer transport and magnetotransport experiments depicted in Figure 2.5,
however, have provided indication that the strong coupling that exists between the magnetic and
transport DOF in this material could arise from more than what can be rationalized by spin
ordering arguments alone. Most notably, as T < TC, an abrupt, ten-fold drop in the resistivity is
found to occur concomitant with the onset of magnetic order [5]. In a similar fashion, intra-layer
MR data taken with a 140 kOe field applied parallel to the ab-plane shows a prominent, negative
MR of approximately 55% at TC. Moreover, as compared to the inter-layer MR presented in [4],
the in-plane MR likewise exhibits a 5.5% drop occurring at the CHM to CSL transition [5].
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Figure 7(a) shows the magnetoresistance measured at
2 K up to an applied magnetic field of 3 kOe. It shows a
maximum magnetoresistance of about 5.5%. The change in
magnetoresistance around 1 kOe is quite sharp and coincides
with the SL phase indicated by magnetization measurements.
At 2 K, a small hysteresis is observed [upper inset in the
Fig. 7(a)] and it appears in the same region where hysteresis
is seen in the magnetization measurements [see Fig. 2(a)].
The hysteresis persists up to 100 K (not shown). The lower
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resistivity at higher fields. The low-field magnetoresistance
behavior is found to be qualitatively similar at all temperatures
measured below 100 K. Figure 7(b) shows the normalized
resistivity defined by ρH /ρH =0 as a function of magnetic field.
Above 120 K, the resistivity varies little with field, while below
120 K, the resistivity behavior is similar to that observed at
2 K [cf. Fig. 7(a)]. Interestingly, at TC = 120 K ρ(H ) has
a strong field dependence but, unlike at lower temperatures,
it does not saturate near 1 kOe. The origin of this behavior
is unclear, and highlights the lack of detailed understanding

Based on such findings, it is not readily obvious how the modulation of the CSL state along the
c-axis could have such a strong impact on the in-plane transport properties. Ultimately, this
suggests that the electronic structure may be playing more than a passive role in determining the
magneto-transport properties of this material.
Evidence in support of this claim comes from insights gained by first principal
calculations used to interpret the dependence of the intra-layer MR on the applied magnetic field
direction [68]. Namely, for T < 50K, a three-fold drop in the MR is seen when a 7T field is
applied parallel to the crystallographic c-axis as opposed to the ab-plane. Unlike other 3d
intercalated TMDCs, like Fe1/4TaS2 [69], this finding shows that a larger drop in the MR occurs
when the field is applied along a hard magnetization axis. Aside from this finding, the MR
shows similar behavior to that reported in [4] and [5], where it likewise exhibits a sharp drop at
the CHM to CSL transition. However, the critical field (HC) at which this transition occurs shifts
towards higher values as the angle at which the field is applied becomes increasingly normal to
the current containing plane. For sufficiently strong magnetic fields (H > 3T), the magnetization
will saturate regardless of the applied field direction, and the corresponding normalized MR
turns out to be 10% lower when the field lies along the hard magnetization axis. Based on
considerations from electronic structure calculations, the dependence of the MR on applied field
direction can be attributed to changes in density of states near the Fermi level that depends
sensitively on the spin orientation [68]. Taken together with the intra-layer MR measurements
previously discussed, there is then sufficient motivation to investigate what role the electronic
structure plays in the magneto-transport properties of this material.

2.4 Motivation for Measuring Electronic Structure
Aside from gaining deeper insights into the origin of the strong coupling that exits
between the magnetic and transport DOF, a more general motivation for studying the electronic
structure of Cr1/3NbS2 stems from the potential that this material has in being a model system for
studying the role played by spin-orbit interaction in the DMI, and thus chiral helimagnetism in
general. Although magnetic excitations such as Skyrmions, and CSL kinks, which are at the
heart of the functionalities for CHMs, will manifest on the nanoscale to mesoscale level, their
microscopic origin is found in the fundamental interactions allowed in a crystalline lattice
lacking inversion symmetry. With the DMI being rooted in the relativistic spin-orbit interaction
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[26, 27, 28], a detailed knowledge of the electronic structure of available CHMs is necessary in
order to elucidate the microscopic interactions underpinning their functional properties. For this,
3d intercalated TMDCs are ideal systems as they represent a potential workbench for tuning the
strength of the spin-orbit interaction through substitution of other TM elements that are either
heavier or lighter than Nb [70]. In doing so, it is expected that such a substitution would result in
a respective strengthening or weakening of the DMI, which in turn alters the properties of the
CHM state.
In this same manner, beyond its importance as a model CHM material, a detailed
knowledge of the electronic structure of Cr1/3NbS2 is further motivated by the fact that this
material is a compelling example of a TMDC intercalated with a 3d magnetic element (Cr).
Recently, group VI TMDCs have generated a great deal of interest in the community thanks to
the possibility of manipulating valley spin or pseudo-spin using circularly polarized light
[71,72,73,74]. Part of the broad appeal of layered TMDCs is that they are amenable to additional
modification of their electronic structure [75]. One way this can be accomplished is through
intercalation of a variety of electron donor species ranging from alkali metals [76] to large
organic molecules [77]. This drastically changes the carrier concentration of the host TMDC
material and results in many non-trivial effects including metal-to-semiconductor transitions
[78], or semiconductor-to-superconductor transitions [79]. Consequently, given the potential
technological application of layered TMDCs, it is important to develop a systematic
understanding as to how intercalation serves to modify the electronic structure of the host
material. In this regard, Cr1/3NbS2 serves as a prototypical case study of intercalation of TMDCs
with 3d magnetic atoms.

2.5 Electronic Structure of Intercalated TMDCs
Much of what is known about the electronic structure of intercalated TMDCs, stems from the
general interpretation that the added electronic charge introduced by the intercalant changes the
total number of carriers, without altering the local bonding of the host material [59].
Consequently, it is believed that intercalation does not change the Fermi surface (FS) or band
topology of the host TMDC, as its only effect is to raise the chemical potential by an amount
dependent upon the oxidation state of the intercalant [80]. Accordingly, Hall measurements for
intercalated 2H-NbS2 are typically interpreted in this light [81]. Namely, by assuming a single
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carrier type, which is valid given the discussion below, an estimate of the carrier type and
concentration can be determined from the Hall coefficient. For intercalated 2H-NbS2, it was
found that the total number of hole-like carriers decreases accordingly thanks to the added
electronic charge introduced by the intercalant (Figure 2.6). Given then the relevance of the host
electronic structure in the description of intercalated TMDCs, it is necessary to first provide
some essential background regarding the electronic structure of the parent TMDC compound.
While few reports of 2H-NbS2 have appeared in the literature, the iso-structural and isoelectronic compound 2H-NbSe2 is in contrast very well studied. Thus, a description of the
electronic structure of 2H-NbSe2 will be presented below under the supposition that there are
only minor differences as compared to that of NbS2.
Ab initio density functional theory (DFT) calculations for 2H-NbSe2 have shown a
grouping of the Nb d-bands to be roughly consistent with that of a simplified ligand field model
[82]. Here, the Nb atom (4d1) sits in a trigonal prismatic environment (D3h), in which the crystal
field splits the five-fold degenerate Nb 4d states into one singly degenerate a1’ state with
symmetry z2, and two doubly degenerate e’ and e’’ states with symmetry x2-y2/ xy, and xz/yz,
respectively [25]. The relative energies of these states is dictated by the overlap of the Nb 4d
and the Se 3p states. Since the ligands are situated at the corners of the prism, a greater Coulomb
repulsion results from an increased orbital overlap between the e’’ states (dxz/dyz), with the ligand
(Se) p states. Consequently, the e’’ states are raised in energy relative to the e’ (dx2-y2/dxy) and
a1’ (dz2) states. Moreover, given the larger distance separating neighboring Nb atoms along the
c-axis, the a1’ (dz2) states are lower in energy than the e’ (dx2-y2/dxy) states. Therefore, based on
ligand field arguments, the Nb d1 electron should occupy a state of dz2 symmetry. Accordingly,
it is common within the literature to see reference to a lower dz2 sub-band when discussing the
Nb-derived bands in proximity of the Fermi level [59]. This label persists despite the fact that
DFT calculations show the lower energy state to have exclusively dz2 character at the center (Γ),
and dx2-y2/dxy at the corners (K) of the Brillouin zone (BZ) [82].
Experimentally, the electronic structure of NbSe2 has been investigated with de Haas van
Alphen (dHvA) oscillations [83] and ARPES experiments [6, 84, 85]. These studies revealed the
presence of a small, flat Se-derived, hole pocket centered at the Γ point, and two Nb-derived,
cylindrical hole pockets at the Γ and K points. A much larger mass enhancement was found for
the Nb-derived bands as compared to the Se-derived bands, suggesting a stronger electron-
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Figure 2.6: Schematic illustration of the valence band for (a) NbS2 and (b) Cr1/3NbS2 under the
supposition of a rigid band interpretation. Note that in the rigid band picture, the intercalant
serves to donate electrons so as to fill dz2 sub-band
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phonon coupling. For the 2H poly-type, each band is actually doubled, since there will be two
formula units per unit cell [58]. For this reason, interlayer coupling and spin-orbit interaction
serves to lift the degeneracy of the Nb-derived bands, resulting in an energy splitting of the
bands as can be clearly seen in Figure 2.7 [6,84,85]. This splitting is referred to as the bilayer
splitting, where the upper and lower bands are denoted by the same labeling convention used for
molecular orbitals. That is, the bonding and anti-bonding bands respectively. In contrast, based
on the result of both dHvA and ARPES experiments, the Se-derived bands were found to be
degenerate in energy. This difference highlights a key feature of TMDCs, which is the
anisotropy arising from the low dimensionality in these materials [86]. In the end, such
anisotropy results in many interesting features of the electronic structure including charge
density waves, and a momentum dependence of the superconducting gap [87].
Based on the above understanding of the host electronic structure, arguments rooted in a
rigid band interpretation can then be applied so as to understand how Cr intercalation is expected
to modify the electronic structure of 2H-NbS2. By invoking simple counting arguments, it is
expected that Cr1/3NbS2 be semiconducting, as the intercalated Cr atom should donate a full
electron to completely fill the dz2 sub-band of NbS2. However, it is evident from transport
measurements that this cannot be the case since Cr1/3NbS2 clearly displays metallic behavior [5].
While not entirely surprising that counting arguments fail to correctly predict the filling fraction
for this material, such a failure does at the very least begin to arise suspicion in regards to the
validity of the rigid band model. More recently, growing experimental evidence has actually
begun to call the rigid band model into question. Most notably, several studies have shown that
intercalation can alter the electronic properties of the host TMDC in non-trivial ways
[7,78,79,88]. Two prominent examples include Cs and Rb intercalation of TaS2 and
TaSe2, respectively. As shown in Figure 2.8, intercalating with alkali atoms had dramatically
changed the charge density wave periodicity, and induced a metal-to-semiconductor transition.
Moreover, an ARPES investigation directly comparing the electronic structure of NbSe2,
Mn1/3NbS2 and Ni1/3NbS2 has indicated that the added electronic charge introduced by the
intercalant preferentially fills the hole pocket at the zone corner over that at the zone center [89].
Hence, it remains an important question to address whether or not the rigid band picture is valid
for Cr1/3NbS2, and if not, then to what extent does it fail.
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2.6 Relating the Electronic Structure to the Exchange Interaction
Given that intercalation is accomplished by a 3d element, an additional question worth
asking is what serves as the microscopic origin of the exchange interaction. More generally, this
question can be extended to asking what exactly is the fundamental interaction between itinerant
electrons and magnetism in this material. Such a question turns out to have little to do with the
CHM and CSL states, as it has been previously discussed that non-trivial spin textures like
Skyrmions exist in conductors, semi-conductors and insulators alike, but rather has specific
implications for the magneto-transport properties of Cr1/3NbS2. In particular, based on DFT
calculations, it was shown that the Stoner criteria is well satisfied in Cr1/3NbS2 [5], suggesting
that this material is an itinerant ferromagnet in which magnetism emerges based on the
spontaneous splitting of spin polarized bands [90]. However, in the more widely accepted
context of the rigid band model, the typical origin for the magnetic exchange interaction for 3d
intercalated TMDCs is taken to be a result of the Ruderman-Kittel-Kasuya-Yosida (RKKY)
exchange.
Within the RKKY exchange, conduction electrons serve to mediate the interaction
between local magnetic moments, which, due to their large separation distances, would
otherwise be incapable of interacting through a direct exchange mechanism. In these materials,
the rigid band model turns out to favor this type of exchange because it stipulates that following
the donation of charge to Nb-derived bands; the electrons remaining on the intercalant site will
be localized and give rise to a spin-derived magnetic moment. In such a case, given the details
of the RKKY interaction, it is expected that the magnetic ordering switch between
ferromagnetism and anti-ferromagnetism depending on the separation distance, and therefore
concentration, of the intercalant. From a study examining magnetic ordering as a function of Fe
doping in FexTaS2, such a ferromagnetic to anti-ferromagnetic phase transition was actually
found to occur around x~0.4 [69,91]. In addition, some of the most convincing evidence in
support of a RKKY exchange interaction in this class of materials comes from polarized neutron
scattering experiments [92]. Here, a measure of the magnetization density of Mn1/4TaS2,
revealed a spin polarization on the Ta, i.e. conduction electron, sites indicative of the kind of
local spin polarization of the conduction electrons expected from RKKY.
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Based on these two possible origins for the exchange interaction, one finds that the Crderived states will either play an active, or passive role in regards to the interaction between local
magnetic moments and itinerant electrons. Therefore, in addition to understanding the validity
of the rigid band interpretation in Cr1/3NbS2, it is likewise necessary to gain insights into
interplay between local moments and itinerant electrons in Cr1/3NbS2 as such an interplay
ultimately provides a fundamental understanding into the magneto-transport properties in this
material.
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Chapter 3: Experimental Techniques

3.1 Photoemission Spectroscopy
Modern photoelectron spectroscopy (PES) has established itself as a premier tool for
studying the electronic structure of complex, many-body systems that are typical of condensed
matter physics [9,10,13]. Initially described by Einstein in 1905, the basic premise behind PES
is rooted in the production of photoelectrons by use of mono-energetic photons having an energy
that is sufficiently high to excite an electron within a gas, liquid, or solid into a free-electron final
state. Depending on the binding energy, EB, of the electron, the resultant kinetic energy, EKE, of
the outgoing photoelectron is determined by
𝐸!" = ℎ𝜈 − 𝐸!!

(3.1)

where EB in this expression is referenced relative to the vacuum level. By recalling that the
electron energy levels are quantized, it is evident from above that the kinetic energy distribution
of photoelectrons will, to a first approximation, reflect the one-electron energy levels of the core
subshells for the various atoms that comprise the solid. Herein lies the power of PES, as this
technique is capable of providing a direct measure of the electronic structure both at the local,
atomic level as well as over the whole valence band.
From a phenomenological perspective, the photoemission process can be described as
comprising of three independent steps in which an electron is first excited by absorption of a
photon, then transported to the surface, and finally ejected into vacuum [93]. While pedagogical,
this model, known as the three-step model, turns out to be overly simplified as it neglects the
possibility of there being interference between bulk and surface emission as well as from loss
and no-loss transport. For this reason, a more proper, but less transparent description of
photoemission treats the whole process as a single step consisting of just photoexcitation with an
appropriate choice of initial and final states [94]. In particular, while the initial state can always
be described in terms of a complete set of Bloch functions, the final state must account for the
fact that the wavefunction of the outgoing photoelectron can freely propagate in vacuum but
must then dampen at the surface interface. Such a state turns out to be best exemplified by that
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of an inverse Low Energy Electron Diffraction (LEED) state, which has been subsequently used
in the quantitative calculation of PES spectra [95]. With that being said, despite its shortfalls, the
clear, intuitive picture provided by the three-step model makes it preferable to the one-step
model in qualitatively describing the photoemission process. Consequently, for the sake of being
instructive, the three-step model will continue to be used to develop a qualitative expression for
the photocurrent measured in PES.
Namely, by recalling that the initial photoexcitation step will be governed by the
transition rate probability wf,i, one can expect that any expression for the photocurrent must
ultimately contain some reference to Fermi’s golden rule.
𝑤!,! =

!!
ℏ

| 𝑓 𝐻′ 𝑖 |! 𝛿 ℎ𝜐 − (𝐸! − 𝐸! )

(3.2)

Put in a more usable form, through working in a semi-classical theory the interaction
Hamiltonian, 𝐻′, can be written as
!!

!

𝐻! = !! 𝐴 ∙ 𝑝 + 𝑝 ∙ 𝐴 + !! 𝐴 ∙ 𝐴

(3.3)

where the light-matter interaction term is expressed in the usual way by distributing the square
over the conjugate momenta 𝑝 → 𝑝 + 𝑒𝐴 in which 𝐴 denotes the vector potential of the
electromagnetic field. Using the fact that 𝑒 2𝑚 𝐴 ∙ 𝑝 + 𝑝 ∙ 𝐴 = 𝑒 2𝑚 2𝐴 ∙ 𝑝 − 𝑖ℏ ∇ ∙ 𝐴

the

above expression for the interaction Hamiltonian will simplify to
!

𝐻! = ! 𝐴 ∙ 𝑝

(3.4)

where an appropriate choice of gauge allows for one to define ∇ ∙ 𝐴 = 0 , while the diamagnetic
term has been dropped as it represents the contribution coming from two photon processes,
which turn out to be negligible at sufficiently low fluences. Moreover, given the wavelength of
the typical excitation energies used in PES to be much larger than the atomic dimensions in the
solid, the dipole approximation can be applied. By doing so,
!

𝐻 ! = ! 𝐴! 𝜀 ∙ 𝑝

(3.5)

making it such that the spatially varying vector potential can then be approximated as a constant
whose direction is defined by the polarization 𝜀.
In regards to the photoexcitation step, it is important to note that this process involves the
nearly instantaneous interaction between a single photon and a single electron. For this reason, it
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is often assumed that the outgoing photoelectron can be treated as if it were decoupled from the
remaining N-1 electrons of the solid. This then allows for the final state to be written as
|𝑓 = |𝑘! ⊗ |Ψ!!!!

(3.6)

in which the remaining N-1 electron system will generally be left in some excited state s
following the promotion of a photoelectron into the free electron state |𝑘! . Such an
approximation, more commonly referred to as the sudden approximation, turns out to be
fundamental to the physical interpretation of PES spectra. Notably, through invoking the sudden
approximation, the transition rate probability defined above can then be rewritten as
𝐼 ∝ 𝑤!,! =

!!
ℏ

!

𝑘!

!
!

𝐴! 𝜀 ∙ 𝑝 𝑘!

!

Ψ!!!! Ψ!!!!

!

(3.7)

  ×𝛿 ℎ𝜐 − 𝐸!" − (𝐸! 𝑁 − 1 − 𝐸! (𝑁))

From this expression, it is evident that in addition to having a dependence on dipole selection
rules, the transition rate will likewise be determined by the probability that upon removal of an
electron, an N particle system in its ground state will be left in some excited state s of the N-1
particle system. Put another way,
| Ψ!!!! Ψ!!!! |! = | Ψ!!!! 𝑐! Ψ!! |

(3.8)

meaning that the N-1 overlap integral is nothing more than an expression for the probability of a
hole being created in some eigenstate of the N particle system.

3.1.1 Corel Level Photoemission
For a photoelectron being ejected from the kth orbital of a system that is nearly in its
ground state, the PES spectrum will consist of a single Lorentzian that can be attributed to the
fact that the core-hole possesses a finite lifetime. In this case, the N-1 overlap integral can be
approximated as being equal to unity, meaning that the binding energy of the kth sub-shell as
measured from PES will be given by
𝐸!! = 𝐸! 𝑁 − 1 − 𝐸! (𝑁)

(3.9)

Such a supposition is referred to as the frozen orbital approximation as it neglects the effects of
orbital relaxation and electron correlations in the photoemission process. By doing so, HartreeFock can be used to compute the binding energy of an electron in the kth sub-shell. In this way,
the position of a core level in a PES spectrum can be reasonably given by the negative orbital
energy defined by the Hartree-Fock eigenvalue. Such a result directly follows from Koopman’s
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theorem, which provides a physical interpretation for the Hartree-Fock eigenvalue as being the
ionization energy of an electron residing in the kth sub-shell. Remarkably, for binding energies
computed in this way, predictions of core level positions turn out to be in fair agreement with
experiments thanks largely to the fact that relaxation and correlations will have equal and
opposite effects and will therefore negate one another [10]. In the end, by the direct
measurement of electron binding energies from PES, valuable information concerning the local
electronic environment of an atom can ultimately be made.
One of the best illustrations of the sensitivity of a core level position to its local electronic
environment can be found in the so-called chemical shifts. Namely, for the same element being
placed in different chemical environments, it has been shown that the binding energy of an
atomic core level can experience a shift that is both systematic and reproducible. Typically this
can be understood in terms of the availability of itinerant electronic charges capable of screening
the resultant core-hole. Notably, the greater the number of bonds to an electronegative species,
the weaker the screening of the core hole on the atomic site. Thus, as is shown in Figure 3.1, the
binding energy of an electron from the kth shell will shift towards higher values as compared to
that of the pure elemental state. Quantitative predictions regarding the magnitude of core level
shifts are not always straightforward, but in some instances an estimation based on
thermodynamic variables can be successful.
From a more fundamental approach, the simplest model for chemical shift takes into
consideration the potential felt at the atomic site due to all other atoms in the solid or molecule.
For purely ionic compounds, this potential can be simply given by an electrostatic potential
where neighboring sites are treated as point charges. In such a case, the attractive potential felt
will be closely related to the Madelung energy. Furthermore, depending on the depth of the core
level relative to that of the valence, it is possible that the chemical shift experienced by different
atomic sub-shells may not actually be rigid. Namely, by considering a phenomenological
explanation of core level shifts in which an atom is modeled as a sphere having a charge q and
radius rv determined by the Bohr radius of the valence. Then by representing a chemical shift as
a change of q by an amount δq, only those core sub-shells having a radius r < rv will experience a
rigid shift thanks to the fact that the electrostatic potential felt by such sub-shells will necessarily
be constant. However, in the case where r > rv, such as for the shallow core levels in 4f
compounds, this will no longer be the case and the magnitude of chemical shift turns out to
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assist in the solution of many problems in chemistry, like molecular charge distributions and

chemical bonding. A particular feature of e.s.c.a. is thus that one obtains information on
chemical and molecular dynamics by measuring a quantity that remains essentially atomic in

character. Thus one can move the area of inspection from one atomic species to the other in the
molecular structure.
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Figure 3.1: Core level PES spectra of (a) the Carbon 1s for ethyl trifluoroacetate and (b) the
Nitrogen
1s of sodium azide. Note from the spectra the sensitivity of the core level binding
A typical chemical shift spectrum is given in figure 8, showing carbon in ethyl trifluoroacetate.
energy to its particular chemical environment. Taken from [8]

All four carbon atoms in this molecule are distinguished in the spectrum. The lines appear in
the same order from left to right as do the corresponding carbon atoms in the structure that
has been drawn in the figure.

Figure 9 is an example of the chemical shift of nitrogen in sodium azide. The peaks corresponding to the positively and negatively charged nitrogen atoms are identified from the line

intensities (1: 2). Figure 10 shows how two nitrogen atoms differently situated in a bigger
molecule, 3-nitrobenzene sulphonamide, can be distinguished from each other because of the
chemical shift effect.
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depend sensitively on the particular sub-shell. In the end, it was in part because of the sensitivity
of PES to the local electronic environment that this technique emerged as a powerful analytic
tool that ultimately led to the recognition of Kai Siegbahn as the 1981 Nobel Prize recipient for
his work in developing PES.
Up until this point, it has only been considered that a photoelectron ejected from the kth
orbital leave the system in an approximate ground state in which the N-1 overlap integral can be
taken as unity. However, as can be seen from equation 3.8, this is not the only possible final
state, as there can be a finite probability that the system be left in an excited state s of the N-1
particle system. In this way, the N-1 overlap integral represents a kind of distribution of spectral
weight, where a discrete or continuous number of loss features can accompany the main
photoemission peak. Such loss features, commonly referred to as shake-up satellites, turn out to
provide important insights into the many-body interactions present in a solid. Particularly,
satellite peaks, known as charge transfer satellites, give one instance where especially relevant
insights into the number of final states that can be reached following photoemission can be
gained.
For systems having open f or d shells, the number of satellites, or final states, is often
described in terms of the number of possible screening channels available for the core hole
[13,96]. This viewpoint, described by the Kotani-Toyozawa model, comes about through noting
that the creation of a core-hole produces a potential, Uc, which serves to lower the narrow,
partially filled d- or f-bands below EF. This will yield a two-hole state, in which the resultant
hole in the d- or f- states can either be screened by the broad sp band of the metal ion, or be filled
through a transfer of charge from the ligand. Typically, the latter screening process is favored,
but details will depend on the strength of the core hole potential relative to the energy, Δ,
necessary for such a charge transfer event to occur.
In the simplest case, consisting of just the two possible screening channels described
above, the separation distance between the main and satellite peak can be determined by
modeling the system as comprising of two levels |𝑑 ! 𝐿 and |𝑑 !!! 𝐿!! . Such a model turns out
to be exactly analogous to that used in the description of bonding and anti-bonding molecular
orbitals, allowing then for the following Hamiltonian to be constructed
𝐻→

0
𝑇!

𝑇!
Δ − 𝑈!
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(3.10)

By taking, 𝑇! = 𝑑 ! 𝐿 𝐻 𝑑 !!! 𝐿!! to denote the off diagonal, mixing matrix element while the
charge transfer energy will be given by Δ = 𝑑 !!! 𝐿!! 𝐻 𝑑 !!! 𝐿!! − 𝑑 ! 𝐿 𝐻 𝑑 ! 𝐿 , the above
Hamiltonian can be diagonalized to give an energy separation between the two peaks to be equal
to
Δ𝐸 =

Δ − 𝑈!

!

+ 4𝑇!!

(3.11)

In accordance with the Kotani-Toyozawa model, the presence of additional satellite peaks
beyond that which can be described by a two level system must come about from additional
screening channels, such as from non-local screening or charge transfer states like that of
|𝑑 !!! 𝐿!! . As expected, this will increases the size and complexity of the Hamiltonian, making
the analysis of the energy separation between satellite peaks more computationally involved, but
essentially straight-forward.
In contrast to local, ionic systems, which exhibit shake-up features, like charge transfer
satellites, that are discrete in energy, for sufficiently itinerant electron systems loss features owed
to the creation of a core hole in an N electron system often manifest as an asymmetric tail in the
spectrum’s lineshape that extends towards higher binding energies. The presence of this tail in
the lineshape can be attributed to an envelope of excitations arising from the creation of particlehole pairs across the Fermi surface [97,98,99,100]. Noting there to be no energy gap between
the occupied and unoccupied states in a metal, it costs the system virtually no energy to produce
these pairs. As a consequence, in the limit of zero energy transfer, there will be a singularity,
known as the x-ray singularity, which diverges according to 𝐸!!! . Here, the exponent, α, will
depend on the phase shift arising from the scattering of conduction electrons by the transient core
hole potential. Ultimately, the corresponding lineshape, famously described by S. Doniach and
M. Sunjic illustrates the effect that the interaction between conduction electrons and the resultant
core hole can have on the photoemission spectrum. This connection will be more explicitly
made in Section 3.1.2 when discussing the utility of angle resolved PES as a probe of the manybody state.
Lastly, as discussed above, the presence of shake-up features in PES comes about as a
consequence of the final state containing a core-hole. As it turns out, this is not the only final
state effect that can arise. Notably for an element with a partially filled outer shell, the ejection
of a core electron will result in an opening of its shell, which can give rise to an exchange
splitting between the remaining spin of the core level and that of the valence of the emitter atom.
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This effect, known as multiplet splitting, can be used as a measure of the local magnetic moment
hosted on a particular atomic site. Typically, thanks to the fact that an ns-shell possesses no net
angular momentum, a measurement of the multiplet splitting performed on this shell will reduces
the number of possible final states to being no less than two. That is, in the absence of charge
transfer satellites, the splitting of the ns core level into two multiplets corresponds to either a
parallel or anti-parallel orientation of the remaining core electron spin with respect to that of the
valence.
In accordance with the exchange energy, a parallel configuration will be more
energetically favorable and will thus lead to an intensity ratio of 2Sv + 2 : 2Sv as compared to that
of the anti-parallel orientation found at higher binding energies. Furthermore, for the orbital
component of the magnetic moment being suppressed by crystal field effects, a simplified form
of Van Vleck’s Theorem can be used to define the energy separation between two multiplets to
be given by
!""

Δ𝐸!" = 2𝑆! + 1 𝐽!"!!

(3.12)	
  

Here, the fact that the magnitude of the multiplet splitting is proportional to the exchange integral
implies that a larger splitting will be observed for those core levels having a greater spatial
overlap with the valance. Consequently, shallow core levels such as the 3s are typically used for
the measure of the energy separation between multiplets. As this pertains to itinerant electronic
systems, where a spin of the valence cannot always be clearly defined on a local atomic site, it is
possible to extend van Vleck’s theorem by extrapolating from values of the exchange splitting
determined for ionic systems. However, as will be discussed in Chapter 6, this extension is not a
trivial matter and is intimately related to the electron dynamics occurring on the timescale that is
on the order of the core-hole lifetime [101,102].

3.1.2 Angle Resolved Photoemission Spectroscopy
When using excitation energies ideally suited for studying details in the valence band,
PES spectra will generally be dominated by momentum conserving direct transitions.
Consequently, by either varying photon energy or measuring the emission angle of an outgoing
photoelectron, it is then possible to map the electronic band structure in a single crystalline
metal. Specifically, by noting that the parallel component of the momentum for an outgoing
photoelectron will be conserved, the fact that direct transitions dominate can be readily seen in
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the relation between the final state, kf, and initial state, ki, crystal momentum in the extend zone
scheme.
||

||

𝑘! = 𝑘! + 𝑔||

(3.13)

From this expression, it is evident that a measurement of the electronic structure using PES can
be carried out within a given kxky-plane by keeping the excitation energy fixed and simply
determining the angle at which the photoelectron was ejected. In this way, a simple relation
between the emission angle, ϑ, measured relative to the sample normal and the final state crystal
momentum can be given by
||

𝑘! =

!!!!"
ℏ

sin 𝜗

(3.14)

where it is assumed that the final state will be that of a free electron. Hence, by rearranging the
||

||

momentum conservation expression to read 𝑘! = 𝑘! − 𝑔|| , it is clear that the addition of angular
resolution to PES, in what is known as ARPES, will allow for the capability of mapping both the
electronic band structure and Fermi surface.
Much of the success of ARPES stems from its ability to measure the strength of electron
correlations in complex, many-body systems. This is ultimately owed to the fact that
experimental insights into the behavior of the electron self-energy can be obtained from ARPES
spectra by way of the single particle removal spectral function. As it turns out, such a close
relation between PES and the familiar quantities of many-body physics becomes natural when
one begins to consider the physical interpretation of the many-body Green’s function
[103,104,105]. Namely, in defining ℏ = 1 the Green’s function, or propagator, can be written as
𝐺 𝑘! , 𝑡; 𝑘! = −𝑖 Ψ!! 𝑇 𝑐!! (𝑡)𝑐!!! Ψ!!

(3.15)

where |Ψ!! represents the fully interacting N particle ground state, while 𝑇 𝑐!! (𝑡)𝑐!!! denotes
the time ordered product of the annihilation and creation operators respectively. Upon explicitly
writing out the time dependence of the operators for t > 0 it becomes evident that the Green’s
function is simply a probability amplitude that is determined by the commutativity between two
processes. The first, denoted by |𝐴 = 𝑒 !!"# 𝑐!!! |Ψ!! , defines a state in which a particle is
initially created in a single particle state |𝑘! and then evolved with the whole system to some
time t, while the second, given by |𝐵 = 𝑐!!! 𝑒 !!"# |Ψ!! , defines a state in which the many body
system is first evolved to time t and then a particle is created in |𝑘! . By taking the inner
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product, it becomes clear that the resultant probability amplitude will exactly define the single
particle addition Green’s function.
𝐺 ! 𝑘! , 𝑡; 𝑘! = −𝑖 𝐵 𝐴

(3.16)

Despite the above interpretation for the propagator being more reminiscent of a
Gedanken experiment, this actually is the very scenario that occurs in PES. Namely, through
ejecting a photoelectron from a fully interacting N particle system, a hole will be introduced into
a single particle state of the system. By treating this hole as if it were an anti-particle
propagating backwards in time, the single particle, many-body Green function can then be
written as
𝐺 ! 𝑘, 𝑡 = 𝑖𝜃(−𝑡) Ψ!! 𝑐!! 𝑐! (𝑡) Ψ!!

(3.17)

If this hole is created in a stationary state of the many-body Hamiltonian, then after some time t,
determined by the core-hole lifetime, it will necessarily remain in the same single particle state.
However, as is generally the case, this hole will not be created in an eigenstate so there will be a
certain probability that it will scatter into some other single particle state during the course of its
lifetime. As it turns out, a measure of this probability can ultimately be found in an ARPES
spectrum.
To establish a more rigorous connection between many-body physics and PES, the
Green’s function needs to be cast in the energy, as opposed to time, domain. To do so, consider
inserting a complete set 𝕀 =

!
!|Ψ!

Ψ!! | into the above expression for the hole propagator

𝐺 ! 𝑘, 𝑡 = 𝑖𝜃(−𝑡)

!

Ψ!! 𝑐!! Ψ!! Ψ!! 𝑒 !"# 𝑐! 𝑒 !!"# Ψ!!

(3.18)

Noting that the only non-zero contribution will come from M = N-1, the evolution operator can
then be distributed over the states |Ψ!! and |Ψ!!!! to yield
𝐺 ! 𝑘, 𝑡 = 𝑖𝜃(−𝑡)

!|

Ψ!!!! 𝑐! Ψ!! |! 𝑒 !!

!!! !!!!!! !

(3.19)

which, by Fourier transforming to the energy domain ultimately gives
𝐺 ! 𝑘, 𝜔 =

!
𝑑𝑡𝐺 !
!!

𝑘, 𝑡 𝑒 !"# =

!
| !!!!
!! ! !
!
! |
! !! ! ! !! !!! !!"
!
!

(3.20)

where the infinitesimal ξ simply serves to shift the pole off the real axis. Once in the energy
domain, many of the terms in the Green’s function that factor into the expression for the PES
photocurrent become apparent. This most notably includes the pole that defines the energy
difference between the ground state energy of the N particle system and the excited state energy
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of the N-1 particle system, as well as the N-1 overlap integral, which comes about in PES under
the assumption of the sudden approximation.
As was briefly mentioned in developing an expression for the photocurrent, the N-1
overlap integral is physically representative of the probability that the introduction of a hole into
a N particle system subsequently leaves the system in a state, which is not necessarily the ground
state, of the N-1 particle system. Put in this way, the overlap integral then represents a kind of
distribution of spectral weight in the PES spectrum that is more commonly associated with the
single particle removal spectral function. That is, by defining
𝐴! 𝑘, 𝜔 =

!|

Ψ!!!! 𝑐! Ψ!! |! 𝛿 𝜔 − 𝜔′

(3.21)

for 𝜔! = 𝐸!! − 𝐸!!!! , it is evident from equation 3.7 that the expression for the ARPES
photocurrent at finite temperatures can then be given by
𝐼 ∝ |𝑀!,! |𝐴! (𝑘, 𝜔)𝑓!" (𝜔)

(3.22)

where |𝑀!,! | denotes the dipole matrix element, while 𝑓!" (𝜔) represents the Fermi-Dirac
distribution. By having a dependence on the single particle removal spectral function, the utility
of ARPES extends beyond mapping the electronic band structure, as this technique will actually
provide experimental insights into the many-body interactions. Chief among these being the
dynamical electron self-energy Σ(𝑘, 𝜔).
Simply stated the electron self-energy is the corresponding energy felt by an electron due
to its interaction with the surrounding medium. In considering how such an interaction will
modify the propagation of a free particle, denoted here by 𝐺! (𝑘, 𝜔), a self-consistent equation,
known as the Dyson’s equation, can be applied. Written out,
𝐺 𝑘, 𝜔 = 𝐺! 𝑘, 𝜔 + 𝐺! 𝑘, 𝜔 Σ 𝑘, 𝜔 𝐺(𝑘, 𝜔)

(3.23)

it can be clearly seen how this equation forms the basis for diagrammatic perturbation as the
solution can be found iteratively by first expanding
𝐺 𝑘, 𝜔 = 𝐺! 𝑘, 𝜔 + 𝐺! k, ω Σ 𝑘, 𝜔 𝐺! 𝑘, 𝜔 + G! k, ω Σ 𝑘, 𝜔 𝐺! 𝑘, 𝜔

!

+ ⋯ (3.24)

and then summing over the geometric series
! (!,!)

!
𝐺 𝑘, 𝜔 = !!! !,!

!! (!,!)

= (!

!

! (!,!))

!! !!(!,!)

(3.25)

Given the expression for the free particle propagator to be determined by 𝐺! 𝑘, 𝜔 = (𝜔 − 𝐸! +
𝑖𝜉± )!! , the fully renormalized, single particle Green’s function can ultimately be shown as
𝐺 𝑘, 𝜔 = !!!

!
! !!(!,!)

= !!!
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!
! !!! !,! !!!! !,!

(3.26)

where both the real and imaginary components of the self-energy have been explicitly written
out.
From the above expression for the renormalized Green’s function, it is possible to
determine how the same interactions, represented by the electron self-energy, manifest in
experimentally relevant quantities like the single particle removal spectral function. Notably,
this can be shown by equating 3.20 with an expression for the single particle removal Green’s
function as is written in the spectral, or Lehmann representation. Within such a representation,
which is simply given by substituting 3.21 into 3.20, the propagator is expressed in terms of a
distribution of spectral weight and poles that can be written in the form of excitations relative to
the ground state. That is, by taking
𝐺 ! 𝑘, 𝜔 =

!
!! (!,!)
𝑑𝜔′
!
!!! ! !!"

= !!!

!
! !!! !,! !!!! !,!

(3.27)

it can be readily shown through invoking the Dirac identity that
!

𝐴! 𝑘, 𝜔 = ! ℑ𝐺 ! (𝑘, 𝜔)

(3.28)

making
!

𝐴! (𝑘, 𝜔) = !

!! (!,!)
!!!! !!! !,!

!

!(!! (!,!))!

(3.29)

The significance of this relationship is made apparent in Figure 3.2. Namely, in the absence of
interactions, the spectral function will be given by a delta function whose center coincides with
that of the bare band dispersion. However, with interactions, the band dispersion will then
become renormalized, with the center shifting up by Σ! (𝑘, 𝜔) relative to that of the bare
dispersion and the corresponding bandwidth broadening by an amount determined by Σ! (𝑘, 𝜔).
In the simplest case of a Fermi liquid, a strongly interacting N particle system can be mapped
onto a system of weakly interacting quasi-particles that can be approximated as free particle
states. Here, the band renormalization will manifest in the form of a mass enhancement, which
serves to flatten the band, while the width of the spectral function is found to scale with
∝ (𝐸! − 𝐸! )! , for EF denoting the energy at the Fermi level. For this reason, as is shown in
Figure 3.2, it is expected that the quasi-particle peak sharpen as Ek approaches EF as its lifetime
will extend towards infinity.
Up until this point, it has been emphasized that by yielding a direct measure of the
spectral function, ARPES can provide important experimental insights into the many-body
interactions that are at play. However, it should be noted that unlike a Gadanken experiment in
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Damascelli, Hussain, and Shen: Photoemission studies of the cuprate superconductors

	
  
	
  
FIG. 3. Angle-resolved photoemission spetroscopy: (a) geometry of an ARPES experiment in which the emission direction of the
photoelectron is specified by the polar (-) and azimuthal (.) angles; (b) momentum-resolved one-electron removal and addition
spectra
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[9] which is in principle applicable only to electrons with function after having pulled out one electron. At this
point, we can write the matrix elements in Eq. (4) as

high kinetic energy. In this limit, the photoemission process is assumed to be sudden, with no post-collisional
interaction between the photoelectron and the system
left behind (in other words, an electron is instantaneously removed and the effective potential of the system changes discontinuously at that instant). The
N-particle final state ! fN can then be written as
! fN !A " fk ! fN"1 ,

# ! fN ! H int ! ! Ni $ ! # " fk! H int ! " ki $# ! mN"1 ! ! N"1
$,
i

is the one-electron dipole mawhere
trix element, and the second term is the (N"1)-electron
overlap integral. Note that here we replaced ! fN"1 with
N"1
an eigenstate ! m
, as discussed above. The total photoemission intensity measured as a function of E kin at a
momentum k, namely, I(k,E kin )! & f,i w f,i , is then proportional to

(6)

where A is an antisymmetric operator that properly antisymmetrizes the N-electron wave function so that the
Pauli principle is satisfied, " fk is the wave function of the
photoelectron with momentum k, and ! fN"1 is the final
state wave function of the (N"1)-electron system left
behind, which can be chosen as an excited state with
N"1
N"1
and energy E m
. The total transieigenfunction ! m
tion probability is then given by the sum over all possible excited states m. Note, however, that the sudden
approximation is inappropriate for photoelectrons with
low kinetic energy, which may need longer than the system response time to escape into vacuum. In this case,
the so-called adiabatic limit, one can no longer factorize
! fN into two independent parts and the detailed screening of photoelectron and photohole has to be taken into
account (Gadzuk and S̆unjić, 1975). In this regard, it is
important to mention that there is evidence that the sudden approximation is justified for the cuprate hightemperature superconductors even at photon energies as
low as 20 eV (Randeria et al., 1995; Sec. II.C).
For the initial state, let us assume for simplicity that
!N
i is a single Slater determinant (i.e., Hartree-Fock formalism), so that we can write it as the product of a oneelectron orbital " ki and an (N"1)-particle term:
k N"1
.
!N
i !A " i ! i

(8)

k
# " fk! H int ! " ki $ %M f,i

&f,i ! M f,ik ! 2 &m ! c m,i! 2 ' ( E kin #E mN"1 "E Ni "h ) * ,

(9)

N"1
! ! N"1
where ! c m,i ! 2 !"# ! m
$ "2 is the probability that
i
the removal of an electron from state i will leave the
(N"1)-particle system in the excited state m. From this
N"1
!! m
for one particular state
we can see that, if ! N"1
i
0
m!m 0 , then the corresponding ! c m 0 ,i ! 2 will be unity
k
+0, the
and all the other c m,i zero; in this case, if M f,i
ARPES spectra will be given by a delta function at the
Hartree-Fock orbital energy E Bk !" , k , as shown in Fig.
3(b) (i.e., the noninteracting particle picture). In
strongly correlated systems, however, many of the ! c m,i ! 2
will be different from zero because the removal of the
photoelectron results in a strong change of the systems
effective potential and, in turn, ! N"1
will overlap with
i
N"1
many of the eigenstates ! m
. Thus the ARPES spectra will not consist of single delta functions but will show
a main line and several satellites according to the number of excited states m created in the process [Fig. 3(c)].
This is very similar to the situation encountered in
photoemission from molecular hydrogen (Siegbahn
et al., 1969) in which not simply a single peak but many
lines separated by a few tenths of eV from each other

(7)
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which a hole simply appears, in a real experiment, this hole has to be created by the absorption of
a photon. Thus, as can be seen in equation 3.22 not only does the ARPES photocurrent depend
on the spectral function, but another significant contribution comes from the dipole matrix
element.
The importance of this term is made evident through considering the effect that photon
energy and polarization have on the modulation of intensity in PES. Most notably, the
dependence of the photocurrent on photon energy can be attributed to photoelectron crosssections. Generally speaking, higher cross-sections, which translate to a greater number of
photoelectrons, results from a high degree of overlap between the initial, atomic and final, free
electron states. Ultimately, it is for this reason that photoelectron cross-sections drop
precipitously in the hard x-ray regime, as the final state wavefunction is too rapidly varying for
there to be any real overlap with that of the initial state. Consequently, special considerations,
which are further discussed in section 3.1.3, must then be made so as to compensate for the low
cross-sections in this regime.
While photoelectron cross-sections have a dependence on photon energy, the role played
by the photon polarization in modulating the intensity of PES spectra can be owed to the
dependence of the dipole matrix element on the symmetry of the initial state. As is illustrated in
Figure 3.3, by having the detector slit contained in the mirror plane, this dependence can be
exploited to allow for the majority orbital character of the initial state to be determined. Namely,
with the detector in this particular geometry, the final state of the photoelectron wavefunction
must necessarily be of even parity, otherwise there would be a node in the wavefunction at the
position of the detector. Consequently, by symmetry constraints, a photoelectron can be detected
only if the product of the dipole operator and the initial state wavefunction is of even parity. In
using a photon polarization that is either even or odd with respect to the scattering plane, the
initial state photoelectron wavefunctions must likewise exhibit the same respective parity in
order for the dipole matrix element to yield a non-zero contribution. In this way, it becomes
possible to identify the majority orbital character of the initial states.

3.1.3 Soft X-ray ARPES
While ARPES has established itself as a premier tool for studying the electronic structure
of strongly correlated systems, the principal drawback of this technique is its inherent surface
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sensitivity. Ultimately, this arises from the fact that outgoing photoelectrons possess an electric
charge and will therefore interact strongly via the Coulomb force with the remaining electrons in
the solid. Most notably, as compared to the micrometer skin depth of vacuum ultraviolet or soft
x-ray light, the probing depth of ARPES is limited to just the first few atomic layers. In order to
understand why ARPES, as well as other electron spectroscopies, are characterized by such
shallow probing depths requires one to first develop a more rigorous definition of this quantity
by considering the probability distribution for inelastic scattering events experienced by an
outgoing photoelectron. Seeing as such events, which occur within a given time	
  τ,	
  or
equivalently length l = vτ,	
  are independent from one another, an outgoing photoelectron will
experience inelastic collisions with a probability given by that of a Poisson distribution.
To demonstrate this fact, begin by defining the probability for a photoelectron to
experience an inelastic collision within an infinitesimal length dl as dl/λ,	
  where	
  λ	
  represents the
inelastic mean free path (IMFP). Supposing at l = 0, the electron undergoes a scattering event in
the form of absorption of a photon, then based upon the above definition, the probability that an
electron will have traveled a distance l =Ndl without experiencing any inelastic scattering events
is given by

# dl &
P[0, l] = lim = %1− (
$ λ'
dl→0

l

dl

N

l
−
# 1 l&
λ
= lim %1−
=
e
(
N λ'
N→∞ $

(3.30)	
  

for N denoting the number of steps of size dl taken within the length l. Such an expression
l

defines the normalized probability distribution,	
   P(l) =

1 −λ
e 	
  ,whose significance as it relates to
λ

photoemission lies in the fact that only those photoelectrons which have not undergone
successive inelastic scattering events give rise to signal in a photoemission spectrum. All other
electrons which have suffered from multiple inelastic scattering processes yet still possess a
kinetic energy greater than the spectrometer work function provide for the background of the
spectrum. As shown in Figure 3.4, the above probability distribution can be expressed in terms
of a sampling depth z by substituting
z

P(z) =

−
1
e λ sinθ
λ sin θ
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(3.31)	
  

Figure 3.4: Schematic illustration of the experimental geometry for PES. Noting that the
sampling depth is given here by z = l/sinθ, it is evident that a greater bulk sensitivity will be
gained at normal emission, where θ = π/2. Taken from [10]
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where	
  θ	
  represents the angle between the mean emission direction and the sample surface. At
normal emission (θ	
  =	
  π/2), the probability that a photoelectron emitted from a depth of z >
3λ will reach the detector without undergoing an inelastic scattering event is found to be less
than 5%. In other words, 95% of the photoelectrons contributing to the signal in a photoemission
spectrum come from a sampling depth of 0 < z < 3λ.	
  	
  Thus, in having defined the sampling depth
to be within z < 3λ,	
  it is evident that the origin of the surface sensitivity of ARPES must be
attributed to the short IMFP of photoelectrons within the 20 eV - 100 eV energy range.	
  	
  
Thanks in large part to its relevance in surface science, a great deal of work has gone into
understanding the kinetic energy dependence of electron IMFP [11,106]. For the sake of this
discussion, it is not necessary to explicitly develop the functional dependence of λ(EK), but
rather worth mentioning just a few key insights gained from Refs. [11] and [106]. Most notably,
a characteristic feature of the IMFP in metals is a broad minimum occurring within the very
same energy range commonly used for high-resolution ARPES measurements (Figure 3.5).
Ultimately, this minimum can be attributed to plasmon losses, which are found to be the
predominant loss mechanism of photoelectrons especially in the 20 eV-100 eV kinetic energy
range [107].
Consequently, in order to increase bulk sensitivity in an ARPES experiment, either very
low or high excitation energies must be used. While the principal advantage of using low photon
energies, such as those used in laser photoemission, is the high energy and momentum
resolution, a critical disadvantage is that only those states in proximity to the zone center are
accessible. As described in 3.1.2, this is due to the fact that the amount of k-space imaged by the
detector is proportional to	
   EK 	
  for the outgoing photoelectron. Thus, a preferred means of
increasing bulk sensitivity while still being able to measure over the entire Brillouin zone is to
use excitation energies in the soft X-ray regime.
Aside from the increased bulk sensitivity, there are several other advantages in using soft
X-ray excitation energies in an ARPES experiment. Most notably, a direct consequence of the
increased probing depth is an improved momentum resolution perpendicular to the sample
surface (Δkz)	
  [108,109].	
  	
  To illustrate this fact, recall that the presence of a surface acts to breaks
translational symmetry, making photoelectron momentum perpendicular to the surface a nonconserved quantity. Therefore, in order to estimate the smearing of the kz dispersion thanks to
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final state confinement effects, the Heisenberg uncertainty principal can be invoked in the form
of	
  Δkz	
  ~	
  λ-‐1.	
  	
  Based on this argument, it is evident that with increased probing depth, an improved
kz resolution can be achieved. Using a more quantitative argument, based on the expression for
the final state, kz dispersion in the extended zone scheme,

k zf =

1
2me
Ek cos2 ϑ +U ) 2
(


(3.32)	
  

where U denotes the inner potential resulting from a break of translational symmetry at the
surface, an expression for the kz resolution at normal emission (ϑ	
  =	
  0) can be written as

"
%
1 2m $ ΔEK '
Δk =
2  $# ( EK +U ) 1 2 '&
f
z

(3.33)	
  

Noting that	
  ΔEK is determined by experimental parameters dependent on only the electron energy
analyzer, it follows that	
   Δkzf ∝ ( EK +U )

−1

2

.	
  	
  In other words, just as was shown above using

uncertainty arguments, better momentum resolution perpendicular to the sample surface is
achieved when the outgoing photoelectron possesses a higher kinetic energy and therefore deeper
probing depth. With this improved resolution, it is then possible to identify subtle features in the
kz dispersion as is especially relevant for systems like VSe2 in which the origin of the charge
density wave can be attributed to the existence of a 3D nesting vector identified in the Fermi
surface [110].
In addition to the improved momentum resolution along the kz direction, carrying out an
ARPES experiment in the soft X-ray regime allows for the possibility of tuning the excitation
photon energy across the respective L- or M- absorption edges of transition metal and rare earth
elements. In this way, ARPES spectra can be acquired on resonance allowing for the elemental
character of the states that comprise the electronic band structure and Fermi surface to be
identified. The principal advantage of doing so is that the behavior of correlated d- and fdispersive states can then be highlighted. This in turn provides powerful insights into the physics
of these materials especially as it pertains to dopant hybridization, as in the case of the dilute
magnetic semiconductor MnxGa1-xAs [111] or the nature of the Kondo resonance in heavy
Fermions [112]. Unfortunately, because of the low photoelectron cross sections of d- and fstates at their resonant energies, high photon fluxes, which can be generated from insertion
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devices in modern synchrotron radiation facilities, are necessary for the timely acquisition of
spectra having adequate statistics.
In general, whether on resonance or not, compensation for low photoelectron cross
sections in the soft X-ray regime represents one of a few challenges unique to soft X-ray ARPES
(SX-ARPES). Another additional challenge critically important to the meaningful interpretation
of ARPES spectra is that the probability of momentum conserving, direct transitions, which is
what ultimately allows for band mapping to occur, decreases when using higher excitation
energies [108,113]. This can be attributed to the creation and annihilation of phonons during the
photoemission process resulting in a loss of momentum resolution as spectral features broaden to
the point that they no longer appear to disperse [114]. At this limit, known as the XPS limit,
transitions can occur over the whole Brillouin zone and the only information that can be obtained
form an ARPES spectrum is that of the occupied density of states. While a rigorous inclusion of
phonon effects has been carried out in a one-step theory calculation of photoemission [115], a
semi-quantitate measure of the number of direct transitions can be given from the Debye-Waller
(DW) factor.
Within scattering experiments, the DW factor accounts for the decrease in intensity of
coherently scattered peaks due to thermal effects. From this perspective, it is less obvious how
such a factor plays a role in determining the number of direct transitions in an ARPES spectrum.
However, it should be emphasized that photoemission by its very nature is a scattering process as
is best exemplified by its description in terms of an inverse LEED formalism. Therefore, in
order to develop at least a conceptual understanding as to how the DW factor arises in the
description of photoemission, it is helpful to begin with an expression for the transition rate wf,i
from Fermi’s golden rule,
w f ,i =

2π
f Ĥ int i


2

ρ

(3.34)	
  

Here, by expressing the initial state,	
   i , in terms of a tight binding function, while the final state,	
  
f ,	
  is the usual free electron state, the matrix element, f Ĥ int i , can ultimately be written in

terms of the photoabsorption cross section,	
  σ	
  and a scattering factor, S(q).
In order to account for phonon excitations, the thermal average of the scattering factor
must be computed. That is,
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S(q) =
where	
   β = 1

k BT
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) = ∑e
j

−βE j
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j eiq⋅r j

  
,	
   q = k f − ki , and Z denotes the canonical partition function. Expressing the

position vector r in terms of a displacement about an equilibrium site, r = r0 + x, it follows that
the displacement vector x can be written in terms of phonon creation and annihilation operators.
This allows for one to express	
   e


iq⋅r

∑

iq⋅

=e

k


ak+ +ak
2 Mω k

(

)

, which by invoking the Baker–Campbell–

Hausdorff identity yields
S(q) = ∏ e

1"  % 2
− $
'q
2 # 2 Mω k &

k

∑

e

j

−βE j

Z

je

"
%
"
%


i$$
q ''ak+ i$$
q ''ak
2
M
ω
2
M
ω
#
#
k &
k &

e

(3.36)	
  

j

where the commutation relation, !"ak , a +k ' #$ = δk,k ' was used to generate this result.
Taking j = N1, N 2 , N 3,... = ∏ N k to be in the Fock space of phonons having a particular k,
k

then the energy, EN and partition function, Z can be given by E Nk = ∑ ω k N k and Z =
k

1
1− e− β ωk

respectively. Using these expressions, it is possible to expand the above exponentials in S(q),
keeping only those terms having an equal number of creation and annhilation operators. This
will then results in
2

%
%
1
1" 
1" 
S(q) = ∏ ∑ e− β ωk Nk N k 1− $
q 2 ' 2 N̂ k +1 + $
q 2 ' 2 N̂ 2k + 2 N̂ k +1 +... N k (3.37)	
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where the number operator has been defined as N̂ k = ak+ ak . Finally, through making use of the
fact that N k = −

1
∂2 Z
1
∂Z
1
and N 2k =
= N k (1+ 2 N k
= β ωk
Z ∂2 ( β ω k )
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) a final

expression for the scattering factor is ultimately given by
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(3.38)	
  

in which the DW factor is defined as W =

$
1 ! 
q 2 & ( 2 N k +1) .
#
∑
2 k " 2M ω k %

As is written, it is difficult to develop a quantitative sense for the specific value taken on
by the DW factor in real, physical systems. However, by converting the sum over k to an
integral over ω, the DW factor can then be written in terms of known, calculable quantities such
as the phonon density of states, ρ(ω), and the Debye frequency, ωD.
ω
! β ω $
1!  2$ D
ρ (ω )
W= #
q & ∫ dω
coth #
&
" 2 %
2 " 2M % 0
ω

(3.39)

As this specifically pertains to SX-ARPES, the most critical variables in determining the value of
the DW factor are the excitation energy, which serves to define the q dependence, and the
temperature. In light of this fact, constant probability contours of the DW factor can be
computed in order to give a semi-quantitative measure for the probability of k-conserving direct
transitions. As is shown in Ref. [114] for W(110), it is evident that when working at
temperatures well below the Debye temperature, excitation energies greater than 5keV are
needed before the DW factor drops below 50%. Interestingly, even when the number of direct
transitions falls below 50%, band mapping can still be accomplished in the hard X-ray regime by
properly normalizing spectra with respect to density of states and photoelectron diffraction
effects [113]. Therefore, when collecting spectra at cryogenic temperatures using soft X-ray
excitation energies, it is reasonable to consider oneself to be safely in the UPS limit where DW >
90%. Furthermore, it is important to note that momentum resolution cannot only be lost by
phonon creation and annihilation but from recoil effects as well [108]. However, just as with the
phonon broadening effects described above, the effect of recoil for transition metal systems only
comes into play when excitation energies are well within the hard X-ray regime.
In having established the effects of phonon broadening and recoil to minimally alter the
band mapping capabilities of SX-ARPES, there remains a critically important feature regarding
the quantitative treatment of the data. This is the fact that the photon momentum kh , plays a nonν

negligible role in determining the initial crystal momentum ki from the momentum of the
outgoing photoelectron kf. To understand why this is the case, begin by considering the
expression for momentum conservation of the outgoing photoelectron.
∥
∥
∥
∥
k⃗f = k⃗i + g⃗n+ k⃗h ν
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(3.40)	
  

Here, the conservation equation has been written in the extended zone scheme and therefore
includes a reciprocal lattice vector gn. Furthermore, inclusion of the symbol || is meant to denote
the fact that momentum is only conserved parallel to the sample plane. For high resolution
ARPES experiments carried using	
  hν	
  ~ 20 eV-100 eV, the contribution due to photon
momentum can be neglected as it only represents a small fraction of the BZ. Notably, by using
Na0.75CoO2 as an example, the photon momentum will account for a mere 0.4%-2% of the
reciprocal lattice vector. Since such a small correction will be less than k-resolution of the
analyzer, it is reasonable to simply equate the momentum of the outgoing photoelectron with that
of the initial state crystal momentum. However, as higher excitation energies are used, the
contribution resulting from photon momentum becomes increasingly significant. Returning to
the example of Na0.75CoO2, it follows that the corresponding photon momentum for a 1 keV
photon is ~20% of the reciprocal lattice vector. Consequently, at such high energies, the effect
of photon momentum needs to be taken into consideration.	
  
Developing an analytic expression that takes into consideration the photon momentum in
the k-conversion, which relates the outgoing photoelectron momentum with the initial state
crystal momentum, depends on the specifics of the experimental geometry [109]. For the
derivation that follows, the experimental geometry sketched in Figure 3.6 is that found on
Beamline 7.0.2 of the Advanced Light Source where the SX-ARPES experiment on NaxCoO2
was performed (Figure 3.7). Here, the incoming photon makes an angle	
  α	
  =	
  57°	
  with respect to
the axis of the analyzer. Furthermore, the entrance slit of the analyzer lies in the so-called
scattering plane defined by the incoming photon and outgoing photoelectron. Within the fixed
frame of the analyzer, the final state, photoelectron momentum and incoming photon momentum
are defined as
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(3.41)

where	
  θA	
  denotes the acceptance angle of the analyzer. As is often the case, the sample normal
does not lie along the axis of the analyzer but is rotated by some angle φ and θM (Figure 3.6).
Consequently, in order to develop a correspondence between the fixed analyzer frame and the
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θM
Figure 3.6: Schematic illustration of the experimental geometry of Beamline 7.0.2 at the
Advanced Light Source. As compared to conventional ARPES, consideration of the angle at
which the light impinges on the sample must be noted as the corresponding k-conversion will
need to correct for the contribution coming from photon momentum.
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hν=55eV

hν=200eV

hν=400eV

hν=700eV
Na0.75

Na0.80

Na0.90

Figure 3.7: Fermi surface maps of Na0.75CoO2, Na0.8CoO2, and Na0.9CoO2, obtained as a function
of increasing photon energy into the soft X-ray regime, where a correction for photon
momentum has been applied.
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rotated sample frame, it is necessary to perform an intrinsic Tait-Bryan transformation about the
y-x’ axis of Figure 3.6. The reason for doing so pertains to the fact that despite photoemission
measurements being carried out in the fixed frame of the analyzer, what is ultimately desired is
the initial state, crystal momentum of electron in the sample. Hence through relating these two
frames by a Tait-Bryan transformation, the momentum of the initial state is given as
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Recalling that momentum is only conserved parallel to the sample plane, the kiz component can
be ignored, resulting in the following expression for the in-plane momentum that corrects for the
contribution due to photon momentum:

2mEK
2πν
sin (θ A + φ ) +
sin (α + φ )

c
2mEK
2πν
kiy =
cos (θ A + φ ) sin θ M +
cos (α + φ ) sin θ M

c
kix =

(3.43)	
  

Importantly, the above expression for kix highlights an additional complication that arises when
performing an SX-ARPES experiment. This is the ambiguity in defining normal emission at
higher photon energies. In particular, when taking	
  θA,	
  θM	
  =	
  0,	
  kix will take on a positive, non-zero
value so as to compensate for the − 2πν sin (α + φ ) contribution from photon momentum. In
c
other words, thanks to the effect of photon momentum, the true normal emission will shift down
the slit position. As a result, sample alignment cannot be reliably carried out from a Fermi
surface map at higher energies not only because of the poor k||-resolution, Δk||, but because of a
tendency to overcompensate with the flip, φ.	
  	
  Therefore, in order to define the sample normal,
alignment will need to be carried out either by performing a Fermi surface map at lower energies
or by alternative means such as LEED or laser alignment. After having determined the sample
normal, for the specific geometry outlined in Figure 3.6, a shift in the position of normal
emission along the slit direction is expected and should not be corrected for mechanically as it is
ultimately taken into account within the k-conversion.
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As a final note, a brief explanation regarding the execution of the procedure for band and
Fermi surface mapping in SX-ARPES is needed. In this case, just as for conventional ARPES,
the conversion from angle to momentum takes place through the non-linear mapping of I(EK,	
  θA)
to I(EB,	
  kx) or I(θA,	
  θM) to I(kx,	
  ky) with the only exception being the added contribution of photon
momentum. Ultimately, such mapping is accomplished through computing the corresponding
angles from an equally spaced momentum grid by calculation of the inverse of the expression for
the in-plane momentum. By doing so, the intensity function I(EK,	
  θA) and I(θA,	
  θM) can be
rewritten in terms of (EB, kx) and (kx, ky) via
"
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where the transformation relating a given (EB, kx) and (kx, ky) with its corresponding (EK,	
  θA) and
(θA,	
  θM) is used to map I(EK,	
  θA) and I(θA,	
  θM) onto I(EB,	
  kx) and I(kx,	
  ky). As is written this
procedure will perform both the band and Fermi surface mapping given the expression for the kconversion derived from the geometry of Beamline 7.0.2. Hence, the procedure will not be valid
for SX-ARPES experiments performed on different beamlines. Fortunately, however, the same
algorithm can still be used with appropriate substitution of the k-conversion for whatever the
specific experimental geometry might be.

3.1.4 Resonant Photoemission Spectroscopy
As was discussed in 3.1.1, a core-hole created through absorption of a photon is
characterized as having a finite lifetime, τC, associated with its subsequent decay. Regarding this
eventual decay, it is found that the hole will typically fill through one of two competing
processes: Auger electron emission or fluorescent x-ray emission. Generally speaking, for the
relatively shallow core levels accessible by the photon energies used in X-ray Photoelectron
Spectroscopy (XPS), Auger decays will dominate, as this process is favored over fluorescence
for lighter elements having an atomic number Z < 30 [116]. Within an XPS spectrum, it is
possible to identify Auger electrons as having a kinetic energy that is independent of the photon
energy used in the initial core-hole formation. This can be attributed to the fact that the energy
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of an Auger electron is entirely determined by the available energy levels in the atom. Namely
for a core-hole being created in |𝐴 , an Auger decay will occur through an electron in |𝐵 serving
to fill this hole, allowing for the energy gained by such a relaxation process to be transferred to
|𝐶 . Energetically, the corresponding kinetic energy of the outgoing Auger electron will be
given by
𝐸!" = 𝐸! 𝐴 − 𝐸! 𝐵 − 𝐸! (𝐶)

(3.45)

where the electron binding energies can be referenced to either the vacuum or Fermi level. In the
particular case where the states |𝐵 and |𝐶 are located in the valence of a solid, these discrete,
atomic energy levels become bands, making it such that the kinetic energy of an Auger electron
will fall within a distribution whose width, in the absence of correlations, is determined by
𝐸! 𝐴 − 2Γ!" < 𝐸!" < 𝐸! (𝐴)

(3.46)

in which Γ!" denotes the energy bandwidth of the valence band. Importantly, whether the lineshape reflects that of an atomic-like or band-like Auger electron emission the final state of the
system following this decay process will always consist of two holes in |𝐵 and |𝐶 . As is
illustrated in Figure 3.8, such a final state is unique from that of direct photoemission, preventing
the possibility that there be any energy coherence that develops between these two processes.
When the photon energy is tuned across an ionization edge of an inner atomic shell, a
core hole will be created through the excitation of an electron above the Fermi level into an
unoccupied energy state. Just as in photoemission, this core-hole eventually decays, but it can do
so through two different auto-ionization channels, which can be distinguished by whether or not
the excited electron directly participates in the decay process. Namely, within spectator decay
(Figure 3.8), the electron promoted to the empty states is not directly involved in this process,
and the decay of a core-hole proceeds through the emission of an electron similar to that for a
normal Auger. However, as compared to a normal Auger, the so-called resonant Auger will be
shifted towards higher kinetic energy, as the localized spectator electron will serve to screen the
two-hole final state. Consequently, thanks to the fact that the excited electron can occupy
different sites in the unoccupied states depending on the particular choice of photon energy tuned
to across the absorption edge, the kinetic energy of a resonantly excited Auger electron is found
to track the photon energy, giving it the appearance of being fixed in binding, as opposed to
kinetic, energy. As shown in Figure 3.9, such behavior is a hallmark of a resonant Auger as it
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double vacancy in the valence bands, as illustrated. The
remaining small percentage of the primary decay processes (see Sec. VI) will consist of radiative transitions
or soft-x-ray emission. On the other hand, if a core electron is photoexcited to a resonant
bound state, a process
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which we here label x-ray-absorption spectroscopy
(XAS), the system remains charge neutral until deexci-

will continue to track the photon energy until the excitation energy is tuned completely past the
absorption edge, leading to a transition to a normal Auger.
In contrast to spectator decay, when the electron excited to the unoccupied state actually
takes part in the decay of the core-hole, the particular auto-ionization channel that opens is that
of the participator decay channel (Figure 3.8). Here, the final state of the system turns out to be
identical to that produced by direct photoemission. Thus, in seeing that these two processes
yield the exact same final state, the resultant energy coherence that develops will give rise to an
interference in the PES spectrum that is a defining characteristic of Resonant PhotoEmission
Spectroscopy (ResPES). Most notably, in considering the case where the incident photon energy
is tuned across an np absorption edge(s), the decay of the core-hole through the participator autoionization channel can be described by
np! 3d! 4s ! + hν ⟶ np! 3d!!! 4s ! ⟶ np! 3d!!! 4s ! + 𝑒 !

(3.47)

where the resultant dipole allowed np-to-3d absorption serves to populate empty 3d states
located above the Fermi level. As compared to direct photoemission, in which
np! 3d! 4s ! + hν ⟶ np! 3d!!! 4s ! + 𝑒 !

(3.48)

it is evident that both photoemission and the recombination of the core excited state,
corresponding to the participator auto-ionization channel will leave the ion with a hole in the
occupied 3d level. Thus, these two processes will produce indistinguishable final states. By
noting that the intensity is proportional to the square of the summed probability amplitudes,
when two processes result in the same final state, there will be an interference term that
necessarily emerges. This manifests itself in a ResPES spectrum as a modulation in intensity
whose dependence on photon energy can be described by the Fano profile [117].
As it turns out, the strength of the resonant response is strongly dependent on the orbital
proximity of the two energy levels involved, as without such proximity, the coupling between
these two channels via the Coulomb interaction becomes very small. With that being said, one
of the greatest utilities of ResPES lies in the fact that it can be used to study the element specific
contributions to the valence band. Such elemental sensitivity is attributed to the enhancement of
the portion of the valence band spectrum associated with the resonating energy level(s) upon
tuning the photon energy across the absorption edge of the particular element in question. In this
way, it is possible to identify the contribution originating from a particular element, meaning that
ResPES can be used as one type of element-specific probe of the valence electronic structure.
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Auger effect below the threshold, to the Auger effect above it are clearly seen at
t,he L g t,hreshold, but a slightly different behavior is seen at tlie L2 tliresholti 13.1321

The 2py/2 data irnply that below the resonance maximllrn a coherent
resonant process exists. This is generally called the resonant Raman Auger
regime, while above it one is observing mostly a pure Auger regirrle. Due
to the large intensity, the analysis of the data a t and above the resonarice
maxirriurn is difficult. A detailed analysis of the intensity shows that there
is resonance photoernissiori with interference effects particularly below the
57
resonance maximum.
The spectra in Fig. 3.22 have been taken in two different geometries: one
with the vector of radiation polarization normal t o the surfa,ce, which gives

Beyond its utility in providing elemental character of the states comprising the valence
band, resonant spectroscopies can be used to study ultrafast charge transfer dynamics with
atomic specificity [12]. Ultimately, this is made possible by the fact that the intrinsic lifetime of
the core-hole sets a natural timescales for these resonant processes in what is known as core hole
clock spectroscopy. To better illustrate this point, consider the probability that a core-hole,
having an intrinsic timescale τC, decays within a given time t according to the expression
!

𝑃! = ! 𝑒 !

!

!!

(3.49)

!

Seeing as PES spectra are collected within the energy, as opposed to time, domain insights into
the temporal dynamics will actually be given by consideration of the energy bandwidth in
accordance with the time-energy uncertainty relation ΓCτC~ħ. From this expression, by simply
noting that the bandwidth and decay constant are inversely proportional to one another, a corehole having a short intrinsic lifetime will necessarily be characterized as having a broad
bandwidth. Thus, by recasting the probability for core-hole decay in terms of the energy
bandwidth, it follows that
𝑃! =

!!
ℏ

𝑒!

!!

ℏ!

(3.50)

where upon the typical widths of a core-level, which are on the order of a few eV, correspond to
very fast timescales that will be < 10-15s.
Within such a time scale, it can be asked what will be the probability that a resonantly
excited electron will delocalize to a neighboring atomic site through a charge transfer process.
Namely, given that charge transfer can be understood as a tunneling process described by an
exponential probability
𝑃!" =

!!"
ℏ

𝑒!

!!"

ℏ!

(3.51)

where ΓCT denotes the hopping bandwidth, such a process can then be treated as being
independent of the core-hole decay. Thus, by considering first the probability that no such
charge transfer event occurs within the lifetime of the core hole, the consideration of both these
channels simultaneously with independent rates yields to following conditional probability for
the combined event.
𝑃!!"  !" =

!
!!!
! !! ! ! ℏ! !
𝑑𝑡
𝑒
!
ℏ

1−
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!!
!!" !!!" !
ℏ
𝑑𝑡
𝑒
!
ℏ

=!

!!
! !!!"

(3.52)

Here, for ΓCT being nothing more than the distribution of accessible empty states, in the limit
where ΓCT << ΓC, there will be a higher likelihood that the core hole decays prior to the
delocalization of the electron in the excited state. This can simply be attributed to the fact that
the narrow bandwidth of the empty states implies that these states are well localized. Thus, in
such a case the auto-ionization channels will remain open and the resonant spectra will reflect
the fraction of spectral intensity stemming from decays where no charge transfer has occurred.
In contrast, if the excited state electron were to delocalize prior to the filling of the corehole, then it can be similarly shown that
𝑃!!" = !

!!"
! !!!"

(3.53)

Notably, for ΓCT >> ΓC, the increased probability for an excited state electron to hop to a
neighboring atomic site implies that the auto-ionization channels become quenched and the core
hole will then decay through a normal Auger process.	
   Hence, a hallmark of ultrafast charge
transfer is ultimately given by the suppression of the resonant response. Typically, chargetransfer dynamics are investigated in systems where an atom or molecule couples to some larger
system through a weak coupling that can be treated as a perturbation. However, other important
examples can be found in photovoltaics where exciton recombination has a deleterious effect on
the efficiency of the solar cell [118].

3.2 Static and Ultrafast Optical Spectroscopy
3.2.1 Optical Pump-Probe Spectroscopy
As compared to core-hole clock spectroscopy, the recent development of turn-key
femtosecond (fs) laser systems has opened up the possibility of measuring temporal dynamics in
real time. Specifically, given the ultrashort duration of these light pulses, a temporal resolution
on the order of the characteristic time-scales of electronic and atomic motion can now be
achieved [14]. While such time-scales are arguably longer that that which can be captured by
core-hole clock spectroscopy, a critical difference between these two techniques lies in the fact
that a measurement of the dynamics in real time possesses a temporal coherence that is otherwise
lacking when the time scales are inferred from energy bandwidths. This can be attributed to the
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energy scales in correlated electron systems. These different processes give additive contributions to the dissipative parts of optical
constants. TMO: transition-metal oxides.

Tð!Þ spectra obtained for transparent materials can be used to
extract the dielectric function through analytic expressions;
(ii) Kramers-Kronig analysis of Rð!Þ for opaque systems or
of Tð!Þ for transparent systems; (iii) ellipsometric coefficients c and ! for either transparent or opaque materials can
be used to determine the dielectric function through analytic
expressions5; (iv) various interferometric approaches, in particular, Mach-Zehnder interferometry; and (v) THz timedomain spectroscopy directly yields optical constants.
These experimental techniques have been extensively applied
to correlated matter. The extension of ‘‘optical’’ data to the
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very nature of the pump and probe experiments used in ultrafast spectroscopy to measure the
dynamical response of a system.
Here, an intense, perturbative pulse, known as the pump, impulsively creates a transiently
excited, non-equilibrium state over some uniformly illuminated region of the sample. As the
system begins to relax back down towards its ground state, snapshots of the time evolution for
some observable are then made using a weak, non-perturbative probe pulse. In this manner, it is
possible to disentangle the electron, lattice and spin dynamics, so as to establish a time hierarchy
of events and crucially the coupling that arises between these various degrees of freedom (Figure
3.10). Therefore, interactions having similar energy scales can be a further elucidated by
examining their respective time hierarchies. For this reason, ultrafast spectroscopy has emerged
as a powerful technique capable of providing new insights into the behavior of strongly
correlated materials [119].
At sufficiently low pump fluences, the subsequent recovery of a transiently excited state
back towards equilibrium occurs in accordance with the same thermodynamic parameters that
govern equilibrium properties. In such a case, a “hot” population of electrons created by the
initial, impulsive excitation of the pump will decay through an exchange of energy with the
lattice and spin degrees of freedoms. As previously mentioned, the recovery of the ground state
can be unveiled by time resolved techniques in the form of different relaxation dynamics.
Importantly, the stronger the coupling between the electronic degrees of freedom with that of the
lattice or spin, the faster the relaxation dynamics will be. In an effort to describe such behavior,
effective temperature models, such as that shown in Figure 3.11, can be employed [120]. Within
this model, it is assumed that the microscopic processes that govern the relaxation of an out-ofequilibrium charge distribution will be the same as those that regulate the scattering processes in
quasi-equilibrium conditions. Consequently, values for the electron-phonon or electron-magnon
coupling parameters can be extracted from a fit of the relaxation dynamics using this model.
In many cases, an effective temperature model does well in reproducing the relaxation
dynamics of a transiently excited state back down towards equilibrium. However, one of the
underlying assumptions made in this model is that after an initial excitation, the non-thermal
occupation of empty electronic states rapidly relaxes to a hot Fermi-Dirac population before any
energy can be exchanged. While such an assumption is typically valid over long time delays
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(~10-12s), it fails on sub-picosecond timescales as the initial non-equilibrium population of
electrons established by impulsive excitation can exists for times long enough so as to begin
exchanging energy with the lattice and spin degrees of freedom. Ultimately, the breakdown of
the effective temperature model over the initial stages of the relaxation dynamics can be most
clearly illustrated by time-resolved PES as such experiments provide a direct measure of the
electron distribution as a function of time-delay [121]. Using simple arguments from Fermi
liquid theory, the fact that a non-thermal distribution of electrons can exchange energy prior to
thermalization can be rationalized by noting that the lifetime of a quasi-particle near the Fermi
level can be orders of magnitude longer than the typical time scales associated with that of
electron-phonon thermalization. Therefore, in order to accurately describe the relaxation
dynamics, a proper treatment must necessarily requires a true non-equilibrium approach
requiring the use of the Keldysh formalism [122].
Aside from providing insights into real time relaxation dynamics, optical pump and probe
experiments can be used to study coherently excited collective modes arising from the impulsive
excitation of an intense pump pulse [15]. While any bosonic mode having a frequency ω > 0 in
the optical limit of q = 0 is capable of being coherently excited, the most commonly observed
collective modes are those deriving from optical phonons. Such coherent modes will be Raman
active modes whose oscillations, measured in real time, will be at the same characteristic
frequency of the phonon mode, while their relaxation will be determined by the dephasing time.
Generally speaking, the launching of coherently excited optical phonons is typically a result of
one of two processes distinguished by the temporal profile of the driving force.
Namely, when the pulse duration is short as compared to the vibrational period, it is
expected that the driving force result in an impulsive change to the velocity of a harmonic
oscillator without affecting its initial position. In such a case, the accompanying oscillation will
be characterized as being sine-like which turns out to be a defining feature for coherently excited
phonon modes arising from an impulsively stimulated Raman process. Here, in seeing that these
modes must be launched by an excitation pathway mediated by some real, or virtual, electronic
transition, the corresponding broad bandwith of a fs laser pulse will yield multiple combinations
of two photon difference frequencies required for stimulated Raman scattering (Figure 3.12(a)).
In contrast, it is also possible that the generation of photoexcited carriers by an ultrashort pulse
can serve to suddenly shift the vibrational potential. That is, rather than producing an impulsive
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Figure 3.12: Illustration of the coherently excited collective modes that can arise from (a) an
impulsively stimulated Raman process or (b) a displacive excitation. For both cases, the driving
terms shown in (c) and (d) will yield different phases of the respective oscillations providing a
means by which these two excitations can be distinguished. Taken from [15]
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change, this type of displacive excitation will come about as a consequence of long-lived, pump
induced changes to the equilibrium potential (Figure 3.12(b)). Thus, the corresponding driving
force will take on the form of a step function, where the resultant coherently excited phonon
modes can then be shown to exhibit a cosine-like behavior. Finally, in addition to the coherent
excitation of optical phonons, it is possible to launch acoustic phonons through the introduction
of stress due to the abrupt heating that occurs within the optical penetration depth of the pump
pulse. In most instances detection of acoustical modes cannot be accomplished by optical
techniques. However, when an additional superstructure periodicity is present, back-folding of
the acoustic branches will subsequently allow for them to be observed in a transient reflectivity
spectrum.
Up until this point, the discussion of ultrafast spectroscopy has been limited to the study
of transient dynamics or coherently excited collective modes launched within a system as it
relaxes back down towards its ground-state. However the primary attraction of performing this
type of experiment, especially on strongly correlated electronic systems, lies in the fact that these
systems are on the verge of multiple phase transitions. Therefore, it becomes possible to use
ultrashort light pulses as an additional means to control physical properties on a transient
timescale. This is particularly evident within the strong excitation regime, where ultrashort
pulses can be used to trigger phase transitions that are otherwise inaccessible though adiabatic
transformations. In this case, high pump fluences can be employed to prompt a photo-induced
phase transition to non-thermally accessible metastable states, known as “hidden” phases [123].
This then result in a number of technologically appealing properties ranging from light induced
insulator-to-metal phase transitions [124] to a proposed enhancement of superconductivity
following illumination by an ultrashort light pulse [125].

3.2.2 Magneto-optical Kerr Effect
In optics, the response of a material to an electromagnetic wave can be described in the
framework of linear response theory through the complex susceptibility function χ(r,t). For
single crystals, it is often the case that this susceptibility function takes on the form of a tensor
owing to the inherent anisotropy that can arise within a crystalline lattice. Typically, it is
possible to define a principal axis within a crystal such that χ can be diagonalized. However,
with the breaking of time-reversal symmetry, as occurs when applying an external magnetic
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field, the susceptibility tensor will acquire an off-diagonal matrix element whose magnitude will
be proportional to the strength of the applied field. To see how such a component arises,
consider a simple expression for the polarization as derived from the equation of motion for a
bound electron in presence of static B- and oscillating E-field [126].
!

𝑟 + 𝜔!! 𝑟 = − ! 𝐸 + 𝑟×𝐵

(3.54)

By expressing the optical field in terms of its typical time dependence, 𝐸 = 𝐸! 𝑒 !"# , it follows
that the displacement vector r will develop the same time dependence under steady state
conditions. Therefore, in making use of the fact that the polarization, P, can be expressed as
𝑃 = −𝑁𝑒𝑟, for N denoting the total number of electrons, it is possible to write the above
equation as
𝜔!! − 𝜔! 𝑃 =

!! !
!

!

𝐸 + 𝑖𝜔 ! 𝑃×𝐵

(3.55)

which can ultimately be put in a form of 𝑃 = 𝜀! 𝜒𝐸 through solving in a component-wise
fashion.
In the case where 𝐵 = 𝐵! 𝑧, it can be shown that the susceptibility tensor will take on a
form given by
𝜒!!
𝜒 ⟶ −𝑖𝜒!"
0

𝑖𝜒!"
𝜒!!
0

0
0
𝜒!!

(3.56)

where, as expected, the off-diagonal elements turn out to be proportional to the strength of the
applied B-field. Noting that the form of this tensor exactly matches that found for optically
active materials, the effect of the off-diagonal elements is to give rise to a circular dichroism
resulting in a difference in propagation between right- and left-circularly polarized light. By
recalling that linearly polarized light can be expressed as the superposition of right- and leftcircularly polarized light, this difference in propagation ultimately serves to rotate the plane of
polarization of such light by an amount determined by χ12. Such a phenomenon, referred to as
the Faraday effect in transmission and the magneto-optical Kerr effect (MOKE) in reflection, not
only occurs through the external application of a B-field, but from the presence of an internal
magnetization as well. Thus, by measuring the intensity and polarization state of reflected light
from a ferromagnetic sample, a direct, real space measurement of the magnetization can be
made.
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As compared with other techniques, a measurement of the magnetization through MOKE
offers a means of quantifying the degree of magnetic anisotropy in a single crystal or thin film
[127]. As is shown in Figure 3.13, this is made possible by determining how the intensity and
polarization state of light reflected from the sample changes based upon the direction that the
magnetization makes relative to the scattering plane. More formally, this can be determined by
the 2×2 scattering matrix 𝑆,
𝑆 = 𝑚!! 𝐿 + 𝑚!! 𝑇 + 𝑚!! 𝑃

(3.57)

where the reflection matrices, 𝐿, 𝑇, and 𝑃, are representative of the longitudinal, transverse and
polar MOKE configurations, while the coefficients ml, mt, and mp, define the normalized
components of the magnetization projected along these same axes. Written out, the above
reflection matrices will necessarily depend on the Fresnel coefficients, r, which can ultimately be
determined by solving Maxwell’s equations for a generalized form of the susceptibility tensor
that is similar to that presented in equation 3.56 [16,127]. Thus, by expressing the reflection
matrices in the form of [127], the scattering matrix can then be simplified to
𝑆=

𝑟!! 1 + 𝑚! 𝑟!!

!

!
!
𝑚! 𝑟!"
+ 𝑚! 𝑟!"

!
−𝑚! 𝑟!"
+ 𝑚! 𝑟!"

𝑟!!

(3.58)

where the normalization condition 𝑚!! + 𝑚!! + 𝑚!! = 1 has been used. Hence, when p-polarized
light is incident on the sample, the effect of the MOKE scattering matrix will be to either change
the intensity or rotate the plane of polarization of the reflected light in accordance with
𝑟!! 1 + 𝑚! 𝑟!!
𝐸! ′
=
!
!
𝐸! ′
−𝑚! 𝑟!"
+ 𝑚! 𝑟!"

!
!
𝑚! 𝑟!"
+ 𝑚! 𝑟!"

𝑟!!

𝑟!! (1 + 𝑚! 𝑟!! )
1
=
!
!
0
−𝑚! 𝑟!"
+ 𝑚! 𝑟!"

(3.59)

where Ep’, and Es’ denote the component of the electric field from the reflected light projected
along the p- or s-polarization directions. Once reflected, an additional polarizer, which is more
commonly referred to as the analyzer in a MOKE set-up, can be used to measure the subsequent
changes that occur to the polarization state. Importantly, depending upon the orientation of this
polarizer, it becomes possible to distinguish between the contributions coming from the
longitudinal, transverse, and polar geometries of a MOKE signal.
Through rotating the analyzer by an angle θA with respect to the scattering plane, a
measurement of the magnetization along the longitudinal, transverse, and polar axes can be made
by noting that the intensity of light transmitted by the polarizer will be given by
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rsp
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D

~3!

,

where r i j is the ratio of the incident j polarized electric field
and the reflected i polarized electric field, and expressed
by4–6
r pp5

n 1 cos u 0 2n 0 cos u 1 i2n 0 n 1 cos u 0 sin u 1 m x Q
2
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n 1 cos u 0 1n 0 cos u 1
n 1 cos u 0 1n 0 cos u 1

~4!

~1!
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𝐼! = |𝐸!! 𝑐𝑜𝑠𝜃! + 𝐸!! 𝑠𝑖𝑛𝜃! |!

(3.60)

After substituting in for Ep’ and Es’ from above, the square can be distributed in such a way that
only those terms that are first order in the off-diagonal elements of the susceptibility tensor need
to be kept. In doing so, the intensity of light passed through the analyzer becomes
!
𝐼! = 𝑟!!
1 + 𝑟!!∗ + 𝑟!! 𝑚! 𝑐𝑜𝑠 ! 𝜃! +
!∗
!
!∗
!
−𝑟!! 𝑟!"
+ 𝑟!"
𝑚! + 𝑟!! 𝑟!"
+ 𝑟!"
𝑚! 𝑠𝑖𝑛𝜃! 𝑐𝑜𝑠𝜃!

(3.61)

which can ultimately be expressed in a more succinct fashion as
𝐼! = 𝐴 + 𝐵𝑚! 𝑐𝑜𝑠 ! 𝜃! + (𝐶𝑚! + 𝐷𝑚! )𝑠𝑖𝑛𝜃! 𝑐𝑜𝑠𝜃!

(3.62)

Here, the ability to disentangle the contribution coming from the projection of the magnetization
along the transverse, longitudinal and polar directions in a MOKE experiment lies in the
symmetry of equation 3.62. Namely, by applying an H-field entirely within the sample plane, so
as to have mp = 0, the fact that the first term is even with respect to θA, while the second is odd
implies that 𝑚! ∝ 𝐼 𝜃! = 45° + 𝐼(𝜃! = −45°), while 𝑚! ∝ 𝐼 𝜃! = 45° − 𝐼(𝜃! = −45°).
Similarly, for an H-field being applied normal to the sample surface, mp can likewise be found
through again taking the difference 𝑚! ∝ 𝐼 𝜃! = 45° − 𝐼(𝜃! = −45°). Thus, by exploiting the
angular dependence of the light’s intensity passing through the analyzer, it is possible to isolate
the contributions deriving from mt, ml, and mp to the MOKE signal.
Lastly, despite the utility of MOKE in providing a measure for both the presence of
ferromagnetic order, and the associated anisotropies that can result from such an ordering,
special care needs to be taken in extracting quantitative information from this technique [128].
Namely, by recalling that light cannot directly couple to an electron’s spin, the microscopic
origin of the Kerr effect must then derive from a relativistic spin-orbit interaction. In seeing that
the orbital component of the magnetization for most open-shell 3d systems will be quenched due
to crystal field effects, the resultant magnetic moment for such systems will be entirely spin
derived. Since 3d elements are characterized as having a relatively weak spin-orbit interaction,
the Kerr rotations as measured in the polar or longitudinal configurations will necessarily be
small (< 1°) and are likewise found to depend sensitively on changes occurring to the electronic
band structure. Therefore, it is typical that a MOKE signal exhibit a pronounced wavelength
dependence [128]. In the end, despite the presence of a Kerr signal being indicative of
ferromagnetic ordering within a material, its amplitude cannot be taken as a reliable measure of
the magnetic moment as there is no simple relation that exists between these two quantities.
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Chapter 4: Experimental Apparatus

4.1 The ARPES Spectrometer
4.1.1 Ultra-high Vacuum
In the previous chapter, many of the experimental techniques discussed employ electron
spectroscopies to directly measure the electronic structure of a material. While there are many
advantages to such techniques, their principal drawback is the inherent surface sensitivity of the
low energy electrons detected. As discussed in section 3.1.3, this is attributed to the fact that
these electrons interact strongly with the material, leading to short inelastic mean free paths and
therefore shallow probing depths. Ultimately, it is thanks to this surface sensitivity that the
preparation of clean surfaces necessitates the use of ultra-high vacuum (UHV) conditions. By
working under such conditions, fresh surfaces prepared by sample cleave, sputtering and
annealing, or epitaxial growth, can be measured in a stable, controlled environment free from
contaminants capable of being physisorbing or chemisorbing onto the surface. In order for this
to be accomplished, pressures lower than 10-10 Torr are typically required.
To obtain such low pressures, specialized vacuum pumps capable of either removing or
trapping residual gas molecules are needed [129]. Notably, beginning from ambient pressure, a
preliminary vacuum, referred to as rough vacuum, is established by use of scroll or rotary pumps.
Here, this initial stage of vacuum serves to lower the pressure in the chamber below the laminar
to molecular transition, allowing for the operation of UHV specific pumps. Of these,
turbomolecular pumps are the most widely used displacement pumps capable of bringing the
chamber to the HV and UHV regimes. The operating principal of a turbo pump is rooted in the
removal of gas molecules that strike a rapidly spinning rotor through imparting a component to
its momentum that serves to direct it towards the pump exhaust. Given the velocity of a gas
particle to be inversely proportional to √m, it is clear that the pumping speed of a turbo pump
will be faster for heavier gas molecules as the rotor will be able to impart a larger component to
their momentum. In seeing as turbo pumps serve to actively remove residual gas particles, their
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greatest utility is in attaining UHV conditions. For this reason these pumps are most often used
during “bake-out” conditions where the walls of the chamber are cooked up to 150 °C so as to
predominantly remove adsorbed water.
While turbo pumps are best suited for attaining UHV conditions, to maintain vacuum,
capture pumps such as ion pumps and Titanium sublimation pumps (TSP) are most often used.
These pumps operate on the principal of using a chemically reactive element, Ti, as a getter
material for any residual gas molecules remaining in the chamber. For a TSP pump, this is
accomplished by simply subliming Ti onto a shroud so that any residual gas molecule that
impinges on the shroud wall will then chemisorb to the surface. Here, pumping speeds naturally
depend on the covered surface area and the sticking coefficient of the residual gas molecule.
Consequently, speeds can be enhanced through a combined use of a mesh and liquid N2 cooling
shrouds so as to increase the surface area and sticking coefficient respectively.
In a similar manner, ion pumps possess Ti coated cathodes that will act as a getter
material for ionized residual gas molecules accelerated under high voltage towards the Ti
elements. Here, ionization is accomplished by a collision between residual gas molecules and
electrons located near the pump anode. In order to increase the probability of such events, the
path length of the electron is increased by externally applying a strong, permanent magnetic
field. Thus, given the operating principal of ion and TSP pumps, it is evident these pumps will
necessarily have a poor efficiency in removing inert gases such as noble gases and methane.
However, as compared to turbomolecular pumps, capture pumps like TSP pumps are particularly
well suited for removing H2. Namely, thanks to the low molecular mass, and therefore high vrms,
H2 is particularly difficult to be actively pumped out of a vacuum chamber and is therefore best
removed through chemisorption. Finally, thanks to the fact that capture pumps contain no
moving parts, they are ideally	
  suited for maintaining vacuum in measurement chambers where
high stability and low vibrations are especially important.
Within the Mannella lab, a sketch of the main and rough pumping configurations for the
ARPES chamber is shown in Figure 4.1. Here, initial pump down is accomplished by use of dry
scrolls and turbomolecular drag pumps, while UHV conditions are maintained by a 400L ion
pump, and a titanium sublimation pump. Additionally, a large, magnetically levitated
turbomolecular pump is mounted on the chamber, and put to use during operation of the vacuum
ultraviolet (VUV) helium (He) light source as well as for bake-outs of the chamber. Generally,
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Figure 4.1: Sketch of the ARPES pumping configuration
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following a bake-out, the typical base pressure reached will be better than 4×10-11 Torr, which is
characterized by the residual mass spectrum shown in Figure 4.2. Moreover, aside from the
pumps that serve to maintain vacuum in the chamber, there are also a series of differential pumps
whose job is to correct for pressure gradients. The most notable is the differential pumping of
the VUV He light source, where discharge occurs under a He pressure of a few mbar, but also
the rotary stage of the manipulator and the sample fast entry lock are differentially pumped
regions as well. In all cases, the purpose of differential pumping is to ensure that the pressure of
the main chamber suffer only from minor changes when performing such necessary operations as
starting the VUV source, rotating the manipulator or transferring a sample. By taking such care,
the intent is to avoid any significant, that is spectroscopically identifiable, sample contamination
during the course of an ARPES experiment.

4.1.2 Electron Energy Analyzer
When actually performing an ARPES measurement, what is as important as having a clean,
single crystalline surface is the ability to precisely determine the kinetic energy and angle of
emission of the outgoing photoelectron. To do so, an electron energy analyzer having a position
sensitive detector must be employed [17,129,130,131]. Of the various analyzer designs, the most
commonly used is the concentric hemispherical analyzer (CHA). This analyzer works as a bandpass filter allowing for only those photoelectrons within a specified energy range to reach the
detector. The central energy of this range is referred to as the pass energy, Ep, as it defines the
allowed kinetic energy for an electron to pass through the CHA without colliding on the walls of
the hemispheres. This ability to discriminate between electron kinetic energies, which is
essential for the determination of electron binding energy in the solid, is accomplished by
precisely tuning the electrostatic potential placed on the inner and outer hemispheres.
Such potentials can be defined as [132]
𝑉!"# = 𝑉!

!!!
!!"#
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73

!!!
!!"

−1 <0

(4.1)	
  

−1 >0

(4.2)	
  

	
  

-8

10

-9

Partial Pressure

10

-10

10

-11

10

-12

10

-13

10

-14

10

10

20

30
40
Mass (amu)

50

60

Figure 4.2: Mass spectrum of residual gas in ARPES chamber taken when the chamber base
pressure is better than 6.0×10-11 Torr. Main peaks can be ascribed to H2, C, H2O, CO, and CO2.
Note that at such a pressure PH2O < PCO indicative of a good bake-out.
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where R0 denotes the average radius between the two hemispheres, 𝑅! = 1 2 𝑅!"# − 𝑅!" , and
V0 defines the corresponding potential for the pass energy, 𝐸! = 𝑒𝑉! . By taking the potential
difference between the two hemispheres to be,
Δ𝑉 = 𝑉!

!!"#
!!"

!

− ! !"

(4.3)	
  

!"#

it is possible to write an expression for the electric field between the hemispheres by
assuming that the CHA can be modeled as a spherical capacitor. Such a simplifying assumption
can be made thanks to the presence of a Herzog plate, which terminates the analyzer and serves
to limit
any fringe fields resulting from the analyzer being hemispherical as opposed to spherical
[17,133]. Consequently, by recalling the capacitance of a spherical capacitor to be given by,
𝐶 = 4𝜋𝜀!

!!"# !!"
!!"# !!!"

, Gauss’ law can then be used to define the electric field between the two

hemispheres as
𝐸 = Δ𝑉

!!"# !!"

!

!!"# !!!" ! !

𝑅

(4.4)	
  

By knowing the electric field, it is possible to determine the equation of motion for an electron
traveling between the two hemispheres allowing for one to construct a ray-tracing diagram for all
the possible trajectories [134]. Qualitatively, it is evident that such a central field will support
stable orbits along the equipotential line R0 for those electrons having an energy equal to Ep.
Due to the fact that the analyzer is a band-pass filter, there will be a distribution of electrons
whose energy is centered about Ep that are likewise capable of completing a full orbit and
reaching the detector. For the Scienta R4000 CHA used in the Mannella lab [133], this
distribution is roughly determined to be +/- 5% of Ep. Therefore, in order to narrow the bandpass, and subsequently increase the energy resolution of the analyzer, a smaller Ep must be used.
To select for a particular Ep of the analyzer, the simplest means of doing so is through
continuously varying V0 on the hemispheres so as to have Ep equal the corresponding
photoelectron kinetic energy to be measured. However, seeing as an analyzer works with a fixed
resolving power, 𝑅𝑃 = 𝐸 Δ𝐸 , that depends entirely on geometric terms, by allowing for Ep to
scale with the kinetic energy, the energy resolution, ΔE, will necessarily become poorer at higher
energies. Since some of the most interesting features of the electronic structure are found in the
valence band, i.e. at low binding energies/high kinetic energies, having a poor energy resolution
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in this region is undesirable. To circumvent this problem, a tunable, preretarding potential can
be applied to the photoelectron prior to reaching the entrance slit of the analyzer. In doing so, V0
on the hemispheres can remain fixed allowing for Ep to remain constant, making it such that ΔE
no longer depends on the electron kinetic energy.
For the Scienta R4000, a resolving power of up to RP = 4000 is claimed by the
manufacturer [133]. In more familiar terms, such a resolving power translates to a lower limit of

ΔE that is less than 1.0 meV! However, as is often the case, working with such high resolution is
generally not necessary as it leads to poor statistics in the spectrum. Rather, by specifically
choosing a fixed Ep, as well as width, w, to the entrance slit of the analyzer, a resolution given by
[17,129]
!

Δ𝐸 = !! 𝐸! + 𝑂(𝛼 ! )
!

(4.5)	
  

allows for the user to work with a ΔE that is a compromise between energy resolution and good
statistics. For the typical photoelectron kinetic energies observed in a VUV ARPES experiment,
Ep = 5 eV and 10 eV, and w = 0.5 mm and 0.3 mm are the most commonly used settings. Given
R0 =200 mm for the R4000 analyzer [133], such values will yield the theoretical ΔE’s presented
in Table 4.1. Here, higher order effects due to the angle of incidence, α, that the photoelectron
makes with the entrance slit of the analyzer have been neglected. As can be seen, negligible
differences in energy resolution exist between w = 0.5 mm, Ep = 5 eV and	
  w	
  =	
  0.3	
  mm,	
  Ep	
  =	
  10	
  
eV,	
  making the choice between the two settings dependent on whichever pair yields the best
statistics.

4.1.3 Electrostatic Lens
As was previously discussed, the electrostatic lens plays an important role in improving
the energy resolution of a CHA by serving to preretard electrons to the pass energy of the
analyzer. However, the lens also plays a much more critical role by acting as either a converging
or collimating electron lens depending on the specific modality that is employed. In such a case,
the ability to focus or collimate electron beams turns out to be exactly analogous to the situation
found in optics. Here, the electrostatic potential satisfies the same role as the index of refraction
by causing an electron beam to deflect when traversing across an “interface” defined by a
potential difference [129]. This then allows for analogues expressions to Snell’s law and the lens 	
  

76

Table 4.1: Calculated energy resolutions for the R4000 spectrometer given specific choice of
pass energy and slit width.

Ep (eV) /w (mm)

5

10

0.3

3.75 meV

7.5 meV

0.5

6.25 meV

12.5 meV
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focal length to be constructed where √V can simply be substituted for the index of refraction, η.
Thus, thanks to the ease of varying V over η, a series of electrostatic lens placed in a fixed
geometry can be used to either focus or collimate an electron beam depending upon whether the
lens is operating in a transmission or angular mode (Figure 4.3).
In transmission mode, electrons are collected over a wide solid angle and focused onto the
entrance slit of the analyzer. Following the trajectory of the electrons through the hemispheres,
it can be shown that these electrons will then refocus onto the exit slit of the analyzer and will
therefore produce a narrow stripe down the center of the detector. Such a stripe accounts for the
fact that there will still be a dispersion in energy attributed to the band-pass of the analyzer, but a
focus in angle. In contrast, when the electrostatic lens is working in angular mode, electrons
emitted over a solid angle of +/- 15 or +/- 7 degrees are collected by the lens and collimated onto
the entrance slit of the analyzer. In this way, there will be no loss of angular information, as
photoelectrons emitted over such an angular range will follow a trajectory about the CHA and be
imaged on the detector in accordance with Figure 4.4. As can be seen from Figure 4.4, such
imaging necessarily requires that the detector be a 2D spatial detector allowing for the
simultaneous determination of both energy and angle. For this reason, the Scienta R4000 is
equipped with a chevron multichannel plate coupled to a phosphor screen and CCD camera.
Such a detector design allows for the precise determination of both the kinetic energy and
emission angle of the photoelectron with an angular resolution that is better than Δθ = 0.2°.	
  	
  
	
  

4.1.4 Sample Manipulator
Given the importance of determining the angular dispersion along a specified crystallographic
direction, a critical component of an ARPES spectrometer is the sample manipulator. Notably,
the manipulator design used in the Mannella lab is centered on a continuous flow cryostat having
three translational and three rotational degrees of freedom (DOF). As discussed in section 3.1.3,
these rotational DOF are essential for the k-conversion, which relates the outgoing photoelectron
momentum with the initial state crystal momentum. Recalling that such a relation depends on
the specifics of the experimental geometry, by using the fact that the entrance slit of the analyzer
lies perpendicular to the scattering plane, an intrinsic Tait-Bryan transformation about the y-x’
axis yields an expression for the conserved components of the initial state momentum to be
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Figure 4.4: Schematic illustration of the trajectory taken by an electron emitted from the sample
with a given EK and θK as it passes through the CHA and strikes a 2D spatial detector. Figure
reproduced here from NM
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2mEK
sin (θ A + φ )

2mEK
kiy =
cos (θ A + φ ) sin θ M

kix =

(4.6)	
  

Such a relation is exactly analogous to that derived in section 3.1.3 but with no correction for
photon momentum needed as its contribution at VUV energies is negligible. As can be seen
from the above expression, the most critical angles used for ARPES experiments on this
spectrometer are the flip,	
  φ, and polar,	
  θM, angles. In contrast, the azimuth,	
  ω, is predominantly
used for sample orientation prior to measuring, so it will remain constant over the duration of a
band dispersion and Fermi surface scan and therefore will not factor into the k-conversion.
While having a three-rotation axis manipulator allows for the sample to be aligned along its high
symmetry directions, the manipulator itself also plays a subtle, yet important role in grounding
the sample to the spectrometer. Considering the simplest case of a metallic sample, not only will
any sample charging be avoided by grounding to the spectrometer, but the Fermi level between
the sample and spectrometer will become equilibrated and serve as an absolute reference for the
electron binding energies [10]. As shown in Figure 4.5, the work function of the sample,	
  φs, can
be different from that of the spectrometer,	
  φspec, leading to a potential difference that will either	
  
accelerate or decelerate the outgoing photoelectron. This in turn acts to change the initial kinetic
energy, EKE’, as measured at the sample surface by an amount given by
!
𝐸!" = 𝐸!"
+ 𝜙! − 𝜙!"#$

(4.7)	
  

Here, the resultant kinetic energy, EKE, is that which is measured by the spectrometer. Since
determination of	
  φs	
  will be sample dependent, and also not a trivial measurement to perform, it is
more favorable to work with EKE and	
  φspec as this work function will remain constant.
Ultimately, this can be done because the Fermi levels equilibrate when a metallic sample is
placed in electrical contact with the spectrometer. Therefore, by referencing the electron binding
energy to the Fermi level,
!
𝐸!! = ℎ𝜐 − 𝐸!" − 𝜙!"#$ = ℎ𝜐 − 𝐸!"
− 𝜙!

(4.8)	
  

making it such that a measure of EKE and	
  φspec yields the exact same information as a direct
measurement of EKE’ and φs. For the ARPES spectrometer used in the Mannella lab, φspec was
determined on a polycrystalline gold sample to be	
  φspec = 4.856 eV for EP = 10 eV.
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Figure 4.5: Energy level diagram taken from [10] showing the difference in work function that
comes about from grounding the sample to the spectrometer
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4.1.5 Helium Gas Discharge Lamp
Up until this point, the discussion has focused on how photoelectrons are detected, but no
attempt has been made to describe how such photoelectrons are generated in the first place.
From the preceding section, it is evident that this will require a light source capable of producing
photons with an energy, hν,	
  greater than the work function, φspec, of the spectrometer. Within the
Mannella lab, this is accomplished by use of two different laboratory based light sources
including a versatile He gas discharge lamp used for static VUV photoemission and an ultrafast
laser source used for studying dynamics in the electronic structure.	
  
The static He light source employed in lab operates on the basis of plasma generation by
an electron cyclotron resonance technique [135]. Here, microwaves generated by a 300W
klystron are fed into the discharge region of the source by a rectangular waveguide. Within the
discharge region, electrons trapped by an inhomogeneous magnetic field are accelerated by the
oscillating electric field of the microwave radiation. Since the 10 GHz frequency of the
microwave radiation is on resonance with the electron cyclotron frequency, the effect is to
considerably increase the free travel distance of an electron far beyond the dimensions of the
cavity. For such a long travel distance, there will be a higher probability that an electron strike a
passing He atom, and promote it to an excited state. The VUV radiation that then results is
generated by the subsequent decay of this excited state by radiative emission.
As depicted in Figure 4.6, for the He gas discharge lamp employed in the lab, most of the
emitted monochromatized UV light comes from the He Iα	
  transition. This transition is defined
by the 2p to 1s transition in neutral He, where the resultant radiative emission line is centered at
hν	
  = 21.2182 eV. However, another important emission comes from the same 2p to 1s
transition, but in singly ionized He+. This transition, known as the He IIα	
  transition, will
produce higher energy light centered at hν	
  = 40.814 eV. Depending on photoelectron crosssections or regions of reciprocal space to be explored, certain experiments will call for use of
either the He Iα	
  or He IIα emission line. Thus, by using a 1200 line/mm platinum coated,
toroidal grating these two excitation energies can be separated and independently selected for
static ARPES experiments.
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Figure 4.6: Intensity of photoelectron secondaries as a function of monochromator reading.
Main lines are labeled with the zero order peak denoting specular reflection. Counts measured
by sweeping monochromator in both a forward and backward direction for determination of
backlash.
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4.2 Ultrafast Laser System
In order to study electron and collective mode dynamics in real time, it is necessary to
use an experimental technique capable of measuring on the intrinsic timescale of these
interactions. Considering the lower limit of this timescale to be determined by electron-phonon
or electron-impurity interactions, a rough estimation is given by the electron inelastic mean free
path, λIMFP, and Fermi velocity, vF, as the time between successive scattering events τ	
  =	
  λIMFP/vF
~10-15s. Thanks to the incredibly short duration between these events, any traditional means of
measuring a temporal response, such as with an oscilloscope, turns out to be several orders of
magnitude too slow. Most notably, at the time of this writing, the fastest commercial
oscilloscope available boasts an impressive 100 GHz bandwidth [136]! However, even with
such a broad bandwidth, in order to capture dynamics on the timescale of electron-phonon
scattering events, a bandwidth greater than a THz is necessary.	
  	
  For this reason, measuring
electron and	
  lattice dynamics in real time is accomplished by use of ultrafast optical pulses,
which are on the order of tens of femtoseconds (fs) in duration.	
  
	
  

4.2.1 Modelocking
The generation of ultrashort optical pulses is often achieved through a process known as
modelocking [137,138,139]. In essence, the fundamental idea behind this process is that a
coherent sum of longitudinal cavity modes is used to create a wavepacket possessing a broad
bandwidth and therefore short pulse duration. To understand how this process is accomplished,
it is necessary to first recall a few fundamental concepts of lasing. Most notably, for any laser
system the essential components are the pump, gain medium, and laser cavity. While the pump
acts solely to create a population inversion in the gain medium, the main contribution to the
creation of modelocked pulses comes from the amplification of a broad bandwidth gain medium
over many longitudinal cavity modes. Such cavity modes arise from the presence of end mirrors
in the laser that allow for multiple passes of light through the gain medium. However, because
these end mirrors provide a boundary, only those wavelengths corresponding to the longitudinal
modes of the cavity will be amplified. For this reason, the development of cavity modes in a
laser is akin to the resonances that arise in a Fabry-Perot interferometer.
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As is sketch in Figure 4.7 (a), a Fabry-Perot interferometer is comprised of two partially
reflective surfaces that are oriented parallel to one another so as to form a cavity separated by
distance d. When incoming light of amplitude E0 is incident on one such surface, its amplitude is
attenuated according to how much light is transmitted t versus reflected r with probability |t|2 = T
and |r|2 = R respectively. Considering that the condition for resonance in the interferometer is
determined by the difference in path length taken between the transmitted waves as sketched
Figure 4.7 (b),
a+b =

d
(1+ cos (2ϑ ))
cosϑ

(4.9)	
  

Then not only will each subsequent reflection result in an attenuation of the initial amplitude E0
by r, but an additional phase factor of φ = 2kd cosϑ will also be added to the phase of each
transmitted planewave. For the series of reflections shown in	
  Figure	
  4.7 (a), this results in an
expression for the transmitted planewave given by a geometric series

Et = E0 t 2 + E0 t 2 r 2 eiφ + E0 t 2 r 4 ei2φ +... + E0 t 2 r 2n einφ
= E0 t 2

1
1− r 2 eiφ

(4.10)

Writing out the intensity of transmitted radiation It = |Et|2, and making use of the identity

( 2 ) , one can ultimately express the intensity transmitted from the

cos φ = 1− 2sin 2 φ

interferometer in the form of the Airy distribution.

T2
It = I0
(1− R)2 1+

1
4R
sin 2 φ
2
2
(1− R)

( )

(4.11)

Here, the condition for resonance is determined by the minimization of the denominator. This
occurs for φ	
  =	
  2πn, which as expected, is the exact same condition for constructive interference
between the transmitted waves in Figure 4.7 (b). Taking	
  θ	
  = 0 in the expression for the path
length difference, it is evident that a resonance of the interferometer occurs when the cavity
separation distance is given by d = n

λ
. Such an expression turns out to be quite familiar as this
2

is the same condition that is required for standing waves to form in a cavity closed at both ends.
Ultimately, it is these standing waves in the laser cavity, which are more commonly expressed in
terms of their frequency νn	
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Figure 4.7: Illustration of a Fabry-Perot interferometer showing in (a) the attenuation of an
incident E0 by subsequent reflection and transmission through the etalon and (b) the difference in
path length taken between two transmitted beams.
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νn = n

c
2ηd

(4.12)	
  

where c denotes the speed of light in vacuum and	
  η	
  defines the refractive index of the medium,
that are referred to as the longitudinal modes. As this relates to laser systems, despite the gain
medium serving to emit light over a given bandwidth, it is only those frequencies that match the
longitudinal modes of the cavity that ultimately become amplified.
As depicted in Figure 4.8, for a gain medium possessing a broad lasing bandwidth, it is
evident that many longitudinal modes in the cavity can survive. In fact, for modelocked laser
systems, it is the presence of so many of such modes that	
  the origin	
  of term “oscillator” comes
about. Under normal circumstances, there is no phase relation that exists between these modes
and the resultant superposition will yield an expression for the intensity given by	
  
2

I(t) = E(t) = N E0

2

(4.13)

where N denotes the total number of longitudinal modes that fall within the gain bandwidth.
However, if, for any reason, a well-defined phase relation does develop between each of the
amplified cavity modes, then the resultant waveform will be given by their coherent
superposition
N−1

E(t) = E0 ∑ e (

i ω nt+ϕ 0 )

N−1

(4.14)

= E0 eiϕ 0 ∑ eiωnt

n=0

n=0

Such a process is referred to as modelocking. In this case, by defining ω n = n

πc
= ω N−1 − nΔω ,
ηd

N−1

the above summation can be computed by making use of the fact that

∑ e−inΔωt =
n=0

1− e−iNΔωt
.
1− e−iΔωt

From this result, the expression for the coherent superposition of longitudinal cavity modes will
simplify to a form given by

E(t) = E0 e

"
%
i$ ω N−1 t+ϕ 0 '
2
#
&

(

)

which consequently yields an intensity of
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Figure 4.8: (a) The total number of longitudinal modes that can be stained in a laser cavity
juxtaposed to the gain bandwidth of the active medium. Note in (b) how only the modes that fall
in the gain bandwidth become amplified.
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Comparing this intensity with that resulting from the summation of N incoherent,
longitudinal modes, it is evident that such a form is akin to that of a wave packet. In addition,
the intensity maximum for the above expression can be shown to behave as Imax = N2|E0|2. As
this compares to the case where each cavity mode possesses a random phase, one finds that a
modelocked pulse has a max intensity that turns out to be greater by a factor of N. In order to
better illustrate the	
  differences that arise between coherently and incoherently summed
waveforms, a side-by-side comparison is	
  presented in Figure	
  4.9. Here, one of the more striking
features is the clear formation of pulses in the intensity profile of Figure 4.9 (b) even for the
coherent sum of relatively few sinusoidal functions. These pulses are characterized as having
both a well defined separation difference Δt = 1

Δν

= 2ηd

c

, as well as a temporal duration

determined by	
  
Δt p =

1
1
=
NΔν Bandwidth

(4.17)

In other words, the broader the gain bandwidth, the shorter the pulse. Ultimately, such a finding
is nothing more than a reiteration of the fundamental property of Fourier transforms. Thus, to
make shorter and shorter pulses, one has to amplify over wider and wider bandwidths.
Figure 4.10 depicts a sketch of the Coherent Micra oscillator present in the Mannella lab
[18]. Lasing occurs through excitation of a Ti:Sapphire (Ti3+:Al2O3) crystal by a frequency
doubled, Nd:YVO4 pump laser centered at 532 nm. As expected from the above discussion, the
broad gain bandwidth of the Ti:Sapphire allows for this system to be tuned from 680 nm to 1100
nm, making it ideal for the generation of ultrafast laser pulses. Given the typical repetition rate
of this oscillator to be 80 MHz, the size of the cavity can be calculated to 1.87 m. From this
length, it is then possible to provide an upper estimate for the number of longitudinal modes in
the cavity. That is, by assuming a center wavelength of 800 nm, an impressive number of
n=

2L
≈ 4.68 ×10 6
λ

longitudinal modes will be simultaneously oscillating in the laser! In order to initiate	
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Figure 4.9: (a) incoherent and (b) coherent sum of N = 4 cavity modes. Note in (b) how even
with relatively few number of modes a pulse starts to take shape
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Figure 4.10: Schematic diagram of the Coherent Micra oscillator reproduced here from [18]

92

modelocking between these modes, the Micra takes advantage of a non-linear process known as
the optical Kerr effect. Here, light of sufficiently high intensity can cause the refractive index

η(ω)	
  of a transparent optic to changes according to
𝜂 𝜔 = 𝜂! 𝜔 + 𝜂! 𝜔 𝐼

(4.19)	
  

where	
  η2(ω)	
  >	
  0.	
  	
  For a laser beam having a Gaussian profile, as in the TEM00 mode, the
difference in intensity across the beam cross-section results in a self-focusing effect in which the
higher intensity at the center induces a larger index of refraction as compared to that at the
wings. This has the analogous effect as a biconvex lens. Recalling that the maximum intensity
of a modelocked pulse to go as Imax = N2|E0|2,	
  as compared to N|E0|2	
  for incoherently summed
cavity modes, this self-focusing effect will only occur for high intensity modelocked pulses. So,
by placing an aperture after the Kerr lens that allows for the self- focused, modelocked beam to
pass, but not a continuous wave (CW) beam, the laser cavity is then optimized for modelocking.	
  
	
  

4.2.2 Pulse Compensation
Returning to Figure 4.10, one notes the presence of a pair of prisms whose role in the
oscillator is to compress the pulse. In order to understand this detail it is worth noting that
despite modelocking being a necessary condition for the generation of ultrafast laser pulses, it by
itself is insufficient. That is, through modelocking, a pulse comprised of many wavelength
components is produced, but ultimately what matters is that the timing between these
components be precisely correct. Thanks to the wavelength dependence of the refractive index,
when a broadband pulse travels through a transparent optical element the different wavelength
components will travel with different group velocities. Such an effect, gives rise to a stretching
of the pulse, which is commonly referred to as a chirp. To define a chirp more rigorously,
consider the case where two separate light pulses, centered at	
  ω1	
  and	
  ω2,	
  are directed towards a
dispersive medium having	
  η(ω1)	
  different from	
  η(ω2).	
  	
  If the two pulses are overlapped at t = 0,
then their separation after time	
  Δt will depend on the length L traveled through the medium and
their difference in group velocities	
  	
  	
  

Δt =

# dk
L
L
dk &
−
= L%
−
(
VG1 VG2
$ dω1 dω 2 '
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(4.20)	
  

Expressed in another way, it is possible to write the time separation between the pulses in terms
of the group velocity dispersion (GVD)

Δt = L

d 2k
d "1%
d
ω
=
L
$ ' dω = L (GVD ) dω
dω 2
dω # VG &

(4.21)	
  

Hence, the distance traveled through the optic and the GVD of the medium dictate what
the separation difference between the two pulses will be. For most transparent optics, the
refractive index follows a “normal dispersive curve” as shown in Figure 4.11. Such a curve
corresponds to a positive GVD, which will	
  produce a chirp in a	
  broadband	
  pulse resulting in the
longer wavelengths leading the shorter wavelengths. By using predominately reflective optics,
and ensuring all transparent optics to be thin, it is possible to avoid introducing more chirp into a
compressed pulse. However, if the pulse is already stretched then the only way to remove a
positive GVD is through the addition of a negative GVD. This is most commonly accomplished
by the use of prism or grating compressors. As illustrated in Figure 4.12, a negative GVD can be
introduced into the pulse by sending the leading wavelengths through a longer optical path. For
a prism compressor, this is accomplished by sending the leading wavelength through more glass,
and therefore a denser optical medium, while for a grating compressor it is the relative
positioning of the gratings that is used to introduce a negative GVD. Within the Coherent laser
system present in the Mannella lab, both prism and grating compressors are employed.
	
  

4.2.3 Chirped Regenerative Amplification
While the previous discussion focused on how to correct for chirping, there are actually
certain circumstances where a chirped pulse is preferred. One such circumstance is in
regenerative amplification. Here, the necessity of chirping the pulse prior to amplification stems
from the fact that an ultrashort pulse has all its energy concentrated into fs packets. This can
lead to a peak power as high as 1012 W, which is well above the damage threshold of most
optics. Additionally, by having such high power per pulse, non-linear and multi-photon effects
will likewise limit how much an ultrashort pulse can be amplified. Therefore, in order to amplify
a fs pulse, a positive GVD that stretches the pulse to tens of picoseconds must first be
introduced. Once the pulse has been stretched, it can then safely undergo amplification and be
subsequently re-compressed to yield an ultrashort and intense light pulse.	
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Figure 4.11: Normal dispersion curves of (a) UV used silica and (b) borosilicate glass plotted
from data provided by Thorlabs website. Such glass is commonly used in optics and will
introduce a positive chirp into an ultrashort pulse passing through the optic.
	
  
	
  

	
  

Figure 4.12: Simple illustration of a prism compressor reproduced here from [19]. In addition to
prisms, pulse compensation can also be accomplished by use of other dispersive elements such
as gratings
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A diagram of the Coherent RegA 9050 amplifier found in the Mannella lab is shown in
Figure 4.13 [20]. At the heart of this amplifier is a TeO2 acousto-optical Q-switch. Prior to
seeding with a chirped pulse, lasing inside the amplifier is held off so as to allow for a population
inversion well above the lasing threshold to be reached. This is accomplished by keeping the
amplifier cavity in a lossy, or low Q,	
  state.	
  To do so, a radio frequency generator is used to drive
an ultrasonic wave in the TeO2 glass. This	
  wave will create a periodic strain in the medium,
which, by the photoelastic effect, gives rise to a periodic modulation of the refractive index.
Such a modulation will then act as a phase grating that serves to diffract the beam out from the
cavity and therefore prevents lasing from occurring. While the cavity is in its low Q state, the
Ti:Sapphire in the amplifier is being continuously pumped, which, thanks to the long lifetime of
the upper state laser level (~2.5	
  µs), results in a significant population inversion in the crystal.
Upon injection of the pulse, the radio frequency generator is cut off and the amplifier cavity is
suddenly switched to a high Q state. This results in a high gain of the Ti:Sapphire medium and
therefore allows for further amplification of the injected pulse with each pass through the
amplifier. At peak amplification (22 round trips) the pulse is ejected from the amplifier by an
acousto-optical cavity dumper and directed towards a grating compressor. After compression the
final laser output is a 4	
  µJ, π-polarized pulse that is ~60 fs in duration.	
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Figure 4.13: Schematic diagram of the Coherent RegA 9050 chirped regenerative amplifier
reproduced here from [20]
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Chapter 5: Investigation into the Electronic Structure
of Cr1/3NbS2

In Chapter 2, a clear motivation for studying the electronic structure of the chiral
helimagnet and 3d intercalated transition metal dichalcogenide (TMDC), Cr1/3NbS2 was
presented. While much of this discussion centered on broader concepts like the relation between
spin-orbit coupling and the Dzyaloshinskii-Moriya interaction (DMI), such questions pertaining
to the validity of the rigid band interpretation and the microscopic origin of the negative
magnetoresistance can more readily be addressed. Therefore, it is the aim of this chapter to
present results from electronic structure measurements on Cr1/3NbS2 that not only demonstrate
the rigid band picture to be untenable, but provide evidence showing that spin ordering alone
cannot explain the magneto-transport properties exhibited by this material. Seeing as such
findings run counter to the more widely accepted understanding of this class of materials it is
important to have in mind whether the surface measured reflects the electronic structure of the
bulk crystal.

5.1 Surface Characterization
Generally speaking, it cannot be assumed that a surface cleaved in-situ will be
representative of bulk. This can be attributed to the fact that surfaces will often relax or
reconstruct so as to lower their free energy. Even without such processes, thanks to the fact that
Cr atoms intercalate within the van der Waals gaps of NbS2, through cleaving Cr1/3NbS2 it is
entirely possible that both the ordering and stoichiometry of the remaining Cr atoms on the
freshly exposed surface be different from that in bulk. Such a difference has important
consequences on the electronic structure as it would imply a unique Brillouin zone or even
doping of the topmost NbS2 layer. Thus, before it can be reliably understood how Cr
intercalation serves to modify the electronic structure of the parent NbS2 compound, a complete
characterization of the surface must first be performed. To do so, core level photoemission
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(PES) is especially well suited as its sensitivity to the local electronic environment allows one to
distinguish between spectroscopic features associated with surface verse bulk.
Keeping the crystal structure of Cr1/3NbS2 in mind, it is expected that a freshly cleaved
surface be predominately S terminated with some residual Cr adatoms present. For this reason,
we first investigated both the S 2p and Cr 2p core level PES spectra for signatures of different
chemical environments associated with surface verse bulk. As can be seen from Figure 5.1 (a),
the S 2p spectrum consists of three main structures, indicating the presence of more than one
component. The spectrum is fit well by two doublets, where each doublet accounts for the spin
orbit separation of the 2p1/2 and 2p3/2 core levels. From the fit, both the energy separation and
the relative intensities of the peaks in each LS doublet were constrained to be the same. In
seeing all S atoms lie in the same crystallographic site for the x = 1/3 stoichiometry, the presence
of two doublets cannot be attributed to inequivalent S sites. Rather, the large (≈ 1eV) difference
in binding energy between the pair of doublets suggests that the spectrum can be attributed to S
having two distinct chemical environments associated with surface and bulk. Specifically, in
seeing that the S 2p spectrum was measured at normal emission, the more prominent doublet at
higher binding energy likely originates from S atoms bonded to the Cr intercalant as is expected
from bulk. In contrast, due to a difference in coordination number, the lower binding energy
doublet must then originate from surface S atoms possessing a lower coordination, thanks to an
absence of surface Cr atoms removed by sample cleave. A similar assignment was made for the
S 2p spectrum reported for FexNbS2 [140].
In much the same manner, it is expected that the Cr core level spectra likewise exhibit
lower binding energy components owing to presence of surface Cr atoms having a lower
coordination than in bulk. However, as shown in Figure 5.1(b), the Cr 2p core level spectrum
does not exhibit a clear indication of such a surface component, despite the fact that this deeper
core level was measured with the same photon energy as was used for the S 2p in Figure 5.1 (a).
Put another way, for a fixed photon energy, the kinetic energy of a photoelectron coming from a
deeper core level will be lower than that from a shallower core level making the former a more
surface sensitive measurement. That being said, the spectrum in Figure 5.1(b) consists of three
main peaks, labeled as A, B, and C. Peak C is a loss feature, and is observed in all of the other
core level spectra measured in this study. Its value of 24 eV is consistent with the value assigned
to a plasmon loss in FexNbS2 [140] and is therefore assigned as the same in this study. Peaks
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Figure 5.1: a) S 2p core level spectrum taken at normal emission from in situ cleaved Cr1/3NbS2
with hν = 918 eV. The BE separation between the doublet originating from the surface (solid
line) and the deeper layers (dashed line) amounts to ~1 eV. (b) Cr 2p core level recorded at
normal emission with hν = 918eV. Key features include a spin orbit split doublet (A, B), and a
loss feature (C). The arrows indicate kinks in the line shape of features A and B.
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A and B correspond to the spin-orbit split doublet of the Cr 2p core level.
While both peaks are intrinsically broad, owing to the fact that deeper core levels to have
a shorter core hole lifetime, it is evident by the kinks in the lineshape that peaks A and B consist
of more than one component. Addressing first the kinks at higher binding energies, such features
are likely attributed to the presence of correlation satellites, such as charge transfer satellites,
owing to the more localized environment of the Cr atom. This assignment was ultimately made
based on consideration that no oxide contamination could be identified in the survey spectrum
and that similar findings have been observed in the core levels of several other 3d intercalated
1T-TiS2 compounds [141]. Conversely, by following similar arguments as above, the kinks in
the lineshape on the low binding energy side of each peak are consistent with the presence of a
surface component. Furthermore, based on the position of such kinks, there is the possibility that
surface Cr have a lower valence as compared to bulk [142]. Unfortunately, due to the fact that
the Cr 3s multiplet sat on a nearby loss feature of the Nb 4s, it was difficult to assign the
particular valence of surface verse bulk from fitting. For this same reason, no attempt was made
to fit the Cr 2p spectrum due to its complicated nature.
On the basis of core level PES, there is a clear indication that the in-situ cleaved surface
of Cr1/3NbS2 is predominately S terminated. However, on the basis of these measurements, it
remains unclear as to how much Cr remains on the surface following sample cleave, let alone if
such Cr is atomically ordered. Thus, to gain additional insights both Low Energy Electron
Diffraction (LEED) and Scanning Tunneling Microscopy (STM) experiments were performed.
The STM image shown in Figure 5.2(a) reveals two distinct surfaces types. While some
locations on the terraces are atomically flat, most of the areas have a much higher corrugation.
We refer to these two types of terraces as smooth and rough, respectively. The difference in
corrugation between the two distinct areas is best illustrated by the line profile corresponding to
the dashed line in Figure 5.2(a). Here, the line profile shown in Figure 5.2(b) reveals a terrace
step height of 0.61nm, with lower corrugation seen on the left (smooth area), and higher
corrugation on the right (rough area). Based on the crystallographic lattice parameters of this
material [5], such a step height is consistent with the separation distance between NbS2 planes.
While both the rough and smooth areas share the same base line, the rough area exhibits
spikes of several angstroms. Atomic scale images of the two areas shown in Figures 5.2(c),(d)
reveal a hexagonal period in the atomic resolution image of the smooth area that is around 0.566
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Figure 5.2: (a) STM image of in situ cleaved Cr1/3NbS2 single crystals taken with a bias voltage
of -0.4V illustrating the large-scale surface morphology. (b) Line profile along the broken line in
a) reveals a terrace step height of 0.61 nm with high corrugation near the step edge. (c,d) Atomic
resolution images of the (c) “smooth” and (d) “rough” areas denoted by s and r respectively.
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nm (Figure 5.2(c)). This value is consistent with the unit cell dimension of bulk Cr1/3NbS2,
where Cr atoms order in a (√3a×√3a) superstructure. In contrast, the atomic resolution image of
the rough area shows no such periodic order (Figure 5.2(d)). Hence, based on what is known
from core level PES and crystal structure, we identify the rough areas as comprised of
disordered, residual Cr adatoms remaining on the surface following sample cleave, while the
smooth areas are Cr free, S terminated planes. From this assignment, the fact that lattice
constant measured corresponds to that of Cr1/3NbS2 and not the 0.333 nm expected for NbS2 can
be attributed to the fact that Cr ordering below the surface NbS2 plane can produce a
superstructure contrast in STM images of the surface through charge transfer modification of the
local density of states [143]. Thus, despite the ordered Cr residing beneath the surface in the van
der Waals gaps, the presence of the intercalant can still influence the local electronic
environment at the surface. Taken as a whole, the results from real space imaging show that on
average, there is a Cr deficiency on the surface as compared to the completely filled
(√3×√3)R30° Cr superlattice in bulk, and what Cr that does remain is loosely bound possessing
no periodic order.
These STM results are corroborated by the findings from LEED collected with a
systematic variation of electron beam energy. Notably, the LEED data are consistent with the
absence of a (√3×√3)R30° Cr superstructure at the surface of cleaved Cr1/3NbS2. Here, a
representative LEED pattern taken with a beam energy EB = 215 eV is shown in Figure 5.3.
From this image, the intense spots corresponding to the 1×1 periodicity of the NbS2 lattice, and
weaker (√3×√3)R30° superstructure spots attributed to Cr ordering can be seen. Given the
(√3×√3)R30° spots to possess a smaller reciprocal lattice vector compared to the 1×1, it is
expected that these spots enter the field of view of the screen well before the 1×1. However, the
opposite behavior is observed. Namely, while the 1×1 spots can be found at the border of the
screen for EB = 60 eV, the (√3×√3)R30° spots do not become visible with any significant
intensity until EB > 80 eV. This observation can be rationalized by recognizing that with
increasing electron beam energies the probing depth of the LEED experiment is increased. That
is, for low beam energies the experiment is more surface sensitive and only the 1×1 NbS2
termination is observed, whereas at higher beam energies the electron beam diffracts off of
structures deeper below the surface, such as the (√3×√3)R30° Cr superstructure present in the
bulk. Hence we conclude that the observed (√3×√3)R30° superstructure is located below the
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surface plane and is representative of Cr ordering in the bulk.
As this finding relates to measurements of the electronic band dispersion using surface
sensitive techniques like Angle Resolved PhotoEmission Spectroscopy (ARPES), it is clear from
Figure 5.4 that despite the presence of disordered Cr adatoms on the surface, the ARPES data are
of high quality, and reveal the presence of dispersing bands. However, a closer inspection of the
image plot in Figure 5.4(a) reveals several non-dispersing states with approximate energies of
1.5 eV, 1.0 eV, 0.5 eV and 0.25 eV below EF. These states can be more clearly seem in Figure
5.4(b) from the stacked Energy Distribution Curves (EDC), which show photoelectron intensity
plotted for fixed momenta as a function of energy. Based upon the findings of core level PES,
STM and LEED, these non-dispersive states likely originate from the remaining Cr adatoms
randomly distributed on the surface. As would be expected, such states are found to show no
dispersion with photon energy—a characteristic indicative of surface states—and are enhanced
under certain measuring conditions such as when the photon polarization is contained in the
sample plane, or when the photon energy is tuned across a Cr resonance.
Further confirmation that the non-dispersive states observed in ARPES originate from
residual surface Cr atoms comes from Resonant PhotoEmission Spectroscopy (ResPES). In a
ResPES experiment, the incident photon energy is tuned across the absorption edge of a deeper
core level of an atom [17,118,144]. As discussed in section 3.1.4, from such a measurement PES
spectra of the valence band (VB) develop an elemental sensitivity as the portion of the VB
associated with the resonating energy level(s) is enhanced. In this way, it is possible to identify
the contribution originating from a select element in the total VB structure. As shown in Figures
5.5(b),(c), when the photon energy is tuned across the Cr L3-edge there is a marked enhancement
of a narrowly defined state in the VB ≈ 1.5 eV below EF. From selection rules, by tuning the
energy across a 2p absorption it follows that the corresponding resonant channel must then
belong to the Cr 3d manifold. Importantly, this resonance was observed for the photon
polarization being parallel to the sample plane, and with the photon energy tuned in proximity of
the shoulder located on the low energy side of the XAS spectrum (Figure 5.5(a)). From our
previous findings, this would suggest that the low energy shoulder in the Cr XAS spectrum
originates from non-periodically ordered Cr at the surface. Consequently, the resonance of the
narrow state 1.5 eV below EF most likely corresponds to the same non-dispersive states seen in
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Figure 5.4: High resolution ARPES spectra taken from Cr1/3NbS2 with σ-polarized photons of
energy hν = 48eV. Non-dispersive surface states are indicated by arrows in both the a) image
plot and b) stacked EDCs.
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the ARPES spectra. In fact this has been subsequently confirmed by collecting ARPES spectra
across the Cr L3 resonance.
From Figure 5.4, it appears that the only affect that the presence of non-periodically
ordered Cr adatoms has on the ARPES spectra is in giving rise to non-dispersive surface states.
However, by removing a fraction of Cr atoms by cleaving, it is possible that not only the
ordering, but also the stoichiometry at the surface be different from that in the bulk. Seeing as
the Cr intercalant serves to donate electrons to Nb-derived bands, having a difference in surface
Cr could lead to a doping in the top-most NbS2 layer that is different from that in the bulk. Thus,
in order to address whether conventional ARPES experiments can be used to study the true bulk
electronic structure of Cr1/3NbS2, a direct comparison between spectra collected at different
probing depths must be made. Ideally this could be assessed by performing a Luttinger count on
Fermi surface (FS) maps taken at increasingly higher photon energies into the soft-X-ray regime.
Unfortunately, due to the low photoelectron cross-sections at such high photon energies, a full
FS map having adequate statistics cannot be feasibly measured. As an alternative, we report here,
cuts of the band dispersion measured from hν = 40 eV through hν = 736 eV with the hope of
determining whether changes in the Fermi crossing points can be taken as indication for a
difference in doping at the surface.
The results of this experiment are presented in Figure 5.6, which shows a comparison
between ARPES image plots taken along the ΓK direction using conventional (hν = 40 eV,
Figure 5.6(a1)), and soft x-ray photon energies (hν = 196 eV, 401 eV, 736 eV in Figures 5.6(a2),
5.6(a3), and 5.6(a4), respectively). In this case, after having measured an inner potential of 14
eV, such energies were chosen so as to yield the same kz = 0 value in the reduced zone scheme.
By doing so, any difference observed in the dispersion can be attributed to changes occurring
with probing depth and not simply a consequence of kz dispersion. With that being said, the
estimated probing depths that will correspond to the above photon energies are computed to be
23 Å, 32 Å, and 44 Å. Unfortunately, such an increase in probe depth comes at the price of a
poorer energy and momentum resolution. Namely, the overall energy resolution can be
estimated to be ≈ 53 meV, 139 meV, and 250 meV, while the corresponding momentum
resolution will be ≈ 0.18 Å-1, 0.27 Å-1, and 0.36 Å-1, respectively. To a first approximation, the
worsening of the energy and momentum resolution at higher photon energies manifest in the
image plots as a smearing of spectral features. This is especially true for the spectrum obtained
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Figure 5.6: ARPES spectra measured from Cr1/3NbS2 along the ΓK direction over a wide (a1-a4)
and narrower (b1-b4) binding energy range using photon energies hν = 40 eV (a1, b1), hν = 196
eV (a2, b2), hν = 401eV (a3, b3) and hν = 736 eV (a4, b4). Spectra at hν = 40 eV has been
symmetrized with respect to the Γ point.
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at hν = 736 eV (Figures 5.6(a4),(b4)), where the poorer energy resolution has the effect of
smearing the image especially along the energy axis, giving the appearance of only a single
broad band near EF. However, despite this worsening in resolution it is important to note that it
is still possible to identify the same dispersing features in the spectra irrespective of the photon
energy used.
That is, while the resultant smearing due to poor resolution renders a comparison between
the image plots not immediate, inspection of the corresponding EDC and MDC stacks shown in
Figure 5.7 reveals there to be similar spectral features in all the data collected at high energies.
Most notably, two bands are clearly seen in the EDC stacks taken at hν = 40 eV (Figure 5.7(a1)),
hν = 196 eV (Figure 5.7(a2)) and hν = 401 eV (Figure 5.7(a3)), while the asymmetric lineshape
of the EDCs in Figure 5.7(a4) indicates that the signal originating from this spectra is comprised
of the same bands observed at lower energies, but smeared due to a loss of resolution. As can be
seen from both the image plot and EDC stack in Figures 5.6(b3) and 5.7(a3), the relative intensity
of the lower lying band increases for the spectra taken with hν = 401 eV as compared to that
obtained with conventional ARPES energies. Noting, however, by inspection of the EDC stacks
in Figure 5.7(a1) that this lower band is still present in the hν = 40 eV spectra, it is likely that the
progressive increase in relative intensity of this band at higher photon energies comes about due
to matrix element effects, rather than being indicative of differences in the electronic structure
corresponding to different sampling depths. Therefore, on the basis of these findings, it appears
at least qualitatively there is no significant differences in the electronic structure as a function of
probe depth.
More rigorously, if there is a difference in stoichiometry of the surface Cr that would lead
to a doping in the top-most NbS2 layer that is different from bulk, then it is expected that the
Fermi crossing points determined from the MDCs show some kind of systematic trend with
increased probing depth. In this case, thanks to a slight but noticeable sample misalignment, we
specifically focus on the band crossings in proximity to the Γ point. As shown in Figure 5.8,
from the MDCs extracted at EF, there are three main structures, labeled as α, β1, and β2, that can
be identified in the low energy data (hν = 40 eV). The curves become much broader for higher
photon energies, consistent with the worsening of momentum resolution. Taking the latter into
account, the data taken with hν = 196 eV are in good agreement with the hν = 40 eV data as far
as structures α and β1 are concerned. On the contrary, structure β2 is not visible. Its presence is,
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Figure 5.7 Stacked EDCs (a1-a4) and MDCs (b1-b4) along the ΓK direction extracted from the
corresponding image plots depicted in Figure 5.6 b1-b4. Tick marks tracing the dispersion of the
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however, fully consistent with the data taken with hν = 401 eV. At this energy, the intensity at
the momentum corresponding to structure β2 is comparable to that of structures α and β1, and
cannot be accounted for by a broadening of the hν = 196 eV data. Conversely, the intensity of
the data taken with hν = 736 eV is again higher for the momentum corresponding to structures α
and β1, while the intensity in at β2 is now suppressed. From this, it is evident that the difference
in spectral weight of the various crossing points shows no clear monotonic trend. Similarly,
based on the location of the Fermi momenta assigned from the spectra collected with hν = 40eV,
there is no significant shift in the Fermi crossing point occurring with increasing photon energy.
Consequently, despite a fraction of Cr being removed with the sample cleave, the fact
that the Fermi crossing does not change with increasing probing depth implies a nominal half
coverage on the topmost NbS2 layer. While it has been established that such Cr is not
periodically ordered, and will therefore give rise to non-dispersive surface states in the ARPES
spectra, it is still capable of donating electrons to Nb bands. By doing so, under a nominal half
coverage it is expected that there then be no difference in the doping of the topmost NbS2 layer
meaning that the salient features of the electronic structure revealed by low energy ARPES, such
as bands dispersion and Fermi momenta, are not significantly modified as compared to the bulk.

5.2 Comparison of Cr1/3NbS2 and NbS2
In having established from the previous section that electronic structure measurements of
in-situ cleaved Cr1/3NbS2 can be used to reliably measure how intercalation serves to modify the
host NbS2 compound, we turn our attention now towards addressing the validity of the rigid band
picture in this class of materials. As was previously discussed, the rigid band picture is the most
common interpretation used in rationalizing intercalant-induced modifications of the host
electronic structure [59,80]. By testing the validity of this picture, new insights can be gained
into not just the electronic structure but the magnetism and magneto-transport properties as well.
Namely, the assignment of spin ordering as the origin of the negative magnetoresistance in this
material turns out to be fully consistent with a rigid band interpretation. This is due to the fact
that the rigid band picture stipulates that intercalant atoms act as a charge reservoir donating
electronic charge, with the effect of raising the chemical potential, without altering the overall FS
and band topology of the host material. Thus, following donation of electrons to Nb-derived
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bands, the remaining electrons on the Cr site will simply form local spin moments that are
coupled to neighboring sites through conduction electrons. By calling this picture into question,
the whole microscopic basis for understanding the coupling between the magnetic and transport
degrees of freedom in this material then changes. Thus, we begin with a direct comparison of
core level PES and ARPES measurements taken on NbS2 and Cr1/3NbS2.
The integrated VB, S 3s, and Nb 3d PES core level spectra are shown in Figure 5.9. The
VB exhibits three main structures, which in Cr1/3NbS2 are shifted by ≈ 0.4 eV to higher binding
energy. Seeing as the same shift occurs for the shallow S 3s core level (Figure 5.9(a)), this
suggests that the chemical potential does increase in NbS2 upon Cr intercalation. In contrast, the
Nb 3d core level shows no such shift, but as can be seen from Figure 5.9(b), there is a change in
its lineshape. Namely, the satellite peaks at higher binding energy present in the Nb 3d spectrum
become strongly suppressed when Cr is intercalated. Noting such components to be absent from
the Nb 3p spectrum, we exclude the possibility that they arise due to oxidation or contamination.
Rather, the difference in the lineshapes indicates that Cr intercalation alters the local electronic
environment of the Nb atoms. In agreement with the conclusions reported in similar studies on
FexNbS2 [140], the two components in the spectra are indicative of different screening channels
identified as the well-screened, and poorly-screened peaks. The suppression of the poorly
screened satellite in favor of the well-screened main peak in Cr1/3NbS2 is then consistent with the
fact that charge donation, resulting from intercalation, increases the number of available carriers
capable of screening a resultant hole in the NbS2 layer.
From the ARPES image plots depicted in Figure 5.10, there appears to be no significant
difference in the band structure of NbS2 and Cr1/3NbS2 beyond that of the same ≈ 0.4 eV shift.
Using band structure calculations for bulk NbS2 as a guide to compare with our ARPES results
[145], it becomes evident from the EDC stacks in Figure 5.11(a1),(a2) that two bands are found to
cross EF at both the Γ and K points of the host compound. Based on what is known of the
electronic structure for this compound, these two bands are identified as the bilayer split Nb 4d
bands. Regarding Cr1/3NbS2, given its apparent similarity to the band structure of NbS2, we can
trace the same two bands in the EDC stacks of Figure 5.11(b1),(b2). Here, due to a shift in the
chemical potential, the upper band is found to have a well-defined Fermi crossing in the vicinity
of the Γ and K points, while the lower band sinks to ≈ 0.2 eV below EF. In the rigid band
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interpretation, this can be understood in terms of a filling of the bilayer split, bonding band due
to the introduction of additional charge carriers from the Cr intercalant.
Based on the data presented thus far, it would appear that a rigid band picture nicely
describes the changes occurring to the TMDC electronic structure through the introduction of an
intercalant. However, closer inspection of the MDCs extracted at EF provides the first indication
for a breakdown of this picture. Namely, while the MDC shown in Figure 5.12(a1) is nicely fit
by two peaks representing the band crossings for the bilayer split NbS2 bands, the situation for
Cr1/3NbS2 is clearly more complicated. From Figure 5.12(b1) three clearly identifiable structures
near Γ, and a broad structure consisting of more than one component at K can be identified. The
presence of these three structures in proximity of the Γ point indicates that there are three bands
crossings near the zone center, denoted hereafter as α, β , and β . Since Cr intercalation has the
1

2

effect of raising the chemical potential, one would expect for the Fermi crossings at Γ of the
hole-like NbS2 bands to move towards lower kFs. This is the situation for the α and β bands,
1

however the kF of the β band (0.5 Å-1) is much greater than that of any NbS2 derived band. By
2

merely considering a raise in the chemical potential, this observation indicates that the β2 band
cannot originate from the band structure of NbS2. In a similar manner, supposing that with Cr
intercalation one of the bilayer split Nb bands sinks below EF, on the basis of DFT calculations, a
shift of the chemical potential compatible with our observations would indicate that just the α
band of Cr1/3NbS2 can be attributed to the bilayer split, anti-bonding band of NbS2. Therefore, in
Cr1/3NbS2 the β1 and β2 bands do not originate from the NbS2 band structure.
At the K point, the large intrinsic width of the structure in the MDC shown in Figure
5.12(b1) is consistent with the fact that the set of hole-like bands at this point will approach each
other due to the chemical potential being raised. A fit of the MDC in proximity of K reveals two
peaks, labeled as γ1 and γ2, which are symmetrically located with respect to this point. We
identify the position of these peaks as the kF corresponding to that of the doped anti-bonding
band of NbS2. A third band denoted as δ crosses EF at ≈ 0.95 Å-1. Since the lower band in NbS2
has been observed to sink below EF upon Cr atoms intercalation, we likewise identify the δ band
as being unique to Cr1/3NbS2 and therefore cannot be rationalized on the basis of a rigid band
picture.
That is, despite the fact that Cr atoms effectively donate electrons to the NbS2 layer,
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intercalation also appears to cause significant modifications to the electronic structure of the host
compound. Such findings run contrary to the commonly held interpretation that the added
electronic charge introduced by the intercalant changes the total number of carriers, without
altering the band or FS topology of the host material. Rather, the two additional bands at
Γ (β , β ), and one additional band at Κ (δ) are found to arise solely as a result of Cr intercalation,
1

2

and cannot be rationalized on the basis of a rigid band picture. Therefore it is natural to inquire
as to the origin of these bands.

5.3 Polarization Dependence
Through use of polarization and temperature dependent ARPES, further insights into the
origin of the β1,β2 and δ bands can be gained. Specifically, in Cr1/3NbS2, the bands forming the
FS will derive from the d-orbitals of Nb and Cr. Recalling from section 3.1.2 that by exploiting
the fact that the out-going photoelectron must necessary be even with respect to the scattering
plane, the symmetry of the photoelectron’s initial state can be determined through the particular
choice of photon polarization with respect to this plane [9,13]. By selecting a photon
polarization that is either odd (σ-) or even (π-) with respect to the scattering plane, symmetry
constraints on the dipole matrix element will require that the respective initial state of the
photoelectron likewise be odd or even. In this way, polarization dependent ARPES
measurements like those depicted in Figure 5.13 can then be used to determinate the majority
orbital character of the bands in this compound.
FS maps of Cr1/3NbS2 measured with the analyzer slit oriented along the ΓK and ΓM
directions using both σ- and π- polarization geometries are shown in Figure 5.14. Here, the
intensity of the features at Γ and K depends sensitively on the photon polarization used.
Notably, for the bands crossing EF in proximity to Γ, a marked enhancement in their intensity is
observed with the use of a π-polarization. Furthermore, by observing that the intensity of these
bands does not change appreciably when the mirror plane is oriented along the ΓK or ΓM
directions, it is likely that they possess an even orbital character that is most consistent with that
of a dz2 orbital. In contrast, the intensity of the bands crossing EF in proximity to K is enhanced
through use of a σ-polarization. While the symmetry of the states at K cannot be unambiguously
determined, it is clear that these bands must have an odd orbital character, which is most
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consistent with that of the in-plane, dxy/dx2-y2 orbitals. As it turns out, the assignment of the
above orbital character at Γ and K in Cr1/3NbS2 is fully consistent with that of ab-initio DFT
calculations for 2H-NbSe2 [82]. That is, despite the rigid band picture failing to describe the
electronic structure of Cr intercalated NbS2, the orbital character of the states at Γ and K seems
to be retained. Thus, as can be seen in both Figure 5.13 and Figure 5.14, the β1, β2 bands at Γ
and the δ band at K posses an orbital character that is likewise consistent with that of an out-ofplane dz2, and an in-plane dxy/dx2-y2 orbital respectively.

5.4 Temperature dependence
After having investigated the polarization dependence of the new states that emerge in
the NbS2 band structure from Cr intercalation, further insights can be gained by carrying out
temperature dependent ARPES experiments through the helimagnet transition temperature, TC
( = 131K). While no change was observed for the δ band, from the image plots depicted in
Figure 5.15, the band crossing of the outermost β2 band is seen to shift towards Γ with increasing
temperature. Closer inspection of the MDCs extracted at EF from spectra measured along the
ΓM direction as a function of temperature reveals that as temperature is raised above 50K, not
only does the Fermi momentum (kF) of the β2 band begins to shift towards Γ, but a progressive
decrease of the spectral weight of the same band is found to occur (Figure 5.16). For T > 120K,
it becomes impossible to clearly distinguish the kF of β2 from that of β1. Given the close
proximity of this temperature to TC, the relative shift of β2 towards β1 suggests that these bands
arise from magnetic exchange splitting.
The assignment of the β1,2 bands as magnetic exchange split bands suggests the presence
of Cr-derived states at EF. Indeed, this has been confirmed with ResPES, where excitation with
photon energies tuned across the Cr L-edge makes it possible to identify Cr 3d states in the VB.
Unlike the previous ResPES results presented in Figure 5.5, those shown in Figure 5.17 where
taken with a different photon polarization specifically chosen so as to emphasize the Cr-derived
states having an out-of-plane orbital character. In such a case, a direct comparison of the
ResPES spectra taken across the Cr L- and the Nb M-edges reveals a clear resonance of the state
≈ 0.6 eV below EF. Recalling from literature that this state is known to be the Nb “dz2 sub-band”
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[59], a resonance across the Cr edge would then suggest there to be hybridization between the
Cr- and Nb- states that comprise the VB. Furthermore, as shown in Figure 5.17(b), by comparing
valence band traces taken through the Cr L3 resonance, it found that the states at EF are likewise
observed to resonate. Taken together, these results demonstrate that both Cr- and Nb-derived
states are hybridized, and participate in the formation of the FS.
As was previously mentioned, the presence of Cr-derived states at EF has significant
implications for a microscopic description of magnetism and its interplay with the transport
degrees of freedom. Namely, the use of spin ordering arguments in the interpretation of the
magnetoresistance for this material is fully consistent with a rigid band picture. Here, given the
large separation distance between Cr atoms, it is generally believed that the Curie-Weiss local
spin moments (LSMs) are localized to the Cr sites, and that the states at EF, the ones responsible
for transport, are Nb-derived [59,146]. This leads to the notion that ferromagnetism in Cr1/3NbS2
occurs via an RKKY exchange interaction between Cr LSMs and Nb–derived conduction
electrons [91,92]. In such a case, when LSMs are formed from electrons with states not present
at the Fermi level, and hence not rooted in transport, the magnetism can be discussed
concentrating on the magnetic DOF alone. This is exactly the case for insulating transition metal
oxides and rare earth metals, where at most, the interaction between LSMs and itinerant electrons
can be considered as a weak perturbation resulting from an instability of the FS, as in the RKKY
picture [147].
Based on the findings presented in Figure 5.17, for Cr1/3NbS2 the LSMs are formed from
Cr 3d states, some of which are also present at the Fermi level. Consequently, a clear separation
of magnetic and itinerant degrees of freedom does not occur, and the motion of the itinerant
electrons and the LSMs are influenced reciprocally in a self-consistent fashion, as in itinerant 3d
magnetic systems [148,149,150]. Evidence in support of such a strong interplay between the
itinerant and magnetic degrees of freedom in Cr1/3NbS2 can actually be found in the temperature
dependent ARPES data taken across TC. As was shown in Figure 5.16 from the MDCs, the
merging of the β1 and β2 bands as temperature is raised above 50K is also accompanied by a
significant loss of spectral weight at EF. This is better illustrated by the EDCs extracted from a
momentum integration of the ARPES data over k = 0.24 Å-1 to 0.8 Å-1 (cf. Figure 5.18(a)).
ΓΜ

Such a wide momentum range was chosen so as to encompass both crossing points of the
exchange split β1,2 bands and avoid any loss of spectral weight associated with the branching of
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Figure 5.18: (a) EDC spectra integrated from kΓM = 0.24 Å-1 to 0.8 Å-1 and normalized to photon
flux. This data reveals an increase of spectral weight in proximity of EF occurring for T < TC.
Similarly, (b) shows EDCs extracted at kF of the α band as a function of temperature in which
spectra have been normalized in a region absent of any dispersive features (1.4 eV). Note the
monotonic increase of spectral weight as T is lowered below TC. This behavior is more clearly
highlighted by the inset in (b) showing the changes in spectral weight occurring within 150 meV
from EF.
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the bands for T < TC. From Figure 5.18(a), it is evident that as T > 50K, the spectral weight in
proximity to EF begins to drop until T > 120K, whereupon there is no longer any change.
Furthermore, while it appears from the image plots in Figure 5.15 that little to no change
in the behavior of the α band is observed as temperature is varied across TC, nevertheless the
same monotonic drop of spectral weight with increasing T is exhibited by the EDCs extracted at
the kF vector of the α band (Figure 5.18(b)). This behavior can be more clearly illustrated by
removing the Fermi-Dirac distribution through symmetrizing about EF (Figure 5.19). Namely,
through symmetrization, it is more clearly revealed that this drop in spectral weight occurring
with increasing T can be solely attributed to the behavior of the single particle removal spectral
function. Here, the choice of symmetrizing the data as opposed to a direct deconvolution of the
Fermi-Dirac distribution stems from the relative ease of removing the Fermi function that
symmetrization offers. Namely, rather than having to divide through by small numbers for E >
EF, as would be the case for a deconvolution, symmetrization takes advantage of the fact that f(-

ω) = 1 - f(ω). However, by doing so, it is assumed that the spectral function is necessarily even
in proximity to EF, making A—(kF,ω) = A—(kF, -ω). Given the symmetrized spectra in Figure
5.19 to similarly shows a clear, monotonic drop in spectral weight as T is raised above TC, these
results complement that of Figure 5.18(b) as it demonstrates that the change in the EDC intensity
is not a simply a consequence of Fermi broadening but the true underlying behavior of the
spectral function. Importantly, we stress that the increase in spectral weight occurring in our data
for T < TC is in contrast to both the behavior of a typical exchange split band in an itinerant
ferromagnetic system [151], and the results of first principle Density Functional Theory
calculations in Cr1/3NbS2 [5]. Rather, despite the latter predicting the existence of Cr-derived
states at EF, it also indicated a substantial reduction of spectral weight at EF for T < TC,
consistent with the Stoner criterion. Furthermore, we note that the increase of spectral weight
observed in our data occurs mostly in proximity to TC, as temperature is lowered from T = 130 K
to T = 90 K. This behavior cannot be accounted by thermal broadening effects, and suggests
instead a close relationship to the drop of the in-plane resistivity occurring right at TC.	
  
We believe that these results provide relevant insights that assist in rationalizing at a
microscopic level the interplay of the in-plane transport and magnetic degrees of freedom. This
interplay, established by magneto-transport measurements and the behavior of the in-plane
resistivity at TC, indicate the occurrence of a mechanism that links electron itinerancy to the
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Figure 5.19: Symmetrized EDCs of the α-band displayed over +/- 200 meV binding energy
range and stacked as a function of increasing temperature.
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onset of ferromagnetism. Our findings lead naturally to the notion that such mechanism is rooted
in the microscopic interaction between itinerant electrons and LSMs. This interaction is far
richer than that contemplated in the conventional RKKY picture. In the latter, the interaction
between itinerant electrons and LSMs is taken into account only as a weak perturbation. On the
contrary, the presence of Cr-derived states at the FS provides evidence that itinerant electrons
and LSMs are strongly coupled, as both are formed by Cr-derived states.
While not possible to fully elucidate the details of this interaction on the basis of this
work, from the set of considerations valid for itinerant 3d magnetic systems [148,149,150], the
ability of itinerant electrons and LSMs to influence each other self-consistently can have
important implication on the mechanism leading to ferromagnetic order. On the one hand,
ferromagnetic order can foster electron itinerancy by reduction of electron scattering with
thermal fluctuations of the LSMs. On the other hand, due to their strong coupling, the
interaction between itinerant electrons and LSMs is synergistic, characterized by a regenerative
aspect of electron itinerancy: ferromagnetic order promotes electron itinerancy, while the latter
in turn modulates indirectly the exchange interaction between LSMs, leading to order. In this
scenario, electron itinerancy acquires a fundamental role in the attainment of ferromagnetic
order, and the magnetic transition in Cr1/3NbS2 can be viewed as a cooperative phenomenon
driven by the mutual interaction of itinerant electrons and LSMs. The concomitant increase of
electron itinerancy and alignment of the LSMs provide a route for the minimization of the total
energy of the system. Electron itinerancy also provides new degrees of freedom that relieve
entropy by adding significant flexibility to how the LSMs can interact with itinerant electrons,
and indirectly with each other. Based on this interpretation, important aspects of in-plane
transport can be rationalized within this scenario. For example, the minimization of the energy
of the system due to an increase of electron itinerancy provides a natural explanation for the drop
of the in-plane resistivity occurring right at TC, and for the negative in-plane magnetoresistance.
Ultimately, this serves to motivate future studies with the goal of understanding to what degree
this picture might complement, or even supplement, the mainstream RKKY mechanism in this
material.
By revealing that the close interplay between macroscopic magnetic and transport
degrees of freedom in Cr1/3NbS2 established by in-plane magneto-transport measurements is
rooted in the detailed microscopic mechanisms underlying the interaction between itinerant
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electrons and LSMs, our study underscores the relevance of microscopic length-scales and
details of the electronic structure in the description of the in-plane magneto-transport properties.
In Cr1/3NbS2, the elucidation of the mechanisms underlying both inter- and intra-layer magnetotransport acquires particular importance in light of the possibility of exploiting the significant
magnetic and transport anisotropy for functionalities of technological relevance. Our results
suggest that arguments based entirely on magnetic scattering are insufficient to explain all the
magneto-transport properties observed in this material. Certainly, since photoemission
measurements are sensitive to the first few atomic layers, our results are directly relevant to a
microscopic description of the in-plane, and not the inter-plane, magneto-transport properties.
Nevertheless, it is unlikely that the microscopic interaction between itinerant electrons and LSMs
evidenced by our data would be entirely irrelevant for the inter-layer magneto-transport
properties as well. In fact, any mechanism proposed to explain the inter-layer magnetoresistance
must be rooted in a Hamiltonian that necessarily has to take into account the interaction of
itinerant electrons with LSMs. Therefore we believe the strong coupling between itinerant
electrons and LSMs revealed by our data is thus relevant for any first-principle formulation of
magneto-transport properties in Cr1/3NbS2.

5.5 Insights from ab initio Calculations
Regarding the present state of ab initio calculations for this material, as has been briefly
mentioned throughout this chapter, a poor comparison with electronic structure measurements is
typically found. Initially, this was surprising given that several predictions made concerning the
magnetic and electronic properties of Cr1/3NbS2 showed consistency with experimental results.
This includes a saturated magnetic moment of 3.01 µB/Cr, fairly close to the experimental value
of 3.2 µB/Cr [5], and a “bare” low-temperature density-of-states of 2.76/eV-unit cell, which is
near the experimental value of 3.40/eV-unit cell [5]. Here, by considering that the latter value
includes the effective mass enhancement due to such factors as the electron-phonon interaction,
it is believed that this prediction is in fairly good agreement with experiment. Therefore, it is
important to understand what the root cause of the discrepancy between our ARPES
measurements and first principal calculations must be.
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As it turns out, significant insights into this problem can be gained from a measurement
of the kz dispersion. Namely, from Figure 5.20, the MDCs extracted at EF from ARPES spectra
measured along the ΓK direction using π- and σ-polarized photons of varying energy are used to
construct a FS map along kz direction given an inner potential of 14 eV. For both polarizations
the dispersion measured along kz is overall very modest, with kF’s changing by ≈ 0.05 Å-1 at
most. Seeing that such a small change translates to ≈ 4% of the length of the ΓK vector, it
appears that intercalation with Cr does not substantially alter the two-dimensional character of
the NbS2 band structure. Based on intuitive arguments, the extremely weak kz dispersion is
surprising in light of the notion that the introduction of an intercalant between NbS2 layers
should actually serve to increase the interaction between the layers. Based on DFT calculations,
such an increased interaction is what then led to a prediction that overestimates the threedimensionality of the FS in Cr1/3NbS2. In other words, by overestimating the threedimensionality of this system, it appears that DFT assigns a greater degree of covalency along
the Cr-NbS2 c-axis bond than what is observed experimentally.
One significant consequence from the overestimation of the covalency along the c-axis is
that the proper Brillouin zone for Cr1/3NbS2 turns out to be that of the (1×1) zone of the host
compound. Namely, due to the (√3×√3) superstructure ordering of Cr atoms, DFT calculations
for Cr1/3NbS2 are necessarily carried out in a reduced Brillouin zone defined by the dotted line in
Figure 5.14. In such a case, if the electronic structure of this material were to be correctly
described by the (√3×√3) zone, it is expected for the states at Γ and those at K to coincide.
However, as is clearly observed from our ARPES results, the states at Γ and K are unique from
one-another, with the bands having distinct topologies, Fermi crossings, and orbital character.
Recalling from the discussion in section 5.1, the fact that the proper Brillouin zone for Cr1/3NbS2
is that defined by the (1×1) cannot be ascribed to the surface sensitivity of ARPES, as the
superstructure ordering of Cr atoms is evident in the electronic structure by the presence of band
backfolding (Figure 5.21). This is clear indication that the coupling between the NbS2 and Cr
layers is not strong enough to back-fold the electronic structure of Cr1/3NbS2 into the reduced
(√3×√3) Brillouin zone. Such a claim as this is consistent with the weak intensity of the backfolded bands at Γ as the intensity of such bands should be proportional to the strength of the
coupling to the superlattice potential [152]. In the case of Cr1/3NbS2, this coupling is that of the
interlayer interaction between the NbS2 and Cr layers.
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Figure 5.20: MDCs extracted at EF along the ΓK direction using (a) π-polarized and (b) σpolarized photons. The photon energy was varied from hν = 40eV to hν = 60eV in steps of 1 eV
(a), or 2 eV (b).
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Figure 5.21: (a) Sketch of the 1×1 Brillouin zone illustrating how the hole-like band at K folds
due to a √3×√3 super-lattice potential. (b) Band dispersion taken along the ΓK direction with σpolarized photons of hν = 40eV. Superimposed on the image plot is a trace of the MDC peak
positions of the band at K (solid) translated by a √3×√3 lattice vector (broken line). (c) MDC
stacks having a negative offset taken from 300 meV to EF from the image plot in (b). Broken
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dispersion. (d) Band dispersion measured along the ΓK direction with LV polarized photons of
energy hν = 196 eV.
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In light of this claim, by returning to the DFT calculation some basic considerations
suggest a plausible explanation for the overstatement of the interlayer, Cr-mediated interaction to
be rooted in the detailed mechanisms governing axial transport. Namely, the calculated plasma
frequencies for Cr1/3NbS2 in the magnetic ground state are 0.95 eV (planar) and 1.12 eV (axial).
This latter value is indicative of a strong three-dimensionality, as illustrated in the substantial caxis dispersion of the calculation. From the calculated magnetic density-of-states of Cr1/3NbS2, it
is found that nearly all the spectral weight at EF is concentrated in the spin-up channel, and in
fact the spin-down channel is gapped just above EF. From these calculations one can also extract
the plasma frequency squared Ωp2 for the separate channels. For the spin-up channel the planar
value of Ωp2 is roughly an order of magnitude larger than for the c-axis, but surprisingly for the
spin down channel it is the c-axis Ωp2 that is larger. If the interlayer interaction is just slightly
overstated, as the Cr electronic wavefunctions is found to decay exponentially into the NbS2
layers, it is quite possible that the gap in the spin-down DOS would extend to EF, resulting in a
strong suppression of the interlayer transport. Furthermore, this overstatement effect would only
increase the anisotropy in the spin-up channel. In seeing as the Cr atom is the only “bridge”
between otherwise well separated NbS2 layers, all interlayer electronic transport must occur
through this atom. Therefore, by suppressing the number of available states capable of
participating in axial transport, the inter-layer coupling and thus three-dimensionality of the FS
becomes significantly weaker.
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Chapter 6: Spectroscopic Evidence for Strong
Quantum Spin Fluctuations with Itinerant Character
in YFe2Ge2
	
  
	
  
6.1 Introduction
The interplay between superconductivity and magnetism is one of the most interesting
topics in condensed matter physics. While known that conventional, i.e. s-wave,
superconductivity is damaged by nearness to magnetism [153], unconventional forms of
superconductivity, such as that exhibited by the high-TC cuprates, heavy fermions, and ironbased high temperature superconductors (Fe-HTSC), can be realized in proximity to
magnetically ordered states [154,155]. In the case of Fe-HTSC, there is evidence for a close
association between magnetism and superconductivity, and in particular an unconventional
superconducting state mediated by spin-fluctuations is considered likely [156,157]. Two
signatures are particularly indicative of the unusual magnetism found in the pnictide Fe-HTSC.
The first consists of large discrepancies between the experimental phase diagrams and
density functional theory (DFT) calculations. For example, the measured antiferromagnetically
ordered spin moments were found to be considerably smaller than those predicted from DFT
calculations in the magnetic ground state. Such an overestimate is surprising as DFT typically
underestimates the magnetic character in unconventional superconductors, like the high TC
cuprates, where strong electron correlations are at play. However, in the case of the pnictides,
there is generally a good agreement between the measured electronic structure and DFT
calculations, meaning that the opposite seems to occur. That is, DFT predicts a much larger spin
moment of ≈2µB on the Fe site that is mostly independent of doping [158].
The second signature of unusual magnetism in the pnictides is the presence of large,
fluctuating spin moments in the normal, non-magnetically ordered states. As it turns out, such
fluctuations can only be detected with fast measurement ( < 10-12s to 10-15s) techniques, such as
inelastic neutron scattering (INS), x-ray emission (XES) and core-level photoemission
spectroscopy (PES) [102,159,160,161,162]. Of these techniques, it is found that the largest
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magnitude of the spin moment measured for the pnictides is provided by soft x-ray
spectroscopies. As will be discussed in detail below, this behavior is a signature of quantum spin
fluctuations occurring on ultrafast timescales determined by the lifetime of the core hole.
Given the relevance of the Fe-HTSC in providing novel insights into the fundamental
origin of unconventional superconductivity, there is a great incentive for the discovery of similar
materials that exhibit much of the same physics. In this endeavor, by use of x-ray absorption and
photoemission spectroscopy, we find that YFe2Ge2 possesses many of the same spectroscopic
signatures as the Fe-pnictide superconductors. Most notably, this includes the occurrence of
fluctuating spin moments on the Fe sites, as indicated by exchange multiplets appearing in the Fe
3s core level photoemission spectra, where the magnitude of the multiplet splitting is similar to
that found in the normal state of the Fe-pnictide superconductor CeFeAsO0.89F0.11 [159]. These
findings imply that magnetic behavior similar to the Fe-HTSC can be found in compounds
containing neither pnictogens nor chalcogens, and suggest that perhaps unconventional
superconductivity related to that in the Fe-pnictides could likewise be found in Fe-Ge
compounds.
YFe2Ge2 is a Fe-containing compound that shows evidence for both bulk
superconductivity with a critical temperature of TC = 1.8 K, as well as for being in proximity to a
magnetic quantum critical point [163]. Similarities with the Fe-pnictides stem from the fact that
YFe2Ge2 crystallizes in the same ThCr2Si2 type structure (I4/mmm) as the 122 Fe-pnictide, and
on the basis of electron counting, is electronically akin to KFe2As2, an Fe-based superconductor
with a highly enhanced specific heat that is similarly seen in YFe2Ge2 [164]. The related
compound LuFe2Ge2, which is isoelectronic and isostructural to YFe2Ge2, exhibits
antiferromagnetic order below 9 K [165]. This magnetic order is continuously suppressed in
Lu1-xYxFe2Ge2 as the Y content is increased, with the quantum critical point occurring for x ≈ 0.2
[166]. The proximity of the end series compound YFe2Ge2 to quantum criticality is consistent
with the non-Fermi liquid behavior of the specific heat and resistivity [163].
Despite the fact that YFe2Ge2 is a metal that does not exhibit any magnetic order, DFT
calculations have found a series of competing magnetic ground states [167,168]. Namely, the
DFT calculations show a competition between different antiferromagnetic states, including an Atype antiferromagnetic structure consisting of ferromagnetic Fe-planes with antiferromagnetic
stacking along the c-axis and, as shown by Subedi [167], a stripe-like structure similar to the Fe-
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based superconductors. The overestimation of the magnetic tendencies within DFT is unusual,
since in general DFT underestimates the magnitude of the ordered spin moment in correlated
materials and normally gives reliable predictions in the absence of strong correlations. It is not,
however, not unprecedented: It suggests proximity to, or incipient magnetism. In particular,
besides the pnictide Fe-HTSC [155,158], it occurs in several compounds near quantum critical
points associated with itinerant magnetism [169], as might be anticipated based on theoretical
arguments [170,171,172]. In strong analogy to the pnictide Fe-HTSC, our x-ray spectroscopy
data reveal in the normal state of YFe2Ge2 the presence of both itinerant electrons and large
fluctuating spin moments on the Fe sites.
High quality crystalline samples were grown out of Sn flux. X-ray powder diffraction
patterns were found to be consistent with that of the tetragonal crystal structure with space group
I4/mmm. The PES and x-ray absorption (XAS) measurements were carried out on the BACH
beamline at the Elettra Synchrotron Facility. Several samples have been measured at room
temperature in a pressure better than 8 × 10-10 mbar. Surface cleanliness was assured by periodic
(every 20 minutes) in-situ scraping with a diamond file [173]. Quantitative PES analysis of corelevel spectra showed no surface contamination during spectra acquisition.

6.2 Fe 2p and L3,2
The Fe 2p core level PES and the Fe L23 XAS spectra, shown in Figure 6.1, are
remarkably similar to those excited in some of the pnictide Fe-HTSC such as CeFeAsO0.89F0.11
[159] and Ba(Fe1-xCox)2As2 [174]. As in the pnictide Fe-HTSC, the Fe 2p PES and Fe L23 XAS
spectra display signatures that are typical of delocalized, itinerant electrons, in agreement with
other studies [175,176]. Specifically, the Fe 2p	
  PES spectrum does not show the additional
satellite structures indicative of the presence	
  of strong electron correlation and localization
effects, as for example found in the cuprates. Rather, the PES Fe 2p is akin to that of Fe metal
and intermetallic compounds [177]. The Fe L23 XAS spectrum (Figure 6.1(b)) does not show the
presence of well-defined multiplet structures. The broad and weak shoulder at ≈ 705 eV, also
found in the Fe-HTSC, is most likely indicative of the covalent nature of the Ge and Fe
conduction band states. Indeed, such	
  structure is present in the Fe XAS spectra of Fe–X (X is an
sp-element) compounds with strong Fe 3d-X np hybridization such as Fe silicides [178].
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Figure 6.1: (a) Fe 2p core level PES spectrum excited with photon energy hν = 907.5 eV. (b) Fe
L23 XAS spectrum. Note the marked similarities with corresponding spectra excited in Fe-based
high temperature superconductors.
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6.3 Valence Band
Figure 6.2(a) shows the valence band (VB) PES spectrum of YFe2Ge2. Given that the
resulting samples are polycrystalline due to in-situ scraping of the surface, this spectrum
provides a representation of the occupied density of states (DOS), modulated by atomic crosssection effects and instrumental resolution (≈ 500 meV). Similar to the Fe-HTSC, there is a high
DOS at the Fermi level (EF) primarily of Fe-derived character. This is consistent with the
lineshape of the Fe 2p PES spectrum: The high Fe DOS at EF is very effective in completely
screening the Fe 2p core-hole excitation, leading to an absence in the core-level spectra of
satellite structures. Overall, there is a very good correspondence of the main features in the VB
with the total DOS and its decomposition into its main three components, i.e. Fe-3d, Ge-4p and
Ge-4s, as calculated in Ref. [168]. A more detailed comparison requires including the proper
orbital dependent cross-sections for the Fe-3d, Ge-4p and Ge-4s states. This task is complicated
by the fact that the orbital decomposition in the LAPW method relies on projections onto the
LAPW spheres. The Fe 3d states are almost entirely contained in the LAPW sphere, making
this a good approximation. On the contrary, this is not the case for the Ge-4p and Ge-4s states,
due to their extreme delocalization. This preempts the extraction of the precise Ge-4s and Ge-4p
contribution to the DOS, which is prerequisite for including the cross-sections.
	
  

6.4 Fe 3s
The PES and XAS spectra shown in Figures 6.1 and 6.2 demonstrate that much like the
pnictide Fe-HTSC, YFe2Ge2 does not seem to exhibit any spectroscopic signatures for strong
electron correlations. Rather, in both classes of materials, the Fe states are found to have
itinerant character with a very good correspondence between the measured electronic structure
and DFT calculations. Moreover, just as seen in the pnictides, the Fe 3s core-level spectrum in
YFe2Ge2 is found to exhibit a multiplet splitting (M-SP) in binding energy (BE) arising from the
exchange coupling of the core 3s electron with the net spin SV in the unfilled 3d/4s shells of the
Fe emitter atom. Generally, the analysis of M-SP effects is considerably simplified by
investigating shallower ns-core levels, like that of the 3s, as the core hole will have no net
angular momentum, reducing the number of possible final states. Hence, given that M-SP occurs
exclusively in atoms with the outer subshell(s) partially occupied with a non-vanishing net spin,

141

Intensity (arb. units)

Total
Fe 3d
Ge 4s
Ge 4p

12

8

4

0

Binding Energy (eV)
Figure 6.2: Valence band measured with photon energy hν = 907.5 eV. Note the high DOS at
EF, denoted with the vertical dashed line. Also shown are the calculated total DOS, and the Fe
3d, Ge 4s and Ge 4p partial DOS.
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SV, the Fe 3s spectrum in Figure 6.3(a) indicates the presence of spin moments on the Fe sites
[159,162]. This finding is significant as YFe2Ge2 was found to exhibit simple Pauli
paramagnetism [164], so it is	
  not expected that a measurement of the Fe 3s spectrum would
indicates the presence of a local magnetic moment on the Fe site. From the multiplet energy
separation ΔE3s an estimation of the effective net spin of the emitter atom, i.e., the local spin
moment can be made. It has been shown that for itinerant systems the net spin SV can be found
by extrapolating the linear fit of the measured splitting	
  ΔE3s for ionic compounds versus (2SV +
1) [179,180]. This approach has been used for itinerant magnetic systems, including the pnictide
Fe-HTSC [159,162]. Using this same approach, the value of the measured splitting ΔE3s = 3.15
eV obtained with a two-component fit of the Fe 3s spectrum (cf. Figure 6.3(a)) provides a value
of the Fe spin moment 2SV ≈ 1.19 µB [181]. On the contrary, the Ge 3s spectrum does not seem
to show any splitting, given the reasonably good fit obtained with a single Voigt function (cf.
Figure 6.3(b)). A two-peaks fit would obviously give a better chi-squared, but the splitting turns
out to be very small, indicating that, if any, the spin polarization of Ge is very small.
The extremely short time scales involved in the photoemission process (10-17s to 10-16s)
can account for the disagreement with conventional static magnetic measurements, according to
which Fe in YFe2Ge2 is non magnetic, with a Pauli paramagnetic susceptibility [164]. This
indicates that, as in the pnictide Fe-HTSC, the value ≈ 1.19 µB extracted with PES is an estimate
of the averaged magnitude of fast-fluctuating spin moments on the Fe sites. Additionally, just as
observed in the Fe-HTSC, the best fit to the Fe 3s spectra is always obtained when using a
Gaussian function to fit the peak at higher BE. From such a fit, the width of the Gaussian is
found to be much larger than either that of the lower BE peak or that anticipated from
experimental resolution. Indeed, a system with strong itinerant Fe-based spin fluctuations would
locally mimic fluctuations in the magnitude of the moment on Fe sites, which should appear in
an Fe 3s spectrum as sidebands at higher BE with the envelope of the peaks being a Gaussian,
reflecting the normal character of their distribution (Figure 6.4). This is remarkably different
from spin-fluctuations associated with paramagnetism due to local moments of fixed magnitude
as found in most Fe compounds, since in this case all of the Fe local spin moments would exhibit
the same constant value, with two peaks of similar width.	
  	
  Signatures of electron itinerancy and
fluctuating Fe spin moments similar to those found here for YFe2Ge2 are also found in pnictide
Fe-HTSC and other Fe-intermetallic compounds that are either near quantum critical points
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Figure 6.3: (a) Fe 3s and (b) Ge 3s core level PES spectra excited with photon energy hν =
907.5 eV. The value of the energy separation of the multiplet is ΔE3s = 3.15 eV
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Figure 6.4: (a) Snapshot of a distribution of longitudinal spin fluctuations taken on a timescale
that ranges between the electron hopping and spin procession lifetime. (b) The resultant M-SP
3s spectrum illustrating the wide Gaussian envelope of the higher BE component which is
indicative of fluctuations in the magnitude of the magnetic moment	
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(FeAl [177], NbFe2 [182]), and/or were subsequently found to have ordered magnetic ground
states (NbFe2,TiFe2). [183,184,185]. 	
  
One characteristic that may be expected for magnetism with itinerant character, as
suggested for the Fe-based superconductors [186], is the presence of longitudinal spin
fluctuations in the ordered state. We extended our previous calculations reported in	
  Ref.	
  [168],
to include a stripe-like structure similar to the Fe-HTSC [167] and an additional order with the
same in-plane arrangement, but antiferromagnetic stacking along the c-axis. The approach is the
same as that used previously, i.e. a PBE generalized gradient approximation. Energies per
formula unit relative to the non-spin-polarized state were calculated for ferromagnetic (-120
meV), A-type antiferromagnetic (-137 meV), C-type (-26 meV, (see ref. [168]), G-type (-4
meV), Fe-pnictide-like stripes with ferromagnetic stacking (-129 meV) and Fe-pnictide-like
stripes stacked antiferromagnetically along c (-161 meV). These indicate, following the
arguments of Ref. [167] and [168], that the magnetism has itinerant character. Additionally,
there is a clear competition between the A-type and stripe-like states. Although the
antiferromagnetic stacked stripe has the lowest energy, its origin in nesting of relatively small
pockets as discussed by Subedi [167] means that it is a sharper feature in momentum space. As
such, it may be more strongly influenced by scattering and more readily suppressed by spinfluctuations. This is similar to a proposed scenario in the triplet superconductor Sr2RuO4
[187,188,189] where competition between different magnetic orders [190] is important for
suppressing magnetism in favor of an unconventional superconducting state. Both the lowest
energy c-axis stacked stripe order and the A-type antiferromagnetic orders couple strongly to
electrons at the Fermi energy, as indicated by the DOS N(EF), which is reduced by magnetic
ordering to 51% and 68% of the non-spin polarized value, respectively.
On the basis of the spectroscopic results presented here, the normal state of YFe2Ge2 is
markedly similar to that of pnictide Fe-HTSC. It appears to be quite unique: It features i) no
signatures of strong local Mott-Hubbard type correlations analogous to the cuprate HTSC (cf.
Figure 6.1), ii) an itinerant Fe d-band character (cf. Figure 6.2), iii) a high DOS at EF (cf. Figure
6.2), iv) an overestimation of the magnetic tendencies within DFT, and (v) the occurrence of
quantum fluctuations of the Fe spin moment as revealed by multiplet splitting of the binding
energy of Fe 3s core level PES spectra (cf. Figure 6.3). The 1.19 µB value of the Fe spin is
similar to that found previously in the normal state of the pnictide Fe-HTSC CeFeAsO0.89F0.11
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[159]. In the pnictide Fe-HTSC, it has been proposed that the occurrence of quantum
fluctuations of the spin moment could be responsible for the DFT overestimation of the ordered
spin moments [191,192,193]. There is growing evidence that strong fluctuations of the spin
moment are an	
  important	
  defining characteristic of the normal state of the pnictides. Recent INS,
XES, PES data have provided evidence of fluctuating Fe spin moments in both ordered and
paramagnetic phases of several pnictide compounds. The values of the Fe spin moments are
much larger than those previously found with conventional magnetic measurements such as
nuclear magnetic resonance (NMR), muon spin resonance	
  (µ-SR) and Mössbauer spectroscopy.
The detection of fluctuating spin moments was possible because INS, XES and PES
measurements occur on sub-picosecond time scales, much faster than the 10-8 s - 10-6 s time
scales typical of NMR, µ−SR and Mössbauer.
In light of these facts, the apparent similarity of the magnetic (fluctuating moments),
crystallographic, chemical, and electronic degrees of freedom of YFe2Ge2 to the Fe-HTSC is
especially relevant as the Fe-HTSC are comprised of either pnictogen or chalcogen, and
therefore do not contain any Ge. Consequently, the similarity of the PES and XAS spectra
between YFe2Ge2 and the Fe-HTSC is therefore not necessarily expected. Although there are
some important differences with respect to the pnictides, such as a nearby magnetic order of
different nature and an unusually high specific heat, YFe2Ge2 is a compound that shares many of
the characteristics found in the parent compounds of pnictides that were later found to host high
temperature superconductivity. At this point, it should be noted that in addition to spin
fluctuations, another characteristic feature of the Fe-HTSC, is that of nematicity. Within the FeHTSCs nematicity and its relationship to magnetism have also been discussed as being defining
features in these compounds [194,195]. Furthermore, the interplay of spin and nematic
fluctuations in the normal state may actually be central to high temperature superconductivity in
the Fe-HTSCs [196,197,198]. With that being said, while there is no evidence as of yet for
nematicity in YFe2Ge2, one might still speculate that high temperature superconductivity could
be found in compounds based on Fe and Ge. Certainly, it will be of considerable interest to better
elucidate the magnetic behavior of metallic Fe-germanide compounds and their similarities and
differences from the Fe-based superconductors.
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Chapter 7: Disentangling the Electronic, Lattice and
Spin Dynamics in the Chiral Helimagnet Cr1/3NbS2

As discussed in Chapter 2, part of the main technological appeal motivating the study of
Cr1/3NbS2 lies in the fact that the application of a modest magnetic field perpendicular to the
helical axis opens up the possibility of tuning the size of the ferromagnetic domains in the chiral
soliton lattice (CSL) phase [3]. In this way, the CSL acts as a tunable effective potential for
itinerant electron spins, allowing for the precise control over the transport properties of itinerant
spin carriers to be gained [62]. Furthermore, the high stability and robustness of the CSL phase
can pave the way for other spintronic functionalities such as spin current induction [63], soliton
transport [64], and current driven collective transport [65]. Consequently, the incorporation of
this material into future technological devices should not only depend on the ability to
manipulate the CSL spin texture in a controllable fashion, but the speed at which this
manipulation can take place. As it stands, through the use of an externally applied field, this
speed will be limited to the precessional time-scale of the spins. However, with the use of
ultrashort laser pulses, it is oftentimes possible to manipulate the magnetic degrees of freedom
on the sub-ps timescales of the spin-orbit or even the exchange interaction [199]. In this way, it
may even be possible to induce the CSL transition using light.
One of the most noteworthy examples of intense, ultrashort light pulses being used to
induce a magnetic transition is through the so-called inverse Faraday effect [200]. In contrast to
the Faraday effect, where the plane of polarization is rotated for light transmitted through a
magnetized medium, the basic premise behind the inverse Faraday effect is that the polarization
of an intense, ultrashort laser pulse acts to induce a transient magnetic field in a material. This
occurs when using circularly polarized fs pulses, which will produce a static magnetization along
the direction of the photon helicity, allowing for the possibility to non-thermally excite and
coherently control the spin dynamics without the absorption of a photon. Thus, for materials
exhibiting a low absorption within the photon energy range of the pump, high fluences can be
used to induce strong ( > 1T) transient magnetic fields without causing significant damage to the
material. For metals, however, such high fluences cannot be used, as their high absorption will
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result in rapid laser heating that will ultimately lead to ablation. Consequently, even for low
fluences, thermal effects, such as ultrafast demagnetization, will dominate the dynamics making
the detection of any optomagnetic effect, like the inverse Faraday effect non-trivial [201].
Since Cr1/3NbS2 is metallic, it is expected that thermal effects dominate the magnetic
dynamics in this material. However, as compared to a typical ferromagnet, the presence of a
helical spin texture can lead to a coherent excitation of collective modes that are unique to
helimagnetic systems. Such helimagnons have been investigated in the frequency domain using
all electrical broadband spectroscopy and have been universally observed in metallic, semiconducting and insulating chiral magnets alike [202]. Through a direct measurement of the
magnetic dynamics by way of a time resolved magneto-optical Kerr effect (tr-MOKE)
experiment, coherently excited helimagnon modes arising from impulsively stimulated Raman
scattering were observed in the chiral helimagnet Fe1-xCoxSi [203]. These strongly damped
oscillations in the magnetization exhibit a characteristic scaling relation with respect to
temperature and magnetic field, providing a clear signature for a helimagnon mode [36]. In such
a case, launching a helical spin wave capable of being detected by optical techniques (i.e. q = 0)
requires that a RF magnetic field be applied parallel to the helix direction so as to induce a
conical state in the material. Unfortunately, as compared to Fe1-xCoxSi, the helical axis is the
hard magnetization axis in Cr1/3NbS2 meaning that significantly stronger magnetic fields are
needed to induce the conical phase. Consequently, despite the fact that helimagnon modes must
be present in Cr1/3NbS2, it is unclear whether these can be coherently excited by pump-probe
spectroscopies.
Given then the possibility of manipulating magnetic order on an ultrafast timescale, as
well as the opportunity for studying collective modes in real-time within both the helimagnetic,
and CSL phase, a characterization of the static and transient magneto-optical properties of
Cr1/3NbS2 is first needed. In such a case, static MOKE, transient reflectivity and tr-MOKE
measurements were carried out so as to disentangle the relevant contributions arising from
electron, lattice and spin to the overall relaxation dynamics. It was confirmed that Cr1/3NbS2
possesses a magnetic easy plane as shown in [5], while single color optical pump-probe
experiments reveal significant differences in the dynamics of NbS2 and Cr1/3NbS2. Lastly, a long
demagnetization dynamic was observed in the magnetic phase of Cr1/3NbS2 suggesting the spins
to be thermally insulated from the electronic degrees of freedom. However, rather than being
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indicative of a localized spin moment, the fact that the magnetic dynamic is not directly affected
by optical excitations may simply imply spin flips occurring via Elliot-Yafet mechanism are
inefficient due to an imbalance in the spin polarized density-of-states (DOS) in the ferromagnetic
state.

7.1 Static MOKE
As was discussed in section 3.2.2, a measurement of the magnetization through MOKE
offers a means of quantifying the degree of magnetic anisotropy in a single crystal or thin film
[127]. Most notably, for an H-field applied within the ab-plane, the intensity and polarization
state of light reflected from the sample will change based upon the direction that the
magnetization makes relative to the scattering plane. Ultimately, by exploiting the angular
dependence of the light’s intensity as it passes through the analyzer used within a MOKE
configuration (c.f. Figure 2.13), it is possible to isolate the contributions deriving from the
transverse, longitudinal and polar magnetization.
Such a decomposition is shown for Cr1/3NbS2 in Figure 7.1. Specifically, for this
measurement a 200 Oe field is applied parallel to the transverse direction (Figure 7.1(a)), while a
360 Oe field is applied along the polar direction (Figure 7.1(b)). From this it is evident that the
large transverse component of the magnetization relative to that of the longitudinal implies that
the magnetization vector will predominately align parallel to the applied field direction. This is
most clearly illustrated by the inset in Figure 7.1(a) where the transverse and longitudinal
magnetization are plotted relative to one another. Given that the magnetization seems to always
align along the applied field direction regardless of sample orientation, such a finding suggests
there to be no preferred magnetization direction within the ab-plane. In contrast, Figure 7.1(b)
shows that the magnetization measured along the c-axis is significantly weaker despite a stronger
applied field. Coupled with the absence of saturation along the polar direction, these findings are
consistent with those from [5] indicating the c-axis to be the hard magnetization axis. Similarly,
by correcting for induction effects through plotting the coercivity with respect to the strength of
the applied AC magnetic field, an extrapolation to zero field reveals there to be only a small
intrinsic hysteresis. This is likewise consistent with the results presented in [5], meaning that
within the ~35 nm skin depth of our MOKE measurements, the findings are fully consistent with
that of the bulk magnetization measurements made on Cr1/3NbS2.
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7.2 Transient Reflectivity
To recognize the corresponding magnetic dynamic that arises within this material, it is
important to first develop a systematic understanding of the dynamical response for the
electronic and lattice degrees of freedom in the paramagnetic phase. Just as was done in section
5.2, such an understanding can be facilitated by directly comparing spectra collected from NbS2
with those from Cr1/3NbS2. These results are presented in Figure 7.2, where transient
reflectivity measurements following the excitation of a 1.0 mW (~3.0 mJ/cm2) pump pulse
centered at 1.55 eV provide a snapshot of the relaxation dynamics over both short (4.0 ps) and
long (50 ps) time delays. Based on a qualitative assessment alone, it is evident that Cr
intercalation of NbS2 leads to significant changes in the dynamics. Most notably, aside from a
change in sign, Cr1/3NbS2 exhibits two distinct coherently excited phonon modes (Figures 7.2(c)
and 7.2(d)), as compared to the weaker more rapidly damped collective mode found in NbS2
(Figure 7.2(b)). For both compounds, the period and phase of these coherent modes were found
to exhibit no dependence on light polarization.
In order to better quantify the difference between the dynamical response of NbS2 and
Cr1/3NbS2, multi component fitting of the transient reflexivity spectra were performed so as to
isolate the various relaxation processes that comprise the spectra. Noting that the creation of a
transiently excited state results from a pump pulse having a finite temporal width σ, the
subsequent relaxation dynamics for the ith process can be modeled as the convolution of a
Gaussian with an exponential decay. Here, each decay can be characterized by its own time
constant τi, while the Gaussian serves to represent the temporal profile, and thus time resolution,
of the pulse. The result of this convolution can be given analytically by
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where Erfc(x) denotes the complimentary error function, while Ai represents the amplitude of the
ith process in the reflectivity spectrum. From this expression, it is a simple manner to generalize
to a description of coherently excited collective modes by substituting 𝑒 !

! !!(!"!!)
!

for 𝑒
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!

in the convolution. In this way, important information regarding the frequency, and phase of the
collective mode can be gained.
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Figure 7.2: Transient reflectivity spectra of NbS2 ((a) and (b)) and Cr1/3NbS2 ((c) and (d))
measured over short- and long-time delays. Spectra have been measured using an amplified
Ti:Sapphire laser system operating a 1 kHz repetition rate
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For the typical fits shown in Figure 7.2, the examination of systematic trends that develop
as a function of pump fluence allows for greater insights into the relaxation dynamics and nature
of the coherently excited phonon modes. Such trends are presented in Figure 7.3, where the focus
remains on a comparison between the amplitude of the reflectivity change, electronic relaxation
time, and low frequency collective mode common to both NbS2 and Cr1/3NbS2. From such a
comparison, it was found that NbS2 and Cr1/3NbS2 similarly exhibit a saturation in their response
for a pump power exceeding 1.0 mW. However, as is shown in Figure 7.3(a), the magnitude of
the reflectivity change is an order of magnitude smaller for Cr1/3NbS2 as compared to that from
NbS2. Furthermore, the consistently longer electron relaxation times exhibited by Cr1/3NbS2 in
Figure 7.3(b), suggests that Cr intercalation may actually weaken the coupling of the electronic
degrees of freedom with that of the lattice and spin. Such a claim is implicitly rooted in an
effective temperature model where a “hot” population of transiently excited electrons will
necessarily decay through an exchange of energy with the lattice and spin. Thus, the stronger the
coupling, the more efficient the energy exchange, the faster the decay rate will be.
Regarding the low frequency coherent phonon modes present in both the parent and Crintercalated compound, fits of the transient reflectivity spectra reveal such modes to display a
cosine-like behavior indicative of a displacive excitation (Figure 7.2). In such a case, the
excitation of a coherent phonon comes about as a consequence of long-lived, pump induced
changes that serve to suddenly shift the vibrational potential. From a measure of the fluence
dependence it is found from Figure 7.3(c) that the oscillation amplitude of the coherent mode in
NbS2 remains fairly constant after 0.5 mW, while the amplitude for the low frequency phonon
mode in Cr1/3NbS2 continues to grow with increasing pump power. Interestingly, despite this
increase in amplitude, the period shown in Figure 7.3(d) stays at a near constant 21 ps (48 GHz),
meaning that such a mode is not driven out of the harmonic regime. In contrast, the period of the
coherently excited mode in NbS2 is found to change from 41 ps (24 GHz) to 30 ps (33 GHz)
following an increase of pump power. However, rather than being a signature of anharmonicity,
this is most likely an artifact from least squares fitting that comes about due to the strong
dampening of this mode. Hence, given the low frequency, strong dampening and, in the case of
Cr1/3NbS2, growth with increasing pump power, these low frequency coherent phonon modes
found in NbS2 and Cr1/3NbS2 most likely derive from interlayer breathing or shear modes.
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Figure 7.3: Summary of results from a room temperature fluence dependence comparing the fit
parameters of NbS2 (open circles) with Cr1/3NbS2 (open squares). Here, parameters for (a) the
amplitude of the transient reflectivity, (b) electron relaxation time, (c) amplitude of low
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In addition to the excitation of a low frequency coherent phonon mode, the impulsive
nature of the pump pulse serves to likewise excite a high frequency coherent mode that is unique
to Cr1/3NbS2. As is shown more clearly in Figure 7.4, the corresponding phase of this oscillation
is characterized as being sine-like. Such a phase is a defining feature of coherently excited
phonon modes arising from an impulsively stimulated Raman process. Within this process, the
broad bandwith of an ultrashort laser pulse yields multiple combinations of two photon
difference frequencies required for stimulated Raman scattering. In this way, when the pulse
duration is short as compared to the vibrational period, it is expected that the driving force result
in an impulsive change to the velocity of a harmonic oscillator without affecting its initial
position. For phonon modes launched by such an excitation pathway in Cr1/3NbS2, a Fourier
transform of the transient reflectivity shown in the inset of Figure 7.4 reveals a single mode
having a frequency of 5.5 THz. By fitting the spectrum, this coherent mode was found to have a
relatively long dephasing time of > 7 ps indicative of a longer phonon lifetime. Coupled to the
fact that such a mode is unique to the Cr intercalated compound, the long dephasing time and
high frequency leads to the most likely assignment for this mode as an intralayer, intercalate
phonon.
Having fully characterized the relaxation dynamics within the paramagnetic phase of
Cr1/3NbS2, a comparison of the transient reflectivity measured above and below the magnetic
transition temperature (TC = 131K) can reveal changes in the spectrum that arise due to a
magnetic dynamic. As is shown in Figure 7.5, this can be identified by an exponential rise
having a considerably longer characteristic timescale than that corresponding to the electronic
and lattice degrees of freedom. Given this material to be metallic, it is expected that the
excitation by an ultrafast laser pulse will give rise to a demagnetization dynamic in the
reflectivity spectrum. The relevant timescale of this process will depend sensitively on the
nature of the spin-flip mechanism. Chief among these being Stoner excitations, inelastic
electron-spin-wave scattering or impurity/phonon mediated spin-flip events. Therefore, to gain
further insights, tr-MOKE measurements were carried out so as to isolate the features in the
reflectivity spectrum that specifically relate to the recovery of the magnetic state.
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7.3 Time-Resolved MOKE
Figure 7.6 shows the transient reflectivity and tr-MOKE measurements performed on
Cr1/3NbS2 in the magnetic phase using a non-collinear optical parametric amplifier (NOPA)
centered at 680 nm. As compared to the reflectivity spectrum shown in Figure 7.5(b), these
results demonstrate a more pronounced demagnetization dynamic, capable of being detected by
tr-MOKE. In noting that a MOKE signal can depend sensitively on wavelength [128], the choice
of using an NOPA stems from the fact that the wavelength can be tuned to exactly match that
used for static MOKE measurements. This allows for a more direct comparison to be made
between the transient and static MOKE signals.
A measure of the demagnetization dynamic as a function of pump power reveals a
significantly long rise times ranging from 28 ps to 53 ps (Figure 7.6(b)). Given such a long
buildup to this dynamic, it is evident that the demagnetization is not directly affected by the
optical excitation itself. Thus, these results would seemingly imply that the electronic and spin
degrees of freedom are thermally isolated from one another as is most often observed within
magnetic dielectrics [204]. Here, localized electrons that serve to form the spin moments will
rapidly relax following a transient excitation. This will then leads to a heating of the spin system
that occurs as a result of an increase in lattice temperature. However, in regards to Cr1/3NbS2,
the findings of ResPES and ARPES presented in Chapter 5 clearly illustrates a coupling between
the electronic and spin degrees of freedom that is incongruous with a treatment of these being
isolated from each other. Thus in an effort to rationalize the long demagnetization dynamic
observed in Cr1/3NbS2, it may be that spin flips occurring via Elliot-Yafet mechanism are
inefficient due to a significant imbalance in the spin polarized DOS in the ferromagnetic state.
The Elliot-Yafet mechanism describes a single-particle-like spin-flip scattering process
from an impurity or phonon that is attributed to a band mixing of spin-up and spin-down states
arising from the spin-orbit interaction [205,206]. For instances where there are significantly
fewer available states in the minority spin channel, energy transfer between the electronic and
spin degrees of freedom becomes blocked. This result in an analogous situation to that of
magnetic dielectrics, where energy transfer will necessarily occur through the lattice. Since the
lattice and spin degrees of freedom are only weakly coupled, this result in a long
demagnetization dynamic. In the most extreme example where there are no available states for
an electron undergoing a spin-flip event to scatter, such a characteristically long demagnetization
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Cr1/3NbS2 in the magnetic phase using a NOPA having an output centered at 680 nm
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dynamic has been taken as a defining feature for half metallicity [207]. While a long
demagnetization dynamic alone is insufficient for a claim of half-metallicity in Cr1/3NbS2, the
imbalance of spin-up and spin-down states shown in the calculated DOS of Figure 7.7 supports
the notion that spin-flip events will be inefficient within this compound. In this way, the results
from optical pump and probe, ResPES and ARPES all yield a consistent picture regarding the
physics of this material.
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Chapter 8: Time-Resolved ARPES: Current
Status and Future Directions

From the previous chapter, insights into the various interactions that exist between
electron, lattice, and spin degrees of freedom were gained through a measure of the real-time
relaxation dynamics using optical pump and probe spectroscopy. While such a technique has
certainly proved its value, the fact that these experiments were performed using just the
fundamental frequency of a Ti:Sapphire implies that only a temporal resolution can be achieved.
In this way, an optical pump-optical probe experiment simply serves as a means of capturing the
time evolution of the reflectivity, without providing any additional spectroscopic insights.
Recalling from section 3.2.1, that within the initial stages of the pump excitation a nonequilibrium distribution of photo-excited electrons is created. Thus, without having any means
of characterizing this transiently excited non-equilibrium state, there is a certain degree of
ambiguity associated with what physically gives rise to a change in the transient reflectivity.
For this reason, a direct probe of the changes that occur within the electronic structure is
needed so as to elucidate the role that an intense, optical pump pulse has particularly in regards
the generation of photo-induced phase transitions or the creation of hidden states. In such a case,
the ability of ARPES to not only provide a measure of the electronic structure with both an
energy and momentum resolution, but also its capability of gaining valuable insights into the
many-body interactions by way of the single particle spectral function makes this technique a
premier tool for studying the time evolution of the electronic structure. However, in order to
generate photoelectrons within a time-resolved ARPES scheme, the excitation radiation of the
probe must be sufficiently energetic so as to overcome the work function of the spectrometer.
Given a typical work functions to be on the order of 4-5 eV, this then requires a frequency
quadrupling of the fundamental 1.55 eV of the Ti:Sapphire. Ultimately, such a process can be
accomplished by the generation of the fourth harmonic through use of non-linear optics.
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8.1 Non-linear Optics
Up until the advent of lasers, it was sufficient to describe the resultant polarization of a
dielectric medium as being linearly dependent on the electric field of the incident light. Namely,
this relation is simply given as
𝑃 = 𝜖! 𝜒𝐸

(8.1)

where the response of the medium is dictated by the dielectric susceptibility, 𝜒, which takes on
the form of a tensor so as to account for any anisotropies that may be present. More generally,
the polarization should actually be expanded in terms of a power series,
𝑃! = 𝜖! 𝜒!" 𝐸! + 𝜖! 𝜒!"# 𝐸! 𝐸! + 𝜖! 𝜒!"#$ 𝐸! 𝐸! 𝐸! + ⋯

(8.2)

where the higher order terms make a non-negligible contribution only when the strength of the
external field is on the order of that which corresponds to the interatomic electric field (~108
V/m) [137,208,209]. As mentioned, such field strengths cannot be achieved using conventional
light sources, however with the high peak-power arising from a femtosecond laser pulse, these
electromagnetic field strengths can ultimately be realized. Under such conditions, second and
third order non-linear processes will start to occur, which, in turn, will give rise to a number of
interesting phenomena including the generation of high harmonics.
To develop a conceptual understanding for how this comes about, consider a simple
example, in which an oscillatory electric field is incident on an isotropic dielectric medium.
Here, the resultant polarization will be given by
𝑃 = 𝜖! 𝜒
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𝐸!! 𝑐𝑜𝑠 ! 𝜔𝑡 + 𝜖! 𝜒

!

𝐸!! 𝑐𝑜𝑠 ! 𝜔𝑡 + ⋯

(8.3)

which by making use of trigonometric identities allows for this expression to be re-cast in the
form of
!

𝑃 = ! 𝜖! 𝜒

!

𝐸!! + 𝜖! 𝜒

!

!

+!𝜒

!

!

𝐸!! 𝐸! cos 𝜔𝑡 + ! 𝜖! 𝜒

!

𝐸!! cos 2𝜔𝑡

(8.4)

1
+ 𝜖! 𝜒 (!) 𝐸!! cos 3𝜔𝑡 + ⋯
4
Within this equation, the first term represents the direct current electric field response deriving
from a second order effect known as optical rectification. While no further mention of this
process will be made, it is worth noting that optical rectification is one of the primary means by
which THz radiation can be generated from a laser source. Unlike the first term, the second term
is linear in field. However, aside from χ(1), there is an additional term deriving from a third order
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process that is proportional to the intensity of the incident wave. Recalling that the refractive
index is determined by 𝜂 =

1 + 𝜒, it is evident that this term ultimately serves as the origin for

the optical Kerr effect discussed in section 4.2.1. Finally, the terms most relevant to the
subsequent discussion of frequency addition are given by the third and fourth terms respectively.
By examining the form of these two expressions, it is evident that for an incident wave of
frequency ω, these terms imply that the resultant output will be either twice (2ω), or three times
(3ω) the input frequency. For this reason, such a process is referred to as second (SHG) and
third harmonic generation (THG).
In regards to such processes, due to the simplifying assumptions made in the derivation
of equation 8.4, it is not evident that the generation of the second and third harmonic requires
that certain constraints on the optical medium be in place. Most notably, thanks to the high peak
power needed for these non-linear processes to occur, it follows that the medium will need to be
hard enough so as to avoid damage by the intense beam. Furthermore, as it specifically pertains
to SHG and THG, this medium will also need to be transparent to not only light at the
fundamental frequency ω, but at 2ω and 3ω as well. Additionally, it can be readily shown based
on symmetry arguments that the generation of even harmonics through SHG and FHG will only
occur in crystals lacking inversion symmetry. Taken together, these constraints then serve to
limit the available number of non-linear optics to insulating crystals having a space group that
lacks in inversion symmetry. Of these, one of the most common employed is β-BaB2O4 (βBBO), but many others can be used depending upon the spectral range that one wishes to access
[137].
While the generation of the second harmonic requires an anisotropic crystalline medium
to occur, the third harmonic turns out to be free from this constraint and can be generated in any
medium, including an isotropic medium such as a gas or liquid. However, as compared to a
second order process, producing the third harmonic in this way is inefficient and is for this
reason not a common means of obtaining THG. Rather a more efficient means of producing the
third harmonic can be accomplished through a process known as sum frequency generation.
Here, a light pulse having a frequencies ω1 = ω is combined with another pulse whose frequency
is ω2 = 2ω so as to yield ω3 = ω+2ω = 3ω. Unlike, the THG process described in equation 8.4,
sum frequency generation is a second order process that has the additional requirement that both
light pulses need to be overlapped in time and space. As it turns out, sum frequency generation
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is just one of many frequency mixing techniques that includes difference frequency generation
and higher order four-wave mixing. Thus, given the possibility of having all manner of nonlinear processes, there must then be a means by which one process can be enhanced over another.
This can ultimately be accomplished through selecting the appropriate phase matching condition.
To do so, begin by returning to the expression for the wave equation in a dielectric
medium
! !! !

!! !

∇×∇×𝐸 + ! ! !! ! = −𝜇! !! !

(8.5)

Typically, when rewriting ∇×∇×𝐸 = ∇ ∇ ∙ 𝐸 − ∇! 𝐸, the divergence term can be taken as zero
since the medium is often assumed to be spatially uniform. In such a case, this then leads to a
familiar form of the wave equation. However, at high field intensities, such as that achieved
within the non-linear optical regime, this assumption will no longer be valid. Consequently, in
considering the simplest example where two collinear beams having a frequency ω1 and ω2 are
incident on a non-linear, lossless medium that serves to generate ω3 = ω1 + ω2, the wave equation
then becomes
! ! !!
!! !

+ 2𝑖𝑘!

!!!
!"

=−

!! ! !(!) !!!
!!!

𝐸! 𝐸! 𝑒 !

!! !!! !!! !

(8.6)

Under the slowly varying envelope approximation, the first term can be neglected, leading to
!!!
!"

=𝑖

!! ! !(!) !!!
!!! !!

𝐸! 𝐸! 𝑒 !!!"

(8.7)

where Δk = k1 + k2 - k3. Finally, by solving for E3 after integrating over a length L that the beam
travels through the optics, the resultant intensity will be proportional to
𝐼∝

!"#! !!" !
!!" !
!

(8.8)

This factor is referred to as the phase mismatch factor and will be sharply peaked at Δk = 0. In
other words, the phase matching condition ensures that the intensity of light generated by the
non-linear process ω3 = ω1 + ω2 is maximized when photon momentum is conserved. Using the
photon dispersion relation, the expression for momentum conservation can be written as
!! ! !
!

+

!! ! !
!

−

!! ! !
!

=0

(8.9)

where η denotes the index of refraction. The effect of making such a change is to shift the
perspective to that of a wave propagating through the medium. In then taking the generation of
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the second harmonic (ω1 = ω2) as an example, the corresponding phase matching condition will
dictate that
𝜔! 𝜂! = 2𝜔! 𝜂!

(8.10)

Recalling from section 4.2.2, that the refractive index is not constant in wavelength, the only way
that this condition will be satisfied is through use of a birefringent crystal. This is attributed to
the fact that the index of refraction depends upon the light’s polarization and propagation
direction within these crystals. For this reason, the most common way of achieving phase
matching is through either angle or temperature tuning, whereupon the propagation of the
incident and generated light can be directed along the ordinary or extraordinary axis of the
crystal. Specifically, depending on the particular non-linear process to be enhanced, a certain
type of phase matching may be preferably over another. Namely for type I phase matching, the
polarization of both ω1 and ω2 incident on the optic will be the same, while the generated light
will have an orthogonal polarization and will propagate along a different optical axis in the
crystal. This type of phase matching is ideally suited for SHG. In contrast, when ω1 and ω2 are
orthogonally polarized, each incident beam can be made to propagate along a different axis. In
such a case, the type II phase matching condition, which is more favorable for sum and
difference frequency generation, can then be met.

8.2 Optical Layout
Now that a sufficient background in non-linear optics has been developed, a detailed
description of the optical layout for the time-resolved ARPES system (tr-ARPES) can be given.
As is shown in Figure 8.1, this set-up consists of two optical tables—one located within the laser
hutch where transient reflectivity measurements are performed, while the other is in front of the
ARPES chamber where the generation of the fourth harmonic takes place. In all cases, reflective
optics are used as much as possible so as to avoid loosing time resolution by way of chirping the
pulse. Seeing as the beam is divergent as it exits the compressor, high reflective mirrors are used
to direct the beam towards a reflective telescope comprised of two spherical mirrors having a
focal length f = 100 mm. Here, care is made to ensure the beam strikes the center of the optic
near normal incidence so as to avoid any unwanted aberrations such as astigmatism.
Once recollimated, an 80T/20R plate beam splitter transmits the intense pump beam to an optical
delay stage having a 0.5 µm (3.33 fs) resolution, while the reflected probe beam is directed
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Figure 8.1: Schematic diagram of the optical layout for transient reflectivity and time-resolved
ARPES
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further downfield. From this beam splitter, it is necessary that the separate path lengths taken by
pump and probe exactly match so as to maintain a well-defined temporal relation between the
two pulses. With that being said, flip mirrors located at the end of the table can then be used to
either direct the beams further downfield for optical pump-probe measurements or out of the
laser hutch to the second optical table for tr-ARPES.
On the second table, the probe will undergo a frequency quadrupling through two
separate stages. The first entails the generation of the third harmonic through summing the
second harmonic and fundamental frequency, while the second serves to generate the fourth
harmonic through a sum of the third harmonic and fundamental. The advantage of using the socalled “three plus one” scheme over simply frequency doubling the second harmonic is that light
deeper in ultra-violet (UV) can be produced in this way. Namely, the resultant UV light
generated will be π-polarized and centered at 195 nm (6.36 eV), which is just below the
absorption threshold of the β-BBO used for the frequency conversions. As is built, all β-BBO
crystals are cut for type I phase matching, with the incident light being σ-polarized and the phase
matching condition achieved through angle tuning. Finally, while the generation of the fourth
harmonic necessarily entails that the separate path lengths taken by the third harmonic and
fundamental must match, the generation of the third harmonic makes use of a time-plate making
it such that the second harmonic and fundamental can travel collinearly and no such separation is
needed.
After having been frequency quadrupled, the probe is sent up a periscope, which changes
height but not polarization, to an optical breadboard located directly in front of the ARPES
chamber. This will then allow for the light to enter in the same plane containing the optical axis
of the electron energy analyzer. Meanwhile, a telescope is used to reduce the beam diameter of
the pump by half such that it equals that of the probe. The pump is then sent up a periscope that
will likewise change height but not polarization and made collinear with the probe. Both beams
are focused into the chamber by an f = 500 mm UV enhanced Aluminum, spherical mirror
through a CaF2 UHV viewport. Once in the chamber, a Mn doped Zn2SiO4 green fluorescence
indicator is used to find the UV and spatially overlap pump and probe so that time resolved
measurements can then be performed.
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8.3 Time-Resolved ARPES
Within the literature, one can find a number of examples of laser based or time-resolved
ARPES systems each of which is designed for studying some particular problem in condensed
matter physics [210,211,212,213,214,215]. As this relates to the tr-ARPES constructed here at
UTK, the choice of using a Coherent RegA 9050 laser source was rooted in a desire to strike a
balance between the high repetition rate required by such experiments and a sufficient peak
power needed to drive photo-induced phase transitions. Notably, unlike optical measurements,
the importance of working at high repetition rates is not only limited to the accumulation of
adequate statistics but ensures that the probe fluence is kept low enough so as to avoid space
charge effects. Such an effect is a consequence of many low kinetic energies photoelectrons
being produced within the brief timescale of ~100 fs pulse. The mutual repulsion from this
cloud of slow-moving (~106 m/s) electrons can then have an adverse effect on the ARPES
spectrum, causing distortions of the dispersion and a broadening of the Fermi edge. For this
reason, repetition rates greater than 250 kHz are then used in the performance of laser based and
tr-ARPES experiments so as to reduce the peak power of the probe pulse.
Before discussing some of the initial tr-ARPES spectra taken here at UTK, it should be
noted that even without time resolution, there are many advantages to performing laser based
ARPES experiments. Chief among these is the increased momentum resolution attributed to the
wider dispersion in angle made by low energy photoelectrons. In other words, the inherent
limitation of such electrons to yield information solely on those states centered at Γ implies that
the whole detector can be used to image just a small region in k-space. Moreover, due to the fact
that the beam can be focused, a higher fluence as compared to that of the He gas discharge lamp
can be gained. While the ultrashort duration of the pulse will lead to an intrinsic loss of energy
resolution especially as compared to the He lamp, this turns out to be on the order of 10 meV for
a 100 fs pulse, which is comparable to that found in conventional ARPES. Lastly, due to the low
kinetic energy of the outgoing photoelectrons, the longer inelastic mean free path will result in a
reduced background and surface sensitivity in the ARPES spectrum.
Though there are many advantages to measuring laser based ARPES, a reliable
measurement of such low energy electrons is complicated by the fact that they are highly
susceptible to deflection by stray electric and magnetic fields. Furthermore, since the kinetic
energy range of these photoelectrons is significantly lower than that typical for conventional
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ARPES, the electrostatic lens table of the analyzer needs to be optimized to work at such low
energies. Therefore, when calibrating the tr-ARPES system, spectra collected along the nodal
direction of Bi2Sr2CaCu2O8+δ were used as this compound has been extensively studied in the
ARPES literature and features only a single band crossing in this direction.
While optimization is still on going, Figure 8.2 shows the effect that a change in lens
tables has on the spectra. Namely, Figure 8.2(a) illustrates the dispersion measured with a laser
source using a lens table optimized for the He lamp, while Figure 8.2(b) shows the same
dispersion when measured with the “small spot” lens table that is especially optimized for
working at low kinetic energies. One particularly interesting feature of the small spot lens table is
that it allows for the possibility of accelerating electrons to Ep without introducing distortions in
the spectra like that shown in Figure 8.2(a). Generally, the disadvantage of working at higher Ep
is a poorer energy resolution, but the intrinsic energy bandwidth of the laser pulse turns out to
make this the limiting factor in the resolution even up to Ep = 10 eV. Hence, without there being
any loss of resolution, it is often preferable to work at higher Ep as higher energy photoelectrons
will be less susceptible to stray fields in the analyzer.
After having optimized the analyzer for detecting low kinetic energy photoelectrons, the
optical pump beam can then be directed into the chamber so as to perform tr-ARPES
experiments. To do so, both a spatial and temporal overlap between the pump and probe pulses
must be found. While spatial overlap can be found relatively easily with the aid of a phosphor
indicator, obtaining temporal overlap can be more challenging. For this reason, it is best to have
a system that exhibits a fast, clearly identifiable electronic response followed by a slow
relaxation dynamic. Furthermore, in seeing that the indication for temporal overlap is given by
the presence of a transient population of electrons above the Fermi level, it is then important that
there be available states in proximity to Γ that can be populated by an optical excitation.
Given these considerations, a good candidate for finding temporal overlap in the initial trARPES experiments performed here at UTK was the topological insulator Sb2Te3. Most
notably, as is shown in Figure 8.3, an optical excitation from the pump serves to populate the
states of the Dirac cone located above EF. Furthermore, in contrast to most metals, which can be
characterized as having a fast relaxation dynamic on the order of a few hundred fs, the relaxation
rate of the topological surface states is found to be considerably longer [216]. Namely, as can be
seen in Figure 8.3(d), after a five ps delay, the bulk bands have largely depopulated, but the
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Figure 8.2: Electronic band dispersion of Bi2Sr2CaCu2O8+δ measured along the nodal direction
using a laser excitation source (hν = 6.34 eV). Spectra were obtained using a pass energy Ep =
5.0 eV for an electrostatic lens table optimized for (a) He gas discharge lamp and (b) laser source
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Figure 8.3: Snapshots of the time evolution of the transiently populated topological surface states
in Sb2Te3 taken at (a) t = -2.0 ps, (b) t = 0 ps, (c) t = 2.5 ps and (d) t = 5.0 ps
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topological surface states continue to remain at least partially occupied. Thus, after having found
temporal overlap, the position on the delay stage was marked so as to have an absolute reference,
allowing for additional characterization on other materials, including noble metals, to be
performed. Chief among these is a measure of the temporal resolution. Generally this is
accomplished by use of an autocorrelator, where the intensity of the third harmonic produced
through difference frequency generation can be measured as a function of pump-probe delay.
However, such a measurement requires a spectrometer capable of operating in the UV.
Consequently, a more straightforward means of determining the time resolution will be given by
a measurement of the rise time for a metallic sample. This is ultimately due to the fact that a fit
of the rise time allows for the cross-correlation of the two pulses to be inferred.

8.4 Future Directions
Presently, the excitation energy of the pump within the tr-ARPES set-up is given by the
fundamental frequency of the Ti:Sapphire. This energy corresponds to that of inter-band
transitions, which are characteristic of the type of electronic excitations found in optics (see
Figure 2.10). However, the ability to tune the excitation energy of the pump to other
wavelengths, particularly within the infra-red (IR), would allow for the possibility of pumping on
resonance certain excitations like optical phonon modes. Given the strong coupling that exists
between electronic, lattice and spin degrees of freedom in strongly correlated systems, a resonant
excitation of certain phonon modes can have profound implications on the electronic properties
[217]. Notably, one intriguing possibility would be to examine the effect that a resonant
excitation of the Oxygen optical phonon in Strontium Titanate (SrTiO3) has on the
superconducting transition of FeSe thin films [218]. To do so, this requires the construction of an
optical parametric amplifier (OPA).
An OPA, like that that of the non-collinear OPA sketched in Figure 8.4, can provide a
tunable source of fs pulses over a broad frequency, ranging from the visible to the near-IR [219].
Fundamentally, the basis on an OPA is rooted in the amplification of a weak signal pulse,
possessing a variable frequency ωs, due to an energy transfer from an intense pump, having a
fixed frequency ωp, while simultaneously producing an idle pulse of energy ωi. From energy
conservation, it is evident that such a non-linear process will differ from that of difference
frequency generation only in the initial conditions. Namely, the amplification of the signal in an
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OPA results from a process in which 𝜔! → 𝜔! + 𝜔! , meaning that additional photons are added
to the signal while the idle is produced simply as a consequence of energy conservation. In
contrast, difference frequency generation will result in the production of the idle through
𝜔! → 𝜔! − 𝜔! where the signal is subtracted, rather than amplified, from that of the pump
Given then the operating principal behind an OPA, it is clear that an essential task
requires the generation of a signal, or seed, whose frequency must necessarily be less than that of
the pump. Due to this constraint, the wavelength range of an OPA will be dictated by ωp.
Notably, for an OPA operating in the visible, the pump is most often given by frequency
doubling the fundamental of the Ti:Sapphire, while those operating in the IR do not require such
a conversion allowing for just the fundamental to be used. Since the pump will always be
defined at a single frequency regardless of the wavelength range of the OPA, the tunability must
therefore originate from the signal having a broad frequency bandwidth. This can be
accomplished through generating a white light supercontinuum by focusing an intense ultrashort
pulse on some transparent material, such as sapphire. In such a case, the continuum spectrum
will extend from 420 nm to 1500 nm allowing for the possibility of amplifying over a 1080 nm
bandwidth.
Recalling that the temporal duration of an ultrashort pulse is inversely proportional to the
bandwidth, the ability of an OPA to amplify a signal over a broad frequency range not only
allows for the photon energy to be tuned, but for the generation of pulses approaching the
transform limit of ~4-5 fs. This is accomplished by making use of the non-collinear geometry
shown in Figure 8.4, where the parametric amplification occurs on a type I β-BBO cut at 31°
[219]. In such a case, the phase matching condition can be met over a broad frequency range,
allowing for amplification to take place over the whole of the white light signal. Consequently,
after compensating for chirp, resulting from both white light generation and parametric
amplification, pulses of extremely short temporal durations can be produced. In this way, the
time resolution can be pushed to the very limit of a tr-ARPES experiment, allowing for the most
interesting initial stages of the dynamics to be investigated.
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