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ABSTRACT 
The paper deals with those orthogonal matrices which can be expressed as linear 
combinations of permutation matrices. A necessary condition for such a linear 
combination to be an orthogonal matrix is that the sum of the coefficients in the 
linear combination be k 1. 
Let S, denote the set of n X n permutation matrices; let T denote the set 
of transpositions in S,; let C denote the set of 3-cycles {(r, r+ 1, t); 
r=l ,..., n-2; t=r+2 ,..., n}, and let I denote the identity matrix in S,. 
It is an interesting fact that some orthogonal matrices, such as any 
permutation matrix, can be expressed as linear combinations of permutation 
matrices; while others, such as 
I -1 0  0 1 0 1,  
cannot. In this paper, we shall take a look at orthogonal matrices of the 
former type. Our main result will be to show that, if the orthogonal matrix 0 
can be written as a sum Et_ i oipi, then E:_ i (Ye = & 1. 
In view of [l], such linear combinations can always be expressed in terms 
of the members of the independent set T u C u I of S,. It turns out to be 
convenient to treat this question under three possibilities which can arise. 
First, we examine those orthogonal matrices which can be expressed as linear 
combination of the elements of T u 1. Obviously such matrices are always 
symmetric. We note that not every symmetric orthogonal matrix can be 
expressed as a linear combination of T u I, as the example 
[ I 
’ ’ shows 
0 -1 * 
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Finally, we look at those orthogonal matrices which lie outside the two 
previous categories and require permutations from both C and T u Z in their 
representation. 
Suppose the orthogonal matrix 19 is a linear combination of elements of 
T u 1. Let all (r,s) E T be arranged in lexicographic order ( < ), and let the 
coefficient of (r,s) be denoted by (ylS. In any product (ylSati, as a matter of 
convenience it will be taken for granted that (r,s) < (t,u). Furthermore, we 
denote Z:;: Z’j=,+, am by X:CU,~, the sum of the products of all arS taken two 
at a time by 2 ar8aihr, and the sum of the squares of ‘yrS by 2 ai. 
Let a, denote the set of (Y’S which are the coefficients of those permuta- 
tions (T,s) which keep r fixed. Similarly a_ shall denote the set of (Y’S which 
are the coefficients of those permutations (r, S) which keep ri and sr 
unaltered. Let Z, a,Syls’yru be the sum of the products of all LY,~ in uVl taken 
two at a time. ’ 
THEOREM 1. Zf e=x.:r: z:::EI+l (Y, (r,s), where the qs are real, is an 
orthogonal matrix, then Ey;i Ey=l+l a,.s=Ccx,s= ? 1. 
Proof. We note first that, in the special case in which (Y,~, =O, s 
= 1 ,..., n, sfr,, for a fixed r,E{I ,..., n}, the row ri in the matrix 0 has 
zeros in the off-diagonal positions. Therefore, Ea, = + 1. 
In general the matrix 0 has the form 
e- 
Lylfl-1 (Yltl 
a2n-1 a2n 
a3n-1 a3n 
Using the fact that each row of the matrix 0 is of norm 1, we obtain the n 
equations: 
%Y:+24=1, where ki = c arsahrr i=l,2 n. ,..*, 
0, 
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It follows that Xl.. Iki = nk = C o,a,ah, + . * * + Zana,ati, and 
nk=(n-3)Earsati--R, (1) 
where R = Zqs%, the sum being taken over distinct sets of indices T, s, t, U. 
Now, using the fact that the inner product of any two rows of 0 is zero, 
we get the following 
( 1 1 
equations: 
a12 
( 
&Ia,+ ~qs--12 
012 1 
+a,,cQ-j+*.. +qn_l~2”_l+~~“~2”=0, 
a13 
( 
&x,+ ~cY,-cQ3 
013 ) 
+a,,a,+*** +(Yln_lCY3n-l+(Yl”a3”=0, 
. . . . . . . . . . . . . . . . . . . . . . . . 
a n-l?l 
( 
2 ol,,+ &(Y,--LY,_ln +(Yln_l(Yl”+..* +(Y,_ln_2(Y,,_2=0. 
0,-l, ) 
Each equation in this set has n (n - 2) terms. Adding these equations, we 
Adding this equation to (l), we obtain 
which implies 
k= &ph, 
Since Z CY~ + 2ki = 1 and ki = k, therefore 
(2 > % 
2=1. 
(2) 
get 
(3) 
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THEOREM 2. Zf 
n-l n 
e= x 2 cY,(r,s)+XZ 
r=l s=r+l 
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is an orthogonal matrix, then Z am + h = + 1. 
Proof. The argument is similar to the one for Theorem 1. In this case 
Eq. (1) becomes 
nk=(n-3)&Ycr,a,- R+(n-3)X&S+AC%, 
and the set of equations (2) when added gives 
Adding these two equations, we obtain 
Using this in ZcrE+X2+2k=1, we get 
We conclude this paper with 
THEOREM 3. Zf 
n-l n n-2 n 
e= 2 2 OI,(T,S)+ x x &(r,r+l>k)+hZ> 
r-l s=r+l r=l k=r+2 
where the a’s, the /3’s, and A are real, is an orthogonal matrix, then 
Zam+Iz&k+A= +1. 
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In addition to the notation in Theorem 1, we let di denote the set of p’s 
occurring in the expression for the element in the {i, i} position of 8, let d, 
denote the set of p’s occurring in the non-diagonal elements of the ith 
column of 8, and let YQ3, denote the sum of those products &/3, for 
which {r,r+l,s} and {t,t+l,u} have m (m<3) integers in common; 
E”‘cx~~&, is defined in the same way. As usual, the sum of the /3’s and the 
sum of the products of p’s, taken two at a time, in any set S are denoted by 
Z ,& and Z $,&, respectively. 
Now by using the fact that each row of the matrix is of norm 1, we 
obtain n equations: 
where 
By (4, it follows that k, = . . . = k, = k, say, and 
nk= $’ ki. 
i=l 
We now proceed to simplify the RHS of (5). 
By Theorem 2 we can replace Z;= i 2 ,,,a, by (n -2)X2 (Y,~; by Theorem 1 
we can replace EC;,, EO,~~~~tu by (n-3) Ea,a, - R. We shall now show that 
can be replaced by 
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Let { r,r+ 1,s) and {t, t+ 1,~) have two integers in common. This implies 
that /I,, and &,, are together, as a sum, in n -4 diagonal and one non- 
diagonal positions; the non-diagonal position corresponds to the pair of 
integers common to {T, r+ 1,s) and {t, t + 1,~). Thus the term &/3, will 
occur in the ki’s for n - 3 times. Similarly, the term &&, is repeated n - 5 or 
n - 6 times in the ki’s when {r, r + 1, s}, { t, t + 1, U} have one or no interger 
in common, respectively. 
Finally, we show that 
can be replaced by 
Let { r, S} and { t, t + 1, U} have two integers in common. This implies that CI,~ 
and &, are together, as a sum, in n -3 diagonal and one non-diagonal 
positions; the non-diagonal position corresponds to the pair of integers 
common to { T,s}, {t, t+ 1,~). Therefore, in the ki’s, the term (Y&,, occurs 
n - 2 times. The arguments for the cases when {r, s}, { t, t + 1, U} have one or 
no integer in common are similar to the preceding one. 
Thus, Eq. (5) takes the form 
nk=(n-2)hxcqS+X 2 z p,,+(n-3)~a,a,-R+(n-3)i: &&+ 
i=l d, 
(n-5)idL. (6) 
Now, by using the fact that the inner product of any two rows of 13 is 
zero, we obtain 
n 
( > 2 
equations. The sum of these equations is put in a 
simplified form by using the fact that the sum of the (Y’S or /3’s in each row 
(column) is the same and by using the information given by the equivalence 
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of Eqs. (5) and (6). This simplified form is 
(7) 
Adding (6) and (7), we get 
Using this in (4) we get 
Hence 
I am grateful to Professor M. Marcus for suggesting this topic, and to 
Professor Westwick for his generous help. 
REFERENCES 
1 J. Kapoor, Matrices which, under row permutations, give specified values of trace 
function, Pac. J. Math., to be published. 
Received 12 November 1974; reoised 17 March 1975. 
