Abstract. In this paper, a three species reaction-diffusion food-chain system with nonlocal delays is investigated. Sufficient conditions are derived for the global stability of a positive steady state and boundary steady states of the system by using the energy function method. Numerical simulations are carried out to illustrate the theoretical results.
Introduction
The classical Lotka-Volterra type systems are very important in the models of multi-species populations interactions. Recently, three-species food chain models have been studied by many authors (see, for example, [3, 8, 9, 11, 15, 16] ). In [8] , Lin studied the following three-species food-chain system with time delays
∂x 2 + u 1 (r 1 − a 11 u 1 − a 12 u 2 (x, t − τ 2 )),
∂x 2 + u 2 (−r 2 + a 21 u 1 (x, t − τ 1 ) − a 22 u 2 − a 23 u 3 (x, t − τ 3 )),
∂x 2 + u 3 (−r 3 + a 32 u 2 (x, t − τ 2 ) − a 33 u 3 ), (1.1) ∂u 1 ∂n = ∂u 2 ∂n = ∂u 3 ∂n = 0, (x, t) ∈ ∂Ω × (0, +∞),
where u 1 (x, t), u 2 (x, t) and u 3 (x, t) represent the densities of prey, predator and top predator populations at location x and time t, respectively. In [8] , the author considered the asymptotic behavior of solution of system (1.1), by using the method of upper and lower solutions. We note that the time delays of system (1.1) are space-independent. However, in many realistic ecological models, any delays should be spatially inhomogeneous, that is, the delays affect both the temporal and spatial variables. This is due to the fact that any given individual may not necessarily have been at the same spatial location at previous times. Such delays are called spatio-temporal delays or nonlocal delays. The effect of nonlocal delays on the dynamics of ecological models has been taken into account in several papers (see, for example, [1, 2, 4, 6, 5, 7, 10, 13, 12, 14, 17, 18, 19] ). In [6] , Gourley and So introduced a nonlocal delay with the form 
subject to G(x, y, 0) = δ(x − y), the function k(t) is called the delay kernel and satisfies k(t) ≥ 0 for all t ≥ 0 together with the normalization condition +∞ 0 k(t) dt = 1. Motivated by the work of Lin [8] and Gourley and So [6] , in this paper, we study the following reaction-diffusion food-chain model with nonlocal delays
for t > 0, x ∈ (0, π), with homogeneous Neumann boundary conditions
and initial conditions
where
G i is the weight function describing the distribution at past times of the individual of the species u i who is at position x and time t. We recall that in system (1.2), u 1 (x, t), u 2 (x, t) and u 3 (x, t) represent the densities of prey, predator and top predator populations at location x and time t, respectively. All the parameters in system (1.2) are positive constants. This paper is organized as follows. In Section 2, we introduce some notations and several lemmas which will be essential to our proofs. In Section 3, we discuss the global stability of steady states for system (1.2). Finally, some numerical simulations are given to illustrate the main theoretical results.
Preliminaries
In this section, we introduce some notations and several results which will be useful in next section.
Let
denote the Banach space of measurable functions u on Ω satisfying
In particular, if p = 2, L 2 (Ω) becomes a Hilbert space with usual inner product ·,· and ·
Let (u 1 (t, x), u 2 (t, x), u 3 (t, x)) be a solution of system (1.2). Then by a comparison theorem we have the following result. Lemma 1. (u 1 (t, x), u 2 (t, x), u 3 (t, x)) exists globally and satisfies
, for all x ∈Ω and t > 0.
Moreover, we recall (Lemma 2.1 in [6] ).
Lemma 2. Let K(x, y, t) = G(x, y, t)k(t), for the term t −∞ Ω K(x, y, t − s)u(y, s) dy ds, we have the following inequality
for any function u(x, t) such that ∂u ∂n = 0 on ∂Ω.
Global Stability
In this section, we study the global stability of a positive steady state and boundary steady states of system (1.2) by using the energy function method. It is easy to show that system (1.2) has two steady states E 0 (0, 0, 0) and We are now in a position to state and prove our main result on the global stability of the positive steady state of system (1.2). 
Proof. Define
For some constants α > 0, β > 0 to be determined later, we have
Using Young's inequality, we have that
By Lemma 2, for i = 1, 2, we have that
For any T > 0, we have
We estimate the second term in (3.7) that 8) where · T denotes the norm defined as in (2.2). Therefore, for any T > 0, we have
In a similar way, we have that 
By using the Young's inequality, we have 
for some constants C i (i = 1, 2, 3, 4) independent of T . We can choose α, β > 0 satisfying
, we obtain that .3) we may deduce from (3.14) that, for some constant C 5 independent of T ,
Inequalities (3.14) and (3.18) imply that
In a similar way, we derive that
The proof is complete.
Next, we consider the global stability of the boundary steady state of system (1.2). Theorem 2. Let (u 1 (x, t), u 2 (x, t), u 3 (x, t)) be a solution of system (1.2) with boundary conditions (1.3) and initial conditions (1.4). If a 21 r 1 ≤ a 11 r 2 and a 11 a 22 > a 12 a 21 , then lim t→∞ (u 1 (x, t), u 2 (x, t), u 3 (x, t)) = r 1 /a 11 , 0, 0 uniformly for x ∈ [0, π].
For some constants α, β > 0 to be determined later, we have
Noting that a 11 r 2 ≥ a 21 r 1 , by using the Young's inequality we have
It follows from (3.23) that
By Lemma 2, we have that
We estimate the second term in (3.26) that
where · T denotes the norm defined as in (2.2). Therefore, for any T > 0, we have
In a similar way, we have that . Therefore, inequality (3.34) holds. Hence, lim t→∞ u 2 C(Ω;R) = 0.
Using a similar argument, we can also prove the following results.
Theorem 3. Let (u 1 (x, t), u 2 (x, t), u 3 (x, t)) be a solution of system (1. 
Numerical Simulations
In this section, we present some numerical simulations to illustrate the results in Section 3. In system (1.2), we let f i (t) = Example 2. In system (1.2), we let r 1 = r 2 = r 3 = 1, a 11 = a 12 = a 21 = 1, a 22 = 3, a 23 = a 32 = a 33 = 1, d 1 = 1, d 2 = 2, d 3 = 1, τ 1 = τ 2 = 0.1. Then system (1.2) has two steady states E 0 (0, 0, 0), E 1 (1, 0, 0). It is easy to see that a 11 a 22 − a 12 a 21 = 2 > 0, a 21 r 1 = a 11 r 2 . By Theorem 2, we know that the equilibrium E 1 of system (1.2) is globally stable (see Fig. 2 ). Example 3. In system (1.2), we let r 1 = 2, r 2 = r 3 = 1, a 11 = a 12 = a 21 = 1, a 22 = 3, a 23 = a 32 = a 33 = 1, d 1 = 1, d 2 = 2, d 3 = 1, τ 1 = τ 2 = 0.1. Then system (1.2) has three steady states E 0 (0, 0, 0), E 1 (2, 0, 0), E 2 (1.75, 0.25, 0). It is easy to see that a 11 a 22 a 33 − a 11 a 23 a 32 − a 12 a 21 a 33 = 1 > 0, a 21 r 1 − a 11 r 2 = 1 > 0, a 21 a 32 r 1 − a 11 a 32 r 2 − a 11 a 22 r 3 − a 12 a 21 r 3 = −3 < 0. By Theorem 3, we know that the equilibrium E 2 of system (1.2) is globally stable (see Fig. 3 ).
