Nearly Low Rank Tensors and Their Approximations by Nie, Jiawang
ar
X
iv
:1
41
2.
72
70
v1
  [
ma
th.
NA
]  
23
 D
ec
 20
14
NEARLY LOW RANK TENSORS AND THEIR
APPROXIMATIONS
JIAWANG NIE
Abstract. A tensor is a multi-indexed array. The low rank tensor approxima-
tion problem (LRTAP) is to find a tensor whose rank is small and that is close
to a given one. This paper studies the LRTAP when the tensor to be approx-
imated is close to a low rank one. Both symmetric and nonsymmetric tensors
are discussed. We propose a new approach for solving the LRTAP. It consists
of three major stages: i) Find a set of linear relations that are approximately
satisfied by the tensor; such linear relations can be expressed by polynomials
and can be found by solving linear least squares. ii) Compute a set of points
that are approximately common zeros of the obtained polynomials; they can
be found by computing Schur decompositions. iii) Construct a low rank ap-
proximating tensor from the obtained points; this can be done by solving linear
least squares. Our main conclusion is that if the given tensor is sufficiently
close to a low rank one, then the computed tensor is a good enough low rank
approximation. This approach can also be applied to efficiently compute low
rank tensor decompositions, especially for large scale tensors.
1. Introduction
Let m and n1, . . . , nm be positive integers. Denote by C
n1,...,nm the space of all
complex tensors of order m and dimension (n1, . . . , nm). Each F ∈ Cn1,...,nm is
indexed by an integer tuple (i1, . . . , im) with 1 ≤ ij ≤ nj (j = 1, . . . ,m), i.e.,
F = (Fi1...im)1≤i1≤n1,...,1≤im≤nm .
Tensors of order m are called m-tensors. When m = 1 (resp., 2), they are vectors
(resp., matrices). When m = 3 (resp., 4), they are called cubic (resp., quartic)
tensors. The standard norm of F is defined and denoted as:
(1.1) ‖F‖ :=
( ∑
1≤i1≤n1,...,1≤im≤nm
|Fi1...im |2
)1/2
.
For vectors u1 ∈ Cn1 , . . . , um ∈ Cnm , their outer product u1⊗· · ·⊗um is the tensor
in Cn1,...,nm such that for all i1, . . . , im in the range,
(u1 ⊗ · · · ⊗ um)i1,...,im = (u1)i1 · · · (um)im .
An outer product like u1 ⊗ · · · ⊗ um is called a rank-1 tensor. For every F , there
exist rank-1 tensors F1, . . . ,Fr such that
(1.2) F = F1 + · · ·+ Fr.
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The smallest such r is called the rank of F , denoted as rank(F). If rank(F) = r,
F is called a rank-r tensor and (1.2) is called a rank decomposition. We refer to
[19, 24] for the theory and applications of tensors.
1.1. Low rank approximations. Typically, it is hard to compute rank decom-
positions for tensors (cf. [14]). In applications, we often need to approximate
a tensor by a low rank one. The low rank tensor approximation problem (LR-
TAP) is that, for given F ∈ Cn1,...,nm and given r (typically small), find r tuples
u(ℓ) := (uℓ,1, . . . , uℓ,m) ∈ Cn1 × · · · × Cnm (ℓ = 1, . . . , r) that give a minimizer to
the nonlinear least squares problem
(1.3) min
u(1),...,u(m)
∥∥∥ r∑
ℓ=1
uℓ,1 ⊗ · · · ⊗ uℓ,m −F
∥∥∥2.
In contrast to the matrix case, the best rank-r tensor approximation may not exist
when the order m > 2 (cf. [10]). This is because the set of tensors, whose ranks
are less than or equal to r, may not be closed. For such case, an almost best rank-
r approximation is then often wanted. The LRTAP has important applications
in computer vision [33, 34], linear algebra [8, 20], multiway data analysis [23],
numerical analysis [13, 17], and signal processing [1, 7, 30]. A frequently used
method for solving LRTAPs is the alternating least squares (ALS) (cf. [4, 19]).
ALS can be easily implemented in computations, while its convergence property is
generally not very satisfying. When r = 1, the case of best rank-1 approximations,
there exist other methods, e.g., higher order power iterations (cf. [9, 18, 21, 36]),
semidefinite relaxations (cf. [25]). We refer to [3, 12] for recent work on low rank
tensor approximations. In applications, a related problem is the multilinear low
rank approximation (cf. [9, 11, 16, 28]).
In applications, people often need to approximate symmetric tensors with low
rank symmetric ones. A tensor F ∈ Cn1×···×nm is symmetric if n1 = · · · = nm = n
and each Fi1...im is invariant under permutations of (i1, . . . , im). Let Sm(Cn) be the
space of all symmetric tensors of order m and dimension (n, . . . , n). For u ∈ Cn,
its m-th tensor power is defined as
u⊗m := u⊗ · · · ⊗ u (u is repeated m times).
Clearly, each u⊗m is a rank-1 symmetric tensor. The low rank symmetric tensor
approximation problem (LRSTAP) is that, for given F ∈ Sm(Cn) and given r
(typically small), find vectors u1, . . . , ur ∈ Cn that give a minimizer to the nonlinear
least squares problem
(1.4) min
u1,...,ur∈Cn
∥∥∥(u1)⊗m + · · ·+ (ur)⊗m −F∥∥∥2.
When r = 1, there exists much work on the approximations. We refer to [9, 18,
25, 35, 36]. When r > 1, there exists relatively few work. The ALS method for
nonsymmetric tensors would also be used for approximating symmetric tensors,
by forcing the symmetry in the computation (cf. [9, 18]). But its performance is
generally not very satisfying.
1.2. Contributions. In this paper, we propose a new approach for computing low
rank approximations, for both symmetric and nonsymmetric tensors. It is based
on finding linear relations satisfied by low rank tensors, which can be expressed
LOW RANK TENSOR APPROXIMATIONS 3
by the so-called generating polynomials (cf. [26]). In applications of low rank ap-
proximations, the tensor to be approximated is often close to a low rank one. This
is typically the case in applications, because the occurring errors (usually caused
by measuring inaccuracies or noises) are often small. This fact motivates us to
compute approximations by finding the hidden linear relations that are satisfied by
low rank tensors.
We propose to use generating polynomials for computing low rank tensor approx-
imations. First, we estimate generating polynomials by solving linear least squares.
Second, we find their approximately common zeros; this can be done by computing
Schur decompositions. Third, we construct a low rank approximation from those
zeros, by solving linear least squares. Our main conclusion is that if the tensor to
be approximated is close enough to a low rank one, then the constructed tensor is a
good enough low rank approximation. The proof is build on perturbation analysis
of linear least squares and Schur decompositions. The proposed methods can also
be applied to compute low rank decompositions efficiently, especially for large scale
tensors.
The paper is organized as follows. In §2, we present some basics that need to
be used. In §3, we introduce generating polynomials for both symmetric and non-
symmetric tensors. In §4, we give an algorithm for computing low rank symmetric
approximations for symmetric tensors, and then analyze its performance. In §5,
we give an algorithm for computing low rank approximations for nonsymmetric
tensors, and analyze its performance. In §6, we report numerical experiments for
the proposed algorithms.
2. Preliminaries
Notation The symbol N (resp., R, C) denotes the set of nonnegative integers
(resp., real, complex numbers). For any t ∈ R, ⌈t⌉ (resp., ⌊t⌋) denotes the smallest
integer not smaller (resp., the largest integer not bigger) than t. The cardinality of
a finite set S is denoted as |S|. For a complex matrix A, AT denotes its transpose
and A∗ denotes its conjugate transpose. For a complex vector u, ‖u‖2 =
√
u∗u
denotes the standard Euclidean norm. For a matrix A, ‖A‖2 denotes its standard
operator 2-norm, and ‖A‖F denotes its standard Frobenius norm.
2.1. Catalecticant matrices and border ranks. We partition n1, . . . , nm into
two disjoint sets S1 and S2 such that
∣∣Πi∈S1ni − Πi∈S2ni∣∣ is minimum. Up to a
permutation of indices, we assume that
S1 = {n1, . . . , nmˆ}, S2 = {nmˆ+1, . . . , nm}.
For convenience, let
I1 = {(ı1, . . . , ım1) : 1 ≤ ıj ≤ nj for j = 1, . . . , mˆ},
I2 = {(mˆ+1, . . . , m) : 1 ≤ ıj ≤ nj for j = mˆ+ 1, . . . ,m}.
For F ∈ Cn1,...,nm , its Catalecticant matrix (here we consider the most square one,
cf. [15]) is defined as
(2.1) Cat(F) :=
(
Fı,
)
ı∈I1,∈I2
.
Let σr(n1, . . . , nm) be the closure of the set of all possible sums F1+ · · ·+Fr, where
each Fi is a rank-1 tensor, in the Zariski topology (cf. [5]). It is an irreducible
variety of Cn1,...,nm . A property P is said to be generically or generally true on
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σr(n1, . . . , nm) if P is true in a nonempty Zariski open subset T of it. For such
a property P, we say that u is a generic or general point for P if u ∈ T . For
F ∈ σr(n1, . . . , nm), it is possible that rank(F) > r. The border rank of F is
defined and denoted as
(2.2) rankB(F) = min {r : F ∈ σr(n1, . . . , nm)} .
For all F ∈ Cn1,...,nm , it holds that
(2.3) rankCat(F) ≤ rankB(F) ≤ rank(F).
Interestingly, the above three ranks are equal if F is a general point of σr(n1, . . . , nm)
and r is small.
Lemma 2.1. Let s be the smaller size of Cat(F). For all r ≤ s, if F is a generic
point of σr(n1, . . . , nm), then
(2.4) rank (F) = rankCat(F) = r.
Proof. Let φ1, . . . , φk be the r × r minors of the matrix
Cat
( r∑
i=1
(xi,1)⊗ · · · ⊗ (xi,m)
)
.
They are homogeneous polynomials in xi,j (i = 1, . . . , r, j = 1, . . . ,m). Let x denote
the tuple
(
x1,1, x1,2, . . . , xr,m
)
. Define the projective variety in Pr(n1+···+nm)−1
Z = {x : φ1(x) = · · · = φk(x) = 0}.
Then Y := Pr(n1+···+nm)−1\Z is a Zariski open subset of full dimension (cf. [5].)
Consider the polynomial mapping π : Y → σr(n1, . . . , nm),(
x1,1, x1,2, . . . , xr,m
) 7→ r∑
i=1
(xi,1)⊗ · · · ⊗ (xi,m).
The image π(Y ) is dense in the irreducible variety σr(n1, . . . , nm). So, π(Y ) con-
tains a Zariski open subset, say, Y , of σr(n1, . . . , nm) (cf. [29, Theorem 6,§5,Chap.I]).
For each F ∈ Y , there exists u ∈ Y such that F = π(u). Because u 6∈ Z, at least
one of φ1(u), . . . , φk(u) is nonzero, and hence rankCat(F) ≥ r. By (2.3), we know
that (2.4) is true for all F ∈ Y because rank (F) ≤ r. Since Y is a Zariski open
subset of σr(n1, . . . , nm), the lemma is proved. 
By Lemma 2.1, if r ≤ s, then for general F ∈ σr(n1, . . . , nm) we have rank(F) =
rankCat(F) = r. So, we can use rankCat(F) to estimate rank(F) in practice when
rank(F) ≤ s. However, for general F ∈ Cn1×···×nm such that rankCat(F) = r, we
cannot conclude that F ∈ σr(n1, . . . , nm).
2.2. Symmetric tensors and symmetric ranks. Recall that an m-tensor F ∈
Cn×···×n is symmetric if and only if each Fi1...im is invariant under permutations
of (i1, . . . , im). The space of all such symmetric tensors is denoted as S
m(Cn).
In applications, one would naturally write symmetric tensors as sums of rank-1
symmetric tensors. For F ∈ Sm(Cn), its symmetric rank is defined as
(2.5) rankS (F) = min{r : (u1)⊗m + · · ·+ (ur)⊗m = F}.
Clearly, rank(F) ≤ rankS(F). Let σm,nr be the closure of all possible sums (u1)⊗m+
· · ·+ (ur)⊗m, in the Zariski topology. The set σm,nr is an irreducible variety. Like
for σr(n1, . . . , nm), we say that a property P is generically or generally true on σ
m,n
r
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if it is true in a nonempty Zariski open subset T of σm,nr . For such a property P,
we say that u is a generic or general point for P if u ∈ T .
For F ∈ Sm(Cn), its symmetric border rank is defined as
(2.6) rankSB(F) = min {r : F ∈ σm,nr } .
For symmetric tensors, the Catalecticant matrix defined as in (2.1) has repeating
rows and columns. To avoid repeating, for a symmetric tensor F , we define its
Catalecticant matrix as (cf. [15])
(2.7) Cat(F) := (Fα+β)|α|≤m1,|β|≤m2 ,
where m1 = ⌊m2 ⌋ and m2 = ⌈m2 ⌉. In (2.7), F is indexed by monomial powers in
n−1 variables and of degrees ≤ m. We refer to §3.1 (also see [26]) for such indexing.
It always holds that (cf. [26])
(2.8) rankCat(F) ≤ rankSB(F) ≤ rankS(F).
A similar version of Lemma 2.1 holds for symmetric tensors.
Lemma 2.2. Let s = min{(n+m1−1m1 ), (n+m2−1m2 )}. For all r ≤ s, if F is a generic
point of σm,nr then
(2.9) rankS(F) = rankCat(F) = r.
Proof. It can be proved in the same way as for Lemma 2.1. Let φ1, . . . , φk be the
r × r minors of the matrix
Cat
(
(x1)⊗m + · · ·+ (xr)⊗m),
which has dimension s × s. Denote x := (x1, . . . , xr), with each xi ∈ Cn, then
φ1, . . . , φk are homogeneous polynomials in x. Define the mapping:
π : Y → σm,nr , (x1, . . . , xr) 7→ (x1)⊗m + · · ·+ (xr)⊗m.
The rest of the proof is same as for Lemma 2.1. 
Lemma 2.2 implies that if r ≤ s, then for general F ∈ σm,nr we have rankS(F) =
rankCat(F) = r. So, in practice, rankS(F) can be estimated by rankCat(F) when
rankS(F) ≤ s. However, for general F ∈ Sm(Cn) such that rankCat(F) = r, we
may not have F ∈ σm,nr .
3. Generating polynomials for tensors
This section introduces generating polynomials for symmetric and nonsymmetric
tensors, and studies their properties.
3.1. Symmetric tensors. We consider symmetric tensors in Sm(Cn). For conve-
nience, denote
n¯ := n− 1, Nn¯m := {α ∈ Nn¯ : |α| ≤ m}.
Let C[x] := C[x1, . . . , xn¯] be the ring of complex polynomials in
x := (x1, . . . , xn¯).
For α = (α1, . . . , αn¯) ∈ Nn¯, denote |α| := α1+ · · ·+αn¯ and xα := xα11 · · ·xαn¯n¯ . Each
F ∈ Sm(Cn) is indexed by the tuple (i1, . . . , im). As introduced in [26], we can
equivalently index F by monomials xα ∈ Nn¯m as (denote x0 := 1)
Fxα := Fi1,...,im whenever xα = xi1−1 · · ·xim−1.
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For convenience, we also denote
Fα := Fxα .
The dual space of Sm(Cn) is C[x]m, the space of complex polynomials with degrees
≤ m. Each F ∈ Sm(Cn) defines a linear function on C[x]m as
(3.1)
〈 ∑
α∈Nn¯m
pαx
α,F
〉
:=
∑
α∈Nn¯m
pαFα.
For p ∈ C[x]m and F ∈ Sm(Cn), p is called a generating polynomial for F if
(3.2) 〈p · xβ ,F〉 = 0 ∀β ∈ Nn¯m−deg(p).
Generating polynomials are useful for computing symmetric tensor decomposi-
tions (cf. [26]). To compute low rank symmetric tensor approximations, we need to
use generating polynomials for rank-r tensors. Denote the monomial sets
(3.3) B0 :=
{
1, x1, . . . , xn¯, x
2
1, x1x2, . . .︸ ︷︷ ︸
first r monomials
}
,
(3.4) B1 :=
(
B0 ∪ x1B0 ∪ · · · ∪ xn¯B0)\B0.
For convenience, by β ∈ B0 (resp., α ∈ B1), we mean that xβ ∈ B0 (resp., xα ∈ B1).
Let CB0×B1 be the space of all complex matrices indexed by (β, α) ∈ B0 × B1. For
α ∈ B1 and G ∈ CB0×B1 , denote the polynomial in x
(3.5) ϕ[G,α] :=
∑
β∈B0
G(β, α)xβ − xα.
If each ϕ[G,α] (α ∈ B1) is a generating polynomial for F , then G is called a
generating matrix for F . Generating matrices as above exist for generic tensors of
rank r (cf. [26]).
For each i = 1, . . . , n¯, define the matrix Mxi(G) ∈ CB0×B0 as:
(3.6) Mxi(G)µ,ν =


1 if xi · xν ∈ B0, µ = ν + ei,
0 if xi · xν ∈ B0, µ 6= ν + ei,
G(µ, ν + ei) if xi · xν ∈ B1.
The polynomials ϕ[G,α] have r common zeros (counting multiplicities) if and only
if the matrices Mx1(G), . . ., Mxn¯(G) commute (cf. [26]).
3.2. Nonsymmetric tensors. To define generating polynomials for nonsymmet-
ric tensors in Cn1×···×nm , we need a different indexing by multi-linear monomials.
3.2.1. Definition. For each j = 1, . . . ,m, denote
(3.7) n¯j := nj − 1, xj := (xj,1, . . . , xj,n¯j ).
Let x := (x1, . . . ,xm), the vector of indeterminants
x1,1, . . . , x1,n¯1 , x2,1, . . . , x2,n¯2 , . . . , xm,1, . . . , xm,n¯m .
For convenience, denote
x1,0 := 1, x2,0 := 1, . . . , xm,0 := 1,
(3.8) M :=
{
x1,i1 · · ·xm,im | 0 ≤ ij ≤ n¯j , 1 ≤ j ≤ m
}
, M = span{M}.
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Each monomial in M is linear in all xj . For J ⊆ {1, . . . ,m}, denote
Jc := {1, . . . ,m}\J,
(3.9) MJ :=
{
x1,i1 · · ·xm,im | ij = 0 ∀ j ∈ Jc
}
, MJ := span{MJ}.
Each F ∈ Cn1×···×nm is indexed by (i1 + 1, . . . , im + 1) with
0 ≤ i1 ≤ n¯1, . . . , 0 ≤ im ≤ n¯m.
Since (i1 + 1, . . . , im + 1) is uniquely determined by the multi-linear monomial
x1,i1 · · ·xm,im ∈ M, we can equivalently index F as
Fx1,i1 ···xm,im := Fi1+1,...,im+1.
The tensors in Cn1×···×nm can be equivalently indexed by multi-linear monomials
in M. For F ∈ Cn1×···×nm , define the operation on polynomials in M as
(3.10)
〈∑
µ∈M
cµµ,F
〉
:=
∑
µ∈M
cµFµ.
In the above, each cµ is a complex scalar.
Definition 3.1. For J ⊆ {1, . . . ,m} and F ∈ Cn1×···×nm , we call p ∈ MJ a
generating polynomial for F if
(3.11) 〈pq,F〉 = 0 ∀ q ∈MJc .
Example 3.2. Consider the rank-1 tensor F = λ(a⊗ b⊗ c) with λ ∈ C,
a = (1, a1, . . . , an¯1), b = (1, b1, . . . , bn¯2), c = (1, c1, . . . , cn¯3).
For all i, j, k ≥ 1, the polynomials
fi := x1,i − ai, gj := x2,j − bj , hk := x3,k − ck
are all generating polynomials for F . This is because
〈(x1,i − ai)x2,jx3,k,F〉 = (ai − ai)bjck = 0 ∀ j, k ≥ 1,
〈(x2,j − bj)x1,ix3,k,F〉 = (bj − bj)aick = 0 ∀ i, k ≥ 1,
〈(x3,k − ck)x1,ix2,j ,F〉 = (ck − ck)aibj = 0 ∀ i, j ≥ 1.
Example 3.3. Consider the rank-2 tensor
F = λ(a⊗ b ⊗ c) + µ(d⊗ e⊗ f)
with λ, µ ∈ C, a, b, c as in Example 3.2, and
d = (1, d1, . . . , dn¯1), e = (1, e1, . . . , en¯2), f = (1, f1, . . . , fn¯3).
One can check that for all i, j, k ≥ 1, the products
(x1,i − ai)(x2,j − ej), (x1,i − ai)(x3,k − fk),
(x2,j − bj)(x1,i − di), (x2,j − ej)(x3,k − fk),
(x3,k − ck)(x1,i − di), (x3,k − ck)(x2,j − ej)
are generating polynomials for F . For instance, one can check that
〈(x1,i − ai)(x2,j − ej)x3,k,F〉 = λ〈(x1,i − ai)(x2,j − ej)x3,k, a⊗ b⊗ c〉+
+µ〈(x1,i − ai)(x2,j − ej)x3,k, d⊗ e⊗ f〉 = 0.
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3.2.2. Properties. For convenience, denote
(3.12)
{
r1 := r − 1, [r1] := {0, 1, . . . , r1},
J :=
{
(i, j, k) : 0 ≤ i ≤ r1, 2 ≤ j ≤ m, 1 ≤ k ≤ n¯j
}
.
For G ∈ C[r1]×J and τ = (i, j, k), denote the polynomial
(3.13) ϕ[G, τ ](x) :=
r1∑
ℓ=0
G(ℓ, τ)x1,ℓ − x1,ixj,k.
The rows of G are indexed by ℓ = 0, 1, . . . , r1 and the columns are indexed by τ ∈ J .
If ϕ[G, τ ] is a generating polynomial for F , then
〈ϕ[G, τ ] · µ,F〉 = 0, ∀µ ∈M{1,j}c .
The above gives linear equations (τ = (i, j, k))
(3.14)
r−1∑
ℓ=0
Fx1,ℓ·µG(ℓ, τ) = Fx1,i·xj,k·µ ∀µ ∈M{1,j}c .
Definition 3.4. For F ∈ Cn1×···×nm and G ∈ C[r1]×J , if (3.14) is satisfied for all
τ ∈ J , then G is called a generating matrix for F .
Generating matrices as above exist for general rank-r tensors. Suppose
(3.15) F =
r∑
s=1
us,1 ⊗ us,2 ⊗ · · · ⊗ us,m.
For convenience, we index vectors in Cnj by i = 0, 1, . . . , n¯j. Up to a scaling, we
generally assume that
(3.16) (us,2)0 = · · · = (us,m)0 = 1.
For convenience, denote
(3.17)
(
us,j
)
0:r1
:=


(us,j)0
(us,j)1
...
(us,j)r1

 , u(s) := (us,1, . . . , us,m),
(3.18) U =
(
[u(1)]M · · · [u(r)]M
)
, U1 =
((
u1,1
)
0:r1
· · · (ur,1)
0:r1
)
.
In the above, [u(s)]M denotes the vector that is the evaluation of the monomials in
M at the tuple u(s) = (us,1, . . . , us,r). The rows of U are index by monomials in M.
Note that U1 is a r × r square matrix, consisting of the first r rows of U . Clearly,
if rankU1 = r, then each row of U is a linear combination of the rows of U1. So,
for the (x1,ixj,k)-th row, there exists a vector w
i,j,k ∈ Cr such that
U(x1,ixj,k, :) =
r−1∑
ℓ=0
(wi,j,k)ℓU(x1,ℓ, :).
For each s = 1, . . . ,m, (3.18) and the above imply that
(us,1)i(u
s,j)k =
r−1∑
ℓ=0
(wi,j,k)ℓ(u
s,1)ℓ,
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(u(s))µ(us,1)i(u
s,j)k =
r−1∑
ℓ=0
(wi,j,k)ℓ(u
(s))µ(us,1)ℓ ∀µ ∈ M{1,j}c .
Let G ∈ C[r1]×J be the matrix such that
(3.19) G(ℓ, τ) = (wi,j,k)ℓ
(
0 ≤ ℓ ≤ r1, τ = (i, j, k) ∈ J
)
.
Then, one can verify that
〈ϕ[G, τ ] · µ, us,1 ⊗ · · · ⊗ us,m〉 = 0 ∀µ ∈ M{1,j}c ,
〈ϕ[G, τ ] · µ,F〉 = 0 ∀µ ∈M{1,j}c .
That is, each ϕ[G, τ ] is a generating polynomial for F . Hence, we get the following
theorem.
Theorem 3.5. Let F be as in (3.15)-(3.16), U1 be as in (3.18). Suppose rankU1 =
r. If G is given as in (3.19), then G is a generating matrix for F .
For a general rank-r tensor F , we typically have rankU1 = r. Otherwise, it can
be satisfied by applying a general linear transformation. For each pair (j, k), denote
(3.20) M j,k(G) :=


G(0, (0, j, k)) G(1, (0, j, k)) · · · G(r1, (0, j, k))
G(0, (1, j, k)) G(1, (1, j, k)) · · · G(r1, (1, j, k))
...
...
. . .
...
G(0, (r1, j, k)) G(1, (r1, j, k)) · · · G(r1, (r1, j, k))

 .
Proposition 3.6. In Theorem 3.5, for G as in (3.19), we have
(3.21) M j,k(G) · (us,1)
0:r1
= (us,j)k ·
(
us,1
)
0:r1
for all s = 1, . . . , r, j = 2, . . . ,m and 0 ≤ k ≤ n¯j.
Proof. This can be done by a direct verification. 
By (3.21), each (us,j)k (j = 2, . . . ,m) is a common eigenvalue of M
j,k(G), with(
us,1
)
0:r1
a common eigenvector. Therefore, if the generating matrix G is known,
we can get us,j from the common eigenvalues and eigenvectors of M j,k(G).
4. Low rank approximations for symmetric tensors
Given a symmetric tensor F ∈ Sm(Cn) and a rank r, we are looking for X ∈
Sm(Cn), such that its symmetric rank rankS(X ) ≤ r and it is close to F as much
as possible. We refer to §2.2 for symmetric ranks of symmetric tensors. Clearly,
rankS(X ) ≤ r if and only if X = (u1)⊗m+ · · ·+(ur)⊗m for vectors u1, . . . , ur ∈ Cn.
Finding such X is equivalent to solving the nonlinear least squares problem
(4.1) min
u1,...,ur∈Cn
∥∥(u1)⊗m + · · ·+ (ur)⊗m −F∥∥2 .
Throughout the paper, for symmetric tensors, by rank-r approximation we mean
that the approximating tensor X is symmetric and rankS (X ) ≤ r.
It is typically hard to solve (4.1) directly. For the basic case r = 1 (i.e., best
rank-1 approximations), the problem is already NP-hard (cf. [14]). We propose
to compute rank-r approximations by using generating polynomials (cf. §3.1). For
convenience, we index vectors in Cn by i = 0, 1, . . . , n¯, where
n¯ := n− 1.
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For u ∈ Cn with (u)0 6= 0, we can write it equivalently as
u = λ1/mv, λ ∈ C, (v)0 = 1, v ∈ Cn.
Then, u⊗m = λv⊗m. So, (4.1) can be reformulated as
(4.2) min
v1,...,vr∈C
n,λ1,...,λr∈C
(v1)0=···=(vr)0=1
‖λ1(v1)⊗m + · · ·+ λr(vr)⊗m −F‖2.
In this section, we propose to solve (4.2) in three major stages:
• Find an approximate generating matrix G for F .
• Construct v1, . . . , vr from the polynomials ϕ[G,α] (see (3.5)).
• Determine λ1, . . . , λr by solving the resulting least squares.
4.1. An algorithm for rank-r approximation. Let B0,B1 be the monomial sets
as in (3.3)-(3.4). By α ∈ B1 we mean that xα ∈ B1. We index symmetric tensors by
monomials, or equivalently by monomial powers (cf. §3.1). For a matrixG ∈ CB0×B1
and α ∈ B1, the polynomial ϕ[G,α] as in (3.5) is a generating polynomial for F if
(4.3)
〈
xγϕ[G,α],F
〉
= 0
(∀ γ ∈ Nn¯m−|α|).
(See (3.1) for the operation 〈·, ·〉.) A matrix G satisfying (4.3) may, or may not,
exist. But we can always find an approximate one by solving the linear least squares
(4.4) min
G∈CB0×B1
∑
α∈B1
∑
γ∈Nn¯
m−|α|
∣∣∣〈xγϕ[G,α],F〉∣∣∣2.
Denote the matrix A[F , α] and the vector b[F , α] as
(4.5)
{
A[F , α]γ,β = Fβ+γ , ∀ (γ, β) ∈ Nn¯m−|α| × B0,
b[F , α]γ = Fα+γ , ∀ γ ∈ Nn¯m−|α|.
The matrix G is indexed by (β, α) ∈ B0 × B1. Denote by G(:, α) the α-th column
of G. So, (4.4) can be reformulated as
(4.6) min
G∈CB0×B1
∑
α∈B1
∥∥∥A[F , α]G(:, α) − b[F , α]∥∥∥2
2
.
Let Gls be an optimal solution to (4.6). When F is close to σm,nr , the set of tensors
in Sm(Cn) whose symmetric border ranks ≤ r (cf. §2.2), the polynomial system
(4.7) ϕ[Gls, α](x) = 0 (α ∈ B1)
is expected to approximately have r solutions. In practice, we can find them by
using the method in [6] (also see [26]). Choose generic ξ1 > 0, . . . , ξn¯ > 0 and scale
them as ξ1 + · · ·+ ξn¯ = 1. Let
(4.8) M(ξ,Gls) := ξ1Mx1(G
ls) + · · ·+ ξn¯Mxn¯(Gls),
where Mxi(G) is defined as in (3.6). Then, compute the Schur Decomposition
(4.9) Q∗M(ξ,Gls)Q = T,
where Q = [q1 . . . qr] is unitary and T is upper triangular. (The superscript
∗
denotes the conjugate transpose.) For i = 1, . . . , r, let
(4.10) vlsi :=
(
1, q∗iMx1(G
ls)qi, . . . , q
∗
iMxn¯(G
ls)qi
)
.
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Then, we solve the linear least squares
(4.11) min
(λ1,...,λr)∈C
r
‖λ1(vls1 )⊗m + · · ·+ λr(vlsr )⊗m − F‖2.
Let λls := (λls1 , . . . , λ
ls
r ) be an optimal solution to (4.11). For i = 1, . . . , r, let
ulsi :=
m
√
λlsi v
ls
i . Then, we construct the tensor
(4.12) X gp := (uls1 )⊗m + · · ·+ (ulsr )⊗m.
The low rank tensor X gp as in (4.12) is expected to be a good rank-r approxi-
mation, when F is close to a rank-r tensor. Its quality is analyzed in Theorem 4.3.
Our main conclusion is that if F is close enough to a rank-r tensor, then X gp is a
good enough rank-r approximation. The tensor X gp is not mathematically guar-
anteed to be a best rank-r approximation. However, we can always improve it by
using classical nonlinear least squares methods. This often can be done efficiently,
because X gp is typically a good approximation.
The above leads to the following algorithm.
Algorithm 4.1. Symmetric rank-r approximations for symmetric tensors.
For given F ∈ Sm(Cn) and given r, do the following:
Step 1 Solve (4.6) for a least square solution Gls.
Step 2 Choose generic ξi > 0 (scale as
∑
i ξi = 1), and formulate M(ξ,G
ls) as in
(4.8). Compute the Schur Decomposition (4.9).
Step 3 Compute vls1 , . . . , v
ls
r as in (4.10), and solve (4.11) for (λ
ls
1 , . . . , λ
ls
r ).
Step 4 Construct the tensor X gp as in (4.12).
Step 5 Solve (4.1) for an improved solution (uopt1 , . . . , u
opt
r ), with the starting point
(uls1 , . . . , u
ls
r ). Output the tensor
(4.13) X opt := (uopt1 )⊗m + · · ·+ (uoptr )⊗m.
Remark 4.2. In Algorithm 4.1, the approximating rank r need to be given. In
practice, such r is often not known in advance. However, we can estimate it by
using the Catalecticant matrix Cat(F). Let s be the smaller size of Cat(F). If
F = X + E , then
Cat(F) = Cat(X ) + Cat(E).
If X is a generic point of σm,nr and r ≤ s, then rankS(X ) = rankCat(X ) = r, by
Lemma 2.2. For such case, rankS(X ) can be estimated by rankCat(X ). When E
is small, rankCat(X ) can be estimated by rankCat(F). In practice, we can do as
follows: compute the singular values of Cat(F), say, η1 ≥ η2 ≥ · · · . If ηr ≫ ηr+1,
then such r is a good estimate for rankS(X ).
When r = 1, we can get an explicit formula for X gp in Algorithm 4.1. For such
case, B0 = {1}, B1 = {x1, . . . , xn}, and each A[F , xi] is the vector
ai := (Fγ)γ∈Nn¯
m−1
.
For i = 1, . . . , n¯, let
(4.14) θi := a
∗
i b[F , xi]/a∗i ai.
Then, vls = (1, θ1, . . . , θn¯) and (let θ0 = 1)
(4.15) λls =
( ∑
1≤i1,...,im≤n
Fi1,...,imθ∗i1−1 · · · θ∗im−1
)
/‖(vls)⊗m‖22.
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So, the rank-1 tensor X gp = λls(vls)⊗m can be computed by a closed formula.
4.2. Performance analysis. We analyze the performance of Algorithm 4.1. Sup-
pose the tensor
(4.16) X bs := (ubs1 )⊗m + · · ·+ (ubsr )⊗m
is a best, or an almost best, rank-r approximation for F . Let
(4.17) E = F − X bs, ‖E‖ = ǫ.
Let A[F , α], b[F , α] be as in (4.5), then for each α ∈ B1
(4.18)
{
A[F , α] = A[X bs, α] +A[E , α],
b[F , α] = b[X bs, α] + b[E , α].
Recall that we index vectors in Cn by j = 0, 1, . . . , n¯. Suppose each (ubsi )0 6= 0, so
we can scale them as (i = 1, . . . , r)
ubsi = (λ
bs
i )
1/m vbsi , λ
bs
i ∈ C, (vbsi )0 = 1, vbsi ∈ Cn.
For convenience of notation, denote
vbsi :=
[
(vbsi )1 · · · (vbsi )n¯
]T
.
The tuple (ubs1 , . . . , u
bs
r ) is called scaling-optimal for F if (λbs1 , . . . , λbsr ) is an opti-
mizer of the linear least squares
(4.19) min
(λ1,...,λr)∈Cr
‖λ1(vbs1 )⊗m + · · ·+ λr(vbsr )⊗m −F‖2.
It is reasonable to assume that (ubs1 , . . . , u
bs
r ) is scaling-optimal, because otherwise
we can replace it by a scaling-optimal one in the choice of X bs which is assumed to
be a best, or an almost best, rank-r approximation for F .
The quality of the low rank tensors X gp,X opt is estimated as follows. For each
i, the notation [vbsi ]B0 denotes the vector of monomials in the set B0 as in (3.3),
evaluated at the point vbsi . Denote ξ =
[
ξ1 · · · ξn¯
]T
.
Theorem 4.3. Let F ,X bs, E , ubsi , vbsi , λbsi be as above. Assume that
i) the vectors [vbs1 ]B0 , . . . , [v
bs
r ]B0 are linearly independent;
ii) each matrix A[F , α] (α ∈ B1) has full column rank;
iii) the tuple (ubs1 , . . . , u
bs
r ) is scaling-optimal for F ;
iv) the scalars ξT vbs1 , . . . , ξ
T vbsr are distinct from each other.
If X gp,X opt are from Algorithm 4.1 and ǫ = ‖E‖ is small enough, then
(4.20) ‖X bs −X gp‖ = O(ǫ), ‖F − X opt‖ ≤ ‖F − X gp‖ = O(ǫ),
where the constants in the above O(·) only depend on F and ξ.
Proof. By the condition i) and Theorem 3.1 of [26], there exists a generating matrix
Gbs ∈ CB0×B1 for X bs, i.e., for all α ∈ B1,
ϕ[Gbs, α](vbs1 ) = · · · = ϕ[Gbs, α](vbsr ) = 0,
A[X bs, α]Gbs(:, α) = b[X bs, α].
By (4.17), for all α ∈ B1, we have∥∥A[F , α]−A[X bs, α]∥∥
F
≤ ǫ, ∥∥b[F , α]− b[X bs, α]∥∥
2
≤ ǫ,
Gls(:, α) =
(
A[F , α])†b[F , α], Gbs(:, α) = (A[X bs, α])†b[X bs, α].
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(The superscript † denotes the Moore-Penrose pseudoinverse.) By the condition ii),
for ǫ small enough, we have
‖Gls(:, α)−Gbs(:, α)‖2 = O(ǫ).
The constant in the above O(ǫ) only depends on F . Hence, ‖Gls −Gbs‖F = O(ǫ),
‖M(ξ,Gbs)−M(ξ,Gls)‖F = ‖
n∑
i=1
ξiMxi(G
bs −Gls)‖F
≤ (∑
i
ξi
)
max
i
‖Mxi(Gbs −Gls)‖F ≤ ‖Gbs −Gls‖F = O(ǫ).
In the above, the last inequality follows from the definition of Mxi(G) as in (3.6).
For each i, (vbsi )1, . . . , (v
bs
i )n¯ are respectively the eigenvalues of
Mx1(G
bs), . . . , Mxn¯(G
bs),
with a common eigenvector (cf. [26, §2]). The eigenvalues of M(ξ,Gbs) are
ξT vbs1 , . . . , ξ
T vbsr .
By the condition iv), M(ξ,Gbs) does not have a repeated eigenvalue, and so is
M(ξ,Gls) for ǫ > 0 small enough. For such ǫ, there exist a unitary matrix Q1 and
an upper triangular matrix T1 such that
(4.21) Q∗1M(ξ,G
bs)Q1 = T1, ‖Q−Q1‖F = O(ǫ), ‖T − T1‖F = O(ǫ).
This can be implied by [22] or [31, Theorem 4.1]. The constants in O(ǫ) of (4.21)
depend on Gls, and then eventually only depend on F and ξ.
The matrices M(ξ,Gbs) and T1 have common eigenvalues. Because T1 is upper
triangular and its diagonal entries are all distinct, there exists an upper triangular
nonsingular matrix R1 such that Λ1 := R
−1
1 T1R1 is diagonal. This results in the
eigenvalue decomposition
(Q1R1)
−1M(ξ,Gbs)(Q1R1) = Λ1.
Since vbs1 , . . . , v
bs
r are pairwisely distinct, implied by the condition i), the poly-
nomials ϕ[Gbs, α] (α ∈ B1) do not have repeated zeros. So, the companion ma-
trices Mx1(G
bs), . . . ,Mxn¯(G
bs) can be simultaneously diagonalized (cf. [32, Corol-
lary 2.7]). There exist a nonsingular matrix P and diagonal matrices D1, . . . , Dn
such that
P−1Mx1(G
bs)P = D1, . . . , P
−1Mxn(G
bs)P = Dn,
P−1M(ξ,Gbs)P =
∑
i
ξiDi.
Since M(ξ,Gbs) does not have a repeated eigenvalue, each eigenvector is unique,
up to a scaling. So, there exists a diagonal matrix D0 such that Q1R1 = PD0. For
each j, the matrix
Q∗1Mxj (G
bs)Q1 = R1D
−1
0 P
−1Mxj(G
bs)PD0R
−1
1
= R1D
−1
0 DjD0R
−1
1 = R1DjR
−1
1
def
= Sj
is upper triangular. The diagonals of Dj and Sj are same. So, for all i, j we have
Q1(:, i)
∗Mxj(G
bs)Q1(:, i) = P
−1(i, :)Mxj (G
bs)P (:, i).
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(P−1(i, :) denotes the i-th row of P−1.) For each i, the vector
 P
−1(i, :)Mx1(G
bs)P (:, i)
...
P−1(i, :)Mxn(G
bs)P (:, i))


is one of vbs1 , . . . , v
bs
r . Up to a permutation of indices, we have
vbsi =

 Q1(:, i)
∗Mx1(G
bs)Q1(:, i)
...
Q1(:, i)
∗Mxn¯(G
bs)Q1(:, i))

 .
By (4.10) and (4.21), the above implies that
(4.22) vlsi = v
bs
i +O(ǫ) (i = 1, . . . , r).
The constants in the above O(ǫ) eventually only depend on F and ξ.
In Algorithm 4.1, (λls1 , . . . , λ
ls
r ) is an optimizer of
min
(λ1,...,λr)∈Cr
‖λ1(vls1 )⊗m + · · ·+ λr(vlsr )⊗m −F‖22,
while (λbs1 , . . . , λ
bs
r ) is an optimizer of
min
(λ1,...,λr)∈Cr
‖λ1(vbs1 )⊗m + · · ·+ λr(vbsr )⊗m −X bs‖22,
by the condition iii). The tensors (vbs1 )
⊗m, . . . , (vbsr )
⊗m are linearly independent,
by the condition i). For ǫ > 0 small enough, by (4.22), we can get
‖λls − λbs‖2 = O(ǫ), ‖X gp −X bs‖ = O(ǫ),
‖F − X gp‖ ≤ ‖F − X bs‖+ ‖X bs −X gp‖ = O(ǫ).
The constants in the above O(ǫ) eventually only depend on F and ξ. Because X opt
is improved from X gp by solving the optimization problem (4.1), so ‖F − X opt‖ ≤
‖F − X gp‖. Hence, (4.20) is true. 
In Theorem 4.3, if ǫ = 0, then we can get F = X gp.
Corollary 4.4. Under the assumptions of Theorem 4.3, if rankS(F) = r, then X gp
produced by Algorithm 4.1 gives a rank decomposition for F .
The assumptions in Theorem 4.3 are often satisfied. In contrast to the method
in [26], Algorithm 4.1 is more computationally tractable, because it only requires
to solve some linear least squares and Schur decompositions. This is very efficient
in applications, especially for computing low rank decompositions for large tensors.
We refer to Example 6.8.
5. Low rank approximations for nonsymmetric tensors
Given a tensor F ∈ Cn1,...,nm and an approximating rank r, we want to find
X ∈ Cn1,...,nm such that rank(X ) ≤ r and X is close to F as much as possible.
Note that rank(X ) ≤ r if and only if
X =
r∑
s=1
us,1 ⊗ · · · ⊗ us,m,
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with each tuple u(s) := (us,1, . . . , us,m) ∈ Cn1 × · · · × Cnm . This problem is equiv-
alent to solving the nonlinear least squares
(5.1) min
u(1),...,u(m)
∥∥∥ r∑
s=1
us,1 ⊗ · · · ⊗ us,m −F
∥∥∥2.
It is typically hard to solve (5.1) directly. We propose to compute low rank approx-
imations by using generating polynomials, which are defined in §3.2. It has three
major stages:
• Find an approximate generating matrix G for F .
• Construct the tuples u(s) from the computed G.
• Improve the computed tuples u(s), if necessary.
5.1. An algorithm for rank-r approximation. We consider nonsymmetric ten-
sors in Cn1,...,nm . Up to a permutation of indices, we can assume
n1 = max{n1, . . . , nm}.
Recall the notation as in (3.12):
r1 := r − 1, J =
{
(i, j, k) : 0 ≤ i ≤ r1, 2 ≤ j ≤ m, 1 ≤ k ≤ n¯j
}
.
We want to find G ∈ C[r1]×J such that, for each τ = (i, j, k) ∈ J ,
ϕ[G, τ ] :=
r1∑
ℓ=0
G(ℓ, τ)x1,ℓ − x1,ixj,k
is a generating polynomial for F , or is close to such one as much as possible if it
cannot. Such a matrix G is determined by the linear system
(5.2)
r1∑
ℓ=0
Fx1,ℓ·µG(ℓ, τ) = Fx1,i·xj,k·µ
(
µ ∈M{1,j}c
)
.
In the above, F is indexed by multi-linear monomials x1,i1 · · ·xm,im , as in §3.2.
If (5.2) is satisfied, then G is a generating matrix for F (cf. Definition 3.4). It is
possible that (5.2) is overdetermined and inconsistent. For such case, we want G to
satisfy (5.2) as much as possible. This can be done by solving a linear least squares
problem. For each τ = (i, j, k) ∈ J , denote
(5.3)


A[F , j] :=
(
Fx1,ℓ·µ
)
µ∈M{1,j}c ,0≤ℓ≤r1
,
b[F , τ ] :=
(
Fx1,i·xj,k·µ
)
µ∈M{1,j}c
.
Then, (5.2) can be equivalently expressed as
A[F , j]G(:, τ) = b[F , τ ],
where G(:, τ) stands for the τ -th column of G. Let Gls be a minimizer of the linear
least squares problem
(5.4) min
G∈C[r1]×J
∑
τ=(i,j,k)∈J
∥∥∥A[F , j]G(:, τ) − b[F , τ ] ∥∥∥2
2
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For each (j, k), denote the matrix
(5.5) Mˆ j,k :=


Gls(0, (0, j, k)) Gls(1, (0, j, k)) · · · Gls(r1, (0, j, k))
Gls(0, (1, j, k)) Gls(1, (1, j, k)) · · · Gls(r1, (1, j, k))
...
...
. . .
...
Gls(0, (r1, j, k)) G
ls(1, (r1, j, k)) · · · G
ls(r1, (r1, j, k))

 .
Choose generic scalars ξj,k > 0, and let
(5.6) Mˆ(ξ) :=
∑
(0,j,k)∈J
ξj,kMˆ
j,k.
Then, compute the Schur Decomposition
(5.7) Q∗Mˆ(ξ)Q = T,
where Q = [q1 . . . qr] is unitary and T is upper triangular. Let
(5.8) vˆs,j :=
(
1, q∗sMˆ
j,1qs, . . . , q
∗
sMˆ
j,n¯jqs
)
for s = 1, . . . , r and j = 2, . . . ,m. Then, we solve the linear least squares
(5.9) min
z1,...,zr∈C
n1
∥∥∥∥∥
r∑
s=1
zs ⊗ vˆs,2 ⊗ · · · ⊗ vˆs,m −F
∥∥∥∥∥
2
.
Let (vˆ1,1, . . . , vˆℓ,1) be an optimal solution to (5.9).
Then we construct the low rank tensor from the vectors vˆs,j as
(5.10) X gp :=
r∑
s=1
vˆs,1 ⊗ vˆs,2 ⊗ · · · ⊗ vˆs,m.
If F is close enough to σr(n1, . . . , nm), the set of m-tenors whose border ranks ≤ r
(cf. §2.2), then X gp is a good enough rank-r approximation. This is justified by The-
orem 5.3. The tensor X gp is not mathematically guaranteed to be a best rank-r ap-
proximation. However, we can always improve it by solving the optimization prob-
lem (5.1), with (vˆ(1), . . . , vˆ(r)) a starting point, where each vˆ(s) := (vˆs,1, . . . , vˆs,m).
Combining the above, we get the following algorithm.
Algorithm 5.1. Rank-r approximations for nonsymmetric tensors.
For given F ∈ Cn1×···nm and given r ≤ n1 = max{n1, . . . , nm}, do as follows:
Step 1 Solve the linear least squares (5.4) for an optimizer Gls.
Step 2 Choose generic ξj,k > 0 (scale them as
∑
(0,j,k)∈J ξj,k = 1) and formulate
Mˆ(ξ) as in (5.6). Compute the Schur Decomposition (5.7).
Step 3 Compute vˆs,j as in (5.8), for s = 1, . . . , r and j = 2, . . . ,m. Solve (5.9) for
an optimizer (vˆ1,1, . . . , vˆℓ,1). Let vˆ(s) = (vˆs,1, . . . , vˆs,m) for each s.
Step 4 Construct the tensor X gp as in (5.10).
Step 5 Compute an improved solution (uˆ(1), . . . , uˆ(r)) of (5.1) from the starting
point (vˆ(1), . . . , vˆ(r)). Let uˆ(s) = (uˆs,1, . . . , uˆs,m) for each s. Output
(5.11) X opt :=
r∑
s=1
uˆs,1 ⊗ uˆs,2 ⊗ · · · ⊗ uˆs,m.
In Algorithm 5.1, the assumption n1 = max{n1, . . . , nm} can always be satisfied
by permuting indices of tensors.
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Remark 5.2. The approximating rank r in Algorithm 5.1 can be estimated from
the Catalecticant matrix Cat(F). If F = X + E , then Cat(F) = Cat(X ) + Cat(E).
If E is tiny, then rankCat(X ) can be estimated by rankCat(F). By Lemma 2.1,
rank (X ) = rankCat(X ) if X is a generic point of σr(n1, . . . , nm) and r is not
bigger than the lower size of Cat(X ). Hence, when F is close to σr(n1, . . . , nm),
the value of r can be estimated by using the singular values of Cat(F). We refer to
Remark 4.2.
When r = 1, we can get a closed formula for X gp. In such case, the column
Gˆ(:, (0, j, k)) is given as
(5.12) Gˆ(:, (0, j, k)) =
( ∑
µ∈M{1,j}c
|Fµ|2
)−1 ∑
µ∈M{1,j}c
F∗µFxj,k·µ.
For j = 2, . . . ,m, the vector vˆ1,j can be computed as
(5.13) vˆ1,j =
(
1, Gˆ
(
0, (0, j, 1)
)
, . . . , Gˆ
(
0, (0, j, n¯j)
))
.
The vector vˆ1,1 is then given by the formula (k = 1, . . . , n1):
(5.14) (vˆ1,1)k =
( m∏
j=2
‖vˆ1,j‖22
)−1 ∑
i2,...,im
Fk,i2,...,im(vˆ1,2)∗i2 · · · (vˆ1,m)∗im .
5.2. Performance analysis. We analyze the quality of low rank tensors produced
by Algorithm 5.1. Suppose the tensor
(5.15) X bs :=
r∑
s=1
us,1 ⊗ · · · ⊗ us,m
is a best, or an almost best, rank-r approximation for F . Let
(5.16) E = F − X bs, ‖E‖ = ǫ.
For convenience, we index us,j by k = 0, 1, . . . , nj − 1. Assume (us,j)0 6= 0 for
j = 2, . . . ,m. This is satisfiable by applying a general linear transformation on
tensors. Up to a scaling, we can further assume that
(5.17) (us,2)0 = · · · = (us,m)0 = 1.
Let A[F , j], b[F , τ ]) be as in (5.3), then
(5.18)
{
A[F , j] = A[X bs, j] +A[E , j],
b[F , τ ] = b[X bs, τ ] + b[E , τ ].
Denote u(s) := (us,1, . . . , us,r) for s = 1, . . . , r. The tuple (u(1), . . . , u(r)) is called
scaling-optimal for F if (u1,1, . . . , ur,1) is an optimizer of
(5.19) min
y1,...,yr∈Cn1
∥∥∥∥∥
r∑
s=1
ys ⊗ us,2 ⊗ · · · ⊗ us,m −F
∥∥∥∥∥
2
2
.
It is reasonable to assume that (u(1), . . . , u(r)) is scaling-optimal, because otherwise
we can replace it by a scaling-optimal one in the choice of X bs.
The quality of the low rank tensors X gp,X opt, produced by Algorithm 5.1, is
analyzed as follows. Denote ξ := (ξj,k)(0,j,k)∈J .
Theorem 5.3. Let F ,X bs, E , us,j be as in (5.15)-(5.17). Assume that
i)
{
(us,1)0:r1
}r
s=1
, {us,2 ⊗ · · · ⊗ us,m}rs=1 are linearly independent;
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ii) each A[X bs, j] (2 ≤ j ≤ m) has full column rank;
iii) the tuple (u(1), . . . , u(r)) is scaling-optimal for F ;
iv) the following scalars are pairwisely distinct
(5.20)
∑
(0,j,k)∈J
ξj,k(u
2,j)k, . . . ,
∑
(0,j,k)∈J
ξj,k(u
m,j)k.
If X gp,X opt are from Algorithm 5.1 and ǫ = ‖E‖ is small enough, then
(5.21) ‖X bs −X gp‖ = O(ǫ), ‖F − X opt‖ ≤ ‖F − X gp‖ = O(ǫ),
where the constants in the above O(·) only depend on F and ξ.
Proof. The main idea of the proof is similar to the one for Theorem 4.3. By the
condition i) and Theorem 3.5, there exists a generating matrix Gbs ∈ C[r1]×J for
X bs, i.e., for each τ = (i, j, k) ∈ J ,
A[X bs, j]Gbs(:, τ) = b[X bs, τ ].
Since Gls, Gbs are the least squares solutions, we have
Gls(:, τ) = A[F , j]† · b[F , τ ], Gbs(:, τ) = A[X bs, j]† · b[X bs, τ ].
By (5.16), we have
‖A[F , j]−A[X bs, j] ‖F ≤ ǫ, ‖b[F , τ ]− b[X bs, τ ] ‖2 ≤ ǫ.
Hence, by the condition ii), if ǫ > 0 is small enough, then,
‖Gls(:, τ)−Gbs(:, τ)‖2 = O(ǫ).
The constant in the aboveO(·) only depends on F . LetM j,kbs be the matrix obtained
from Mˆ j,k in (5.5) by replacing Gls with Gbs, then
‖Mˆ j,k −M j,kbs ‖F = O(ǫ).
Let
Mbs(ξ) :=
∑
(0,j,k)∈J
ξjkM
j,k
bs .
Since
∑
(0,j,k)∈J ξj,k = 1, we can further get
‖Mˆ(ξ)−Mbs(ξ)‖F = O(ǫ).
The constant in the above O(·) only depends on F and ξ.
By (5.15) and Proposition 3.6, for s = 1, . . . , r and k ≥ 1, we have
M j,kbs


(us,1)0
(us,1)1
...
(us,1)r1

 = (us,j)k


(us,1)0
(us,1)1
...
(us,1)r1

 .
So, each (us,j)k is an eigenvalue of M
j,k
bs , with the eigenvector (u
s,1)0:r1 , for s =
1, . . . , r. The matrices M j,kbs are simultaneously diagonizable, by the condition i),
and so is Mbs(ξ). The eigenvalues of Mbs(ξ) are the numbers listed in (5.20). They
are distinct from each other, by the condition iv). For ǫ > 0 small enough, Mˆ(ξ)
also has distinct eigenvalues. For such ǫ > 0, there exist unitary Q1 and upper
triangular T1 such that
(5.22) Q∗1Mbs(ξ)Q1 = T1, ‖Q−Q1‖F = O(ǫ), ‖T − T1‖F = O(ǫ).
LOW RANK TENSOR APPROXIMATIONS 19
We refer to [22] or [31, Theorem 4.1] for the above. The constants in the above
O(·) eventually only depend on F and ξ. Because T1 has distinct diagonal entries,
there exists an upper triangular nonsingular matrix R1 such that Λ1 := R
−1
1 T1R1
is diagonal. This results in the eigenvalue decomposition
(Q1R1)
−1Mbs(ξ)(Q1R1) = Λ1.
Since all M j,kbs are simultaneously diagonalizable, for each (j, k), there exist a non-
singular matrix P and a diagonal matrix Dj,k such that
P−1M j,kbs P = Dj,k, P
−1Mbs(ξ)P =
∑
(0,j,k)∈J
ξj,kDj,k.
Since Mbs(ξ) does not have repeated eigenvalues, each eigenvector is unique, up to
a scaling. So, there exists a diagonal matrix D0 so that Q1R1 = PD0. For each
j, k, the matrix
Q∗1M
j,k
bs Q1 = R1D
−1
0 P
−1M j,kbs PD0R
−1
1 =
R1D
−1
0 DjD0R
−1
1 = R1DjR
−1
1
def
= Tj
is upper triangular. The diagonals of Dj and Tj are same. So, for all s, j,
Q1(:, s)
∗M j,kbs Q1(:, s) = P
−1(s, :)M j,kbs P (:, s).
(P−1(s, :) denotes the s-th row of P−1.) For each s, the vector

P−1(s, :)M j,1bs P (:, s)
...
P−1(s, :)M
j,n¯j
bs P (:, s))


is one of (u1,j)1:n¯j , . . . , (u
r,j)1:n¯j , for j ≥ 2. Up to a permutation of indices, we
have the equation
(us,j)1:n¯j =


Q1(:, s)
∗M j,1bs Q1(:, s)
...
Q1(:, s)
∗M
j,n¯j
bs Q1(:, s))

 .
By (5.22), the above implies that
(5.23) us,j = vˆs,j +O(ǫ)
for all s = 1, . . . , r, j = 2, . . . ,m. The constant in the above O(·) eventually only
depends on F and ξ.
For each i = 0, 1, . . . , n1−1, the vector
(
(u1,1)i, . . . , (u
r,1)i
)
is a minimizer of the
linear least squares
min
(w1,...,wr)∈Cr
∥∥∥ r∑
s=1
ws
(
us,2 ⊗ · · · ⊗ us,m)−X bs(i, :)∥∥∥2
2
,
because (u(1), . . . , u(r)) is scaling optimal for F . In Algorithm 5.1, each vector(
(vˆ1,1)i, . . . , (vˆ
r,1)i
)
is a minimizer of the linear least squares
min
(w1,...,wr)∈Cr
∥∥∥ r∑
s=1
ws
(
vˆℓ,2 ⊗ · · · ⊗ vˆℓ,m)−F(i, :)∥∥∥2
2
.
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In the above, X bs(i, :) (resp., F(i, :)) denotes the sub-tensor of X bs (resp., F) whose
first index is fixed to be i. By the condition i), (5.16), (5.23), if ǫ > 0 is small enough,
then for s = 1, . . . , r
‖us,1 − vˆs,1‖2 = O(ǫ).
Hence, it implies that ‖X gp −X bs‖ = O(ǫ), and
‖F − X gp‖ ≤ ‖F − X bs‖+ ‖X bs −X gp‖ = O(ǫ).
The constants in the above O(·) only depend on F and ξ. Note that X opt is an
improved approximation from the starting point X gp, by solving the optimization
problem (5.1). So, ‖F − X opt‖ ≤ ‖F − X gp‖, and (5.21) is true. 
In Theorem 5.3, if ǫ = 0, then we can get F = X gp.
Corollary 5.4. Under the assumptions of Theorem 5.3, if rankF = r, then the
tensor X gp produced by Algorithm 5.1 gives a rank decomposition for F .
The assumptions in Theorem 5.3 are often satisfied. Because X gp can be com-
puted by only solving linear least squares and Schur decompositions, Algorithm 5.1
is very efficient for computing low rank tensor decompositions, especially for large
scale tensors. We refer to Example 6.16.
6. Numerical experiments
In this section, we present numerical experiments for low rank tensor approxima-
tions. The computation is implemented in MATLAB R2012a, on a Lenovo Laptop
with CPU@2.90GHz and RAM 16.0G. In Step 5 of Algorithm 4.1, the MATLAB
function lsqnonlin is applied to solve the nonlinear least squares problem (4.1).
In Step 5 of Algorithm 5.1, lsqnonlin is also applied to solve the nonlinear least
squares problem (5.1).
6.1. Examples for symmetric tensors. For the tensor X opt = (uopt1 )⊗m + · · ·+
(uoptr )
⊗m produced by Algorithm 4.1, we display it by showing the decomposing
vectors uopt1 , . . . , u
opt
r . Each u
opt
i is displayed in a row, separated by parenthesises.
For neatness, only four decimal digits are displayed.
Example 6.1. Consider the cubic tensor F ∈ S3(Cn) such that
Fi1i2i3 = sin(i1 + i2 + i3) (1 ≤ i1, i2, i3 ≤ n).
For n = 6, the first 3 biggest singular values of Cat(F) are respectively
5.7857, 5.4357, 7× 10−16.
By Remark 4.2, we consider the rank-2 approximation. The tensor X opt produced
by Algorithm 4.1 is given as:
(0.7053 - 0.3640i 0.0748 - 0.7902i -0.6245 - 0.4899i -0.7496 + 0.2608i -0.1856 + 0.7717i 0.5491 + 0.5731i),
(0.7053 + 0.3640i 0.0748 + 0.7902i -0.6245 + 0.4899i -0.7496 - 0.2608i -0.1856 - 0.7717i 0.5491 - 0.5731i).
The approximation error ‖F −X opt‖ ≈ 1× 10−15. The approximating tensor X opt
gives a rank decomposition, up to a tiny round-off error. The computation is similar
for other values of n.
Example 6.2. Consider the cubic tensor F ∈ S3(Cn) such that
Fi1i2i3 = (i1 + i2 + i3)−1 (1 ≤ i1, i2, i3 ≤ n).
For n = 10, the first 5 biggest singular values of Cat(F) are respectively
1.7660, 0.1675, 0.0135, 0.0009, 4× 10−5.
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By Remark 4.2, we consider rank-r approximations with r = 1, 2, 3, 4. The approx-
imation errors produced by Algorithm 4.1 are given as
r 1 2 3 4
‖F − X opt‖ 0.2632 0.0257 0.0021 0.0001
For convenience, we only list X opt for r = 4, which is given as:
(0.3946 0.3847 0.3749 0.3655 0.3564 0.3475 0.3388 0.3303 0.3220 0.3140),
(0.4885 0.4228 0.3664 0.3171 0.2743 0.2373 0.2054 0.1779 0.1539 0.1331),
(0.4851 0.3190 0.2091 0.1377 0.0910 0.0601 0.0396 0.0260 0.0170 0.0114),
(0.3453 0.1185 0.0417 0.0140 0.0041 0.0010 0.0002 0.0002 0.0002 -0.0000).
Example 6.3. Consider the quartic tensor F ∈ S4(Rn) such that
Fi1i2i3i4 = exp(−i1i2i3i4) (1 ≤ i1, i2, i3, i4 ≤ n).
For n = 5, the first 4 biggest singular values of Cat(F) are respectively
0.4212, 0.0365, 0.0017, 3× 10−5.
By Remark 4.2, we consider rank-r approximations with r = 1, 2, 3. The approxi-
mation errors produced by Algorithm 4.1 are given as:
r 1 2 3
‖F − X opt‖ 0.0809 0.0043 0.0001
For r = 3, the approximating tensor X opt is given as:
(1.4730-0.1984i 0.0646+0.0069i 0.0081+0.0034i 0.0026+0.0010i 0.0010+0.0003i),
(0.9753+0.9594i 0.0394-0.0347i -0.0007-0.0106i -0.0013-0.0016i -0.0005-0.0002i),
(1.1326+0.5153i -0.0454+0.0210i -0.0086-0.0026i 0.0005-0.0019i 0.0008-0.0008i).
Example 6.4. Consider the quartic tensor F ∈ S4(Cn) such that
Fi1i2i3i4 = log(i1 + i2 + i3 + i4) (1 ≤ i1, i2, i3, i4 ≤ n).
For n = 5, the 5 biggest singular values of Cat(F) are respectively
36.9612, 0.8344, 0.0200, 0.0005, 1× 10−5.
By Remark 4.2, we consider rank-r approximations with r = 1, 2, 3, 4. The approx-
imation errors produced by Algorithm 4.1 are given as:
r 1 2 3 4
‖F − X opt‖ 1.5806 0.0434 0.0013 3× 10−5
For r = 4, the approximating tensor X opt is given as:
(0.2994-0.2994i 0.1297-0.1297i 0.0562-0.0562i 0.0242-0.0242i 0.0104-0.0104i),
(0.5197-0.5197i 0.3766-0.3766i 0.2729-0.2729i 0.1978-0.1978i 0.1434-0.1434i),
(0.7592-0.7592i 0.6986-0.6986i 0.6428-0.6428i 0.5914-0.5914i 0.5442-0.5442i),
(1.3204+0.0000i 1.3284+0.0000i 1.3364+0.0000i 1.3445+0.0000i 1.3527+0.0000i).
Example 6.5. Consider the tensor F ∈ S5(Rn) such that
Fi1...i5 =
(
i21 + i
2
2 + i
2
3 + i
2
4 + i
2
5
)1/2
for 1 ≤ i1, . . . , i5 ≤ n. For n = 4, the 5 biggest singular values of Cat(F) are
respectively
86.5310, 3.5162, 0.1215, 0.0066, 0.0003.
By Remark 4.2, we consider rank-r approximations with r = 2, 3, 4. The approxi-
mation errors produced by Algorithm 4.1 are given as:
r 2 3 4
‖F − X opt‖ 0.3760 0.0232 0.0014
For r = 4, the approximating tensor X opt is given as:
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(0.5352 - 0.3888i 0.2098 - 0.1524i 0.0438 - 0.0318i 0.0036 - 0.0026i),
(0.7630 + 0.5543i 0.5756 + 0.4182i 0.3600 + 0.2616i 0.1870 + 0.1359i),
(1.5300 - 0.0000i 1.5435 - 0.0000i 1.5664 - 0.0000i 1.5990 - 0.0000i),
(1.1282 - 0.8197i 1.0731 - 0.7797i 0.9871 - 0.7172i 0.8781 - 0.6380i).
Example 6.6. Consider the tensor F ∈ S6(Rn) such that
Fi1...i6 = log
( 6∏
j=1
ij + exp
( 6∑
j=1
ij
))
for 1 ≤ i1, . . . , i6 ≤ n. For n = 4, the 4 biggest singular values of Cat(F) are
respectively
306.8458, 6.8405, 0.0008, 1× 10−7.
By Remark 4.2, we consider rank-r approximations with r = 2, 3. The approxima-
tion errors produced by Algorithm 4.1 are given as:
r 2 3
‖F − X opt‖ 0.0029 3× 10−6
For r = 3, the approximating tensor X opt is given as:
(3.6696 - 0.0610i 3.6704 - 0.0609i 3.6711 - 0.0608i 3.6719 - 0.0608i),
(3.2072 + 1.7812i 3.2066 + 1.7807i 3.2060 + 1.7803i 3.2054 + 1.7799i),
(0.1842 - 0.3188i 0.1357 - 0.2348i 0.0752 - 0.1299i 0.0371 - 0.0640i).
Example 6.7. We explore the practical performance of Algorithm 4.1. By Theo-
rem 4.3, if F is sufficiently close to a rank-r symmetric tensor, then X opt is guar-
anteed to be a good enough approximation. We verify this conclusion for random
nearly low rank tensors. First, generate a tensor
R = (u1)⊗m + · · ·+ (ur)⊗m,
where each ui ∈ Cn has random real and imaginary parts, obeying Gaussian dis-
tributions. Then, perturb R by a small tensor E ∈ Sm(Cn), whose entries are also
randomly generated. We scale E to have a desired norm ǫ > 0. Finally, set
F = R+ E .
The approximation quality of X opt can be measured by the relative error
relerr := ‖F − X opt‖ / ‖E‖.
For each (n,m, r) from Table 1 and each ǫ among 10−1, 10−2, 10−3, we generate 20
random instances. For each instance, apply Algorithm 4.1 to get a rank-r approx-
imation. For each (n,m, r), we list the maximum value of the occurring relerr
(denoted as mrlerr), and the average of consumed time (in seconds), in Table 1.
Table 1. Performance of Algorithm 4.1 for computing low rank
symmetric tensor approximations.
(n,m) r mrlerr time (n,m) r mrlerr time
(50, 3) 1 0.9991 27.54 (30, 4) 1 0.9998 65.99
(40, 3) 2 0.9975 18.74 (25, 4) 2 0.9992 46.89
(30, 3) 3 0.9934 10.13 (20, 4) 3 0.9981 27.92
(20, 3) 4 0.9817 3.71 (15, 4) 4 0.9936 11.39
(10, 3) 5 0.9094 0.53 (10, 4) 5 0.9772 2.44
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Example 6.8. (Low rank symmetric tensor decompositions.) By Corollary 4.4, if
rankS(F) = r, then X gp produced by Algorithm 4.1 gives a rank decomposition
for F , under the conditions in Theorems 4.3. We verify this fact for random low
rank tensors. We generate F in the same way as in Example 6.7, except letting
E = 0. For each generated F , we apply Algorithm 4.1 with r = rankCat(F).
This is justified by Remark 4.2. For each (n,m, r) in Table 2, we generate 20
random instances of F . For all generated instances, the approximating tensors X gp
gave correct rank decompositions (up to tiny round-off errors in the order around
10−10). Since X gp = F , Step 5 of Algorithm 4.1 does not need to be performed.
For each (n,m, r), the average time (in seconds) consumed by the computation
is listed in Table 2. As we can see, low rank decompositions can be computed
very efficiently. Algorithm 4.1 only needs to solve some linear least squares and
Schur’s decompositions. So, it is suitable for computing low rank symmetric tensor
decompositions, especially for large tensors.
Table 2. Performance of Algorithm 4.1 for computing low rank
decompositions of symmetric tensors.
(n,m) r time (n,m) r time (n,m) r time
(10, 3) 5 0.43 (10, 4) 5 0.43 (5, 5) 10 0.57
(20, 3) 10 7.39 (15, 4) 10 3.50 (10, 5) 15 29.12
(30, 3) 15 38.49 (20, 4) 15 13.27 (15, 5) 20 311.07
(40, 3) 20 124.04 (25, 4) 20 28.34 (5, 6) 10 2.85
(50, 3) 25 307.83 (30, 4) 25 53.99 (10, 6) 20 182.89
6.2. Examples for nonsymmetric tensors. We display the tensor X opt, given
as in (5.11) by Algorithm 5.1, by displaying the tuples uˆ(s) one by one. Different
tuples are separated by a blank row. For each tuple uˆ(s) = (uˆs,1, . . . , uˆs,m), we
display the vectors uˆs,1, . . . , uˆs,m row by row in the order.
Example 6.9. Consider the tensor F ∈ C7×6×5 such that
Fi1,i2,i3 =
(
exp(i1) + exp(i
2
2) + exp(i
3
3)
)−1
for all i1, i2, i3 in the range. The 3 biggest singular values of Cat(F) are:
0.1542, 0.0010, 7× 10−12.
By Remark 5.2, we consider rank-r approximations with r = 1, 2. Applying Algo-
rithm 5.1, we get the approximation errors:
r 1 2
‖F − X opt‖ 0.0107 5× 10−4
For r = 2, the rank-2 approximating tensor X opt is given as:
(0.1157 0.0682 0.0286 0.0083 0.0017 0.0003 0.0000),
(1.0000 0.0851 -0.0001 -0.0000 -0.0000 -0.0000),
(1.0000 0.0000 -0.0000 0.0000 0.0000);
(0.0069 0.0098 0.0106 0.0083 0.0048 0.0022 0.0009),
(1.0000 0.9887 0.0161 0.0000 0.0000 0.0000),
(1.0000 0.0403 0.0000 -0.0000 -0.0000).
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Example 6.10. Consider the tensor F ∈ C5×4×4 such that
Fi1,i2,i3 = cos(i1 − i2 − i3)
for all i1, i2, i3 in the range. The 3 biggest singular values of Cat(F) are:
5.0371, 3.8638, 2× 10−16.
By Remark 5.2, we consider the rank-2 approximation. The computed rank-2
approximating tensor X opt is given as:
(0.2702 + 0.4207i 0.5000 - 0.0000i 0.2702 - 0.4207i -0.2081 - 0.4546i -0.4950 - 0.0706i),
(1.0000 0.5403 + 0.8415i -0.4161 + 0.9093i -0.9900 + 0.1411i),
(1.0000 0.5403 + 0.8415i -0.4161 + 0.9093i -0.9900 + 0.1411i);
(0.2702 - 0.4207i 0.5000 - 0.0000i 0.2702 + 0.4207i -0.2081 + 0.4546i -0.4950 + 0.0706i),
(1.0000 0.5403 - 0.8415i -0.4161 - 0.9093i -0.9900 - 0.1411i),
(1.0000 0.5403 - 0.8415i -0.4161 - 0.9093i -0.9900 - 0.1411i).
The approximation error ‖F − X opt‖ ≈ 6 × 10−16. It gives a rank decomposition
for the tensor, up to a tiny round-off error.
Example 6.11. Consider the tensor F ∈ C8×7×6×5 such that
Fi1,i2,i3,i4 = (1 + i1 + 2i2 + 3i3 + 4i4)−1
for all i1, i2, i3, i4 in the range. The 5 biggest singular values of Cat(F) are:
1.2758, 0.0585, 0.0030, 0.0001, 5× 10−6.
By Remark 5.2, we consider rank-r approximations with r = 1, 2, 3, 4. Applying
Algorithm 5.1, we get the approximation errors:
r 1 2 3 4
‖F − X opt‖ 0.0690 0.0041 0.0002 9× 10−6
For r = 2, the approximating tensor X opt is given as:
(0.0471 0.0411 0.0361 0.0317 0.0279 0.0246 0.0217 0.0192),
(1.0000 0.7662 0.5938 0.4632 0.3620 0.2821 0.2181),
(1.0000 0.6750 0.4654 0.3227 0.2219 0.1485),
(1.0000 0.5971 0.3669 0.2242 0.1309);
(0.0421 0.0413 0.0406 0.0398 0.0390 0.0382 0.0375 0.0368),
(1.0000 0.9639 0.9268 0.8904 0.8555 0.8224 0.7912),
(1.0000 0.9452 0.8897 0.8374 0.7892 0.7455),
(1.0000 0.9259 0.8533 0.7879 0.7302).
Example 6.12. Consider the tensor F ∈ C5×5×4×4 such that
Fi1,i2,i3,i4 = cos(i1 + i2 − i3 − i4)− 10−3 · sin(i1i2i3i4)
for all i1, i2, i3, i4 in the range. The 3 biggest singular values of Cat(F) are:
10.2674, 9.7136, 0.0059.
By Remark 5.2, we consider the rank-2 approximation. Applying Algorithm 5.1,
we get the rank-2 approximating tensor X opt given as:
(0.4998 - 0.0001i 0.2701 - 0.4206i -0.2081 - 0.4545i -0.4948 - 0.0704i -0.3265 + 0.3783i),
(1.0000 0.5406 - 0.8415i -0.4161 - 0.9095i -0.9901 - 0.1412i -0.6536 + 0.7569i),
(1.0000 0.5405 + 0.8417i -0.4163 + 0.9094i -0.9901 + 0.1411i),
(1.0000 0.5405 + 0.8417i -0.4163 + 0.9094i -0.9901 + 0.1411i);
(0.4998 + 0.0001i 0.2701 + 0.4206i -0.2081 + 0.4545i -0.4948 + 0.0704i -0.3265 - 0.3783i),
(1.0000 0.5406 + 0.8415i -0.4161 + 0.9095i -0.9901 + 0.1412i -0.6536 - 0.7569i),
(1.0000 0.5405 - 0.8417i -0.4163 - 0.9094i -0.9901 - 0.1411i),
(1.0000 0.5405 - 0.8417i -0.4163 - 0.9094i -0.9901 - 0.1411i).
The approximation error ‖F − X opt‖ ≈ 0.0141.
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Example 6.13. Consider the tensor F ∈ C9×8×7×6×5 such that
Fi1,i2,i3,i4,i5 = arctan
(
i1 · (i2)2 · (i3)3 · (i4)4 · (i5)5
)
for all i1, i2, i3, i4, i5 in the range. The first 4 biggest singular values of Cat(F) are
193.1060, 1.0818, 0.0089, 9× 10−7.
By Remark 5.2, we consider rank-r approximations with r = 1, 2, 3. Applying
Algorithm 5.1, we get the approximation errors:
r 1 2 3
‖F − X opt‖ 1.1127 0.0349 0.0001
For r = 3, the approximating tensor X opt is given as:
( 1.5708 1.5708 1.5708 1.5708 1.5708 1.5708 1.5708 1.5708 1.5708),
( 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000),
( 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000),
( 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000),
( 1.0000 1.0000 1.0000 1.0000 1.0000);
( 0.2161 0.0373 0.0120 0.0053 0.0028 0.0016 0.0011 0.0007 0.0005),
( 1.0000 0.0249 0.0024 0.0005 0.0002 0.0001 0.0000 0.0000),
( 1.0000 0.0033 0.0001 0.0000 0.0000 -0.0000 -0.0000),
( 1.0000 0.0005 0.0000 -0.0000 -0.0000 -0.0000),
( 1.0000 0.0001 -0.0000 -0.0000 -0.0000);
(-1.0015 -0.5010 -0.3338 -0.2502 -0.2002 -0.1668 -0.1430 -0.1251 -0.1112),
( 1.0000 0.2500 0.1110 0.0624 0.0400 0.0277 0.0204 0.0156),
( 1.0000 0.1249 0.0370 0.0156 0.0080 0.0046 0.0029),
( 1.0000 0.0624 0.0123 0.0039 0.0016 0.0008),
( 1.0000 0.0312 0.0041 0.0010 0.0003).
Example 6.14. Consider the tensor F ∈ C5×5×5×4×4×4 such that
Fi1,i2,i3,i4,i5,i6 = log
(
1 + exp(i1i2i3 + i4i5i6)
)
for all i1, . . . , i6 in the range. The first 4 biggest singular values of Cat(F) are
103 × (4.5208, 0.5794, 0.0002, 2× 10−5).
By Remark 5.2, we consider rank-r approximations with r = 2, 3. Applying Algo-
rithm 5.1, we get the approximation errors:
r 2 3
‖F − X opt‖ 0.1919 0.0365
For r = 3, the approximating tensor X opt is given as
(1.0000 1.0000 1.0000 1.0000 1.0000),
(1.0000 1.0000 1.0000 1.0000 1.0000),
(1.0000 1.0000 1.0000 1.0000 1.0000),
(1.0000 2.0000 3.0000 4.0000),
(1.0000 2.0000 3.0000 4.0000),
(1.0000 2.0000 3.0000 4.0000);
(1.0000 2.0000 3.0000 4.0000 5.0000),
(1.0000 2.0000 3.0000 4.0000 5.0000),
(1.0000 2.0000 3.0000 4.0000 5.0000),
(1.0000 1.0000 1.0000 1.0000),
(1.0000 1.0000 1.0000 1.0000),
(1.0000 1.0000 1.0000 1.0000);
(0.1346 0.0435 0.0154 0.0056 0.0021),
(1.0000 0.3229 0.1141 0.0418 0.0158),
(1.0000 0.3229 0.1141 0.0418 0.0158),
(1.0000 0.3233 0.1148 0.0430),
(1.0000 0.3233 0.1148 0.0430),
(1.0000 0.3233 0.1148 0.0430).
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Table 3. Performance of Algorithm 5.1 for computing low rank
tensor approximations.
(n1, n2, n3) r mrlerr time (n1, n2, n3, n4) r mrlerr time
(50,50,50) 1 0.9995 10.67 (30,30,30,30) 1 0.9999 63.71
(40,40,40) 2 0.9984 16.95 (25,25,25,25) 2 0.9998 69.88
(30,30,30) 3 0.9952 9.20 (20,20,20,20) 3 0.9993 41.39
(20,20,20) 4 0.9865 2.64 (20,20,15,15) 4 0.9984 28.47
(10,10,10) 5 0.9356 0.47 (15,15,10,10) 5 0.9961 4.46
Example 6.15. We explore the practical performance of Algorithm 5.1. Theo-
rem 5.3 shows that X opt is a good enough rank-r approximation if F is sufficiently
close to a rank-r tensor. We verify this conclusion for random nearly low rank
tensors. For given (n1, . . . , nm) and r, we generate a tensor
R =
r∑
s=1
us,1 ⊗ us,2 ⊗ · · · ⊗ us,m,
where each us,j ∈ Cnj is a complex vector whose real and imaginary parts are
generated randomly, obeying Gaussian distributions. Then, we perturb R by a
small tensor E , whose are also randomly generated in the same way. Scale E to
have a desired norm ǫ, and then let
F = R+ E .
We choose ǫ among 10−1, 10−2, 10−3, and use the relative error
relerr = ‖F − X opt‖ / ‖E‖
to measure the approximation quality of X opt. For each (n1, . . . , nm), r and such
ǫ, we generate 20 instances of R,F , E as above, and then apply Algorithm 5.1 to
compute X opt. The computational results are reported in Table 3. For each case of
(n1, . . . , nm) and r, we list the maximum of the occuring relative errors (denoted
as mrlerr), and the average time (in seconds) consumed by the computation.
Example 6.16. (Low rank decompositions of nonsymmetric tensors.) By Corol-
lary 5.4, if rankF = r, then the tensor X gp produced by Algorithm 5.1 gives a
rank decompositions for F , under the conditions of Theorem 5.3. We verify this
conclusion for random low rank tensors. We generate F in the same way as in
Example 6.15, except E = 0. In the computation, we choose r = rankCat(F),
as pointed out in Remark 5.2. For each case of (n1, . . . , nm) and r, we generate
20 instances of F . (The symbol ⋆ means that only 10 instances are generated,
because of the longer computational time). For all the instances, the approximat-
ing tensors X gp gave correct rank decompositions (up to round-off errors in the
order around 10−10). The Step 5 in Algorithm 5.1 does not need to be performed,
because F = X gp. For each case of (n1, . . . , nm) and r, we list the average of the
computational time (in seconds), in Table 4. It shows that Algorithm 5.1 is efficient
for computing low rank tensor decompositions, especially for large tensors. This is
because it only needs to solve some linear least squares and Schur’s decompositions.
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Table 4. Performance of Algorithm 5.1 for computing low rank
decompositions of nonsymmetric tensors.
(n1, n2, n3) r time (n1, n2, n3, n4) r time
(60,60,60) 10 0.47 (20,20,20,20) 10 2.55
(70,70,70) 20 2.28 (25,25,25,25) 20 18.00
(80,80,80) 30 5.51 (40,30,25,20) 30 36.63
(90,90,90) 40 13.90 (50,40,30,25) 40 208.00
(100,100,100) 50 25.96 (60,50,40,30)⋆ 50 1010.93
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