Background: Recently, one of the greatest challenges in genome-wide association studies is to detect gene-gene and/or gene-environment interactions for common complex human diseases. Ritchie et al. (2001) proposed multifactor dimensionality reduction (MDR) method for interaction analysis. MDR is a combinatorial approach to reduce multi-locus genotypes into high-risk and low-risk groups. Although MDR has been widely used for casecontrol studies with binary phenotypes, several extensions have been proposed. One of these methods, a generalized MDR (GMDR) proposed by Lou et al. (2007) , allows adjusting for covariates and applying to both dichotomous and continuous phenotypes. GMDR uses the residual score of a generalized linear model of phenotypes to assign either high-risk or low-risk group, while MDR uses the ratio of cases to controls. Methods: In this study, we propose multivariate GMDR, an extension of GMDR for multivariate phenotypes. Jointly analysing correlated multivariate phenotypes may have more power to detect susceptible genes and gene-gene interactions. We construct generalized estimating equations (GEE) with multivariate phenotypes to extend generalized linear models. Using the score vectors from GEE we discriminate high-risk from low-risk groups. We applied the multivariate GMDR method to the blood pressure data of the 7,546 subjects from the Korean Association Resource study: systolic blood pressure (SBP) and diastolic blood pressure (DBP). We compare the results of multivariate GMDR for SBP and DBP to the results from separate univariate GMDR for SBP and DBP, respectively. We also applied the multivariate GMDR method to the repeatedly measured hypertension status from 5,466 subjects and compared its result with those of univariate GMDR at each time point.
Background
Genome-wide association studies (GWAS) have been successfully conducted to detect disease susceptibility genes for common complex human diseases by focusing on associations between single-nucleotide polymorphisms (SNPs) and phenotypes [1] . While traditional methods for GWAS consider only one SNP at a time, some common complex human diseases such as diabetes, hypertension, and various types of cancers are known to be influenced by multiple genetic variants [2] . In addition, one of the greatest challenges in GWAS is to discover gene-gene and/or gene-environment interactions.
Classic logistic regression can be used to analyze the gene-gene interaction [3] . However, logistic regression suffers from an overfitting problem in high-order interactions [4] . Multifactor dimensionality reduction (MDR) method is a nonparametric, model-free, and combinatorial approach for interaction analysis by identification of a multi-locus model for association in case-control studies [5] [6] [7] [8] [9] . MDR method reduces multi-locus genotypes into two disease risk groups: high-risk and lowrisk groups. If the ratio of cases and controls in a combination of genotypes is larger than a pre-assigned threshold T (e.g., T = 1), the cell of combination is labelled as "high risk", otherwise, "low risk". MDR method shows greater power for testing high-order interactions compared with logistic regression analysis [10] . Several statistical methods have been extended from MDR approach [11] [12] [13] [14] [15] [16] . One of the extended methods of MDR is a generalized MDR (GMDR) proposed by Lou et al. [16] . GMDR method allows adjusting for covariates and applying to both dichotomous and continuous phenotypes; it uses the score-based statistic obtained from generalized linear model of phenotypes on the predictor-variable and covariates instead of the ratio of cases and controls in original MDR method.
These GWAS methods are generally implemented in a univariate framework analysing one phenotype at a time even though multiple phenotypes of interest are collected from a study population. In particular, pleiotropy that occurs due to potential genetic correlation between multiple phenotypic traits plays a role in pathogenesis of correlated human diseases [17] . Jointly analysing correlated multivariate phenotypes may have more power to detect susceptible genes and gene-gene interactions by using more information from data. Classic multivariate methods such as likelihood based mixed effects model [18, 19] and generalize estimating equations (GEE) [20] , and extended versions of these methods [21, 22] can be applied to multivariate phenotypes of GWAS.
In this study, we have proposed multivariate GMDR method by extending GMDR method for the multivariate phenotypes. We construct GEE model with multivariate phenotypes to extend generalized linear models. The GEE approach is exceptionally useful method for the analysis of longitudinal data, especially when the response variable is discrete [23] . Using the score vectors from GEE, we discriminate high-risk from low-risk groups. The proposed multivariate GMDR method can also handle the repeatedly measured phenotypes.
We apply the proposed multivariate GMDR method to the Korean Association Resource study on blood pressure: systolic blood pressure (SBP) and diastolic blood pressure (DBP). A number of authors have investigated the genome-wide association studies on blood pressure and hypertension for Korean population [24] [25] [26] and for others [27] [28] [29] [30] . However, not much work has been done for gene-gene interaction analyses. We compare the results of multivariate GMDR for SBP and DBP to the results from original univariate GMDR for SBP and DBP, respectively. We also apply the multivariate GMDR method to the repeated measured hypertension phenotypes and compare its result with those from univariate GMDR at each time point.
Methods

Multivariate GMDR
We introduce the generalized estimating equation (GEE) regarding a multivariate version of generalized linear model (GLM) which is implemented in GMDR. Let y i = (y i1 , · · · , y it ) T be the t × 1 vector of the phenotypes for subject i (i = 1, · · · , n), with expectation E(Y it ) = μ it . For the multivariate phenotype vector, y i, we assume an underlying generalized linear model which can be written as
where g(·) denotes a known one-to-one link function that is allowed to change with the characteristics of the different types of phenotype y i. X i and Z i represent design matrices of genotype values and known covariate values including the unit component, respectively, and β and γ are vectors of their corresponding parameters, respectively. We assume that y it has a probability distribution belonging to the exponential family of distributions formed as
The GEE estimators of δ = (β T , γ T ) for marginal models can be obtained from the solution of a set of following generalized estimating equations:
where ∂μ i /∂δ is a matrix of derivatives whose hth column is ∂μ i /∂δ h . V i is constructed as
is a diagonal matrix with main diagonal elements of variance function, b (θ it ) , and R is a correlation matrix. V i and R are "working" covariance and correlation to distinguish them from the true covariance and correlation among Y i , respectively. When we use canonical link function, ∂θ i /∂η i is the identity matrix. Let C i be the matrix of predictor values with X i and Z i for subject i. By the chain rule,
Then the score equations for δ are
The expression,
can be written as a vector of the residual of each phenotype, y it. Thus, the residual score vector for individual i is defined as:
whereμ i = g −1 Z iγ andγ is estimator obtained from estimating equations under the null hypothesiŝ B i .B i andV i are calculated usingμ i . Based on this residual score vector, each individual with phenotypes is discriminated between case and control status. From the residual score vector for individual, we propose the aggregation for elements of the score vector, S i = t j=1 S ij, and use that as a prediction score for each individual. If the sum of prediction scores over those individuals who have the corresponding genotype combination is greater than a threshold value, assign 'high-risk' to the cell corresponding to the genotype combination. Otherwise, assign 'low-risk' to the cell.
Data
Our primary outcomes are two types of blood pressure, systolic blood pressure (SBP) and diastolic blood pressure (DBP), and hypertension diagnosis of the Korean Association REsource (KARE) Consortium. The measurements of blood pressure were dichotomized at 140 mmHg for SBP and 90 mmHg for DBP, and denoted by SBP B and DBP B , respectively. We defined the hypertensive case as HP = 1 if SBP ≥ 140 mmHg or DBP ≥ 90 mmHg, and HP = 0, otherwise. Several genome-wide association studies (GWAS) have been performed on blood pressure by treating blood pressure as a quantitative trait [24] [25] [26] [27] [28] [29] . In this study, we treated blood pressure as a binary trait HP representing whether the hypertension status is yes or no. Among 8,842 KARE subjects, 1,291 subjects were removed in the analysis due to anti-hypertensive therapy and drug treatments that could influence blood pressure. Additionally, 5 subjects were excluded because of missingness in SBP and body mass index (BMI). Of the 7,546 subjects considered in the study, 4,080 (54%) subjects were from urban community Ansan and the others were from rural community Ansung. For the study, the average age is 48.4 years for Ansan and 55.0 years for Ansung. There are three times of bi-yearly measured hypertensive status from 2001 to 2006, denoted by HP 1 , HP 2 , and HP 3 . Among 7,546 subjects, 2,080 subjects did not follow up at time 2 or 3. Subject characteristics are summarized in Table 1 . The genomic DNAs were genotyped using Affymetrix Genome-Wide Human SNP Array 5.0. The quality control procedures were adopted such as missing genotype frequency > 0.5% and minor allele frequency (MAF) ≤ 0.01 at least on area. Finally a total of 7,546 individuals and 344,596 SNPs were included in the analysis of dichotomized SBP B and DBP B , while a total of 5,466 individuals and 344,309 SNPs were included in the analysis of repeatedly measured hypertension status. To perform gene-gene interaction analysis using GMDR analyses, we first selected SNPs with strong marginal effects in univariate models and among those, we select the ones with strong effects in multivariate models. For SBP B and DBP B analysis, we selected the top 50 SNPs for each SBP B and DBP B . From these 100 SNPs, we chose 35 SNPs using a p-value criterion (< 1 × 10 -4 ) from the GEE model. In a similar manner, we chose 34 SNPs for HP 1 , HP 2 , and HP 3 by selecting the top 50 SNPs for each HP i using the same p-value criterion from their GEE model.
Univariate logistic and multivariate GEE analyses of SBP B and DBP B
We report results of GWA studies of dichotomized SBP B and DBP B , and their multivariate analyses. For SBP B and DBP B , the Manhattan plots are given in Figure 1 . As summarized in Table 2 , five SNPs for SBP B (rs1549022, rs2111464, rs12942470, rs2088983, and rs1768145) and three SNPs for DBP B (rs17045441, rs11866964, and rs7555790) were selected at the 10 -5 significance level. For multivariate GEE analysis for (SBP B , DBP B ), six SNPs were selected: rs17045441, rs1378942, rs12942470, rs1549022, rs927833, and rs2111464. Among these six SNPs selected from multivariate GEE analysis, four SNPs were also found by univariate analysis but two SNPs (rs1378942 and rs2111464) were not. A gene CSK in which SNP rs1378942 is located has been reported as a hypertension susceptibility gene in the Korean population [25, 26] and also in East Asians [30] .
Univariate logistic and multivariate GEE analyses of HP 1 , HP 2 , and HP 3 We performed association analysis for the repeatedly measured binary hypertension phenotypes HP 1 , HP 2 , and HP 3 . First, the logistic regression model was fit for each HP i and multivariate analysis for (HP 1 , HP 2 , and HP 3 ) was performed by GEE model. Manhattan plots are given in Figure 2 . Nineteen SNPs were selected at 10 -5 significance level (Table 3) : four for HP 1 (rs17675997, rs2411259, rs4084097, and rs7751214) , five for HP 2 (rs4908736, rs17677051, rs4867707, rs550214, and rs11636344), and seven for HP 3 (rs294082, rs4495407, rs10956596, rs6470947, rs4615555, rs4279577, and rs7465333), and three for multivariate HPs (rs12054837, rs4084097, and rs17722281). However, none of the identified SNPs were commonly observed by all three univariate analyses (Table 3 ). It might be due to the fact that the status of subject with hypertension is very volatile over time (Table 4 ) even though the proportion of hypertension risk was stable over time ( Table 1 ). Thus the signals of association with hypertension were differently expressed over time. Among three SNPs from multivariate analysis, SNP rs4084097 was also associated with hypertension by univariate analysis at time 1. However, there were no common SNPs between multivariate GEE analysis and univariate analyses at times 2 and 3. One hypertension SNP at time 2, rs11636344, in FBN1 gene and another SNP rs17722281 of WWOX gene from multivariate have been previously found to be associated with hypertension in China population [31, 32] .
Univariate GMDR and multivariate GMDR analyses of SBP B and DBP B
We present GMDR results to discover gene-gene and/or gene-environment interactions. For univariate GMDR analysis, logistic regression models for dichotomized SBP B and DBP B were constructed with area, age, sex, and BMI as covariates under the null hypothesis of no genetic effect. For multivariate GMDR analysis, the GEE model with same covariates was constructed. To reduce the computational burden, we focused on 35 SNPs selected from the preliminary analysis. All possible one and two locus models were fit for 35 SNPs. Through 10-fold-cross validation the best combination of loci with maximum train balanced accuracy (BA) which is average of sensitivity and specificity was chosen at each fold. To choose the final model, we considered crossvalidation consistency (CVC) among a set of best combinations. Table 5 summarizes the best model, Train BA, Test BA, and CVC from univariate GMDR and multivariate GMDR. For the purpose of comparison, we computed respectively. The best two-locus model from the multivariate GMDR included rs7555790 in PEX14 gene and rs11077135 in A2BP1 gene. The test BA of the onelocus models (two-locus model) for these SNPs were 0.526 and 0.532 (0.546), respectively. It seems that the contribution was from the joint effects of two genes rather than their main effects. The graphical descriptions for test BA are given in Figure 3 . The median of test BA for multivariate GMDR is between median of SBP B and DBP B in both one and two-locus models. The distribution of test BA for multivariate GMDR is more concentrated than those of SBP B and DBP B . Choi and Park BMC Systems Biology 2013, 7(Suppl 6):S15 http://www.biomedcentral.com/1752-0509/7/S6/S15
Univariate GMDR and multivariate GMDR analyses of HP 1 , HP 2 , and HP 3
The results of the univariate GMDR and multivariate GMDR are summarized in Table 6 for the repeatedly measured hypertension status HP 1 , HP 2 , and HP 3 . For these hypertension phenotypes, 34 SNPs selected from the preliminary analysis were included to GMDR mechanisms. All possible one and two locus models were fit for 34 SNPs. Not surprisingly, all different SNPs were identified in one-locus model. For the comparison between GMDR methods and classic method of logistic and GEE models, we report the p-values from the logistic models and GEE model for the identified SNPs from GMDR methods in one-locus models: 1.02E-05 for HP 1 , 1.59E-05 for HP 2 , 6.33E-06 for HP 3 , and 8.50E-05 for multivariate phenotypes. The identified SNPs by GMDR methods also have significant p-values from the classic methods. The best two-locus model from multivariate GMDR included rs7791839 in CCDC129 gene and rs7168365 in WDR72 implying that the interaction between CCDC129 and WDR72 genes was identified as a significant contributor to the repeatedly measured hypertension status. Box plots and density plots of test BA for GMDR and multivariate GMDR of HPs are given in Figure 4 . Similar to the results of dichotomized SBP B and DBP B , the test BA for multivariate GMDR had a smaller deviation in the both one-and two-locus models.
Comparison of univariate GMDR and multivariate GMDR
We presented the results of univariate and multivariate GMDR by the same phenotypes in the previous two sub-sessions. However, those comparisons are not significantly meaningful to describe the usefulness of multivariate GMDR. Here, we compared the results from multivariate GMDR of SBP B and DBP B with the results However, multivariate GMDR shows slightly better test BA than GMDR. Box plots of test BA for multivariate GMDR and GMDR from those two analyses are given in Figure 5 . The test BA of multivariate model has smallest deviation also.
Conclusions
In this paper, we have developed multivariate analysis for discovering gene-gene interaction, namely multivariate GMDR. Our multivariate GMDR analysis was developed by utilizing a GEE approach to multivariate phenotypes. Many studies emphasized the importance and the increase of power for multivariate analysis in GWAS [33] [34] [35] . Although MDR method has been developed in variety of manners [5] [6] [7] [8] [9] , there have been no extensions to the multivariate analysis. We proposed multivariate GMDR analysis by utilizing the GEE model to calculate the prediction score to be a tool for reducing the multifactor dimensionality. The GEE approach is an extension of generalized linear models to the longitudinal data and handles both discrete and continuous phenotypes. Thus, our multivariate GMDR can be applicable to both discrete and continuous phenotypes. Though real GWAS data analysis, we investigated the properties of multivariate GMDR. Firstly, the result of multivariate GMDR does not always coincide with that of GEE approach. That is, the best SNP set selected by multivariate GMDR does not always have the smallest p-value from GEE model. In our analysis, note that the SNP set selected by multivariate GMDR still tends to have quite a small p-value. Secondly, the test BAs of the multivariate GMDR is not always larger than those of univariate GMDR. As shown in Figures 3 to 5, the distribution of test BAs from the multivariate GMDR is different from those of univariate GMDR. The test BAs of multivariate GMDR are more densely distributed with a smaller standard deviation than those of univariate GMDR. Thus, a direct comparison of test BAs between multivariate GMDR and univariate GMDR may lead a misleading conclusion.
The proposed multivariate GMDR can be extended in many different ways. The modified version BAs which takes account for the distributional difference is expected to improve the performance of multivariate GMDR. The testing procedure using the modified BAs under the null distribution would enable us to demonstrate the increase of power of multivariate GMDR. A prediction score is defined as the sum of elements of the score vector from GEE model. We are currently working on several different weighting schemes for accounting various relationships between phenotypes. The weighted prediction score is also expected to improve the performance of multivariate GMDR. In the future studies, all these extensions will be evaluated through extensive simulation studies.
