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One-dimensional matter waves as a multi-state bit
J. Giacomelli1
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We design a technique to control the position of a localized matter wave. Our system is composed
by a two counter-phased periodic potentials and a third optical lattice which can be chosen to be
either periodic or disordered. The only control needed on the system is a three-state switch that
allows the instantaneous selection of the desired potential. We show that this framework is robust
and the multi-state bit behavior can be observed under generic hypothesis.
PACS numbers: 67.85 Hj, 42.50 Ex, 42.79 Vb
I. INTRODUCTION
Nowadays Bose Einstein condensates (BEC) [1–4] are
routinely used in combination with optical potentials in
order to have a direct access to the fundamental quantum
behaviors on a macroscopic scale. The state of art in this
field offers a wide range of possibilities in terms of ma-
nipulation over these systems [5–23] and there is a deep
knowledge of the expected behaviors from the theoretical
side.
The dimensionality of the system can be reduced by
flattening the BEC (effective 2D system [14]) or elon-
gating it (effective 1D system [11–13]). In the 1D case,
interesting boundary conditions can be realized: the elon-
gated BEC can be trapped in a box [15], in a torus [33]
or in an harmonic trap [9, 10], among other possibilities
[7, 8].
Many different optical potentials can be realized for
this system. Without any presumption of being exhaus-
tive, we recall the possibility of generating both periodic
[11–14] and disordered [16–26] lattices. The latter fam-
ily of potentials has been employed in order to observe
Anderson localization phenomena [16, 17, 21, 22, 26].
1D speckle potential in particular have been the object
of an intensive study in recent years, both from theo-
retical and experimental side. The localization prop-
erties of a speckle system have been investigated both
in infinitely extended [17, 18] and box bounded systems
[25, 26], showing that the finite length case can have an
even stronger degree of localization compared with the
infinite length case, under the proper conditions [26]. In
addition to the wide selection of feasible optical poten-
tials, we recall the recent possibility of painting an arbi-
trary shape time−averaged optical dipole potential [7].
Finally, the Fano-Feshbach resonances [30–32] can be
employed to lessen or even eliminate the non linear ef-
fects of the self−interaction, leading the dynamics of the
system to be ruled by a linear Schro¨dinger equation.
This strong degree of control over a quantum system
allows for the research of technological applications. In
particular, investigations in using matter wave as quan-
tum switches or quantum information device has been
done in recent years [36, 37]. In this article we pro-
pose a general technique to employ a 1D BEC, either
self-interacting or not, as a multi-state bit, by a proper
temporal alternation of three optical potentials. This de-
sign is completely new to the best of our knowledge and
it is the first example of BEC used as a classical multi-
state bit. The proposed technique is robust and can be
applied under a range of different specifications, both in
the box and the torus cases. Also the number of states
is an arbitrary choice.
The article is organized as follows. In Sec. II we define
the general features of our system. In Sec. III we discuss
the way to employ this system as a multi-state bit. The
robustness of the system is discussed in Sec. IV, where
different possible implementations are compared. Our
results are summarized in Sec. V.
II. MODEL AND METHODS
Let us consider a non interacting matter wave in a 1D
optical potential which can be selected amongst three
possible choices. The system is finite and its length is
L. The Hamiltonian of the system can be written in a
dimensionless form as
Hˆ = − d
2
dx2
+
3∑
k=1
1{k=c}vk(x, sk), (1)
where c ∈ {1, 2, 3} is the external choice of the potential
and vi are three potentials described below. We consider
also a zeroth case (c = 0) which is not selectable during
the time evolution of the system but it is used just to
set the initial conditions. The dimensionless hamiltonian
in Eq. (1) is rescaled by an energy value Eξ =
~2
2mξ2
with ξ ' 1µm. Eξ is related to v1(x, s1) and defined to-
gether with it. We want to study the dynamics of this
system, under the hypotesis that c can be changed instan-
taneously. This is reasonable considering that vk(x, sk)
can be optically generated. When considering the time
evolution and the presence of self-interaction, the system
is fully described by the Schro¨dinger equation
i
∂
∂τ
ψ =
[
Hˆ + 2αβ
|ψ|2
σ2
+ α
(
σ2 + σ−2
)]
ψ, (2)
where τ = Eξt/~ is a rescaled dimensionless time and
σ2(x, τ) =
√
1 + β|ψ(x, τ)|2. α and β are defined and
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2fully specified in Appendix A. The nonlinear terms de-
scribe the self interaction of the Bose Einstein Conden-
sate (BEC) that can be used in order to realize the sys-
tem. Eq. (2) is an effective 1D model known as non-
polynomial Schro¨dinger equation (NPSE) [35]. This is
obtained from the Gross-Pitaevskii 3D equation [34] in
order to provide an approximate description for the BEC
dynamics under radial confinement. Nowadays, the self
interaction can be chosen to be repulsive (β > 0) [28, 29],
attractive (β < 0) [30, 31] or absent (β = 0) [32], de-
pending on the experimental settings. The considered
potentials are defined in the following.
(v1) In Section III we explain how v1 can be employed
in order to keep |ψ(x, τ)|2 stable over time. To
this end, we consider two possibilities: a disodered
potential vd1 and a periodic potential v
p
1 .
(vd1) We consider an optical speckle v
d
1(x) = V0v(x/ξ),
with intensity V0 = 〈v1〉 and autocorrelation length
ξ [24, 27]. The probability distribution of v(x) is
e−v. Moreover it holds that
〈v(y)v(y + x)〉y = 1 + sinc2
(
x
ξ
)
Optical speckle is obtained by transmission of a
laser beam through a medium with a random phase
profile, such as a ground glass plate. The result-
ing complex electric field is a sum of independent
random variables and forms a Gaussian process.
Atoms experience a random potential proportional
to the intensity of the field. V0 can be either posi-
tive or negative, the potential resulting in a series of
barriers or wells. However, in both cases it is pos-
sible to observe Anderson localization phenomena
[25, 26]. The autocorrelation length ξ represents a
natural scale for the system and Eξ = ~2/2mξ2 is
the corresponding energy scale. We define
vd1(x, s1) = s1v(x) (3)
where s1 = V0/Eξ is a rescaled dimensionless inten-
sity. The speckle pattern can be generated numer-
ically as discussed in [24] (and references therein).
(vp1) This potential must be smooth and periodic:
vp1(x, s1) = s1f
(
mod
(
x,
∆
2
))
, (4)
where ∆ = L/N (N ∈ N), f(∆/2+x) = f(∆/2−x)
and df(x)/dx = 0 ⇔ mod(x,∆/2) = 0. mod(a, b)
is the remainder of the division a/b.
In section IV we consider vp1(x, s1) = s1cos(
4pi
∆ x) as
a realistic case.
(v2) v2 can be obtained from v
p
1 by doubling the period
and considering a different amplitude s2, which is
a parameter independent from s1.
v2(x, s2) = s2f (mod(x,∆)) , (5)
where the same requirements described above
holds. In Section IV we consider v2(x, s1) =
s2cos(
2pi
∆ x) as a realisitic case.
(v3) Also the third potential is smooth and periodic, in
antiphase with v2(x, s2):
v3(x, s3) = s3f
(
mod(x,∆) +
∆
2
)
(6)
In the following we will always consider s2 = s3
only.
(v0) The initial condition ψ(x, τ = 0) must be localized
around x0 such that mod(x0,∆) = ∆/4. This can
be achieved forcing the BEC to the ground state
of a properly chosen optical potential v0(x, s0). In
Section III we consider
v0(x, s0) = s0 cos
(
4pi
∆
x
)
+ ω2
(
x− L
2
− ∆
4
)2
(7)
where ω2 is a constant dimensioned as length−2 and
valued as |L−1|.
In the next section we show that the system described
above acts as a multi-state bit under two alternative
boundary conditions: box and torus.
A. Measure of the system stability
In Section III we describe a method to control the lo-
calization position xloc of the matter wave ψ by changing
the c value with a proper timing. Hence we are interested
to prevent the spatial expansion of ψ, in order to be able
to measure xloc(τ) even for τ  0. The Participation
Ratio (PR) is commonly used in literature as a measure
of the localization degree [26, 38].
PR [ψ] =
1
L
∫
L
dx |ψ(x)|4 (8)
We introduce the following quantity in order to compare
the PR value measured during the evolution of the sys-
tem with the initial one.
DPR(τ) =
PR [ψ(x, τ)]
PR [ψ(x, 0)]
(9)
The measure of xloc(τ) becomes more difficult and less
precise at increasing DPR(τ) values. In our system xloc
is clearly measurable when DPR . 10 while it cannot be
defined nor observed anymore when DPR & 20.
III. HOW TO USE THE SYSTEM AS A
MULTI-STATE BIT
A multi-state bit can assume a state chosen from a
discrete and finite set. We can conventionally define this
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FIG. 1. A possible specification of the system described in
Section II: N = 5 and v0 = v1 = v2 = v3 = 120 . From
the top to the bottom: the potentials v2 (solid line) and v3
(dotted line); the speckle potential vd1 ; the periodic potential
vp1 ; the potential v0; the initial density profile |ψ(x, τ0)|2.
set of states by partitioning the system into 2N = 2L/∆
intervals and labeling each interval with a number n ∈
{1, . . . , 2N}. We want to perform three basic operations
on our system in order to consider it a true multi-state
bit: writing information, keeping memory of it over an
arbitrary time lapse, reading it again.
A. Reading information from the position of a
localized matter wave
Using a matter wave allows us to measure the density
profile directly. Since the chosen initial condition of the
system is a localized state ψ(x, τ0), the most of the den-
sity is concentrated in a small region. If DPR(τ) . 10
while the system evolves, we can associate a number nj
to every instant τ by measuring the density profile:
ϕR (ψ|τ) =
∑2N
j=1 nj1
{
j−1≤ 2xloc(τ)∆ <j
}
with xloc(τ) = argmax
x∈[0,L]
|ψ(x, τ)|2, (10)
Eq. (10) allows us to read the information stored in our
system. In the next paragraph we discuss how to write
information in the system (using operators ϕ+ and ϕ−)
and how to store the information over a time lapse δ
keeping nτ constant (using operator ϕδ). The convenient
choice of nj depends on the boundary conditions. In case
of box boundary conditions we choose
nj =
j + 1
2
1{mod(j,2)=1} +
(
2N − j
2
+ 1
)
1{mod(j,2)=0}
(11)
In case of toroidal boundary conditions we choose
nj =
j + mod(j, 2)
2
(12)
We discuss the reason of this choices in paragraph III B 3.
In our example (N = 5) eq. (11) leads to
n = (1, 10, 2, 9, 3, 8, 4, 7, 5, 6)
and eq. (12) leads to
n = (1, 1, 2, 2, 3, 3, 4, 4, 5, 5)
as shown in Figure 3.
B. Writing and maintaining information in the
system
As discussed in Section II, the only way that we have
to influence the system is switching cτ from a value to
another. We want to use this possibility to define three
actions which affect the system as follows:
ϕR [ϕ+(ψ|τ)|τ + ] = ϕR (ψ|τ) + 1 (13)
ϕR [ϕ−(ψ|τ)|τ + ] = ϕR (ψ|τ)− 1 (14)
ϕR [ϕδ(ψ|τ)|τ + δ] = ϕR (ψ|τ) (15)
where  is the time interval necessary to apply the op-
erators ϕ± and δ is a time interval over which the in-
formation has to be stored in the system. As explained
in paragraph III B 3, the boundary conditions affect the
definition of the ϕ+ and ϕ− operators. In case of box
conditions we have
ϕR [ϕ±(ψ|τ)|τ + ] = mod[ϕR (ψ|τ)−1±1, 2N ]+1 (16)
In case of toroidal conditions we have
ϕR [ϕ±(ψ|τ)|τ + ] = mod[ϕR (ψ|τ)− 1± 1, N ] + 1 (17)
41. Definition of ϕδ
The definition of ϕδ(·|τ) is based on different principles
in case we use vd1 or v
p
1 .
In case we use a disordered potential vd1 , it can cause
the Anderson localization of the system and it inhibits
any transport phenomena. Hence, provided that the dis-
ordered potential amplitude is big enough, any localized
matter wave ψ(x, τ0) should remain localized at the same
position when observed in τ0 + δ.
In case we use a periodic potential vp1 , it can inhibit
any transport phenomena too, provided that the local-
ization point is exactly coincident with a local minimum
of the potential and the amplitude is big enough.
In both cases we can define ϕδ as
ϕδ(ψ|τ0) =
∫ L
0
ψy,τ0K (y, x, τ0, τ0 + δ|cτ = 1) dy (18)
where K(y, x, τ0, τ0+δ) is the propagator associated with
Eq. (2). Figure 3 (right panel) gives a graphical expla-
nation of φδ when using v
p
1 .
2. Definition of ϕ±
The definition of ϕ±(·|τ) is based on the fact that a
localized matter wave can experience a periodic poten-
tial as the single well where the mass is concentrated,
provided that the potential amplitude is big enough and
that xloc is near enough to the local minimum xmin of
the potential. In case of a symmetric well, the symme-
try of the eigenstates is well defined and there is a time
interval /2 after which it holds that
ψ
(
x, τ +

2
)
' ψ (x+ 2(xmin − xloc), τ) (19)
Let us suppose that
xloc(τ) = xmin − ∆
4
− δx with δx  ∆ (20)
. From Eq. (19) we have
xloc
(
τ +

2
)
= 2xmin − xloc(τ) = xmin + ∆
4
+ δx (21)
Applying an instantaneous pi phase shift to the periodic
potential leads to a displacement of the local minimum
xmin → x′min = xmin + ∆/2. Now we have
xloc
(
τ +

2
)
= x′min −
∆
4
+ δx (22)
and after one more /2 time lapse we obtain
xloc(τ + ) = 2x
′
min − xloc
(
τ +

2
)
= xloc(τ) + ∆ (23)
So we made the localized matter wave to travel a dis-
tance ∆ by applying two periodic potential in antiphase
and with big amplitude. In Section IV we investigate
the conditions under which this displacement can be it-
erated preventing DPR(τ) from rising beyond an accept-
able level. The discussion above leads to a definition of
ϕ±:
ϕ±(ψ|τ0) =
∫ L
0
ψy,τ0K
(
y, x, τ0, τ0 + δ|cτ = c±τ
)
dy(24)
c+τ = 2 · 1{τ∈[τ0,τ0+ 2 ]} + 3 · 1{τ∈[τ0+ 2 ,τ0+]}
c−τ = 3 · 1{τ∈[τ0,τ0+ 2 ]} + 2 · 1{τ∈[τ0+ 2 ,τ0+]}
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FIG. 2. Graphical explanation of the effects described in sec-
tions III B 1 and III B 2.
Figure 3 (left and central panels) gives a graphical ex-
planation of φ+.
3. ϕ± near to the boundaries
The periodic potential in the torus is translation in-
variant with respect to the transformation x 7→ x ± ∆.
This implies that the mechanism described in paragraph
III B 2 holds in any portion of the system in the same
way. This leads to eq. (17). Eq. (12) originates from
the fact that xloc can be moved only by ∆ long steps and
so there are only N allowed positions where xloc can be
found, as shown in Figure 3 (right panel).
On the other hand, the box boundary condition has
no translation invariance and the localized matter wave
is reflected by the infinite potential walls. As shown in
Figure 6 xloc is shifted by ∆/2 near to the boundaries,
because xloc(τ/2) = xloc(τ). This fact implies that there
are 2N allowed positions where xloc can be found. We
can enumerate these positions in the order that we ob-
tain by iterative application of φ+(·|τ) operator to ψx,τ0 .
The resulting order is described by eq. (11). An example
is shown in Figure 3 (left panel).
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FIG. 3. Density plot of |ψ(x, τ)|2, using the specifications
shown in Figure 1 (periodic case vp1). We applied ϕδ ◦ ϕ+
ten times, considering a random different δ value per appli-
cation. The same pattern is simulated considering both box
(left panel) and boundary (right panel) conditions.
IV. MULTI-STATE BIT UNDER VARIOUS
SETTINGS
In this section we verify the possibility of the system
to be used as a multi-state bit under different parame-
ters choices. We compare the results using DPR, defined
in section II A. Furthermore, we are interested in finding
a stable multi-bit example which can be also feasible in
laboratory.
We have compared the two considered potential choices
vd1 and v
p
1 , using them to storage information in the sys-
tem. In case we choose to maintain cτ = 1 constant, both
of them are equally good in keeping the matter wave lo-
calized over time. vp1 results to be better than v
d
1 when
φ± is applied repeatedly to the system. This is the case
when we want to write information to be stored in the
system. An example can be seen in figure 4 (first row
and third row panels). When using vd1 , |s1| must be big
enough to keep ψ(x, τ) localized over time, but not big
enough to cause fragmentation phenomena. If the mat-
ter wave is fragmented, DPR increases when ψ(x, τ) is
forced to oscillate (ct > 1). Figure 5 shows an example of
optimal |s1| level of when using vd1 . On the other hand,
when using vp1 , s1 can be chosen arbitrarily high without
fragmenting the matter wave. This is the reason why vp1
leads to a more stable multi-bit behavior than vd1 .
When considering self-interaction, we observed an in-
creased stability (lower DPR over time) choosing β < 0,
especially if using vp1 . An example of this fact is shown in
figure 4 (second row and fourth row panels). Intuitively,
β > 0 decreases the stability of the system.
Moreover, all the potential amplitudes must be higher
at increasing N values, in order to keep ψ(x, τ) confined
in a local fluctuation of the potential when the total num-
ber of fluctuations N is bigger. An example of this fact
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FIG. 4. Time evolution of four different versions of the multi-
bit system under the same pattern used in Figure 3. The
left panels show the initial density |ψ(x, τ = 0)|2. The cen-
tral panels plot DPR(τ) during the evolution of the sys-
tem. The right panels show the final state of the system
|ψ(x, τ = 13.4)|2. From the top to the bottom: periodic case
(vp1), a = β = 0; periodic case (v
p
1) , α = 0.01β = −15; dis-
ordered case (vs1) , α = β = 0; disordered case (v
s
1), α = 0.01
and β = −15. All the considered versions have in common
the following settings: N = 5; ai = 120 (i = 0, . . . , 3); box
boundary conditions.
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FIG. 5. DPR[ψ] after five applications of ϕδ ◦ϕ+ (N = 7; dis-
ordered potential vd1 ; α = β = 0). Darker areas corresponds
to lower DPR values.
is shown in figure 6. Considering these results, a feasible
experimental setting that allows to observe a stable ten
states multi-bit could be the following: 39K elongated
BEC (104 atoms) under box boundary conditions; sys-
tem dimensions 300µm × 30µm; periodic vp1 potential;
s1 = s2 = s3 ≥ 90; N = 5. Please see appendix A (and
references therein) for further details.
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FIG. 6. Final DPR after the evolution of the system (α =
β = 0; box boundary conditions; periodic case vp1) using the
same pattern described in Figure 3 and applied also in Figure
4. We tested N ranging from 5 (circles) to 7 (squares) and
s0 = s1 = s2 ranging from 35 to 120.
V. SUMMARY
We have developed a technique to change and preserve
the position of a localized matter wave. This behavior
is directly applicable to obtain a multi−state memory
device. This system can be obtained using optical po-
tentials already available in laboratory. The multi-bit be-
havior can be observed under multiple parameters choices
and we have suggested a fully specified multi-bit which
could be realized nowadays. Given that BECs and opti-
cal potentials are currently investigated from a quantum
information perspective, this work opens the possibility
of turning the same BEC from a q-bit into a classical
multi-state bit and vice versa in the future.
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Appendix A: 1D NPSE in our units
We consider the 1D NPSE equation [35], which de-
scribe the dynamics of an elongated BEC:
i~
∂
∂t
ψ =
[
− ~
2
2m
∂2
∂x2
+ V +
gNa
2pia⊥
|ψ|2√
1 + 2asNa|ψ|2
(A1)
+
~ω⊥
2
(
1√
1 + 2asNa|ψ|2
+
√
1 + 2asNa|ψ|2
)]
ψ,
with a⊥ =
√
~
mω⊥
and g = 4pi~
2as
m . Let us introduce the
following quantities
τ :=
Eξt
~
(A2)
α :=
~ω⊥
2
1
Eξ
=
ξ2
a2⊥
(A3)
β := 2asNa (A4)
Moreover, it holds that
gNa
2pia⊥
1
Eξ
=
4pi~2as
m
Na
2pia⊥
2mξ2
~2
= 2αβ (A5)
multiplying Eq. (A2) by 1Eξ and replacing eq. (A3, A4,
A4, A5) and choosing ξ = 1 as the spatial unit, we have
i
∂
∂τ
ψ =
[
− ∂
2
∂x2
+ v + α
(
2β|ψ|2 + 1√
1 + β|ψ|2 +
√
1 + β|ψ|2
)]
ψ.
(A6)
We simulate a 39K condensate with tunable attractive
interactions. The following parameters values are ac-
cessible to the experiments (see [23] and [32] amongst
others): ξ ' 1µm, Na ' 104, L ' 300ξ, a⊥ ' 30ξ,
0 ≥ as & −7.5 · 10−4ξ. This leads to α ' 10−2 and
β ∈ [−15, 0]ξ.
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