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This paper employs the hedonic price method (HPM) to examine whether the implicit value of the 
greenbelt is capitalized into apartment prices in the city of Vienna, Austria. We improve the 
traditional model using spatial econometric techniques and compare estimates from different spatial 
models, namely the spatial lag model (SAR), the spatial error model (SEM) and the spatial Durbin 
model (SDM). While our use of spatial models addresses the common problem of omitted variable 
bias, the SDM specifically allows for controlling possible nearby proximity effects (i.e., small-scale 
neighbourhood) that are rarely included in this type of analyses. Findings indicate that distance from 
the greenbelt is important in explaining apartment prices in Vienna: while the CBD exerts a 
centripetal force, the greenbelt, on the contrary, exerts a centrifugal force. The SDM is found to be 
the best performing model indicating existence of small-scale neighbourhood effects and presenting 
a solid case for consideration of this model in valuation of green amenities. 
Keywords 
Greenbelt, open space, urban amenities, hedonic price valuation, spatial econometrics, spatial 
Durbin model  
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Green spaces are a response for or a resistance against continuous expansion of urban areas 
accompanied by profound economic and social movements. In Austria, a country that remained 
predominantly rural until the Second World War, the share of the urban population has now reached 
68% of the total population (World Bank Data1). This demographic shift from rural to urban areas is 
accompanied by a decline in natural and agricultural lands, and transformation of landscapes. 
Located away from a direct and immediate access to natural amenities, the urban population is likely 
to feel the need to have ‘a place of nature’ close to where they live. Green spaces are therefore an 
important part of the overall sustainable development plan: they contribute to economic 
attractiveness (Crompton et al. 1997; Crompton 2000), promote social ties (Maas et al. 2009)2 and 
provide landscape as well as environmental3 amenities (Bolund and Hunhammar 1999; Jim and Chen 
2008; Jo and McPherson 1995; Tzoulas et al. 2007; Zhang et al. 2007) and health benefits (De Vries et 
al. 2003; Kuo and Sullivan 2001; Willis and Osman 2005; Maas et al. 2006; Tzoulas et al. 2007).4  
Greenbelts are a special type within the taxonomy of open spaces. According to McConnell 
and Wells (2005, p. 17), a greenbelt can be defined as “an area of open space surrounding an urban 
area and preserved from development. It is used to define the edge of the urban fringe, at least until 
that time when development ‘leapfrogs’ over the greenbelt. Greenbelts are also referred to as ’urban 
growth boundaries‘. It contains the physical expansion of the urbanized area and is thus considered 
an essential outcome of the containment policy (Nelson 1988).5 This role of the greenbelt as an 
instrument in the containment policy is well established in the literature. For instance, Kuhn (2003) 
states that greenbelts are designed to protect a compact urban form while Pendall and Martin (2002) 




 Maas et al. (2009) present the results of a study conducted in the Netherlands on 10,089 individuals. They 
find a correlation between lack of green spaces (within 3 km of the place of residence) and the feeling of 
loneliness and lack of social ties. Other studies also show that there is less domestic violence reported in green 
neighbourhoods (Prow 1999; Kuo and Sullivan 2001). Witt and Crompton (1996) highlight a correlation 
between the presence of green spaces and crime: juvenile delinquency and domestic violence are mitigated in 
green neighbourhoods. 
3
 Ecological services in urban areas are air filtration, regulation of microclimate, noise reduction, water 
retention, water treatment, carbon sequestration, erosion control and preservation of biodiversity.  
4
 Willis and Osman (2005) present a review of the literature on the positive effects of green spaces on health. 
Proximity to green spaces promotes physical activities. Potential benefits include reduced risk of cardiovascular 
disease, certain cancers, certain types of diabetes, etc. A pleasant living environment has positive effects on 
mental health and well-being. The presence of a green space can reduce the risk of depression. They estimate 
that a 1% permanent reduction in the sedentary population of the United Kingdom from 23% to 22% would 
produce a social benefit of 1.44 billion pounds per year and 479 million if the elderly are excluded. This does 
not include benefits related to the reduction of psychological morbidity such as mental illness, domestic 
violence or mental fatigue. These figures show that the benefits of green spaces are substantial. 
5
 Urban containment policies have been classified by Pendall and Martin (2002) into three major forms: urban 
growth boundaries, urban service boundaries and greenbelts. 




assert that greenbelts are physical boundaries entailing open spaces around cities. From a planning 
point of view, a greenbelt usually refers to a passage drawn fairly tightly around a city or urban 
region that planners intend to be permanent or at least very difficult to change (Pendall and Martin 
2002). “A greenbelt is a zone of land around the city where building development is severely 
restricted (Amati and Yokohari 2006, p. 125)” and, it thus refers to a physical area of open space, 
e.g., farmland, forest or other green space, that surrounds a city or metropolitan area, and it is 
intended to be a permanent barrier to urban expansion (Bengston and Youn 2006).  
Additionally, a greenbelt can also be the outcome of an urban policy that is intended for 
preserving green spaces for environmental and recreation purposes. In the context of reducing 
environmental pollution, a greenbelt has been described as “a strip of trees of such species, and such 
a geometry, that when planted around a source, would significantly attenuate the air pollution by 
intercepting and assimilating the pollutants in a sustainable manner” (Abbasi and Khan 2000, p. 1). In 
Vienna, these environmental and recreational purposes seem to have been dominant compared to 
the containment aspect of the greenbelt. This is indicated in the official policy documents – “In 1995, 
the Vienna City Council approved the Green Belt Masterplan… (that) foresees the conservation of 
whole land tracts or contiguous portions of land as recreational areas and ecologically valuable 
zones, which are to be kept free of buildings” (City of Vienna 2000, pp. 33). 
Production costs of such public amenities are well known (costs of planting trees, hedge cuts 
etc.) and easily measurable. Benefits are more difficult to assess. These benefit assessments though 
are of crucial value to policy makers: they provide information on public preferences and, allow for 
prioritizing and calibrating local policies. The objective of this paper is to analyse home-buyers’ 
willingness to pay for the greenbelt in Vienna. In the literature, two types of methods have been 
developed for the assessment of preferences and for valuing greenbelts. The contingent valuation 
method (Hanley and Knight 1992) and the choice experiments method (Bullock 2008) are based on 
stated preferences while the hedonic price method (HPM) (Correl et al. 1978; Willis and Whitby 
1985) and the travel costs method (Dwyer et al. 1983) are based on revealed preferences. Given our 
concern is related to the use of land resources and urban pressure, we seek to determine the 
residential value of the greenbelt using the HPM.  
Our contribution is twofold. Firstly, we examine how the households negotiate the trade-off 
between proximity to the central business district (CBD) and the greenbelt. As shown in existing 
studies, close proximity to a greenbelt tends to generally increase house prices. However, empirical 
evidence is scarce with respect to assessing benefits of both proximity to the greenbelt and the CBD 
within the same modelling framework. Also, the majority of hedonic studies have focused on 




evaluating the effect of proximity to various green spaces other than greenbelts. As a policy 
discourse around greenbelts is re-emerging in other European cities6, this study is of relevance to 
those contexts as well. Secondly, our analysis deals with apartment prices in a spatial context. It is 
shown in spatial econometrics that values observed at points or regions tend to depend on values of 
nearby observations. Thus, models that ignore this spatial dependence among nearby observations 
are likely to produce inefficient and unbiased parameter estimates (Anselin 1988). To address this 
issue we use spatial hedonic models in our valuation of the greenbelt. While the spatial models 
redress the common problem of omitted variable bias, one of the models we use – i.e., the spatial 
Durbin model – specifically allows for controlling possible nearby proximity effects (i.e., small-scale 
neighbourhood) that are rarely included in this type of analyses. 
There have been several recent hedonic pricing studies for Vienna although none of them 
either specifically assessed the value of the greenbelt or controlled for nearby proximity effects of 
the small-scale neighbourhood. Brunauer et al. (2009) used a hedonic framework to assess nonlinear 
price functions and spatial heterogeneity in the rental market. Results showed that there was a 
substantial spatial variation within the rental market in Vienna. District-specific heterogeneity was 
accounted for using location specific intercepts with the postal code serving as a location variable. 
Herath and Maier (2013) found that district-specific characteristics and distance from the CBD were 
important in explaining apartment prices in Vienna. Spatial hedonic methods were used in that study 
although the primary aim was to estimate the rent-gradient with and without spatial effects. 
Additionally, Wieser’s (2006) study found that prices in the residential land market in Vienna were 
substantially affected by the proximity to the underground network, accessibility to open spaces and 
shopping centres, and even announcements of new subway stations. Wieser included distance from 
the nearest open space (a park, the greenbelt or other major recreational area) although failed to 
consider the exclusive impact of proximity to the greenbelt within the study. A study by Feilmayr 
(2004) utilized the HPM only in the context of constructing house price indices for Vienna. 
The remainder of the paper is structured as follows: The next section presents a brief 
literature survey; Section 3 and Section 4 describe data and variables used and the empirical models 
employed. The results are discussed in Section 5, and the paper concludes in Section 6.   
                                                          
6
 The city of Paris, France, has also laid plans to develop a greenbelt. This Greater Paris project was presented 
by the Government in 2009. It aims at portraying Paris as a model of a sustainable city with efficient 
transportation, a competitive economy, better quality of life, a stronger cultural life and increased presence of 
nature in the city. While transportation is the key element of the project, the role of green spaces has also been 
recognized as important: beyond the preservation of the existing green spaces, it is intended to promote the 
development of a greenbelt inclusive of regional parks and forests to create ecological corridors for fauna and 
flora. 




2. Literature survey 
  Numerous studies investigate the implicit value of greenbelts, forests, open spaces, parks 
and wetlands (For surveys see Fausold and Lilieholm 1999; McConnell and Walls 2005; Rambonilaza 
2004; Choumert and Salanié 2008; Brander and Koetse 2011; and Waltert and Schläpfer 2010). Since 
urban forests, grasslands and wetlands usually demarcate part of the greenbelt, we consider these 
land uses as similar to the greenbelt within the scope of this study. Other amenities such as open 
spaces and parks also serve similar environmental and recreational services to a greenbelt or a forest 
but on a smaller scale (Morancho 2003). 
In an overview paper, Nelson (1985) documents that a greenbelt increases the value of urban 
land in proximity and this effect also extends to the exurban land market. He maintains, however, 
that value of land located within the greenbelt is likely lower due to large-lot zoning and restrictions 
on agricultural practices. An early study by Correll et al (1978) asserts that the existence of a 
greenbelt has a significant positive impact on nearby residential property values in Boulder, 
Colorado. The residential property units adjacent to the greenbelt are valued 32% more on average 
than the property units approximately 1 km away. Assuming a linear relationship, the authors argue 
that property prices decreased by $13.75 for each meter away from the greenbelt. With reference to 
the interaction between the greenbelt and land values in Washington County, Oregon area, Nelson 
(1988) empirically argues that exurban land values benefit from the proximity to the greenbelt while 
the greenbelt land value is not adversely affected by the proximity to the exurban development. 
These hedonic valuations concerning greenbelts go beyond the US context. For example, 
Tyrvainen (1997) and Tyrvainen and Miettinen (2000) document that urban forests are appreciated 
as an environmental characteristic within two Finnish regions. These studies use the HPM to 
implicitly estimate the value of urban forest amenities by comparing dwelling prices and specific 
amounts of amenities associated with dwelling units. The former study reports that proximity of 
watercourses and wooded recreation areas as well as increasing proportion of total forested area in 
a housing district have a positive influence on apartment price while the latter states that one 
kilometre increase in the distance to the nearest forested area leads to an average 5.9% decrease in 
the market price of the dwelling. It is also found that dwellings with a view onto forests are 4.9% 
more expensive on average than dwellings with otherwise similar attributes (Tyrvainen and 
Miettinen 2000). In another study, Garrod and Willis (1992) demonstrate the value of British urban 
forests as a source of aesthetic enjoyment. They examine the amenity value of forestry and 
woodland environments through their effect on house prices. A two-stage hedonic price model is 




applied and the impact of forest type on house prices is explored. This research indicates that the 
impact of woodland on housing values is significant. The effects are investigated for three types of 
trees: Sitka spruce depresses house prices by approximately £141 for every unit increase in relative 
cover; broadleaved trees add approximately £43 per unit increase in relative cover; and the relative 
proportion of larch (and pine) does not significantly affect house prices. 
Valuable welfare, urban planning and/or policy insights are often drawn through hedonic 
studies. Some of these analyses estimate premiums associated with certain environmental amenities 
and then present related policy discourse. Based on a hedonic framework and using a time series of 
property values, Lee and Linneman (1998) document evidence that the value of the greenbelt in 
Seoul, South Korea changes over time. The marginal price of accessibility to the greenbelt which 
showed an increasing trend until 1980s started to decrease over time since then. In addition to 
providing empirical support for the positive amenity value of urban greenbelt, this study provides 
policy and welfare related insights such as those greenbelt amenities are congestible and the cost of 
the congestion of the area inside the greenbelt changes over time. Through a unique study of rents 
of rural self-catering cottages (“gites”), Le Goffe (2000) estimates the external effects of agricultural 
and silvicultural activities in the French region Britanny. The results indicate that the price of cottages 
is negatively influenced by intensive fodder and livestock farming but positively related to permanent 
grassland. Possible welfare outcomes are discussed by way of comparison of the levels of implicit 
prices against the likely rate of the economic incentives. One of the cases conferred is a comparison 
of the marginal benefit of the increase of permanent grassland to the subsidy allotted for converting 
arable land into permanent grassland, results showing that the benefit is superior to the subsidy 
considered. 
The majority of available hedonic studies are non-spatial in nature despite the growing 
popularity of spatial analysis and emerging use of spatial techniques for analysing housing markets. 
Anselin (1988) among others has shown that disregarding the spatial relationship when there exists a 
spatial dependence can lead to inefficient parameter estimates. There is a growing use of spatial 
econometrics in the recent hedonic literature, particularly several studies on the value of green 
amenities. Among them, Kadish and Netusil (2012) and Pandit et al. (2013) report that urban trees 
have a positive impact on real estate prices while Melichar and Kaprová (2013) and Sander and 
Haight (2012) establish positive effects of urban greenery on home values. 




3. Data and variables 
 The dataset is provided by the real estate agency ERES NETconsulting-Immobilien.NET GmbH 
in Vienna. It includes 1651 apartments that were available for sale within the Vienna city limits over 
the period from December 11, 2009 to March 25, 2010. The dataset comprises the asking price of 
each apartment and intrinsic characteristics: number of rooms; living area in square meters; the floor 
(level); condition of the apartment (bad, moderate or good); number of toilets; number of 
bathrooms; availability of a balcony, terrace, elevator, basement; and availability of parquet flooring. 
The physical address of each apartment is also included. This information is required to generate 
longitude and latitude coordinates associated with apartment units, to calculate distance between 
different points in space, and to create different types of measures of apartment location.  
 Assessed values including owner assessments of house prices are often used in the absence 
of transaction prices in housing studies (see Orford 1999; Henneberry 1998; Cheshire and Sheppard 
1989). As our study focuses on spatial variation of apartment prices, use of asking prices does not 
pose any problem unless there is a systematic variation across space in the difference between the 
owners assessed value and the actual price. Asking prices are close proxies for transaction prices also 
due to theoretical reasons. Since suppliers desire to sell their houses with the shortest time, they 
unwittingly project the behaviour of potential buyers when setting the asking price. Setting it too 
high will result in attracting fewer offers, ultimately costing more to keep the house on the market 
for a longer time. The supplier loses when the asking price is set too low as well. 
INSERT FIGURE 1 
In total, we engage four location variables. Firstly, we include the district in which each 
apartment unit is located – Vienna has 23 districts within its city limits. When the effects of other 
structural and location variations are controlled as far as possible within the model, the coefficient of 
the district variable should show the aggregate positive or negative implicit value associated with the 
unique characteristics within each district. This is consistent with Baumont (2009) who uses a district 
variable to demonstrate that houses located in social housing districts are discounted. 
In addition to the relative location variable district, we incorporate three variables that 
measure absolute location of apartment units – distance from the greenbelt, Prater of Vienna and 
the CBD. First and foremost, distance from the greenbelt is the prime location variable within our 
enquiry. Vienna has a greenbelt that is located in the outskirts – a green area particularly 
surrounding the North-West, West, South-West and South-East of the city (see Fig 1). We pin down 




the border of the greenbelt in order to calculate the shortest distance from the greenbelt to each 
apartment unit. This variable can capture the amenity value associated with the greenbelt on prices 
of apartments. The Viennese greenbelt has been an important element of the city landscape at least 
since 19057; however, it became even more prominent with the Vienna City Council’s approval of the 
Greenbelt Master plan for a network of green zones and open spaces in 1995 (City of Vienna 2000). 
Under this policy, not only greenbelt amenities such as forests, national parks, reserves and whole 
land tracts but also ’green wedges’ such as water bodies and green recreational areas within the city 
are preserved.  
Distance from the Prater of Vienna is included as this is an important urban space within the 
city. The Prater is a traditional location for a variety of leisure activities including but not limited to 
the world famous Prater amusement park that provides entertainment particularly for young people 
and families. Surrounding Danube green areas and the Prater fair grounds elevate the value of these 
amenities. The new urban setting characterised by the presence of modern trading and service 
enterprises as well as proposed residential quarters in this area makes this area even more magnetic. 
The traditional distance from the CBD variable is included to investigate the proximity effects 
of the city centre. We consider the 1st district positioned in the heart of the Vienna city to be the CBD 
and the Stephansdom church located in the middle of the 1st district to be the centre of the CBD. 
Based on urban economic theory, we should see, ceteris paribus, lower prices of apartments when 
the distance increases mainly because of weaker accessibility of households to urban infrastructure 
and services. Table 1 presents above mentioned variables and descriptive statistics.  
INSERT TABLE 1 
4. Empirical models 
The standard hedonic price function is modelled as the following: 
 =  +   (1) 
where, P is the n × 1 vector of apartment prices, Z is the n × j matrix of explanatory 
variables, β is the j × 1 vector of coefficients associated with explanatory variables, and ε is the n × 1 
vector of independent and identically distributed random error terms. All the variables specified in 
Table 1 including structural characteristics and location attributes are incorporated within Z above. 
                                                          
7
 http://www.wien.gv.at/english/environment/protection/reports/pdf/green-04.pdf 




Cross-sectional regression as specified in (1) above is an accurate representation as owner assessed 
values and apartment characteristics were obtained only over a period of three months. This 
standard hedonic model is typically estimated using the ordinary least squares (OLS) method. 
Location of a dwelling with respect to the greenbelt, the Prater, the CBD and the district, 
gives a spatial dimension to our data. Thus, in an intra-urban context where observations correspond 
to apartments close to each other, the spatial autocorrelation arising due to absence of 
independence between spatial observations is difficult to exclude a priori. Here, spatial 
autocorrelation is caused by the existence of a relationship between the observed price of an 
apartment and the prices of other apartments located in its neighbourhood (‘adjacency effect‘; Can 
1992) and/or due to omitted variables presenting a spatial configuration within the error structure 
(Le Gallo 2002). Not taking into account such autocorrelation leads to biased and inconsistent 
parameter estimates of the hedonic price function. Therefore the presence of spatial autocorrelation 
needs to be tested and if necessary spatial hedonic methods should be employed. 
When testing for spatial autocorrelation and modelling the spatial relationship (and linkage 
strength) among apartment prices, neighbourhood relationships are taken into account through a 
spatial weights matrix W. Diagonal elements wii of this matrix are equal to 0 while off-diagonal 
elements wij specify how observation i is spatially related to other observations j. This matrix is 
exogenously defined, and as it is not possible to know a priori that a certain spatial structure is the 
most appropriate, six spatial weights matrices are tested. The first 3 matrices are distance-based; (i) 
WDHALF – all apartments within a circle of 0.5 km of distance to a specific apartment are neighbours 
to that apartment, (ii) WD1 – all apartments within a circle of 1km of distance to a specific apartment 
are neighbours, and (iii) WD2 – all apartments within a circle of 2km of distance to a specific 
apartment are neighbours. The rest of the matrices are based on the k-nearest neighbours; (iv) W1 – 
the closest (one) apartment to an apartment is the neighbour, (v) W3 – the closest three apartments 
to an apartment are neighbours, and (vi) W5 – the closest five apartments to an apartment are 
neighbours.  
Spatial weights matrices are row-standardized (W) following the common practice in spatial 
econometrics (see Franzese and Hays 2008; Anselin 2002; and Anselin and Florax 1995). Row-
standardization of spatial weights matrices is typically preferred in order to facilitate the 
interpretation of underlying models (Tiefelsdorf et al. 1999; Hordijk 1979; and Ord 1975). This 
‘standardisation’ means that each element within the matrix is the number of neighbouring elements 
to a given observation divided by the number of total elements of the matrix. Therefore, use of W 
matrices also ensures that each row in the matrix adds up to unity (Σj wij = 1), creating a row-




stochastic matrix. The W matrix will be asymmetric and its eigenvalues will be less than one in 
absolute value as a consequence of using row-standardized coding.  
Once the presence and possible sources of spatial dependence is known, the hedonic model 
with a spatial lag term or a spatial error term can be estimated as appropriate in order to take into 
account this spatial dependence within the model specification. 
The spatial lag model (SAR) adds in possible influence of prices of nearby apartments on the price of 
a given apartment as follows:  
 =  +  +    (2) 
where, ρ  is the parameter measuring the spatial dependence between  apartment prices within the 
sample, W is the n × n weights matrix defining the neighbourhood relationship between apartments, 
and all other symbols are as previously defined. 
The spatial error model (SEM), on the other hand, assumes that the error term is spatially 
dependent. The detection of spatial dependence in the error term reveals a problem of model 
specification, such as the omission of explanatory variables. Indeed, spatial effects may not be fully 
captured by the existing explanatory variables and may be reflected in the error term such that:  
	  =  + 

 = 
 +    (3) 
where, λ is the parameter measuring the strength of spatial autocorrelation within residuals. 
The global Moran test is performed in order to test the presence of spatial autocorrelation 
assuming several different neighbourhood structures as defined above. Test results are presented in 
Annex 1. Regardless of the spatial weights matrix employed, the null hypothesis is always rejected 
except one situation where the test is not significant. Since the global Moran test suggests presence 
of spatial autocorrelation, the choice between the SAR and the SEM is made based on the 
significance of test results8 of the following Lagrange Multiplier (LM) tests (see Florax et al. 2003):  
LMlag test -> H0: ρ = 0 from model (2)  
LMerror test -> H0: λ = 0 from model (3) 
                                                          
8
 If both LM tests are significant, then Robust LM (RLM) tests are carried out. In both these tests, a higher level 
of significance of the test statistic indicates the most likely data generation process. See Anselin et al. (1996) for 
details of these tests. 




LM tests were carried out for two versions of the model – one with district and the other 
with distance from the CBD – using the above mentioned six different spatial weights matrices in 
each case (see Annex 1)9. The results indicate that a SEM should be estimated with respect to 11 out 
of 12 instances (i.e. 92 % of all cases). Consequently, a SEM is estimated for 11 specifications and SAR 
for the remaining specification.  
Corrado and Fingleton (2011) and Elhorst (2010) recommend that the Spatial Durbin model 
(SDM) should also be estimated in cases where LM error test or LM lag test is significant. Following 
this guideline, SDM is estimated for both base models using the spatial weights matrices that 
produced the best fit spatial error models. The SDM addresses spatial dependence across 
observations in both the dependent and independent variables in the following form 
 =  +  +  +   (4) 
where, θ is the correlation coefficient of the lagged independent variables and all other symbols are 
as previously defined.  
Both the SAR and the SEM are generalised within the SDM. This is because the SDM incorporates 
within the model specification spillover effects related to explanatory variables that would otherwise 
have been left in the residuals. As SEM and SDM are estimated by maximum likelihood, a likelihood 
ratio (LR) test is used to test the hypothesis H0: θ + ρ = 0. This hypothesis tests whether the SDM 
can be simplified to the SEM (Elhorst 2010). The LR tests reject the above hypothesis (see annex 2) 
confirming that the SDM best describes our data. 
Interpretation of parameter estimates of the SDM is more complicated as well as richer than 
the models without spatial lags of the dependent variable or the explanatory variables (Gerkman 
2012). Models with spatial lag of the dependent variable require special interpretation of the 
parameters due to feedback loops and possible influence on all other units in the sample.10 These 
spillovers between the variables and their spatial lags in the data generating process depicted in SDM 
thus makes it impossible to compare its results with either the base model or the SEM. Therefore, in 
order to accurately interpret the coefficients of the SDM, the direct, indirect and total impact 
estimates of change in variables within the model needs to be examined (LeSage and Pace 2009). The 
direct impacts occur when a change in a particular explanatory variable of a given unit causes 
changes in the dependent variable of the same unit, and when such a change can affect the 
                                                          
9
 Reasons for using these specifications are detailed in Section 5 (p. 14) 
10
 SDM coefficient estimates cannot be interpreted as partial derivatives of respective explanatory variables. 




dependent variable in all units through the feedback effects of spatial lags. On the contrary, when 
such a change in an explanatory variable of a given unit has an influence on the dependent variables 
of other units by way of spillovers, then this effect is known as the indirect impact. The combination 
of both these effects is the total impact. These impacts are averaged over all apartments providing 
summary measures of direct, indirect and total impacts arising from a change in a particular 
explanatory variable of a given unit.11  
The methods as applied here address the problem of omitted variables while capturing the 
possible nearby proximity effects (i.e., small-scale neighbourhood). First, omitted variable bias is less 
of a problem particularly when we include important location variables. For example, Muth (1969), 
Orford (1999) and Batty and Longley (1987) posit that a property’s structural attributes and its 
location within the city are related, since they reflect the growth of the urban structure. To further 
validate this proposition, Cubbin (1970) and Kain and Quigley (1970) have revealed a high degree of 
multicollinearity between structural attributes and resulting spatial autocorrelation. As we have 
included four critical location variables, these are expected to incorporate some of the impact of 
omitted structural variables if any. Second, researchers have more commonly used spatial fixed 
effect models to address the influence of omitted variables within a spatial context (Beron et al. 
2001; Deaton 1988). Variables capturing local fixed effects typically control for neighbourhood 
characteristics and geographic location in addition to omitted spatial variables. In this paper, we 
incorporate these fixed effects using a categorical variable for unique districts within Vienna. When 
omitted variables follow a spatial structure such that the error variance-covariance matrix is no 
longer diagonal, spatial fixed effects may address this problem at least partly (Anselin and Lozano-
Gracia 2008) – however empirical studies have shown this does not resolve the issue completely. 
Therefore, we additionally use spatial models that “represent a powerful, underutilized tool 
in urban and environmental economics, capable of addressing omitted variable bias” (Brasington and 
Hite 2005, p. 58). The spatial models employed here take into account any spatial linkages and 
spillover effects and thus are capable of controlling for the unintended consequences of omitted 
variables that might bias the coefficient on the variable of interest. For example, both property-
specific omitted variables as well as those related to neighbouring properties are encompassed in the 
error term when using a SAR, and the spatial lag term picks up unobserved influences that affect the 
value of a particular house (Bolduc et al. 1995; Griffith 1988). When omitted variables follow a spatial 
structure, a SEM captures these effects. The SDM includes lag terms of the dependent variable as 
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well as those of the explanatory variables. Part of the improvement of the spatial Durbin procedure is 
that it incorporates the influence of omitted variables through the spatially lagged independent 
variables (Anselin 1988; Pace et al. 1998). The SDM thus captures the influence of all other omitted 
variables that vary across space at a more localized level – through accounting for possible nearby 
proximity effects. Collectively, the methods applied here may capture spillovers, omitted variables, 
or other forms of spatial dependence, and thus are capable of incorporating more influence of 
omitted variables than the previously used methods.  
5. Estimation results12 and discussion 
Bivariate correlations between the independent variables were examined to assess possible 
multicollinearity. Based on the general rule of thumb of r > 0.7 (see Tabachnick and Fidell 1996), 
number of rooms and living area were found to be correlated. Thus the variable number of rooms 
was excluded from the regression models. Also, district and distance from the CBD were found to be 
correlated. Therefore, two versions of the model were estimated – one with district and the other 
with distance from the CBD alongside other variables. This path provides two advantages: (i) Models 
estimated are not prone to multicollinearity, and (ii) Two models facilitate comparison of findings 
and validate robustness of our conclusions. 
The estimation results depend on the functional form of the hedonic models. Its choice has 
been debated particularly since the seminal paper by Rosen (1974).13 However, the introduction of 
spatial autocorrelation in the hedonic price function makes it difficult to use the Box-Cox procedure 
to identify the appropriate functional form.14 As a result, we chose to use the semi-log specification 
to gain the advantage that coefficient estimates are proportions of the price that are directly 
attributable to the respective characteristics. In cases where predictors are ratio (and hence log-
transformed) variables, however, parameter estimates are interpreted as elasticities. Use of log form 
for ratio variables and the linear form for categorical variables offers an accurate econometric 
exercise as well as a better interpretation of our parameter estimates. 
Once spatial autocorrelation was detected, the most appropriate spatial specifications were 
determined based on the LM test results. Superior models in terms of estimation performance were 
chosen for comparison using the Akaike information criteria (AIC). AIC is a commonly used measure 
of overall model performance that takes into account also the model complexity in the context of 
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non-nested models (Jones et al. 2003). The best performing SEM with the variable district uses a 2 
km distance threshold as the neighbourhood criteria while the best performing spatial model with 
the variable distance from the CBD uses a 1 km distance threshold. Results of the two versions of the 
preliminary hedonic model and the best fit spatial models are presented in Table 2.15 These reported 
estimations are as follows: Base Model 1 – Non-spatial hedonic model with district; Base Model 2 – 
Non-spatial hedonic model with distance from the CBD; SEM 1 – Spatial error model with district; 
SEM 2 – Spatial error model with distance from the CBD; SDM 1 – Spatial Durbin model with district; 
SDM 2 – Spatial Durbin model with distance from the CBD.  
The studentized Breusch-Pagen test was performed to check the reliability of the tests for 
spatial effects. The results indicate presence of heteroscedasticity (see Table 2). However, as Kelejian 
and Robinson (2004) have demonstrated, the tests for spatial effects are robust as far as it is not 
spatially correlated. Therefore, these tests of spatial effects can be considered reliable in the context 
of our study. 
INSERT TABLE 2 
Estimates obtained for intrinsic characteristics are of the expected sign and generally 
consistent across the six models. An increase in living area, position on the top floor, presence of a 
balcony, terrace, elevator, basement and parquet flooring all add positively to the apartment value. 
In addition, better quality of an apartment has a positive impact on price: those rated as ‘moderate’ 
by the owners have lower values compared to ‘best’ condition apartments and, ‘bad’ condition 
reduces price by even a larger amount. Apartments on the fourth floor and above and particularly 
those on the top floor attract a premium. This premium sequentially increases with the floor level 
affirming the premium attached to a ‘view’ documented in the literature (see Benson et al. 1998; 
Bastian et al. 2002; and Paterson and Boyle 2002). A finding that is difficult to explain based on 
theory is the negative coefficient associated with an increase from one toilet to two, two toilets to 
three and one bath to two. This is possibly a result of excluding apartments with more than seven 
rooms to contain a homogeneous sample of apartments.16 Direction and the magnitude of 
parameter estimates of variables size (living area) and good condition in Feilmayr’s (2004) study is 
very similar to those in the present study. 
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 Having more than one toilet or bath in a small apartment does not necessarily increase its value (one toilet or 
bath is feasibly adequate for a small apartment and adding more could impose a maintenance burden): higher 
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The included extrinsic characteristics also influence prices of apartments. Firstly, as the 
reference district here is the 1st district – the CBD – a negative coefficient related to other districts 
highlights that moving away from the CBD depresses apartment price. This prominence of districts in 
explaining Viennese rents is acknowledged in Brunauer et al (2009). Additionally, Herath and Maier 
(2013) demonstrate that a negative effect on prices related to districts other than the CBD can result 
from differences in neighbourhood characteristics including amenities such as recreation facilities, 
access to public transport and service centres, social composition and other conditions such as 
demand determinants. Our findings thus confirm that the CBD composes a desired bundle of 
amenities within the city. This significance of districts could be further explained referring to the 
geography of Vienna where specific districts are distributed in the following way: the 1st district is 
the CBD (inner ring); the closest districts to the CBD are just outside the inner ring (districts 2 to 9); 
and the rest of the districts (districts 10 to 23) are in the outskirts. Due to this concentric urban 
structure of the city of Vienna, the density of public services including access to the transport 
network is likely higher in the CBD. Similarly, concentration of these facilities within districts 2 to 9 is 
likely higher than in districts 10 to 23. Findings of the study completed by Wieser (2006) support this 
radial transport network argument with reference to Vienna.  
Distance from the CBD is an absolute measure of location compared to the relative measure 
of location district. In models where the variable distance from the CBD is employed, the coefficient 
of this variable is negative and highly significant. Consistent with the rent gradient hypothesis, this 
finding across models empirically demonstrates that the apartment units further away from the CBD 
have a lower price. This also suggests if two units are located at the same distance from the CBD but 
in two different districts, all else constant, then differences of amenities in two districts will 
determine the variation of prices.  
Noteworthy are the findings highlighting the role of green amenities in the formation of 
apartment prices. First, distance from the greenbelt has the expected negative coefficient in both 
base models as well as spatial error models. This result is similar to those obtained by for instance 
Morancho (2003) and Nelson (1988). In the base model with district, the dimension of the negative 
coefficient is small and significant at the 1% level whereas in the alternative base model (i.e. model 
with distance from the CBD) not only that the dimension of the coefficient has improved 
substantially, the significance level has also increased to the 0.1% level. Also, both models fit well in 
terms of explanatory power and the overall model performance. 
Additionally, our results strongly suggest that urban green areas are preferred by the 
Viennese homebuyers. The estimated parameter for the variable distance from the Prater depicts 




that the aesthetic value brought in by the amusement park, Danube green areas and the Prater fair 
grounds have an influence on apartment prices. This urban space variable shows a larger negative 
impact on price in the base models as well as spatial error models with district as the location 
variable over the same models with distance from the CBD.   
As mentioned in Section 4, a significant model improvement can be achieved through the 
SDM. Base model estimates are biased and inconsistent since the λ parameter of the SEM and the ρ 
parameter of the SDM are significant in our results. In addition, a comparison of estimated 
coefficients from the base model and SDM confirms there is an upward bias in the base model 
parameters. This is in line with the theoretical argument that non spatial models produce larger 
estimates since they tend to attribute variation in the dependent variable to the explanatory 
variables that would otherwise be attributed to the spatial lag of the dependent variable. 
In addition to LR tests suggesting improved performance of the SDM, the ρ parameter in the 
SDM is stable across alternative models (see Table 3). In contrast, λ parameters of the SEM results 
are unstable. The positive spatial autocorrelation and highly significant errors in the SEM 2 (λ = 0.70) 
can be demonstrated as a positive spatial diffusion effect among real estate prices (Baumont and 
Legros 2009). On the contrary, SEM 1 suggests a negative spatial error autocorrelation (λ = -0.75). 
This difference in terms of λ parameter is possible given on the one hand, these two models include 
different location variables – district and distance from the CBD. On the other hand, the best 
performing SEM 1 includes all apartments located within 1 km distance from a given apartment as 
neighbours compared to a 2 km threshold in the SEM 2. 
The direct and total impact estimates calculated for the SDM estimation exhibit similar 
dimensions and directions of effects to those produced by the base model and the SEM estimations 
(see Table 3). Consequently, structural attributes living area, top floor, presence of balcony, terrace, 
elevator, basement and parquet flooring have a positive influence on apartment prices.17 The 
negative effect of bad and moderate condition compared to best condition of an apartment on price 
is further validated through SDM findings. Larger negative impact of bad condition relative to 
moderate condition is also substantiated. The findings of the SDM thus confirm the previous findings 
from both the base model and the SEM. 
INSERT TABLE 3 
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Nevertheless, SDM impact estimates demonstrate that unlike shown in the base model and 
SEM results, some of the impacts that arise from these explanatory variables are actually related to 
spillover effects. As these spillovers result from the other apartments in the sample, this could be 
explained as a neighbourhood effect. One such example is found in the context of the variable bad 
condition. While the direct negative impact of this variable is related to an apartment’s own bad 
condition, the negative and significant indirect impact points to a negative spillover effect. In other 
words, an apartment with bad condition negatively affects the value of neighbouring apartments. 
This way, SDM impact estimates can explain important characteristics of the close neighbourhood.      
 The parameter estimates produced by the SDM are superior to those produced by the base 
model, SAR and the SEM as the former accounts for feedback loops that exist among dependent and 
explanatory variables as well as spillover effects. The impact estimates calculated for each district in 
SDM 1 validate the negative impact of location in districts other than the CBD on apartment price. 
While most of the district variables indicate significant direct impacts, several districts also show 
significant indirect impacts suggesting spillover effects associated with location of other apartments 
in these districts. Nevertheless, the CBD stands out as containing a desired bundle of amenities 
within Vienna supporting the theoretical arguments related to urban amenities theory.  
The variable distance from the CBD in SDM 2 demonstrates a negative and significant impact 
on price of apartments. The effect of this variable on apartment prices is exclusively a direct impact 
providing no evidence of any spillover effects. In addition to supporting the understanding of a 
circular city structure and radial transport network, this finding substantiates the significance of the 
CBD as an economic, recreational and touristic centre of the city.  
The variable distance from the greenbelt in SDM 1 has a positive and significant direct impact 
although the total impact is negative. This is due to the fact that negative indirect impact surpasses 
the positive direct impact. SDM 2 also highlights this negative and significant indirect impact as well 
as the negative total impact. Both these results imply that the impact of distance from the greenbelt 
on price is mainly caused by indirect effects generated by spillovers. In other words, the price of an 
apartment is lower when its neighbouring apartments are located further from the greenbelt. 
However, distances between neighbouring apartments are small within our sample given the 
neighbourhood criteria adopted. Therefore, this outcome reiterates the same negative relation 
between distance from the greenbelt and apartment price. Drilling down more, the base model 
demonstrates that the price of a constant-quality apartment is found to decline by approximately 
0.04-0.15% (depending on the specification) with every 1% increase in distance from the greenbelt. 
The corresponding decline of price in the SEM is 0.04-0.06% revealing an upward bias in the base 




model estimation. Overall, despite these minor differences in the parameter estimates, the results of 
the base model, SEM and, more importantly, the SDM which is considered to be superior all support 
a negative rent gradient when moving away from the greenbelt. 
In addition, apartment prices are partly explained by distance from the Prater. The SDM 1 
produces a negative and significant direct impact for this variable, and the total impact is also 
negative but insignificant. This negative impact is possibly generated by, on the one hand, the 
recreational value of this site that is created by the amusement park. On the other hand, the 
environmental and aesthetic value of Danube green areas and the Prater fair grounds likely 
contribute to this as well. There is a negative total impact in SDM 2 for this variable although not 
significant.  
Overall, the distance from the CBD variable has a significant and a larger impact on 
apartment prices compared to the variables distance from the greenbelt and distance from the 
Prater. This finding is consistent across the base model as well as spatial model specifications. More 
importantly, the superior SDM also demonstrates that this negative impact on apartment price is 
formed by the direct effects of distance from the CBD variable rather than any spillovers present in 
the system. These findings empirically corroborate the idea that proximity to the greenbelt and 
urban green areas are also important although proximity to the CBD is the most significant location-
related predictor in the context of the Viennese apartment prices. 
6. Conclusion 
In a world where costs involved in providing amenities to the public are known and precise 
benefits of such amenities are relatively unknown, hedonic price method could be employed to 
assess the optimal level of production of these public goods taking into account individual 
preferences. Such analyses can guide urban planning in terms of setting priorities for public action. 
The purpose of this article was to examine the impact of proximity to the greenbelt on apartment 
prices in the city of Vienna with the intention of developing an understanding of demand for this 
amenity. In order to ascertain the pure effect of greenbelt on apartment prices, a number of 
structural variables and other location variables were employed as control variables. 
Findings of this study provide evidence of benefits of the greenbelt as well as urban green 
spaces. The variables distance from the greenbelt and distance from the Prater are negatively related 
to apartment price, and the results of the spatial Durbin Model substantiate these findings. Our 
results clearly show that the proximity to the greenbelt partly explains the apartment prices. In 




addition, proximity to the urban green areas Prater and Danube also induces an increase of 
apartment price. The premium attached to the greenbelt is slightly larger than that of the urban 
green area. These results show the important role of green amenities in residential choice of 
households. The benefits of living in proximity to these green amenities, however, are estimated to 
be not as important as those related to living close to the CBD. In that respect, our study sheds light 
on how the trade-off between proximity to the city centre and the green area is negotiated by home-
buyers. 
There is a clear research implication of undertaking the spatial analysis. First, this 
methodology is in line with the strong theoretical arguments available against non-spatial hedonic 
models due to biased and inefficient parameter estimates they produce, and in favour of spatial 
hedonic models due to more robust parameter estimates. If spatial analysis provides different results 
than non-spatial analysis, this shows that reliance on traditional non-spatial hedonic methods may 
lead to flawed conclusions concerning the spatial structure of the price function. Since values of 
green amenities are typically examined in non-spatial settings, spatial analysis can validate findings of 
non-spatial analysis and also indicate the spatial relation among neighbours in the empirical context. 
Most importantly, spatial models address the well documented problem of omitted variable bias. 
Our results indicate that provision of a greenbelt can be vital for the development of a city 
whose control is the prerogative of local policy makers. Indeed, in the context of competitive 
territorial management, green amenities are an approach to development and differentiation of a 
city through the promotion of a pleasant living environment to meet the growing sensitivity of 
populations to sustainable development and environmental conservation. Similarly, it can facilitate 
harmonising of different neighbourhoods within a city, by contributing to an improvement in 
deprived areas. As shown in this article, the important role of the greenbelt as an amenity leads to 
more complex public decision making in the setting of urban development. These concerns can be 
addressed through a further enquiry into understanding perceptions of the households in the city of 
Vienna on the usefulness of the greenbelt and how it is valued. In that way, the implementation of 
alternative environmental valuation methods such as the contingent valuation method or choice 
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INSERT ANNEX 1 


















 Source: Authors’ own work using QGIS 1.8.0-Lisboa and Stamen Toner/OSM layer. 
 
  





Table 1 Description of variables and summary statistics 
Variable Description Mean Median Min Max 
price Price (EUR) 322,423 245,125 45,000 3,995,000 
district Number of district (1 = 1.64%, 2 = 6.97%, 3 = 5.15%, 4 
= 2.91%, 5 = 2.79%, 6 = 3.76%, 7 = 5.33%, 8 = 1.76%, 9 
= 2.18%, 10 = 4.30%, 11 = 0.85%, 12 = 7.33%, 13 = 
7.57%, 14 = 5.33%, 15 = 4.54%, 16 = 5.94%, 17 = 
2.60%, 18 = 3.45%, 19 = 9.93%, 20 = 1.76%, 21 = 
6.00%, 22 =2.06% , 23 = 5.88%) 
13 1 23 
rooms Number of rooms (1 = 5.03%, 2 = 31.56%, 3 = 32.59%, 
4 = 23.74%, 5 = 5.94%, 6 = 0.91%, 7 = 0.24%) 
2.98 3 1 7 
area Living area in square meters 90.70 81.93 30.00 440.00 
floor Floor (dummy) of the apartment [ground (0) = 
15.02%, 1st (1) = 24.71%, 2nd (2) = 16.11%, 3rd (3) = 
10.66%, 4th and above (4) = 10.84%, top (5) = 22.65%]  
 2 0 5 
cond Condition (dummy) of the apartment [best (1) = 89%, 
moderate (2) = 7%, bad (3) = 4%] 
 1 1 3 
toilets Number of toilets (0 = 4.48%, 1 = 70.75%, 2 = 21.56%, 
3 = 2.91%, 4 = 0.18%, 5 = 0.12%) 
1.24 1 0 5 
baths Number of bathrooms (0 = 1.27%, 1 = 80.07%, 2 = 
17.57%, 3 = 0.97%, 4 = 0.12%)  
1.19 1 0 4 
balcony Availability of a balcony [yes (1) = 25%, no (0) = 75%]  0 0 1 
terrace Availability of a terrace [yes (1) = 35%, no (0) = 65%]  0 0 1 
elevator Availability of an elevator [yes (1) = 81%, no (0) = 
19%]  
 1 0 1 
basement Availability of a basement [yes (1) = 14%, no (0) = 
86%] 
 0 0 1 
parquet If apartment has parquet flooring [yes (1) = 40%, no 
(0) = 60%] 
 0 0 1 
dis_c Distance from the CBD 4.66 4.30 0.04 12.62 
dis_g Distance from the greenbelt  4.83 4.75 0.14 15.07 
dis_p Distance from the Prater 5.13 4.83 0.07 14.05 








Table 2 Estimation results for variants of the base model and spatial model 






































    
district (2) -0.676*** 
(0.053) 
  -0.725*** 
(0.051) 
  -0.591*** 
(0.067) 
  -0.563 
(0.440) 
  
district (3) -0.740*** 
(0.052) 
  -0.752*** 
(0.047) 
  -0.676*** 
(0.069) 
  -0.413 
(0.371) 
  
district (4) -0.584*** 
(0.054) 
  -0.619*** 
(0.051) 
  -0.600*** 
(0.077) 
  -0.113 
(0.371) 
  
district (5) -0.786*** 
(0.056) 
  -0.835*** 
(0.050) 
  -0.798*** 
(0.086) 
  -1.046** 
(0.387) 
  
district (6) -0.561*** 
(0.054) 
  -0.597*** 
(0.049) 
  -0.597*** 
(0.077) 
   0.062 
(0.397) 
  
district (7) -0.535*** 
(0.051) 
  -0.578*** 
(0.047) 
  -0.639*** 
(0.070) 
  -0.343 
(0.340) 
  
district (8) -0.454*** 
(0.059) 
  -0.509*** 
(0.057) 
  -0.511*** 
(0.072) 
  -0.393 
(0.400) 
  
district (9) -0.628*** 
(0.056) 
  -0.684*** 
(0.053) 
  -0.571*** 
(0.071) 
  -1.063* 
(0.414) 
  
district (10) -1.047*** 
(0.054) 
  -1.127*** 
(0.047) 
  -0.733*** 
(0.110) 
  -0.925** 
(0.327) 
  
district (11) -1.176*** 
(0.072) 
  -1.231*** 
(0.055) 
  -0.807*** 
(0.172) 
  -1.452** 
(0.443) 
  
district (12) -0.762*** 
(0.056) 
  -0.833*** 
(0.050) 
  -0.890*** 
(0.105) 
  -0.689* 
(0.341) 
  
district (13) -0.566*** 
(0.058) 
  -0.638*** 
(0.051) 
  -0.532*** 
(0.105) 
  -0.647 
(0.358) 
  




district (14) -0.763*** 
(0.057) 
  -0.853*** 
(0.050) 
  -0.829*** 
(0.094) 
  -0.614 
(0.358) 
  
district (15) -0.883*** 
(0.055) 
  -0.975*** 
(0.049) 
  -1.048*** 
(0.086) 
  -0.839* 
(0.340) 
  
district (16) -0.892*** 
(0.054) 
  -0.923*** 
(0.047) 
  -1.010*** 
(0.082) 
   0.078 
(0.356) 
  
district (17) -0.808*** 
(0.058) 
  -0.831*** 
(0.052) 
  -0.926*** 
(0.078) 
  -0.320 
(0.401) 
  
district (18) -0.636*** 
(0.055) 
  -0.699*** 
(0.048) 
  -0.646*** 
(0.077) 
  -0.823* 
(0.330) 
  
district (19) -0.506*** 
(0.051) 
  -0.532*** 
(0.044) 
  -0.494*** 
(0.084) 
  -0.257 
(0.327) 
  
district (20) -0.927*** 
(0.059) 
  -0.996*** 
(0.052) 
  -0.776*** 
(0.083) 
  -1.078*** 
(0.315) 
  
district (21) -0.908*** 
(0.053) 
  -0.969*** 
(0.045) 
  -0.257* 
(0.123) 
  -1.119** 
(0.349) 
  
district (22) -0.873*** 
(0.060) 
  -0.948*** 
(0.050) 
  -0.440*** 
(0.109) 
  -0.842* 
(0.341) 
  
district (23) -0.684*** 
(0.061) 
  -0.762*** 
(0.053) 
  -0.411** 
(0.149) 
  -1.142** 
(0.372) 
  




































































































































































































































































































































































LOGdis_c   -0.200*** 
(0.015) 
  -0.228*** 
(0.027) 
  -0.188*** 
(0.057) 








































  0.90  0.85             
Adj. R
2
  0.90  0.85             
F-statistic  318.7  375.9             
Prob (F-stat)  0.00  0.00             
λ     -0.75  0.70         
ρ              0.23  0.13 
LR test value      34.16***  394.72***      4.39*  11.94*** 
Log likelihood      281.21  129.49      395.53  164.97 
AIC -432.26  189.75 -464.42 -202.97     -601.05 -223.93 
Breusch-Pagan test  96.89  56.58  95.61   64.90       131.75  87.16 
No. of observations  1651  1651  1651  1651      1651  1651 
The dependent variable is the natural logarithm of price. The remaining categories are the reference values (omitted category) for the dummy variables 
a - spatial error model for the Base Model 1 specification (uses 2 km distance threshold as neighbourhood criteria), b - spatial error model for the Base Model 2 
specification (uses 1 km distance threshold as neighbourhood criteria)  
c - spatial Durbin model for the Base Model 1 specification (uses 2 km distance threshold as neighbourhood criteria), d - spatial Durbin model for the Base Model 2 
specification (uses 1 km distance threshold as neighbourhood criteria) 
*** = significant at 0.1%, ** = significant at 1% and * = significant at 5%. Standard errors are in parentheses.  




Table 3 Direct, indirect and total impact estimates for the SDM 
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Notes: z values are in parenthesis. 
     
 





Annex 1 Moran test (for base model residuals) and LM tests 




LM error LM lag RLM error RLM lag 
























































































































Notes: W (row standardised) spatial weights matrix is used. p-values follow in parentheses. k denotes number 
of neighbours in cases where "nearest neighbours" are considered  
 
Annex 2 Likelihood ratio tests 
Specification…   Df LL Chi
2
 Prob > χ
2
 
with district  Spatial error model -> spatial Durbin 
model 
        
Spatial error model 49 281.21 -   
+ LOG (lagged dependent variable) 95 395.53 228.63 (Df = 46) 0.00*** 
with distance from 
the CBD 
Spatial error model -> spatial Durbin 
model 
        
Spatial error model 28 129.49 -   
+ LOG (lagged dependent variable) 53 164.97 70.96 (Df = 25) 0.00*** 
 
 
