Particle Swarm Optimization (PSO) 
Introduction
In order to solve optimization problems a swarm intelligence based technique was proposed by Kennedy and Eberhart [1] . Inspired by the social behavior composed by bird flocks, the Particle Swarm Optimization (PSO) technique simulates the movement of the birds to find something inside a search space. Using particles representing birds, the algorithm explores the social behavior and communication capacity inside a natural group like this. Inside a swarm each particle is a solution in a high-dimensional space. In this scenario, particles use specific communication processes to find a common solution.
The main forms of PSO
Each particle inside a swarm belongs to a specific communication neighborhood composed by a constant number of particles. During the search for the best solution, particles move through the search space performing movements based on the best solution already found individually, and the best solution found by the neighborhood which they belong [2] [3] . By updating the position of each particle, the swarm is able to move yourself inside the search space [4] [5] . During each algorithm iteration, the particles velocity is updated according to the velocity equation. The common form of this equation is: 
All the parameters used in equation (1) are described below:
• Current velocity ( )
(t v i
): is the velocity of the particle i in time step t. It influences the current direction taken by the particle in order to reach different parts of the search space and prevents drastic changes of directions.
• The inertia factor (ω): it controls the influence of
, optimizing the use of explorationexploitation tradeoff. By decreasing the value of velocity at each time step, it increases the PSO exploitation level.
• , the particle will need to reach its own best position
it is the direct related with the performance of particle i relative to the best position found inside its own neighborhood
• c 1 and c 2 are positive acceleration constants.
They balance the direct contribution of the cognitive and social components, respectively.
• r 1 and r 2 are two random numbers between 0 to 1 generated by a uniform distribution. A v max value is used by the algorithm in order to avoid the PSO explosion state. It occurs when the accelerations c 1 and c 2 lead the swarm to a quick increase of the velocity value [2] .
Clerc and Kennedy [6] proposed a new velocity equation based on the constriction factor ( χ ) that, under certain conditions, can guarantee the algorithm convergence. The new velocity equation and the constriction factor formula are shown in (2) and (3), respectively. . By using the convergence conditions, χ assumes a value between 0 and 1, which implies a velocity reduction at each time step.
Comparisons between the performance of the constriction and inertia PSO [3] [7] shows better convergence improvement provided by the constriction factor than the inertia one. However, the constriction approach has greater likelihood of achieving local optima when trying to optimize multi-modal functions. Besides, both inertia and constriction factors have balance exploration and exploitation abilities that can improve the convergence time and the quality of the solution found.
Information exchange
To disseminate information within a swarm is the key of any swarm intelligence based algorithm. PSO, like others swarm algorithms, make use of its own information exchange methods to distribute the best positions found during the algorithm execution [2] [8] . The way used by the swarm to distribute this information is the social structure formed by the particles. Variations in this structure can improve the algorithm performance.
Even when using different types of velocity update equations, the algorithm can work better by exploring the information exchange mechanism inside the swarm. This information exchange influences the particles in the velocity evaluation. The most common communication mechanisms between particles are global and local topologies. These topologies are shown in Fig. 1 .
Particles can share information globally through a fully-connected structure called star topology represented by Fig.1 .a. This topology uses a global neighborhood mechanism known as gbest to share information. By using gbest, particles can spread information quickly through the swarm. It is analogous to a large community where all decisions taken are instantaneously known by everyone. Each particle in this topology is attracted towards the best solution found by the entire swarm. An information exchange mechanism based on local neighborhood is known as lbest. The particles only share information with their own neighbors. The structure used by this mechanism is ring topology and is illustrated in Fig.1 .b. Different regions of the search space can be explored at the same time; however, the successful information from these regions takes a longer time to be sent to all other particles. Each particle communicates with its n immediate neighbors and attempts to imitate the best neighbor by moving closer to the best solution found within the neighborhood. This structure provides a better quality of solutions for multi-modal problems than the fullyconnected one [2] .
J. Kennedy and R. Mendes at [9] analyze some aspects of many neighborhood topologies, giving rise to some ideas on changes in swarm behavior. P. N. Suganthan at [10] proposed variations in the neighborhood size while the iterations increase. It shows that the performance improvement in the algorithm depends directly on the dynamic interactions between particles inside the swarm.
Distributing information
The social interaction between the particles inside a swarm can be viewed as a population network having connections and social members. Assuming this analogy, the structure formed by the members can be defined as a topology. The members are represented by the particles which can exchange information and learn from each other. Based on the knowledge obtained, the particles move in order to become more similar to their best neighbors. Particles communicate with their neighbors to transmit the success achieved. Therefore, all particles will be guided by a spot marked as the current best one. The flow of information through the particles depends on the degree of members' connectivity network.
By using a strongly connected network topology, all members will seek the same spot inside the search space. This means that the swarm is led to converge faster to a solution in a reasonable number of iterations. However, a fast convergence may cause the particles to be trapped in a local minimum. On the other hand, for distributed topologies, the local minima problem can be avoided, but a higher number of iterations will be necessary to cover the entire search space. Topologies forming peculiar kind of particle grouping like cluster or clans have been considered to balance the extreme behavior of the gbest and lbest approaches [2] [11] [12] .
Multi-ring topology
By using local communication, each particle of the swarm has its own neighborhood composed. Many papers [2] [11] have shown that it improves the exploration capacity of the entire swarm but decreases the convergence time of the algorithm. This means that the algorithm obtains better solutions, but it needs more iterations to reach the convergence. By using the ring structure as an inspiration, a topology based on coupling different rings is proposed in this paper.
The multi-ring layer
In order to couple different ring layers, the number of particles in each ring must be the same. Each single particle, which belongs to a specific layer, is automatically connected to other particles from a neighbor ring layers, as shown in Figure 2 . The particles in the Fig. 2 are represented by dots.
Considering a ring layer rl (k) , each particle rl (k)(i) is directly connected with the particles rl (k-1)(i) and rl (k+1)(i) of the next and the previous ring layers. During the algorithm execution, one particle rl (k)(i) will exchange information with a neighborhood composed by {rl (k) 
Communication between different rings
The particles from different ring layers communicate with each other by using a peculiar neighborhood scenario. One particle which belongs to a ring layer rl (k) exchange information with other layers rl (k-1) and rl (k+1) in order to make use of the social information originated from the other layers. If one particle exchange information with the same neighborhood through every time step, the neighborhood would be static. Hence, the topology would be just a simple lbest approach. To avoid this static possibility one important process was added to the proposed topology. This process is called rotation skill. 
Ring layer rotation skill
During the search process, the particles of a ring layer can be stagnated in many regions of the search space. In this region, the particles can spend many time steps without varying the value of the best position found by their neighborhoods. It can cause a stagnation state in the entire swarm. Hence, we propose a strategy to avoid stagnation by adding rotating skills to each ring layer.
If the ring layer (rl (k) ) does not improve its own best position, it will be rotated. In the rotation process, each particle in the ring layer has its index changed to ( ) ( )
, where d is the rotation distance and nl is the number of particles in a layer . Thus, the new neighborhood will be composed by {rl (k) Figure 3 shows an example of the rotation process. Initially, particle E communicates with {D, F, B, H}. After the rotation, the neighborhood of particle E is changed to {D, F, A, G}. This process improves the social information exchange. Thus, also improve the convergence capacity of the swarm. One can note that not only particle E changes its neighborhood, but all other particles of the same ring layer change too.
To initiate the rotation process a trigger criterion is used. It is based on the idle status of the best solution found in a specific ring layer. Considering a ring layer (rl (k) ), if the best solution of this layer stays with the same value during t r iterations, this ring layer will be rotated by d. 
Experiments
To perform the experiments, benchmark functions were chosen to be used in simulations.
Test functions used
Five benchmark functions were used to carry out simulations and are described in (5), (6), (7), (8) , and (9). Table I shows the search space, the initialization range, and the optimum for each function. All searches were carried out in 30 dimensions. All five functions are used for minimization problems. Two of these functions namely, Rosenbrock and Schwefel 1.2, represent simple unimodal problems; the other three, Rastrigin, Griewank, and Ackley, are highly complex multimodal functions that contain many local optima. 
Simulation settings
All the simulations were performed using the constricted PSO approach with c 1 = c 2 =2.05. We used 30 particles and varied the number of ring layers. Considering n ring layers, the number of particles per layer (nl) will be l n 30
. We used the rotation distance equal to a half of the ring layer size (
All the simulations were performed 10,000 iterations. After 30 simulations the mean and the standard deviation were recorded. All the particles were randomly initialized in areas of the aquarium that are far from the optimal solution regarding every dimension.
Results
This section shows the results of the experiments involving the benchmark functions described previously. In the first section of the simulation results, we vary the number of ring layers. The second section presents a comparison varying the number of iterations t r used by the trigger criterion, where we used the best ring layer configuration acquired in the first section.
Ring layer variation results
Five different multi-ring configurations are compared using Rosenbrock, Rastrigin Griewank, Ackley and Schwefel 1.2, as benchmark functions. The main topologies of local and global PSO approaches (ring and star) are also included in the comparison [3] . Basically, all result tables are distributed in five columns presenting the configuration used, and the fitness mean and standard deviation for 5000 and 10000 iterations. Table II shows the results for the Rosenbrock function. All multi-ring configuration achieved better results than the local and global topologies. The best fitness value for 5,000 iterations was achieved by the 2-Rings configuration and for 10,000 iterations by the 5-Rings configuration. For this function, the fitness values obtained after 10,000 iterations did not differ too much when the ring sizes were changed. It indicates that all multi-ring configurations lead the particles to the same optimal region. Table III shows the results for the Rastrigin function. The convergence of the multi-ring configurations was much more satisfactory compared to local and global approaches. The best convergence trace was performed by the 2-Rings configuration reaching a mean fitness value equal to 31.5401 and 28.8540 in 5000 and 10000 iterations, respectively. Table IV presents the Griewank function results. Griewank function is strongly multimodal, thus the local approaches converges better, avoiding local optima. The local approach achieved better fitness convergence (0.002381). The best multi-ring convergence was given by the 2-Rings configuration (0.004927). Table V shows the results for the Ackley function. All the topologies achieved results with no significant variations. It occurs due to the fact that after a few iterations, the PSO algorithm is already able to reach good solutions. Furthermore, from a detailed convergence analysis, we discovered that the multiring configurations presented a worst performance in the beginning than local and global, and after 200 iterations the multi-ring configurations converge to better fitness values. One can note that the 2-Rings configuration achieved the best fitness. 
Trigger criterion variation results
The results obtained and presented in Section 6.1 shows that one of the most regular ring configuration was the 5-Rings one. This configuration has the most distributed structure. On the basis of this information, the current section presents the results obtained by using 5-Rings configuration and varying the iterations used by the trigger criterion t r . Tables VII shows the results for the benchmark functions. 
Conclusions
This paper has proposed a lbest based Multi-Ring topology. Simulations in benchmark functions show that by using the proposed topology the algorithm can achieve better solutions than the lbest PSO structure. It proves that the proposed structure is an interesting approach in order to find good quality solutions for multimodal problems.
A new process called rotation skill was added to the PSO mechanism in order to avoid stagnation states. This process appears to be a good alternative that can be used by many other PSO approaches and topologies in order to prevent stagnation in local optima regions.
