Dereverberation techniques based on acoustic multichannel equalization, such as the relaxed multichannel least squares (RMCLS) technique and the partial multichannel equalization technique based on the multiple-input/output inverse theorem (PMINT), are known to be sensitive to room impulse response perturbations. In order to increase their robustness, several methods have been proposed, e.g., using a shorter reshaping filter length, incorporating regularization, or incorporating a sparsity-promoting penalty function. This paper focuses on evaluating the performance of these methods for single-source multi-microphone scenarios, both using instrumental performance measures as well as using subjective listening tests. While commonly used instrumental performance measures indicate that the regularized RMCLS technique yields the largest reverberant energy suppression, subjective listening tests show that the regularized and sparsity-promoting PMINT techniques yield the best perceptual speech quality. By analyzing the correlation between the instrumental and the perceptual results, it is shown that signal-based performance measures are more advantageous than channel-based performance measures to evaluate the perceptual speech quality of signals dereverberated by equalization techniques. Furthermore, this analysis also demonstrates the need to develop more reliable instrumental performance measures.
INTRODUCTION
Speech signals recorded in an enclosed space by microphones placed at a distance from the speaker are often corrupted by reverberation, which arises from the superposition of many delayed and attenuated copies of the clean signal. Reverberation causes signal degradation, typically leading to decreased speech quality and intelligibility [1] [2] [3] and performance deterioration in automatic speech recognition systems [4, 5] . With the continuously growing demand for high-quality hands-free communication in teleconferencing applications, voice-controlled systems, and hearing aids, speech enhancement techniques aiming at dereverberation have become indispensable. In the last decades, many single and multichannel dereverberation techniques have been proposed [6] , with multichannel techniques being generally preferred since they exploit both the spectro-temporal and the spatial characteristics of the received microphone signals. Existing multichannel dereverberation techniques can be broadly classified into spectral enhancement techniques [7, 8] , probabilistic modeling-based techniques [9, 10] , and acoustic multichannel equalization techniques [11] [12] [13] [14] . Acoustic multichannel equalization techniques aim to reshape the available room impulse responses (RIRs) between the speaker and the microphone array. They can in theory achieve perfect dereverberation performance [11] and hence comprise an attractive approach to speech dereverberation.
A well-known multichannel equalization technique aiming at acoustic system inversion is the multiple-input/output inverse theorem (MINT) technique [11] , which, however, suffers from drawbacks in practice. Since the available RIRs typically differ from the true RIRs due to, e.g., temperature or position variations [15] [16] [17] or due to the sensitivity of blind and supervised system identification methods to nearcommon zeros or background noise [13, [18] [19] [20] [21] , MINT fails to invert the true RIRs [22] . This may lead to perceptually severe distortions in the output signal [13, 14] . In order to increase the robustness against RIR perturbations, partial multichannel equalization techniques such as relaxed multichannel least-squares (RMCLS) [13] and partial multichannel equalization based on MINT (PMINT) [14] have been proposed. Since early reflections tend to improve speech intelligibility [23] and late reflections are the major cause of speech intelligibility degradation, the objective of these techniques is to suppress only the late reflections.
Although partial equalization techniques are significantly more robust than MINT, their performance still remains susceptible to RIR perturbations [14] . Hence, several methods have been proposed to further increase the robustness of the RMCLS and PMINT techniques against RIR perturbations. In [24] it has been proposed to use a shorter reshaping filter length than conventionally used, resulting in a better-conditioned optimization criterion. In [14] it has been proposed to incorporate regularization in the filter design such that the distortion energy due to RIR perturbations is reduced. In [25, 26] it has been proposed to incorporate a signal-dependent sparsity-promoting penalty function in the filter design such that the output signal exhibits spectrotemporal characteristics of a clean signal. While simulation results in [14, [24] [25] [26] have shown using instrumental performance measures that all proposed methods effectively increase the robustness of the RMCLS and PMINT techniques, an extensive instrumental and perceptual comparison of the performance of all these methods is lacking.
The objective of this paper is threefold. First, using channel-based and signal-based instrumental performance measures, the reverberant energy suppression and the perceptual speech quality of the different robust extensions of the RMCLS and PMINT techniques are compared for various RIR perturbation levels. While instrumental performance measures indicate that the regularized RMCLS technique yields the largest reverberant energy suppression, different conclusions can be drawn about the perceptual speech quality based on different instrumental performance measures. Second, in order to determine the most perceptually advantageous technique, the overall speech quality is evaluated using subjective listening tests, showing that the regularized and sparsity-promoting PMINT techniques yield the best perceptual speech quality. Third, the correlation between the instrumental and the perceptual results is analyzed, showing the advantage of signal-based performance measures over channel-based performance measures as well as the necessity to develop more reliable instrumental performance measures to evaluate the perceptual speech quality of signals dereverberated using equalization techniques.
The paper is organized as follows. In Sec. 2 the RMCLS and PMINT techniques for acoustic multichannel equalization as well as the different proposed methods to increase their robustness against RIR perturbations are briefly re- viewed. In Sec. 3 the considered acoustic scenarios and the algorithmic settings are described. In Secs. 4 and 5 the performance of the different techniques is compared using instrumental performance measures and subjective listening tests. Finally, Sec. 6 discusses the correlation between the instrumental and the perceptual results.
ROBUST ACOUSTIC MULTICHANNEL EQUALIZATION

Configuration and Notation
Consider the acoustic system depicted in Fig. 1 , consisting of a single speech source in a reverberant room and M microphones. The mth microphone signal y m (n), m = 1, . . ., M, at time index n is given by
where h m (l), l = 0, . . ., L h − 1, are the coefficients of the time-invariant RIR between the speech source and the mth microphone, s(n) is the clean speech signal, x m (n) is the reverberant speech component, and v m (n) is the additive noise component. Since this paper aims to investigate the dereverberation performance of acoustic multichannel equalization techniques, in the following it is assumed that v m (n) = 0, hence y m (n) = x m (n).
Using the filter-and-sum structure in Fig. 1 , the output signal z(n) is equal to the sum of the filtered microphone signals, i.e.,
where w m (l), l = 0, . . ., L w − 1, are the coefficients of the L w -taps long filter applied to the mth microphone signal. In vector notation, the RIR h m and the filter w m can be described as
Using the ML w -dimensional stacked filter vector w = [w
T , can be expressed as 
As indicated by Eq. (5), the dereverberation performance of the speech enhancement system fully depends on the EIR vector c. For conciseness, the time index n will be omitted when possible in the remainder of this paper.
Acoustic Multichannel Equalization
Acoustic multichannel equalization techniques assume that measurements or estimates of the RIRs are available. Such techniques aim at speech dereverberation by designing a reshaping filter w such that the (weighted) EIR in Eq. (3) is equal to a (weighted) dereverberated target EIR. Since the true RIRs are typically not available in practice, the reshaping filter is designed using the perturbed multichannel convolution matrixĤ constructed from the available RIRŝ h m . This matrix is equal toĤ = H + E, where E represents the convolution matrix of the RIR perturbations arising due to, e.g., temperature fluctuations [15] , source-microphone geometry mismatches [16, 17] , RIR estimation errors from blind and supervised system identification methods [18, 19] , or microphone transfer function mismatches. It should be noted that microphone transfer function mismatches result in convolutive RIR perturbations instead of additive perturbations. However, the techniques discussed in the remainder of this paper are independent of the type of RIR perturbations present in the system, as long as a model is available to characterize these perturbations.
In this paper we will focus on the RMCLS [13] and PMINT [14] techniques, which compute the filter w as the solution to 
i.e., for the PMINT technique, the direct path and the early reflections of the target EIR are controlled by the first part of one of the available RIRs. Without loss of generality, other desired EIRs could also be used instead, as long as they are perceptually close to the true RIRs. From these definitions of W and c t , it can be observed that on the one hand, the RMCLS technique does not constrain all taps of the EIR, aiming only at suppressing the reverberant tail, while on the other hand, the PMINT technique constrains all taps of the EIR, aiming at suppressing the reverberant tail and preserving the perceptual speech quality. For more details on these techniques, we refer to [13, 14] . The filter solving Eq. (6) is computed by minimizing the least-squares cost function
As shown in [11, 14] , assuming that the RIRsĥ m do not share any common zeros and using
, with · the ceiling operator, the filter minimizing Eq. (7) is equal to
where { · } + denotes the matrix pseudo-inverse. When the true RIRs are available, i.e.,Ĥ = H, this filter yields perfect dereverberation performance, i.e., WHw LS = Wc t [14] . However, in the presence of RIR perturbations, i.e., H = H, this filter typically fails to achieve dereverberation, i.e., WHw LS = Wc t , possibly even causing large distortions in the output signal [14] .
Increasing Robustness Against RIR Perturbations
In this section several methods that have been proposed to increase the robustness of the RMCLS and PMINT techniques are briefly reviewed. Furthermore, insights on the computational complexity of these different methods are provided.
Decreasing the Reshaping Filter Length
In [24] it was analytically shown that using a shorter reshaping filter length than conventionally used, i.e., L w <
, decreases the condition number of the matrix WĤ. As analytically shown in [27], a smaller condition number yields a better-conditioned least-squares optimization criterion, with the resulting least-squares solution w LS in Eq. (8) being less sensitive to perturbations in WĤ.
Incorporating Regularization
In [14] it was proposed to increase the robustness of the RMCLS and PMINT techniques by incorporating regularization in the filter design, such that the distortion energy due to RIR perturbations is reduced. The regularized leastsquares cost function is given by
with R e denoting the matrix modeling the perturbations, i.e., R e = E{E T E}, where E denotes the expected value operator, and δ is a regularization parameter providing a trade-off between the minimization of the least-squares error J LS and the distortion energy due to RIR perturbations w T R e w. The regularized least-squares filter minimizing Eq. (9) is given by
Incorporating Sparsity-Promoting Penalty Functions
In [25, 26] it was proposed to increase the robustness of the RMCLS and PMINT techniques by incorporating penalty functions that promote sparsity of the output signal in the short-time Fourier transform (STFT) domain, such that the output signal exhibits characteristics of a clean speech signal. The
T can be expressed as
where X denotes the L z × ML w -dimensional multichannel convolution matrix of the microphone signals, i.e., X = [X 1 X 2 . . . X M ], and
The sparsity-promoting least-squares cost function is then given by
where f SP denotes a sparsity-promoting penalty function and η is a weighting parameter providing a trade-off between the minimization of the least-squares error J LS and the penalty function value f SP ( z). The operator denotes the STFT operator transforming the L z -dimensional timedomain vector z into the Lz-dimensional time-frequency domain vectorz consisting of the STFT coefficients of the output signal, withz = z. Since no closed-form expression is available for the filter minimizing the cost function in Eq. (13), the sparsity-promoting least-squares filter can be computed using, e.g., the iterative alternating direction method of multipliers (ADMM) algorithm [28] . Introducing the auxiliary variable a such that the optimization problem in Eq. (13) is split into simpler sub-problems, the ADMM algorithm computes the sparsity-promoting leastsquares filter using the following update rules [25, 26] until a termination criterion is satisfied (cf., Sec. 3):
In Eqs. (14)- (16), { · } (i) denotes the variable in the ith iteration, λ is the so-called dual (splitting) variable, ρ > 0 is the ADMM penalty parameter, and S η/ρ denotes the proximal mapping of the used sparsity-promoting penalty function [29] . Simulation results in [26] have shown that incorporating an l 0 -norm, l 1 -norm, or weighted l 1 -norm sparsity-promoting penalty function significantly increases the robustness of the RMCLS and PMINT techniques, with the weighted l 1 -norm penalty function yielding the best performance. Hence, in this paper we only consider the weighted l 1 -norm penalty function, defined as
with u(q) > 0, q = 0, . . . , Lz − 1, denoting user-defined scalar weights. In order to preserve the spectro-temporal structure of a typical speech signal, the weights u(q) are defined as [26] u
withx p (q) the STFT coefficients of the p-th microphone signal, where p ∈ {1, . . ., M}, and ζ > 0 a small positive scalar used to avoid division by 0. While simulation results in [14, [24] [25] [26] have shown that all proposed methods are effective in increasing the robustness of the RMCLS and PMINT techniques against RIR perturbations, an extensive instrumental and perceptual comparison of the performance of all these methods to determine the most robust and perceptually advantageous technique is lacking.
Computational Complexity Considerations
The computational complexity of all considered methods is at most cubic 2 , since matrix multiplications and matrix inversions account for the dominant operations in all reshaping filter computations, cf., Eqs. (8), (10) , and (14)- (16 
. The complexity of using regularization is O(n . Finally, the complexity of using a sparsity-promoting penalty function is O(L 3 z ), where L z denotes the length of the output signal vector. Since typically n r < n c L z , decreasing the reshaping filter length results in the lowest computational complexity, whereas incorporating a sparsity-promoting penalty function results in the highest computational complexity. In addition, the execution of the sparsity-promoting method takes a significantly longer time than the execution of the other methods due to the multiple number of iterations.
ACOUSTIC SCENARIOS AND ALGORITHMIC SETTINGS
This section describes the considered acoustic scenarios and the algorithmic settings for which the performance of the robust extensions of the RMCLS and PMINT techniques is evaluated.
Acoustic Scenarios
We considered two different reverberant acoustic systems with a single speech source and M = 4 omnidirectional microphones. For each acoustic system, Table 3 presents the reverberation time T 60 , the source-microphone distance d sm , the inter-microphone distance d im , and the RIR length L h at a sampling frequency f s = 8 kHz. The RIRs between the speech source and the microphones were measured using the swept-sine technique [30] and the reverberant signals were generated by convolving two sentences of clean speech (approximately 4 s long) from the HINT database [31] with the measured RIRs. In order to simulate RIR perturbations, the measured RIRs were perturbed by proportional Gaussian distributed errors as proposed in [32] , such that a desired normalized projection misalignment (NPM), defined as NPM = 10 log 10
is obtained. 
Algorithmic Settings
As previously mentioned, we investigate the performance of the following techniques (cf., Sec. 2.2): r L-RMCLS, i.e., the RMCLS technique using a shorter reshaping filter length; r R-RMCLS, i.e., the regularized RMCLS technique; r S-RMCLS, i.e., the weighted l 1 -norm sparsity-promoting RMCLS technique; r L-PMINT, i.e., the PMINT technique using a shorter reshaping filter length; r R-PMINT, i.e., the regularized PMINT technique; and r S-PMINT, i.e., the weighted l 1 -norm sparsity-promoting PMINT technique.
For the R-RMCLS, S-RMCLS, R-PMINT, and S-PMINT techniques the reshaping filter length is set to
e., L w = 1200 for the system S 1 and L w = 1627 for the system S 2 . As shown in [11] , this filter length is the minimum length required for perfect dereverberation performance. For all techniques, the delay is set to τ = 90 and the length of the direct path and early reflections is set to L d = 0.01 × f s (i.e., 10 ms), cf., Tables 1 and 2 . The target EIR c t for the robust extensions of the PMINT technique is set to the direct path and early reflections of the first RIRĥ 1 , i.e., p = 1. For the regularized techniques, the matrix R e modeling the RIR perturbations is set to R e = I. For the sparsity-promoting techniques, the STFT is computed using a 32 ms Hamming window with 50% overlap between successive frames. As in [25] , the variables w, a, and λ are initialized with [1 0. .
.0]
T and the termination criterion is set to either the number of iterations exceeding 150 or the change in the filter norm dropping below 10 −3 . The weights in Eq. (18) are computed using the STFT coefficients of the first microphone signalx 1 (q), i.e., p = 1.
The considered reshaping filter lengths L w for the L-RMCLS and L-PMINT techniques, regularization parameters δ for the R-RMCLS and R-PMINT techniques, and weighting and penalty parameters η and ρ for the S-RMCLS and S-PMINT techniques are
δ ∈ {10 −7 , 10 −6 , . . . , 10
ρ ∈ {10 −7 , 10 −6 , . . . , 10 −1 }.
As in [14, 24] , the optimal reshaping filter length, the optimal regularization parameter, and the optimal weighting and penalty parameters used in the following simulations are intrusively selected from Eqs. (20)- (23) as the parameters maximizing the perceptual evaluation of speech quality (PESQ) score [33] for each technique and each acoustic scenario (cf., Sec. 4 for details on the PESQ score computation). It should be noted that the computation of the PESQ score for selecting the optimal parameters is an intrusive procedure that is not applicable in practice, since knowledge of the true RIRs is required in order to compute the reference signal and the resulting EIR. 
INSTRUMENTAL EVALUATION
In this section the performance of the different considered techniques is evaluated by means of commonly used instrumental performance measures, i.e., direct-toreverberant ratio (DRR) [6], speech-to-reverberation modulation energy ratio (SRMR) [34] , log likelihood ratio (LLR) [35] , and PESQ [33] . The channel-based DRR measure has been shown to correlate well with the perceived amount of reverberation for unprocessed signals [36] , whereas the signal-based SRMR, LLR, and PESQ measures have been shown to correlate well with the perceived overall quality of signals processed by speech enhancement algorithms for dereverberation and noise reduction [37] . While the SRMR measure is a non-intrusive measure, the LLR and PESQ measures are intrusive measures comparing the output signal to a (dereverberated) reference signal. The reference signal employed in this evaluation is the clean speech signal convolved with the direct path and the early reflections (up to 10 ms) of the true RIR h 1 . Note that a higher DRR, a higher SRMR, a lower LLR, and a higher PESQ score indicate a better performance. Fig. 2a depicts the obtained DRR for the input RIR h 1 and for the EIRs c obtained using the robust extensions of the RMCLS and PMINT techniques. The following conclusions can be drawn by comparing the presented DRR values:
r All techniques improve the DRR in comparison to the input RIR h 1 . r The robust extensions of the RMCLS technique generally yield a similar or higher DRR than the robust extensions of the PMINT technique. This is to be expected since the robust extensions of the RMCLS technique relax the constraints on the filter design and aim only at suppressing the late reverberation, whereas the robust extensions of the PMINT technique also aim at preserving the perceptual speech quality (which is not reflected by the DRR measure). r The R-RMCLS technique typically yields the highest DRR for the considered scenarios (except for the scenario S 2 -NPM 1 , where the S-RMCLS technique yields the highest DRR). r The R-PMINT technique typically yields a higher DRR than the S-PMINT technique (except for the scenario S 1 -NPM 1 , where the R-PMINT and S-PMINT techniques yield a similar DRR). r The L-RMCLS and L-PMINT techniques yield the lowest DRR out of all considered robust extensions. This is not surprising since these techniques simply use a shorter reshaping filter length, without explicitly taking into account the structure of the RIR perturbations or the characteristics of the output speech signal. r The performance of all considered techniques is generally higher for the system S 1 than for the system S 2 . This can be explained by the higher reverberation time of the system S 2 , leading to a larger number of perturbed RIR taps to be reshaped, and hence, an increased sensitivity of all considered techniques to RIR perturbations.
Figs. 2b-2d depict the obtained SRMR, LLR, and PESQ scores for the reverberant microphone signal x 1 (n) and for the output signals z(n) obtained using the robust PAPERS EVALUATION OF ROBUST EQUALIZATION Fig. 3 . MUSHRA scores for the reverberant microphone signal x 1 (n) and for the output signals z(n) obtained using the robust extensions of the RMCLS and PMINT techniques for all considered acoustic scenarios. In addition, the scores of the hidden reference and the anchor are displayed. For each box, the central mark is the median, the edges of the box are the 25th and the 75th percentiles, and the whiskers extend to 1.5 times the interquartile range from the median.
extensions of the RMCLS and PMINT techniques. The following conclusions can be drawn by comparing the presented instrumental measures:
r Not all techniques improve the overall quality in comparison to the reverberant signal x 1 (n), e.g., the L-RMCLS technique yields a lower SRMR for scenarios S 2 -NPM 1 and S 2 -NPM 2 , the L-PMINT technique yields a lower SRMR for the scenario S 2 -NPM 2 , and the R-PMINT technique is the only technique consistently improving the LLR for all scenarios. r The robust extensions of the PMINT technique generally yield a similar or better SRMR and LLR than the robust extensions of the RMCLS technique. Surprisingly, the robust extensions of the RMCLS technique generally yield a similar or better PESQ score than the robust extensions of the PMINT technique, implying that PESQ does not appear to reflect the better preservation of the early reflections achieved by the robust extensions of the PMINT technique but puts more emphasis instead on the better reverberant tail suppression achieved by the robust extensions of the RMCLS technique. r The R-PMINT technique typically yields the best SRMR and LLR (except for the scenario S 2 -NPM 2 , where the S-RMCLS technique yields the best SRMR), whereas the R-RMCLS technique typically yields the best PESQ score. r As expected, the L-RMCLS and L-PMINT techniques typically yield the lowest performance in terms of all instrumental performance measures. r The performance of all considered techniques is generally higher for the system S 1 than for the system S 2 .
In summary, based on instrumental performance measures it can be said that incorporating regularization and sparsity-promoting penalty functions is more advantageous to increase the robustness of equalization techniques than using a shorter reshaping filter length. Furthermore, as expected, the robust extensions of the RMCLS technique achieve a larger reverberant energy suppression (as evaluated using the DRR measure) than the robust extensions of the PMINT technique, with the R-RMCLS technique typically yielding the best performance. However, when comparing the perceptual speech quality achieved by the different techniques, different conclusions can be derived depending on the used instrumental performance measure, highlighting the necessity of conducting subjective listening tests.
PERCEPTUAL RESULTS
The perceptual evaluation is based on a multi stimulus test with hidden reference and anchor (MUSHRA) using the specifications given in [38] . The evaluation is conducted for the reverberant microphone signal x 1 (n) and for the output signals z(n) obtained using all considered techniques. In addition to these signals, a hidden reference and an anchor are presented to the subjects. The hidden reference has been generated as the clean speech signal convolved with the direct path and the early reflections (up to 10 ms) of the true RIR h 1 . The anchor has been generated as the low-pass filtered microphone signal x 1 (n) with a cut-off frequency of 3 kHz. Sound samples for each considered acoustic scenario can be found at bit.ly/mushrasamples. The signals are diotically presented to the subjects through headphones (Sennheiser HDA 200) using an RME Fireface UFX sound card, with all signals normalized in amplitude. A total of 21 self-reported normal hearing subjects who are familiar with speech processing participated in the listening tests. The subjects evaluated the signals in terms of the attribute "overall speech quality" on a scale from 0 to 100. Prior to the actual evaluation, the subjects were trained to familiarize themselves with the task and the signals under test. Furthermore, they could adjust the sound volume to a comfortable level. The order of presentation of signals and scenarios were randomized between all subjects. Fig. 3 depicts the obtained MUSHRA scores for the reverberant microphone signal and for the output signals obtained using the robust extensions of the RMCLS and PMINT techniques. For completeness, the obtained MUSHRA scores for the reference and the anchor are also depicted, illustrating that the reference is correctly identified for all scenarios and that the anchor is typically rated as having the worst perceptual speech quality (except for the scenario S 2 -NPM 1 , where the L-RMCLS technique yields a worse quality). In general it can be observed that the rating variability between subjects (as shown by the whiskers in each boxplot) is rather large. This is commonly the case for listening tests evaluating the overall speech quality achieved by dereverberation algorithms, e.g., [2, 3, 39] . Since the artifacts and distortions produced by the considered techniques are quite different, the perception of these artifacts and distortions by different subjects is also rather different. For the moderate RIR perturbation level (NPM 1 = −33 dB), it can be observed that all proposed techniques typically improve the perceptual speech quality in comparison to the reverberant microphone signal (except for the L-RMCLS technique yielding a worse perceptual speech quality and the L-PMINT technique yielding a similar perceptual speech quality for the system S 2 ). Furthermore, out of the different methods proposed to increase the robustness of equalization techniques, incorporating a sparsity-promoting penalty function yields the best perceptual speech quality, whereas using a shorter reshaping filter length yields the worst perceptual speech quality. Finally, it can be observed that due to the better preservation of the early reflections, the robust extensions of the PMINT technique yield a better perceptual speech quality than the robust extensions of the RMCLS technique, with the S-PMINT technique yielding the best perceptual speech quality. For the higher RIR perturbation level (NPM 2 = −15 dB), it can be observed that more techniques fail to improve the perceptual speech quality in comparison to the reverberant microphone signal, i.e., the L-RMCLS, S-RMCLS, and S-PMINT techniques yield a similar or worse quality for the system S 2 . Furthermore, it can be observed that, similarly as before, the robust extensions of the PMINT technique yield a similar or better perceptual speech quality than the robust extensions of the RMCLS technique (except for the S-PMINT technique yielding a worse quality than the S-RMCLS technique for the system S 2 ). However, unlike for NPM 1 = −33 dB, it can now be observed that the R-PMINT technique results in the best perceptual speech quality, outperforming the S-PMINT technique. Incorporating regularization in the RMCLS and PMINT techniques yields the best perceptual speech quality, whereas incorporating sparsity-promoting penalty functions typically yields the worst perceptual speech quality. Hence, while incorporating sparsity-promoting penalty functions seems to be very advantageous to increase the robustness and the perceptual speech quality in the presence of moderate RIR perturbation levels, the performance of sparsity-promoting techniques seems to deteriorate more rapidly with increasing perturbation levels than the performance of regularized techniques. This is not unexpected, since sparsity-promoting penalty functions only rely on general spectro-temporal characteristics of clean speech signals, whereas regularization aims at explicitly modeling and suppressing the level of RIR perturbations.
To determine whether the previously discussed results are statistically significant, a statistical analysis has been conducted. Since the data are not normally distributed, a Friedman's test [40] with the factor "technique" has been performed for the different considered scenarios. As summarized in Table 4 , the statistical analysis shows a significant influence of the factor "technique" for all scenarios. To determine the sources of significance, a Wilcoxon signedrank test [41] has been separately conducted for each scenario. The obtained results for each acoustic scenario are presented in Tables 5-8 , with the ticks representing a statistically significant difference, i.e., p < 0.05, and the crosses representing no statistically significant difference, i.e., p < 0.05. The presented results are obviously symmetric across the diagonal since such entries correspond to the same pair comparison. Table 5 shows that for the system S 1 and the moderate RIR perturbation level NPM 1 only the regularized and the sparsity-promoting techniques yield a statistically significant improvement in comparison to the reverberant microphone signal. Furthermore, it can be observed that the S-PMINT technique is the only technique yielding a statistically significant improvement in comparison to all other techniques. Table 6 shows that for the system S 2 and the moderate RIR perturbation level NPM 1 only the R-PMINT, S-PMINT, and R-RMCLS techniques yield a statistically significant improvement in comparison to the reverberant microphone signal. Furthermore, it can be observed that these techniques yield the most statistically significant improvements in comparison to other techniques. Table 7 shows that for the system S 1 and the high RIR perturbation level NPM 2 the R-PMINT technique and the robust extensions of the RMCLS technique yield a statistically significant improvement in comparison to the reverberant microphone signal. Furthermore, it can be observed that the R-PMINT and the R-RMCLS techniques yield the most statistically significant improvements in comparison to other techniques. Finally, Table 8 shows that for the system S 2 and the high RIR perturbation level NPM 2 only the R-PMINT technique yields a statistically significant improvement in comparison to the reverberant microphone signal. Furthermore, the R-PMINT technique also yields the most statistically significant improvements in comparison to other techniques. In summary, even though the statistical significance criterion is not always satisfied, the trend of the results confirm that the robust extensions of the PMINT technique yield a better perceptual speech quality than the robust extensions of the RMCLS technique. Furthermore, the S-PMINT technique results in the best perceptual speech quality for moderate RIR perturbation levels, whereas the R-PMINT Table 5 . Wilcoxon signed-rank test for scenario S 1 -NPM 1 . The ticks represent a statistically significant difference and the crosses represent no statistically significant difference. Table 6 . Wilcoxon signed-rank test for scenario S 2 -NPM 1 . The ticks represent a statistically significant difference and the crosses represent no statistically significant difference. Table 7 . Wilcoxon signed-rank test for scenario S 1 -NPM 2 . The ticks represent a statistically significant difference and the crosses represent no statistically significant difference. Table 8 . Wilcoxon signed-rank test for scenario S 2 -NPM 2 . The ticks represent a statistically significant difference and the crosses represent no statistically significant difference. technique results in the best perceptual speech quality for high RIR perturbation levels.
CORRELATION ANALYSIS BETWEEN INSTRUMENTAL AND PERCEPTUAL RESULTS
When comparing the instrumental evaluation results in Sec. 4 with the perceptual evaluation results in Sec. 5, it can be observed that not all perceptual results can be well predicted by the instrumental performance measures. On the one hand, the instrumental performance measures accurately predicted that (1) the regularized and sparsitypromoting techniques generally outperform the techniques using a shorter reshaping filter length and that (2) the performance of all considered techniques for the system S 1 is typically better than for the system S 2 . On the other hand, the instrumental performance measures failed to predict (1) the consistent perceptual advantage of the robust extensions of the PMINT technique over the robust extensions of the RMCLS technique as well as (2) the perceptual advantage of the S-PMINT technique over the R-PMINT technique for moderate RIR perturbation levels. Table 9 shows the correlation between the perceptual ratings and the instrumental performance measures as determined by the Pearson product-moment correlation coefficient (PPMCC), computed as
where a j and b j denote the perceptual and instrumental ratings for the j-th sound sample andā andb denote the respective mean values. It can be observed that for each scenario at least one instrumental performance measure yields a high correlation to the perceptual ratings, with the signal-based performance measures typically yielding a higher correlation than the channel-based DRR measure. Furthermore, it can be observed that except for the LLR measure, the correlation for all other measures strongly depends on the considered scenario. The correlation for the DRR measure varies between 0.25 and 0.81, which is to be expected since a purely energy-based measure cannot always reflect how the remaining distortions in the late reverberant tail are perceived. For the moderate RIR perturbation level NPM 1 , the SRMR measures shows a very high correlation to the perceptual ratings, whereas for the higher perturbation level NPM 2 , the correlation values significantly decrease.
Hence, it appears that the SRMR measure, which has been primarily developed and optimized on unprocessed reverberant signals, can very well predict the quality of signals with little or no distortions but does not reflect the distortions introduced by equalization techniques. Furthermore, the auditory-based PESQ measure does not always appear to reflect the distortions introduced by equalization techniques, e.g., yielding a low correlation of 0.56 for the scenario with most distortions in the output signal, i.e., S 2 -NPM 2 . Finally, it appears that a relatively simple linear prediction coefficient based distance measure such as LLR reflects the distortions introduced by equalization techniques more reliably than all other measures over all considered scenarios, with correlation values varying between 0.71 and 0.87. In summary, while instrumental performance measures are certainly a valuable tool when designing speech dereverberation techniques, the impact of distortions and artifacts caused by acoustic multichannel equalization techniques can only be truly assessed using subjective listening tests. Since the considered instrumental measures are incapable of accurately predicting the perceptual ratings, further development of instrumental performance measures is required.
CONCLUSION
In this paper we have evaluated the performance of several robust extensions of acoustic multichannel equalization based on RMCLS and PMINT by means of instrumental performance measures and subjective listening tests. Instrumental performance measures show that the regularized RMCLS technique yields the largest reverberant energy suppression. Subjective listening tests show that the robust extensions of the PMINT technique yield the best perceptual speech quality, with the sparsity-promoting PMINT technique yielding the best quality for moderate RIR perturbation levels and the regularized PMINT technique yielding the best quality for high RIR perturbation levels. A correlation analysis between the instrumental and perceptual results shows that signal-based performance measures typically yield a higher correlation than channel-based performance measures when evaluating the perceptual quality of signals processed by acoustic multichannel equalization techniques. Furthermore, the provided correlation analysis highlights the need to develop more accurate instrumental performance measures, reliably reflecting the distortions introduced by acoustic multichannel equalization techniques.
