By far, the most common use of time-dependent density functional theory is in the linear-reponse regime, where it provides information about electronic excitations. Ideally, the linear-response equations should be solved by a method that avoids the use of the unoccupied Kohn-Sham states -such as the Sternheimer method -as this reduces the complexity and increases the precision of the calculation. However, the Sternheimer equation becomes ill-conditioned near and indefinite above the first resonant frequency, seriously hindering the use of efficient iterative solution methods. To overcome this serious limitation, and to improve the general convergence properties of the iterative techniques, we propose a simple preconditioning strategy. In our method, the Sternheimer equation is solved directly as a linear equation using an iterative Krylov subspace method, i.e., no self-consistent cycle is required. Furthermore, the preconditioner uses the information of just a few unoccupied states and requires simple and minimal modifications to existing implementations. In this way, convergence can be reached faster and in a considerably wider frequency range than the traditional approach.
I. INTRODUCTION
Following the footsteps of the incredible success of ground-state density functional theory 1 (DFT), its time dependent version, time-dependent DFT, 2, 3 has emerged, over the past decade, as a valuable tool for the calculation of response properties. In fact, TDDFT makes a very good compromise between accuracy and numerical efficiency, and is perhaps the only tool able to tackle excitations of very large systems 4 like the ones often found in photobiology. The basic equations of TDDFT, the time-dependent Kohn-Sham equations, describe the evolution of a quantum mechanical system in the presence of an arbitrary timedependent field (such as a strong laser field). However, the most common use of TDDFT is in the linear-response regime, where it is used to calculate the linear excitation spectrum of molecular systems. Many other properties are also available in this regime, such as dichroism, 5 hyperpolarizabilities, 6 and even non-adiabatic correction to phonons 7 or van der Waals coefficients. 8, 9 Many different strategies can be used to solve the time-dependent Kohn-Sham equations in the linear-reponse regime. The most straightforward is perhaps the direct timepropagation approach. [10] [11] [12] This method is simple, versatile, uses only the occupied Kohn-Sham states, and has a good scaling with the size of the system. However, the pre-factor is large, which makes it relatively slow for small or medium systems. Recently, another ingenious method to calculate absorption spectra not making use of unoccupied states was also introduced. 4, 13 On the other hand, in quantum chemistry one usually resorts to the solution of Casida's equations, 14 or, in the case a) Electronic mail: lauri.lehtovaara@iki.fi.
of hyperpolarizabilities, to the traditional sum-over-states method. These methods are quite efficient, but they use not only the occupied states but also the unoccupied ones. Unfortunately, the calculation of unoccupied states can be a costly procedure, and truncation of the infinite sum is often hard to converge. An alternative response method comes from the combination of (time-dependent) perturbation theory with (TD)DFT. In the static case, this leads to the so-called densityfunctional perturbation theory (DFPT). [15] [16] [17] This technique has an excellent cost-accuracy ratio, and is the method of choice for the evaluation of phonon frequencies, static polarizabilities, magnetic susceptibilities, etc. In its timedependent version, 6, 18, 19 it leads to the so-called frequency dependent Sternheimer equation (or coupled-perturbed KohnSham equations in the quantum chemistry literature). Note that this method is particularly useful for the evaluation of quadratic properties (like electric hyperpolarizabilities), as it gives direct access to the quantities of interest. 6 The standard way to solve the Sternheimer equation for each frequency is to solve a set of linear single particle equations -one for each occupied state -and to use selfconsistent field (SCF) iterations for the response density. 6 However, near resonant frequencies, the Sternheimer equation becomes severely ill-conditioned, making very hard the convergence of the SCF procedure. This is a severe problem that often limits the applicability of this method to zero, or near-zero, frequencies.
In the following, we will present a reformulation of the Sternheimer equation that eliminates the need for the SCF iterations by including the response Hamiltonian in the DFPT matrix. This leads to a single linear system for a "supervector" that includes all occupied Kohn-Sham (KS) states. The advantage of this form is that we can apply well known iterative solvers and that preconditioning is straightforward. We then introduce a preconditioner that uses the knowledge of a few unoccupied states and that effectively solves the mentioned problems of the Sternheimer approach. By few unoccupied states we mean a relatively small fraction of the number of occupied states of the system. These are trivial and fast to obtain, are even likely to be already available from the preliminary ground-state calculation.
The rest of the paper is organized as follows. In Sec. II, we introduce the DFPT equations and preconditioning. Then we demonstrate the method on several test systems, and discuss its performance.
II. THEORY

A. Density-functional perturbation theory
There are different ways of deriving the DFPT equations, using either a Green's function approach 16 or a variational approach. 15 Here, we give a brief account of time-dependent DFPT based on the former, in a way that is pertinent for introducing our preconditioner. We will consider the linear density response of a system when it is under the influence of a weak electric field composed of a single frequency ω. The external, perturbing, time-dependent potential can then be written as
If we add this potential to the time-dependent Kohn-Sham equation, perform a power expansion with respect to the field strength λ, and Fourier transform it in time, we obtain, in first order, ⎛
Hxc,+ω + v (1) ext,+ω − ε
where H (0) is the unperturbed (static) Kohn-Sham Hamiltonian with eigenfunctions ϕ 
The linear variation of the density can be related to the first-order response of the Kohn-Sham wavefunctions ϕ
through the relation
where n k is the occupation number of the kth state. Finally, ε
k,±ω is the Fourier transform of the timedependent level shift ∂/∂t ε (1) k (t):
We have also included a positive infinitesimal imaginary shift in to the equation to ensure causality of the response functions. Note that any finite value of η leads to an artificial (but numerically necessary) lifetime. This forces the first order response wavefunction ϕ (1) (r, t) to decay returning the system to the ground-state
and providing finite linewidths to response properties with Lorentzian shape. For noninteracting electrons, i.e., when v
Hxc,±ω = 0 the DFPT matrix equation is a simple linear system with block diagonal form. Each block can therefore be solved separately and the problem reduces to a set of linear systems with two equations (for ±ω) per occupied state. However, with interacting electrons, the first order Hartree and exchangecorrelation response potential v (1) Hxc (r) appears on the righthand-side. This potential is a functional of the first order response density n (1) and therefore depends on the first order KS response wavefunctions ϕ (1) , i.e., the DFPT matrix equation becomes nonlinear.
The nonlinearity is often treated using a self-consistent field iteration for the response density. Alternatively, the nonlinearity in the DFPT equation can be removed by moving the Hxc kernel to the left-hand-side, i.e., to include it in the Hamiltonian operating on the response wavefunctions.
For simplicity let us assume that the ground-state KS wavefunctions are real (which is anyway true for the large majority of molecular calculations). We start by expanding the response wavefunctions as linear combinations of (realvalued) basis functions ϕ
The elements of the 1st-order variation of the Hxc potential are, in this basis,
where
If we separate the real and imaginary parts of the response wavefunctions ϕ ω = ϕ re ω + iϕ im ω , we obtain a matrix form for v (1) Hxc :
where C are "supervectors" containing the basis function coefficients for all occupied states. The DFPT equation now
. This is a linear equation with N bf × N occ elements in each supervector C, where N bf is the number of basis functions and N occ is the number of occupied states. Even though it has a larger dimension than the nonlinear DFPT equation, this linear equation can be solved efficiently by using iterative techniques as the matrix is sparse and only multiplication by the matrix is needed. We will use the shorthand notation A x = b for the above equation.
Once the response wavefunctions are solved for, e.g., dynamic polarizabilities can be easily extracted from
where q indicates the direction of the electric field, and μ q is the dipole moment in the direction q.
B. Preconditioner
The eigenvalues of the linear interacting DFPT matrix (10) have positive real parts and small imaginary parts when the excitation frequency ω is below the frequency of the first resonant interacting transition. Such linear equation is easy to solve with standard iterative techniques, such as the biconjugate gradient stabilized method (BiCGStab) or quasi-minimal residual method. 21, 22 However, when the excitation frequency approaches the first resonant frequency, the real part of two eigenvalues approaches zero. Even though the small imaginary part keeps the matrix invertible, it quickly becomes illconditioned. If we go beyond the first resonant frequency, it can be shown that a pair of eigenvalues with negative real parts appear (λ r ± iλ i , where λ r < 0). Each resonance whose frequency is smaller than the excitation frequency brings a new eigenpair with negative real part. Ill-conditioning and an eigenvalue spectrum spanning all quadrants of the complex plane lead to slow convergence of iterative methods (or to no convergence at all).
Our basic idea is to precondition the DFPT matrix with the inverse of the DFPT matrix in a subspace spanned by a few unoccupied states (or, actually, any other functions orthogonal to the occupied manifold). We begin by defining a projection matrix
and rewrite the identity operator I = (I − P) + P. This splits space in two parts: (i) a projected space including occupied states and a few unoccupied states, and (ii) a residual space, which is orthogonal to the projected space. The DFPT equation now reads
where A RR = (I − P)A(I − P) and A P P = P AP are the DFPT matrix in the residual space and in the projected space, respectively, and A RP = (I − P)AP and A PR = P A(I − P) are the coupling matrices between the projected space and the residual space. The vectors x R = (I − P)x and x P = Px are the residual and projected space response wavefunctions, respectively, and b R = (I − P)b and b P = Pb are the residual and the projected space right-hand-side. We rightprecondition this equation
with a block diagonal preconditioner
C. Noninteracting case
In order to understand how our preconditioner works, we first look at the simple case of a noninteracting system. In this case, the unoccupied states are directly eigenstates of the DFPT matrix A. Therefore, the off-diagonal blocks are zero, A R P φ 
The eigenvalues of the unoccupied states included in P are removed from the eigenvalue spectrum of A RR . If enough unoccupied state are included, this results in a spectrum where all real parts are positive. The projected eigenstates have eigenvalue of one (A PP A −1 PP = I ) after preconditioning. In simple words, the preconditioner removes the lowest lying poles of the Sternheimer equation (corresponding to the unoccupied states included in P), making it therefore much easier to solve numerically. These poles are subsequently added to the response by a sum over states expression. The preconditioner can obviously be seen as a low-rank approximation for the DFPT matrix. 
D. Interacting case
When the electrons interact, the unoccupied states of the ground-state Hamiltonian are no longer eigenstates of the DFPT matrix, as the non-diagonal blocks of (10) include the Hartree and exchange-correlation terms. However, if we use a few noninteracting unoccupied states (or in fact any other set of functions orthogonal to the occupied manifold), which can approximate reasonably well the first few interacting resonant states, the above reasoning for the noninteracting case holds approximately: The coupling between the projected and the residual space is weak, and eigenstates with negative real part are shifted to the neighborhood of the positive unity.
In the interacting case the projected matrix A PP has to be built (and inverted) explicitly as the noninteracting unoccupied states are not eigenstates of A. This is very similar to solving the Casida equation.
14 In fact, if we set the lifetime parameter η to zero, the real and imaginary parts of the DFPT matrix A decouple. If we then multiply the first row of A PP by minus one and then apply a similarity transformation
for the first block, we obtain the matrix
Setting to zero the the determinant of this matrix in the particle-hole basis leads to Casida's equatioñ
For the preconditioning, however, we choose to invert the complete DFPT equation in the projected subspace including the lifetime parameter η.
III. IMPLEMENTATION
In a practical implementation of our preconditioning, one first calculates a few unoccupied states after a ground-state calculation. This is a simple problem, and, moreover, it is likely that a few unoccupied states were already calculated in the ground-state calculation in order to accelerate convergence. Then the A PP matrix is created and inverted. The preconditioning happens with a single projection to the subspace, where A −1 PP − I is applied, and then the preconditioned vector is added back to the full vector:
wherex = M x. As contributions from occupied-occupied transitions vanish for the first order response properties, occupied states are usually projected out from the left-and the right-hand-sides:
where P occ is the projection to the occupied space. We use right-preconditioning as it does not alter directly neither the right-hand-side nor the residual. It just gives "higher weight" to the error components in the projected subspace. As the right-hand-side or the residual are not modified, unpreconditioned and preconditioned cases provide the same accuracy with the same residual tolerance and the comparison between the cases is fair.
The actual implementation is done on top of an allelectron finite-element DFT code, 24 codenamed FENIX. An important detail related to the finite-element approach regards the evaluation of the exhange-correlation kernel f xc [n (0) ]. If the basis function coefficients of the density and pair-densities are used to evaluate f xc [n (0) ]n (1) , interpolation errors will cause significant errors for small values of density, as f xc [n (0) ] diverges when n (0) → 0. Therefore, f xc [n (0) ]n (1) should be evaluated directly at quadrature points before obtaining the basis function coefficients.
IV. PERFORMANCE
In the following, we will present several examples that demonstrate the usefulness of our approach for the calculation of dynamic polarizabilities of several molecules and of a metal cluster. For simplicity, we use the adiabatic localdensity approximation to the exchange-correlation kernel, but any other more sophisticated functional would likewise profit from the preconditioner.
Our first example is the water molecule, H 2 O (see Fig. 1 ). Here, by using only two unoccupied states in the preconditioner (η = 0.1 eV), the number of iterations near the first resonance is cut by a factor of two. The cost for setting up the preconditioner turns out to be equal to the time required by only eight iterations. Therefore, if we are repeating the calculation for several frequencies -as it is usually the case -this cost becomes quickly negligible.
Our next example is the methane molecule, CH 4 (see Fig. 2 ), where the preconditioner brings a remarkable improvement over the standard calculation. In fact, the unpreconditioned case even fails to converge the residual to less than 10 −4 of its original value within 300 iterations at a few frequencies close to the first resonance. The preconditioned case converges approximately with 30 iterations, when five unoccupied states are used.
Water and methane are both small molecules with large gaps. A very different situation is provided by metal clusters. In fact, for Li 4 , the unpreconditioned method has severe problems even before the first resonant transition (see Fig. 3 ). This is readily resolved by using a preconditioner with seven unoccupied states. The calculation now converges within a few tens of iterations. In fact, even frequencies close to the ionization threshold (2.86 eV) can be made to converge with a reasonable number of iterations.
Finally, we test a slightly larger system, namely, paranitroaniline, PNA (see Fig. 4 ), a molecule that is often used, e.g., to benchmark hyperpolarizabilities. One might expect that number of unoccupied states required for a good preconditioner would increase as the system size increases. Moreover, in the setup phase of the preconditioner, one has to invert the A PP matrix, an operation that scales with the cube of the number of occupied-unoccupied pairs. Fortunately, only a few occupied and unoccupied states are enough for describing approximately the eigenstates, and therefore to construct an efficient preconditioner. In fact, for PNA we only included two occupied states and four unoccupied states in our subspace. Still, the preconditioning performs extremely well, with the iterative procedure converging within approximately 50 iterations near the first resonance. The unpreconditioned method has again problems near the resonance, and it even fails to converge within 300 iterations at a few points, leading to a ∼4% error at worst.
From the examples above, we can already see that our simple preconditioner makes a remarkably good job. It is particularly useful close to bound-bound resonances, and works even when a very small number of unoccupied states are used. To choose the states entering the preconditioner matrix one can use several strategies. The simplest is perhaps to take all occupied and unoccupied states that are inside an energy window around the Fermi energy. A slightly more intelligent approach would consist on using all occupied-unoccupied pairs whose energy difference is within a window around the desired frequency.
The performance of our method depends on how well the few noninteracting unoccupied states included in P are able to reproduce the first few interacting resonant states. A very simple system, ideal for demonstrating this issue, is the beryllium atom. Beryllium has a single intense excitation from the 2s to the 2 p state with excitation energy¯ω ≈ 4.8 eV. If we only include the first unoccupied states (2px, 2py, 2pz) in the projected subspace, the excitation energy in the subspace is 5.05 eV. The dynamic polarizability and iteration counts are show in Fig. 5 . As we can see, convergence is reached faster for most of the frequencies by using our preconditioner with η = 0.1 eV. However, the preconditioning fails around the region delimited by the true resonance energy 4.8 eV and the resonance energy approximated in the subspace 5.05 eV.
This effect can be explained by the low accuracy of the approximate eigenstate given by the first three unoccupied states. A possible solution to this problem is to increase the lifetime parameter η. In this case, the relative accuracy of the excitation energy increases in the region where the real part is close to zero and the imaginary component dominates, i.e., close to the resonance. A simple rule of the thumb is that if the approximate excitation energy is within ±η from the true value, the preconditioner improves significantly the convergence rate. This can be seen from have increased η to 0.2 eV. The approximate excitation energy (5.05 eV) is now almost within (4.8 ± 0.2) eV, and therefore the iteration count is reduced systematically.
Obviously, increasing the lifetime parameter η is not a valid option in cases where it would smooth out important spectral features. In this case, one could resort to a strategy where η is given a large initial value to stabilize the calculation, that is then reduced at later stages of the iterative procedure. However, the simplest way to improve the relative accuracy of the approximate eigenstates is to increase the size of the projected space by adding more unoccupied states. This is seen in Fig. 5 , where by adding a few more unoccupied states (bringing the approximate excitation energy to 4.9 eV) one can make the preconditioner work again. Actually, in this case the extra states are not unoccupied states but artificially localized states. 24 Adding artificially localized states is, in fact, a perfectly valid way to improve approximate eigenstates, and it has absolutely no effect on the final result.
V. CONCLUSIONS
We presented a simple, effective, and low-cost preconditioning scheme for the calculation of linear-response properties within time-dependent density functional theory. This preconditioner uses information of only a few unoccupied states, and its setup as well as its cost per iteration is small if not negligible. Moreover, in most cases, the implementation of this technique in existing codes requires minimal effort.
We demonstrated the performance of our preconditioner for the calculation of dynamic polarizabilities of several molecules and of a metal cluster. We believe that one of the main uses of this approach will be in the calculation of second (or higher) order response using the Sternheimer equation. However, our preconditioner can very likely be extended to other numerical approaches 4 or even to other theories, like the GW many-body framework, [25] [26] [27] opening the way for the calculation of accurate response properties of very large molecular systems.
