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ABSTRACT
We report the statistical properties of stars and brown dwarfs obtained from four radiation
hydrodynamical simulations of star cluster formation, the metallicities of which span a range
from 1/100 to 3 times the solar value. Unlike previous similar investigations of the effects
of metallicity on stellar properties, these new calculations treat dust and gas temperatures
separately and include a thermochemical model of the diffuse interstellar medium. The more
advanced treatment of the interstellar medium gives rise to very different gas and dust tem-
perature distributions in the four calculations, with lower metallicities generally resulting in
higher temperatures and a delay in the onset of star formation. Despite this, once star for-
mation begins, all four calculations produce stars at similar rates and many of the statistical
properties of their stellar populations are difficult to distinguish from each other and from
those of observed stellar systems. We do find, however, that the greater cooling rates at high
gas densities due to the lower opacities at low metallicities increase the fragmentation on
small spatial scales (disc, filament, and core fragmentation). This produces an anti-correlation
between the close binary fraction of low-mass stars and metallicity similar to that which is
observed, and an increase in the fraction of protostellar mergers at low metallicities. There are
also indications that at lower metallicity close binaries may have lower mass ratios and the
abundance of brown dwarfs to stars may increase slightly. However, these latter two effects
are quite weak and need to be confirmed with larger samples.
Key words: binaries: general – hydrodynamics – ISM: general – radiative transfer – stars:
formation – stars: luminosity function, mass function.
1 INTRODUCTION
Within the past decade, it has become possible to perform radiation
hydrodynamical calculations of star cluster formation that produce
in excess of a hundred of stars and brown dwarfs from a single
calculation. Such numbers of stars and brown dwarfs allow mean-
ingful comparisons to be made with observed stellar populations,
for example, to determine whether the resulting stellar mass and
multiplicity distributions are consistent with those of Galactic pop-
ulations. The first calculation to reproduce a wide variety of the
observed statistical properties of stellar systems was that of Bate
(2012), which produced more than 180 stars and brown dwarfs, in-
cluding 40 multiple systems. The stellar mass function produced by
this calculation was in good agreement with the observed Galactic
initial mass function (IMF), the multiplicity of the stellar systems
was found to increase with primary mass with values in agreement
with the results from field star surveys, and the properties of the
multiple systems (e.g., distributions of mass ratios, separations, and
orbital orientations) also reproduced many of the observed charac-
teristics. Subsequent calculations have also been able to produce
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realistic stellar populations (e.g. Bate 2014; Jones & Bate 2018b),
some of which have included additional physical processes such as
protostellar outflows (Krumholz, Klein & McKee 2012) and mag-
netic fields (Myers et al. 2013, 2014; Krumholz et al. 2016; Cun-
ningham et al. 2018).
Now that we are able to perform hydrodynamical calculations
of the formation of stellar groups and clusters with realistic prop-
erties, we have the potential to determine directly how the statis-
tical properties of stellar systems depend on environment and ini-
tial conditions by performing a series of calculations. Myers et al.
(2011) and Bate (2014) each performed a series of radiation hydro-
dynamical calculations in which the opacity of the gas was varied
to mimic variations in the metallicity ranging from 0.05 − 1 and
0.01 − 3 times solar metallicity, respectively. Both studies found
no significant variation in the stellar mass distributions with opac-
ity. Furthermore, Bate (2014) found that the multiplicity fractions
and properties of the multiple systems were also statistically in-
distinguishable between the different calculations. Bate (2014) did
find a slight decrease in the ratio of stars to brown dwarfs at the
lowest metallicity (Z = 0.01 Z), and a slight decrease in the sep-
arations of multiple systems with decreasing metallicity. Both of
these effects are consistent with the lower opacity leading to more
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rapid cooling at high densities and, therefore, an increase in small-
scale fragmentation. But the magnitude of these effects was small
enough that they could have been due to random variation (the cal-
culations each produced between 170 and 198 objects).
Another issue with these previous studies of the dependence of
stellar properties on metallicity is that changing the metallicity of a
molecular cloud affects much more than just its opacity (see the in-
troduction of Bate 2014). In particular, all of the above studies have
assumed that the local gas and dust temperatures are identical. This
is a reasonable approximation at high densities (nH ∼> 105 cm−3)
with solar or super-solar metallicity (Burke & Hollenbach 1983;
Goldsmith 2001; Glover & Clark 2012b). However, at lower den-
sities or metallicities the gas and dust temperatures can be poorly
coupled (Omukai 2000; Tsuribe & Omukai 2006; Dopcke et al.
2011; Nozawa et al. 2012; Chiaki et al. 2013; Dopcke et al. 2013)
and the gas temperature is typically higher than the dust temper-
ature (e.g. Glover & Clark 2012c). Since fragmentation and gas
accretion depend sensitively on the gas temperature, the star for-
mation may be poorly modelled by only changing the opacity.
To improve the thermal modelling of star formation calcula-
tions, particularly at low densities and metallicities, Bate & Keto
(2015) developed a new method that combines radiative transfer
with a thermochemical model of the diffuse interstellar medium
(ISM). This method treats gas and dust temperatures separately, and
includes prescriptions for a variety of heating and cooling mecha-
nism that are important for low-density gas (heating from the inter-
stellar radiation field, cosmic rays, and molecular hydrogen forma-
tion; cooling via atomic and molecular line emission). The thermo-
chemical model also includes simple chemical models for hydro-
gen (i.e., the fractions in atomic and molecular forms) and carbon
(i.e., the fractions in the forms of C+, neutral carbon, and CO).
In this paper, we report results from four radiation hydrody-
namical calculations of star cluster formation that employ the new
radiative transfer/diffuse ISM method of Bate & Keto (2015). The
calculations are identical to each other, except for their metallicity
which takes values of 1/100, 1/10, 1, and 3 times solar metallic-
ity. We follow the collapse of each of the molecular clouds to form
a cluster of stars and then compare the properties of the stars and
brown dwarfs to determine how sensitive their statistical proper-
ties are to variations in metallicity. In Section 2 we provide sum-
maries of the method and initial conditions. The results from the
calculations are presented in Section 3.1. In Section 4, we discuss
the origins and properties of close multiple stellar systems in some
detail, and compare our results with similar previously published
calculations. Finally, in Section 5 we provide our conclusions.
2 METHOD
The calculations were performed using the smoothed particle hy-
drodynamics (SPH) code, sphNG, based on the original version of
Benz (1990; Benz et al. 1990), but substantially modified using the
methods described in Bate et al. (1995), Price & Monaghan (2007),
Whitehouse, Bate & Monaghan (2005), Whitehouse & Bate (2006)
and parallelised using both OpenMP and MPI.
Gravitational forces between particles and a particle’s near-
est neighbours are calculated using a binary tree. The smoothing
lengths of particles varied in time and space and were set such that
the smoothing length of each particle h = 1.2(m/ρ)1/3 where m
and ρ are the SPH particle’s mass and density, respectively (see
Price & Monaghan 2007, for further details). The SPH equations
were integrated using a second-order Runge-Kutta-Fehlberg inte-
grator (Fehlberg 1969) with individual time steps for each particle
(Bate et al. 1995). To reduce numerical shear viscosity, the Mor-
ris & Monaghan (1997) artificial viscosity was employed with αv
varying between 0.1 and 1 while βv = 2αv (see also Price & Mon-
aghan 2005).
2.1 Radiative transfer and the diffuse ISM model
The calculations employed the combined radiative transfer and dif-
fuse ISM model that was developed by Bate & Keto (2015). For the
details of the method, the reader is directed to that paper. Here we
only briefly describe the main elements of the method.
The gas has an ideal gas equation of state for the gas pressure
p = ρTgasR/µ, where Tgas is the gas temperature, µ is the mean
molecular weight of the gas, and R is the gas constant. The ther-
mal evolution takes into account the translational, rotational, and
vibrational degrees of freedom of molecular hydrogen (assuming
a 3:1 mix of ortho- and para-hydrogen; see Boley et al. 2007). It
also includes molecular hydrogen dissociation, and the ionisations
of hydrogen and helium. The hydrogen and helium mass fractions
are X = 0.70 and Y = 0.28, respectively. For this composition,
the mean molecular weight of the gas is initially µ = 2.38 (the
gas is taken to be entirely molecular initially). The contribution of
metals to the equation of state is neglected.
The thermal evolution combines the flux-limited diffusion ra-
diative transfer method of Whitehouse et al. (2005); Whitehouse
& Bate (2006), with a diffuse ISM model that is similar to that
of Glover & Clark (2012c) but with a greatly simplified chemical
model. The gas, dust, and radiation fields all have separate tem-
peratures. The dust temperature is set by assuming that the dust is
in local thermodynamic equilibrium (LTE) with the total radiation
field (i.e., the combination of the local interstellar radiation field
plus any protostellar radiation), but also accounts for the collisional
exchange of thermal energy between the dust and the gas. Bate &
Keto (2015) implemented two different dust-gas collisional energy
transfer rates; here we use the rate given by Hollenbach & McKee
(1989) and also used by Glover & Clark (2012a).
For the gas, various heating and cooling processes are in-
cluded. Heating mechanisms include cosmic rays heating the gas
by direct collision, heating of the gas indirectly through the pho-
toelectric release of hot electrons from dust grains due to photons
from the interstellar radiation field, and heating due to the forma-
tion of molecular hydrogen on dust grains. Gas cooling mecha-
nisms include electron recombination, atomic oxygen and carbon
fine-structure cooling, and molecular line cooling. Because we do
not have an explicit chemical model for oxygen, the abundance of
atomic oxygen is assumed to scale in proportional to (1− CO/C)
(i.e., the abundance of atomic oxygen decreases as CO is formed).
We employ simple chemical models to treat the evolution of
hydrogen and carbon. The abundances of C+, neutral carbon, CO,
and the depletion of CO on to dust grains are computed using
the model of Keto & Caselli (2008). For hydrogen, we evolve the
atomic and molecular hydrogen abundances using the same molec-
ular hydrogen formation and dissociation rates as those used by
Glover et al. (2010).
The interstellar radiation field (ISRF) is required to determine
both the heating rate of the dust grains and the photoelectric heating
rate of the gas. In both cases, the ISRF is attenuated due to dust
extinction inside the molecular cloud. To describe the ISRF we use
the analytic form of Zucconi, Walmsley & Galli (2001), modified
to include the ‘standard’ UV component from Draine (1978) in the
energy range hν = 5− 13.6 eV.
The opacity of the matter is set in the same manner as in Bate
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Calculation Initial Gas Metallicity No. Stars No. Brown Mass of Stars & Mean Mean Median Stellar
Mass Formed Dwarfs Formed Brown Dwarfs Mass Log-Mass Mass Mergers
M Z M M M M
Metallicity 1/100 500 0.01 > 93 6 49 49.8 0.35± 0.04 0.15± 0.02 0.14 17
Metallicity 1/10 500 0.1 > 116 6 58 73.4 0.42± 0.05 0.17± 0.02 0.15 11
Solar Metallicity 500 1.0 > 158 6 97 90.1 0.35± 0.04 0.16± 0.01 0.15 14
Metallicity 3 500 3.0 > 177 6 81 92.0 0.36± 0.03 0.18± 0.01 0.17 6
Table 1. The parameters and overall statistical results for each of the four radiation hydrodynamical calculations. All calculations were run to 1.20 tff . All
calculations employ sink particles with racc = 0.5 AU and no gravitational softening. Brown dwarfs are defined as having final masses less than 0.075 M.
The numbers of stars (brown dwarfs) are lower (upper) limits because some brown dwarfs were still accreting when the calculations were stopped. Changing
the metallicity results in no significant difference in the mean and median masses of the stellar populations. However, at the end of the calculations less gas is
converted into stars in calculations with lower metallicities, and the average number of stellar mergers per star increases with decreasing metallicity.
(2014). At low temperatures when dust is present we use the solar
metallicity opacities of Pollack et al. (1985), and for other metallic-
ities we assume that the opacity scales linearly with the metallicity.
We note that dust properties themselves may change at different
metallicities (e.g., Re´my-Ruyer et al. 2014), but we do not attempt
to take this into account. At higher temperatures we use the gas
opacities of Ferguson et al. (2005) with X = 0.70 which cover
heavy element abundances from Z = 0 to Z = 0.1. We take the
solar abundance to be Z = 0.02. See Section 2.2 of Bate (2014)
for further details.
2.2 Sink particles
The calculations followed the hydrodynamic collapse of each pro-
tostar through the first core phase and into the second collapse (that
begins at densities of ∼ 10−7 g cm−3) due to molecular hydrogen
dissociation (Larson 1969). However, due to the decreasing size
of the time steps, sink particles (Bate et al. 1995) were inserted
when the density exceeded 10−5 g cm−3. This density is just two
orders of magnitude before the stellar core begins to form (density
∼ 10−3 g cm−3) and the associated free-fall time is only one week.
A sink particle is formed by replacing the SPH gas particles
contained within racc = 0.5 au of the densest gas particle in a re-
gion undergoing second collapse by a point mass with the same
mass and momentum. Any gas that later falls within this radius is
accreted by the point mass if it is bound and its specific angular
momentum is less than that required to form a circular orbit at ra-
dius racc from the sink particle. Thus, gaseous discs around sink
particles can only be resolved if they have radii ∼> 1 au. Sink par-
ticles interact with the gas only via gravity and accretion. There is
no gravitational softening between sink particles. The angular mo-
mentum accreted by a sink particle (its spin) is recorded but plays
no further role in the calculation. The sink particles do not con-
tribute radiative feedback (see Bate 2012; Jones & Bate 2018a, for
detailed discussions of this limitation). Sink particles are merged if
they pass within 0.03 au of each other (i.e., ≈ 6 R).
2.3 Initial conditions and resolution
The initial density and velocity structure for each calculation are
identical to those used by Bate (2012) and Bate (2014). For a
full description see Bate (2012). Briefly, the initial conditions for
each calculation consisted of a spherical, uniform-density, molec-
ular cloud containing 500 M of molecular gas, with a radius of
0.404 pc (83300 au) giving an initial density of 1.2×10−19 g cm−3
(nH ≈ 6 × 104 cm−3) and an initial free-fall time of the cloud
of tff = 6.0 × 1012 s or 1.90 × 105 years. Although each cloud
was uniform in density, we imposed an initial supersonic ‘turbu-
lent’ velocity field in the same manner as Ostriker, Stone & Gam-
mie (2001) and Bate, Bonnell & Bromm (2003). We generated a
divergence-free random Gaussian velocity field with a power spec-
trum P (k) ∝ k−4, where k is the wavenumber on a 1283 uniform
grid and the velocities of the particles were interpolated from the
grid. The velocity field was normalised so that the kinetic energy
of the turbulence was equal to the magnitude of the gravitational
potential energy of the cloud (the initial root-mean-square Mach
number of the turbulence wasM = 13.7 at 10 K).
In Bate (2014), the temperature of the matter was set to 10 K
initially, while in the calculations presented here the gas and dust
temperatures are set such that the dust is initially in thermal equi-
librium with the local interstellar radiation field, and the gas is in
thermal equilibrium such that heating from the interstellar radia-
tion field and cosmic rays is balanced by cooling from atomic and
molecular line emission and collisional coupling with the dust. This
produces clouds with dust temperatures that are warmest on the out-
side and coldest at the centre. For the highest metallicity, the dust
temperature ranges from Tdust = 6.3−17 K. For solar metallicity,
Tdust = 7.1 − 17 K, for Z = 0.1 Z, Tdust = 12 − 17 K and
for the lowest metallicity, Tdust = 16 − 18 K. The gas tempera-
tures tend to vary less, with the bulk of the gas in each calculation
beginning at Tgas = 9.1− 9.8 K.
The calculations used 3.5 × 107 SPH particles to model the
cloud. This resolution is sufficient to resolve the local Jeans mass
throughout the calculation, which is necessary to model fragmenta-
tion of collapsing molecular clouds correctly (Bate & Burkert 1997;
Truelove et al. 1997; Whitworth 1998; Boss et al. 2000; Hubber,
Goodwin & Whitworth 2006). More recently, there has been much
discussion in the literature about the resolution necessary to re-
solve fragmentation in isolated gravitationally unstable discs (Nel-
son 2006; Meru & Bate 2011, 2012; Hopkins & Christiansen 2013;
Rice et al. 2014; Young & Clarke 2015, 2016; Lin & Kratter 2016;
Takahashi, Tsukamoto & Inutsuka 2016; Baehr, Klahr & Kratter
2017; Deng, Mayer & Meru 2017; Klee et al. 2017). As yet, there
is no consensus as to the resolution that is necessary and sufficient
to capture fragmentation of such discs. Moreover, the gravitation-
ally unstable discs that form in the calculation discussed in this pa-
per are usually accreting rapidly, rather than evolving in isolation.
Rapid accretion can be important for driving fragmentation (Bon-
nell 1994; Bonnell & Bate 1994; Hennebelle et al. 2004; Kratter
et al. 2008, 2010), adding another complication. Kratter & Lodato
(2016) provide a recent review of gravitational instabilities in cir-
cumstellar discs. The fact that the criteria for disc fragmentation is
not well understood should be kept in mind as a caveat.
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Figure 1. The star formation rates obtained for each of the four radiation hydrodynamical calculations. We plot: the total stellar mass (i.e., the mass contained
in sink particles) versus time (left panel), the number of stars and brown dwarfs (i.e., the number of sink particles) versus time (centre panel), and the number
of stars and brown dwarfs versus the total stellar mass (right panel). The different line types are for metallicities of 1/100 (magenta, long dashed), 1/10 (red,
short-dashed), 1 (black, solid), and 3 (blue, dot-dashed) times solar. Time is measured from the beginning of the calculation in terms of the free-fall time of
the initial cloud (bottom) or years (top). The main difference is that the star formation is delayed in the two lowest metallicity calculations, due to the warmer
gas temperatures, but after t ≈ 1.08 tff the star formation rates are very similar for all of the calculations.
3 RESULTS
3.1 Cloud evolution
Each of the four radiation hydrodynamical calculations was
evolved to t = 1.20 tff (228,300 yrs). By this time, each of them
had converted different amounts of gas into stars, and produced
different numbers of stars and brown dwarfs (sink particles with
accretion radii of 0.5 AU). The initial conditions and the statistical
properties of the stars and brown dwarfs produced by each calcula-
tion are summarised in Table 1. There is a clear trend with metal-
licity in that the lower metallicity clouds produce fewer objects and
less gas is converted to stars, although the numbers for the clouds
with solar metallicity (Z = Z) and three times solar metallicity
(Z = 3 Z) are similar. However, the mean masses of the stars
and brown dwarfs (linear or logarithmic) and the median masses
are statistically indistinguishable.
Protostellar mergers occur in all of the calculations (see the
last column of Table 1). In these calculations, mergers occur when
two sink particles pass within 6 R. This merger radius was cho-
sen because low-mass protostars that accrete at high rates (M˙∗ ∼
10−6 − 10−5 M yr−1) are thought to have radii of 2 − 3 R
(e.g. Larson 1969; Hosokawa & Omukai 2009). Bate (2014) found
that calculations with lower opacities gave more mergers. In Table
1, the absolute number of stellar mergers does not display a con-
sistent trend with metallicity. However, it is important to note that
fewer objects are produced with lower metallicity – there is a con-
sistent trend such that the mean number of mergers per protostar
decreases steadily with increasing metallicity (from 1 merger for
every 9 objects formed at Z = 0.01 Z to 1 merger for every 44
objects at Z = 3 Z), agreeing with the trend from Bate (2014).
Fig. 1 shows how the star formation rates evolve with time,
both in terms of the total mass and the number of stars and brown
dwarfs. It is clear from these graphs that the trends of lower total
stellar mass and smaller numbers of objects with lower metallici-
ties at the end of the calculations arise primarily because the star
formation is delayed with lower metallicity. After t = 1.08 tff
(205,500 yrs), the star formation rates (the slopes of the lines in
the left two panels) are indistinguishable. But there is a delay in the
star formation getting started, particularly with sub-solar metallic-
ities. In terms of reaching the same total stellar mass, there is a
delay of ≈ 0.06 tff (11,400 yrs) between the Z = 0.1 Z and
higher metallicity calculations, while the delay is doubled for the
Z = 0.01 Z calculation. By the end of the calculations, almost
1/5 of the total mass has been converted into stars in the solar and
super-solar metallicity calculations, but with the lowest metallicity
only 1/10 of the total mass has been converted to stars.
Lee, Chang & Murray (2015) and Murray & Chang (2015)
have recently developed an analytic model of the star formation
rate in molecular clouds. They find that in clouds in which the star
formation occurs in a globally collapsing region, the total stellar
mass grows with time approximately as ∝ t2. Such a functional
form agrees with the results presented in the left panel of Fig. 1.
In the right panel of Fig. 1, we plot the number of stars and
brown dwarfs versus their total mass. If these curves were straight
lines lying on top of each other, they would show that the mean
stellar masses were always the same. The end points of each cal-
culation almost lie on a linear relation, hence the indistinguishable
mean masses in Table 1. However, we note that the trajectories dif-
fer. The two high metallicity calculations follow similar paths, and
the two low metallicity calculations follow similar paths (the lat-
ter with more mass associated with a given number of objects).
Whether this difference is significant is unclear – the slopes of all
the lines are similar over the last ≈ 30 M of star formation, so
there may only be a transient difference.
The reason for the delay of the star formation at low metallic-
ities is that the metal poor gas is hotter. In Figs. 2 to 5 we provide
snapshots of the column densities and mass-weighed temperatures
from the four calculations. The times have been chosen to cover the
period of star formation. They cover the same time period for the
two highest metallicity calculations, but shorter periods for the low
metallicity calculations because of their delayed star formation. In
each figure, the second, third, and fourth rows give the separate gas,
dust, and radiation temperature distributions, respectively. The ra-
diation temperature is that of the radiation field generated by the
star formation itself; the interstellar radiation field that also heats
the cloud is treated separately. We also provide animations of the
evolution of the column density and the gas and dust temperatures
in the online Additional Supporting Information.
There is a clear progression of the temperatures with metal-
licity. The gas temperatures are generally hotter for lower metal-
licity (e.g. Omukai 2000; Glover & Clark 2012c). The typical gas
temperatures in the dense gas before star formation has progressed
MNRAS 000, 000–000 (0000)
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Figure 2. Column density and temperature snapshots at three different times (t = 1.00, 1.10, 1.20 tff ) for the calculation with a metallicity of 1/100 times
solar. From top to bottom, the rows give column density and the mass-weighted gas temperature, dust temperature, and protostellar radiation temperature. The
colour scales are logarithmic. The column density scale covers 0.03−30 g cm−3, and the temperature scales cover 5−100K. The stars and brown dwarfs are
plotted using white circles. The gas temperatures in the dense parts of the cloud are much hotter than the dust temperature due to the low metallicity and poor
gas-dust coupling. Animations of the evolution of the column density and gas and dust temperatures are provided in the Additional Supporting Information.
very far are Tgas ≈ 20 − 50 K for Z = 0.01 Z, 10 − 20 K for
Z = 0.1 Z, 5− 15 K for Z = Z, and 5− 10 K for Z = 3 Z.
The gas is hotter at lower metallicities primarily because it cannot
cool as efficiently. Both the reduced amount of dust, that domi-
nates the cooling at high densities, and the reduction of the atomic
and molecular abundances (that dominate the cooling at low den-
sities) contribute. When shocks and other compressive motions in
the clouds generate thermal energy, this cannot be radiated away as
easily at low metallicity and, thus, the gas is substantially hotter.
A secondary effect is that at lower metallicities the inner parts
of the clouds are more exposed to the ISRF, which is the same for
all four calculations. This can be seen in the dust temperatures on
large scales (that primarily reflect the low density parts of the cloud
where the dust and gas are poorly thermally coupled). At the lowest
metallicity, most of the dust has temperatures of Tdust ≈ 17 K as
it is essentially exposed to the unattenuated ISRF. At Z = 0.1 Z,
the dust temperatures range cover Tdust ≈ 10− 17 K as the ISRF
is significantly attenuated by dust extinction in the denser parts of
the cloud. For solar and super-solar metallicities the extinction is
even stronger, resulting in dust temperatures of Tdust ≈ 8 − 12 K
for Z = Z, and Tdust ≈ 5− 10 K for Z = 3 Z.
As the star formation ramps up, the radiation fields generated
by the gas collapsing onto the protostars become stronger. These
primarily heat the gas and dust with the highest densities. The effect
is more obvious at higher metallicities because, as we have already
seen, at low metallicity much of the gas and dust is already quite
warm. In the Z = 3 Z calculation, the opacities are so high that
the inner parts of the cloud are becoming optically thick even to
infrared radiation, meaning that the protostellar radiation takes time
to propagate out of the cloud and leading to substantially larger
temperatures on scales of tens of thousands of AU near the end of
the calculation than would be reached without the feedback.
The higher temperatures at lower metallicities give higher gas
pressures. These help to support the clouds against gravity and de-
lay the collapse of the low metallicity clouds, as seen in Fig. 1. The
effect of the higher pressures is also seen in the column density
snapshots in Figs. 2 to 5 (top rows); the gas distributions are no-
ticeably smoother at lower metallicities than at high metallicities.
Fig. 5 also shows that at the highest metallicity, the gas and dust
temperatures are well coupled throughout the bulk of the cloud.
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Figure 3. Column density and temperature snapshots at three different times (t = 0.90, 1.00, 1.20 tff ) for the calculation with a metallicity of 1/10 times
solar (note the times differ from those in Fig. 2). From top to bottom, the rows give column density and the mass-weighted gas temperature, dust temperature,
and protostellar radiation temperature. The colour scales are logarithmic. The column density scale covers 0.03 − 30 g cm−3, and the temperature scales
cover 5 − 100K. The stars and brown dwarfs are plotted using white circles. The gas temperatures in the dense parts of the cloud tend to be hotter than the
dust temperature, but less than in the 1/100 metallicity case.
3.2 Chemistry
The method used to perform these calculations is unique in that it
is the first to combine a model of the diffuse ISM with radiative
transfer to treat the radiation generated from the collapsing gas.
As part of the treatment of the diffuse ISM, the calculations pro-
vide some chemical information about the gas. In particular, the
hydrogen may be atomic, molecular, or a mixture of the two forms,
and there is a model for the chemical form of carbon. The form of
hydrogen is important because molecular hydrogen formation can
provide heating, while carbon is one of the primary coolants. We
model whether carbon is in the form of ionised carbon, C+, neutral
carbon, C0, or molecular in the form of CO. There is also a model
for the freezing out of CO onto dust grains (see Bate & Keto 2015).
In Fig. 6 we provide snapshots of the chemical make up of the
clouds at the end of each of the four calculations. The snapshots
depict large scales because the chemistry of these species varies
most in the low-density gas and in the outer parts of the clouds.
Note that the carbon abundances in the figure are scaled relative
to the total carbon abundance in the particular calculation (i.e. the
absolute carbon abundance is 100 times lower in the Z = 0.01 Z
calculation than in the solar metallicity calculation).
The first point to note is that the clouds modelled in this paper
have high initial densities (nH ≈ 6× 104 cm−3). Thus, the hydro-
gen deep within the clouds is almost entirely molecular. The atomic
hydrogen abundance is only high in the outer parts of the clouds
where it is exposed to the ISRF. At low metallicity, the atomic hy-
drogen abundance within the cloud is higher since there is less ex-
tinction of the ISRF by dust and less self-shielding provided by the
molecular hydrogen, but even with Z = 0.01 Z the hydrogen is
97.7 percent molecular at the end of the calculation.
Similarly, in the outer parts of the clouds, carbon is almost en-
tirely in the form of C+ because it is exposed to the ISRF. C+ is
a strong atomic line coolant and, along with atomic oxygen, pro-
vides much of the cooling at low-densities. Deep within the clouds,
the main gas phase form of carbon is CO, which is also a strong
coolant. At intermediate depths carbon is found in neutral atomic
form, but it is never very abundant. There is a similar dependence
of the C+/C relative abundance on metallicity as form HI/H except
that the C+/C ratio is always higher deeper into the cloud than for
HI/H. At low metallicity, there is less dust extinction, so the ISRF
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Figure 4. Column density and temperature snapshots at three different times (t = 0.80, 1.00, 1.20 tff ) for the calculation with solar metallicity (note the
times differ from those in Figs. 2 and Fig. 3). From top to bottom, the rows give column density and the mass-weighted gas temperature, dust temperature,
and protostellar radiation temperature. The colour scales are logarithmic. The column density scale covers 0.03 − 30 g cm−3, and the temperature scales
cover 5 − 100K. The stars and brown dwarfs are plotted using white circles. The gas and dust temperatures are generally lower than in the low metallicity
calculations.
penetrates further into the cloud and there is a greater fraction of
C+. The reverse is the case at super-solar metallicity.
Fig. 7 provides temperature-density phase diagrams at the end
of each of the calculations. The upper panels use the gas tempera-
ture and also provide the gas-phase CO abundance relative to hy-
drogen using the colour scale. Note that the chemistry model treats
the freeze out of CO on to dust grains and desorption of CO by
cosmic rays, but it does not treat the thermal desorption that occurs
at dust temperatures above 20 K (e.g., in protostellar discs). We ne-
glect this because we only treat the chemistry in order to provide
realistic gas temperatures and the primary coolant at the densities
above which CO freeze out becomes important is usually the dust
rather than the CO. The lower panels of Fig. 7 use the dust tem-
perature and the grey scale is proportional to the logarithm of the
amount of dust at each temperature and density.
In the gas temperature-density phase diagrams, we see that
there is a large dispersion of the gas temperature at a given den-
sity; a barotropic equation of state would be a poor approxima-
tion in most of the parameter space. In general, the low-density
gas (nH ∼< 1010 cm−3) tends to be warmer at low metallicity
than with high metallicity due to the poor cooling. On the other
hand, the high-density gas (nH ∼> 1010 cm−3) tends to be cooler
at low metallicity than high metallicity due to the reduced optical
depths. Comparing the upper and lower panels of Fig. 7, the density
above which the gas and dust temperatures become well-coupled
increases with decreasing metallicity, from nH ≈ 105 cm−3 at
Z = 3 Z to nH ≈ 109 cm−3 at Z = 0.01 Z. Since the initial
density of the clouds is nH ≈ 6 × 104 cm−3, this means that the
dust and gas are thermally well coupled throughout the bulk of the
cloud in the Z = 3 Z calculation, as already noted from Fig. 5.
3.3 The statistical properties of the stellar populations
In this section, we compare the statistical properties of the stars
and brown dwarfs that are formed in each of the four calculations
with different metallicities. As in papers that have discussed pre-
vious similar calculations (Bate 2009a, 2012, 2014), we study the
distributions of stellar masses, the multiplicity of the populations,
the distributions of separations of multiple stellar systems, and the
mass ratio distributions of binary systems. However, for the pur-
pose of relative brevity, we do not discuss other statistics such as
the eccentricity distributions of multiple systems, the orbits of triple
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Figure 5. Column density and temperature snapshots at three different times (t = 0.80, 1.00, 1.20 tff ) for the calculation with 3 times solar metallicity (the
same times as Fig. 4, but different from those in Figs. 2 and Fig. 3). From top to bottom, the rows give column density and the mass-weighted gas temperature,
dust temperature, and protostellar radiation temperature. The colour scales are logarithmic. The column density scale covers 0.03 − 30 g cm−3, and the
temperature scales cover 5 − 100K. The stars and brown dwarfs are plotted using white circles. The gas and dust temperatures are well coupled, and the
protostellar radiation is more effective at heating the gas and dust as the cloud becomes more optically-thick.
systems, the relative orientations of sink particle spins in multiple
systems, the accretion histories or kinematics of the stars, or the
distributions of closest encounters. We do note, however, that we
find no evidence that these other properties vary with metallicity.
3.3.1 The initial mass function
In Fig. 8, we compare the differential IMFs at the end of each
of the four radiation hydrodynamical calculations with different
metallicities. We compare them with parameterisations of the ob-
served Galactic IMF, given by Chabrier (2005), Kroupa (2001), and
Salpeter (1955). There is no clear difference between the mass dis-
tributions, suggesting that the IMFs produced by the calculations
do not depend strongly on metallicity.
In Fig. 9, we compare the cumulative IMFs at the end of all
four calculations. We also plot the parameterisation of the observed
Galactic IMF of Chabrier (2005). Again, there is no strong dif-
ference between the stellar mass distributions. There is an indica-
tion that the fraction of brown dwarfs may vary with metallicity.
In the most metal-poor calculation, 1/3 of the objects are brown
dwarfs, while in the most metal-rich calculation only 1/4 of the ob-
jects are brown dwarfs. However, the magnitude of the difference
is small, so it is difficult to know whether it is statistically signif-
icant or not. Performing Kolmogorov-Smirnov tests on each pair
of distributions shows that, formally, they are consistent with ran-
dom sampling from a single underlying distribution. The two most
different distributions are those from the most metal-poor and the
most metal-rich calculations (i.e. Z = 0.01 Z and Z = 3 Z).
But these have a 4% probability of being drawn from the same un-
derlying distribution (equivalent to a ≈ 2.1σ difference). Larger
numbers of objects would be required to definitively demonstrate
such a metallicity dependence.
Each of the distributions is in reasonable agreement with the
Chabrier (2005) IMF, but formally all but theZ = 0.1 Z mass dis-
tribution are statistically different. Kolmogorov-Smirnov tests that
compare the numerical distributions to Chabrier’s parameterisation
give probabilities of 8×10−4 (Z = 0.01 Z), 0.03 (Z = 0.1 Z),
1×10−4 (Z = Z), and 0.004 (Z = 3 Z) of the numerical distri-
butions being randomly drawn from the Chabrier (2005) IMF. The
differences essentially arise from the fact that the median masses of
all of the numerical distributions are slightly lower than the value
of 0.20 M use by Chabrier (see Table 1). Of course, this does
MNRAS 000, 000–000 (0000)
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Figure 6. Snapshots of the mass-weighted abundances of atomic hydrogen, ionised carbon, neutral carbon, and CO at the end of each of the four calculations
with differing metallicity (t = 1.20 tff ). There are four groups of panels, one for each metallicity of 1/100, 1/10, 1, and 3 times solar. For each group of four
panels, the top left panel gives the relative abundance HI/H, the top-right panel the relative abundance C+/C, the lower-left panel the relative abundance C0/C,
and the lower-right panel the relative abundance of gas phase CO to the total carbon abundance. The stars and brown dwarfs are plotted using white dots. The
colour scale of relative abundances is logarithmic ranging from 10−3 to unity. Generally, the outer parts of the clouds contain atomic hydrogen and C+. The
inner parts of the cloud are primarily composed of H2 and carbon is in the form of CO. At the highest densities, CO freezes out onto grains (hence the drop in
gas-phase abundance). At lower metallicities, there is a greater fraction of atomic hydrogen and more of the carbon is in C+ because there is less extinction of
the ISRF by dust and more self-shielding of H2.
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Figure 7. Phase diagrams of temperature vs gas density at the end of each of the calculations (t = 1.20 tff ). The upper row of panels gives the gas temperature,
while the lower row gives the dust temperature. The colour scale in the upper panels gives the mean abundance of gas phase CO relative to hydrogen at that
temperature and density. Note that the calculations include a prescription for the freeze out of CO onto dust grains, but they do not treat thermal desorption
of CO from dust grains at Tdust ∼> 20 K. In the dust temperature plots, the grey scale is proportional to the logarithm of the number of fluid elements (i.e.,
darker regions contain more SPH particles). The low-density gas (nH ∼< 1010 cm−3) tends to be warmer at low metallicity than with high metallicity due to
the poor cooling, but the high-density gas (nH ∼> 1010 cm−3) tends to be cooler due to the reduced optical depths. The density above which the gas and dust
temperatures become well-coupled increases with decreasing metallicity, from nH ≈ 105 cm−3 at Z = 3 Z to nH ≈ 109 cm−3 at Z = 0.01 Z.
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Figure 8. Histograms giving the initial mass functions of the stars and brown dwarfs produced by the four radiation hydrodynamical calculations, each
at t = 1.20tff . The double hatched histograms are used to denote those objects that have stopped accreting (defined as accreting at a rate of less than
10−7 M yr−1), while those objects that are still accreting are plotted using single hatching. Each of the mass functions are in reasonable agreement with the
Chabrier (2005) fit to the observed IMF for individual objects. Two other parameterisations of the IMF are also plotted: Salpeter (1955) and Kroupa (2001).
Despite the metallicity varying by a factor of up to 300 between the calculations, the IMFs are statistically indistinguishable.
Figure 9. The cumulative stellar mass distributions produced by the four
radiation hydrodynamical calculations with metallicities of Z = 0.01 Z
(magenta long-dashed line), Z = 0.1 Z (red dashed line), Z = Z
(black solid line), and Z = 3 Z (blue dot-dashed line). We also plot the
Chabrier (2005) IMF (black dotted line). The vertical dashed line marks
the stellar/brown dwarf boundary. The form of the stellar mass distribution
does not vary significantly with different opacities: Kolmogorov-Smirnov
tests show that even the two most different distributions (Z = 0.01 Z and
Z = 3Z) have a 4% probability of being drawn from the same underlying
distribution (equivalent to a≈ 2.1σ difference). However, it may be that the
fraction of brown dwarfs increases slightly with decreasing metallicity.
not taken into account the observational uncertainty in the Galactic
median mass.
Finally, we note that the calculations produce protostellar
mass functions (PMFs) rather than IMFs (Fletcher & Stahler
1994a,b; McKee & Offner 2010) because some of the objects are
still accreting when the calculations are stopped and the star for-
mation has finished. We compare our mass functions to the IMF
simply because PMFs cannot be determined observationally. Bate
(2012) showed that the form of the distribution of stellar masses in a
calculation similar to those performed here (but not treating the dif-
fuse interstellar medium or having separate gas and dust tempera-
tures) did not change significantly with time during his calculation.
This is also true of the calculations presented here, although as seen
from the right panel of Fig. 1, at any given time the mean mass may
vary by up to ≈ 25%. Although the maximum stellar mass and the
total number of stars both increase with time, the form of the mass
functions remains similar due to the production of new protostars.
3.3.2 Multiplicity as a function of primary mass
The formation mechanisms of multiple systems and the evolution
of their properties (e.g., separations) has been discussed in some
detail by Bate (2012) and will not be repeated here. Our main pur-
pose here is to determine whether or not a change of the metallicity
affects stellar properties significantly.
As in Bate (2009a), Bate (2012), and subsequent papers, to
quantify the fraction of stars and brown dwarfs that are in multiple
systems, we use the multiplicity fraction,mf , defined as a function
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Figure 10. Multiplicity fraction as a function of primary mass at the end of each of the calculations with different metallicities. The blue filled squares
surrounded by shaded regions give the results from the calculations with their 1σ statistical uncertainties. The thick solid lines give the continuous multiplicity
fractions from the calculations computed using a sliding log-normal average and the dotted lines give the approximate 1σ confidence intervals around the
solid line. The open black squares with error bars and/or upper/lower limits give the observed multiplicity fractions from the surveys of Close et al. (2003),
Basri & Reiners (2006), Fischer & Marcy (1992), Raghavan et al. (2010), Duquennoy & Mayor (1991), Kouwenhoven et al. (2007), Rizzuto et al. (2013),
Preibisch et al. (1999) and Mason et al. (1998), from left to right. Note that the error bars of the Duquennoy & Mayor (1991) results have been plotted using
dashed lines since this survey has been superseded by Raghavan et al. (2010). The observed trend of increasing multiplicity with primary mass is reproduced
by all calculations. Since multiplicity is a steep function of primary mass it is important that similar mass ranges are used when comparing simulations with
observations.
of stellar mass as
mf =
B + T +Q
S +B + T +Q
, (1)
where S is the number of single stars within a given mass range
and, B, T , and Q are the numbers of binary, triple, and quadru-
ple systems, respectively, for which the primary has a mass in the
same mass range. As discussed by Hubber & Whitworth (2005) and
Bate (2009a), this measure of multiplicity is relatively insensitive
to both observational incompleteness (e.g., if a binary is found to
be a triple it is unchanged) and further dynamical evolution (e.g., if
an unstable quadruple system decays the numerator only changes
if it decays into two binaries).
We use the same method for identifying multiple systems as
that used by Bate (2009a) and Bate (2012). As in those papers,
we identify binary, triple, and quadruple stellar systems, but we ig-
nore higher-order multiples (e.g., a quintuple system consisting of a
triple and a binary orbiting one another is counted as one triple and
one binary). We choose quadruple systems as a convenient point to
stop as it is likely that most higher order systems are not stable and
would decay in the long term.
In Table 2, we provide the numbers of single and multi-
ple star and brown dwarf systems produced by each calculation.
Bate (2014) provided electronic ASCII tables of the properties
of each of the stars, brown dwarfs, and multiple systems pro-
duced by the calculations discussed in that paper, and we do the
same here. We provide tables that list the masses, formation times,
and final accretion rates of the stars and brown dwarfs (see Ta-
ble 3 for an example). These tables are given file names such as
Table3 Stars Metal001.txt for the Z = 0.01 Z calcu-
lation. We also provide tables that list the properties of each mul-
tiple system (see Table 4 for an example). These tables are given
file names such as Table4 Multiples Metal3.txt for the
Z = 3 Z calculation.
The overall multiplicities for stars and brown dwarfs of all
masses from each of the calculations are 29, 24, 27, and 33 per cent
for the calculations with metallicities of 1/100, 1/10, 1, and 3 times
solar, respectively. The typical 1σ uncertainties are ±5 per cent.
Therefore, there is no evidence for a significant dependence of the
overall multiplicity on metallicity.
In Fig. 10, for each of the four simulations we compare the
multiplicity fraction of the stars and brown dwarfs as functions of
stellar mass with the values obtained from various observational
surveys (see the figure caption). The results from the calculations
have been plotted in two ways. First, using the numbers given in
Table 2 we compute the multiplicities in six mass ranges: low-mass
brown dwarfs (masses < 0.03 M), very-low-mass (VLM) ob-
jects excluding the low-mass brown dwarfs (masses 0.03 − 0.10
M), low-mass M-dwarfs (masses 0.10 − 0.20 M), high-mass
M-dwarfs (masses 0.20− 0.50 M), K-dwarfs and solar-type stars
(masses 0.50 − 1.20 M), and intermediate mass stars (masses
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Figure 11. The distributions of separations (semi-major axes) of multiple systems with stellar primaries (M∗ > 0.1 M) produced by the calculations with
different metallicities. The solid, double hatched, and single hatched histograms give the orbital separations of binaries, triples, and quadruples, respectively
(each triple contributes two separations, each quadruple contributes three separations). The solid curve gives the M-dwarf separation distribution (scaled to
match the area) from the M-dwarf survey of Janson et al. (2012), and the dotted curve gives the separation distribution for solar-type primaries of Raghavan
et al. (2010). Note that since most of the simulated systems are low-mass, the distributions are expected to match the Janson et al. distribution better than that
of Raghavan et al. The vertical dotted line gives the resolution limit of the calculations as determined by the accretion radii of the sink particles (0.5 AU).
> 1.2 M). The filled blue squares give the multiplicity fractions
in these mass ranges, while the surrounding blue hatched regions
give the range in stellar masses over which the fraction is calculated
and the 1σ (68%) uncertainty on the multiplicity fraction calculated
using Poisson statistics. Second, a thick solid line gives the con-
tinuous multiplicity fraction computed using a sliding log-normal-
weighted average from the results from each simulation. The width
of the log-normal average is half a decade in stellar mass. The dot-
ted lines give the approximate 1σ (68%) uncertainty on the sliding
log-normal average.
All of the calculations produce multiplicity fractions that in-
crease strongly with increasing primary mass, in qualitative agree-
ment with observed stellar systems. The actual values of the mul-
tiplicities of M dwarfs and high-mass brown dwarfs are in good
agreement with the observed multiplicities of field stars. For solar-
type stars, all except the Z = 3 Z calculation seem to over-
produce multiple systems. However, many of these systems are
high-order multiple systems (see Table 2) and some may well break
up before they would become field stars: it is well known that the
multiplicity of young stars tends to be higher than for field stars
(Leinert et al. 1993; Ghez et al. 1993; Richichi et al. 1994; Simon
et al. 1995; Ghez et al. 1997; Ducheˆne 1999; Ducheˆne et al. 2007).
There is no evidence for a strong dependence of the multiplicities
on metallicity.
3.3.3 Separation distributions of multiple systems
Observationally, the mean and median separations of binaries are
believed to depend on the mass of the primary (see the review of
Ducheˆne & Kraus 2013). For solar-type binaries, the mean sepa-
ration (in the logarithm of separation) is observed to be ≈ 40 AU
(Duquennoy & Mayor 1991; Raghavan et al. 2010). M-dwarf bi-
naries are found to be more tightly bound with a mean separation
of ≈ 16 AU (Fischer & Marcy 1992; Janson et al. 2012). VLM
binaries (primary masses M1 < 0.1 M) have a mean separa-
tion ∼< 4 AU (Close et al. 2003, 2007; Siegler et al. 2005), with
few VLM binaries have separations greater than 20 AU, especially
in the field (Allen et al. 2007). At higher masses, De Rosa et al.
(2014) find the peak of the separation distribution for A-type stars
lies at ≈ 400 AU, although their survey only covered separations
larger than ≈ 30 AU. Since there are approximately as many spec-
troscopic companions (Abt 1965; Carquillat & Prieur 2007) as their
are wider companions (De Rosa et al. 2014), this raises the prospect
Figure 12. The cumulative semi-major axis (separation) distributions of the
multiple systems produced by the four calculations with different metallic-
ities. All orbits are included in the plot (i.e. two separations for triple sys-
tems, and three separations for quadruple systems), and the lines for differ-
ent metallicities include both stellar and brown dwarf systems. In addition,
we give the separation distribution of all VLM multiple systems (all metal-
licities). The vertical dashed line marks the resolution limit of the calcula-
tions as determined by the accretion radii of the sink particles. Performing
Kolmogorov-Smirnov tests on pairs of distributions shows that the distribu-
tions for the different metallicities are statistically indistinguishable, except
for the highest metallicity which has a significant deficit of systems with
separations ∼< 20 AU. Note that, if anything, the VLM systems are wider
than the stellar systems.
that the separation distribution of A-type stars is bimodal (Ducheˆne
& Kraus 2013). O-type stars may also have a bimodal compan-
ion separation distribution (Mason et al. 1998), with the separation
distribution of spectroscopic systems peaking at very short periods
(Sana et al. 2012, 2013; Sana 2017).
In the calculations performed for this paper, binaries as close
as 0.03 AU (6 R) can be modelled before they are assumed to
merge. However, the sink particles have accretion radii of 0.5 AU,
so gas is not modelled on scales smaller than this. The lack of gas
to provide dissipation on small scales inhibits the formation of very
close systems (Bate, Bonnell & Bromm 2002).
In Fig. 11, we present the separation (semi-major axis) distri-
butions of the stellar (M1 > 0.1 M) multiples. The distributions
are compared with the lognormal distributions from the surveys of
M-dwarfs by Janson et al. (2012) and solar-type stars by Raghavan
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Figure 13. The mass ratio distributions of bound pairs with stellar primaries in the mass ranges 0.5 < M1 < 1.2 M (top row) and 0.1 < M1 < 0.5
M (bottom row) produced by the calculations with different metallicities (left to right). The solid black lines give the observed mass ratio distributions
of Raghavan et al. (2010) for binaries with solar-type primaries (top row) and Janson et al. (2012) for M-dwarfs (bottom row). The observed mass ratio
distributions have been scaled so that the areas under the distributions match those from the simulation results. There is no obvious dependence of the mass
ratio distributions on opacity.
et al. (2010). As expected due to the absence of small-scale dissipa-
tion, there are few systems in the numerical simulations that have
separations smaller than 1 AU.
The binned histograms indicate that there may be a trend of
increasing peak separation with increasing metallicity. In Fig. 12,
we provide the cumulative separation distributions for each of the
calculations. The median separations of the metal-poor calcula-
tions are smaller than those obtained for the calculations with so-
lar and super-solar metallicities. Performing Kolmogorov-Smirnov
tests on each pair of cumulative distributions shows that they are
statistically indistinguishable, except for the Z = 3 Z distribu-
tion. The most metal-rich calculation has a significant deficit of
multiple systems with separations ∼< 20 AU. We will discuss this
result further in Section 4.1.
Each calculation produces five or fewer VLM multiple sys-
tems (see Table 2), so it is not possible to determine how the sep-
arations of VLM systems may depend on metallicity. In Fig. 12,
we plot a single cumulative distribution that includes all 18 VLM
multiple systems from all four calculations. Unlike observed sys-
tems, the simulated VLM systems do not tend to have smaller sep-
arations than the stellar systems. Either the simulations are miss-
ing some formation mechanism that preferentially produces close
VLM systems, or VLM systems evolve to tighter separations on
longer timescales (e.g., via dynamical processing; Bate 2009a).
This absence of tight VLM systems has been a problem for all sim-
ilar calculations since radiative transfer was introduced (Bate 2012,
2014). Only the earlier barotropic calculations of Bate (2009a)
displayed significantly tighter VLM systems than stellar systems.
In the barotropic calculations, disc fragmentation was much more
prevalent, so this may be an indication that there is insufficient disc
fragmentation when radiative transfer is included. This insufficient
disc fragmentation could be numerical in nature, due to excess vis-
cous heating and/or insufficient resolution (e.g. Meru & Bate 2012).
Alternately, the wider separations may be due to a lack of orbital
Figure 14. The cumulative mass ratio distributions of pairs of objects pro-
duced by the four calculations with different metallicities. Pairs include both
binaries and bound pairs that may be components of triple or quadruple sys-
tems. We also plot the mass ratio distribution of the 17 VLM pairs from
all four calculations, and the observed mass ratio distribution of solar-type
stars from Raghavan et al. (2010). Performing Kolmogorov-Smirnov tests
on the simulated distributions shows that they are statistically indistinguish-
able, despite the apparent excess of low mass-ratio systems for the lowest
metallicity. Each of the simulated distributions is also formally consistent
with being randomly drawn from the Raghavan et al. (2010), except for the
Z = 3 Z distribution for which the Kolmogorov-Smirnov probability is
9.7 × 10−3, but this distribution is in good agreement with the observed
distribution for M-dwarf binaries (see the bottom-right panel of Fig. 13).
decay through interaction with gas on small scales (e.g., the loss
of angular momentum to a circumbinary disc; Artymowicz et al.
1991). For low-mass systems, any discs are expected to be low-
mass and poorly numerically resolved or, indeed, completely unre-
solved (Bate 2018). This problem warrants future investigation.
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3.3.4 Mass ratio distributions of pairs
In Fig. 13, we give the mass ratio distributions of bound pairs with
primary masses M1 > 0.5 M (top row) and M-dwarf pairs with
masses 0.1 6 M1 < 0.5 M (bottom row). We do not plot the
distributions of VLM pairs because there are so few of them. These
distributions include binary systems, and pairs that are the inner
components of triple and quadruple systems. A triple system com-
posed of a binary with a wider companion contributes the mass ra-
tio from the closest pair, as does a quadruple composed of a triple
with a wider companion. A quadruple composed of two pairs orbit-
ing each other contributes two mass ratios – one from each of the
pairs. We compare the M-dwarf distribution to the observed mass
ratios from Janson et al. (2012), and the higher-mass stars to the
mass ratio distribution of binaries with solar-type primaries from
Raghavan et al. (2010).
The distributions from the calculations are in reasonable
agreement with the observed distributions, and there is no strong
evidence of a dependence on metallicity. In Fig. 14 we plot the cu-
mulative mass ratio distributions for each calculation (each cover-
ing all primary masses). We also plot the mass ratio distribution of
the 17 VLM pairs produced by all the calculations together. There
is a preference for equal-mass VLM pairs, but it is not as strong
as is observed (Close et al. 2003; Siegler et al. 2005; Reid et al.
2006) and the VLM distribution is not significantly different from
the overall mass ratio distributions. Most of the distributions are bi-
ased toward equal-masses when compared to the mass ratio distri-
bution of the solar-type pairs as observed by Raghavan et al. (2010).
This is to be expected if mass ratios become more biased toward
equal masses as the primary mass decreases (consistent with the
M-dwarf survey of Janson et al. 2012) because most of the pairs
in the simulations have M-dwarf primaries (Table 2). On the other
hand, Reggiani & Meyer (2013) argue that the observed mass ra-
tio distributions of M-dwarf and solar-type binaries are currently
indistinguishable. The lowest metallicity calculation has a greater
fraction of low-mass ratio systems, but Kolmogorov-Smirnov tests
comparing the Z = 0.01 Z distribution with the distributions for
higher metallicities do not find this difference to be significant, at
least when including binaries of all separations. However, we re-
examine the mass ratio distribution of close binaries in Section 4.1.
4 DISCUSSION
We have performed radiation hydrodynamical calculations of star
formation in molecular clouds whose metallicity is varied by up
to a factor of 300. Despite very different temperature distributions
within the clouds, the resulting stellar mass distributions, stellar
multiplicity, and mass ratio distributions of bound pairs are sta-
tistically indistinguishable. The only statistically-significant differ-
ence between the properties of the stellar systems produce by the
four calculations is that there is a deficit of close multiple systems
with super-solar metallicities. In the following sections, we com-
pare these results to those from past observational and theoretical
studies to understand why metallicity is generally so unimportant
and why close multiple system differ with different metallicities.
4.1 Binary frequencies and separation distributions
Three papers have recently claimed that the close binary fractions
for solar-type stars are anti-correlated with metallicity (Badenes
et al. 2018; Moe, Kratter & Badenes 2018; El-Badry & Rix 2018).
Mass Range [M] Single Binary Triple Quadruple
Metallicity Z = 0.01 Z
M < 0.03 16 0 0 0
0.03 6M < 0.07 22 0 0 1
0.07 6M < 0.10 7 0 0 0
0.10 6M < 0.20 8 2 1 0
0.20 6M < 0.50 10 6 2 1
0.50 6M < 0.80 4 3 1 0
0.80 6M < 1.2 1 3 1 1
M > 1.2 0 1 3 2
Metallicity Z = 0.1 Z
M < 0.03 12 0 0 0
0.03 6M < 0.07 29 1 0 0
0.07 6M < 0.10 8 2 1 0
0.10 6M < 0.20 27 3 2 0
0.20 6M < 0.50 13 4 2 1
0.50 6M < 0.80 3 1 2 0
0.80 6M < 1.2 0 2 0 3
M > 1.2 1 3 0 3
Metallicity Z = Z
M < 0.03 20 0 0 0
0.03 6M < 0.07 39 1 1 0
0.07 6M < 0.10 20 3 0 0
0.10 6M < 0.20 24 3 2 1
0.20 6M < 0.50 16 12 4 1
0.50 6M < 0.80 4 4 1 3
0.80 6M < 1.2 2 1 4 0
M > 1.2 3 2 1 4
Metallicity Z = 3 Z
M < 0.03 13 0 0 0
0.03 6M < 0.07 28 2 0 0
0.07 6M < 0.10 15 3 0 0
0.10 6M < 0.20 23 9 4 1
0.20 6M < 0.50 18 11 2 5
0.50 6M < 0.80 7 3 1 2
0.80 6M < 1.2 4 1 1 2
M > 1.2 2 1 4 3
All masses, 4 calculations 399 87 40 34
Table 2. The numbers of single and multiple systems for different primary
mass ranges at the end of the four radiation hydrodynamical calculations
with different metallicities.
Object Number Mass tform Accretion Rate
[M] [tff ] [M yr−1]
1 1.2586 0.6061 4.05× 10−5
2 0.2313 0.7067 0
3 0.5299 0.7100 0
4 1.0497 0.7515 3.20× 10−5
5 0.1456 0.7615 9.06× 10−7
Table 3. For each of the four calculations, we provide online tables of
the stars and brown dwarfs that were formed, numbered by their order of
formation, listing the mass of the object at the end of the calculation, the
time (in units of the initial cloud free-fall time) at which it began to form
(i.e. when a sink particle was inserted), and the accretion rate of the object
at the end of the calculation (precision ≈ 10−7 M yr−1). The first five
lines of the table for the solar metallicity calculation are provided above.
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Object Numbers No. of No. in Mmax Mmin M1 M2 q a P e Relative Spin Spin1 Spin2
Objects System or Orbit -Orbit -Orbit
Angle Angle Angle
[M] [M] [M] [M] [AU] [yr] [deg] [deg] [deg]
55, 62 2 3 1.241 0.856 1.241 0.856 0.690 0.69 0.40 0.172 25 138 123
171, 170 2 3 0.431 0.351 0.431 0.351 0.815 0.93 1.01 0.505 3 45 47
(171, 170), 197 3 3 0.431 0.351 0.782 0.375 0.480 8.22 21.91 0.387 29 – –
(141, 204), (212, 215) 4 4 0.614 0.092 0.960 0.197 0.205 93.77 843.87 0.244 – – –
(( 21, 19), 25), 15 4 4 4.847 2.173 10.11 2.457 0.243 153.85 538.12 0.362 – – –
Table 4. For each of the four calculations, we provide online tables of the properties of the multiple systems at the end of each calculation. The structure of
each system is described using a binary hierarchy. For each ‘binary’ we give the masses of the most massive star Mmax in the system, the least massive star
Mmin in the system, the masses of the primary M1 and secondary M2, the mass ratio q = M2/M1, the semi-major axis a, the period P , the eccentricity e.
For binaries, we also give the relative spin angle, and the angles between orbit and each of the primary’s and secondary’s spins. For triples, we give the relative
angle between the inner and outer orbital planes. For binaries, Mmax = M1 and Mmin = M2. However, for higher-order systems M1 gives the combined
mass of the most massive sub-system (which may be a star, binary, or a triple) and M2 gives the combined mass of the least massive sub-system (which also
may be a star, a binary, or a triple). Multiple systems of the same order are listed in order of increasing semi-major axis. As examples, we provide selected
lines from the table from the solar metallicity calculation.
Such an anti-correlation had been claimed before (Grether &
Lineweaver 2007; Raghavan et al. 2010), but the significance had
always been limited by small numbers of stars and potential obser-
vational biases (e.g. Stryker et al. 1985), while other surveys found
no significant difference (e.g. Abt & Willmarth 1987; Latham et al.
2002). Badenes et al. (2018) considered radial velocity variable
stars from the APOGEE survey (both main sequence and evolved
stars) and found that metal-poor (Z < 0.3 Z) stars have a mul-
tiplicity fraction a factor of 2–3 higher than metal-rich (Z > Z)
stars. Moe et al. (2018) examined spectroscopic binary fractions
using five different datasets (spectroscopic binaries, radial veloc-
ity variables, and eclipsing binaries), finding that there was a con-
sistent anti-correlation between the frequencies of close binaries
(periods< 104 days; separations < 10 AU) across the datasets. El-
Badry & Rix (2018) analysed the wide binary fraction using Gaia
DR2 data and found that the wide binary fraction is independent
of metallicity at separations ∼> 250 AU, but rapidly becomes anti-
correlated at smaller separations (particularly < 100 AU).
As seen in Section 3.3.3, we see evidence for such an anti-
correlation from the numerical simulations. In this section, we first
compare our results to those of the above observational papers. We
then examine the origin of this anti-correlation.
4.1.1 The close binary fraction and mass ratio distributions
In Section 3.3.3, we found that the distribution of orbital separa-
tions from the highest metallicity calculation was statistically dif-
ferent from those with lower metallicities, but that the variations
between the distributions at lower metallicities were consistent with
those arising simply due to the small numbers of systems. However,
these separation distributions included binary, triple, and quadruple
systems, and systems of all primary masses. This is not what the
above observational papers considered. Badenes et al. (2018) and
Moe et al. (2018) considered only the fractions of spectroscopic bi-
naries (i.e., close binaries), while El-Badry & Rix (2018) only con-
sidered separations ∼> 50 AU. Moreover, Moe et al. (2018) and El-
Badry & Rix (2018) limited their studies to systems with solar-type
primaries (M1 ≈ 0.6−1.5 M andM1 ≈ 0.45−1.5 M, respec-
tively). In Section 3.3.3, by including all systems in the analysis,
variations in a limited fraction of the parameter space (i.e., close
systems) may be hidden by statistical variations. This is particu-
larly important here because the number of systems produced by
Figure 15. The frequencies of close companions (semi-major axes a <
10 AU) for low-mass stars with masses M∗ = 0.1 − 1.5 M that are
produced by the four calculations with different metallicities (blue open
squares and errorbars). We compare the results with the equivalent fre-
quencies from the numerical simulations of Bate (2014) (red triangles
and dashed errorbars), and with the observed values for stellar masses
M∗ = 0.6 − 1.5 M from Moe et al. (2018) (black filled squares and
errorbars). The error bars for the numerical simulations give 95 percent con-
fidence intervals. The values of the metallicity have been slightly offset for
the Bate (2014) results for clarity. In all cases, there is an anti-correlation
between the frequency of close companions and metallicity, and the numer-
ical values are in reasonable agreement with the observed values.
the numerical calculations is up to two orders of magnitude smaller
than those in the above observational studies.
To better compare the simulations with the observations, we
try to replicate as closely as possible the sample of Moe et al.
(2018). The problem is that we have relatively few systems with
primary masses M1 = 0.6 − 1.5 M (see Table 2). Most systems
are M-dwarf systems (as expected for a standard IMF). To improve
the statistical significant, we therefore expand our sample to con-
sider M1 = 0.1− 1.5 M. We note that, observationally, M-dwarf
binaries tend to be closer than more massive binaries with typical
separations of ≈ 10 AU (Janson et al. 2012), and there have been
few studies of whether the binary fraction of M-dwarfs depends on
metallicity. Riaz, Gizis & Samaddar (2008) and Lodieu, Zapatero
Osorio & Martı´n (2009) find that the binary fraction at separations
∼> 5 AU appears to be lower for metal-poor M-dwarfs systems,
indicating that either the overall binary frequencies are lower, or
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Figure 16. The mass ratio distributions of stellar pairs with primary masses M1 = 0.1 − 1.5 M. In the left panel, we give the distributions for pairs with
semi-major axes a < 10 AU, while in the right panel we give the distributions for pairs with a > 10 AU. Due to the small numbers of objects, the probability
of any two pairs of distributions being drawn from the same underlying distribution never falls below 9 percent in the left plot. However, the close pairs (left
panel) do display a consistent trend of more low mass ratio systems as the metallicity is reduced. There is no such trend for the wider pairs (right panel).
that metal-poor systems are preferentially closer. It is possible that
the low binary fractions obtained by these metal-poor M-dwarf sur-
veys was due to selection effects (see the discussion in Moe et al.
2018). But if both M-dwarf and solar-type binaries were preferen-
tially closer at lower metallicity, this may help to explain both the
M-dwarf results and the observed anti-correlation of close solar-
type binaries with metallicity.
In Fig. 15, we present the close binary frequencies (semi-
major axes < 10 AU) from each of our simulations for systems
with primary masses M1 = 0.1 − 1.5 M. We compare these
to the equivalent fractions that were obtained by Bate (2014), and
also to the observational results of Moe et al. (2018). The numerical
results clearly slow the same anti-correlation of close binary frac-
tion with metallicity as seen in the observed systems, albeit with
larger error bars because of the much smaller sample sizes. Inter-
estingly, the same effect is seen in the Bate (2014) dataset. Bate did
note that there was an apparent shifting of the peak of the separa-
tion distribution of multiple systems to smaller separations at lower
metallicities, but concluded that this was not statistically significant
given the small numbers of objects. However, this result considered
the populations as a whole; when restricting the dataset to consider
only the close binary frequency of low-mass stars, the same trend
is recovered. This implies that the physical mechanism that leads
to the close binary metallicity dependence was already captured
by the older calculations — in other words, it originates from the
metallicity dependence of the opacity used in the radiative transfer,
rather than from the separate treatment of gas and dust temperatures
or the model of the diffuse interstellar medium that are employed
in the new calculations presented in this paper.
In Section 3.3.4 we noted that binary mass ratios may be pref-
erentially lower in the Z = 0.01 Z calculation. Since binary fre-
quencies seem to depend on whether close or wide systems are
considered, we also investigate whether the mass ratios distribu-
tions of bound pairs differ between close and wide systems and
whether they have a metallicity dependence. In Fig. 16, we give
the mass ratio distributions of pairs with low-mass stellar primaries
(M1 = 0.1−1.5M) for close pairs (semi-major axes a < 10AU;
left panel) and wider pairs (right panel). For the close pairs, there
is a consistent trend with metallicity such that lower metallicities
produce more low-mass ratio systems. It would be interesting to
investigate whether real stellar systems display such a trend. The
wider pairs display no such trend. We do note, however, that be-
cause of the relatively small numbers of systems produced by the
calculations, even the most different of the close-pair mass-ratio
distributions differ at less than the 2-σ level of confidence.
4.1.2 Wide companions
Despite the dependence of close binary fraction on metallicity,
studies of visual and proper-motion companions have found that
the fraction of wide companions is relatively independent of metal-
licity (Carney 1983; Chaname´ & Gould 2004; Zapatero Osorio &
Martı´n 2004; Zinnecker et al. 2004), or perhaps lower for metal-
poor systems (Rastegaev et al. 2008; Jao et al. 2009). Moe et al.
(2018) also showed that the frequency of wide companions (orbital
periods longer than 106 days, or semi-major axes ∼> 200 AU) in
the Raghavan et al. (2010) sample does not display any significant
metallicity dependence. Similarly, El-Badry & Rix (2018) find that
at separations ∼> 250 AU there is no evidence that the companion
fraction depends on metallicity.
Moe et al. (2018) don’t find any evidence that the functional
form of the separation distribution of close binaries varies with
metallicity. They point out that if the separation distribution has the
same form, but a different normalisation, for separations ∼< 10AU,
and the same distribution for separations ∼> 200 AU, then there
must be a transition region at ≈ 10 − 200 AU. Furthermore, it is
likely that peak of the separation distribution lies within this transi-
tion range of separations and the peak moves to greater separations
at higher metallicities. Moe et al. (2018) provide an illustrative fig-
ure (their Fig. 19) of this change in the separation distribution.
The results from the simulations are in qualitative agreement
with this picture. From Figs. 11 and 12 it is clear that at Z =
0.01 Z the peak of the separation distribution is at ≈ 10 AU,
while at Z = 3 Z the peak increases to ≈ 30 AU. This is less of
a shift than that proposed by Moe et al. (2018), but the shift of the
peak is in the correct sense and in the appropriate transition region.
There is some tension between the observations and the nu-
merical simulations in terms of the overall multiplicity. Moe et al.
(2018) claim that the wide companion fraction is 0.21 ± 0.03
independent of metallicity over the separation range ≈ 200 −
20, 000 AU, but that the close companion fraction (∼< 10 AU)
ranges from 0.53 ± 0.12 at Z = 0.001 Z to 0.10 ± 0.03 at
Z = 3 Z. Thus, unless the companion fraction is positively cor-
related with metallicity for separations≈ 10−200 AU, the overall
companion fraction must be anti-correlated with metallicity, albeit
less strongly than that for the close binaries alone.
However, in the numerical simulations, the overall multiplic-
ity fraction for primary massesM1 = 0.1−1.5 M does not show
any evidence for a metallicity dependence. The multiplicity frac-
tions are 22/45 = 0.49 (Z = 0.01 Z), 19/63 = 0.30 (Z = 0.1 Z),
38/84 = 0.46 (Z = Z), and 46/98 = 0.47 (Z = 3 Z). There is no
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Metallicity Numbers of Close Binaries Formed by Various Formation Mechanisms Total
[Z] Separate-SD Filament-SD Exchange Filament-Network Disc-Frag
0.01 3* 7 4* 0 5* 17
0.1 10 4 3* 0 3* 19
1 2* 12 1* 6 5 25
3 7 2 7 0 0 16
Table 5. For each of the four calculations, we provide a break down of the formation mechanisms involved in producing the close binaries (separations
< 10 AU) with primary masses M1 = 0.1 − 1.5 M. We list the numbers of close binaries that involved stars forming in separate cores or filaments and
becoming a close binary through a star-disc interaction, stars forming from the fragmentation of a single filament and becoming a close binary through a
star-disc interaction, exchange interactions in multiple systems, fragmentation of a network of filaments, and disc fragmentation. Some close binaries involved
two mechanisms, so these are counted twice and the numbers are denoted with an asterisk. The last column gives the total number of close low-mass stellar
binaries that were produced by that calculation.
detectable metallicity dependence when considering either the mul-
tiplicity fraction (equation 1) or the companion fraction (defined as
(B + 2T + 3Q)/(S +B + T +Q)). There are two main reasons
for this. First, in the simulations, there is a slightly higher fraction
of wide systems (100 − 104 AU) at high metallicities than at low
metallicities (see Fig. 11, being careful to account for the fact that
there are more stars overall in the higher metallicity calculations).
Second, although there is a significant deficit of close systems with
semi-major axes < 10 AU at Z = 3 Z, this is partially offset by
a lot of systems with semi-major axes of 15− 30 AU (Fig. 12).
It is possible that a weak anti-correlation of the overall multi-
plicity on metallicity is simply hidden by variations due to the rel-
atively small numbers of stars produced by the simulations. How-
ever, we note that the separation range ≈ 10 − 50 AU is not well
probed by observations. Thus, it is also possible that the deficit of
∼> 10 AU companions at super-solar metallicities is largely made
up for by an excess of companions at separations of≈ 10−50 AU.
This is an intriguing possibility that it would be fascinating to test
with future observations.
Finally, we note that it is the wide population in these calcula-
tions that is most likely to undergo further dynamical evolution and,
thus, least likely to be comparable to observed field stars. The high
stellar densities mean that it is difficult to form wide bound sys-
tems due to gravitational interactions with other protostars. More-
over, Moeckel & Bate (2010) and Kouwenhoven et al. (2010) and
showed that wide binaries can actually be produced during the dis-
solution of a cluster and the dispersal of its stars into the field.
4.1.3 The origin of the close binary fraction anti-correlation
with metallicity
Both Moe et al. (2018) and El-Badry & Rix (2018) propose that the
higher close binary frequency at lower metallicities results from an
increased propensity for disc fragmentation due to the lower opac-
ities and, thus, enhanced disc cooling rates. This is not unreason-
able, but the advantage we have here is that we can actually go back
and look at how each binary was formed to see whether this is the
case, or whether the anti-correlation arises for some other reason.
Forming close binaries by direct fragmentation on scales
smaller than ≈ 5 AU is not thought to be possible (Bate 1998;
Bate et al. 2002) because collapsing molecular clouds are believed
to produce an intermediate first hydrostatic core (FHSC) that has
a typical radius of ≈ 5 AU (Larson 1969) before a stellar core
is formed. However, by examining the formation of close binaries
in the first hydrodynamical simulation to model the formation of
a group of stars and resolve discs and binaries down to scales of
a few AU, Bate et al. (2002) showed that, together, three mech-
anisms could produce realistic fractions of close binaries. These
mechanisms were dynamical encounters within and between multi-
ple systems, the dissipative interaction of binaries and multiple sys-
tems circumbinary and circum-multiple discs, and the accretion by
a binary of gas with low-specific angular momentum. These mech-
anisms are involved in producing the close binary systems in the
new calculations presented here.
Table 5 gives the numbers of times that various mechanisms
were involved in producing one of the close binaries (M1 =
0.1 − 1.5 M). This table was constructed by examining anima-
tions of how each close binary was formed (see the mosaic anima-
tions provided in the online Additional Supporting Information).
We find that there are various ways in which the close binaries
form. Some protostars form in separate molecular condensations
and subsequently encounter each other in a dissipative star-disc in-
teraction to form a binary (‘Separate-SD’ in the table). Others form
as fragments along a single filament that fall towards each other
and form a binary via a star-disc interaction (‘Filament-SD’ in the
table). Exchange interactions are sometimes involved, where a bi-
nary and a single star, or a binary and another multiple system, form
separately and undergo a dynamical encounter during which a close
binary system is formed consisting of one object from each of the
original systems (‘Exchange’ in the table). Some close binaries are
formed via the fragmentation of a network of filaments and sub-
sequent dissipative dynamical interactions (‘Filament-Network’ in
the table). Finally, some involve disc fragmentation (‘Disc-Frag’ in
the table). In some cases, more than one of the above mechanisms
is involved. Asterisks are used in the table to denote that the num-
bers include such cases (and, thus, the numbers in that row sum to
a greater number than the total number of close binaries that were
formed in that calculation).
In each calculation, the majority of the close binaries were
formed through dissipative star-disc interactions between two ob-
jects that formed separately (either in separate condensations or
via filament fragmentation). Disc fragmentation does play a role
in the formation of some close binaries, but it is not the leading
mechanism in any of the calculations and, apart from the highest
metallicity calculation, the fraction of close binaries involving disc
fragmentation does not appear to depend strongly on metallicity.
In examining how each close binary was formed, several dif-
ferences were found between the high and low metallicity calcu-
lations. First, in the super-solar metallicity calculation, there are
many filaments that fragment into two FHSCs which fall together
and merge into a single object before they have a chance to form
stellar cores. By contrast, in the lower metallicity calculations, such
systems often produce close binaries because the FHSCs collapse
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to form stellar cores before they have time to merge (FHSCs have
typical diameters of ≈ 10 AU, around 500 times larger than a stel-
lar core; Larson 1969). The reason for this difference is that with
higher metallicity a FHSC has a higher opacity and a low cooling
rate, and therefore takes longer to contract and trigger the second
collapse to produce a stellar core. This is one of the main reasons
the close binary fraction is lowest in the Z = 3 Z calculation.
Second, in addition to the longer FHSC lifetimes, the Z =
3 Z calculation does have much less disc fragmentation. Only
one disc fragments in the super-solar metallicity calculation (but
does not form a close binary), compared to many discs that frag-
ment in each of the other calculations. However, it is important to
note how the cases involving disc fragmentation produce close bi-
naries. In the solar-metallicity calculation, all five close binaries
that involve disc fragmentation are produced from ‘classical’ disc
fragmentation, where the disc around an existing protostar (or in
one case, a binary) fragments into one or more objects and one of
these forms the close binary with the original protostar. However,
in the two lowest metallicity calculations, although the mechanisms
for producing 8 close binaries involve disc fragmentation (see Ta-
ble 5), they do so in a variety of different ways (only one involves
‘classical’ disc fragmentation). In one case, the two objects that end
up in a close binary begin as separate protostars. The disc around
one of these fragments to produce two companions. Later the sep-
arate protostar exchanges into the multiple system and the close
binary is formed from the two original protostars (neither of which
was formed via disc fragmentation). In two other similar cases, a
passing star exchanges into a multiple system in which all but the
original object formed by disc fragmentation, but in these cases the
close binary is formed by pairing the passing protostar and one of
the protostars that formed via disc fragmentation. In another case,
the fragmentation of a disc surrounding a binary is triggered by an
encounter with another protostar and the fragment and the encoun-
tering protostar produce the close binary. In another case, a proto-
star forms as one of more than 10 objects in a fragmenting disc and
is ejected. It later passes through a structured collapsing dense core
that forms three protostars almost simultaneously and after a com-
plex dynamical interaction ends up in a close binary with one of
the three. In the final example, two close binaries are formed when
two objects that form via disc fragmentation pair up to form a close
binary that is later ejected. Thus, in all of these cases disc fragmen-
tation is involved in producing close binaries, but not usually in the
simple manner that is often envisaged.
As mentioned in Section 4.1.1, the fact that the anti-
correlation of the close binary fraction with metallicity appears in
both the calculations of Bate (2014) and the new calculations pre-
sented here means that it is the metallicity dependence of the opac-
ity that is the cause. Fundamentally, the opacity decreases with de-
creasing metallicity. At high densities where gas and dust are ther-
mally well coupled and the optical depth is high, this results in an
increased cooling rate at low metallicities which is likely to produce
enhanced fragmentation on small scales. This will apply to the col-
lapse of structure molecular cloud cores, filaments, and discs. To
test this assertion, when each protostar is formed (i.e., a sink parti-
cle is inserted) we record the distance to the closest already existing
protostar. In Fig. 17 we plot the cumulative distributions of these
separations for all the protostars that form in each calculation. It
can be clearly seen that at the lowest metallicity (Z = 0.01 Z),
the protostars tend to form closer to each other than at higher metal-
licities, and the distribution for the Z = 0.1 Z calculation is also
shifted slightly towards smaller scales compared to the distributions
for the two highest metallicities. This provides further evidence that
Figure 17. The cumulative distributions of the distance between the closest
existing protostar and a newly formed protostar from each of the four cal-
culations with different metallicities. Protostars tend to form closer to each
other in the low metallicity calculations than at high metallicities.
it is the reduced opacity leading to enhanced small-scale fragmen-
tation that enhances the close binary fraction at low metallicities.
In summary, in both the calculations discussed in this paper
and in Bate (2014) there is an anti-correlation between the close
binary fraction and metallicity that is similar to that which is ob-
served. However, enhanced disc fragmentation is not the main rea-
son for the higher fractions of close binaries at lower metallic-
ities. Rather, it is the lower opacity and higher cooling rate of
dense gas in general which results both in more small-scale frag-
mentation (whether it be core, filament, or disc fragmentation) and
shorter lifetimes of the first hydrostatic core phase which reduces
the propensity for FHSCs to merge before producing stellar cores.
4.2 Comparison with previous theoretical results
With the exception of the close binary properties and the abundance
of stellar mergers, we find no evidence for a strong dependence of
stellar properties when varying the metallicity from 0.01 to 3 times
the solar value. The initial mass function seems to be quite insen-
sitive, although there is a hint that the fraction of brown dwarfs
may increase with lower metallicity. The overall stellar multiplic-
ities and the properties of wide binaries also seem to be relatively
insensitive. This invariance is somewhat surprising, given that the
temperature and density structure of the star-forming clouds them-
selves do vary greatly and the onset of the star formation is greatly
delayed at low metallicities due to the increased temperatures and
the associated pressure support (Section 3.1).
Myers et al. (2011) and Bate (2014) performed two similar
prior studies. They performed radiation hydrodynamical calcula-
tions of star cluster formation in which the opacity of the gas was
varied (over a factor of 20 for the former study, and a factor of
300 for the latter study). Both studies found that the IMF did not
vary significantly with such changes to the opacity. The calcula-
tions of Myers et al. (2011) only produced a few dozen stars each
and employed sink particles with radii of 28 AU so they could not
investigate the dependence of multiple systems on metallicity.
The calculations presented here are identical in scale and res-
olution of those of Bate (2014), but they substantially improve the
thermal modelling of low-density gas compared to the previous
studies. Not only are the heating and cooling processes that domi-
nate the low-density (number densities∼< 104 cm−3) ISM included,
but gas and dust temperatures are treated separately. This has an
enormous effect on the gas temperatures at low densities, which
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are typically much greater than in the calculations of Myers et al.
(2011) and Bate (2014). Furthermore, at the highest metallicity, the
temperature of high-density gas is often lower (Tgas < 10 K) due
to extinction of the interstellar radiation field. The different temper-
atures substantially alter the rate at which stars are produced by the
clouds. In Bate (2014), the clouds all produced stars at similar rates
regardless of the opacity. In the new calculations, the star formation
is substantially delayed at sub-solar metallicities (Fig. 1). However,
the changes in the large-scale temperature and density structure and
the delayed onset of star formation seem to be the only significant
effects of the improved thermal modelling. The properties of the
stellar systems are very similar to those obtained by Bate (2014).
Myers et al. (2011) and Bate (2014) both explained the rela-
tive invariance of the IMF as being due to the effects of radiative
heating from protostellars on the fragmentation of nearby gas, as
first proposed by Bate (2009b). The idea is that the characteristic
(median) mass of the IMF does not depend strongly on the large-
scale density and temperature of a molecular cloud (i.e., the global
Jeans mass) because as protostars form they heat the surrounding
cloud, inhibiting fragmentation, and increasing the cloud’s effec-
tive Jeans mass. The key is that in the simple case of a dust opacity
that depends on wavelength, λ, as κ ∝ λ−β then the temperature at
distance, r, from a protostar of luminosity, L∗, will approximately
follow T ∝ L1/4∗ r−2/(4+β) (at intermediate distances where the
radiation is optically thin, but the temperatures are not dominated
by the ISM) which is independent of the magnitude of the opac-
ity. Thus, the temperature structure at intermediate distances from
an accreting protostar is expected to be largely independent of the
metallicity, and it is the temperature that determines whether a
given gas structure will fragment or not. If gas does not fragment,
much of it will be able to accreted by the existing protostar rather
than fragment and produce new protostars. This leads to thermal
self-regulation of the IMF.
We note that there are many complications to this simplified
argument. For example, for a deeply embedded protostar with a
given luminosity the spectral energy distribution of the radiation
will depend somewhat on the metallicity (it will be redder for
higher metallicity) and, therefore, a small effect on the surrounding
temperatures is to be expected. There is also considerable uncer-
tainty regarding the luminosities of young protostars. Accretion lu-
minosity is believed to overwhelm the intrinsic luminosity of low-
mass protostars at high accretion rates (e.g., Offner et al. 2009).
Therefore, the above argument also assumes that the protostellar
radius does not vary significantly with metallicity. In the calcula-
tions presented here, protostellar luminosities are typically under-
estimated as the sink particles themselves do not emit radiation and
they use (metallicity-independent) accretion radii of 0.5 au. This
treatment should be improved upon in future studies. In-depth dis-
cussion regarding protostellar luminosities and other issues can be
found in Bate (2009b, 2012) and Krumholz (2011).
Of course, the effect of radiative heating discussed above re-
quires existing nearby protostars. In regions of collapsing gas away
from protostars that formed earlier, the reduced opacities at lower
metallicity allow high-density gas to cool more quickly than at high
metallicities, increasing the likelihood of fragmentation. Past hy-
drodynamical calculations of Machida (2008) and Machida et al.
(2009) showed that the fragmentation of unstable Bonnor-Ebert
spheres increases with decreasing metallicity, although their calcu-
lations were performed using a barotropic equation of state rather
than employing radiative transfer and a realistic equation of state.
Bate (2014) performed simple spherically-symmetric calculations
of collapsing 1-M Bonnor-Ebert spheres with radiative transfer
and varyied the opacities, showing that gas temperatures reduce by
factors of 5–7 at densities ranging from 10−13 to 10−9 g cm−3
when the opacity is reduced from 3 to 0.01 times the opacity of
solar-metallicity gas (see Fig. 23 of Bate 2014). As argued in Sec-
tion 4.1.3, it is these enhanced cooling rates with lower metallicity
that produces more small-scale fragmentation, shorter FHSC life-
times, and the increased close binary frequencies (and protostellar
mergers).
5 CONCLUSIONS
We have presented results from four radiation hydrodynamical sim-
ulations of star cluster formation that have identical initial condi-
tions except for their metallicity which ranges from 1/100 to 3 times
the solar value. The calculations resolve the opacity limit for frag-
mentation, protoplanetary discs (radii∼> 1 AU), and multiple stellar
systems. Unlike previous similar calculations, gas and dust temper-
atures are treated separately and a thermochemical model of the
diffuse ISM is used to provide more accurate temperatures, partic-
ularly at low densities.
We draw the following conclusions:
(i) Lower metallicity generally results in higher gas and dust
temperatures at low densities due to reduced rates of cooling. The
associated increase in thermal pressure produces smoother gas dis-
tributions and delays the onset of star formation, particularly for
sub-solar metallicities. However, as the simulations progress, the
star formation rates eventually become similar.
(ii) Most stellar properties do not display a strong dependence
on metallicity. The stellar mass functions produced by the calcu-
lations are statistically indistinguishable, although there is a hint
that the ratio of brown dwarfs to stars may increase slightly at low
metallicity. All of the calculations produce IMFs that are similar to
the parametrisation of the observed IMF by Chabrier (2005), but
with marginally lower median masses.
(iii) The stellar multiplicity strongly increases with primary
mass, similar to observed systems. But we do not detect a signifi-
cant dependence of the overall multiplicity on metallicity.
(iv) The separation distributions of multiple stellar systems are
found to be metallicity dependent. Metal-rich systems (Z = 3 Z)
have a statistically-significant deficit of close binaries relative to the
systems produced in the lower metallicity calculations (Fig. 12).
There is an apparent trend for multiple systems to be preferen-
tially tighter at lower metallicities, but the significance of this
trend is limited by the small numbers of systems produced by
the calculations. Examining the frequencies of close (semi-major
axes a < 10 AU) bound protostellar pairs with primary masses
M1 = 0.1−1.5 M, we find an anti-correlation between the close
binary fraction and metallicity that is similar to that which has re-
cently been observed (Fig. 15). We do not find any evidence for a
dependence of wide binaries a ∼> 100 AU) on metallicity.
(v) Considering bound stellar pairs (binaries, or bound pairs in
higher-order systems) of all masses and separations, we find no ev-
idence for a strong dependence of mass ratio on metallicity. How-
ever, if we restrict our samples to close (a < 10 AU), low-mass
bound stellar pairs we uncover a consistent preference for more
unequal-mass pairs at lower metallicities. The statistical signifi-
cance of this result is at about the 2-σ level.
(vi) We investigate the origin of the close (a < 10 AU) binary
systems and the anti-correlation between their frequency and metal-
licity. We find that as the metallicity is decreased, the lower opac-
ities and higher cooling rates of dense gas results in more small-
scale fragmentation and in the protostars being formed closer to-
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gether (Fig. 17). All types of fragmentation are enhanced, includ-
ing the fragmentation of collapsing dense cores, filament fragmen-
tation, and disc fragmentation. In addition, the lifetimes of the first
hydrostatic core phase are longer at higher metallicities (due to the
higher optical depths and reduced cooling rates), which means that
two metal-rich FHSCs are more likely to merge and produce a sin-
gle stellar core than two metal-poor FHSCs which may collapse to
form two (tightly bound) stellar cores before the systems have a
chance to merge. The close binaries are produced through a variety
of different mechanisms, including dissipative star-disc encounters
and interactions with circumbinary discs, dynamical exchange en-
counters between multiple stellar systems, and disc fragmentation.
Disc fragmentation alone is not responsible for the anti-correlation
between close binary fraction and metallicity in the simulations.
In general, variations in metallicity between 1/100 and 3 times
the solar value do not have a large effect on the resulting stellar
properties, with the exception of close multiple systems. Simula-
tions that produce much larger numbers of stellar systems ∼> 1000
will be required to confirm some of the above trends and to seek
out other weak dependencies of stellar properties on metallicity.
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SUPPORTING INFORMATION
Additional Supporting Information may be found in the online ver-
sion of this article:
Data files for protostars. We provide text files of Tables 3
and 4 that give the properties of the protostars and multiple sys-
tems for each of the four calculations. These files contain the data
necessary to construct Figs. 8 to 16. Their file names are of the for-
mat Table3 MetalX.txt and Table4 MetalX.txt where
‘X’ gives the metallicity (‘001’ for 0.01, ‘01’ for 0.1, ‘1’, or ‘3’).
Animations. We provide animations of the large-scale evolu-
tion of the column density, gas temperature, and dust temperature
for each of the four calculations (i.e., 12 animations). Sink par-
ticles are represented by white circles. These animations support
the snapshots provided in Figs. 2 to 5. In addition, we provide one
‘mosaic’ animation for each of the calculations, which displays a
region with dimensions of 400× 400 au centred on each protostar
(sink particle) that is produced during the simulation. For these an-
imations, the colour scale shows the logarithm of column density,
ranging from 1 to 104 g cm−2. The protostars appear in the order in
which they form in the calculation (excluding those that are lost in
mergers). These mosaic animations allow the evolution of each pro-
tostar and its disc(s) to be followed. The file names are of the format
Bate2019 MetalX Y.txt where ‘X’ gives the metallicity and
‘Y’ gives the variable (‘Density’, ‘Tgas’, ‘Tdust’, or ‘Discs’).
SPH output files. Finally, the data set consisting of the output
from the four calculations that are discussed in this paper is avail-
able from the University of Exeter’s Open Research Exeter (ORE)
repository at: https://ore.exeter.ac.uk/repository/.
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