SUMMARY
INTRODUCTION
Suppose we wish to fit a model to sample data selected randomly with unequal probabilities. When the random selection is ignored, estimators based on the assumption of independent and identically distributed observations may produce invalid inferences, especially if the sampling design is informative (e.g., Pfeffermann & Sverchkov, 1999 .
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We consider a design-based inference using empirical likelihood, with parameters defined through population estimating equations. These allow complex parameters such as linear, nonlinear or generalized linear regression parameters to be estimated. We derive the asymptotic properties under a sequence of finite populations and a sequence of sampling designs which allow the sample sizes to tend to infinity (Isaki & Fuller, 1982) ; o p (·) and O p (·) denote the 30 orders of convergence in probability with respect to the sampling design.
Let U be a finite population of units labelled i = 1, . . . , N . Suppose that U is stratified into H non-overlapping strata denoted by U h , where h = 1, . . . , H and ∪ H h=1 U h = U . We assume that H is bounded. Suppose that n h units are selected independently with replacement with unequal probabilities p i from U h , where � i∈U h p i = 1. Let s = ∪ H h=1 s h denote the sample containing 35 the labels of the units selected after n = � H h=1 n h draws. The probability distribution of s is Profiling consists in minimizing the empirical likelihood ratio statistic over any nuisance parameters in the model, thereby allowing inference for the parameter of interest. Qin & Lawless's (1994) profiling approach is limited to independent and identically distributed observations and does not account for the sampling design and the unequal probabilities. We propose to profile out the empirical likelihood ratio statistic proposed by Berger & De La Riva Torres (2016) . We
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show that the empirical likelihood ratio statistic, evaluated at the true value of the parameter of interest, follows a chi-squared distribution asymptotically. Binder & Patak (1994) proposed a non-parametric version of likelihood-based score statistics that can be used with nuisance parameters and relies on variance estimates. The bounds of confidence intervals are the solutions to a system of equations that can be solved numerically. Godambe & Thompson (2009, p.92) pointed out that solutions may not exist. Chen & Sitter (1999) and Zhong & Rao (2000) proposed an algorithm based on profiling the pseudo-empirical likelihood ratio statistic when stratum totals of auxiliary variables are unknown. For confidence intervals, the pseudo-empirical likelihood ratio statistic must be adjusted by variance estimates. The pseudo-empirical likelihood and generalized pseudo-empirical like-70 lihood approaches (Tan & Wu, 2015) are limited to univariate estimating equations. There is no general multivariate theory on profiling for these approaches. Pfeffermann & Sverchkov (1999 considered a semi-parametric approach that requires modelling the survey weights. The variances of the model parameters are estimated through linearization or re-sampling (e.g., Pfeffermann & Sverchkov, 1999) . In Section 7, we compare our approach with that of Pfeffermann & Sverchkov (1999 .
Standard confidence intervals based on variance estimates may perform poorly, when normality does not hold, as with skewed data and outlying values. Even when normality holds, heteroscedasticity or model misspecification may affect the coverage of standard confidence intervals (Owen, 1991) . Furthermore, coverage may be affected by the bias of linearized or re-80 sampling variance estimators. The proposed confidence interval does not rely on the normality of the point estimator. It is less computer-intensive than the bootstrap and simpler to implement than linearization, because it does not require variance estimation or the derivation of linearized variables. Our simulation studies show that the empirical likelihood confidence interval proposed Empirical likelihood approach for modelling survey data 3 has good coverage and balanced tail errors even when the point estimator is not normally dis-85 tributed.
PARAMETERS AND ESTIMATING EQUATIONS
The parameter ψ N ∈ R b is the fixed finite population vector that is the unique solution to the population multivariate estimating equation (Godambe & Thompson, 1986) ,
where g i (v i , ψ) is a b × 1 finite vector of estimating functions, v i is the vector of variables for 90 unit i, and 0 b is the b × 1 vector of zeros. We replace g i (v i , ψ) by g i (ψ) for simplicity.
Inferences about the population parameters can be improved by incorporating known population-level parameters, which may be available from administrative data, a census or population projections (e.g., Hartley & Rao, 1969; Owen, 1991; Deville & Särndal, 1992; Chaudhuri et al., 2008) . Let ϕ N be a vector of known population-level parameters, uniquely defined by the 95 solution to the population estimating equation
For simplicity, we replace f i (v i , ϕ) by f i (ϕ). The vector ϕ N may be of known population means, totals, ratios, proportions, variances, quantiles or distribution functions of some of the auxiliary variables within v i ; see Berger & De La Riva Torres (2016) . We assume that f i (ϕ) does not depend on ψ N , and has a finite dimension. The g i (ψ) may depend on ϕ N . 
where the m i are unknown scale-loads allocated to data points {i : i ∈ s} (Hartley & Rao, 1968) . Letm i maximize (2) subject to the constraints m i > 0 and
with C = � i∈U c i and c i the r-vector
Here, the H-vector z i contains the values of the stratification variables; that is,
where z ih = π i for i ∈ U h and z ih = 0 otherwise. Here,
We assume that the z i are known for all the sampled units.
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The vector C is known, because
, where n str = (n 1 , . . . , n H ) T denotes the vector of stratum sample sizes. For the calculation of m i ,π −1 can be removed from c i and C because it cancels in equation (3). We assume that C is an inner point of the conical hull formed by � i∈s m i c i , som i is unique. Berger & De La Riva Torres (2016) showed that
where the vector η is such that (3) and m i > 0 hold. A modified Newton-Raphson algorithm (Chen et al., 2002) can be used to compute η.
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Them i are always positive and play the role of survey weights. They are also calibrated, because
The calibration property is the consequence of the maximisation of �(m) and the fact that ϕ N is known.
The c i incorporate the information about the sampling design and the population-level parameter. When we use no population-level information and have a single stratum, we have
i are the basic design weights. 3·2. Maximum empirical likelihood point estimator Letm * i (ψ) maximize �(m) subject to the constraints m i > 0 and �
with
for a given vector ψ = (θ
; where g i (ψ) is defined in Section 2. We assume that c * i (ψ) is 125 differentiable with respect to ν for all i ∈ s in a neighbourhood around the true population value ν N . The maximum value of �(m), for a given ϕ N , under m i > 0 and the constraint (7) is
The maximum empirical likelihood estimatorψ of ψ N is the vector that maximizes (9) over ψ. Berger & De La Riva Torres (2016) showed thatψ is the solution tô
We assume that g i (ψ) are such that equation (10) i , the equation (10) is the design-unbiased estimator of G(ψ), for a given ψ, andψ is Binder's (1983) pseudo-likelihood estimator.
INFERENCE IN THE PRESENCE OF NUISANCE PARAMETERS
Suppose that we wish to make inference about a p × 1 sub-parameter θ N ∈ Θ ⊂ R p , where
The vector ν N is the q × 1 nuisance parameter, which is not of 135 primary interest. Here, ν N ∈ Λ ⊂ R q , q = b − p; and Θ and Λ are compact sets. The parameter ν N is assumed unknown and may need to be estimated when making inferences about θ N . We propose to test and construct a confidence region for the parameter of interest θ N by using the empirical likelihood ratio statistic,
Empirical likelihood approach for modelling survey data
It can be shown that �(ψ, ϕ N ) = � i∈s logm i , 140 where them i are defined by (6), because (10) holds forψ. In Appendix 1, we propose an algorithm to compute (11).
In Section 5, we show that under regularity conditions and when θ = θ N , expression (11) asymptotically follows a chi-squared distribution with p degrees of freedom under unequal probability stratified sampling, where p denotes the dimension of θ N ; that is,
The pivotal statistics (11) can also be used to construct confidence intervals for a scalar subparameter θ N of ψ N . In this case, ν N denotes the remaining parameters of ψ N , sor(θ N , ϕ N ) follows asymptotically a chi-squared distribution with one degree of freedom. Thus the α% empirical likelihood confidence interval for θ N is {θ :r(θ, ϕ N ) ≤ χ 2 1 (α)}, where χ 2 1 (α) is the upper α-150 quantile of the chi-squared distribution with one degree of freedom. Ther(θ, ϕ N ) is a convex function of θ with a minimum value when θ =θ.
ASYMPTOTIC PROPERTIES
5·1. Regularity conditions In this Section, we show that, under a set of regularity conditions, the property (12) holds. 155 We consider that υN −� � n/N � λ, where λ, υ and � are constants such that λ < 1, υ > 0 and 0 � � < 1/2. We assume that the π i and c * i (ψ N ) are such that the following regularity conditions (Berger & De La Riva Torres, 2016) 
The quantities c * i (ψ) and C * are defined in (8). Here, || · || denotes the Frobenius norm. We 160 consider that c * i (ψ) is differentiable with respect to ν for all i ∈ s in a neighbourhood around the true population value ν N . Condition (13) can be found in Krewski & Rao (1981 , p.1014 and guarantees that π i andπ are of the same order of magnitude. Condition (14) assumes thatĈ * π (ψ N ) is √ n design-consistent, and can be justified by using the Isaki & Fuller (1982, p.91 ) sufficient conditions. Chen & Sitter 165 (1999) showed that (15) holds for most unequal probability sampling designs. In the independent and identically distributed setting, (15) is the consequence of the Borel-Cantelli lemma (Owen, 2001, Lemma 11.2) . Condition (15) is a generalization for unequal probabilities. We need to include the constantπ within the definition of c * i (ψ N ) to ensure that (16) holds, butπ can 6 M. OGUZ-ALPER AND Y. G. BERGER be omitted for the computation of the function (11). Condition (17) ensures the existence of moments (e.g., Krewski & Rao, 1981) . It can be shown that the following simpler set of sufficient and stronger conditions,
175 imply (13), (14), (16) and (17), where τ = 1, 2, 3, 4, ζ = 1, 2 and 0 � φ 1 , φ 2 < 1. The proof may be found in an unpublished 2016 technical report available from the second author. The conditions (18) ensure that π i are in the vicinity ofπ . The conditions (19) and (20) are conditions on the sample and population moments, which hold when || g i (ψ N ) || and || f i (ϕ N ) || are both bounded by constants or when the distributions of the
5·2. Asymptotic properties of the empirical likelihood point estimator THEOREM 1. Under (13)- (17), and for any ψ such that
we have thatĜ(ψ, ϕ N ) in (10) is approximately equal to the regression estimator (23); that is,
whereB(ψ, ϕ N ) is a matrix of regression coefficients defined bŷ
i · The proof can be found in the Supplementary Material.
The matrixv ar{f π (ϕ N )} is the stratified Hansen & Hurwitz (1943) variance estimator of f π (ϕ N ). The matrixĉ ov{f π (ϕ N ),Ĝ π (ψ)} is an estimator of the covariance betweenĜ π (ψ) andf π (ϕ N ). Expression (22) implies that the maximum empirical likelihood estimator of ψ N 7 is asymptotically design-consistent. Expression (23) is the asymptotic design-optimal regression estimator proposed by Berger et al. (2003) .
5·3. Asymptotic distribution of the empirical likelihood ratio statistic For (12) to hold,r(θ N , ϕ N ) needs to converge to a quadratic form, which has a chi-squared distribution asymptotically. This is supported by the following Theorem.
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THEOREM 2. Under (13)- (17), we have thatr(θ N , ϕ N ) converges to a quadratic form; that is,
reg · Here, I b denotes the b × b identity matrix and
can be found in Theorem 1. The random matrix V reg is the stratified Hansen & Hurwitz (1943) variance estimator of the regression estimator 205 G reg (ψ N , ϕ N ); that is,
The proof can be found in the Supplementary Material. For the property (12) to hold, we need to show that the quadratic form in (25) follows a chisquared distribution asymptotically. This can be achieved by assuming that the sampling design is such that
holds. Evidence for the normality of the regression estimator can be found in Scott & Wu (1981) . Under sampling with replacement, standard large-sample theory can be used to show (27) (Prášková & Sen, 2009) . By using expression (25) and condition (27), the random variablê r(θ N , ϕ N ) given by expression (11) follows asymptotically a chi-squared distribution with p degrees of freedom, because (I b −Â • ) is a symmetric idempotent matrix with trace p, where p is 215 the dimension of θ. Hence, property (12) holds.
6. STRATIFIED CLUSTERED POPULATION The population may be subdivided into a large number M of small disjoint finite subsets U i (i = 1, . . . , M ) called clusters. Consider a stratified with-replacement sample s of n clusters selected with unequal probabilities. For example, clusters may be selected with proba-220 bilities proportional to their sizes. Units are sampled within the selected clusters. Let ψ N be the unique solution to the equation (1), which can be re-written as
is the estimating function for a unit j ⊂Ũ i , where v ij is the corresponding vector of variables defining ψ N .
We propose to use an ultimate cluster approach (e.g., Hansen et al., 1953) described as fol-lows. Letĝ i· (ψ) be an unbiased estimator of g i· (ψ) for a given ψ. The approach proposed in the previous sections can be used by treating the clusters as sampling units. That is, we substitute g i (ψ) byĝ i· (ψ) in (8). Now, p i is the selection probability of the ith cluster. With population-level information, the f i (ϕ N ) in (4), are defined at cluster-level. When ϕ N is a function of unit-level variables, the f i (ϕ N ) are replaced by unbiased estimates (e.g., Estevao & Särndal, 2006) .
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We assume that the regularity conditions (14)- (17) hold with g i (ψ N ) replaced byĝ i· (ψ N ). The equation (25) shows thatr(θ N , ϕ N ) is approximated by a quadratic form with an ultimate cluster covariance matrix which is consistent as long as n/M = o(1) (e.g., Särndal et al., 1992, Ch.4) . Hence,r(θ N , ϕ N ) follows a chi-squared distribution asymptotically as n → ∞.
SIMULATION STUDY
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7·1. Approaches considered
We compare the Monte Carlo performance of the empirical likelihood confidence intervals with those based on Wald's parametric test statistic, the Q-weighted approaches, pseudolikelihood and the rescaled bootstrap (Rao et al., 1992) . The linearization approach (Binder, 1983) is omitted, because with the models considered, pseudo-likelihood or Q-weighted ap-240 proaches reduce to linearization.
Q-weighted approaches are based on a Q-weighted estimator of the estimating equation (1). Q-weighted confidence intervals are based on linearization (Binder, 1983) . We consider two versions. The Q-weighted 1 confidence interval is based on the design-based Hartley & Rao (1962) variance estimator. The Q-weighted 2 approach uses the conditional variance estimator (Pfeffer- We consider 95% confidence intervals. The standardized length is the average length of the confidence interval divided by {2 × 1·96 √ MSE(θ)}, where MSE(θ) is the Monte Carlo mean 255 square error of the point estimator. The ratio of average lengths is average length divided by that of the empirical likelihood confidence intervals. We also consider the standard deviation of the confidence intervals' lengths. The ratio of standard deviations is the standard deviation of the lengths divided by that of the lengths of the empirical likelihood confidence intervals. Shapiro & Wilk's (1965) test is used to assess the normality of the point estimators. In all cases,
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we selected 1000 random samples by using the randomized systematic sampling design with inclusion probabilities π i and a single stratum. We used the Hartley & Rao (1962) variance estimator for approaches requiring variance estimates.
7·2. Linear regression
We generate a population of size N = 10,000 according to the model proposed by Hansen, 265 Madow & Tepping (1983), where Γ(· , ·) denotes the gamma distribution. The sample size is n = 500. The π i are proportional to z i = 5 + y i + x i + � i , where � i are generated from the unit exponential distribution.
The following linear regression model is fitted to the sample data,
where
and the e i denote the residuals. Thus,
where ψ = (θ, ν)
be the solution to (1) with g i (ψ) given by (29). The parameter of interest is the slope θ N , and the intercept ν N is the nuisance parameter. In Table 1 , we do not reject the normality of the point estimators, because the Shapiro & Wilk test p-values are greater than 0·49. The coverages of θ N for Wald and bootstrap confidence intervals are significantly different from 95%. The Q-weighted confidence intervals are the most stable, 275 because they have a smaller ratio of standardised length, but the upper tail error rates are significantly different from 2·5%. The rescaled bootstrap has the widest confidence intervals on average.
In the Supplementary Material, the significance of the intercept in (28) is tested by treating the slope as the nuisance parameter. For sample sizes less than 300, the empirical likelihood test has 280 higher rejection rates than the model-based F-test, the Wald-test, the pseudo-likelihood tests and the Q-weighted tests.
7·3. Linear regression with outlying values
We consider a population of size N = 10,000. We generate population values by using y i = 1 + x i + σe i , where x i ∼ N (8, 1), e i ∼ N (0, 1), and σ = 0·75. We replace 5% of the 285 y i by small values generated randomly from the uniform distribution U (min i∈U y i , u 1 ), with u 1 = y (0·25) − 1·5(y (0·75) − y (0·25) ), where y (0·25) and y (0·75) are respectively the lower and upper quartiles of y i (i ∈ U ). We replace 5% of the y i by large values generated from U (u 2 , max i∈U y i ), with u 2 = y (0·25) + 1·5(y (0·75) − y (0·25) ). The inclusion probabilities π i are equal toπ .
290
The parameter ψ N is the solution to (1) where g i (ψ) given by (29) with σ i = 1. The slope is the parameter of interest. Table 2 shows that the empirical likelihood approach gives the correct coverages and tail error rates. The other confidence intervals have marginally lower coverages, but are slightly shorter and more stable. The distribution of the point estimator departs from normality, because the Shapiro & Wilk p-value is 0·057. This explains the lower coverages of the 295 alternative approaches. The pseudo-likelihood 2 approach is omitted from Table 2 , because the pseudo-likelihood 2 confidence intervals did not exist for some samples (Godambe & Thompson, 2009, p.92) .
7·4. U.K. Labour Force Survey
We apply our approach to the first quarter 2011 U.K. Labour Force Survey, which contains data 300 for 16-60 year-old females and 16-65 year-old males. We quadrupled the dataset to create an artificial population of size N = 13,048. The π i are proportional to the reciprocal of the survey weights provided in the dataset. The variable y i is the binary variable: y i = 1 if the individual i is unemployed for one year or more; y i = 0 otherwise. The variable x i specifies the gender, x i = 1 for male and x i = 0 for female. We consider the logistic regression model with the response 305 variable y i and one explanatory variable, x i ,
be the solution to (1) with g i (ψ) given by (30). The parameter of interest is the slope θ N .
In Table 3 , the coverages are similar and not significantly different from 95%. The rescaled bootstrap confidence intervals are less stable. The Q-weighted 1 approach is the same as lin-310 earization (Binder, 1983) , because the same variance estimator is used and the point estimators are the same when x i is a binary variable. Population-level information is considered in the Supplementary Material. Similar coverages and tail error rates are observed.
DISCUSSION
There are analogies between empirical likelihood and calibration (Deville & Särndal, 1992) , 315 although they differ. Empirical likelihood gives survey weights (6), which are naturally calibrated because of the maximisation of empirical log-likelihood function (9), and the fact that a known population parameter is fixed within the function (9). The empirical likelihood approach does not always require population-level information. With the calibration approach, the calibration distance function is only used to derive calibration weights for point estimation, and plays no role in testing or constructing confidence intervals. The empirical log-likelihood (9) is used for point estimation, testing and confidence intervals. Calibration relies on linearized variance estimates. Variance estimation is not needed for empirical likelihood. The empirical likelihood weights are positive and asymptotically optimal. Calibration weights can be negative and not necessarily asymptotically optimal. In order to compute (11), we need to maximize (A.2) over ν. Let
• ν(θ) be the vector ν that maximizes 340 (A.2) for a given value of θ. As c * i (ψ) is assumed to be differentiable with respect to ν, the vector 
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This algorithm is based on the Taylor approximation of Υ(η, ν) in the neighbourhood of (η
The iterative Newton-Raphson algorithm consists in combining (A.5) and (A.6) to obtain the following recursive formula.∇ (η t , ν t )
For the first iteration (t = 0), η 0 = 0 and ν 0 =ν, whereν is the maximum empirical likelihood estimate We obtain the value ofr(θ, ϕ N ) by substituting (A.9) into (11).
