Free-electron laser hard X-ray light sources can provide high fluence, femtosecond pulses, enabling the time-resolved probing of structural dynamics and elementary relaxation processes in molecules. Traditional X-ray elastic scattering from crystals in the ground state consists of sharp Bragg diffraction peaks that arise from pairs of molecules and reveal the ground state charge density. Scattering of ultrashort X-ray pulses from gases, liquids, and even single molecules is more complex and involves both single-and two-molecule contributions, diffuse (non-Bragg) features, elastic and inelastic components, contributions of electronic coherences in nonstationary states, and interferences between scattering off different states (heterodyne detection). We present a unified description that covers all these processes and discuss their relative magnitudes for gas-phase NaI. Conditions for the observation of holographic (heterodyne) interference, which has been recently discussed [1] , are clarified.
The term diffraction refers to the off-resonant elastic scattering of light [2] [3] [4] . From a simple, classical picture, the amplitude of the light scattered from each location in the material acquires a spatial phase-factor and repeated spatial patterns lead to Bragg peaks in the scattered signal where the light scattered from different points in the sample adds coherently. This technique has been used for over a century to probe the structure of crystals and has been extended to diffuse scattering from liquids, probing nearest-neighbor distances and served as inspiration for similar the conceptually similar electron diffraction technique [5, 6] . More recently, effort has been made to push diffraction to the single-molecule limit, eliminating the need for time-consuming crystal preparation [7] [8] [9] [10] [11] . Time-resolved X-ray diffraction is a natural way to track the structural changes that characterize phase transitions and chemical reactions and has been actively pursued to create molecular movies [6, [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] . These efforts have been made possible by the development of freeelectron hard X-ray sources capable of producing bright, femtosecond-duration pulses [22] [23] [24] [25] [26] [27] .
Heterodyne detection involves the interference of a weak optical signal field with a strong reference (local oscillator). The resulting signal is linear (rather than quadratic) in the weaker signal field and thus scales favorably in addition to revealing phase information. Such holographic detection is well established in the visible regime and has been extended to transient X-ray diffraction in crystals and powders [28, 29] and was recently discussed in the gas phase [1] . For weak excitations, where only a small fraction of the molecules is excited, the signal from the ground state molecules serves as a local oscillator for the weaker excited state signal. An external local oscillator is not needed since it is generated in situ. This amounts to self-heterodyne detection.
X-ray diffraction from crystals in the ground state is purely elastic, contains no electronic coherence, and is given by a product of scattering amplitudes of two molecules. Time-resolved scattering from photoexcited molecules in the gas phase, in contrast, is a sum of single-molecule contributions, contains elastic and inelastic contributions, and can depend on electronic coherence. We calculate the X-ray scattering by an ensemble of molecules prepared in a superposition of valence electronic states and identify the various contributions and show that, in the absence of valence electronic coherence and inelastic X-ray scattering, the gas-phase diffraction signal is simply given by the sum of ground-and excitedstate contributions and contains no cross (heterodyne) terms.
The total charge-density operator for a system composed of molecules can be written as a sum of the charge densities from each moleculê
where r α is the center of molecule α. For a sufficiently dilute system such that the molecules have nonoverlapping charge distributions, this separation is exact since each electron (the fundamental X-ray scatterer) can be rigourously assigned to a specific molecule. More generally, there will ordinarily be very little intermolecular electron density and this separation is justified. For identical molecules, the charge density operators of each molecule differ only by the spatial phase-factor associated with the location of the molecule and we may drop the α subscript. Elastic light scattering comes proportional to the Thomson scattering cross section which gives the intensity distribution of free-electron scattering [2, 3] . Neglecting this and other pre-factors, the diffraction signal from a system initially in the ground state |g is
where σ gg (q) = g|σ(q)|g is the ground state charge density in q-space where q is the momentum transfer. Equa-tion (2) assumes that the scattering is elastic. In a previous work [30] , we derived expressions for 1-molecule and 2-molecule contributions to frequency-resolved diffraction which we denote as S 1 and S 2 respectively [31] .
In the supplementary information, we integrate out this frequency-resolution and take a quasi-elastic limit to arrive at the following simpler formulas
where E p (t) is the temporal envelope of the X-ray pulse, . . . stands for expectation value over the nuclear and electronic states, and the function
is known as the structure factor and encodes the longrange (intermolecular) order of the sample, the intramolecular structure being encoded in theσ. Note the subtle distinction between these two expressions: Eq. (3) comes with | σ(q | 2 while Eq. (4) comes with |σ(q)| 2 . The former coincides with the classical definition of diffraction (Eq. (2)) but is actually due to the coherent addition of the scattering amplitude from pairs of molecules while the latter accounts for single-molecule diffraction. In a crystal, the long-range order gives rise to sharp Bragg peaks in F (q) while the 1-molecule terms form a diffuse background that can be neglected. The enhancement at these Bragg peaks scales quadratically in the molecule number (i.e., ∝ N 2 ) and the intensity at each peak comes proportional to the q-space charge density at that point. This is the traditional picture of diffraction. Sampling the molecular q-space charge density at the Bragg peaks is sufficient to reconstruct the magnitude of the q-space charge density. By considering the diffuse scattering between Bragg peaks, enough information can be obtained to reconstruct the phase as well, providing one solution to the phase problem in Xray diffraction via oversampling [32] [33] [34] .
In the continuum limit, we can replace the summations over molecules with spatial integrations. Assuming spatial homogeneity (no long-range order), we obtain S 2 ∝ δ(q) and the 2-molecule terms contribute only at zero momentum transfer (the central maximum of the diffraction pattern) and the 1-molecule term becomes dominant. Thus, in the absence of long-range order, such as in a gas, the diffraction signal should be simulated with Eq. (4) rather than (3). It is a common error to write the single-molecule diffraction as Eq. (4) but with | σ | 2 rather than |σ| 2 . When all molecules in the sample are in the ground state and inelasticities are ignored, these two are the same, both being |σ gg (q)| 2 . More generally however, they result in different types of terms that, FIG. 1. Loop diagrams for single-molecule (i) and twomolecule (ii) X-ray scattering processes. The amplitudesquared form of the two-molecule contribution has been explicitly indicated. The shaded area represents an excitation process that prepares the system in an arbitrary superposition state (|g is the electronic ground state). We denote modes of the X-ray pulse with p and p whereas s, s represent relevant scattering modes (k p ( ) has frequency ω p ( ) and k s ( ) has frequency ω s ( ) ). Note that we use |φi → |i for the electronic states in this figure to aid readability. A complete list of diagrams is given Fig. (S1) .
as will be shown next, affect the interpretation of the diffraction signal from nonstationary states.
We consider a molecular model consisting of two electronic states e, g and a single active nuclear coordinate R. The time-dependent wavefunction of each molecule in the ensemble will be expanded in the product space
where |χ i is the (normalized) nuclear wavepacket on electronic state |φ i , c i is the electronic state amplitude, andĤ 0 is the field-free nuclear Hamiltonian. For a weak excitation, we will have |c e | 2 = 1 and i |c i | 2 = 1. We treat the system in the Born-Oppenheimer approximation (BOA) wherein the nuclear wavepackets on each electronic eigenstate evolve independently and the Hamiltonian seperates into the sum of kinetic and potential energies on each |φ i .
Explicitly expanding the results given in the supplement in the electronic states gives
+2 ρ eg (t) χ e (t)|σ †
S 2 (q, t) =F (q) ρ gg (t) χ g (t)|σ gg (q)|χ g (t) + ρ ee (t) χ e (t)|σ ee (q)|χ e (t) + 2 ρ eg (t) χ e (t)|σ eg (q)|χ g (t)
2 .
where the electronic populations and coherences are given by the diagonal and off-diagonal elements of the density matrix ρ ij (t) = c * i (t)c j (t) and we have defined the electronic-state matrix elements of the charge-density operatorσ ij (q) = φ i |σ(q)|φ j (which remains an operator in the nuclear space) and, for brevity, omitted the time integration over the X-ray pulse envelope.
The first four terms on the right-hand side of Eq. (7) represent the elastic (σ gg and σ ee ) and inelastic (σ ( †) eg ) scattering from the electronic ground and excited state populations. The final two terms of Eq. (7) are due to scattering off coherences (we have used the fact that terms related by e ↔ g are complex conjugates to simplify). In contrast to the 1-molecule signal, the 2-molecule signal is given by the modulus square of an amplitude. The first two terms in this amplitude (Eq. (8)) correspond to the ground-and excited-state scattering amplitudes respectively while the final amplitude term is the scattering from coherences. We note that 2-molecule scattering from populations is purely elastic while 1-molecule scattering from populations contains both elastic and inelastic terms. In both cases, the presence of electronic coherences introduces new terms that result in heterodyne interference between transition charge densities and population charge densities, though the precise form of this contribution varies in the two cases.
The diffraction signal is commonly taken to be S ∝ | σ | 2 . This is correct for the 2-molecule contribution but does not generally hold for the 1-molecule contribution which is given by S 1 ∝ σ †σ . There are two important but subtle differences between these expressions: (1) heterodyne interference between ground-and excited-state scattering (i.e., terms of the form σ ee σ gg ) appear only in S 2 and (2) S 2 is proportional to ρ 2 while S 1 is linear in ρ so that the excited state diffraction σ ee comes proportional to ρ ee for S 1 rather than ρ 2 ee for S 2 . Since the 2-molecule contribution scales quadratically with the molecule number N at the Bragg peaks, this signal overwhelms the 1-molecule scattering there. In between the Bragg peaks, or in the absence of longrange order, the signal is governed by the 1-molecule scattering and should be calculated using Eq. (7) (note the similarity to the discussion in Ref. [2] , §3.1.3). The 1-molecule contribution is then linear in the molecular density matrix ρ and identified with Raman scattering while the 2-molecule is quadratic in ρ and corresponds to Rayleigh scattering [35] . While we are not the first to point out that diffraction from nonstationary states differs from a simple |σ(q)| 2 form [3, 12, 36, 37] , it is still widely employed. We suspect that the confusion on this point is exacerbated by a lack of clarity on the separation of terms into single-vs. two-molecule. While diffraction is often understood from an independent atom perspective and separated into single-and two-atom terms, this approach treats intermolecular and intramolecular structure on the same footing, as distances between atoms in the sample. Since the molecular structure is the quantity of interest and molecular bonding electrons are not independent, it is more appropriate and accurate to treat the inter-and intra-molecular structure seperately as above. Moreover, our approach includes inelasticities, leading to transition charge densitiesσ ij (q) that are usually neglected but that interfere directly with ground and excited state termsσ ii (q).
We demonstrate the relative magnitude of the different contributions to the single-molecule signal in Eq. 7, for sodium iodide. The two relevant valence states are the X 1 Σ + ground state and the A 1 Σ + state (referred to as g and e in the following). Figure 2 shows the difference density between σ gg and σ ee as well as the transition density σ ge . The g → e excitation is characterized by promoting an electron from n pz of the iodine into a σ * bond, thus weakening the bond. This can be clearly seen in Fig. 2(a) : electron density from in between the atoms and the lone pair at the iodine is removed. This feature is represented in similar way in the transition density (Fig.  2(b) ).
In Fig. 3 the different contributions from the sum terms in Eq. 7 are shown for a fixed nuclear configuration (R = 2.5Å). Assuming an excitation fraction of 10% (ρ ee = 0.1), the strongest contribution to the S 1 signal stems from the ground state density (σ tion pattern allows to directly determine bond length. In Fig. 3(c) the contribution which stems from valence electronic coherences (ρ ge σ * ee σ ge ) combined with inelastic Xray scattering is shown for when the electronic coherence is maximal (e.g. directly after excitation with a pump). This contribution is ≈ 3-4 orders of magnitudes weaker than the portion of the signal, which stems from σ 2 ee and is expected to rapidly decay as the nuclear wave packet leaves the Franck-Condon region. Contributions caused solely by the transition densities (ρ ge σ 2 ge ) shown in Fig.  3(d) , are ≈ 6 orders of magnitudes weaker than the excited state density contribution. This scaling behavior can be explained by the fact that diagonal densities (ρ ee and ρ ee ) are dominated by densely packed core electrons, while the transition densities are determined by ≈ 1 electron which is distributed over a valence orbital.
It becomes clear that σ 2 ee -assuming that the phase problem can be solved -is sufficient to qualitatively recover the nuclear wave packet motion in the excited state. This part contains solely the phase of the excited state nuclear wave packet. Given sufficiently short probe pulses (the pulse bandwidth must cover the energy gap between e and g), the contributions from ρ ge σ * ee σ ge can potentially be retrieved. This, temporally fast oscillating, part of the signal contains the electronic phase information.
Ultrafast diffraction from photoexcited iodine in the gas phase was recently reported [1] . By taking the 2-molecule contribution to vanish (due to the lack of longrange order in the gas sample) while neglecting electronic coherences and inelastic scattering, Eq. (7) finally gives just an incoherent sum of scattering from each molecule S 1 ∝ ρ ee |σ ee | 2 + ρ gg |σ gg | 2 , i.e., the signal does look like that of a homogeneous mixture of excited and ground- state molecules. We find no heterodyne ∼ σ gg σ ee terms as claimed in Ref. [1] . Such terms do exist in timeresolved Bragg peaks in crystals, which is a 2-molecule signal, but are absent from the incoherent sum of singlemolecule terms that characterizes gas-phase signals. We remark that the difference in the ρ-scaling between the single-and two-molecule terms is crucial: if the sample is perturbatively pumped so that some small percentage ρ ee of molecules are in the excited state, 1-molecule scattering from the excited state is significantly stronger, compared to ground-state scattering, than it is in 2-molecule scattering (ρ ee vs ρ confusion. Experimentally sorting out the various terms in the diagrams in Fig. 1 will be an interesting future challenge. Finally, we note that homodyne versus heterodyne detection is a purely classical issue related to the macroscopic interference of light and has nothing to do with entanglement or Schroedinger cat states, as was incorrectly argued in Ref. [38] . Quantum features can only be created by electronic coherences which were neglected in Ref. [1] .
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