A new method for control of unsteady flow in open channels is presented. Control is achieved using an iterative approach, the Broyden, Fletcher, Goldfarb, and Shanno quasi-Newton method that utilizes an adjoint sensitivity method to efficiently compute gradient information. The adjoint equations are derived from the differential form of the full shallow-water equations in one dimension and the resulting sensitivies allow a wide class of flows to be controlled. In addition, the adjoint sensitivity method permits both scheduled and adaptive flow control to be achieved. Application of the method to scheduled flow control is presented.
INTRODUCTION
The ability to efficiently manage water movement through systems of irrigation canals is of the utmost importance as demand for water in arid regions increases while supplies remain constant or even decrease. Historically, the distribution of water in irrigation canals has been poorly managed, resulting in low water use efficiencies and similarly low crop yields (Clemmens 1993) . However, water distribution can be improved using adaptive control schemes that deliver water in a more timely manner and compensate for unforeseen disturbances.
Both scheduled water delivery and demand-oriented water delivery can be achieved using control schemes founded on the 1D shallow-water equations. A selection of recent unsteady flow models used for control, planning, and design is presented in a special issue of the Journal of Irrigation and Drainage Engineering (ASCE 1993) . Additional models include the gate stroking method of Wylie (1969) , which achieves a desired transient flow condition by back-calculating the requisite boundary conditions by the method of characteristics. This method was applied to the California Aqueduct for scheduled water delivery (Bodley and Wylie 1978) , but it did not achieve widespread application because the method did not easily adapt to unscheduled water deliveries. Reddy (1990) presented an optimal control method for scheduled deliveries based on the St. Venant equations, and Reddy et al. (1992) extended this approach to allow for demand delivery. In addition, Sawadogo et al. (1995) presented a control method for demand delivery using linear control theory.
The advantage of demand delivery is that water users can withdraw water when and where it is needed, allowing not only improved crop yields, but water conservation due to the avoidance of hoarding and subsequent excess irrigation. However, the difficulty associated with demand delivery is that control variables must be changed in response to changes observed in the system, and required changes are not easily found. Indeed, identifying the change in control variables needed to restore a system to a desired condition is a tedious trial-and-error process that requires many sequential solutions of the unsteady flow equations (Reddy et al. 1992) . This is clearly undesirable for demand-oriented control, because it must be implemented in real time.
Linear control theory is attractive for achieving demand delivery because the many sequential solutions of the unsteady 1 Asst. Prof., Dept. of Civ. and Envir. Engrg., Univ. of California, Irvine, CA 92697.
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A method capable of achieving both scheduled and demand deliveries in real time without linearizing the governing equations of flow has recently been presented by de Albuquerque and Labadie (1997) and applied to an irrigation project in Brazil. This approach utilizes a nonlinear objective function, a routing equation that accounts for nonlinear hydrodynamics, and a penalty function to account for system constraints. The unknown control settings are optimized using a gradient-based iterative method that evaluates descent directions in terms of a Lagrange multiplier, which, in turn, is evaluated by solving an equation that is adjoint to the discretized form of the routing equation.
This paper presents an approach for controlling unsteady canal flow that is also based on the 1D shallow-water equations and a nonlinear objective function. The objective function is formulated in terms of the least-squares difference between the desired and predicted depth and discharge at a target location within the channel reach. Control settings that generate an unsteady wave field leading to the transition from a steady flow rate to a larger steady flow rate are determined. However, a system of adjoint equations associated with the shallow-water equations in continuous form are utilized here to determine the sensitivity of the objective function with respect to changes in system settings, or control variables. The solution of the system of adjoint equations allows the objective function sensitivity to N control variables to be evaluated with only two unsteady flow calculations, and the adjoint sensitivities are used in a gradient-based optimization algorithm to iteratively converge upon the desired control settings. The efficiency of the adjoint method permits real-time flow. In addition, the shallow-water equations are solved in their full nonlinear form, so that the high efficiency does not come at the expense of a simplified flow model.
CONTROL PROBLEM
Control in a single reach of the channel is achieved in this paper by determining the gate positions as a function of time that lead to a desired unsteady flow condition. An optimization problem is formulated and solved to evaluate the unknown gate positions as follows:
• An objective function that measures the discrepancy between the desired flow condition and the predicted flow condition is minimized. • Control variables given by the gate positions at discrete time levels are optimized.
• Continuity and momentum are conserved in the channel.
The objective function is written in an integral form in terms of the depth of flow h and the discharge q as follows:
where L = length of the channel; T = period over which control is desired; x = spatial coordinate; t = time; and r = measuring function that allows a specific aspect of the flow to be controlled. The exact form of r varies depending on the control objective. Specific selections of r are presented in the following sections. The continuity and momentum equations that constitute the shallow-water equations represent the constraints that must be satisfied. Written for a rectangular channel in terms of the flow per unit width, the system appears as follows:
where S 0 = bed slope; S f = friction slope given by the Chézy equation; q l = lateral outflow per streamwise length of channel; and u l = velocity component in the steamwise direction with which the lateral outflow leave the channel. The shallow-water equations are solved for x ʦ (0,L) and for t ʦ (0,T). This formulation of the shallow-water equations allows the adjoint sensitivity method (ASM) to be presented for canal control in the clearest possible manner but does not imply that the method is limited to channels with uniform, rectangular geometry.
The gate positions appear in the boundary conditions for the shallow-water equations given by (2) as follows:
͙ D where C D = discharge coefficient; b(t) = gate opening; and H = water depth just outside the channel. The superscripts u and d indicate upstream and downstream, respectively. The gate positions evaluated at discrete time levels represent the control parameters to be optimized.
Optimization Method
Optimization is performed using CONMIN, a quasi-Newton algorithm utilizing a Broyden, Fletcher, Goldfarb, and Shanno (BFGS) update (Shanno and Phua 1980) . Quasi-Newton methods are described in general by Press et al. (1992) , and a previous application of CONMIN to a surface water mass transport problem is given by Piasecki and Katopodes (1997b) . Writing the unknown gate positions at selected time levels as an array k of dimension M, the optimal gate positions are determined using an iterative relation given by
where ٌJ(k) = gradient of the objective function with respect to the M-dimensional parameter space; H = positive-definite approximation to the inverse Hessian matrix; ␣ = step length; and i = iteration number. CONMIN requires an initial guess for the unknown control parameters to be given, and with each iteration, the gradient of the objective function with respect to the parameter space must be determined. The inverse Hessian is approximated with each iteration using the BFGS update, as described by Press et al. (1992) , and so it is not a required input to CONMIN. The calculation of the gradient array can be a costly procedure for problems with many control parameters. However, the ASM efficiently provides this information, as is presented in the following section.
ASM
The ASM allows the gradient information needed for optimization to be efficiently evaluated. The ASM has previously been applied in a variety of fields. In the atmospheric sciences, the ASM has been applied to assimilate data for general circulation models using optimal control methods [e.g., Hall et al. (1982) , Hall and Cacuci (1983) , Le Dimet and Talagrand (1986) , and Marchuk (1995) ]. In the field of ground-water hydrology, the ASM has also been extensively applied. Yeh (1986) provided a review of applications. Piasecki and Katopodes (1997a, b) and Katopodes and Piasecki (1996) applied the ASM to optimize hazardous waste discharges in rivers. Das and Lardner (1991) and Panchang and O'Brien (1989) estimated hydraulic parameters in 1D tidal flow models. In addition, 2D applications of the ASM have been made by Lardner (1993) , Lardner et al. (1993) , and Zou and Holloway (1995) in parameter identification and control applications. These surface water applications of the ASM, however, used truncated versions of the shallow-water equations that omit the convective nonlinear terms. Because these terms are appreciable in many wave problems, Sanders (1997) and Sanders and Katopodes (1998) recently derived equations that are adjoint to the full shallow-water equations in both one and two spatial dimensions and provide a physical interpretation of the adjoint shallow-water variables. The sensitivities required for boundary control were identified as the approximate Riemann invariants of the adjoint equations.
The shallow-water ASM is utilized as part of an optimization algorithm to control canal flow. The ASM involves two steps per iteration of the quasi-Newton method. In the first step, the shallow-water equations [(2)] are solved over a finite duration T, using an estimate for the unknown gate positions k 0 , and the objective [(1)] is measured. This corresponds to the ''direct problem.'' In the second step, the adjoint shallowwater equations (derived below) are solved in the reverse time direction over the same duration T. This corresponds to the ''adjoint problem.'' As is shown below, the objective function sensitivity to the control variables is given by the solution to the adjoint problem. These sensitivities represent the gradient information ٌJ(k) required by the quasi-Newton optimization algorithm to update the estimate for the gate positions, and this two-step procedure is then repeated until the objective function is minimized.
Adjoint Problem
The adjoint problem is constructed by formulating a Lagrangian. The continuity equation is multiplied by the adjoint variable (or Lagrange multiplier) (x, t), and the momentum equation is multiplied by the adjoint variable (x, t). The sum of these two products is then integrated over space and time and added to the right-hand side of the objective function
Distributing the adjoint variables and , this equation becomes
Both the spatial and temporal operations acting on the flow variables h and q are passed onto the adjoint variable using integration by parts
Recalling (1), the variation of (8) is taken with respect to h and q as follows:
Here, the functional dependence of the friction slope on depth and discharge, as given by the well-known Chézy equation, is employed. Grouping terms that are the product of either ␦h or ␦q, it follows that
as long as the adjoint equations are satisfied
h q Ѩq where = T Ϫ t, the inverse time direction. Note that the source of information in the adjoint problems is given by the partial derivative of the measuring function r with respect to the flow variables. A least-squares form of r is used in this research, resulting in a source term in the adjoint equations that is a linear function of the flow variables. Initial conditions for the adjoint problem are given at the final time T as
and using nonreflecting boundary conditions, the desired sensitivities are given as follows:
where N T = number of discrete time levels where the upstream and downstream gate positions are evaluated; and A ϩ (x, t) and A Ϫ (x, t) = approximate Riemann invariants of the adjoint problem, and are given by (Sanders 1997) 
Hence, the parameter space dimension is given by M = N T , when the position of a single gate is optimized, and M = 2N T , when the position of both gates is optimized. In addition, the sensitivities given by (13) constitute the gradient information ٌJ(k) that is required for optimization. Clearly, both the direct and adjoint problems must be sequentially solved with each iteration of the optimization algorithm to evaluate the objective function J and the objective function gradient ٌJ(k). However, M parameter sensitivities are identified with just two problem solutions, and this represents a remarkable computational efficiency compared with direct sensitivity methods that require M problem solutions to evaluate M parameter sensitivities.
NUMERICAL SOLUTION METHOD
Both the shallow-water and adjoint shallow-water equations are hyperbolic in type and presumably amenable to similar numerical solution methods. Second-order accurate solution methods currently applied to achieve monotonic and slightly diffusive shallow-water solutions, such as the Petrov-Galerkin finite-element method (Katopodes 1984a,b) or the finite-volume method (Zhao et al. 1994) , exploit the conservation form of the shallow-water equations. However, because the adjoint shallow-water equations do not possess a conservative form (Sanders 1997) , these schemes cannot be directly applied. Hence, the leapfrog scheme is instead used for the numerical solution of both the shallow-water and adjoint shallow-water equations. This is a well-known second-order finite-difference scheme that is suitable for both nonconservative and conservative differential equations.
As an alternative to discretizing the adjoint shallow-water equations, one can directly derive discrete adjoint equations as was done, for example, by Lardner (1993) , Lardner et al. (1993) , and Chertok and Lardner (1996) . Chertok and Lardner (1996) found that the discretized form of the continuous adjoint equation is not identical to the discrete adjoint equations when a leapfrog scheme on a staggered grid is employed for numerical integration and that errors occur in the sensitivities using the discretized-continuous approach. However, Sanders (1997) and Sanders and Katopodes (1998) found that the discretized-continuous approach is accurate when sensitivities are evaluated using the approximate Riemann invariants of the adjoint problem and nonreflecting boundary conditions are imposed. The latter of these approaches is used in this paper, and the rapid convergence of control variables to an exact solution indicates that sensitivities are accurately computed.
The three-level leapfrog scheme has the advantage of being symmetric with respect to both space and time. Hence, integration in both the forward and reverse time directions is straightforward. The scheme is only slightly diffusive and moderately dispersive (Boris and Book 1973; Hirsch 1988) . Disadvantages of the scheme include its tendency to give erroneous results over long integration times when separate solutions develop on the odd and even grid points. In addition, the scheme is not well suited to flows with discontinuities. However, no discontinuities are present in the canal control problems solved in this paper, and relatively short integration times are used, so that the scheme is satisfactory for this problem. One should not be left with the impression that the ASM is limited to a subset of the flow conditions that develop in practice. Rather, the limitation is imposed by the ability to numerically solve the adjoint shallow-water equations and achieve a monotonic solution with second-order accuracy. This latter topic is beyond the scope of the present paper. and assuming no lateral outflows, time integration follows as:
for the direct problem. At both the upstream and downstream boundaries, a gate equation and compatibility relation are simultaneously solved. Hence, at the upstream boundary a C Ϫ characteristic is extended to the base time level, and linear interpolation is performed to evaluate the Riemann invariant along this characteristic. A similar procedure is applied at the downstream boundary. However, a C ϩ characteristic is used here. For details on the method of characteristics for shallowwater flow, the reader is referred to Wylie (1969) or Strelkoff and Falvey (1993) . Characteristic forms of the shallow-water and adjoint shallow-water equations are given in Appendix I.
The adjoint problem is solved with the same scheme but in the reverse time direction. Two time levels are initialized with the uniform conditions = 0 and = 0. Backward time
integration then follows as:
where r h and r q represent the discretization of the source terms in the adjoint equations. The adjoint problem is solved using nonreflecting boundaries at both ends of the channel. However, the numerical implementation of these boundary conditions is not straightforward using the leapfrog scheme for the same reason that nonreflecting boundaries in shallow-water wave solutions present difficulties. Various methods, including upwinding, the method of characteristics, and extrapolation, were tried in an attempt to achieve perfectly nonreflecting boundaries. Weakly reflective boundary conditions were ultimately achieved and proved to yield satisfactory results in the present study.
The treatment at the downstream boundary x = L involves adding ghost points at the center time level. Recalling that this is a three-level scheme and that integration is performed in the reverse time direction, the center level is the j level, the base level is the j ϩ 1 level, and the update level is the j Ϫ 1 level. With the addition of a ghost point at the center time level, the same scheme applied to interior points is applied to the boundary points. However, ghost point values of and need to be selected a priori with each iteration. These values are found by applying the method of characteristics. The approximate Riemann invariant entering the solution domain from the boundary is set to zero; that is (19) and the approximate Riemann invariant leaving the solution domain is assumed constant; that is
A A where point A is on the base time level, and values for A and A are found by interpolation. Solution of (19) and (20) leads to a solution for the ghost values of and , as follows:
At the upstream boundary x = 0, a different approach is used. Here, ghost values of and at the center time level are found by extrapolating from the neighboring boundary point. That is j j = ; = (22a,b)
Next, the method of characteristics is used to directly solve for the boundary values of and at the new time level. Two characteristics are extended from the boundary point at the update level back to the center time level. One characteristic is extended into the solution domain to point B, and the other characteristic is extended out of the solution domain to point C. Interpolation is then performed at the center time level between the ghost values of and , the boundary values, and the first interior values and gives the values of and at points B and C. Solution of the two compatability relations leads to
This boundary treatment is found to perform satisfactorily for the subcritical flow problems presented in this paper. The boundary treatment will clearly fail for supercritical flow; however, the interior scheme will fail as well because it is founded on centered differences. Hence, the limitations of the boundary treatments are consistent with those of the interior points.
CONTROL OF DOWNSTREAM GATE
Under a scheduled delivery system, the objective in irrigation canals is to deliver water to fields as needed and ordered by consumers. This objective requires that the discharge through various channels be controlled using gates. However, the additional constraint that depths be held constant at a specified location within each reach is also imposed to prevent overflow from channels or emptying of channels. Identifying the exact gate positions needed to increase the discharge in a reach without changing the depth at a point thus constitutes a common control problem and one whose solution is nontrivial. Consequently, the problem of increasing discharge in a channel reach while maintaining a constant depth at a point is addressed here.
The measuring function appearing in (1) is now specified to reflect a least-squares approach to constraining the depth at a target location x 0 . The measuring function is given by
0 0 2 where ␦ = Dirac delta operator; and = desired depth at x 0 . h Hence, the gate positions will be optimized when the difference between h(x 0 , t) and is minimized. h In this first application of the ASM, it is assumed that the upstream gate is opened to increase the flow rate through a reach with length L and slope S 0 . The flow is increased from an initial steady flow to a final steady flow rate so that tion is a well-known ordinary differential equation (Henderson 1966 )
where F = Froude number. Eqs. (3), (4), and (25) at the target location is fixed, and the discharge as a function of time is specified here, the prescribed upstream gate motion is unique (Wylie 1969 ). An upstream gate motion that guarantees steady flow for t > T is thus calculated using the gate stroking technique of Wylie (1969) and later that of Bodley and Wylie (1978) . Gate stroking is additionally used to provide an analytical solution to the downstream gate motion and to evaluate the accuracy of the ASM.
The gate stroking technique evaluates the upstream and downstream gate motions by first specifying the flow conditions as a function of time at an interior spatial location x 0 and then integrating the characteristic form of the flow equations with respect to space. Once the integration reaches x = 0 and x = L, the gate positions are computed using the gate equations given by (3) and (4).
For the following examples, the flow conditions at x = x 0 that drive the gate stroking solution are given as h(x 0 , t) = and
1 2 and ε and = shape parameters for this function. The gatē t stroking solution thus provides an analytical solution to this optimization problem and is useful for verification purposes.
Finally, a lateral outflow term is present in the shallow-water equations given by (2), and this term allows for offtakes from the channel. Offtakes are ubiquitous in irrigation canals for the delivery of water to fields. However, for the sake of simplicity in presenting this method of canal control, no lateral outflows are present in the examples presented here. In this case, the ASM is found to perform exceptionally well. Convergence is achieved after only a few iterations, which is fast compared with other applications [e.g., Piasecki and Katopodes (1997b) ]. This rapid convergence is the result of a good initial guess, the accuracy of the sensitivities, and the performance of the quasi-Newton method.
From the plots of depth and discharge as a function of time [ Figs. 2(a and b) ], respectively], the transient behavior of the channel flow can be observed. It can be seen that the opening of both gates generates waves that traverse the length of the channel. However, these waves interact in such a way that the depth remains constant at the target location, as can be seen in Fig. 2(a) .
In the next example, a similar problem is solved but one with a different objective function. With the new objective function, the target location is moved to the center of the channel x 0 = 500 m. This target location leads to the free surface pivoting about the midpoint of the channel, and this type of control is commonly known as constant volume routing. 2.0 m 2 /s, ε = 0.025, and = 290 s. The upstream gate motion t follows from a gate stroking calculation and is presented in Fig. 3(a) . The downstream gate motion is then optimized. The optimal downstream gate motion is presented in Fig. 3(b) along with the analytical solution provided by a gate stroking calculation. Again, little difference between the two lines is discernible. The depth and flow rate are plotted in Figs. 4(a  and b) , respectively. This solution was reached after five iterations of the quasi-Newton method with N = 100 and N T = 600.
Once again, convergence is obtained after just a few iterations. This again indicates that the sensitivities are accurately computed throughout the iteration process. Inspecting the depth and discharge as a function of time and space, which are presented in Figs. 4(a and b) , respectively, one can observe how the free surface pivots about the center of the channel reach x 0 = 500 m. Note also that the flow is steady at the final time T = 600 s. This was also the case in Example 1. One cannot guarantee steady flow after the control period (i.e., t > T) unless both the upstream and downstream gate motions are optimally computed.
In the next example, yet another objective function is tested. This time, the target location is moved to x 0 = 100 m. This example is a more rigorous test of the nonreflecting adjoint boundary at x = 0, since there is ample time for sensitivities to move to the upstream boundary from the target location and then reflect and return to the downstream boundary. 2.0 m 2 /s, ε = 0.025, and = 340 s. The upstream gate motion t follows from a gate stroking calculation and is presented in Fig. 5(a) . The downstream gate motion is then optimized. The optimal downstream gate motion is presented in Fig. 5(b) along with the analytical solution provided by a gate stroking calculation, and both lines are found to be nearly identical. The depth and flow rate are plotted in Figs. 6(a and b) , respectively. This solution was reached after three iterations of the BFGS method with N = 100 and N T = 900.
One can again verify visually in this example that the objective function is satisfied. The depth clearly remains constant at the target location, as can be seen in Fig. 6(a) , and the flow is steady at the final time T = 900 s, as can be observed in both Figs. 6(a and b) . The rapid convergence found in this example indicates that the sensitivities are once again accurately computed throughout the optimization process. This also indicates that the nonreflecting boundary condition performed well.
Practical Aspects of Implementation
In optimizing the gate position using the ASM and the quasi-Newton method, two measures have been taken to accelerate the convergence process. First, values for the source term in the system of adjoint equations are modified at time steps close to t = T. A hyperbolic tangent function is used to alter the source term r h over the last 50 time steps from a value of zero, at t = T, to the value of the source term 50 time steps earlier. This measure prevents a shock wave from developing in the adjoint problem; hence, it allows the numerical solution to be free of instabilities. The modification of the source term is most important during the first and second iterations when the source term is large, but as convergence approaches, the modification has little effect on the source term since h(x 0 , t) Ϫ becomes small. h A second measure taken with each iteration to accelerate convergence is a filtering process. During initial testing of the adjoint method, it was found that high frequency noise developed in the vector of control parameters after several iterations. The noise was attributed to the large number of parameters being optimized, which in these examples amounted to roughly 10 3 . Nevertheless, because hydraulic gates operate on a time scale that is much slower than the time step ⌬t, the lowest frequencies associated with the gate motion are much more important than the highest frequencies. Hence, the highest frequencies are filtered out of the vector of control parameters. In Examples 1-3, filtering is achieved by computing the Fourier coefficients of the gate position after each iteration, setting the highest frequencies to zero, and then transforming the solution back to grid values. That is, the gate position as a function of time is first expanded in terms of a Fourier series 
Next, the highest frequencies are set to zero; that is,
n F T where 0 < N F < N T . The choice of N F is left to the user's discretion. In cases where the optimal gate motion is smooth, N f is chosen to be relatively small (i.e., N F ϳ N T /4). The gate positions following filtering are finally given by an inverse transformation using (27). In general, the gate position as a function of time will not be periodic, as are the basis functions of the Fourier series. Hence, it is necessary to pad the gate position vector b d (t j ), with a second vector such that the resulting vector is indeed periodic. The
fast Fourier transform (Cooley and Tukey 1965 ) is used to filter the frequencies. Hence, the computational expense of filtering is relatively small compared to the expense of solving the direct and adjoint problems.
CONTROL OF UPSTREAM AND DOWNSTREAM GATES
The problem of simultaneously controlling both the upstream and downstream gates in a single reach is now addressed. The objective for this two-gate control problem is again to transition from one steady flow to another while maintaining a constant depth at a specified location within the channel reach. However, the objective function must be modified for this problem. It must include a constraint on the discharge at the target location x 0 . The constraint on the discharge is needed to allow for a unique solution to this control problem. The new objective function is given by
where r is now
where w = weighting factor; and q(t) = desired discharge at the target location x 0 . The target discharge is prescribed using (26), and the target depth ish. Sensitivities at both the upstream and downstream boundaries are needed to simultaneously control both gates. Using nonreflecting boundaries at both ends, the sensitivities are given by (13).
The quasi-Newton optimization procedure proceeds in a manner identical to that of the single-gate problem. Three examples are now presented to demonstrate that dual-gate control can be achieved using the ASM. In each case, both the upstream and downstream gate motions are optimized. Analytical solutions are provided by a gate stroking solution for verification.
The three example problems are solved to test this two-gate control method. In the following examples, the Fourier filtering approach is used to remove high frequency noise. Examples 4-6 demonstrate that the ASM accurately and efficiently computes the two-gate motions. In each case, the dashed line representing the optimized gate motion could barely be discerned from the solid line representing the analytical solution. This demonstrates that different types of routing are easily achieved by selecting different target locations. For example, constant volume routing is achieved in Example 5 because the free surface pivots about the midpoint of the channel.
Convergence does not occur as quickly as in the single gate problem. Roughly five to six times the number of iterations are required for convergence in these two-gate examples, com-pared with the single-gate examples, while only twice as many parameters are being identified. One possible explanation for the increase is related to the convergence criteria. For the twogate problem, the same convergence criterion is used as in the single-gate problem (i.e., J Յ 10 Ϫ4 ), whereas the two-gate problem has an additional term in the objective function. This implies that each of the two terms must be smaller in the twogate problem than the single term in the one-gate problem, and this in turn implies additional iterations of the control algorithm. Nevertheless, the quasi-Newton method using the ASM rapidly and accurately identifies the gate positions required for control.
EXTENSION TO DEMAND-ORIENTED CONTROL
The previous examples have shown that the quasi-Newton method with the ASM can be used to control gates in an irrigation canal to achieve scheduled water delivery. Now the application of the ASM to demand delivery is motivated.
Recall from the derivation of the adjoint equations that the source of information in the adjoint problem is the discrepancy between the computed flow conditions at the target location and the desired flow conditions at the target location. In the case of dual-gate control, discrepancies in both the depth and discharge provide the source of information in the adjoint problem. Nevertheless, upon solving the adjoint problem, the changes in gate positions at all possible times required to decrease the objective function are known. Hence, the adjoint problem solution describes the relative gate motions required to restore a system to a desired flow condition. Now, for demand delivery, the source of information in the adjoint problem can instead be discrepancies between actual flow conditions at the target location and desired flow conditions at the target location, as opposed to discrepancies between computed and desired conditions. Hence, data obtained in real time from depth and flow meters can be processed by the adjoint sensitivity method, and the necessary gate positions required to meet the flow demands of a system can be determined. In this case, the data must be continuously sampled, and optimization must proceed continuously. Laboratory experiments applying this approach are expected to provide further validation of this method.
CONCLUSIONS
A new method is presented for water wave control in irrigation canals. Control is achieved using a conventional iterative approach, the quasi-Newton method, but with a new adjoint sensitivity method based on the continuous form of the shallow-water equations. This approach permits gradient information to be obtained efficiently and is suitable for realtime control. The method is shown to achieve scheduled water deliveries, and it is additionally capable of achieving demandoriented delivery. The method is founded on the full shallowwater equations in 1D, allowing a wide class of flows to be controlled.
