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Spanning trees in random graphs
Richard Montgomery∗
Abstract
For each ∆ > 0, we prove that there exists some C = C(∆) for which the binomial random graph
G(n, C log n/n) almost surely contains a copy of every tree with n vertices and maximum degree at
most ∆. In doing so, we confirm a conjecture by Kahn.
1 Introduction
Since its inception by Erdo˝s and Re´nyi [13] in 1959, a major focus of the study of random graphs has
concerned when any particular subgraph is likely to appear in the binomial random graph G(n, p). We
denote by G(n, p) the random graph with n vertices where each possible edge is included independently
at random with probability p. In their early work, Erdo˝s and Re´nyi [13] asked, essentially, how large need
p = p(n) be before G(n, p) asymptotically almost surely contains a Hamilton cycle? That is, here, a cycle
with n vertices. In 1976, Po´sa [33] and Korshunov [28] independently proved that we may take some
p = O(log n/n) such that G(n, p) almost surely contains a Hamilton cycle. Refinements in the allowed
probability p by Komlo´s and Szemere´di [27], and Bolloba´s [5], followed, before Bolloba´s [6] showed that
if edges are added randomly one-by-one to the empty graph with n vertices (forming the random graph
process), then the very edge whose addition increases the minimum degree to 2 almost surely creates a
Hamilton cycle. Clearly, any previous graph in this process contains no Hamilton cycle, and thus here the
containment of a Hamilton cycle is almost surely concurrent with the absence of a vertex with degree 0
or 1.
Beyond the Hamilton cycle, when are more general subgraphs H with n vertices likely to appear
in the random graph G(n, p)? Kahn and Kalai [24] conjectured in 2007 that, if pE is such that the
expected number of copies of any subgraph of H in G(n, pE) is at least 1, then we may take some
p = O(pE logn) such that a copy of H almost surely appears in G(n, p). Riordan [34] had already given
a second moment method capable of determining when many such subgraphs H are likely to appear,
typically those subgraphs which are not locally more dense than the whole subgraph. In a remarkable
paper in 2008, Johansson, Kahn and Vu [23] determined when G(n, p) is likely to contain an H-factor,
that is, n/|H | vertex-disjoint copies of a fixed (strictly balanced) graph H . Recently, there has been
much interest in determining when any particular graph with n vertices and maximum degree at most
∆ is likely to appear in G(n, p) (see work by Alon and Fu¨redi [2], and others [11, 12, 14], as well as the
recent comprehensive survey by Bo¨ttcher [9]). For the likely appearance of all these subgraphs, however,
the edge probability must usually be significantly higher than that required to almost surely guarantee
a Hamilton cycle.
Which other subgraphs can we expect to appear at around the same edge probability as the Hamilton
cycle? The random graph G(n,O(log n/n)) almost surely has relatively few short cycles and maximum
degree O(log n). Kahn [26] made the natural conjecture that, for each ∆ > 0, there should be some C > 0
such that, given any tree with n vertices and maximum degree at most ∆, G(n,C logn/n) almost surely
contains a copy of that tree. Let us be precise with what we mean by ‘almost surely’ here. More formally,
for each ∆ > 0, a constant C = C(∆) was conjectured to exist such that, given any sequence of trees
{Tn}n≥1, where Tn has n vertices and maximum degree at most ∆, we have P(Tn ⊂ G(n,C logn/n))→ 1
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as n→∞. Erdo˝s and Re´nyi [13] showed that we require p = (logn+ ω(1))/n if G(n, p) is to be almost
surely connected, or, equivalently, contain some tree with n vertices. Thus, this conjecture would be
tight up to the constant C = C(∆).
Let T (n,∆) be the class of trees with n vertices and maximum degree at most ∆. We say that a
subgraph of a graph G is spanning if it includes every vertex of G. Thus, we are concerned with when
particular spanning trees are likely to appear in the random graph G(n, p). The first progress towards a
good understanding of this was made by Alon, Krivelevich and Sudakov [3], who studied the appearance
of almost -spanning trees. They showed that, for each ε,∆ > 0, and for sufficiently large c = c(ε,∆), the
random graph G(n, c/n) almost surely contains a copy of every tree in T ((1− ε)n,∆). This already gave
a good answer to when almost-spanning trees can be expected to appear in the random graph, and the
constant c(ε,∆) was further improved by Balogh, Csaba, Pei and Samotij [4], using a tree embedding
theorem by Haxell [19]. Note that almost-spanning trees may typically appear at lower edge probabilities
than spanning trees, as their containment does not require connectivity. Note also that this result by
Alon, Krivelevich and Sudakov shows that such a random graph almost surely contains a copy of every
tree in T ((1 − ε)n,∆) simultaneously. We say that such a graph is T ((1− ε)n,∆)-universal.
Krivelevich [29] made the first substantial progress towards finding any particular spanning tree in
the random graph, showing that, for any ε > 0 and T ∈ T (n,∆), G(n,max{(40∆/ε) logn, nε}/n) almost
surely contains a copy of T . This result is essentially tight if ∆ = nΩ(1), but when ∆ is small this is far
from the expected bound p = Ω∆(logn/n). Seeking all such trees simultaneously, Johannsen, Krivelevich
and Samotij [22] showed that there is some constant C > 0 for which, if ∆ ≥ logn and p ≥ C∆n−1/3 logn,
then G(n, p) is almost surely T (n,∆)-universal. Ferber, Nenadov and Peter [15] showed that, for any
∆ > 0, if p = ω(∆12n−1/2 log3 n), then G(n, p) is almost surely T (n,∆)-universal. For small ∆, this
improved the probability for which G(n, p) is known to be almost surely T (n,∆)-universal, but it still
left a large gap to the anticipated requirement p = Ω∆(logn/n). Prior to this paper, these three results
constituted the only general results on bounded degree spanning trees in random graphs, but further
progress had been made for certain subclasses of T (n,∆), as follows.
Alon, Krivelevich and Sudakov [3] remarked that their almost-spanning tree result can be used to
show that, if a tree T ∈ T (n,∆) has linearly many leaves (at least εn, say), then a copy of T almost
surely appears in G(n,C logn/n), for some C = C(ε). Hefetz, Krivelevich and Szabo´ [20] improved this,
showing that we may take C = 1 + o(1) when T ∈ T (n,∆) has linearly many leaves, or, alternatively, a
linear length bare path. Here, a bare path within a tree is one with no vertices branching off the interior
vertices of the path into the tree. Recent work by Glebov, Johannsen and Krivelevich [17, 18] has proved
an even sharper result for both these subclasses of trees, determining that in the random graph process
such trees will appear at least as early as the Hamilton path. Importantly, their work finds all such trees
simultaneously in the random graph, showing that G(n, (1 + o(1)) log n/n) is almost surely universal for
the class of trees with linearly many leaves or a linear length bare path. Using a delicate probabilistic
argument, Kahn, Lubetzky and Wormald [25, 26] were able to additionally determine that, for large
C > 0, G(n,C logn/n) is likely to contain spanning trees known as combs. Roughly speaking, these
combs have many medium length bare paths which each end in one leaf, and thus they interpolate in
some sense between trees with linearly many leaves and trees with a long bare path.
In this paper, we show that a copy of every tree in T (n,∆) is likely to appear in G(n,Θ∆(logn/n)).
This confirms the bound on the probability conjectured by Kahn, while additionally finding all such trees
simultaneously.
Theorem 1.1. For every ∆ > 0, there is a constant C such that the random graph G(n,C log n/n)
almost surely contains a copy of every tree with n vertices and maximum degree at most ∆.
It is very likely that the constant C in Theorem 1.1 need not depend on ∆; indeed, some C = 1+o(1)
likely suffices. Further still, Glebov, Johannsen and Krivelevich [17, 18] have conjectured that, for each
∆ > 0, in almost every graph process the first graph containing a Hamilton path will contain a copy of
every tree in T (n,∆). Such improvements appear, however, beyond the current reach of the methods
used here.
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Krivelevich [29] observed that any tree with few leaves has, in compensation, many long bare paths.
In particular, for each k, a tree with n vertices must have at least n/4k leaves or at least n/4k disjoint
bare paths with length k. Spanning trees with many leaves may be embedded simultaneously and
precisely using the work by Glebov, Johannsen and Krivelevich [17, 18] mentioned above. This reduces
proving Theorem 1.1 to embedding spanning trees with many long bare paths. We will embed these
trees using a version of absorption, which was introduced as a general method by Ro¨dl, Rucin´ski and
Szemere´di [35]. In their terminology, we use a natural construction for absorbers, similar in spirit to
that used elsewhere by Ku¨hn and Osthus [31] and Allen, Bo¨ttcher, Kohayakawa and Person [1]. Our
methods differ from previous implementations in using a system of paths, rather than a single long path,
to create the reservoir from the absorbers, while achieving this in a comparatively sparse graph. Using
absorption in this way, and relying on the work by Glebov, Johannsen and Krivelevich [18], it could be
shown that G(n, log2 n/n) is almost surely T (n,∆)-universal. However, we require several more ideas
to reduce the edge probability to C logn/n, for some large constant C = C(∆). Some of these ideas
which may find use elsewhere include methods to, almost surely in a binomial random graph, embed
almost-spanning bounded degree trees so that the uncovered vertices lie in a prespecified vertex set (see
Section 7), give a sufficient expansion condition for Hamiltonian subsets (see Section 6) and find a very
sparse yet well connected reservoir set (see Section 9). Additionally, we introduce connectors – paths
with additional structure to boost the chance they can be connected into other structures in random
graphs (see Section 11.1).
As remarked above, we do not expect the best bound on the constant C(∆) that can be shown using
our current methods to be optimal. Consequently, we focus on the presentation of our methods over any
potential reduction in the constant. In the rest of this section, we will cover our notation. In Section 2,
we will give an overview of the proof of Theorem 1.1 and an outline of the rest of the paper.
1.1 Notation
A graph G has vertex set V (G), edge set E(G) and order |G| = |V (G)|. For a subset U ⊂ V (G), G[U ]
is the subgraph of G induced on the set U . The set of neighbours of a vertex v is denoted by N(v),
and we use d(v) = |N(v)| for the degree of a vertex. The maximum degree of a graph G is denoted by
∆(G), and the minimum degree by δ(G). Where U ⊂ V (G), we write N(v, U) = N(v)∩U for the set of
neighbours of v in U , and take d(v, U) = |N(v, U)|. Where U ⊂ V (G), we set N(U) = (∪v∈UN(v)) \ U
and N ′(U) = ∪v∈UN(v). We mostly use N(U), the exterior neighbourhood of a set U , and remark when
N ′(U) is used, to avoid confusion. We use further notation that naturally extends the notation above,
such as N(U,W ) = N(U)∩W , without further description. Where multiple graphs are used, we indicate
the graph considered in the subscript, for example using dG(v).
In a graph G, we say a vertex set X ⊂ V (G) is independent if there are no edges between vertices
of X in G. For each n ∈ N, we write [n] for {1, . . . , n}, and, when 0 ≤ p ≤ 1, we let G(n, p) be the
random graph with vertex set [n] where each possible edge is selected independently at random with
probability p. For any two subsets A,B ⊂ V (G), we let eG(A,B) =
∑
x∈A dG(x,B), noting that edges
are counted twice if both their endvertices are in A ∩B. We say a path with l vertices has length l− 1.
An x, y-path has endvertices x and y. When we remove a path from a graph we will remove all the edges
of the path and delete any resulting isolated vertices.
Given two subgraphs H1, H2 ⊂ G, we say that H1 ∪H2 is the subgraph of G with vertex set V (H1)∪
V (H2) and edge set E(H1)∪E(H2). Where P ⊂ G is a path and H ⊂ G is disjoint from P except for on
one endvertex of P , we think of the graph H ∪ P as H with the path P added and set H + P = H ∪ P .
When e = xy is an edge of a graph G and H ⊂ G, we use H+e for the graph with vertex set V (H)∪{x, y}
and edge set E(H) ∪ {xy}. Similarly, we use H − e for the graph with vertex set V (H) and edge set
E(H) \ {xy}. For any set W ⊂ V (G), we abbreviate G[V (G) \W ] by G−W .
We say f(n) = o(g(n)) or g(n) = ω(f(n)) if f(n)/g(n)→ 0 as n→∞. In particular, ω(1) denotes a
function which tends to infinity with n. We say f(n) = O(g(n)) or g(n) = Ω(f(n)) if there exists some
constant C for which f(n) ≤ Cg(n) holds for all n. If f(n) = O(g(n)) and f(n) = Ω(g(n)), then we say
that f(n) = Θ(g(n)). Throughout this paper, we consider ∆ to be an arbitrary constant while taking
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n to be large. We sometimes use ∆ in the subscript of our asymptotic notation to emphasise that the
implicit constant depends on ∆, e.g., using Θ∆(g(n)).
We use log for the natural logarithm, and often omit rounding signs when they are not crucial.
2 Outline of the proof of Theorem 1.1
We will find certain properties and structures within a typical random graph G = G(n,C logn/n), with
C a large constant, before using these properties and structures to embed any tree T ∈ T (n,∆). We will
take a tree T , find within it some leaves or bare paths, remove these from T to get a forest T ′, embed
T ′ using almost-spanning tree embedding techniques, and, to finish, embed the removed leaves or bare
paths from T . Often, we will need to embed T ′ carefully to assist the later completion of the embedding.
For this, we will use extendability methods introduced by Glebov, Johannsen and Krivelevich [17, 18].
These methods are detailed in Section 3 along with many other preliminary results we will need. We will
now outline the extendability methods briefly, before dividing the proof of Theorem 1.1 into cases, and
sketching our embedding in each case.
2.1 Almost-spanning tree embedding methods
The embeddings used in this paper could be applied using a tree embedding theorem of Haxell [19]
and some path connection methods like those of Broder, Frieze, Suen, and Upfal [10]. The embeddings
we use are relatively complex, however, and therefore we are grateful for the recent developments by
Glebov, Johannsen and Krivelevich [17, 18] which allow us to carry out our embeddings with minimal
technicalities. By developing methods used by Haxell [19], Glebov, Johannsen and Krivelevich [17, 18]
introduced a refined and versatile method for growing trees by the addition of leaves or long bare paths,
a method which can be applied to find trees in graphs which satisfy some simple expansion properties.
We will refer to these methods as extendability methods, and they are introduced in full in Section 3.1.
In short, we begin with a small subgraph satisfying some extendability property within a larger graphG
which itself satisfies some simple further conditions. Two key lemmas (Lemma 3.3 and Lemma 3.10)
allow us to add, respectively, leaves and bare paths to the subgraph while maintaining this extendability
property. Using this, we can build up a copy of a large subgraph of the tree we are seeking. To apply
these extendability methods, we need some spare vertices – the subgraph we build typically must have
Ω(n log logn/ logn) fewer vertices than G. However, the embedding techniques are flexible enough that
we can not only find any large subtree of T in G, but, furthermore, we can root such a subtree of T at
any chosen vertex in the graph. More generally, under some weak constraints, given a subset Q of the
vertices of T and a smaller subset X of the vertices of G, we can find an embedding of almost all of T
in which the image of Q contains X (see Lemma 4.2). The flexibility in these embedding techniques will
allow us to carry out the embeddings described below for each case of Theorem 1.1.
2.2 Division into cases
Our embedding of a tree T varies depending on the structure of T . To aid our embedding, we seek
simple structures in T , for which we use the following key observation by Krivelevich [29] (as quoted in
Section 3.2).
Lemma 2.1. For any integers n, k > 2, a tree with n vertices either has at least n/4k leaves or a
collection of at least n/4k vertex disjoint bare paths, each with length k.
Essentially, we are concerned only with the leaves and bare paths in a tree. The other, more com-
plex, structure remaining after their (selective) deletion will be embedded easily using the extendability
methods outlined in Section 3.1. Our challenge is to embed the deleted leaves and bare paths, which
must necessarily cover exactly the remaining vertices in the random graph.
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We divide our embeddings into four cases. These are defined precisely below, but we will first
introduce them informally to explain how they arise. By modifying the techniques introduced by Glebov,
Johannsen and Krivelevich [17, 18], we will be able to embed trees in T (n,∆) with Ω(n log logn/ logn)
leaves in G(n,Θ(logn/n)). These trees comprise our first case, Case A. It follows from Lemma 2.1 that
the remaining trees in T (n,∆) have a significant number of bare paths with length Ω(logn/ log logn).
This is fortunate, as in G(n,Ω(logn/n)) we may expect to connect any two arbritrary vertices with paths
with length O(log n/ log logn). This will allow us to manipulate bare paths with length Ω(log n/ log logn)
as we embed them.
Essentially, within a tree T , we ask how long can we find disjoint bare paths which cover at least
|T |/90 vertices in T . The longer the bare paths, the more they aid us. If they have length between
Θ(logn/ log logn) and Θ(log2 n/ log logn) then we continue to use the leaves of T as well as these bare
paths in our embedding. The trees with many bare paths of this medium length split naturally into
two classes, giving Case B and Case C. Loosely speaking, trees in the latter case have many bare paths
of length Ω(log n). We cannot guarantee such trees have more than O(n/ log n) leaves, and they may
have many fewer. This leads us to consider sets in the random graph with size O(n/ logn). Such sets
in G(n,Θ(logn/n)) typically have average degree below 1, and this causes additional challenges which
merit consideration in a separate case, that is, in Case C. Our final case, Case D, will cover trees with
many bare paths with length Ω(log2 n/ log logn). Such paths are sufficiently long that we may use them
to finish the embedding of the tree without using its leaves in any special manner.
Our embeddings are easier if the leaves we find are pairwise a little distance from each other. To
describe this, we use the following definition.
Definition 2.2. Given a graph G, and a subset Q ⊂ V (G), we say the set Q is k-separated in G if each
pair of vertices from Q are a distance at least k apart in G.
In order to make our cases precise, we use this definition and the following parameters λ(T ) and k(T ),
where k(T ) is defined using the further parameter k′(T ).
Given a tree T , let λ(T ) be the size of a largest 20-separated set of leaves in T and let
k′(T ) = max{k : T contains at least n/90k vertex disjoint bare paths with length k}.
Our embedding is the same for all trees T with k′(T ) ≥ 10−6 log2 n/ log logn, so, with this in mind, let
k(T ) = min{k′(T ), 10−6 log2 n/ log logn}.
We consider the following four subclasses of T (n,∆).
• TA(n,∆) = {T ∈ T (n,∆) : λ(T ) ≥ n log logn/105 logn}
• TB(n,∆) = {T ∈ T (n,∆) : 103 logn/ log logn ≤ k(T ) < 102 logn}
• TC(n,∆) = {T ∈ T (n,∆) : 102 logn ≤ k(T ) < 10−6 log2 n/ log logn}
• TD(n,∆) = {T ∈ T (n,∆) : k(T ) = 10−6 log2 n/ log logn}
In Section 3.2 we prove the following lemma, which confirms that, for sufficiently large n, these
subclasses cover T (n,∆).
Lemma 2.3. Let ∆ > 0. For sufficiently large n,
T (n,∆) = TA(n,∆) ∪ TB(n,∆) ∪ TC(n,∆) ∪ TD(n,∆).
By this lemma, then, we can prove Theorem 1.1 separately for each subclass of T (n,∆), as the
sufficiently large condition for n is satisfied naturally in the limit we consider. We refer to proving
Theorem 1.1 for these subclasses as Case A to D of the theorem, respectively. We will now discuss
our approach in each case. As described later, our actual implementation will vary slightly from these
simplified sketches, but they cover our basic methods.
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2.3 Our embeddings in Cases A and B
We will embed the trees in Case A using a method developed by Glebov, Johannsen and Krivelevich [17,
18]. We find in G two disjoint small sets X1 and X2 so that we can match any set U1 ⊂ V (G) into
any set U2 ⊂ V (G) if X1 ⊂ U1, X2 ⊂ U2, U1 ∩ U2 = ∅ and |U1| = |U2|. We will call such sets X1 and
X2 matchmaker sets. Next, we remove a suitably large and separated set of leaves from T , calling the
remaining subtree T ′. We let Q be the set of the neighbours of the removed leaves in T , so that T is
formed from T ′ by adding a matching to Q. We embed T ′ in G−X2 so that the image of Q, which we
call U1, contains X1. To do this, we use a result of Glebov, Johannsen and Krivelevich [17, 18], which
is given a new, more efficient, proof in Section 4. We let U2 be the vertices in G not covered by the
image of T ′, so that X2 ⊂ U2. By the properties of the matchmaker sets X1 and X2, we can then find
a matching between U1 and U2, and use this to embed the leaves that we removed from T , completing
the embedding. This embedding is carried out in Section 5, where we prove Case A of Theorem 1.1.
As we need to cover X1 by the image of Q, we wish the matchmaker sets X1 and X2 to be as small
as possible. The minimum possible size of such sets X1 and X2 is closely related to the parameter m,
which appears in some form throughout each of our embeddings. This parameter is the smallest integer
such that there is an edge in G between any two disjoint sets with size m. As defined in Section 3.1, we
say this is the smallest integer m such that G is m-joined. A good bound on the value of m is given later
in Proposition 3.26. In the embeddings in Case A and Case B, this gives
m = Θ(log(np)/p) = Θ(n log log n/ logn). (1)
In order to find a matching between U1 and U2, we estimate the size of the neighbourhood in U2 of subsets
in U1, and thus we may show that Hall’s matching condition holds. Subsets in U1 with size between
m and |U1| −m can be shown to have a sufficiently large neighbourhood as the graph is m-joined; the
matchmaker sets need only handle the remaining subsets of U1 (more details are given in Lemma 3.32).
This means that the size of the sets X1 and X2 cannot be smaller than m, but we are able to construct
such sets with size comparable to m (as shown in Proposition 3.40).
The embedding described for Case A does not work if there are too few leaves, as then the set Q is
too small for its image to cover the Θ(m) vertices in X1. In Case B, therefore, we first select a subset R
of V (G), so that R is large but contains o(n) vertices. Let m′ be the smallest integer such that there is
an edge in G between any two disjoint subsets of R with size m′. As we have restricted the number of
vertices from which we choose these disjoint subsets, we are able to take a stronger bound on m′ than m.
This can best be seen by considering the far reaches of Case B, where we will use |R| = Θ(n/ logn) and
(from Proposition 3.26) get m′ = Θ(n/ logn)≪ m.
In general, we can then find subsets X1 and X2 with size Θ(m
′) so that we can match a set U1 ⊃ X1
into a set U2 ⊃ X2 whenever U1 ∩ U2 = ∅, |U1| = |U2|, and U1 \X1 and U2 \X2 are subsets of R. We
remove some leaves from our tree T in Case B, and embed the resulting subtree T ′ so that the image of
the set Q, which is the set of neighbours of the removed leaves, contains the set X1. Since the sizes of X1
and X2 are related to m
′, not m, they are now both smaller than the set Q. We can then complete the
embedding of T as in we did in Case A, by finding a matching from the copy of Q to the set of the unused
vertices, provided we have ensured that the embedding of T ′ covers all of the vertices in V (G)\ (R∪X2).
That we are able to embed T ′ to cover V (G) \ (R ∪X2) is shown by Lemma 7.4, which will form a
standard part of the remaining embeddings. The covering is achieved using the bare paths in T ′. Roughly
speaking, part of T ′ is embedded in G−X2, before a cycle covering the unused vertices in V (G)\(R∪X2)
is found (using expansion techniques and Po´sa rotation). This cycle is then split into subpaths, which are
connected up as bare paths in the embedding of T ′, using the extendability methods, and in particular
Lemma 3.10. To allow room to build up the first part of T ′, and to connect up these paths, we use
some of the vertices in R. We connect the subpaths of the cycle into the embedding by first matching
their endvertices into R, and, similarly, matching into R the vertices from the partial embedding of T ′ to
which these paths need connected. We then link the ends of these matchings appropriately using paths
inside R. This completes the embedding of T apart from the leaves attached to Q. There will then be
the right number of vertices left unused in R to add to X2 and we can find a matching, as described
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above, to complete the embedding. This embedding of T ′ is given in Section 7, using work in Section 6
which finds cycles covering subsets in a random graph. We prove Case B of Theorem 1.1 in Section 8.
As we consider trees T in Case B with an increasing value of k(T ), the size of the set Q decreases.
Therefore, to carry out the embedding, we need to decrease the size of X1 and X2, and so we must
decrease the size of R. It is therefore increasingly hard to cover all the vertices outside of R∪X2 by the
embedding of T ′. Fortunately, Lemma 7.4 is able to take advantage of the increasing length k(T ) of the
bare paths in T ′. Eventually, the size of R will decrease until it contains almost exclusively (internally)
isolated vertices. Due to this, we cannot find the paths required within R to connect the subpaths from
the cycle into the partial embedding of T ′, and so the method outlined above breaks down. This is our
first problem, but two other problems also arise at around the same place, that is, when k = Θ(logn).
The second problem is that our method for creating matchmaker sets X1 and X2 which are sufficiently
small that they can be covered by the image of Q also fails. Finally, our third problem is that, as the
size of the set R decreases, we eventually cannot match the endvertices of the subpaths of the cycle into
the set R.
2.4 Our embeddings in Cases C and D
As mentioned above, we need to surmount three problems if we are to modify the embedding for Case B
to use for Case C. After solving these problems, a small conceptual change is sufficient to embed the
trees in Case D.
At the start of our embedding in Case C, we will carefully choose a set R in our random graph that
is small but internally well connected (as detailed in Section 9). This will address our first problem by
enabling us to connect many different vertex pairs using paths in R. We then build what we call a λ-
device, which is in effect a construction of matchmaker sets X1 and X2, so that, given any appropriately
sized subset U of R, we can find a matching between the sets X1 and X2 ∪ U . The construction of the
λ-device (in Section 10) is more involved than the construction of the matchmakers sets for Case B, but
does not contain much more technical difficulty. The use of a λ-device overcomes the second problem
mentioned above, as the sets X1, X2 and R are much smaller than they previously were. We then proceed
with an embedding similar to the embedding in Case B. We take a tree in Case C and remove some of
its leaves to get a tree T ′, before embedding T ′ into the graph G−X2 so that the image of the set Q of
the neighbours of the leaves removed from T contains the set X1. We make sure when embedding the
tree T ′ that we cover all the vertices not in R ∪X2, before using the properties of the λ-device to find
an appropriate matching to attach the deleted leaves and finish the embedding of T .
To embed T ′ and cover all the vertices not in R ∪X2, we use the same method as we did in Case B.
That is, we embed most of T ′ and cover the remaining vertices not in R ∪ X2 by a cycle, which we
break into subpaths. Here we encounter the third, and final, problem, where we cannot find a matching
from the endvertices of these subpaths into R. This difficulty is overcome by the use of (l, γ)-connectors
(constructed in Section 11.1). These are small subgraphs which have spanning paths between many
different pairs of endvertices. Instead of matching the endvertices of the subpaths from the cycle into R
directly, we connect each of them into R via an (l, γ)-connector in an appropriate way, before finding
paths within the set R to attach the subpaths and the (l, γ)-connectors into the embedding of T ′.
All this allows us to progress further, and embed the trees in Case C. The point where we switch to
Case D is somewhat arbitrary, but a switch is necessary somewhere (which can be delayed by increasing
our constant C(∆)). For Case D, the only change we make to our embedding is to use a different λ-device
(X1, X2). Given an appropriately sized subset U of R, this new λ-device joins specified pairs of vertices
in X1 by disjoint paths with a specified length, whose internal vertices together cover exactly the vertices
in X2 ∪ U . This exact covering will allow us to cover the final vertices in the graph G and complete the
embedding. The tree T ′ in this case is formed by removing bare paths, rather than leaves, from T and
these bare paths are reinserted using the λ-device and the remaining vertices from R.
The construction of the λ-device for Case D shares some ideas with the construction of the λ-device
for Case C, and is also given in Section 10. The (l, γ)-connectors we use are defined and constructed at
the start of Section 11, before we put our methods together to prove Cases C and D of Theorem 1.1.
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In Cases C and D, our embeddings are using a new application of the absorption method, which was
introduced as a general principle by Ro¨dl, Rucin´ski and Szemere´di [35]. In this method, a subgraph
to be found is partially embedded while a reservoir is developed. The difficulties in embedding what
remains of the subgraph into the decreasing space in the parent graph are mitigated by allowing the use
of some vertices from the reservoir. The remaining vertices are then absorbed into the early parts of the
embedding by using the special properties of the reservoir. In our methods outlined above, the set R
functions as the reservoir, while the remaining vertices at the end of the embedding are absorbed into
the λ-device.
2.5 Further complications
The outlines above give an overview of the proof of Theorem 1.1, while making certain simplifications to
avoid the more technical details. In particular, in Cases B, C, and D, the embedding of the tree T ′ to
cover all the vertices outside the set R∪X2 is more intricate than described here, though our description
conveys the basic idea. Similarly, complications arise with the use of (l, γ)-connectors in Cases C and D.
We will need many of these connectors to carry out the sketch above, more than are eventually used for
the stated purpose. Therefore, we will need to absorb the unused connectors somehow into the embedding
of T . We also often split our tree into large pieces, and accomplish different tasks while embedding each
piece. This avoids looking for many different properties while embedding any one subtree.
Our embeddings are also complicated by the universality of Theorem 1.1 – we must reveal all the
edges of our graph and gain the properties we require to embed any spanning tree. We will reveal the
edges of our graph in multiple rounds to find these properties. Our embedding is effectively the same for
all the trees in Case B, but the properties we require from our random graph differ slightly based on the
size of the set R, which is in turn determined for each tree T by the value of k(T ). We therefore show
that, for each relevant value of k, we can, with probability 1− o(n−1), find in our random graph a copy
of all the trees T ∈ TB(n,∆) with k(T ) = k. Thus, a union bound over these different events will show
that our random graph almost surely contains every tree in TB(n,∆). We also take a similar approach
in Case C.
3 Preliminaries
As mentioned in Section 2, we will use a flexible framework developed by Glebov, Johannsen and Kriv-
elevich [17, 18] for embedding a tree into a larger graph; we detail this framework in Section 3.1. We
will use several results on leaves and bare paths in trees; these results are developed in Section 3.2. In
Section 3.3, we will show how a tree can be divided into subtrees satisfying certain properties. The
probabilistic results we need for G(n, p) are given in Sections 3.4 and 3.5. Expansion properties and
matchings will be important, for example when using the extendability methods or embedding leaves.
In Sections 3.6 to 3.10 we prove a mixture of results concerning matchings and expansion properties.
3.1 Embedding trees and (d,m)-extendability
Friedman and Pippenger [16] showed that trees can be found in graphs with certain natural expansion
conditions. These expansion conditions, however, require the graph to have many more vertices than
the tree. Their method was developed by Haxell [19] to give a general theorem for embedding trees into
graphs with certain expansion conditions, which in some cases allows the tree T to have almost as many
vertices as the graph. This theorem was first used by Balogh, Csaba, Pei and Samotij [4] to embed
almost-spanning bounded degree trees in the random graph.
Glebov, Johannsen and Krivelevich [17, 18] recently modified Haxell’s method to develop a very
flexible approach for embedding bounded degree trees. The key definition is that of a (d,m)-extendable
subgraph. Given a copy of a subtree of a tree with maximum degree d in a graph G, if the copy of the
subtree is (d,m)-extendable in G then, subject to certain conditions, we can add a further vertex of G
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to extend the copy to a larger subtree by attaching a leaf appropriately. Furthermore, we can do this
so that the copied subtree remains (d,m)-extendable. This allows us to iterate, building up a copy of
the full tree vertex-by-vertex (see Corollary 3.7). The following definition refers to a subgraph S of a
graph G, and to the degree dS(x) of a vertex x in the subgraph S. Furthermore, for this definition we
recall that N ′(U) = ∪u∈UN(u).
Definition 3.1. Let d,m ∈ N satisfy d ≥ 3 and m ≥ 1, let G be a graph, and let S ⊂ G be a subgraph
of G. We say that S is (d,m)-extendable if S has maximum degree at most d and
|N ′(U) \ V (S)| ≥ (d− 1)|U | −
∑
x∈U∩V (S)
(dS(x)− 1) (2)
for all sets U ⊂ V (G) with |U | ≤ 2m.
Away from this definition, we will mostly use the external neighbourhood,N(U), noting that |N ′(U)| ≥
|N(U)| for any vertex set U of any graph. Typically, we only turn toN ′(U) when deducing properties from
the (d,m)-extendability of a subgraph. Note that to show S ⊂ G, with ∆(S) ≤ d, is (d,m)-extendable
it is sufficient to show that for every subset U ⊂ V (G), with |U | ≤ 2m, we have |N(U) \ V (S)| ≥ d|U |,
so that (2) then holds. Typically, we will use this stronger condition to show that a subgraph is (d,m)-
extendable, and we record this as follows.
Proposition 3.2. Let d,m ∈ N satisfy d ≥ 3 and m ≥ 1. Suppose the graph G contains a subgraph S
which has maximum degree at most d. If every set U ⊂ V (G) with |U | ≤ 2m satisfies |N(U, V (G) \
V (S))| ≥ d|U |, then S is (d,m)-extendable in G.
The following lemma by Glebov, Johannsen and Krivelevich [17, 18] gives conditions under which a
(d,m)-extendable subgraph can be extended by a leaf yet remain (d,m)-extendable.
Lemma 3.3. [17, Lemma 5.2.6] Let d,m ∈ N satisfy d ≥ 3 and m ≥ 1, let G be a graph, and let S be a
(d,m)-extendable subgraph of G. Suppose every subset U ⊂ V (G), with m ≤ |U | ≤ 2m, satisfies
|N ′G(U)| ≥ |S|+ 2dm+ 1. (3)
Then, for every vertex s ∈ V (S) with dS(s) ≤ d− 1, there exists a vertex y ∈ NG(s) \V (S) such that the
graph S + sy is (d,m)-extendable.
We will often wish to apply Lemma 3.3 when we have the following crucial graph property.
Definition 3.4. When m ∈ N, we say a graph G is m-joined if there is an edge in G between any two
disjoint vertex sets which each contain at least m vertices.
In order to apply Lemma 3.3 when a graph is m-joined, we will need the following corollary.
Corollary 3.5. Let d,m ∈ N satisfy d ≥ 3 and m ≥ 1, and let G be an m-joined graph with n vertices.
Let S be a (d,m)-extendable subgraph of G which satisfies |S| ≤ n − 2dm − 3m − 1. Then, for every
vertex s ∈ V (S) with dS(s) ≤ d− 1, there exists a vertex y ∈ NG(s) \ V (S) such that the graph S + sy is
(d,m)-extendable.
Proof. If U ⊂ V (G), then there are no edges between U and V (G) \ (U ∪ N(U)). Therefore, as G
is m-joined, if |U | ≥ m, then |V (G) \ (U ∪N(U))| < m. Therefore, if m ≤ |U | ≤ 2m, then
|N(U)| ≥ n− |U | −m ≥ n− 3m ≥ |S|+ 2dm+ 1.
Thus, (3) holds for each set U ⊂ V (G) with m ≤ |U | ≤ 2m. The corollary follows by Lemma 3.3.
We will often use an extendable subgraph which has no edges, for which we use the following definition.
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Definition 3.6. Given a graph G and a subset U ⊂ V (G), the subgraph I(U) ⊂ G has the vertex
set U and no edges. That is, I(U) is the vertex set U considered to be an empty graph, so that U is an
independent set.
Corollary 3.5 can be used repeatedly to build up a copy of a tree by adding leaves. A typical use of
this is given in the following corollary.
Corollary 3.7. Let d,m ∈ N satisfy d ≥ 3 and m ≥ 1, and let T be a tree, with maximum degree at most
d/2, which contains the vertex t ∈ V (T ). Let G be an m-joined graph and suppose R is a (d,m)-extendable
subgraph of G with maximum degree d/2. Let v ∈ V (R) and suppose |R|+ |T | ≤ |G| − 2dm− 3m. Then,
there is a copy S of T in G− (V (R) \ {v}), in which t is copied to v, so that R ∪ S is (d,m)-extendable
in G.
Proof. As is well known, every tree with at least two vertices has at least two leaves. Therefore, we can
iteratively remove leaves not equal to t from T , and produce a sequence of trees Tn = T ⊃ Tn−1 ⊃ . . . ⊃
T1 = I({t}), where n = |T |, so that, for each i, Ti is formed from Ti−1 by adding a leaf.
Recall that v ∈ V (R). Starting with S0 := I(v), for each 2 ≤ i ≤ n, by applying Corollary 3.5 to the
(d,m)-extendable subgraph R ∪ Si−1, we can extend Si−1 to give Si, a copy of Ti, in G− (V (R) \ {v})
so that R∪Si is (d,m)-extendable in G, and t is copied to v. When we are finished, S = Sn satisfies the
requirements of the corollary.
As shown by Glebov, Johannsen and Krivelevich [17, 18], removing a leaf from, or adding an edge be-
tween two vertices with degree at most d−1 in, a (d,m)-extendable subgraph maintains the extendability,
as follows.
Lemma 3.8. [17, Lemma 5.2.7] Let d,m ∈ N satisfy d ≥ 3 and m ≥ 1, let G be a graph, and let S be
a subgraph of G. Furthermore, suppose there exist vertices s ∈ V (S) and y ∈ NG(s) \ V (S) so that the
graph S + ys is (d,m)-extendable. Then S is (d,m)-extendable.
Lemma 3.9. [17, Lemma 5.2.8] Let d,m ∈ N satisfy d ≥ 3 and m ≥ 1, let G be a graph, and let S be a
(d,m)-extendable subgraph of G. If s, t ∈ V (S) with dS(s), dS(t) ≤ d− 1 and st ∈ E(G), then S + st is
(d,m)-extendable in G.
In addition, Glebov, Johannsen and Krivelevich [17, 18] proved the following connection lemma, which
allows a path to be added to a (d,m)-extendable subgraph while keeping the extendability. We record a
slightly stronger statement in Lemma 3.10 than in [17], but this follows with an almost identical proof.
We remark why we require a stronger statement at the end of this section.
Lemma 3.10. [17, Lemma 5.2.9] Let d,m ∈ N satisfy m ≥ 1 and d ≥ 3 and let G be an m-joined graph.
Let S be a (d,m)-extendable subgraph of G with at most |G| − 10dm vertices.
Let k = ⌈log(2m)/ log(d−1)⌉ and let j satisfy 1 ≤ j ≤ k. Suppose there are two disjoint vertex sets A
and B in S, each with size at least 2m/(d− 1)j, so that all the vertices in A and B have degree at most
d/2 in S. Then there exist vertices a ∈ A, b ∈ B, an a, b-path P with length 2j + 1 and interior vertices
in V (G) \ V (S), and an edge e of the path P , so that S + P − e is (d,m)-extendable in G.
In combination, Lemmas 3.3, 3.8, 3.9 and 3.10 provide a very flexible framework for manipulating
almost-spanning trees as we embed them into our graph. We will use Lemma 3.3 through Corollary 3.7,
and Lemma 3.10 through the following two corollaries.
Corollary 3.11. Let d,m, l ∈ N satisfy m ≥ 1 and d ≥ 3, and let G be an m-joined graph. Let S be a
(d,m)-extendable subgraph of G with at most |G| − 10dm− 2l vertices.
Suppose there are two disjoint vertex sets A and B in S, each with size at least 2m/(d− 1)l, so that
all the vertices in A and B have degree at most d/2 in S. Then there exist vertices a ∈ A, b ∈ B, an
a, b-path P with length 2l+ 1 and interior vertices in V (G) \ V (S), and an edge e of the path P , so that
S + P − e is (d,m)-extendable.
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Proof. Let k = ⌈log(2m)/ log(d − 1)⌉. If l ≤ k then the result of the corollary follows directly from
Lemma 3.10. Let us assume then that l > k, so that the condition |A|, |B| ≥ 2m/(d− 1)l is equivalent
to |A|, |B| > 0, and pick two vertices a ∈ A and b ∈ B.
By Corollary 3.7 we can find a path Q with length 2l − 2k ≥ 2 which has a as an endvertex, and
whose other vertices lie outside S, so that S +Q is (d,m)-extendable. Let the endvertex of Q which is
not a be a0.
Note that |S +Q| = |S|+2l− 2k ≤ |G| − 10dm. Applying Lemma 3.10 to {a0}, {b} and S+Q, with
j = k, we can find an a0, b-path P , with interior vertices not in V (S+Q) and length 2k+1, and an edge
e of P , so that S +Q+P − e is (d,m)-extendable. Then Q+P , which is an a, b-path with length 2l+1
and interior vertices outside of S, is as required.
Corollary 3.12. Let d,m, l ∈ N satisfy m ≥ 1 and d ≥ 3. Letting k = ⌈log(2m)/ log(d − 1)⌉, suppose
l ≥ 2k + 1. Let G be an m-joined graph. Let S be a (d,m)-extendable subgraph of G with at most
|G| − 10dm− (l − 2k − 1) vertices.
Suppose a and b are two distinct vertices in S, both with degree at most d/2 in S. Then there is an
a,b-path P , with length l and internal vertices outside of S, so that S + P is (d,m)-extendable.
Proof. By Corollary 3.7, we can find a path Q, with length l− 2k− 1 which has a as an endvertex, and
whose other vertices lie outside S, so that S + Q is (d,m)-extendable. Let a0 be the endvertex of Q
which is not a, unless l − 2k − 1 = 0, when Q is a single vertex, in which case let a0 = a.
Applying Lemma 3.10 to {a0}, {b} and S +Q, with j = k, we can find an a0, b-path P , with interior
vertices not in V (S +Q), and an edge e of P , so that S +Q+ P − e is (d,m)-extendable. Then Q+ P
is an a, b-path and the interior vertices of Q + P lie outside of S. Furthermore, by Lemma 3.9 with the
edge e, S +Q+ P is (d,m)-extendable, as required.
Remark. When applying the lemmas and corollaries concerning extendability, we will often refer to the
extendable subgraph that we are growing as the working subgraph. When checking the conditions of
the corollaries apply, we will refer to the condition that requires an upper bound on the size of the
working subgraph as the size condition. When applying Corollary 3.12, we will refer to the condition
that l ≥ 2⌈log(2m)/ log(d− 1)⌉+ 1 as the length condition.
Remark. In proving an important lemma later, Lemma 4.1, we will wish to add paths to a (d,m)-
extendable subgraph, before later removing some of these paths while maintaining extendability. Our
only tool to remove vertices while retaining extendability is Lemma 3.8, which can remove leaves. If we
have added a path between two vertices x, y in the subgraph, both of which have other neighbours in the
subgraph, then we cannot remove that path by removing leaves. However, instead, we will add a path
between x and y with a missing edge to get a (d,m)-extendable structure, using Corollary 3.11. As the
subgraph without the missing edge is (d,m)-extendable and was created by adding two separate paths
(whose new endpoints lie in the missing edge), we can remove these paths, leaf by leaf, while maintaining
extendability. If, on the other hand, we decide that we do want the x, y-path we can add the additional
edge, which, by Lemma 3.9, also maintains extendability.
3.2 Leaves and bare paths in trees
The following lemma by Krivelevich [29] shows that trees contain either many leaves or many vertex
disjoint bare paths, that is, vertex disjoint paths which each have no branching points as interior vertices.
Lemma 3.13. [29, Lemma 2.1] Let k, l, n ∈ N. Let T be a tree with n vertices and at most l leaves.
Then T contains at least n/(k + 1)− (2l− 2) vertex disjoint bare paths with length k.
By taking l = n/4k−1 in this lemma, we get that a tree T with n ≥ 2 vertices either has at least n/4k
leaves or at least n/4k vertex disjoint bare paths with length k. This is Lemma 2.1, stated in Section 2.2.
We will now augment Lemma 2.1 to show, more precisely, that, if a tree does not have many leaves, then
it contains either many disjoint bare paths or a large set of well separated leaves (see Definition 2.2).
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Using this, in Lemma 3.14, we then show that the subclasses in Section 2.2 do indeed cover T (n,∆), for
n large, as claimed by Lemma 2.3.
Lemma 3.14. Let n, k, d ∈ N satisfy n ≥ 60k and k ≥ 4d. Suppose a tree T with n vertices has at most
n/5d leaves. Then T either contains a 2d-separated set of at least n/40k leaves or a collection of n/40k
vertex disjoint bare paths with length k.
Proof. By Lemma 2.1, as T has at most n/5d leaves, we may take m := ⌈n/4d⌉ disjoint bare paths Pi,
i ∈ [m], with length d in T . Contract each path Pi to a single edge ei, and contract all the other
edges in T which are not in a path Pi. The resulting tree, S say, has one edge, ei, for each path Pi, so
|S| = m + 1. Let k0 := ⌈k/d⌉ ≤ 5k/4d. By Lemma 2.1, the tree S either has at least m/4k0 leaves or
contains at least m/4k0 vertex disjoint bare paths with length k0.
If S has at least m/4k0 ≥ n/16dk0 ≥ n/20k leaves, then let these leaves be the vertices vi, i ∈ I,
contained in the edges ei, i ∈ I, so that |I| ≥ n/20k. As n ≥ 60k, we have that |S| ≥ 3, and thus each
edge ei can contain at most one leaf. For each i ∈ I, consider the tree which was contracted to get the
vertex vi, and call it Ti. Either |Ti| = 1, in which case the vertex is unchanged and is a leaf in T , which
we call ui, or Ti has at least two leaves, one of which must be a leaf in T , which we call ui. If i 6= j
then ui and uj are separated from each other in the tree by both Pi and Pj , so are a distance at least 2d
apart in T , and thus we have a suitable set of leaves.
Suppose then that S has at least m/4k0 ≥ n/20k vertex disjoint bare paths with length k0, and fix
such a set of paths. Take a path in this set and look at the trees that were contracted together to get
each internal vertex. If none of these trees had any leaves in T then the bare path in S came from a bare
path with length at least dk0 ≥ k in T . If this is true for at least n/40k of the paths in S then we have
the required number of vertex disjoint paths with length k. If not, then at least n/40k of the paths have
an internal vertex which came from contracting a tree that contains a leaf of T . Collecting a leaf like
this from each such path gives a set of leaves which are pairwise a distance at least 2d apart in T .
Proof of Lemma 2.3. Let δ = 1/400∆20 and suppose T ∈ T (n,∆) satisfies λ(T ) ≤ δn. If T has at least
n/100 leaves, then, as the ball of radius 20 around any leaf in T contains at most 2∆20 vertices, we
have that λ(T ) ≥ n/200∆20 > δn, a contradiction. Let k′ = k′(T ). Note that if k′ ≤ 40, then, by the
definition of k′(T ) and Lemma 2.1, as T does not have n/90(k′+1) vertex disjoint bare paths with length
k′ + 1, T has at least n/4(k′ + 1) > δn leaves, a contradiction.
Therefore k′ ≥ 40, and hence by the definition of k′ and Lemma 3.14, applied with d = 10, we have
that λ(T ) ≥ n/40(k′ + 1). Therefore, k′(T )λ(T ) ≥ n/100, and, thus, for sufficiently large n, Cases A
and B cover all the trees T ∈ T (n,∆) with k(T ) < 102 logn.
We will also wish to find a set of vertices which are far apart, even if the tree has many leaves. For
this, we will use Lemma 3.15 and its following corollary.
Lemma 3.15. Let k ≥ 0 and ∆ ≥ 2, and let T be a tree, with maximum degree at most ∆, which contains
at least 3∆k vertices. Then there exists a subset Q ⊂ V (T ) of vertices which is (2k + 2)-separated in T ,
with |Q| ≥ |T |/(8k+ 8)∆k. Furthermore, we can find such a set Q so that each vertex is a leaf of T , or
is an interior vertex of a bare path in T .
Proof. Remove leaves from T repeatedly in k rounds, to get the subtree S, with |S| ≥ |T |/∆k. By
Lemma 2.1, S either has at least |S|/(8k + 8) vertex disjoint bare paths of length 2k + 2 or at least
|S|/(8k + 8) leaves.
If the first possibility occurs, then let Q0 be a set of vertices, with one vertex taken from the middle
of each of the vertex disjoint bare paths of length 2k + 2. The vertices in Q0 are therefore pairwise a
distance at least 2k + 2 apart in T . For each vertex q ∈ Q0, if q has degree 2 in T then let lq = q,
and, otherwise, there must be some leaf, lq say, of the tree attached to q in T which is removed in the
formation of S. The set Q = {lq : q ∈ Q0} then satisfies the requirements of the lemma.
If the second possibility occurs, then, for each leaf r of S, there must be a leaf, lr say, for which there
is an r, lr-path with length k in T and edges outside of S, otherwise r would have been removed in the
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creation of S. Let Q = {lr : r ∈ L(S)}, where L(S) is the set of leaves of S. As |S| ≥ 3, the leaves of S
are pairwise a distance at least 2 apart in T , and, therefore, the vertices in Q are pairwise a distance at
least 2k + 2 apart in T , so form a set as required by the lemma.
Corollary 3.16. Let k ≥ 0 and ∆ ≥ 2, and let T be a tree, with maximum degree at most ∆, containing
the vertex set X, where |X | ≥ 3∆k. Then there exists a subset Q ⊂ X of vertices which is (2k + 2)-
separated in T , with |Q| ≥ |X |/(8k + 8)∆k.
Proof. Let T ′ be the smallest subtree of T which contains every vertex in X . If T ′ contains a vertex not
in X which has degree two, then pick such a vertex, delete it, and join its two neighbours by an edge.
Repeat this until no such vertex exists, and call the resulting tree T ′′. Note that X ⊂ V (T ′′), and that
the vertices in T are at least as far apart as they are in T ′′. Every leaf of T ′, and hence of T ′′, is a vertex
in X , and every interior vertex in a bare path in T ′′ is also in X . Therefore, by applying Lemma 3.15,
we can find a set satisfying our requirements.
Once we have found a well separated vertex set Q in a tree T , we will embed T by starting with a
single vertex and building up a tree by adding paths with a copy of some vertex from Q at the end. The
following lemma will give us a good order in which to embed the vertices in Q.
Lemma 3.17. Let k, l ∈ N. Suppose T is a tree containing the vertex t ∈ V (T ). Suppose Q ⊂ V (T ),
with |Q| = l, is a 2k-separated set in T . Then, there is a sequence T1, . . . , Tl of subtrees of T so that
t ∈ V (T1) and, for each i, 1 < i ≤ l, Ti is formed from Ti−1 by adding a bare path of length at least k
which adds a vertex from Q as a leaf of Ti.
Proof. Given a sequence of vertices x1, . . . , xi ∈ V (T ), for any i, let T (x1, . . . , xi) be the smallest subtree
of T containing these vertices. Let T0 = T (t) = I({t}). For each i ∈ [l], pick a vertex qi in Q \
{q1, . . . , qi−1} so that, if Ti = T (t, q1, . . . , qi), then |Ti| − |Ti−1| is minimised. Note that we allow q1 = t.
We will show that these subtrees satisfy the lemma.
For each i ∈ [l], the tree Ti is formed from Ti−1 by adding a bare path to Ti which ends in qi. Say,
for each i, that path is Pi with endvertices vi ∈ V (Ti−1) and qi. Suppose for some i this path has length
k1 < k. Let j ≥ 1 be the smallest such j for which vi ∈ V (Tj), so that j < i. The vertex vi must then
belong on the path Pj . Let the distance between vi and qj on Pj be k2. If k1 < k2, then at stage j
the vertex qi would have been added instead of qj , contradicting the above process. We must therefore
have k1 ≥ k2. There is then a path between qi and qj in Pi ∪ Pj , which has length k1 + k2 < 2k, a
contradiction.
3.3 Dividing trees
We will often divide a tree into pieces with different properties, for which we use the following definition.
Definition 3.18. Where S is a tree, we say two subtrees S1 and S2 divide S if they cover S and intersect
on precisely one vertex.
Dividing trees so that the subtrees satisfy certain properties is shown to be possible by the following
proposition, after which we record some particularly useful consquences.
Proposition 3.19. Given a tree S, with a subset Q ⊂ V (S), we can find two trees S1 and S2 which
divide S for which |Q ∩ V (S1)|, |Q ∩ V (S2)| ≥ |Q|/3.
Proof. Note that, if 0 < |Q| ≤ 3, then we may easily find such subtrees by selecting q ∈ Q and taking the
subtrees S and I({q}). Let us assume then that |Q| ≥ 4. In this proof, when we have a subtree Si ⊂ S,
indexed by any i, we will use Qi = Q ∩ V (Si) without further definition.
Take two subtrees S1 and S2, subject to S1 and S2 dividing S and |Q1| ≥ |Q2|, so that |Q1| − |Q2|
is minimised and, among all such pairs of subtrees, so that |S1| − |S2| is then minimised. Note that, if
s ∈ V (S), then S and I({s}) divide S, and hence such subtrees S1 and S2 must exist.
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Suppose, for contradiction, that there are no subtrees satisfying the requirements of the lemma. As
S1 and S2 are then not suitable subtrees, we have |Q2| < |Q|/3, and, as |Q1| + |Q2| ≥ |Q|, we have
|Q1| > 2|Q|/3. Therefore,
|Q1| − |Q2| ≥ ⌈2|Q|/3⌉ − ⌊|Q|/3⌋ ≥ 2. (4)
Let v be the single vertex common to both S1 and S2. If v has only one neighbour in S1, x say, then
consider the two trees S3 and S4 with the vertex sets V (S1) \ {v} and V (S2) ∪ {x} respectively. Then,
as we have removed one vertex from S1 to get S3 and added one vertex to S2 to get S4, we have that,
using (4),
|Q1| − |Q2| ≥ |Q3| − |Q4| ≥ |Q1| − |Q2| − 2 ≥ 0.
Therefore, as S3 and S4 divide S and |S3| − |S4| < |S1| − |S2|, this contradicts the choice of S1 and S2.
Therefore, v has at least two neighbours in S1, so we may divide S1 into two trees S5 and S6, with
|S5|, |S6| ≥ 2, so that S5 and S6 intersect only on v. Without loss of generality, say that |Q5| ≥ |Q6|.
Then, as |Q5| + |Q6| ≥ |Q1| > 2|Q|/3, we must have that |Q5| > |Q|/3. Consider the trees S5 and
S7 = S2 ∪ S6. As |S6| ≥ 2 and |S5| < |S1|, we have that |S5| − |S7| < |S1| − |S2|. Therefore, as
|Q5|−|Q7| ≤ |Q1|−|Q2|, to avoid contradicting the choice of S1 and S2 we must have that |Q5|−|Q7| < 0,
and hence |Q7| > |Q5| > |Q|/3. Thus, as S5 and S7 divide S, these subtrees satisfy the requirements of
the lemma, a contradiction.
The simplest use of Proposition 3.19 demonstrates, as follows, that we may divide a tree into two
large pieces.
Corollary 3.20. Given a tree S, we can find two trees S1 and S2 which divide S for which |S1|, |S2| ≥
|S|/3.
Proof. Taking Q = V (S), by Proposition 3.19 there exist two trees S1 and S2 which divide S for which
|S1|, |S2| ≥ |S|/3, as required.
It will be useful to divide a tree so that each subtree contains plenty of vertex disjoint bare paths.
The following corollary shows that this can be done, if the original tree contains sufficently many such
paths.
Corollary 3.21. Let l ∈ N. Given a tree S, which contains the vertex disjoint paths Pi, i ∈ [l], we can
find two trees S1 and S2 which divide S so that both S1 and S2 contain at least l/3− 1 of the paths Pi.
Proof. For each i ∈ [l], let vi be some vertex in V (Pi). Let Q = ∪i{vi}. Then, by Proposition 3.19, there
exist two trees S1 and S2 which divide S for which |Q∩V (S1)|, |Q∩ V (S2)| ≥ |Q|/3 = l/3. Let w be the
single vertex in the set V (S1)∩V (S2). For each i ∈ [l] with vi ∈ Q∩V (S1), if w /∈ V (Pi), then the path Pi
must be a subgraph of S1. Therefore, as w is in at most one of the paths Pi, at least |Q∩V (S1)|−1 ≥ l/3−1
of the paths Pi must be a subgraph of S1. Similarly, at least |Q ∩ V (S2)| − 1 ≥ l/3− 1 of the paths Pi
must be a subgraph of S2.
Using Corollary 3.20, we can find a subtree with, approximately, a certain number of vertices.
Proposition 3.22. Let n,m ∈ N satisfy 1 ≤ m ≤ n/3. Given any tree T with n vertices and a vertex
t ∈ V (T ), we can find two trees T1 and T2 which divide T so that t ∈ V (T1) and m ≤ |T2| ≤ 3m.
Proof. Find trees T1 and T2, with t ∈ V (T1), which divide T , so that |T2| is minimised subject to
|T2| ≥ m. Some such trees exist as I({t}) and T satisfy these conditions. Suppose |T2| > 3m ≥ 3. By
Corollary 3.20, we can find trees T3 and T4 which divide T2 so that |T3|, |T4| ≥ ⌈|T2|/3⌉ ≥ m + 1 ≥ 2.
Let t′ be the single vertex in both T1 and T2, and suppose, without loss of generality, that t
′ ∈ V (T3).
Consider the trees T5 = T1 ∪ T3 and T4 which divide T . The tree T5 contains t, and |T2| > |T4| ≥ m, a
contradiction. Therefore, |T2| ≤ 3m.
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3.4 Edges between sets in the random graph
To confirm some standard facts concerning the random graph, we will use the following form of Chernoff’s
inequality (see, for example, Janson,  Luczak and Rucin´ski [21, Corollary 2.3]).
Lemma 3.23. If X is a binomial variable with standard parameters n and p, denoted X = Bin(n, p),
and ε satisfies 0 < ε ≤ 3/2, then
P(|X − EX | ≥ εEX) ≤ 2 exp (−ε2EX/3) .
We will later require some of the properties of a random graph to hold with higher probability than
the typical ‘almost sure’ requirement, for which we use the following definition.
Definition 3.24. In a random graph G = G(n, p), we say a property P holds with very high probability
if
P(G has property P ) ≥ 1− n−ω(1).
A simple application of Lemma 3.23 gives the following loose estimate on the number of edges we can
expect in a random graph.
Proposition 3.25. If p = ω(logn/n2), then, with very high probability, the random graph G(n, p) has
between pn2/4 and pn2 edges.
Proof. If G = G(n, p), then E|E(G)| = p(n2). Therefore, by Lemma 3.23 with ε = 1/5, if n is large, then
P(pn2/4 ≤ |E(G)| ≤ pn2) ≥ 1− 2 exp
(
−p
(
n
2
)
/75
)
= 1− n−ω(1).
Throughout this paper we will be very interested in a parameter denoted by m. We will take m to be
small, subject to the condition that we can reasonably expect an edge between any two disjoint subsets
with size m. The following proposition will allow us to take a good value for m.
Proposition 3.26. If np > 20, then, with very high probability, any two disjoint sets A and B of vertices
of G = G(n, p) with |A| = |B| = ⌈5 log(np)/p⌉ have some edge between them.
Proof. Let m = ⌈5 log(np)/p⌉. If q is the probability that there exist two disjoint subsets of size m which
have no edge between them, then
q ≤
(
n
m
)2
(1 − p)m2 ≤
(en
m
)2m
e−pm
2 ≤ (np)2me−5m log(np) = e−3m log(np). (5)
If p ≤ n−1/2, then m log(np) ≥ log2(np)/p ≥ n1/2, and if p ≥ n−1/2, then m log(np) ≥ log2(np) ≥
log2 n/4. Therefore, m log(np) = ω(logn), and hence, by (5), q ≤ n−ω(1), as required.
Proposition 3.26 will cover most of the situations where we wish to have some edge between two
large subsets in a random graph. However, we will also use a result concerning the number of edges we
are likely to find between any two large sets. The following proposition is part of Proposition 3.2 in [3]
by Alon, Krivelevich and Sudakov, but as we require the property to hold with a higher probability we
include a proof here.
Proposition 3.27. Let np > 20 and G = G(n, p). Then, with very high probability, the number of edges
between any two disjoint sets of vertices A and B with p|A||B| ≥ 24n is at least p|A||B|/2 and at most
3p|A||B|/2.
Proof. For any two disjoint sets of vertices A and B, eG(A,B) is a binomially distributed variable with
mean p|A||B|. Therefore, if p|A||B| ≥ 24n then, by Lemma 3.23 with ε = 1/2,
P(|eG(A,B)− p|A||B|| ≥ p|A||B|/2) ≤ 2 exp (−p|A||B|/12) ≤ 2 exp(−2n).
Therefore, the probability there are two disjoint sets of vertices A and B with p|A||B| ≥ 24n and either
eG(A,B) < p|A||B|/2 or eG(A,B) > 3p|A||B|/2 is at most
2n · 2n · 2e−2n = 2(4/e2)−n = n−ω(1).
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3.5 Short paths in the random graph
We will also need an upper bound on the number of paths of length 2 we can expect to find in a sparse
random graph. Each potential such path does not appear independently of the others, complicating the
proof of any such bound. For convenience, we will use the following result by Vu [36] on the number of
subgraphs of a random graph isomorphic to some fixed balanced subgraph H (a balanced subgraph H
is one whose density, calculated as |E(H)|/|V (H)|, is at least as large as the density of any subgraph).
Theorem 3.28 records the part of Theorem 1.1 in [36] we wish to use, and Corollary 3.29 confirms the
specific case we need.
Theorem 3.28. [36, Theorem 1.1] Let 0 < ε ≤ 1. Suppose H is a balanced graph with k vertices, and
Y is the random variable counting the number of subgraphs isomorphic to H in a random graph G(n, p).
Suppose further that ε2(EY )1/(k−1) = ω(logn). Then there is a positive constant c = c(H) such that
P(Y ≥ (1 + ε)EY ) ≤ exp(−cε2(EY )1/(k−1)).
Corollary 3.29. If n3p2 = ω(log2 n), then, with very high probability, G(n, p) contains at most n3p2
paths of length two.
Proof. Let P be the path of length two and let Y be the number of subgraphs of G(n, p) which are
isomorphic to P . Then (EY )1/2 = (3
(
n
3
)
p2)1/2 = ω(logn). As P is balanced, by Theorem 3.28 with
ε = 1, P(Y ≥ 6(n3)p2) = n−ω(1).
3.6 Matchings from expansion conditions
In what remains of this section, we will show several results on matchings and expansion. We use the
common notion of a generalised matching, which, as is well-known (see, e.g., Bolloba´s [8]) exists exactly
when a generalised matching condition holds, as follows.
Definition 3.30. Given a bipartite graph G with vertex classes A and B, and a function f : A→ N, an
f -matching from A into B is a collection of disjoint sets {Xa ⊂ N(a) : a ∈ A} so that, for each a ∈ A,
|Xa| = f(a). If d ∈ N, and f(a) = d for each a ∈ A, we refer to an f -matching as a d-matching. We refer
to a 1-matching as a matching.
Theorem 3.31. Given a bipartite graph G with vertex classes A and B, and a function f : A→ N, if,
for every subset U ⊂ A we have |N(U)| ≥∑a∈U f(a), then there is an f -matching from A into B.
We can find matchings in graphs using certain simple expansion conditions, as follows.
Lemma 3.32. Let n,m,∆ ∈ N and f : [n]→ [∆]. Let D =∑i∈[n] f(i). Suppose H is a bipartite graph
with vertex classes A = [n] and B = [D] where the following properties hold.
• If U ⊂ A and |U | ≤ m, then |N(U)| ≥ ∆|U |. (6)
• If U ⊂ B and |U | ≤ m, then |N(U)| ≥ |U |. (7)
• If U ⊂ A and V ⊂ B, with |U |, |V | ≥ m, then e(U, V ) > 0. (8)
Then, there is an f -matching from A into B.
Proof. We will show that the relevant general matching condition holds from A into B. Let U ⊂ A. If
|U | ≤ m, then, by (6), we have |N(U)| ≥ ∆|U | ≥∑i∈U f(i).
If |U | ≥ m, then, as there are no edges between U and B\N(U), by (8), we have that |B\N(U)| ≤ m.
Therefore, |N(U)| = |B| − |B \ N(U)| ≥ |B| −m. Thus, if |U | ≥ m and ∑i∈U f(i) ≤ |B| − m, then
|N(U)| ≥ ∑i∈U f(i). If |U | ≥ m and ∑i∈U f(i) > |B| − m, then let U ′ = B \ N(U), so that, as
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|N(U)| ≥ |B| −m, |U ′| ≤ m. Hence, by (7), we have |N(U ′)| ≥ |U ′|. Then, as U and N(U ′) are disjoint
subsets of A, |A \ U | ≥ |N(U ′)| ≥ |U ′|, so that
|N(U)| = |B \ U ′| = |B| − |U ′| ≥ |B| − |A \ U |. (9)
As f(i) ≥ 1, for each i ∈ A,
|A \ U | ≤
∑
i∈A\U
f(i) = |B| −
∑
i∈U
f(i). (10)
Therefore, by (9) and (10), we have that |N(U)| ≥ ∑i∈U f(i). Thus, by Theorem 3.31, an f -matching
exists from A into B.
3.7 Expansion from large set connectivity
We can find small set expansion conditions in m-joined graphs, as follows.
Proposition 3.33. Let m, d ∈ N. Suppose G is an m-joined graph, and W ⊂ V (G) satisfies |W | ≥
(3d+ 4)m. Then, there is some set B ⊂ V (G), with |B| ≤ m, so that, if U ⊂ V (G) \ B and |U | ≤ 2m,
then |N(U,W \B)| ≥ d|U |.
Proof. Let B ⊂ V (G) be a maximal subset subject to |B| ≤ m and |N(B,W )| < d|B|. We will show that
B satisfies the conditions of the proposition. Let U ⊂ V (G) \B satisfy 0 < |U | ≤ 2m, and suppose that
|N(U,W \ B)| < d|U |. Then |N(B ∪ U,W )| < d(|B| + |U |) = d|B ∪ U |, and |B ∪ U | > |B|. Therefore,
by the choice of B, |B ∪ U | ≥ m. There are no edges between B ∪ U and W \ (B ∪ U ∪N(B ∪ U)), so,
as |B ∪ U | ≥ m, |W \ (B ∪ U ∪N(B ∪ U))| < m. Therefore, as |B ∪ U | ≤ 3m,
|N(B ∪ U,W )| ≥ |W | − |B ∪ U | −m ≥ (3d+ 4)m− 3m−m ≥ d|B ∪ U |,
a contradiction. Therefore, if U ⊂ V (G) \B and |U | ≤ 2m, then |N(U,W \B)| ≥ d|U |, as required.
We will also use the following bipartite version of Proposition 3.33.
Proposition 3.34. Let m, d ∈ N. Suppose H is a bipartite graph with vertex classes X and Y , in which
any two disjoint subsets with size m from X and Y respectively have some edge between them. Suppose
X0 ⊂ X and Y0 ⊂ Y satisfy |X0|, |Y0| ≥ (3d+ 4)m. Then, there is some set B ⊂ V (H), with |B| ≤ 2m,
so that if U ⊂ V (H) \B and |U | ≤ m, then |N(U, (X0 ∪ Y0) \B)| ≥ d|U |.
Proof. Let B ⊂ V (H) be a maximal subset subject to |B| ≤ 2m and |N(B,X0 ∪ Y0)| < d|B|. We will
show that B satisfies the conditions of the proposition. Let U ⊂ V (H) \ B satisfy 0 < |U | ≤ m, and
suppose that |N(U, (X0 ∪ Y0) \ B)| < d|U |. Then, |N(B ∪ U,X0 ∪ Y0)| < d(|B| + |U |) = d|B ∪ U |,
and |B ∪ U | > |B|. Therefore, by the choice of B, |B ∪ U | ≥ 2m. Then, either |(B ∪ U) ∩ X | ≥ m
or |(B ∪ U) ∩ Y | ≥ m. If |(B ∪ U) ∩ X | ≥ m, then, as there are no edges between (B ∪ U) ∩ X and
Y0 \N((B ∪ U) ∩X), we must have that |Y0 \N((B ∪ U) ∩X)| ≤ m. Therefore, as |B ∪ U | ≤ 3m,
|N(B ∪ U,X0 ∪ Y0)| ≥ |N((B ∪ U) ∩X,Y0)| − |(B ∪ U) ∩ Y0| ≥ |Y0| −m− |B ∪ U |
≥ (3d+ 4)m−m− 3m ≥ d|B ∪ U |,
a contradiction. A similar contradiction follows if |(B ∪ U) ∩ Y | ≥ m. Therefore, if U ⊂ V (H) \ B and
|U | ≤ m, then |N(U, (X0 ∪ Y0) \B)| ≥ d|U |.
A further bipartite version of Proposition 3.33 follows, simplified to give the specific case that we will
use.
Proposition 3.35. Let m, d ∈ N. Suppose H is a bipartite graph with vertex classes X and Y , in
which any two disjoint subsets with size m from X and Y respectively have some edge between them. If
|Y | ≥ (3d+ 4)m, then there is some set B ⊂ X, with |B| ≤ m, so that, for any subset U ⊂ X \ B with
|U | ≤ 2m, we have |N(U)| ≥ d|U |.
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Proof. Add edges between every pair of vertices from X and every pair of vertices from Y , and call the
resulting m-joined graph G. As |Y | ≥ (3d+ 4)m, by Proposition 3.33, there is a subset B ⊂ V (G), with
|B| ≤ m, so that for every subset U ⊂ V (G)\B with |U | ≤ 2m, we have |NG(U, Y \B)| ≥ d|U |. Therefore,
for every subset U ⊂ X \B with |U | ≤ 2m, |NH(U, Y )| ≥ |NG(U, Y \B)| ≥ d|U |, as required.
3.8 Matchings and expansion in random graphs
In a random graph, it is likely that we can find a general matching from a small set into a larger set, as
follows.
Lemma 3.36. Let n, d ∈ N and p > 0. Let A,W ⊂ [n] be disjoint sets satisfying p|W | ≥ 80 logn,
1 ≤ d ≤ p|W |/4 and |A| ≤ |W |/2d. Then, with probability 1− o(n−2), there is a d-matching from A into
W in the random graph G(n, p).
Proof. Let l = |A| and label the vertices in A as a1, . . . , al. Let W0 = ∅. Reveal the edges between each
vertex ai and the set W in G(n, p) in turn. At each reveal, if it is possible to find d neighbours of ai
in W \Wi−1, then do so, adding them to Wi−1 to get Wi. For each i ∈ [l], we have d(i − 1) ≤ |W |/2.
Therefore, by Lemma 3.23, for each i ∈ [l], the probability we will not find d neighbours in W \Wi−1 for
the vertex ai is
P(Bin(|W \Wi−1|, p) < d) ≤ P(Bin(|W |/2, p) ≤ p|W |/4) ≤ 2 exp(−p|W |/24) = o(n−3).
Therefore, the probability that this process fails to find a d-matching from A into W is o(n−2).
Expansion properties are likely to exist in random graphs, as shown by the following lemma.
Lemma 3.37. Let n ∈ N, p > 0 and W ⊂ [n] satisfy p|W | ≥ 200 logn. Let d satisfy 1 ≤ d ≤
p|W |/240 log(np). Then, taking G = G(n, p), with probability 1 − o(n−2), any subset U ⊂ V (G) with
|U | ≤ |W |/4d satisfies |N(U,W )| ≥ d|U |.
Proof. Let m = 15 log(np)/p, so that d ≤ |W |/16m. Reveal edges with probability p/2 among the vertex
set [n] to get the graph G1. By Proposition 3.26, with probability 1− o(n−2), G1 is m-joined. Therefore,
as |W | ≥ 16dm ≥ (3(4d) + 4)m, there is, by Proposition 3.33, a subset B ⊂ [n], with |B| ≤ m, so that,
if U ⊂ [n] \B and |U | ≤ m, then |N(U,W )| ≥ 4d|U |.
Reveal more edges with probability p/2 between B and W \ B in the graph G1 to complete the
random graph G, in which each edge has been revealed with probability at most p. Note that
|W \B| = |W | − |B| ≥ 16dm−m ≥ 15dm, (11)
so that |B| ≤ |W |/15d and thus (p/2) · |W \B| ≥ 80 logn. Using (11), we have that
(p/2) · |W \B|/4 ≥ 15dmp/8 ≥ 20d log(np) ≥ 4d.
Therefore, by Lemma 3.36, with probability 1−o(n−2), there is a 4d-matching from B intoW \B. Given
U ⊂ V (G) with |U | ≤ m, and noting either |U ∩B| ≥ |U |/2 or |U \B| ≥ |U |/2, we have
|N(U,W )| ≥ max{|N(U ∩B,W )|, |N(U \B,W )|} − |U | ≥ 4d · |U |/2− |U | ≥ d|U |.
If U ⊂ V (G) with m ≤ |U | ≤ |W |/4d, then, as G1, and hence G, is m-joined,
|N(U,W )| ≥ |W | −m− |U | ≥ |W |/2 ≥ d|U |.
We will often use Lemma 3.37 through the following corollary.
Corollary 3.38. Let n ∈ N, p > 0 and W ⊂ [n] satisfy p|W | ≥ 200 logn. Let d satisfy 1 ≤ d ≤
p|W |/240 log(np) and let m ≤ |W |/8d. Then, taking G = G(n, p), with probability 1− o(n−2), given any
subset X ⊂ V (G) \W , the subgraph I(X) is (d,m)-extendable in G[X ∪W ].
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Proof. By Lemma 3.37, with probability 1 − o(n−2), any subset U ⊂ V (G) with |U | ≤ |W |/4d satisfies
|N(U,W )| ≥ d|U |. Given any subset X ⊂ V (G) \W , let H = G[X ∪W ]. For every subset U ⊂ V (H)
with |U | ≤ 2m,
|NH(U) \X | ≥ |NH(U,W )| ≥ d|U |.
Therefore, by Proposition 3.2, I(X) is (d,m)-extendable in H .
The following simple lemma shows that a matching is likely to exist between two equal sized large
sets in a random graph.
Lemma 3.39. Let H be a random bipartite graph with classes A and B, with |A| = |B| = n, which has
edges between A and B present independently with probability p ≥ 250 logn/n. Then, with probability
1− o(n−2), there is a matching between A and B.
Proof. We will show that, with probability 1− o(n−2), the conditions required for Lemma 3.32 hold for
a matching between A and B.
By considering H as a subgraph of G(2n, p), and noting that, for sufficiently large n, p|B| ≥
200 log(2n), by Lemma 3.37, with probability 1 − o(n−2), any subset U ⊂ A with |U | ≤ n/4 satis-
fies |N(U,B)| ≥ |U |. Similarly, with probability 1 − o(n−2), any subset U ⊂ B with |U | ≤ n/4 satisfies
|N(U,A)| ≥ |U |. By Proposition 3.26, with probability 1 − o(n−2) any two disjoint subsets of A and B
respectively which each have at least n/4 vertices must have some edge between them in H .
Therefore, by Lemma 3.32 with m = n/4, with probability 1− o(n−2) there is a matching between A
and B in H .
As mentioned in Section 2 (where we call them matchmaker sets), we will want to find a small subset
in our random graph into which every sufficiently small vertex set expands, as follows.
Proposition 3.40. Let n ∈ N and suppose np ≥ 104 logn and m = 10 log(np)/p. Let W ⊂ [n] satisfy
|W | ≥ 3n/8. With probability 1 − o(n−2), in the random graph G = G(n, p) there is some set X ⊂ W
with |X | ≤ 8m such that, if U ⊂ V (G) \X and |U | ≤ m, then |N(U,X)| ≥ |U |.
Proof. Let X0 ⊂ W satisfy |X0| = 7m and A = W \X0. By Lemma 3.37, with probability 1 − o(n−2),
any subset U ⊂ V (G) with |U | ≤ m satisfies |N(U,A)| ≥ |U |. By Proposition 3.26, with probability
1− o(n−2), the graph G is m-joined.
By Proposition 3.33, there is a subset B ⊂ V (G) with |B| ≤ m so that, if U ⊂ V (G)\B and |U | ≤ m,
then |N(U,X0 \B)| ≥ |U |. Find a matching from B \A into A, using Theorem 3.31, and let D ⊂ A be
the image of B \A under this matching, so that |D|+ |B ∩ A| ≤ m.
Let X = X0 ∪D∪ (B ∩A), so that X ⊂W and |X | ≤ 8m. Given any subset U ⊂ V (G) \X , we have
|N(U,X)| ≥ |N(U \B,X0)|+ |N(U ∩B,D)| ≥ |U \B|+ |U ∩B| = |U |, as required.
3.9 Expansion from minimum degree conditions
Our next lemma, Lemma 3.41, can be used to turn minimum degree conditions in a random graph
into an expansion property. For certain values of m, d and D it implies that, in the random graph
G = G(n, p), if each vertex in a set A has at least D neighbours in the set B ⊂ V (G) \A, and |A| ≤ m,
then |N(A,B)| ≥ d|A|. The proof of the lemma follows a section of the proof by Alon, Krivelevich and
Sudakov of Lemma 3.1 in [3].
Lemma 3.41. Suppose p satisfies log3 n/n ≥ p ≥ 108/n, and let d = np/106 log(np), m = 160 log(np)/p
and D = np/100. Then, with probability 1− o(n−2), G = G(n, p) has no two disjoint sets A and B with
0 < |A| ≤ m, |B| ≤ d|A| and eG(A,B) ≥ D|A|.
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Proof. If G does not have this property then there exist two disjoint sets A,B ⊂ V (G), where 0 < |A| ≤
m, |B| = d|A| and eG(A,B) ≥ D|A| (adding vertices to B if necessary). Let pt be the probability two
such sets occur with |A| = t ≤ m. Then, we have
pt ≤
(
n
t
)(
n
dt
)(
dt2
Dt
)
pDt
≤
(
en
t
(en
dt
)d (edtp
D
)D)t
≤
((n
t
)2d (edtp
D
)D)t
=
((
ednp
D
)2d (
edtp
D
)D−2d)t
. (12)
If t < 104 logn, then tp ≤ 104 log4 n/n, and hence, as D ≥ 104d, by (12), we have
pt ≤

(np)2d (e log4 n
n
)(104−2)d
t
≤

log6 n(e log4 n
n
)103
dt
= o(n−3). (13)
If t ≥ 104 logn, then, as dtp ≤ dmp = 16D/103 ≤ D/20e, by (12) we have
pt ≤
(
(np)
2d
(
1
20
)np/200)t
=
(
(np)
2np/106 log(np)
(
1
20
)np/200)t
≤
(
e2np/10
6
(
1
20
)np/200)t
≤
(
1
20
)npt/400
≤
(
1
20
)2 log n
= o(n−3). (14)
Therefore, by (13) and (14), the probability such a pair of sets A and B exists is at most
∑m
t=1 pt =
o(n−2).
3.10 Expansion from random matchings
We will use auxilliary graphs with certain expansion properties, yet small maximum degree. We can find
such graphs by using random matchings, as follows.
Lemma 3.42. Let H be a random bipartite graph with classes X and Y , |X | = |Y | = n, formed by
taking the union of 25 independent random matchings between X and Y . With probability 1 − o(n−2),
the following properties hold.
• If A ⊂ X and |A| ≤ n/4, then |N(A)| ≥ 2|A|. (15)
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• If B ⊂ Y and |B| ≤ n/4, then |N(B)| ≥ 2|B|. (16)
• If A ⊂ X, B ⊂ Y and |A|, |B| ≥ n/5, then there is some edge between A and B. (17)
Proof. Given two sets A ⊂ X and B ⊂ Y , and a random matching M between X and Y , the probability
that NH(A) ⊂ B is
(|B|
|A|
)(
n
|A|
)−1
=
|B|(|B| − 1) · · · (|B| − |A|+ 1)
n(n− 1) · · · (n− |A|+ 1) ≤
( |B|
n
)|A|
. (18)
Thus, for each t ≤ n/4, the probability, pt say, that there is some set A ⊂ X with |A| = t and
|NH(A)| < 2t satisfies
pt ≤
(
n
t
)(
n
2t
)(
2t
n
)25t
≤
(
e3
4
(n
t
)3(2t
n
)25)t
=
(
2e3
(
2t
n
)22)t
. (19)
If t ≤ n1/2, then, by (19), pt ≤ n−4. If n1/2 ≤ t ≤ n/4, then, for sufficiently large n, by (19),
pt ≤ (2e3(1/2)22)t ≤ (1/2)t ≤ n−4. Therefore, the probability that there is some set A ⊂ X with
|A| ≤ n/4 and |NH(A)| < 2|A| is at most
∑
t≤n/4 pt = o(n
−2). A similar calculation shows that, with
probability 1− o(n−2), |NH(B)| ≥ 2|B| for every B ⊂ Y with |B| ≤ n/4.
Note that, if, for two sets A ⊂ X and B ⊂ Y , we have e(A,B) = 0, then NH(A) ⊂ Y \ B. The
probability there are no two sets A ⊂ X and B ⊂ Y , with |A| = |B| = n/5 and e(A,B) = 0 is therefore,
using (18), at most (
n
n/5
)2(
4
5
)25n/5
≤ (5e)2n/5
(
4
5
)5n
≤
(
19
20
)n/4
.
Therefore, with probability 1 − o(n−2), any two disjoint subsets A ⊂ X and B ⊂ Y , each with size at
least n/5, have some edge between them.
We will use Lemma 3.42 through the following lemma.
Lemma 3.43. Let h ∈ N with 3|h, and let m = 2h/3. Let X, Y and Z be disjoint vertex sets with
|X | = h and |Y | = |Z| = m. Let X1, X2 ⊂ X satisfy |X1| = |X2| = m and X = X1 ∪X2. Independently,
take 25 random matchings between each of the pairs of sets (X1, Y ), (X2, Y ), (X1, Z), and (X2, Z), and
let the graph H be the union of these matchings. Then, with probablity 1− o(h−2), for every set Z ′ ⊂ Z
with |Z ′| = h/3 there is a matching between X and Y ∪ Z ′.
Proof. By Lemma 3.42, with probability 1 − o(h−2), the edges in H between each of the pairs (X1, Y ),
(X2, Y ), (X1, Z), and (X2, Z) satisfy the corresponding properties to (15)-(17). We will now show that H
has the property we require. Let Z ′ ⊂ Z be any set with |Z ′| = h/3. We will verify the relevant conditions
in the graph between X and Y ∪Z ′ to show a matching exists between these two sets using Lemma 3.32.
Let A ⊂ X , and take A′ to be a subset of either A∩X1 or A∩X2, with |A′| = ⌈|A|/2⌉. Let B ⊂ Y ∪Z ′,
and take B′ to be a subset of either B ∩ Y or B ∩ Z ′, with |B′| = ⌈|B|/2⌉.
If |A| ≤ 4m/9, then |A′| ≤ m/4, so |NH(A, Y ∪ Z ′)| ≥ |NH(A′, Y )| ≥ 2|A′| ≥ |A|. If |B| ≤ 4m/9,
then |B′| ≤ m/4, so |NH(B,X)| ≥ |NH(B′, X1)| ≥ 2|B′| ≥ |B|. If |A| ≥ 4m/9 and |B| ≥ 4m/9, then
|A′| ≥ m/5 and |B′| ≥ m/5, so eH(A,B) ≥ eH(A′, B′) > 0. Therefore, by Lemma 3.32 there is a
matching between X and Y ∪ Z ′.
4 Covering vertex sets while embedding trees
In this section, we develop tools to embed a tree T into a graph G so that a chosen vertex subset X
in the graph is covered by a chosen vertex subset Q in the tree, where T has distinctly fewer vertices
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than G. We will use a variation on a result by Glebov, Johannsen and Krivelevich [18, Theorem 5.1],
which we adapt to our particular circumstance while giving a new, more efficient, proof.
Before proving the main result of this section (Lemma 4.2), we will first give an approximate version
(Lemma 4.1), where we can find a copy of a tree T in which the copy of Q mostly covers X . Our working
subgraph is the graph I(X) (the edgeless graph with vertex set X) along with a copy of the subtree of T
that we are building. We start building our copy of T , and extend the working subgraph by repeatedly
adding a path with a copy of a vertex in Q at the end (in an order determined by Lemma 3.17), all while
maintaining a (d,m)-extendability property. If possible, we always let an uncovered vertex from X be
the copy of the vertex from Q. Where this is not possible, we find a copy of the path with only one
endvertex in our working graph, using Corollary 3.7. We then analyse this process and show that most
of the vertices in X are covered.
In this analysis, however, we wish to remove some of the paths we added, while retaining extendability.
A path with both endvertices in the working subgraph cannot be removed by Lemma 3.8 – we may only
remove leaves while remaining extendable, and thus need a small change to the above outline. Instead of
adding a path P covering a new vertex in X , we find an edge e of P so that we can add the two disjoint
paths in P − e to the subgraph and remain extendable. This allows us to remove the path P − e in our
analysis, and while our working subgraph is not quite a copy of a subtree of T , the missing edges do
exist in the parent graph G.
The statement, and proof, of Lemma 4.1 is slightly more complicated again than suggested above.
The copy of the tree T is found appropriately attached to a (d,m)-extendable subgraph of G, so that we
may use this embedding iteratively to prove Lemma 4.2.
Lemma 4.1. Let k, d,m ∈ N with d ≥ 20. Let G be an m-joined graph and let the subgraph S ⊂ G
satisfy ∆(S) ≤ d/4. Suppose X ⊂ V (G) \ V (S) is such that S ∪ I(X) is (d,m)-extendable in G.
Let T be a tree, with ∆(T ) ≤ d/4, which satisfies |S|+|X |+|T | ≤ |G|−10dm−2k. Suppose Q ⊂ V (T )
is a (4k + 4)-separated set in T which satisfies |Q| ≥ 3|X |.
Let t ∈ V (T ) and s ∈ V (S). Then, there is a copy, T ′ say, of T in G − (V (S) \ {s}) so that t is
copied to s, S ∪ I(X) ∪ T ′ is (d,m)-extendable in G, |X \ V (T ′)| ≤ 2m/(d− 1)k, and all the vertices in
X ∩ V (T ′) have a vertex from Q copied to them.
Proof. Let q = |Q|. Using Lemma 3.17, take subtrees T1, . . . , Tq of T so that t ∈ V (T1) and, for each i,
2 ≤ i ≤ q, Ti is formed from Ti−1 by adding a bare path with length li ≥ 2k + 2 with endvertices
wi ∈ V (Ti−1) and qi ∈ Q.
In the applications of Corollary 3.7 below, our working subgraph will be the tree S ∪ I(X) combined
with some copy of a subgraph of T . Therefore the working subgraph will always have maximum degree
at most ∆(T )+∆(S) ≤ d/2, and at each application the subgraph we are aiming to achieve will contain
at most |S| + |X | + |T | ≤ |G| − 10dm vertices. If the working subgraph is (d,m)-extendable, then the
conditions to apply Corollary 3.7 will therefore be satisfied, which will allow us to attach a further tree
to our working subgraph while remaining (d,m)-extendable.
Using Corollary 3.7, then, find a subtree S1 in G− (X ∪ (V (S) \ {s})) which is a copy of T1 so that t
is copied to s and S ∪ I(X) ∪ S1 is (d,m)-extendable in G.
Let I1 = ∅ and X1 = X . We say we have a stage i situation, where 1 ≤ i ≤ q, if we have a subgraph
Si, sets Ii ⊂ [q] and Xi ⊂ X , and edges ej ∈ E(Si), j ∈ Ii, where Si is a copy of Ti with t copied to s,
(S ∪ I(Xi) ∪ Si) − (∪j∈Iiej) is (d,m)-extendable, Xi is disjoint from Si and X \ Xi is a subset of the
copy of Q in Si. Note that we currently have a stage 1 situation (see Figure 1).
For each i, 2 ≤ i ≤ q, carry out the following Step Ai, which takes a stage i−1 situation and produces
a stage i situation. Starting with our stage 1 situation, we will therefore reach a stage q situation. This
process is depicted in Figure 1.
Ai Let vi be the copy of wi in Si−1. Create a stage i situation as follows.
(i) Suppose we can find a vertex xi ∈ Xi−1, and a vi, xi-path Pi, with length li and interior
vertices in V (G) \ (V (S) ∪Xi−1 ∪ V (Si−1)), and an edge ei ∈ E(Pi), so that (S ∪ I(Xi−1) ∪
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Si−1) − (∪j∈Ii−1ej) + Pi − ei is (d,m)-extendable. Then, let Si = Si−1 + Pi, Ii = Ii−1 ∪ {i}
and Xi = Xi−1 \ {xi}, so that Si is a copy of Ti in which qi has been copied to xi. In this
case, we call Step Ai a good step.
(ii) If no such path exists, then use Corollary 3.7 to attach a path Pi, with length li and vertices
in (V (G)\(V (S)∪Xi−1∪V (Si−1)))∪{vi} to vi, so that (S∪I(Xi−1)∪Si−1)−(∪j∈Ii−1ej)+Pi
is (d,m)-extendable. Let Si = Si−1 + Pi, Xi = Xi−1, and Ii = Ii−1, so that Si is a copy of
Ti. In this case, we call Step Ai a neutral step.
Having reached a stage q situation, we will now show that the resulting tree Sq must contain most of
the vertices in X . The methods in this proof are depicted in Figure 2.
Claim B1. We have |Xq| < 2m/(d− 1)k.
Proof of Claim B1. Suppose to the contrary that |Xq| ≥ 2m/(d− 1)k, and let I = {2, . . . , q} \ Iq, so that
|I| ≥ q − 1 − |X | ≥ 2|X | − 1 ≥ |Xq| ≥ 2m/(d − 1)k. For each i ∈ I, let zi be the vertex of Pi which is
a distance li − 2k − 1 away from vi. As li − 2k − 1 ≥ 1, for each i ∈ I, the vertices zi are distinct, and
there are thus at least 2m/(d− 1)k such vertices. Note that
|(S ∪ I(Xq) ∪ Sq)− (∪i∈Iqei)| ≤ |S|+ |X |+ |T | ≤ |G| − 10dm− 2k.
Therefore, by Corollary 3.11, there is some index j ∈ I, and a vertex x ∈ Xq for which there is a
zj, x-path R in G, with length 2k + 1 and interior vertices in V (G) \ (V (S) ∪X ∪ V (Sq)), and an edge
e ∈ E(R) so that (S ∪ I(Xq) ∪ Sq)− (∪i∈Iqei) +R− e is (d,m)-extendable.
At each stage i > j we added either the path Pi, or the two disjoint paths that comprise Pi−ei, to some
vertex, or vertices, in V (S)∪Xi−1 ∪V (Si−1). Therefore, by Lemma 3.8, we can remove these paths from
the subgraph (S ∪ I(Xq) ∪ Sq) − (∪i′∈Iqei′) + R − e one-by-one while maintaining (d,m)-extendability,
working backwards through the Steps Ai with i decreasing from q to j + 1. This demonstrates that
(S ∪ I(Xj) ∪ Sj)− (∪i′∈Ijei′) +R− e is (d,m)-extendable.
Let P ′j be the path containing exactly the initial lj − 2k − 1 edges of Pj , starting from vj . Using
Lemma 3.8, we can remove the rest of the path Pj , to show that S∪I(Xj−1)∪Sj−1−(∪i∈Ij−1ei)+P ′j+R−e
is (d,m)-extendable. This contradicts the process above, as at Step Aj we should have found the vj , x-
path P ′j +R and the edge e.
Therefore, we have the tree Sq, a copy of Tq with t copied to s, and the set Xq ⊂ X , so that the
vertices of X \Xq are contained in the copy of Q, Xq is disjoint from V (Sq), S ∪ I(Xq) ∪ Sq is (d,m)-
extendable, and, by Claim B1, |Xq| ≤ 2m/(d− 1)k. By Corollary 3.7, we can then extend Sq to a copy
of T in G− ((V (S) ∪Xq) \ {s}) to satisfy the lemma.
We will now divide our tree into a sequence of subtrees with decreasing size so that each subtree
contains plenty of vertices from Q. Taking increasingly well separated subsets of Q in these subtrees, we
can use Lemma 4.1 to embed each subtree to cover more and more of the set X until the whole set is
covered.
Lemma 4.2. Let ∆ ∈ N, and suppose that n ∈ N is sufficiently large. Suppose that d,m ∈ N satisfy
d ≥ logn/ log logn and m ≤ n. Let G be an m-joined graph containing the vertex set X and the vertex
v ∈ V (G) \X, so that |X | ≥ n/ log2 n and I(X ∪ {v}) is (d,m)-extendable in G.
Let T be a tree, with ∆(T ) ≤ ∆ and |T | ≤ |G|− |X |− 10dm− logn, which contains a vertex t ∈ V (T )
and a vertex set Q with |Q| ≥ 9|X |, where Q is 16-separated in T . Then, G contains a copy S of T ,
with t copied to v, so that S is (d,m)-extendable and X is contained in the copy of Q.
Note that in Lemma 4.2 we do not require that |G| = n.
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s
(a) The initial starting stage 1 situation. The
tree S is represented as a triangle, and the
subgraph S ∪ I(X) is (d,m)-extendable. To
simplify the picture, we will assume that S1 =
I({s}).
.
X
S
v2 = s
x2
e2P2 (b) After Step A2. We have found the v2, x2-
path P2 and the edge e2 ∈ E(P2), so that
S+P2−e2 is (d,m)-extendable and P2 embeds
the vertex q2 onto x2. Step A2 is therefore a
good step.
.
X
S
s
x2
e2P2
v3
P3
(c) After Step A3. There was no path P3 and
edge e3 satisfying the conditions for Step A3
to be a good step. Therefore, we have found
instead the path P3, so that (S+P2−e2)+P3
is (d,m)-extendable. Step A3 is therefore a
neutral step.
.
X
S
s
x2 x4 x6 x7
e2 e4 e6 e7P2
v3
P3
P4
v4
P6
v6
P7
v7
P5
v5
P8
v8
(d) After the final step, Step Aq, has
been completed, where here q = 8.
We have had in total four good steps
(Steps A2, A4, A6 and A7) and three neutral
steps (Steps A3, A5 and A8).
.
Figure 1: Developing a stage q situation in (d) from a stage 1 situation in (a) by completing the Steps Ai,
2 ≤ i ≤ q, where here q = 8.
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Xz8
z3
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S
s
x2 x4 x6 x7
e2 e4 e6 e7P2
v3
P3
P4
v4
P6
v6
P7
v7
P5
v5
P8
v8
(a) The stage q situation from Figure 1, where
q = 8. The vertices in Xq ⊂ X are grey, as
are the vertices zi, i ∈ I . Corollary 3.11 is
then applied to the sets {zi : i ∈ I} and Xq ,
under the assumption that Xq has at least a
certain size, to reach the situation in (b).
.
X
z5
S
s
x2 x4 x6 x7
e2 e4 e6 e7P2
v3
P3
P4
v4
P6
v6
P7
v7
P5
v5
P8
v8
R
e
x
(b) Corollary 3.11 has been used to find
j = 5 ∈ I , x ∈ Xq , a zj , x-path R and an
edge e ∈ E(R) so that the working subgraph
(S ∪ I(Xq)∪Sq)− (∪i∈Iqei)+R− e is (d,m)-
extendable.
.
X
x
z5
S
s
x2 x4 x6 x7
e2 e4 e6P2
v3
P3
P4
v4
P6
v6
v7
P7 − e7
P5
v5
R
e
(c) Lemma 3.8 has been used to remove P8
from the working subgraph. The edge e7 is
not part of the working subgraph, so that
we may remove the vertices in V (P7) from
the working subgraph by using Lemma 3.8
to remove the two disjoint paths comprising
P7 − e7.
.
X
x
z5
S
s
x2 x4
e2 e4P2
v3
P3
P4
v4
P ′5
v5
R
e (d) Lemma 3.8 has been used to remove all
the vertices in V (Pi), i > j, from the working
subgraph, as well as the vertices on Pj which
are not in P ′j (recalling j = 5 here). As the
depicted structure is (d,m)-extendable, the
path P ′j+R and the edge e demonstrates that
Step Aj should have been a good step, giving
a contradiction.
.
Figure 2: An illustration of the proof of Claim B1.
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Proof. Let R0 = T and t0 = t. For each i, 1 ≤ i < α := 2 logn/ log logn, using Proposition 3.19,
divide Ri−1 into two trees Ti and Ri, so that |Q∩V (Ti)|, |Q∩V (Ri)| ≥ |Q∩V (Ri−1)|/3 and ti−1 ∈ V (Ti),
and let ti be the vertex shared by Ti and Ri. Let Tα = Rα−1. Then, for each i, |Q ∩ V (Ti)| ≥ |Q|/3i.
Let Q1 = Q ∩ V (T1). For each i with 2 ≤ i ≤ α we have 3i∆2i+5 ≤ 3α∆2α+5 ≤ n/3 log2 n,
for sufficiently large n. Therefore, as |Q ∩ V (Ti)| ≥ n/3i log2 n ≥ 3∆2i+5, using Corollary 3.16 with
k = 2i+ 5, we may let Qi be a (4i+ 12)-separated set of vertices in Q ∩ V (Ti) for which
|Qi| ≥ |Q|/3i(16i+ 48)∆2i+5. (20)
Note that |Q1| ≥ |Q|/3 ≥ 3|X |. As Q is 16-separated, Q1 is also 16-separated. Using Lemma 4.1,
then, with k = 3, find a copy S1 of T1 in which t is copied to v, so that, letting X1 be the set of vertices
in X not covered by the copy of Q∩ V (T1) in S1, we have that X1 and V (S1) are disjoint, S1 ∪ I(X1) is
(d,m)-extendable, and |X1| ≤ 2m/(d− 1)3.
Now, for each i, 2 ≤ i ≤ α, extend the working subgraph Si−1 to get Si, a copy of ∪ij=1Tj , so that
as many of the remaining vertices in X as possible are covered by vertices in Qi, and, letting Xi be the
set of vertices in X not in the copy of Q ∩ V (∪ij=1Tj) in Si, Xi is disjoint from V (Si) and Si ∪ I(Xi) is
(d,m)-extendable.
We will show, by induction, that, for each i ∈ [α], |Xi| ≤ 2m/(d − 1)i+2. If this is true then, as
m ≤ n, for sufficiently large n, |Xα| ≤ 2m/(d− 1)α < 1 and thus all of the vertices from X are covered
by the copy of Q in Sα, which is a copy of ∪iTi = T , as required. The induction statement is true for
i = 1, so suppose it is true for some i, 1 ≤ i < α. For sufficiently large n, we have
n/100(3∆)9 log2 n ≥ 6n/(d− 1)3 ≥ 6m/(d− 1)3. (21)
Then, by (20) and (21), as |Q| ≥ 9|X | ≥ 9n/ log2 n, and by the induction statement for i,
|Qi+1| ≥ |Q|/(3i+1(16i+ 64)∆2i+7) ≥ n/100(3∆)2i+7 log2 n ≥ 6m/(d− 1)i+2 ≥ 3|Xi|.
Therefore, by Lemma 4.1, as Qi+1 is (4i+ 16)-separated, |Xi+1| ≤ 2m/(d− 1)i+3, as required.
5 Case A
We can now prove Case A of Theorem 1.1, where the trees have many leaves. We will remove leaves from
such a tree, and find a copy of the remaining subtree. To complete the embedding, we need to attach
the remaining uncovered vertices in the random graph onto the partial embedding, to replace the leaves
we removed. We will attach these leaves using a matching, and to ensure its existence we embed the
subtree so that the vertices that need leaves attached contain a particular set of vertices, which we will
call a matchmaker set.
Definition 5.1. We say that the set X is a matchmaker set for V in the graph G if, for every subset
U ⊂ V \X with |U | ≤ |X |/8, we have |N(U,X)| ≥ |U |.
We will reveal edges in our random graph with probability Θ(logn/n), and, as mentioned previously,
take m to be a small integer such that, almost surely, any two disjoint subsets in our random graph with
size m will have some edge between them (that is, the graph is m-joined). Using Proposition 3.26, we
can take
m = Θ
(
n log logn
logn
)
.
As defined in Section 2.2, trees in Case A will have Ω(m) leaves that are 20-separated.
A matchmaker set X for V (G) in the random graph G(n,Θ(logn/n)), can be found with |X | = Θ(m),
using Proposition 3.40. For Case A of Theorem 1.1, we start by finding two disjoint matchmaker sets X1
and X2 for V (G) with size Θ(m). We then take our tree T ∈ TA(n,∆), and divide it into two trees T1
and T2. The tree T1 will contain a 20-separated set of leaves, L, with size Θ(m). We remove the leaves
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in L from T1 to get the tree T
′
1. We then let Q be the neighbours of the leaves in T1 which we removed,
so that T1 is formed from T
′
1 by adding a matching to Q. Next, we find a copy, S
′
1, of T
′
1 in G −X2 so
that the image of Q covers X1 (using Lemma 4.2). We then use the extendability methods to attach
an appropriate copy of T2, using more vertices in V (G) \ X2. We will have |L| − |X2| = Θ(m) spare
vertices, so that, with well chosen constants, we can do this using Corollary 3.7. Finally, we use the
properties of the matchmaker sets to find a matching from the image of Q, which contains X1, into the
set of uncovered vertices in the graph, which contains X2, and thus complete the copy of T .
Proof of Theorem 1.1 in Case A. We will reveal the edges within the vertex set [n] in two rounds, each
with probability p = 1012∆ log n/2n, and find certain properties in the resulting graph. In total therefore,
each edge will have been revealed with probability at most 1012∆ logn/n. Once the final edges are
revealed and the graph G is fixed, we then take any tree T ∈ TA(n,∆) and embed it into G.
Let m = 10 log(np)/p. For large n, log(np) = log(1012∆ logn/2) ≤ 2 log logn, so that
m ≤ n log logn/109∆ logn.
Divide the vertex set [n] into V1 and V2 as equally as possible. Reveal edges with probability p within
the vertex set [n] to get the graph G1. By Proposition 3.40, there is, for each i ∈ [2], a set Xi ⊂ Vi, with
|Xi| = 8m so that, if U ⊂ [n] \Xi and |U | ≤ m, then |N(U,Xi)| ≥ |U |. Thus, the sets X1 and X2 are
matchmaker sets for V (G).
Let d = n/100m and note that, as
m = Θ
(
n log logn
logn
)
, we have d = Θ
(
logn
log logn
)
.
Reveal edges with probability p to get the graph G2 and let G = G1 ∪ G2. By Corollary 3.38, applied
with X1 and V (G) \ (X1 ∪ X2), the subgraph I(X1) is almost surely (d,m)-extendable in G −X2. By
Proposition 3.26, G is almost surely m-joined. This structure, and the following construction, is depicted
in Figure 3.
Let T be any tree in TA(n,∆). Let L ⊂ V (T ) be a set of 20-separated leaves of T with |L| ≥
n log log n/105 logn ≥ 103∆m. Using Proposition 3.19, find subtrees T1 and T2 which intersect only
on one vertex, t say, cover T and which each contain at least n/3 vertices. Suppose, without loss of
generality, that |L ∩ V (T1)| ≥ |L|/2 ≥ 500∆m. This structure found in T is also depicted in Figure 3.
Let Q = NT (L), and let T
′
1 = T1 − L. Note that, if n ≥ 6, then t has a neighbour in both T1 and T2
and hence t is not a leaf of T . Thus, t ∈ V (T ′1). We have that
|T ′1| ≤ |T | − |T2|+ 1 ≤ 2n/3 + 1 ≤ (n− |X2|)− |X1| − 10dm− logn,
|Q ∩ V (T ′1)| ≥ |L ∩ V (T1)| ≥ 500∆m ≥ 9|X1| and |X1| = 8m ≥ n/ log2 n. By Lemma 4.2, then, there is
a (d,m)-extendable copy of T ′1, S
′
1 say, in G−X2 so that X1 is contained in the copy of Q∩ V (T ′1). Let
M be the copy of Q ∩ V (T ′1) in S′1.
The subgraph S′1 is (d,m)-extendable in G−X2, and thus, as it has maximum degree at most ∆, it
is also (∆,m)-extendable. As n = |T ′1|+ |T2|+ |L∩ V (T1)| − 1 and |L∩ V (T1)| ≥ |X2|+10∆m, we have
n− |X2| ≥ |T − (L ∩ V (T1))|+ 10∆m. Therefore, as G is m-joined, using Corollary 3.7, we can extend
the subgraph S′1 by adding a copy of T2, S2 say, in G−X2.
We only need then to find a matching fromM to the vertices not in V (S′1 ∪S2) to complete the copy
of T . Let L0 = V (G)\V (S′1∪S2). By construction, X1 ⊂M and X2 ⊂ L0. If U ⊂M and |U | ≤ m, then
|N(U,L0)| ≥ |N(U,X2)| ≥ |U |. If U ⊂ L0 and |U | ≤ m, then |N(U,M)| ≥ |N(U,X1)| ≥ |U |. Therefore,
as G is m-joined, by Lemma 3.32, there is a matching between M and L0, and thus we can complete the
copy of T .
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Figure 3: Embedding the tree in the proof of Theorem 1.1 in Case A, depicted from top to bottom on
the left, and starting with the sets found in the random graph G. On the right, from top to bottom, is
the structure found in the tree T , followed by the subgraphs of T embedded in the matching pictures on
the left.
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6 Cycles in subgraphs
As mentioned in Section 2, for Case B we need to embed a tree so that it covers a specific large subset
of a graph. In essence, we cover a vertex set by finding a cycle covering that vertex set, breaking it into
paths, and incorporating the paths into the embedding of the tree. In this section, we prove Lemma 6.8,
which gives a rule sufficient to guarantee certain linear-sized vertex subsets of a typical random graph
G(n,Ω(1/n)) are Hamiltonian.
To find Hamilton cycles in random graphs, Po´sa [33] introduced the celebrated rotation-extension
technique, which has subsequently been instrumental in proving many results involving Hamilton cycles.
The following lemma, using some brief definitions, can be easily deduced by any standard use of Po´sa’s
rotation-extension lemma (see, for example, Bolloba´s [7]), and specifically can be taken directly from a
lemma used by Krivelevich, Lubetzky and Sudakov [30, Lemma 2.6].
Definition 6.1. In a graph H , we say a non-edge e is a booster if H + e is Hamiltonian.
Definition 6.2. Given a vertex set U in a graph H , we say that it has many boosters in H if there are
at least |U |2/32 boosters in H [U ].
Definition 6.3. Given a graph H with n vertices, we say H is an (n, 2)-expander if, for every subset
A ⊂ V (H) with |A| ≤ n/4, we have |N(A)| ≥ 2|A|.
Lemma 6.4. Suppose H, a graph with n vertices, is an (n, 2)-expander, and P is a path of maximum
length in H. Then either H [V (P )] is Hamiltonian, or |P | ≥ n/4 and V (P ) has many boosters in H.
We will use this lemma through Corollary 6.6, which we prove using the following simple proposition.
Proposition 6.5. Let n ≥ 8. If a graph H, with n vertices, is an (n, 2)-expander, then it is connected.
Proof. Suppose to the contrary that there is some set A ⊂ V (H) with 0 < |A| ≤ ⌊n/2⌋ and N(A) = ∅.
If |A| ≤ n/4, then, as H is an (n, 2)-expander, |N(A)| ≥ 2|A| > 0, a contradiction. Therefore, |A| > n/4,
and we can take a set A′ ⊂ A with size ⌊n/4⌋. Then,
|N(A)| ≥ |N(A′)| − |A \A′| ≥ 2⌊n/4⌋ − (⌊n/2⌋ − ⌊n/4⌋) = 3⌊n/4⌋ − ⌊n/2⌋ > 0,
a contradiction. Thus, H is connected.
Corollary 6.6. Let n ≥ 8. Suppose H, a graph with n vertices, is an (n, 2)-expander, and P is a path
of maximum length in H. Then, either H is Hamiltonian, or |P | ≥ n/4 and V (P ) has many boosters
in H.
Proof. By Lemma 6.4, either |P | ≥ n/4 and V (P ) has many boosters in H , or H [V (P )] is Hamiltonian.
If we have the second case, then let C be a cycle with the vertex set V (P ). If H is not Hamiltonian,
then |C| < n. By Proposition 6.5, H is connected. Therefore, there is some vertex outside of the cycle C
which has a neighbour in the cycle. Using this vertex we can find a path with |C|+1 = |P |+1 vertices,
contradicting that P has maximum length.
For the following lemma, we use a method of Sudakov and Lee [32, Lemma 3.5] for showing that
G(n, p) is resiliently Hamiltonian if p = ω(logn/n), adapting the technique for use in sparser random
graphs.
Lemma 6.7. Suppose np ≥ 1015. With probability 1 − o(n−2), the following holds in the random graph
G = G(n, p). Given any set U ⊂ V (G) with |U | ≥ n/106, if H is a subgraph of G with U ⊂ V (H) and
e(H) ≤ pn2/1016 so that U has many boosters in H, then at least one of these boosters is an edge of G.
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Proof. Let δ = 10−16. Let U be the set of pairs (U,H) consisting of a vertex set U ⊂ [n] and a graph H
on the vertex set [n], where |U | ≥ n/106, e(H) ≤ δn2p and U has many boosters in H . Let BH(U) be
the set of boosters in H [U ] for each pair (U,H) ∈ U , so that |BH(U)| ≥ |U |2/32 ≥ 2n2/1014.
When the assertion in the lemma fails for the random graph G = G(n, p), there must be some pair
(U,H) ∈ U with H ⊂ G and BH(U) ∩ E(G) = ∅. Let the probability that such a pair exists be q. Then
q ≤
∑
(U,H)∈U
P((H ⊂ G) ∧ (BH(U) ∩E(G) = ∅)) =
∑
(U,H)∈U
P(BH(U) ∩ E(G) = ∅|H ⊂ G)P(H ⊂ G).
Now, as BH(U) contains no edges in H ,
P(BH(U) ∩ E(G) = ∅|H ⊂ G) = P(BH(U) ∩E(G) = ∅) = (1− p)|BH(U)| ≤ e−pn
2/1014 .
Therefore, as for each graph H there are certainly at most 2n sets U for which (U,H) ∈ U ,
q ≤ 2ne−pn2/1014
∑
H⊂Kn,e(H)≤δpn2
P(H ⊂ G) ≤ 2ne−pn2/1014
δpn2∑
t=0
(
n2
t
)
pt
≤ 2ne−pn2/1014
δpn2∑
t=0
(
en2p
t
)t
≤ 2ne−pn2/1014n2
(e
δ
)δn2p
≤ exp (n− pn2/1014 + δ log(e/δ)n2p) ≤ exp (−pn2/1015) .
As pn ≥ 1015, the probability G does not have the property in the lemma is o(n−2).
Putting Corollary 6.6 and Lemma 6.7 together yields a condition on subsets U of a random graph
that guarantees the subset supports a cycle. This condition is, roughly speaking, that we can select very
few edges of G from those within U so that the subgraph H formed by these edges is a (|U |, 2)-expander.
Lemma 6.8. If pn ≥ 1017, then, with probability 1− o(n−2), the random graph G = G(n, p) satisfies the
following property for each subset U ⊂ V (G) with |U | ≥ 4n/106. If there is some subgraph H ⊂ G, with
V (H) = U and e(H) ≤ pn2/1017, which is a (|U |, 2)-expander, then the graph G[U ] is Hamiltonian.
Proof. With probability 1−o(n−2), G = G(n, p) has the property from Lemma 6.7. Let U ⊂ V (G) satisfy
|U | ≥ 4n/106, and suppose H ⊂ G is a (|U |, 2)-expander which satisfies V (H) = U and e(H) ≤ pn2/1017.
Let µ(K) denote the number of vertices in the longest path in a graph K, and let H0 = H . Let l be
the largest integer for which there exists some graph Hl ⊂ G with V (Hl) = U , H ⊂ Hl, e(Hl) = e(H)+ l
and µ(Hl) ≥ µ(H) + l. Such an l exists as H satisfies the conditions with l = 0, and, as µ(Hl) ≤ |H |,
l < n. Fix such a graph Hl for l.
We will show that in fact µ(Hl) = |H |. Suppose, to the contrary, that µ(Hl) < |H |. As it contains H
and has the vertex set U , Hl is a (|U |, 2)-expander. Let P be a longest path in Hl. As µ(Hl) < |H |, Hl
is not Hamiltonian, and so, by Corollary 6.6, |P | ≥ |Hl|/4 ≥ n/106, and V (P ) has many boosters in Hl.
As e(Hl) ≤ pn2/1017 + n ≤ pn2/1016, by the property from Lemma 6.7, G contains an edge e
which is a booster in Hl[V (P )]. Let Hl+1 = Hl + e. Taking a Hamilton cycle in Hl+1[V (P )] and a
neighbour to this cycle in Hl+1 − V (P ), we can find a path with length µ(Hl) + 1 in Hl, which shows
that µ(Hl+1) ≥ µ(Hl)+1. This contradicts the definition of l, so we must have that µ(Hl) = |Hl| = |H |.
Finally, if Hl is not Hamiltonian, then, as µ(Hl) = |H |, U must have many boosters in Hl by
Lemma 6.4. As e(Hl) ≤ pn2/1016, one of these boosters must be in G, by the property from Lemma 6.7.
Therefore, G[U ] is Hamiltonian.
7 Almost spanning trees with long bare paths
In this, one of our more technical sections, we set up the main tool we need to embed a tree in Case B.
The main result of this section is Lemma 7.4, which is stated so that it may also be used for Cases C
30
and D. This section accomplishes two main tasks. Firstly, we seek to embed a tree into G = G(n, p)
with p = Θ(logn/n) when this results in as few as Θ(n/ logn) uncovered vertices. In Cases C and D we
additionally want the uncovered vertices to form a cycle in G. Secondly, we wish to embed this tree so
that the uncovered vertices lie within a small prespecified set (which we will call W ). Achieving both of
these tasks under the spectre of universality creates several technicalities. Therefore, for illustration, we
will first prove a lemma capable of embedding any single bounded-degree tree with few uncovered vertices
(see Lemma 7.1). Our aim is to introduce how our first main task in this section can be accomplished.
We do not use this illustrative lemma except for communicating the intuition behind the probabilities
used for this main task (specifically, in the proof of Lemma 7.3).
7.1 Embedding a tree with few spare vertices
Let us state our illustrative lemma before discussing the challenges of its proof.
Lemma 7.1. Let d > 0 be fixed, let p = 1029d2 logn/n and let T be an n-vertex tree with n − n/ logn
vertices and maximum degree at most d. Then, almost surely, G = G(n, p) contains a copy of T .
If we try to use the most direct application of the extendability methods to prove Lemma 7.1, we run
into the following problem. Note that G = G(n, p) from Lemma 7.1 will, by Proposition 3.26, be almost
surely m-joined for
m =
10 log(np)
p
= Θ
(
n log logn
logn
)
. (22)
Choosing v ∈ V (G) arbitrarily, we have, almost surely, that I({v}) is (2d,m)-extendable in G (by
Corollary 3.38). Now, to use the extendability methods to embed T (for example, through Corollary 3.7),
we must have Ω(dm) = Ω(n log logn/ logn) spare vertices. However, in embedding T we have only
n/ logn spare vertices.
We get around this by observing the following. Say we carry this out and embed as much of T as
possible while remaining (2d,m)-extendable, and that, once we do, we have n′ vertices uncovered by
the embedding. From Corollary 3.7, we can have n′ = Θ(dm) = Θ(n log logn/ logn). Let U be the set
of uncovered vertices, and let U ′ be the set of vertices in the partial embedding of T which still need
neighbours. Note that |U ′| ≤ |U | = n′. Reveal more edges among the vertex set of G′ with probability
p to get the graph G′. By Proposition 3.26, G′[U ∪ U ′] is almost surely m′-joined, with
m′ =
10 log(2n′p)
p
= Θ
(
n log log logn
log n
)
. (23)
We can easily deduce from the definition of the (2d,m)-extendability of the partial embedding of T into
G that I(U ′) is (d,m′)-extendable in G[U ∪ U ′], whereupon we can use the extendability methods to
embed more vertices of T in G∪G′ until there are only Θ(dm′) = Θ(n log log logn/ logn) vertices which
have not yet been embedded.
The critical point here is that we can embed all but Θ(dm′) vertices instead of all but Θ(dm) vertices,
and, as seen in (22) and (23), m′ is distinctly smaller than m. Of course, we want to embed T until there
are O(n/ logn) vertices not used in the embedding, so we need to repeat this further. By iterating, each
time focussing on a smaller subgraph, say with n′′ vertices, we can deal with graphs that are m′′-joined
for even smaller values of m′′ than m′. The smallest value n′′ can take for Proposition 3.26 to apply with
edge probability p is Θ(1/p), so the best possible value of m′′ we could hope for is Θ(n/ logn). Thus,
when we cover all but Θ(n/ logn) vertices we will be extracting as much from these methods as possible.
More precisely, for each i from 1 up to some α, we reveal more edges with probability pi to get an
mi-joined graph, with mi = 10 log(2nipi)/pi, which has at most 2ni vertices and in which we have a
(di,mi)-extendable subgraph, which we then extend until we have O(dimi) uncovered vertices. The key
is to choose di, pi and ni, 1 ≤ i ≤ α, so that di decreases by d each time, ending in d, ni decreases down
to O(n/ logn) and the probabilities pi are such that in total no edge will be revealed with probability
more than O(log n/n). Thus, we will eventually have only O(dαmα) = O(n/ log n) uncovered vertices.
This we achieve in the following proof, where we first divide T into subtrees to embed in each stage.
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Proof of Lemma 7.1. Let R0 = T and arbitrarily pick t0 ∈ V (T ). Let T0 = I({t0}) and do the following
process. For each i ≥ 1, if |Ri−1| ≥ 104n/ logn do the following. Using Proposition 3.22, divide Ri−1 into
two trees Ti and Ri, so that |Ri−1|/104 ≤ |Ri| ≤ |Ri−1|/103 and ti−1 ∈ V (Ti), and let ti be the vertex
shared by Ti and Ri. If |Ri−1| < 104n/ logn, then let Ti = Ri−1 and stop the process. Say that this
process stops with i = α, where therefore |Tα| < 104n/ logn and |Tα−1| ≥ |Rα−2|− |Rα−1| ≥ |Rα−2|/2 ≥
5 · 103n/ logn. Note that |Tα| = |Rα| ≥ |Rα−1|/104 ≥ n/ logn.
For each 1 ≤ i ≤ α, we have |Ti| ≥ |Ri−1|/2 and thus |Ri| ≤ |Ri−1|/103 ≤ |Ti|/500. Thus, for each
1 ≤ i < α, |Ti| ≥ 500|Ri| ≥ 500|Ti+1|. Thus, |Tα−1| ≤ (1/500)α−2n. As |Tα−1| ≥ 5 · 103n/ logn, for
sufficiently large n, α ≤ (log logn)2.
We now define, for each 1 ≤ i ≤ α, di, ni, pi and mi, as discussed just before this proof. Let m0 = n.
For each 1 ≤ i ≤ α, let di = (α+ 1− i)d,
ni = n− |T0 ∪ . . . ∪ Ti−1|+ 1 ≥ |Ti|, pi = 10
28d2i
ni
, and mi = min
{
mi−1,
10 log(nipi)
pi
}
. (24)
Let nα+1 = n − |T0 ∪ . . . ∪ Tα| + 1 = n − |T | + 1 = (n/ logn) + 1. Note that mi, 1 ≤ i ≤ α, and di,
1 ≤ i ≤ α, are decreasing sequences. Note further that, for each 1 ≤ i ≤ α,
ni = (n− |T |) + |Ti ∪ . . . ∪ Tα| ≤ n
logn
+
α−i∑
j=0
|Ti|
500j
≤ 3|Ti|, (25)
where we have used that |Ti| ≥ |Tα| ≥ n/ logn. Therefore, for each 1 ≤ i < α, we have
ni+1 ≤ 3|Ti+1| ≤ 3|Ti|
500
≤ ni
100
,
where we have used that ni ≥ |Ti|. Thus, as di ≤ 2di+1, we have that, from (24), pi ≤ pi+1/10.
Now, for each 1 ≤ i < α, we have
ni+1 ≥ |Ti+1| ≥ |Ri|
2
≥ |Ri−1|
2 · 104 ≥
|Ti|
2 · 104
(25)
≥ ni
106
,
and, as nα+1 ≥ n/ logn and |Tα| < 104n/ logn, nα+1 ≥ (|Tα| + n/ logn)/106 = nα/106. Therefore, for
each 1 ≤ i ≤ α, we have
10dimi
(24)
≤ 10
2di log(nipi)
pi
=
ni log(10
28d2i )
1026di
≤ ni
1010
≤ ni+1
10
. (26)
We will first reveal an initial random graph G0 to almost surely get an extendability condition. Let
p0 = 10
3 logn/n, and note that
1 ≤ d1 = dα ≤ d(log logn)2 ≤ p0(n− 1)
240 log(np0)
and m1 ≤ 10n1 log(10
28d1)
1028d21
≤ (n− 1)
8d1
.
Let G0 = G(n, p0) and V0 = V (G0). Arbitrarily pick s0 ∈ V (G0). By Corollary 3.38 applied with
W = V (G0) \ {s0}, with probability 1 − o(n−1), I({s0}) is (d1,m1)-extendable in G0. For each i,
0 ≤ i ≤ α, let T¯i = T0 ∪ . . . ∪ Ti. Let S¯0 = S0 = I({s0}) be a copy of T¯0 = T0 = I({t0}).
We will reveal edges in α stages, indexed by 1 ≤ i ≤ α, in each stage revealing edges within the
vertex set V (G0) with probability pi to get the graph Gi. Recall that, for each 1 ≤ i < α, pi ≤ pi+1/10.
Therefore, when this finishes, edges in G0 ∪ . . . ∪ Gα will have been revealed independently at random
with probability at most
α∑
i=0
pi ≤ p0 + 2pα (24)= 10
3 logn
n
+ 1028 · 2d
2
α
nα
≤ 10
3 logn
n
+ 1028
2d2
|Tα| ≤
1029d2 logn
n
,
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using that |Tα| ≥ n/ logn. Therefore, if the required copy of T almost surely exists in G0 ∪ . . . ∪ Gα,
then it almost surely exists in G(n, 1029d2 logn/n).
For each i, 1 ≤ i ≤ α, in turn, do the following. Suppose we have revealed the random graphs
G1, . . . , Gi−1 and have set G¯i−1 = G0 ∪ . . . ∪ Gi−1, and have S¯i−1, a copy of T¯i−1 in which ti−1 is
copied to si−1 such that, letting Vi = (V (G0) \ V (S¯i−1)) ∪ {si−1}, I({si−1}) is (di,mi)-extendable in
G¯i−1[Vi]. (Note that we already have this situation for i = 1.) Reveal edges independently at random
with probability pi within the vertex set V (G0) to get the graph Gi, and let G¯i = G¯i−1 ∪ Gi. As
|Vi| = n − |S¯i−1| + 1 = n − |T¯i−1| + 1 = ni, and G¯i−1[Vi] is mi−1-joined, by Proposition 3.26, with
probability 1 − o(n−2i ) = 1 − o(n−1), G¯i[Vi] is mi-joined. Note that, as we have at most (log logn)2
stages, we can almost surely assume this holds at each stage.
Note that
|Vi| = n− |S¯i−1|+ 1 = n− |T¯i|+ |Ti| = ni+1 − 1 + |Ti|
(26)
≥ |Ti|+ 10dimi.
Therefore, as I({si−1}) is (di,mi)-extendable in G¯i[Vi], and di ≥ dα = d, by Corollary 3.7, we can find a
copy Si of Ti in which ti−1 is copied to si−1 which is (di,mi)-extendable in G¯i[Vi]. Let S¯i = S¯i−1 ∪ Si.
Note that S¯i is a copy of T¯i. When we reach i = α, we thus will have found a copy of T¯α = T .
If i < α, then let si be the copy of ti in Si. Let Vi+1 = (Vi \V (Si))∪{si}. As Si is (di,mi)-extendable
in G¯i[Vi], si ∈ V (Si), mi+1 ≤ mi and di+1 ≤ di−∆(Si), it follows simply from the definition of (di,mi)-
extendability that I({si}) is (di+1,mi+1)-extendable in G¯i[Vi]. Thus, we have the required situation to
reveal the stage i+ 1 edges.
7.2 Using long bare paths
Let us now focus on the second main task, where we have to embed a tree T in a random graph G so
that the uncovered vertices in G all lie within a prespecified set W . As above, we wish to achieve this
in situations where W is as small as Θ(n/ logn), and therefore we use an iterative procedure where we
embed more and more of T while pushing the uncovered vertices into smaller and smaller sets (reducing
in size by a constant multiple each time) until the whole tree is embedded and the uncovered vertices lie
in W .
All the trees we embed are large subtrees of trees in Cases B, C or D, and therefore we can choose
them to have many long bare paths. Thus, in each iteration, we can embed several long bare paths
between vertex pairs in a partial embedding of T . We separate this iterative step as Lemma 7.2, which
embeds a collection of paths between certain pairs of vertices, so that the uncovered vertices lie in a small
linear-sized subset W . We then iterate this for Lemma 7.3, which effectively achieves the same thing
but with a much smaller set W . Finally, we use Lemma 7.3 to prove the main lemma of this section,
Lemma 7.4, which combines this with an embedding of the rest of the tree T (that is, not just the long
bare paths) into the form that we then use later, and which is the only one of the lemmas in this section
used elsewhere.
We achieve the second of our main tasks for Lemma 7.2 – ensuring all the vertices outside of W are
covered by the paths – by finding a cycle containing all the uncovered vertices outside of W , breaking it
into paths, and then joining these paths between vertex pairs using the vertices in W . We do this with
Lemma 6.8, where this use relies on W being a linear-sized subset.
Before stating and proving Lemma 7.2, let us comment on two further aspects of its proof. Firstly,
the length of the paths in the tree we are embedding, and, secondly, the complications that arise in the
lemma statements to allow for universality.
The length of paths in T . When we iterate to push the uncovered vertices into a small set W
for Lemma 7.3, we do so at each stage by finding long bare paths for the tree T that we are trying to
embed. These paths can have length up to Θ(k(T )). Furthermore, if p = Θ(logn/n), G = G(n, p), and
W ⊂ V (G) is a large set, G[W ] likely has average degree around p|W |. Therefore, as we embed the
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paths with length Θ(k(T )) using vertices in W and Corollary 3.12 (applying it with logm ≈ log |W | and
d ≈ p|W |), we need
k(T ) = Ω(log |W |/ log(p|W |)). (27)
This restricts how small W can be, and results in the bound on the size of W seen in Lemmas 7.3 and
7.4 and the value taken for the edge probability in Lemma 7.2. In Cases C and D, as k(T ) = Ω(log n),
W can be taken to be as small as Θ(logn/n). In Case B, W cannot be as small, but here our embedding
will be untroubled as, in compensation, the larger W must be, the more leaves the tree will have. As, in
this case, we embed leaves to cover the final uncovered vertices, we can allow W to be larger.
Let us remark further that the bounds on |W | coming from (27) in Case B can be difficult to interpret.
These bounds are only close to tight when k(T ) = Θ(logn) or k(T ) = Θ(logn/ log logn). Between these
values (that is, in the span of Case B), the set W in the random graph that arises naturally from the
embedding comfortably has high enough average degree to connect vertices within W with paths of
length Θ(k(T )). In particular, the logarithms in (27) result in plenty of room in the bounds used for
|W |.
Universality. The actual lemmas have a more technical statement than suggested by this discussion,
as, with universality in mind, we gather properties which have the potential to embed many different
trees, rather than actually embedding a specific tree. Given a vertex set W in a certain random graph,
Lemma 7.2 shows that the graph will contain two disjoint vertex sets V and A ⊂ W so that, given the
correct number of pairs of vertices from V , there exist disjoint paths of some specified length between
these pairs of vertices, with interior vertices in A, together with a disjoint cycle, so that the cycle covers
exactly the vertices in A which are not in the paths. Lemma 7.2 also contains a variation of this result
where we may take V = V (G) \A if we expose edges with an increased probability. The structure found
in the lemma is illustrated in Figure 4.
Lemma 7.2. Let n, l, r, w ∈ N satisfy l ≥ 20 logn/ log logn, rl + 2w ≤ n/2 and w ≥ 4n/106. Take
d = 10 exp(10 logn/l). Suppose W ⊂ [n] satisfies |W | ≥ rl + 2w. Then, with probability 1 − o(n−2), the
random graph G = G(n, 1028d log d/n) contains subsets A ⊂W and V ⊂ V (G) \A with |A| = rl+w and
|V | ≥ n/2, so that the following property holds.
Given any collection of r disjoint pairs (xi, yi), i ∈ [r], of vertices in V , we can find disjoint xi, yi-
paths in G, with length l+ 1 and interior vertices in A, together with a cycle in G through exactly those
w vertices in A which are not covered by the xi, yi-paths.
Furthermore, with probability 1 − o(n−2), the random graph G = G(n, 1028 logn/n) contains a set
A ⊂W , with |A| = rl + w, so that A has this property with V = V (G) \A.
Proof. Note that d ≥ 10 and, as l ≥ 20 logn/ log logn, d ≤ 10√logn. For the first part of the lemma, let
p = 1010d log d/n and
m =
10 log(np)
p
=
10n log(1010d log d)
1010d log d
≤ n log(10
10) log d2
109d log d
≤ n
107d
≤ w
10d
.
Reveal edges within the vertex set [n] with probability p to get the graph G1. By Proposition 3.25, with
probability 1− o(n−2), G1 has at most pn2 edges. By Proposition 3.26, with probability 1− o(n−2), G1
is m-joined.
Take a subset A0 ⊂ W with |A0| = rl + w. As |A0| ≥ w ≥ 10dm, by Proposition 3.33, we can take
B ⊂ V (G1) to be a subset, with |B| ≤ m, satisfying the following property.
C1 If U ⊂ [n] \B and |U | ≤ 2m, then |NG1(U,A0 \B)| ≥ d|U |.
Choose A ⊂ W \ B to satisfy A0 \ B ⊂ A and |A| = rl + w. Let V = V (G1) \ (A ∪ B), so that
|V | ≥ n−rl−w−m ≥ n−rl−2w ≥ n/2. Reveal more edges with probability 1017p to get the graph G2,
and let G = G1 ∪ G2. By Lemma 6.8, with probability 1 − o(n−2), we have that if a subgraph H ⊂ G
is a (|H |, 2)-expander, with e(H) ≤ pn2 and |H | ≥ 4n/106, then the graph G[V (H)] is Hamiltonian. If
H ⊂ G1, then e(H) ≤ e(G1) ≤ pn2, so, as w ≥ 4n/106, we have the following property.
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C2 If H ⊂ G1 with |H | = w is a (w, 2)-expander then there is a cycle in G supported by V (H).
We will now show that the property in the lemma holds for the sets A and V . To see this, take any
collection of r disjoint pairs (xi, yi), i ∈ [r], of vertices in V . Let X = {xi, yi : i ∈ [r]}. By Property C1,
for any subset U ⊂ X ∪ A, with |U | ≤ 2m, we have that |NG1(U,A)| ≥ |NG1(U,A0 \ B)| ≥ d|U |.
Therefore, the subgraph I(X) (with vertex set X and no edges, and thus maximum degree 0) is, by
Proposition 3.2, (d,m)-extendable in G1[X ∪ A].
Using this extendability, and as G1 is m-joined, we can apply Corollary 3.12 repeatedly (with details
checked below) to find disjoint xi, yi-paths Pi, i ∈ [r], with length l + 1 and interior vertices in A, so
that I(X) ∪ (∪i∈[r]Pi) = ∪i∈[r]Pi is (d,m)-extendable in G1[X ∪ A]. This is possible because, firstly, as
d− 1 ≥ exp(10 logn/l), we have that
2⌈log(2m)/ log(d− 1)⌉+ 1 ≤ 3 logn/ log(d− 1) ≤ 3l/10 ≤ l,
and, secondly, because each such path found adds l vertices to the working subgraph, so that we will
always have at least |X ∪ A| − (|X |+ (r − 1)l) = w + l ≥ 10dm+ l spare vertices at each application of
Corollary 3.12. Therefore, both the length condition and the size condition hold for these applications of
Corollary 3.12 and we can find the paths as described. It is left then just to cover exactly the remaining
vertices in A with a cycle.
Let H = G1[A \ V (∪i∈[r]Pi)], so that |H | = w. If U ⊂ V (H) and |U | ≤ m, then, as ∪i∈[r]Pi
is (d,m)-extendable in G1[X ∪ A] and U ∩ V (∪i∈[r]Pi) = ∅, by the definition of (d,m)-extendability
(Definition 3.1), we have that |N ′G1[A∪X](U) \ V (∪i∈[r]Pi)| ≥ (d − 1)|U |. Therefore, if U ⊂ V (H) and
|U | ≤ m, then
|NH(U)| ≥ |N ′H(U)| − |U | ≥ |N ′G1[A∪X](U) \ V (∪i∈[r]Pi)| − |U | ≥ (d− 1)|U | − |U | ≥ 2|U |,
where we have used that d ≥ 10. If U ⊂ V (H) and m ≤ |U | ≤ w/4, then, as there are no edges in H
between U and V (H)\(U ∪NH(U)), and the graph G1 is m-joined, we have that |V (H)\(U ∪NH(U))| ≤
m, and, hence, |NH(U)| ≥ |H | − |U | − m ≥ w/2 ≥ 2|U |. Therefore, H is a (w, 2)-expander. By
Property C2, then, there is a cycle in G with vertex set (X ∪ A) \ V (∪i∈[r]Pi). This cycle, along with
the disjoint paths Pi, i ∈ [r], is the structure we require. Therefore, the sets A and V have the property
in the lemma.
For the second part of the lemma, first recall that d ≤ 10√logn. Let p = 1010 logn/n and m =
10 log(np)/p, so that, for sufficiently large n,
m =
10 log(1010 logn)
p
≤ n log logn
logn
≤ n
108d
≤ w
102d
.
V (G)
V
A
W
V (G)
V
A
x1
x2
x3
x4
y1
y2
y3
y4
Figure 4: A depiction of Lemma 7.2. Given a set W ⊂ [n] on the left, there are likely to be two disjoint
sets V and A in G, with the property on the right. That is, given any disjoint pairs of vertices (xi, yi),
i ∈ [r], in V (here r = 4), we can find disjoint xi, yi-paths with interior vertices in A and a fixed length,
such that the remaining vertices in A can be covered exactly by a cycle.
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Let A ⊂W be any set with |A| = rl+w and reveal edges with probability p, to get a graphG1 which, with
probability 1−o(n−2), has at most pn2 edges and ism-joined. Note that p|A| ≥ pw ≥ pn/106 ≥ 200 logn,
d ≤ w/24m = pw/240 log(np), and 2m ≤ w/4d. Therefore, by Lemma 3.37, with probability 1− o(n−2),
Property C1 holds with A0 = A and B = ∅ (this is the crucial difference from the argument for the first
part of the lemma). Revealing more edges with probability 1017p to get G2, and letting G = G1 ∪ G2,
by Lemma 6.8 we get, with probability 1 − o(n−2), Property C2 for the new graphs G1 and G. The
argument for the first part of the lemma then shows that V = V (G) \ (A ∪ B) = V (G) \A and A have
the property in the lemma, as required.
Lemma 7.2 allows us to embed some paths while forcing the remaining vertices into the set W , where
they can then be covered exactly by a cycle. Lemma 7.2 requires that |W | ≥ 2w ≥ 8n/106, which is
too large for some of our applications, where we may have |W | = Θ(n/ logn). Roughly speaking, for
a smaller set W , by applying Lemma 7.2 repeatedly and finding the paths in stages we can force the
uncovered vertices into smaller and smaller sets until they eventually lie within W . This allows us to
prove the following version of Lemma 7.2, in which the set W can be smaller but one half of the vertex
pairs are preselected. The lower bound for w in Lemma 7.3 is similar to the size of the set W in the
discussion at the start of this section if l = Θ(k(T )), and, similarly, it is important that we may expect
our random graph induced on W to have sufficient average degree to allow us to form paths of length l
between many different vertex pairs.
Due to the desired universality (which will demand a choice of vertex pairs), we again construct
a sequence of sets with increasing size and certain properties. Then, given any suitable collection of
vertex pairs, we find the paths iteratively, while forcing the uncovered vertices into the sets in order of
decreasing size. These sets will decrease by a constant multiple (of 10) each time, just like in the proof of
Lemma 7.1, while the probabilities we use in the iteration will similarly increase by a constant multiple
each time, up to a final edge probability that is O(log n/n).
Lemma 7.3. Let l, n, w ∈ N satisfy 20 logn/ log log n ≤ l ≤ 20 logn and
n
1020 logn
exp
(
20 logn
l
)
≤ w ≤ n
105
.
Suppose W,B ⊂ [n] are disjoint sets satisfying |W | ≥ 100w and |B| ≤ n/4, and let r = 4⌊n/4(104l)⌋.
With probability 1− o(n−1), the random graph G = G(n, 1050 logn/2n) contains a subset A ⊂ V (G) \B
with |A| = 3rl + w, and distinct pairs (xi, yi), i ∈ [r/2], of vertices from V (G) \ (B ∪ A) so that the
following property holds with X = ∪r/2i=1{xi, yi}.
Given any collection of r/2 disjoint pairs (xi, yi), i ∈ [r] \ [r/2], of vertices in V (G) \ (A ∪ X), we
can find disjoint xi, yi-paths, i ∈ [r], in G, with length 3l + 1 and interior vertices in A, so that the w
vertices in A which are not covered by the paths lie in W and there is a cycle in G through exactly those
w uncovered vertices in A.
Proof. Let α ≥ 0 be the integer for which n/105 < 5l⌊w/l⌋10α/2 ≤ n/104. We will apply the first part
of Lemma 7.2 α times on sets with increasing size, before applying the second part of the lemma once.
This is depicted in Figure 5, with the final sets we form depicted in Figure 6, while parts of the argument
demonstrating these final sets satisfy the lemma are depicted in Figures 7 and 8. For simplicity we
assume in these figures that B = ∅; in general the subsets depicted in the figures are disjoint from B.
Let w0 = w/l, and, for each i ∈ [α+ 1], let wi = ⌊w/l⌋10i. Let W0 ⊂W satisfy |W0| = 10w1l. With
probability 1−o(n−1), we will find disjoint setsW1, . . . ,Wα ⊂ [n] and, for each j ∈ [α], a set Aj ⊂Wj−1,
so that |Aj | = 2wj l+ wj−1l, |Wj | = 10wj+1l, and the following property holds.
D1 Given any disjoint pairs (ai, bi), i ∈ [2wj ], of vertices from Wj , there are disjoint ai, bi-paths, with
length l+ 1 and interior vertices in Aj , so that the wj−1l uncovered vertices in Aj support a cycle
in Gj , a subgraph of our final random graph G.
To find these sets, let d = 10 exp(10 logn/l) ≥ 10 and carry out the following Step Ej for each j, 1 ≤
j ≤ α. These steps are depicted in Figure 5.
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Figure 5: The sets found in the random graph during the proof of Lemma 7.3, where here α is very
small, with α = 3. Starting with the set W0 ⊂ W , we carry out Step E1, to find the sets A1 and W1
so that, given the appropriate number of disjoint pairs of vertices from W1, we can connect these pairs
with disjoint paths with length l + 1 so that the remaining vertices in A1 can be covered exactly with
a cycle. Carrying out Steps E2 and E3, we similarly find A2 and W2, and then A3 and W3. Finally,
using Lemma 7.2, we find the set Aα+1 = A4 so that Property D2 holds. That is, Aα+1 can similarly
be covered by a cycle and paths connecting disjoint pairs of vertices, but the pairs of vertices may come
from anywhere outside of Aα+1.
Ej Noting
∑j−1
i=1 |Wi| =
∑j−1
i=1 10wi+1l ≤ 20wjl ≤ n/103, pick Vj ⊂ [n] \ (B ∪ (∪i<j−1Wi)) with
Wj−1 ⊂ Vj and |Vj | = 103wj l. Reveal edges with probability 1028d log d/|Vj | to get the graph Gj .
Note that wj−1l ≥ 4|Vj |/106 and |Wj−1| = 10wjl ≥ 2wj l + 2wj−1l, so we may apply the first part
of Lemma 7.2 to Gj [Vj ] and Wj−1 with values (n, l, r, w) = (|Vj |, l, 2wj, wj−1l). With probability
1−o(n−2), we can then find disjoint sets Aj ⊂Wj−1 andWj ⊂ Vj\Wj−1 so that |Aj | = 2wj l+wj−1l,
|Wj | = 10wj+1l ≤ |Vj |/2− |Wj−1| and Property D1 holds in Gj .
Note that, for each j ∈ [α], Wj ⊂ Vj ⊂ V (G) \ B, and recall that W0 ⊂ W ⊂ V (G) \ B. Eventually
we will choose the desired set A as a subset of ∪αj=0Wj , and thus we will have that A ⊂ V (G) \B.
Note that the probability that the required set Aj could be found for each j, 1 ≤ j ≤ α, is 1 −
o(n−2α) = 1− o(n−1). Having completed these steps, let
k′ =
α∑
i=1
wj =
⌊w
l
⌋ α∑
i=1
10i ≤ 5
4
· 10α
⌊w
l
⌋
≤ n
104(2l)
≤ r
2
.
Reveal edges between vertices in [n] with probability 1028 logn/n to get the graph Gα+1 and let G =
∪α+1i=1 Gi. As wαl = 10α⌊w/l⌋l > 2n/5(105) = 4n/106 and
|Wα| = 10wα+1l > 200n/5(105) = 4n/104 ≥ 3rl ≥ 3(r − k′)l + 2wαl, (28)
we can apply the second part of Lemma 7.2 to Gα+1 and Wα using (n, l, r, w) = (n, 3l, r− k′, wαl). With
probability 1 − o(n−1), we get a set Aα+1 ⊂ Wα with |Aα+1| = 3l(r − k′) + wαl so that the following
property holds.
D2 Given any r − k′ disjoint pairs (ai, bi), i ∈ [r − k′], of vertices from V (Gα+1) \ Aα+1, there are
disjoint ai, bi-paths, with length 3l + 1 and interior vertices in Aα+1, so that the wαl uncovered
vertices in Aα+1 support a cycle in Gα+1.
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W1
W2
W3 u3,i v3,i
u4,i v4,i
u2,i v2,i
u1,i v1,iA1
A2
A3
A4
V (G)
Figure 6: Continuing with the structure found in Figure 5 and with α = 3, for each j ∈ [α] we pick
disjoint pairs (uj,i, vj,i), i ∈ [wj ], of vertices from Wj \ Aj+1, and, further disjoint pairs (uα+1,i, vα+1,i),
i ∈ [r/2− k′] in V (G) \ (∪i∈[α+1]Ai). We let X be the set of all these vertices. We relabel these vertices
as (xi, yi), i ∈ [r/2], for the statement of the lemma, but use the first labels in Figures 7 and 8. We then
let A = ∪i∈[α+1]Ai, which, with the pairs of vertices in X , will satisfy the requirements of Lemma 7.4.
In total we have revealed edges with probability at most
1028
logn
n
+
α∑
i=1
1028d log d
|Vi| ≤ 10
28 logn
n
+ 1028
(
2
|V1|
)
d2
≤ 1028 logn
n
+ 1028
(
1
103w
)
102 exp
(
20 logn
l
)
≤ 1050 logn
2n
,
where we have used the lower bound for w in the statement of the lemma.
For each j ∈ [α−1], note that |Wj \Aj+1| = 10wj+1l−(2wj+1l+wj l) ≥ 2wj and choose disjoint pairs
(uj,i, vj,i), i ∈ [wj ], of vertices from Wj \Aj+1. By (28), |Wα| ≥ 3l(r− k′) + 2wαl = |Aα+1|+wαl, so we
may pick disjoint pairs (uα,i, vα,i), i ∈ [wα], of vertices from Wα \Aα+1 ⊂ V (G) \B. Let A = ∪i≤α+1Ai,
noting that |A| ≤ 10wαl + 3rl ≤ n/2. Choose disjoint pairs (uα+1,i, vα+1,i), i ∈ [r/2 − k′], of vertices
from V (G) \ (B ∪ A ∪ (∪j≤α,i∈[wj ]{uj,i, vj,i})) (see Figure 6). Label the vertices in the r/2 vertex pairs
in both {(uj,i, vj,i) : j ∈ [α], i ∈ [wj ]} and {(uα+1,i, vα+1,i) : i ∈ [r/2− k′]}, so that together we have the
vertex pairs {(xi, yi) : i ∈ [r/2]}.
We claim the conclusion of the lemma holds with the vertex pairs (xi, yi), i ∈ [r/2], and the set A.
Indeed, suppose we have r/2 disjoint vertex pairs (xi, yi), i ∈ [r] \ [r/2] in V (G) \ (A ∪ X), where
X = ∪r/2i=1{xi, yi}. By Property D2, we can find disjoint xi, yi-paths, i ∈ [r] \ [k′], with length 3l + 1
and internal vertices in Aα+1, so that the wαl uncovered vertices in Aα+1 support a cycle, Qα+1 say.
Now, for j decreasing from α down to 1, carry out the following Step Fj which, given a cycle Qj+1
in Aj+1, with |Qj+1| = wj l, finds disjoint uj,i, vj,i-paths, i ∈ [wj ], with length 3l+1 and interior vertices
in V (Qj+1)∪Aj so that the wj−1l uncovered vertices lie in Aj and support a cycle, which we call Qj. A
typical Step Fj is depicted in Figures 7 and 8.
Fj Take the cycle Qj+1 and break it into wj disjoint paths with length l−1. Let the pairs of endvertices
of these paths be (u′j,i, v
′
j,i), i ∈ [wj ]. These vertices lie in Aj+1 ⊂ Wj , and the vertices uj,i, vj,i,
i ∈ [wj ] lie in Wj \Aj+1. By Property D1, we can find disjoint uj,i, u′j,i-paths and disjoint v′j,i, vj,i-
paths with length l+1 and interior vertices in Aj so that the uncovered vertices in Aj form a cycle,
Qj say, with |Qj | = wj−1l. For each i ∈ [wj ], by combining the uj,i, u′j,i-path and the v′j,i, vj,i-path
with the u′i,j , v
′
i,j-path from the cycle Qj+1, we have a uj,i, vj,i-path with length 3l+ 1.
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When all the steps are completed, we have a disjoint set of xi, yi-paths, i ∈ [r], with length 3l + 1
and internal vertices in A, and the final cycle Q1 covers the w0l = w unused vertices in A, which are all
in A1 ⊂W0 ⊂W .
We can now prove the key result of this section. Given a subset W and a tree with many bare paths,
we embed the tree so that it covers all the vertices in W while the uncovered vertices support a cycle.
The statement of the lemma, again, caters to our universality requirements.
Lemma 7.4. Let l, n, w,∆ ∈ N satisfy 20 logn/ log logn ≤ l ≤ 20 logn, and
n
1020 logn
exp
(
20 logn
l
)
≤ w ≤ n
105
.
Suppose W,B ⊂ [n] are disjoint sets satisfying |W | ≥ 100w and |B| ≤ n/4. In the random graph
G = G(n, 1050 logn/n), there is, with probability 1− o(n−1), a subset Z ⊂ V (G) \ B with |Z| ≤ 5n/104
with the following property.
Let T be a tree with ∆(T ) ≤ ∆, which contains at least n/2(104l) vertex disjoint bare paths with length
10l+1. Suppose V ⊂ V (G) satisfies Z ⊂ V and |V | = |T |+w. Let v ∈ V \Z and t ∈ V (T ). Then there
is a copy S of T in G[V ] with t copied to v so that (V \ V (S)) ⊂W and G[V \ V (S)] is Hamiltonian.
Remark. The Hamiltonicity of G[V \V (S)] in Lemma 7.4 is only used in Cases C and D where after this
lemma is used the vertices corresponding to V \ V (S) are embedded as sections of bare paths. In Case
B, these vertices are embedded as leaves, for which such Hamiltonicity is not used.
Proof of Lemma 7.4. Revealing the random graph. Let r = 4⌊n/4(104l)⌋. Reveal edges within
the vertex set [n] with probability 1050 logn/2n to get the graph G1. By Lemma 7.3, with probability
1−o(n−1) we can take a subset A ⊂ [n]\B and disjoint pairs (xi, yi), i ∈ [r/2], of vertices in [n]\(B∪A),
so that |A| = 3rl + w and the following holds with the set X = ∪r/2i=1{xi, yi}.
G1 Given any collection of r/2 disjoint pairs (xi, yi), i ∈ [r] \ [r/2], of vertices in [n] \ (A ∪X), we can
find vertex disjoint xi, yi-paths, i ∈ [r], in G1, with length 3l+1 and interior vertices in A, so that
the w vertices in A which are not covered by the paths lie in W and there is a cycle in G1 through
exactly those w uncovered vertices in A.
Take a set Y ⊂ V (G1) \ (B ∪A ∪X) with |Y | = n/104. Let d = logn/106 log logn and m = n/108d.
Reveal edges with probability p = 1020 logn/n to get the graph G2. By Propositions 3.25 and 3.26
and Lemma 3.37, with probability 1− o(n−1), G2 is m-joined, has at most pn2 edges and the following
property holds.
G2 If U ⊂ V (G) and |U | ≤ 2m, then |NG2(U, Y )| ≥ d|U |.
Reveal more edges with probability 1017p, and let G be the union of all the revealed edges. As
e(G2) ≤ pn2, by Lemma 6.8, with probability 1− o(n−1) the following property holds.
G3 If H ⊂ G2 is a (|H |, 2)-expander, and |H | ≥ 4n/106, then V (H) supports a cycle in G.
Note that each edge has been revealed with probability at most 1050 logn/2n+ (1017 + 1)p, which,
as required, is at most 1050 logn/n.
Embedding the tree. Let Z = Y ∪ A ∪X ⊂ V (G) \ B. We will show that the set Z satisfies the
lemma. Firstly,
|Z| = n
104
+ (3rl + w) + r ≤ n
104
+
3n
104
+ 12l+ w + r ≤ 5n
104
,
as required. Suppose then that T is a tree, with ∆(T ) ≤ ∆, which has at least n/2(104l) ≥ r/2 vertex
disjoint bare paths with length 10l+ 1, and let V ⊂ V (G) be a set satisfying Z ⊂ V and |V | = |T |+ w.
Suppose further that we have vertices v ∈ V \ Z and t ∈ V (T ).
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Figure 7: To show that the set A = ∪i∈[α]Ai and vertex pairs in X , as found in the proof of Lemma 7.3,
satisfy the conditions of that lemma, where here α = 3, we pick arbitrary disjoint pairs (xi, yi), i ∈
[r] \ [r/2], of vertices from V (G) \ (A ∪ X). Adding to these pairs the vertex pairs (uα+1,i, vα+1,i),
i ∈ [r/2 − k′], from X , here shown in grey, we use Property D2 to find paths connecting these vertex
pairs using vertices in Aα+1, and cover the remaining vertices in Aα+1 by a cycle, Qα+1. We are now
ready to start the Steps Fj for j from α to 1, as depicted in Figure 8.
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3,1v
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3,2
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u3,1 v3,1
A4
A1
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V (G)
Figure 8: A typical Step Fj in the proof of Lemma 7.3, here shown for j = 3. We take the cycle Qj+1, as
shown in Figure 7, and divide it into subpaths with new endvertices giving the pairs (u′j,i, v
′
j,i), i ∈ [wj ].
Recalling the set Wj from Figure 6 we see that it contains these new vertices, as well as the vertices uj,i,
vj,i, i ∈ [wj ]. Therefore, we can use Property D1 to find the uj,i, vj,i-paths, i ∈ [wj ], using vertices from
Aj and the vertices in Qj+1, while covering the other vertices in Aj by the cycle Qj . The paths found
so far then cover Aj+1, and all of Aj except for the cycle Qj , which we use to start the next step. When
all the Steps Fj from j = α to j = 1 have been completed, all of A = ∪iAi will be covered with paths,
except for the final cycle Q1, which lies in A1, and hence W0, as required.
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Disjointly, pick r/2 bare paths with length 5l − 1 and r/4 bare paths with length 10l + 1 from the
tree T , and remove them to get the forest T ′. Replace these paths with dummy edges to get a tree, T ′′
say, with maximum degree at most ∆. Note that |T | − |T ′′| = r(5l − 2)/2 + 10rl/4 = 5rl − r. By
Property G2, and Proposition 3.2, I({v} ∪X) is (d,m)-extendable in G2[V \A]. Furthermore,
|V \A| − |T ′′| − |X | = |T |+ w − |T ′′| − |A| − |X | = 5rl − r − 3rl − r ≥ rl ≥ n/2(104) ≥ 10dm.
As G2 is m-joined, by Corollary 3.7 applied to the subgraph I({v} ∪ X) in the graph G2[V \ A], there
is a copy S′′ of T ′′ in G2[V \ (A ∪ X)] so that v is a copy of t and S′′ ∪ I(X) is (d,m)-extendable in
G2[V \A].
Remove from S′′ the copies of the dummy edges in T ′′, to get a copy S′ of T ′. By the definition
of extendability, and as each vertex was in at most one of the removed paths, and hence at most one
dummy edge, S′ ∪ I(X) is (d− 1,m)-extendable in G2[V \A]. Label vertices within S′′ appropriately as
ai, bi, i ∈ [r/2], and ui, vi, i ∈ [r/4], so that to extend S′ into a copy of T we need to find vertex disjoint
ai, bi-paths, i ∈ [r/2], of length 5l− 1 and vertex disjoint ui, vi-paths, i ∈ [r/4], of length 10l+ 1.
For each i ∈ [r/2], use Corollary 3.12 (once the conditions are checked) to extend the subgraph
S′ ∪ I(X) by adding disjointly an ai, xi-path and a yi, bi-path in G2[V \ A], both with length l − 1 and
interior vertices in V \ (A ∪ V (S′) ∪ X), so that the final subgraph, S say, is (d − 1,m)-extendable in
G2[V \A]. To check the conditions, observe that, as the paths have length l−1 ≥ 20 logn/ log logn−1 ≥
2⌈logn/ log(d − 2)⌉ + 1, the length condition holds in the applications of Corollary 3.12. The working
subgraphs to which we apply Corollary 3.12 have size at most
|S| = |S′|+ |X |+ r(l − 2) = |S′|+ r(l − 1) = |T | − (5rl − r) + r(l − 1) = |T | − 4rl.
Therefore, the size condition for each application of Corollary 3.12 holds as
|V \A| − |S| = |T |+ w − |A| − (|T | − 4rl) = 4rl − (|A| − w) = rl ≥ 10dm+ l. (29)
As G2 is m-joined, we have thus all the conditions we need for the applications of Corollary 3.12.
By (29), we have |V \ (V (S) ∪ A)| = rl. Using the definition of the (d − 1,m)-extendability of S in
G2[V \A], for every set U ⊂ V \ (V (S) ∪ A) with |U | ≤ m, we have
|NG2(U, V \ (V (S) ∪A))| ≥ |N ′G2[V \A](U) \ V (S)| − |U | ≥ (d− 1)|U | − |U | ≥ 2|U |,
as d ≥ 10. If U ⊂ V \ (V (S) ∪ A) with m ≤ |U | ≤ rl/4, then, as G2 is m-joined,
|NG2(U, V \ (V (S) ∪ A))| ≥ |V \ (V (S) ∪A)| − |U | −m ≥ rl − rl/4−m ≥ rl/2 ≥ 2|U |.
Therefore, G2[V \ (V (S)∪A)] is an (rl, 2)-expander. By Property G3, there is a cycle, Q say, in G with
V (Q) = V \ (V (S) ∪A).
Our final step closely resembles a typical Step Fj , which was used in the proof of Lemma 7.3 and
depicted in Figure 8. Take the cycle Q and break it into r/4 vertex disjoint paths of length 4l− 1. Call
the endvertices of each resulting path u′i and v
′
i, i ∈ [r/4]. Take the r/2 disjoint pairs of vertices (ui, u′i)
and (vi, v
′
i), i ∈ [r/4], and, using Property G1, connect these pairs, and the pairs (xi, yi), i ∈ [r/2], with
vertex disjoint paths with length 3l + 1 and interior vertices in A so that the unused vertices in A lie
in W and form a cycle. For each i ∈ [r/2], the xi, yi-path can be used, along with the ai, xi-path and
the yi, bi-path we found, to extend the copy of T
′ by replacing a deleted path of length 5l− 1. For each
i ∈ [r/4], the ui, u′i-path, the u′i, v′i-path from Q, and the v′i, vi-path can be combined to extend the copy
of T ′ by replacing a deleted path of length 10l + 1. This completes the copy of T with the required
properties.
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8 Case B
The embedding for Case A works because we can find a matchmaker set for V (G) (defined in Section 5)
with size comfortably smaller than λ(T ), for any tree T ∈ TA(n,∆). Then, by the definition of λ(T ) we
could find a large 20-separated collection of leaves, and embed part of T so that the neighbours of these
leaves covered the matchmaker set. As remarked in Section 2, the minimum size for a matchmaker set
in V (G) is closely linked to the parameter m, the minimum integer m such that G is m-joined. Using
calculations similar to those in Proposition 3.26, we can see that in G = G(n, p), with p = Θ(logn/n), we
almost surely havem = Θ(n log logn/ logn). We thus would need at least Θ(n log logn/ logn) neighbours
of well separated leaves to cover a matchmaker set for V (G). In Case B, we can only guarantee at least
Θ(n/k(T )) well separated leaves.
If we take a fixed subset Z1 ⊂ [n], and reveal edges with probability p = Θ(logn/n), then, by
Proposition 3.26, we may expect an edge between any two subsets of Z1 with size Θ(log(|Z1|p)/p). Thus,
if |Z1| = (n/ logn) exp(Θ(logn/k(T ))), then we may expect an edge between any two subsets of Z1 with
size Θ(n/k(T )). This will allow us to find a set Z1 with such a size, along with two sets M and L0,
with |M | = Θ(n/k(T )) and |L0| = Θ(n/k(T )), which function as our matchmaker sets for Z1 (although,
technically, by our definition M will be a matchmaker set for Z1∪L0, while L0 will be a matchmaker set
for M). Therefore, with well chosen constants, for any tree in Case B, we will be able to use Lemma 4.2
to show that we can cover M with the neighbours of well separated leaves in T . Importantly, the set Z1
is large enough to allow us to apply Lemma 7.4 with l = Θ(k(T )).
More precisely, once we have found these sets M and L0, we will divide a tree T ∈ TB(n,∆) into
three subtrees, T1, T2 and T3, so that |T1| = Θ(n), |T2| = Θ(n), |T3| = Θ(|Z1|), T1 has many disjoint
bare paths with length k = k(T ) and T2 has a large 20-separated collection of leaves. In Stage 1, we
remove some of these leaves from T2, to get T
′
2, and then embed T
′
2 in such a way that the matchmaker
set M is contained by the image of vertices in T ′2 which need leaves added in order to extend T
′
2 to T2.
In Stage 2, we use Lemma 7.4 to extend the embedding to T1 so that it covers the unused vertices not
in Z1 ∪ L0. In Stage 3, we use vertices from Z1 to embed T3. In Stage 4, we complete the embedding
of T2, and hence of T , by attaching the final uncovered vertices as leaves. As previously, we reveal edges
to find sets and properties we will need, working backwards through these stages, before taking a tree
and carrying out the appropriate embedding.
Proof of Theorem 1.1 in Case B. For each tree T ∈ TB(n,∆), by definition, we have 103 logn/ log log n ≤
k(T ) < 102 logn. We will further divide the trees in this case based on the value of k(T ), showing that,
for each k in this range, with probability 1 − o(n−1), all of the trees T ∈ T (n,∆) with k(T ) = k can
be found simultaneously in the random graph G(n, 1052∆2 logn/n). Therefore, almost surely, all of the
trees in TB(n,∆) can be found simultaneously in the random graph G(n, 1052∆2 logn/n).
Let k then satisfy 103 logn/ log logn ≤ k < 102 logn. We will reveal the edges within the vertex set [n]
in several rounds, with each possible edge present, in total, with probability at most 1052∆2 logn/n. In
what follows we will use various different subsets while developing different properties. The construction
of some of these sets are depicted in Figures 9 and 10. The only sets that we need for the final embedding
are depicted in Figure 11.
Revealing the random graph. Let l = ⌊(k − 1)/10⌋, so that 50 logn/ log logn ≤ l ≤ 10 logn. Let
w =
⌈
n
108 logn
exp
(
20 logn
l
)⌉
≤ 2n
108 logn
exp
(
log logn
2
)
=
2n
108
√
logn
.
Let λ = n/1010k, so that, as ex ≥ x for all x ∈ R,
w ≥ n
108 log n
exp
(
20 logn
l
)
≥ n
108 logn
(
20 logn
l
)
=
2n
107l
≥ 10λ. (30)
Take a subset Z0 ⊂ [n] with |Z0| = 250w. Reveal edges within the vertex set [n] with probability
p = 1016∆2 logn/n to get the graph G1. Note that wp ≤ 109∆2 exp(20 logn/l). Therefore, log(|Z0|p) =
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Figure 9: Finding subsets Z1, M , L0 and B1 of Z0 in the proof of Theorem 1.1 in Case B.
log(250wp) ≤ log(1012∆2) + 20 logn/l ≤ 40(∆ + logn/l). Let
mλ =
10
p
log(|Z0|p) ≤ 400n
1016∆2 log n
(
∆+
logn
l
)
≤ n
1012k∆
=
λ
102∆
. (31)
By Proposition 3.26, with probability 1− o(n−1) we have the following property.
H1 Any two disjoint subsets in Z0 with size mλ have some edge between them in G1.
Properties for Stage 4. Recalling (30), take disjoint subsets A1, A2 ⊂ Z0 so that |A1| = λ and
|A2| = λ/2. Consider the bipartite subgraph H induced in G1 by the vertex classes A1 and Z0 \ A1.
Note that, by (31), |A1|, |A2| ≥ 50mλ. Using Property H1, and Proposition 3.34, take B1 ⊂ Z0 to be a
subset, with |B1| ≤ 2mλ, so that if U ⊂ Z0 \B1 and |U | ≤ mλ, then |NH(U, (A1 ∪A2) \B1)| ≥ |U |. Let
M = A1 \B1 and L0 = A2 \B1, so that we have the following property .
H2 If U ⊂ Z0 \B1 and |U | ≤ mλ, then |NH(U,M ∪ L0)| ≥ |U |.
Note that |M | − |L0| ≥ |A1| −mλ − |A2| ≥ λ/4.
Let Z1 = Z0 \ (A1∪A2∪B1), so that we have completed the construction shown in Figure 9. Suppose
we have a subset U0 ⊂ Z1 with |U0| = |M | − |L0|. If U ⊂ U0 ∪L0 and |U | ≤ mλ, then, by Property H2,
|NG1(U,M)| = |NH(U,M ∪ L0)| ≥ |U |. If U ⊂M and |U | ≤ mλ, then, by Property H2,
|NG1(U,U0 ∪ L0)| ≥ |NG1(U,L0)| = |NH(U,M ∪ L0)| ≥ |U |.
Therefore, by Property H1 and Lemma 3.32, there is a matching between U0 ∪ L0 and M . Thus, we
have the following property.
H3 If U ⊂ Z1 and |U | = |M | − |L0|, then there is a matching between U ∪ L0 and M .
Later, when we embed a tree, the set M will be covered by the neighbours of leaves. We will take
vertices from our tree which need leaves attached to them and use them to cover M . The set L0 will
be reserved until the end of our embedding and used, along with the final uncovered vertices, to attach
leaves to the set M using Property H3.
Properties for Stage 3. Note that, as Z1 = Z0 \ (A1 ∪ A2 ∪B1), we have
|Z1| ≥ |Z0| − |A1| − |A2| − |B1| ≥ 250w− 2λ ≥ 240w.
Take a set Z2 ⊂ Z1 with |Z2| = 20w ≥ 200λ ≥ 104∆mλ, using (30) and (31). Using Property H1
and Proposition 3.33, take a subset B2 ⊂ Z1, with |B2| ≤ mλ, so that, for each set U ⊂ Z1 \ B2
with |U | ≤ 2mλ, we have that |N(U,Z2 \ B2)| ≥ 2∆|U |. Let Z3 = Z2 \ B2, so that |Z3| ≤ 20w. Let
Z4 = Z1 \ (Z3 ∪B2) = Z1 \ (Z2 ∪B2), and pick v0 ∈ Z3.
Suppose U0 ⊂ Z4. For any subset U ⊂ U0 ∪ Z3 with 1 ≤ |U | ≤ 2mλ,
|N(U,U0 ∪ Z3) \ {v0}| ≥ |N(U,Z3) \ {v0}| ≥ 2∆|U | − 1 ≥ ∆|U |.
Therefore, by Proposition 3.2, we have the following property.
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H4 If U0 ⊂ Z4, then I({v0}) is (∆,mλ)-extendable in G1[U0 ∪ Z3].
Properties for Stage 2. Note that |Z4| = |Z1| − |Z3| − |B2| ≥ 200w. Divide the set Z4 into Z5
and Z6, so that |Z5|, |Z6| ≥ 100w and we have completed the construction shown in Figure 10. Let
Y = Z3 ∪ Z5 ∪M ∪ L0 ⊂ Z0, and note that
|Y | ≤ |Z0| = 250w = o(n). (32)
Reveal more edges among the vertex set [n] with probability 1050 logn/n to get the graph G2. With
probability 1− o(n−1), by Lemma 7.4 applied to the graph G2 with the sets W = Z6 ⊂ Z4 and B = Y ,
there is a set W0 ⊂ V (G2) \ Y with |W0| ≤ 5n/104 which satisfies the following property.
H5 If V ⊂ [n] and v ∈ V \W0, with W0 ⊂ V , then, given any tree T with |T | = |V |−w which contains
at least n/2(104)l bare paths of length 10l+1 and a chosen vertex t ∈ V (T ), there is a copy S of T
in G2[V ] so that (V \ V (S)) ⊂ Z4, and t is copied to v.
Properties for Stage 1. Let X = [n] \ (W0 ∪ Y ), noting that, by (32), |X | ≥ n − 5n/104 − o(n).
Let
d = logn/ log logn and m = n/106d.
Reveal more edges among the vertex set [n] with probability 1020 logn/n to get the graph G3. By
Corollary 3.38, with probability 1− o(n−1) we have the following property.
H6 The subgraph I(M ∪ {v0}) is (d,m)-extendable in G3[X ∪M ∪ {v0}].
By Proposition 3.26, with probability 1− o(n−1) we have the following property.
H7 The graph G3 is m-joined.
Let G = G1 ∪ G2 ∪ G3, noting that the properties we have accumulated continue to hold under the
addition of edges, and, hence, hold for the graph G. Each possible edge has been revealed with total
probability at most 1052∆2 logn/n. We are now ready to embed any tree T ∈ TB(n,∆) with k(T ) = k.
Embedding the tree: split the tree. Let T ∈ TB(n,∆) satisfy k(T ) = k, recalling that
103 logn/ log log n ≤ k < 102 logn.
By the definition of k(T ), T has at least n/90k vertex disjoint bare paths of length k. Using Corollary 3.21,
divide T into two trees T1 and R1 intersecting on a single vertex t1 so that T1 and R1 each contain at least
n/270k− 1 ≥ n/2(104l) vertex disjoint bare paths of length k. Note that, due to the paths they contain,
|T1|, |R1| ≥ n/300. Say, without loss of generality, that |R1| ≥ n/2. Using Proposition 3.22, divide R1
into two trees T2 and T3 which intersect on a single vertex t2 so that t1 ∈ V (T2) and 30w ≤ |T3| ≤ 90w.
The structure found in T is depicted in Figure 12, and the following embedding is depicted in Figure 13.
Stage 1. As k(T ) = k, T does not contain n/90(k+ 1) vertex disjoint bare paths with length k + 1.
Therefore, T2 does not contain n/90(k + 1) + 1 vertex disjoint bare paths with length k + 1. Note that
B2
Z1
Z2
B2
Z4
Z5
Z6
v0
Z3
Figure 10: Finding subsets Z3, Z4, Z5 and Z6 of Z1 in the proof of Theorem 1.1 in Case B.
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v0
M
L0
X
V (G)
Z3 Z5
Z4
W0
Figure 11: Important sets found in the random graph G in the proof of Theorem 1.1 in Case B, along
with the vertex v0 ∈ Z3. The sets L0, M , Z3, Z5, W0 and X partition V (G). As well as keeping the set
Z4 in mind, we remember that Z3 ∪ Z4 ⊂ Z1.
|T2|/40(k + 1) ≥ (n/2 − 90w)/40(k + 1) > n/90(k + 1) + 1. If T2 has at least |T2|/100 leaves, then
we can find a 20-separated collection of n/400∆20 ≥ 10λ leaves, for sufficiently large n, because of the
maximum degree of T2. If T2 does not have at least |T2|/100 leaves, then, by Lemma 3.14, T2 must
contain a 20-separated collection of at least n/40(k + 1) ≥ 10λ leaves. Therefore, in either case, we
can let L be a 20-separated set of 9λ leaves of T2 which does not contain t1 or t2. Let Q = NT2(L),
and let T ′2 = T2 − L. We have then |Q| = 9λ ≥ 9|M |. As X = V (G) \ (M ∪ L0 ∪ Z3 ∪ Z5 ∪W0) and
|M ∪ L0 ∪ Z3 ∪ Z5 ∪W0| ≤ |Z0|+ |W0| ≤ n/103, we have |X | ≥ n− n/103, and thus
|T2| ≤ n− |T1| ≤ n− n/300 ≤ |X | − 10dm− logn. (33)
Therefore, using Lemma 4.2 and Properties H6 and H7, we can find a (d,m)-extendable copy of T ′2 in
G[X ∪M ∪ {v0}], so that the copy of Q contains M and t2 is copied to v0. Using (33), Property H7,
and Corollary 3.5, for each leaf t ∈ L adjacent to a vertex not copied onto M , extend the copy of T ′2 to
cover t, while maintaining the (d,m)-extendability. Call the resulting subgraph S′2, so that to make S
′
2
into a copy of T2 we need to attach a leaf to each of the vertices in M .
Stage 2. Let X ′ = X \ V (S′2) and let v1 be the copy of t1 in S′2. The vertices in S′2 cover M , and
|S′2| = |T2| − |M |. As V (G) = V (S′2) ∪ L0 ∪ Z3 ∪ Z5 ∪X ′ ∪W0, we have
|X ′ ∪W0| = n− (|T2| − |M |)− |L0| − |Z3| − |Z5| = |T1|+ |T3| − 2 + (|M | − |L0|)− |Z3| − |Z5|.
Thus, as |T3| ≥ 30w and |Z3| ≤ 20w, we have |X ′ ∪W0| + |Z5| ≥ |T1| + 30w − 2 − 20w ≥ |T1| + w.
Furthermore, as |Z5| ≥ 100w and |T3| ≤ 90w, |X ′ ∪W0| ≤ |T1|+ 90w + λ− 100w ≤ |T1|. Therefore, we
may take vertices from Z5 and add them to X
′ ∪W0 ∪ {v1} to get V so that |V | = |T1| + w. The tree
T1 contains at least n/2(10
4l) vertex disjoint bare paths of length k ≥ 10l + 1. Thus, by Property H5
T1T
′
2
T3
t2
t1
Q
L
Figure 12: The structure found in the tree T ∈ TB(n,∆).
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there is a copy of T1, S1 say, in G[V ] so that (V \ V (S1)) ⊂ Z4 and t1 is copied to v1. The tree S1 ∪ S′2
covers every vertex in V (G) except for the vertices in L0, Z3 \ {v0}, Z5 \ V and V \ V (S1), and needs a
leaf added to each vertex in M to make it into a copy of T1 ∪ T2.
Stage 3. Let U0 = (Z5 \ V ) ∪ (V \ V (S1)) ⊂ Z4. By Property H4, I({v0}) is (∆,mλ)-extendable in
the graph G[U0 ∪ Z3]. The subgraph S1 ∪ S′2 needs a copy of T3 and |M | leaves added appropriately to
get a copy of T . Therefore,
|S1 ∪ S′2| = n− |T3| − |M |+ 1. (34)
The set U0 ∪ Z3 contains the vertex v0 ∈ V (S1 ∪ S′2) and all the vertices in V (G) which are not in S1
or S′2, except for those in L0. Therefore, using (34), and then (31),
|U0 ∪ Z3| = 1 + (n− |S1 ∪ S′2|)− |L0| = |T3|+ |M | − |L0| (35)
≥ |T3|+ λ/4 ≥ |T3|+ 10∆mλ.
Using Property H1 and Corollary 3.7, find a copy S3 of T3 in G[U0 ∪ Z3] with t2 copied to v0.
Stage 4. Finally, let U1 = (U0 ∪ Z3) \ V (S3), so that U1 ⊂ Z4 ∪ Z3 ⊂ Z1 and, using (35), |U1| =
|M | − |L0|. By Property H3, we can find a matching from M into U1 ∪ L0. Use this matching to add
a leaf to each vertex in M , making S′2 into a copy of T2. Together with S1 and S3, this gives a copy
of T .
9 Connecting vertex pairs in subsets
As remarked in Section 2, for Cases C and D we need to solve several problems to develop a new
embedding. Building a reservoir, defined precisely, and built, in Section 10, is an important part of this.
In this section, we choose a set to build into a reservoir, finding a small set in which we can connect many
different pairs of vertices (chosen arbitrarily from a further subset) with disjoint paths of some specified
length (in our use, length 6 logn). We will want such paths to cover disjointly a positive proportion of
the vertices in the reservoir (in our use, at least a fraction 1/109 of the vertices). The subset used for our
reservoir is shown to exist in Lemma 9.2, the key result of this section, for which we use the following
lemma. Given only a simple expansion property in a graph, Lemma 9.1 finds a subset with the kind of
connection property just discussed.
Lemma 9.1. Let n ∈ N and m = n/200, and suppose G is an m-joined graph with n vertices. Then, for
sufficiently large n, there is some set Z ⊂ V (G) with |Z| ≥ n/4, such that, for any collection of disjoint
pairs (xi, yi), i ∈ [n/8 logn], of vertices in Z, there exist disjoint xi, yi-paths in G, with length 2 logn
and internal vertices in V (G) \ Z.
Proof. Let W be a set of n/2 = 100m vertices in G. By Proposition 3.33, as G is m-joined, we can take
B ⊂ V (G) to be a subset, with |B| ≤ m, so that, for every set U ⊂ V (G) \ B with |U | ≤ 2m, we have
|N(U,W \B)| ≥ 4|U |. We will show that Z = V (G) \ (W ∪B) satisfies the requirements in the lemma.
Firstly, note that |Z| ≥ n− |W ∪B| ≥ n− n/2−m ≥ n/4, as required.
Suppose then we have disjoint pairs (xi, yi), i ∈ [n/8 logn], of vertices in Z. Let X be the set
consisting of the vertices in these pairs, and let H = G[X ∪ (W \B)]. If U ⊂ V (H) and |U | ≤ 2m, then
|NH(U) \X | ≥ |NG(U,W \ B)| ≥ 4|U |. As I(X) has maximum degree 0, by Proposition 3.2, I(X) is a
(4,m)-extendable subgraph of H .
Repeatedly applying Corollary 3.12 (once we have checked the details), we can find the disjoint
required xi, yi-paths by starting with the subgraph I(X) and adding, for each i, an xi, yi-path with
length 2 logn while keeping the subgraph (4,m)-extendable in H . These paths have internal vertices
in V (H) \ X ⊂ V (G) \ Z. As the paths we create have length 2 logn ≥ 2⌈log(2m)/ log 3⌉ − 1, for
sufficiently large n, the length condition holds. The final subgraph with all the paths added has size at
most (2 logn+ 1)(n/8 logn) ≤ n/4 + n/ logn ≤ |H | − 40m− 2 logn, for sufficiently large n, so therefore
the size condition also holds in each application of Corollary 3.12.
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Figure 13: On the left, from top to bottom, following on from the structure in Figure 11, we show the
situation in the embedding for a tree T in Case B immediately after each stage, from Stage 1 to Stage 4.
On the right are the subgraphs of T , as shown in Figure 12, that have been embedded in the matching
pictures on the left. The arrow in the third picture on the left represents the vertices in (U0∪Z3)\V (S3)
being used to form U1.
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Lemma 9.1 is a good start, but we want a subset with size n′ = Θ(n/k(T )) in a random graph
G(n,Θ(logn/n)) with good connection properties, which may be as small as n′ = Θ(n log logn/ log2 n)
in Case D. Large graphs satisfying the condition in Lemma 9.1 can be seen to have at least 50n
edges. The random graph G(n,Θ(logn/n)) will, almost surely, contain no vertex set with size n′ =
Θ(n log logn/ log2 n) which contains more than 3n′/2 edges. Hence, we can typically find no subgraph
with n′ vertices to which we can apply Lemma 9.1. Instead, we will find within G(n,Θ(log n/n)) a sub-
graph with n′ vertices, which looks like a graph satisfying the conditions of Lemma 9.1, but in which each
edge has been replaced by a disjoint path of length 3 (i.e. a 2-subdivision of such a graph). Replacing the
edges by these paths lowers the average degree of the graph and increases the girth, making the graph
easier to find in our random graph. Importantly, if we are careful, then adding the extra vertices in the
middle of paths will only increase the number of vertices by a constant factor (as the graph we subdivide
can have constant average degree).
Lemma 9.2. Let n, λ ∈ N satisfy 106n/ log3 n ≤ λ ≤ n/10 logn. With probability 1−o(n−1), the random
graph G = G(n, 100 logn/n) contains subsets Z2 ⊂ Z1 ⊂ V (G) with |Z1| ≤ 109λ and |Z2| ≥ λ so that the
following holds. Given any λ/2 logn disjoint pairs (xi, yi), i ∈ [λ/2 logn], of vertices in Z2 there exist
disjoint xi, yi-paths in G[Z1], with length 6 logn and internal vertices in Z1 \ Z2.
Proof. Take distinct vertices a1, . . . , a4λ in V (G). Reveal edges among the vertex set [n] with probability
90 logn/n to get the graph G1. By Lemma 3.36, with probability 1 − o(n−1), we can find disjoint sets
A1, . . . , A4λ in V (G1) \ (∪i∈[4λ]{ai}), so that Ai ⊂ N(ai) and |Ai| = logn, for each i ∈ [4λ].
Reveal more edges with probability p = 107/λ log2 n ≤ 10 logn/n to get the graph G2, and let
G = G1 ∪ G2. Consider the auxillary graph H on the vertex set [4λ], where ij is an edge in H if there
is an edge between Ai and Aj in G2. The graph H has edges present independently with probability
q = 1 − (1 − p)log2 n, so that p log2 n/2 ≤ q ≤ p log2 n = 107/λ. Therefore, by Proposition 3.27, with
probability 1− o(|H |−2) = 1− o(n−1), there are at least λ edges between any two disjoint sets with size
λ/100 in H . By Proposition 3.25, with probability 1− o(|H |−2) = 1− o(n−1), the total number of edges
in H is at most 107(16λ). By Corollary 3.29, with probability 1− o((λ log n)−2) = 1− o(n−1), the graph
G2[∪i∈[4λ]Ai] contains at most (4λ logn)3p2 ≤ 1016λ/ logn ≤ λ/2 paths with length two.
Delete an edge from each path with length two in G2[∪i∈[4λ]Ai] from G2 to get the graph G′2. Let
H ′ ⊂ H have an edge ij exactly when there is an edge between Ai and Aj in G′2. Given any two disjoint
sets A,B ⊂ [4λ], each containing at least λ/100 vertices, as e(H)− e(H ′) ≤ λ/2, there must be at least
λ− λ/2 > 0 edges between A and B in H ′. For sufficiently large n, by applying Lemma 9.1, we can find
Z ⊂ [4λ] with |Z| ≥ λ, such that, for any collection of disjoint pairs (xi, yi), i ∈ [λ/2 logn], of vertices
in Z, there are vertex disjoint xi, yi-paths in H
′ with length 2 logn and internal vertices in V (H ′) \ Z.
Now, for each edge e = ij in H ′, take a path Pe of length three between ai and aj , say aicedeaj ,
so that ce ∈ Ai, de ∈ Aj and cede ∈ E(G′2). This is possible for each edge e by the definition of H ′.
As G′2 has no paths with length two, these paths Pe, e ∈ V (H ′), are internally vertex disjoint. Let
Z1 = {ai : i ∈ [4λ]} ∪ (∪e∈E(H′)V (Pe)). As e(H ′) ≤ e(H) ≤ 107(16λ), we have |Z1| ≤ 109λ. Let
Z2 = {ai : i ∈ Z}, so that |Z2| ≥ λ.
The sets Z1 and Z2 have the properties required by the lemma. Indeed, given any λ/2 logn disjoint
pairs of vertices in Z2, we can find vertex disjoint paths with length 2 logn between the corresponding
vertices in H ′. Replacing each edge e in these paths by the path Pe gives the required vertex disjoint
paths with length 6 logn in G.
10 The reservoir in Cases C and D
In this section, we develop the tools used to make a set into a reservoir in both Cases C and D, in the
sense of the following definition.
Definition 10.1. Given a graph G, a vertex set R ⊂ V (G), a tree T and vertices v ∈ V (G) \ R and
t ∈ V (T ), we say R is made into a reservoir by (G, v, T, t) if |G| − |T | = |R|/2 and, for every subset
U ⊂ R with |U | = |R|/2, there is a copy of T in G− U with t copied to v.
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That is, we may delete one half of the vertices in R and find a copy of T with t copied to v which
covers exactly the remaining vertices in G. We think of this as partially embedding T in G−R so that,
given any such set U ⊂ R, we can absorb the vertices in R \ U into the partial embedding to create a
copy of T in G− U . In order to make sets into reservoirs we use the following structures, which we call
λ-devices.
Definition 10.2. Let n, λ ∈ N satisfy n log logn/ log2 n ≤ λ ≤ n/100 logn. Suppose we have a graph G
with n vertices and a set R ⊂ V (G) with |R| = 6λ.
• If λ > n log logn/ log2 n, then a λ-device for R in G is a pair of subsets (W0,W1) in V (G) \R with
9λ ≤ |W0| ≤ 103λ and |W1| = |W0| − 3λ such that, for every subset U ⊂ R with |U | = |R|/2 = 3λ,
there is a matching between W0 and W1 ∪ U in G.
• If λ = n log logn/ log2 n, then a λ-device for R in G is a pair (X, {(xi, yi) : i ∈ [9λ]}) consisting
of a vertex set X ⊂ V (G) \ R and disjoint pairs (xi, yi), i ∈ [9λ], of vertices in X , such that the
following holds with l = 104 log2 n/(log logn)2. We have |X | = 9λl − 3λ and, given any subset
U ⊂ R with |U | = |R|/2 = 3λ, there is a set of 9λ vertex disjoint xi, yi-paths in X ∪U with length
l − 1. In fact, therefore, these paths cover the set X ∪ U .
Given a λ-device D for R, if λ > n log logn/ log2 n and D = (W0,W1), then let V (D) = W0 ∪W1, and,
if λ = n log logn/ log2 n and D = (X, {(xi, yi) : i ∈ [9λ]}), then let V (D) = X .
Note that when D is a λ-device, and n log logn/ log2 n ≤ λ ≤ n/100 logn, we have
|V (D)| ≤ max{2(103λ), 9(n log logn/ log2 n) · (104 log2 n/(log logn)2)} = o(n). (36)
Given a λ-device for a set R, we can use it to make the set R into a reservoir under certain conditions.
How a λ-device is found, and how it is used to make a set into a reservoir, is the only difference
in our embeddings in Case C and Case D. The following lemma has two instances. The first (when
λ > n log logn/ log2 n) uses the leaves of a tree to make a set into a reservoir, and is used in Case C. The
second (when λ = n log logn/ log2 n) uses the bare paths in a tree to make a set into a reservoir, and is
used in Case D.
Lemma 10.3. Let ∆ ∈ N, and let n ∈ N be sufficiently large. Let d = 2 logn/ log logn and m ≤ n/100d.
Let λ ∈ N, with n log logn/ log2 n ≤ λ ≤ n/100 logn. Suppose a graph G contains a λ-device D for
R ⊂ V (G), where |R| = 6λ and I(R ∪ V (D)) is (d,m)-extendable in G, and suppose that G is m-joined.
Let T be a tree, with |T | ≤ |G|−|V (D)|−|R|−10dm− log n and ∆(T ) ≤ ∆, let t ∈ V (T ) and suppose
that the following properties hold.
• If λ > n log logn/ log2 n, then λ(T ) ≥ 104λ.
• If λ = n log logn/ log2 n, then T contains a collection of at least 9λ + 1 vertex disjoint bare paths
with length 104 log2 n/(log logn)2 + 2 logn.
Then, there exists a subgraph H ⊂ G with R ⊂ V (H) and a vertex v ∈ V (H) \R so that R is made into
a reservoir by (H, v, T, t).
Note that in Lemma 10.3 we do not require that |G| = n.
Proof. Firstly, suppose λ > n log logn/ log2 n. Let the λ-device D for R be (W0,W1), and pick some
v ∈ V (G) \ (R ∪ V (D)). Let L be a 20-separated set of leaves in T which does not contain t, with
|L| maximised. By the definition of λ(T ), |L| ≥ λ(T ) − 1 ≥ 104λ − 1 ≥ 9|W0|. As I(R ∪ V (D)) is
(d,m)-extendable in G, if U ⊂ V (G) and 0 < |U | ≤ 2m, then
|N ′(U) \ (R ∪W0 ∪W1 ∪ {v})| ≥ (d− 1)|U | − 1 ≥ (d− 2)|U |.
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Therefore, by Definition 3.1, we have that I(W0 ∪ {v}) is (d − 2,m)-extendable in G − (W1 ∪ R). As
|W0| ≥ 9λ > n/ log2 n, |NT (L)| = |L| ≥ 9|W0|, and
|T | ≤ |G| − |W1| − |W0| − |R| − 10dm− logn = |G− (W1 ∪R)| − |W0| − 10dm− logn, (37)
we can apply Lemma 4.2 to G− (W1 ∪R). That is, we can find a copy of T −L, S say, so that W0 is in
the copy of NT (L), S is (d− 2,m)-extendable in G− (W1 ∪R) and t is copied to v.
Using Corollary 3.5 repeatedly, extend the subgraph S in G − (W1 ∪ R) by adding a leaf to every
vertex in the copy of NT (L) which is not in the setW0, to get a tree, S
′ say, which is (d−2,m)-extendable
in G − (W1 ∪ R). Note that, for each application of Corollary 3.5 here we use a subgraph of S′, which,
using (37), has size at most |T | ≤ |G| − |W1 ∪R| − 10dm.
Let H = G[V (S′) ∪W1 ∪R]. We claim that R is made into a reservoir by (H, v, T, t). Indeed, given
any subset U ⊂ R with |U | = |R|/2 = 3λ, find a matching in the λ-device between W0 and W1 ∪ (R \U).
Use this matching to add the final leaves to S′ to get a copy of T with the vertex set V (H) \ U . This
completes the proof of the lemma in the case that λ > n/ log2 n.
Suppose secondly, then, that λ = n log logn/ log2 n and (X, {(xi, yi) : i ∈ [9λ]}) is the λ-device for R.
Let l = 104 log2 n/(log log n)2. The tree T contains at least 9λ vertex disjoint bare paths, of length
l − 1 + 2 logn, which do not contain the vertex t. Call these paths Pi, i ∈ [9λ], and remove them from
the tree to get T ′. Pick a vertex v ∈ V (G) \ (X ∪R). As I(X ∪ R) is (d,m)-extendable in G, we have,
by the definition of extendability, that I(X) is (d,m)-extendable in G−R. Therefore, by the definition
of extendability, I({v} ∪X) is (d− 2,m)-extendable in G−R. As |X |+ |T ′| ≤ |T | ≤ |G| − |R| − 10dm,
by Corollary 3.7 we can extend {v} to get a copy S of T ′ in V (G) \ (X ∪R), with t copied to v, so that
S ∪ I(X) is (d− 3,m)-extendable in G−R (using dummy edges to replace the deleted paths, as we did
in the proof of Lemma 7.4).
Let (ai, bi), i ∈ [9λ], be the pairs of vertices in S which need to be connected by paths with length
l − 1 + 2 logn to make S into a copy of T . Using Corollary 3.12 repeatedly (once we have checked the
details), we can find vertex disjoint ai, xi-paths and bi, yi-paths, i ∈ [9λ], with length logn and interior
vertices in V (G) \ (V (S) ∪ X ∪ R) so that if S′ is the subgraph gained by adding the paths to S, then
S′ ∪ I(X) is still (d − 3,m)-extendable in G − R. We will now check the details for the applications
of Corollary 3.12. As |S′ ∪ I(X)| ≤ |T | + |V (D)| ≤ |G| − |R| − 10dm − logn, the size condition for
Corollary 3.12 holds for each application. As logn ≥ 2⌈log(2m)/ log(d− 4)⌉+1, the length condition for
Corollary 3.12 holds for each application.
Letting H = G[V (S′) ∪X ∪R], we claim R is made into a reservoir by (H, v, T, t). Indeed, if U ⊂ R
and |U | = |R|/2 = 3λ, then, by the definition of a λ-device, there are vertex disjoint xi, yi-paths with
length l − 1 covering X ∪ (R \ U) exactly. Adding these paths to S′ completes the required copy of T
with the vertex set V (S′) ∪X ∪ (R \ U).
Thus, we have reduced the task of making a set into a reservoir to the task of finding an appropriate λ-
device. Such a λ-device can be found using the following lemma, which is proved for λ = n log logn/ log2 n
and λ > n log logn/ log2 n in Section 10.1 and Section 10.2 respectively.
Lemma 10.4. Let λ, n, n′ ∈ N satisfy n log logn/ log2 n ≤ λ ≤ n/100 logn and n′ ≥ 3n/4. Let R ⊂ [n′]
satisfy |R| = 6λ. Then, with probability 1− o(n−1), the random graph G = G(n′, 105 logn/n) contains a
λ-device for R.
10.1 Building the λ-device when λ = n log logn/ log2 n
We will first construct absorbers in Lemma 10.6, which are capable of absorbing single vertices into a path
to give a path which contains that additional vertex, but which has the same endvertices. We will then use
these absorbers to build up a global absorption property to create a λ-device with λ = n log logn/ log2 n.
Definition 10.5. In a graph G, we say (A, x, y) is an absorber for a vertex v ∈ V (G) if x 6= y,
{x, y} ⊂ A ⊂ V (G), v /∈ A, and there is both an x, y-path in G with the vertex set A and an x, y-path
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✈ ✈ ✈ ✈ ✈ ✈✈ ✈ ✈ ✈ ✈
x0 v
y1
x1 x2 x3 x4
y2 y3 y4 y0
Figure 14: The path Q, in the absorber constructed for v.
✈ ✈ ✈ ✈ ✈ ✈✈ ✈ ✈ ✈ ✈
x0 v
y1
x1P1 P2 P3 P4x2 x3 x4
y2 y3 y4 y0
Figure 15: An absorber for v, with much shorter paths depicted.
in G with the vertex set A∪ {v}. We say that |A| is the size of the absorber, and call the vertices x and
y the ends of the absorber.
Lemma 10.6. Let n ∈ N be sufficiently large, and take d = logn/ log logn and m = n/200d. Suppose G
is an m-joined graph, with at least n/2 vertices, containing the set W ⊂ V (G). Suppose that I(W )
is (d,m)-extendable in G and |W | ≤ n(log logn)2/104 log2 n. Then there is a set of 100 absorbers in
V (G)\W with size 16 log2 n/(log logn)2+2 for each vertex v ∈W , so that all of these 100|W | absorbers
are disjoint.
Proof. Noting that 200|W | = o(|G|), and using Corollary 3.7 repeatedly, attach 200 leaves to each vertex
v ∈ V (I(W )) to get the star Sv, so that the stars Sv are disjoint and H = ∪v∈WSv is (d,m)-extendable
in G. In each star Sv divide the leaves into 100 pairs of vertices.
We wish to find 100 absorbers for each vertex v ∈W , each using a different pair of leaves in Sv. We
will do this by adding vertex disjoint paths with length 2k + 1 or k − 1 several times between different
vertex pairs in the subgraph H , where k = 4 logn/ log logn ≥ 2⌈log 2m/ log(d− 1)⌉+ 2. We will add k2
vertices for each vertex pair, so the subgraph will always have size at most n/4 ≤ |G| − 10dm − logn.
The subgraph created will always have maximum degree at most 100. Thus, by Corollary 3.12, we will
be able to add the described paths so that the subgraph remains (d,m)-extendable. We will describe the
construction of one absorber for v ∈ W using one pair of leaves x0, y1 in Sv, but, using Corollary 3.12,
all the absorbers can be constructed simultaneously and disjointly.
Find an x0, y1-path Q with length 2k+1 and label it as x0x1x2 . . . xky0ykyk−1 . . . y2y1. Find k vertex
disjoint xi, yi-paths Pi, i ∈ [k] with length k− 1 (see Figures 14 and 15, where the heavy lines are paths
and the light lines are edges).
Let A = {x0, y0}∪ (∪i∈[k]V (Pi)), so that |A| = k2+2. When k is even, the following two x0, y0-paths
have vertex sets A and A ∪ {v} respectively.
x0x1P1y1y2P2x2x3P3y3y4 . . . ykPkxky0
x0vy1P1x1x2P2y2y3P3x3 . . . xkPkyky0
When k is odd the following two x0, y0-paths have vertex sets A and A ∪ {v} respectively.
x0x1P1y1y2P2x2x3P3y3y4 . . . xkPkyky0
x0vy1P1x1x2P2y2y3P3x3 . . . ykPkxky0
Thus, (A, x0, y0) is an absorber for v, with |A| = k2 + 2, as required.
We will now use our absorbers for single vertices to build up a system of paths with a global absorption
property. Suppose we have two absorbers, (A, x, y) and (A′, x′, y′), for the vertices v and v′ respectively.
Given a y, x′-path with interior vertices not in A ∪ A′ ∪ {v, v′}, suppose we add its vertices to A ∪ A′
to get the set A′′. It can be easily seen that (A′′, x, y′) is an absorber both for v and for v′. Similarly,
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given several absorbers with paths linking their endpoints in some order, we can merge them into a single
absorber.
We will take absorbers, produced by Lemma 10.6, and divide them into groups of up to 100, connecting
them as described above. This creates absorbers capable of absorbing up to 100 different vertices. When
we come to absorb vertices, each path will absorb exactly one vertex so that the length of the resulting
path is controlled. By controlling precisely which absorbers we group together, we can build up a λ-
device. Before doing this, we first show the following lemma, which finds a graph which will guide us in
the grouping of absorbers.
Lemma 10.7. There is a constant h0 ∈ N such that, for every h ≥ h0 with 3|h, there exists a bipartite
graph H with maximum degree at most 100 and vertex classes X and Y ∪ Z, with |X | = h, and |Y | =
|Z| = 2h/3, so that the following is true. If Z ′ ⊂ Z and |Z ′| = h/3, then there is a matching between X
and Y ∪ Z ′.
Proof. Take disjoint vertex sets X , Y , Z with |X | = h and |Y | = |Z| = 2h/3. Furthermore, let
X1, X2 ⊂ X be subsets with size 2h/3 so that X = X1 ∪X2.
Independently, place 25 random matchings between each of the pairs of sets (X1, Y ), (X2, Y ), (X1, Z),
and (X2, Z), and let H be the union of the resulting edges. As each vertex is in at most 100 matchings,
the maximum degree of H is at most 100. By Lemma 3.43, with probability at least 1−o(h−2), for every
set Z ′ ⊂ Z with |Z ′| = h/3, there is a matching between X and Y ∪ Z ′. Therefore, for sufficiently large
h, there must be some graph H which satisfies the properties in the lemma.
Proof of Lemma 10.4 when λ = n log logn/ log2 n. Let d = log n/ log logn and m = n/100d, and take
l0 = 16 log
2 n/(log logn)2 + 2 and l = 104 log2 n/(log logn)2. Pick disjoint subsets Y ⊂ [n′] \ R and R′
with |R′| = |R| = 6λ and |Y | = 18λ and label the vertices in Y so that Y = {xi, yi : i ∈ [9λ]}.
Reveal edges within the vertex set [n′] with probability 104 logn/n to get the graph G1. By Corol-
lary 3.38, with probability 1−o(n′−1) = 1−o(n−1), the subgraph I(R∪R′) is (d,m)-extendable in G1−Y .
By Proposition 3.26, with probability 1−o(n−1), the graphG1 ism-joined. Therefore, by Lemma 10.6, we
can find disjoint absorbers (Av,j , av,j , bv,j), v ∈ R∪R′, j ∈ [100], so that each absorberAv,j has size l0 and
can absorb v. Let Y ′ = {av,j, bv,j : v ∈ R∪R′, j ∈ [100]} and takeW = (∪v,j(Av,j \{av,j, bv,j}))∪R′∪R,
so that |W | ≤ 12λ(100l0 + 1) = o(n).
Reveal more edges within the vertex set [n′] with probability 104 logn/n, and let the graph containing
all the edges revealed be G. By Corollary 3.38, with probability 1 − o(n−1), the subgraph I(Y ′ ∪ Y )
is (d,m)-extendable in G − W . Using Corollary 3.12, we will create disjoint paths between vertices
in I(Y ′ ∪ Y ) while maintaining this extendability in G −W . As we create paths with length at least
logn ≥ 2⌈log(2m)/ log(d − 1)⌉+ 1, the length condition will hold in each application of Corollary 3.12.
The subgraph will have always have maximum degree at most 2 and will contain in total at most
9λl ≤ n/100 ≤ |G − W | − 10dm − l vertices, so the size condition will hold in each application of
Corollary 3.12. For each pair of vertices (xi, yi), we will pick up to 100 absorbers and link them end to
end with paths between xi and yi to create an absorber with size l− 1 and ends xi and yi, as depicted in
Figure 16. By allocating each pair (xi, yi) a disjoint set of absorbers, and using Corollary 3.12 to create
the paths, we can ensure the large absorbers created are disjoint.
To describe how to allocate absorbers to the vertex pairs we refer to an auxillary bipartite graph
H with the following properties, provided by Lemma 10.7 with h = 9λ, for sufficiently large n, and
hence h. The bipartite graph H has maximum degree 100 and vertex classes [9λ] and R∪R′, such that,
for any subset U ⊂ R with |U | = 3λ, there is a matching between [9λ] and R′ ∪U in H . For each vertex
v ∈ R ∪R′, let cv : NH(v)→ [100] be an injective function numbering the neighbours of v in H .
For each i ∈ [9λ], carry out the following. Take the absorbers Av,cv(i), v ∈ NH(i). Take the set of
vertices {av,cv(i), bv,cv(i) : v ∈ NH(i)} ∪ {xi, yi} ⊂ Y ′ ∪ Y . Using Corollary 3.12, join pairs from these
vertices by paths in G−W with length at least logn in such a way as to create an absorber (Bi, xi, yi),
with |Bi| = l − 1, which is an absorber for each vertex v ∈ NH(i). One of these absorbers, and an
example of how it absorbs a vertex, is depicted in Figures 16 and 17. Note that, because the functions cv
are injective, the absorbers Bi, i ∈ [9λ], can be kept disjoint.
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Let X = (∪i∈[9λ]Bi)∪R′. We claim that (X, {(xi, yi) : i ∈ [9λ]}) is a λ-device for R. Indeed, suppose
U ⊂ R satisfies |U | = 3λ. From the property of the graph H , we can find a matching M in H between
[9λ] and R′ ∪U . For each i ∈ [9λ], find the vertex v ∈ R′ ∪U matched to i in M and take an xi, yi-path
with length l − 1 through Bi ∪ {v}. These paths disjointly cover X ∪ U , and have length l − 1, as
required.
10.2 Building the λ-device when λ > n log logn/ log2 n
When λ > n log logn/ log2 n, the λ-device bears some similarity to the graphs that were shown to exist
in Lemma 10.7. In fact, for sufficiently large λ, by Lemma 10.7 there is a graph H with vertex classes X
and Y ∪ Z with |X | = 9λ and |Y | = |Z| = 6λ which has the matching property stated in that lemma.
Then we can observe that (X,Y ) is a λ-device for Z in H . When λ = o(n/ logn), such a graph is too
dense to appear as a subgraph of our random graph. Instead, as we did in Lemma 9.2, we find a subgraph
of our random graph which resembles such a graph H , but with each edge replaced by a path of length 3,
so that these short paths are internally vertex disjoint. Subdividing the edges in this manner decreases
the density so that such a subgraph will typically appear in our random graph, and, as given in detail
below, such a subdivided graph can also function as a λ-device. Furthermore, where R is the set we wish
to make into a reservoir, we will find such a subgraph with Z = R.
Proof of Lemma 10.4 when λ > n/ log2 n. Take disjoint vertex sets X,Y ⊂ [n′] \ R satisfying |X | = 9λ
and |Y | = 6λ . Pick subsets X1, X2 ⊂ X with |X1| = |X2| = 6λ and X = X1 ∪X2.
We will find a bipartite auxillary graph H , with maximum degree 100, and vertex classes X and
Y ∪R, so that the following property holds.
I1 If U ⊂ R and |U | = |R|/2 = 3λ, then there is a matching between X and Y ∪ U in H .
We will also find an accompanying set of disjoint edges F = {ef = vfwf : f ∈ E(H)} in G− (X ∪Y ∪R),
so that, if f = ab ∈ E(H), with a ∈ X and b ∈ Y ∪ R, then avfwfb is a path of length 3 in G. Such a
graph, with its auxillary graph, is depicted in Figure 18.
yixi
Av1,cv1(i) Av2,cv2(i) Av3,cv3(i)
v1 v2 v3
P1 P2 P3 P4
Figure 16: Joining three absorbers Avj ,cvj (i), j ∈ [3], together using paths labelled as Pj , j ∈ [4], to create
an absorber capable of absorbing any of the vertices v1, v2 and v3. In the proof of Lemma 10.4 when
λ = n log logn/ log2 n, if NH(i) = {v1, v2, v3}, then the structure depicted, except for the vertices v1, v2
and v3, represents the absorber (Bi, xi, yi). As an example, a path through this absorber and the vertex v2
is depicted in Figure 17.
yixi
v1 v2 v3
Figure 17: An xi, yi-path through the absorber (Bi, xi, yi) and the vertex v2 (cf. Figure 16). Similarly,
we can find xi, yi-paths through (Bi, xi, yi) and either the vertex v1 or the vertex v3.
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If we can find such a graph H and an edge set F , then the sets W0 = X ∪ (∪f∈E(H)wf ) and
W1 = Y ∪ (∪f∈E(H)vf ) form a λ-device for R. Indeed, firstly, as H has maximum degree 100, |W0| ≤
|X | + 100|X | ≤ 103λ. Secondly, given any set U ⊂ R with |U | = 3λ, by Property I1, we can find a
matching between Y ∪ U and X in H and call it M . Then
M ′ = {ef : f /∈M} ∪ {avf , wfb : ab = f ∈M,a ∈ X, b ∈ Y ∪ U}
is a matching between W0 and W1 ∪ U in G, as depicted in Figure 19. Indeed, none of the edges in M ′
can share a vertex in X or Y ∪ U because M is a matching, none of the edges in M ′ can share a vertex
in (W0 ∪W1) \ (X ∪ Y ) from the choice of F , and each vertex in W0 ∪W1 ∪ U appears in some edge
in M ′.
It is left then to find such a graph H and an edge set F . Reveal edges within the vertex set [n′] with
probability 103 logn/n to get the graph G1. By Lemma 3.36, with probability 1− o(n′−1) = 1− o(n−1),
we can find disjoint sets Ax, x ∈ X ∪ Y ∪R, in [n′] \ (X ∪ Y ∪ R) so that Ax ⊂ N(x) and |Ax| = logn
for each vertex x ∈ X ∪ Y ∪R.
Let H be the bipartite graph with no edges, and the vertex classes X and Y ∪R. Reveal more edges
with probability p = 100 logn/n within the vertex set [n′] to get the graph G2. Consider the auxillary
bipartite graph K with vertex classes X and Y ∪R and an edge xy ∈ E(K) with x ∈ X and y ∈ Y ∪R
exactly if there is some edge between Ax and Ay in G2. The graph K has edges present independently
with probability
1− (1− p)log2 n ≥ 50 log3 n/n > 300 logn/6λ.
Therefore, by Lemma 3.39, with probability 1 − o(λ−2) = 1 − o(n−1), there is some matching in the
graph K between X1 and Y . Pick such a matching uniformly at random from all such matchings, to
get M1 say, and add it to H . As the sets Ax and Ay with x ∈ X and y ∈ Y ∪R all have the same size,
each edge in K is present with exactly the same probability. By symmetry then, in revealing edges and
selecting the matchingM1 we must have been equally likely to end up with any of the possible matchings
between X and Y ∪R.
For each edge f = xy ∈ M1, with x ∈ X1 and y ∈ Y , pick vertices vf ∈ Ax and wf ∈ Ay so that
vfwf ∈ E(G2). This is possible by the definition of the graphK. Remove the vertices vf and wf from Ax
and Ay respectively, and remove a vertex arbitrarily from Az for each z ∈ (X \X1) ∪R.
In summary, by revealing edges in the graph with probability 100 logn/n, we have added a random
matching M1 to H between X1 and Y while finding a set of disjoint edges {vfwf : f ∈ M1} so that if
f = xy then xvfwfy is a path in G1∪G2. We then removed one vertex from each set Ax, x ∈ X ∪Y ∪R,
so that the vertices vf and wf , f ∈M1, were all removed. This ensures that all the sets Ax, x ∈ X∪Y ∪R,
still have the same size, so that by running a similar process again we can find another uniformly random
matching. It also ensures that any further matchings found in this way will contain edges which are
disjoint from the edges in {vfwf : f ∈ M1}. Note that the size of the sets Ax, x ∈ X ∪ Y ∪ R, has
decreased slightly, but there is enough room in the above calculations that we may repeat the process
and find another matching.
Revealing 99 more sets of edges with probability 100 logn/n, with probability 1−o(n−1), we can add
in this manner 24 more matchings in H between X1 and Y in H , chosen uniformly at random from all
possible such matchings, and 25 matchings chosen uniformly at random between each of the pairs of sets
(X2, Y ), (X1, R) and (X2, R). By Lemma 3.43, with probability 1 − o(λ−2) = 1 − o(n−1), Property I1
holds. Therefore, as detailed above, the required sets W0 and W1 can be found. In total, we revealed
edges with probability at most 105 logn/n.
11 Cases C and D
The final tool that we need for the proof of Cases C and D of Theorem 1.1 is the notion of (l, γ)-
connectors. We define these graphs and construct them in Section 11.1, before proving Cases C and D
of Theorem 1.1 in Section 11.2.
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XY R
X
Y R
Figure 18: An auxillary graph on the left, and its accompanying λ-device on the right, as constructed in
the proof of Lemma 10.4, but with fewer vertices used. In the λ-device, the vertices within the dashed
grey lines together form the set W0, while the vertices within the solid grey lines together form the
set W1.
X
Y R
X
Y R
Figure 19: A depiction of one of the matchings required to show the graph given in Figure 18 is a λ-device
for R. If |R|/2 vertices are removed from R, then we can find a matching in the auxillary graph H on
the left, and use it to find a matching in the λ-device when the remaining vertices of R are added.
11.1 (l, γ)-connectors
For Cases C and D of Theorem 1.1, we will use (l, γ)-connectors, defined as follows.
Definition 11.1. A graph H is an (l, γ)-connector if H has l vertices and there are two disjoint subsets
H+, H− ⊂ V (H), with |H+| = |H−| = ⌈γl⌉, so that, given any pair of vertices x ∈ H+ and y ∈ H−,
there is an x, y-path in H with the vertex set V (H).
In practice, when we find an (l, γ)-connector H , we will implicitly fix sets H+ and H− which demon-
strate that it is such a connector. In our embedding for a tree T in Case C or D, we will wish to find an
edge from a vertex v into the reservoir R, where |R| = Θ(n/k(T )), so that we can then form a path in
the reservoir to connect v into the embedding. However, if k(T )≫ logn, then such an edge will typically
not exist in our random graph G(n,Θ(logn/n)). Instead, we will find a (Θ(k(T )), log logn/16 logn)-
connector H , so that there is a neighbour, v1 say, of v in H
+. We then find an edge, v2w say, with
v2 ∈ H− and w ∈ R. By the definition of a connector, there is a v1, v2-path with the vertex set V (H),
and, with the edges xv1 and v2w, this gives a path from v into the reservoir R, which we can then join
into the embedding using vertices in R.
In fact, we will find a collection H of Θ(n/k(T )) disjoint (l, γ)-connectors, where l = Θ(k(T )) and
γ = log logn/16 logn. We will wish, for most vertices v, to be able to find Θ(log logn) such connectors
in H which can be connected to v in this way. This will give enough flexibility to take any sufficiently
small subset of these vertices and connect each of them to a different connector. Fortunately, when
H ∈ H and v ∈ V (G), we expect to find
Θ(p|H+||H|) = Θ(logn/n) ·Θ(k(T ) log logn/16 logn) ·Θ(n/k(T )) = Θ(log logn)
connectors which could be connected to v in this manner. Of course, for some vertices we will not find
enough such neighbours in the connectors, but we will manipulate our embedding to cover these vertices
earlier with part of the tree.
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To find the collection of connectors H, we will use the following lemma. The construction of (l, γ)-
connectors uses Po´sa rotation (cf. Section 6). Essentially, to get an (l, γ)-connector, we construct a path
with additional edges so that the path can be rotated many times around its endvertices.
Lemma 11.2. Let n, l ∈ N satisfy logn ≤ l ≤ log2 n/ log logn, and let γ = log logn/16 logn. With prob-
ability 1− o(n−1), in the random graph G = G(n, 1010 logn/n) there are n/2l disjoint (l, γ)-connectors.
Proof. Let r = n/2l, k = 4 logn/ log logn, and s = ⌊(l − k − 1)/2k⌋ ≥ l/4k = γl. Note that, as
l ≤ log2 n/ log logn, we have that s ≤ logn. Let X ⊂ [n] be a set of 2r vertices, and reveal edges
within the vertex set [n] with probability 100 logn/n to get the graph G1. By Lemma 3.36, there is an
s-matching from X into V (G1) \X . Let Y be the set of vertices in the image of this matching, and note
that |X ∪ Y | = 2r(s+ 1) ≤ n/k.
Let d = logn/ log logn and m = n/100d. Reveal more edges with probability 109 logn/n to get
the graph G2, and let G = G1 ∪ G2. By Corollary 3.38, with probability 1 − o(n−1), I(X ∪ Y ) is
(d,m)-extendable in G. By Proposition 3.26, with probability 1− o(n−1), the graph G is m-joined.
Given two vertices x0, y0 ∈ X , we will describe how to add paths with length at least k between
the vertices in the image of {x0, y0} under the matching, using Corollary 3.12, so that the vertices x0
and y0, their adjacent edges in the matching and these additional paths form an (l, γ)-connector. We
will describe the construction of just one (l, γ)-connector for simplicity, but, using Corollary 3.12 (once
the details are checked), it will be clear that we can divide the set X into r pairs of vertices and carry
this out for each vertex pair to simultaneously create r disjoint (l, γ)-connectors. In total, the subgraphs
we create will contain rl = n/2 ≤ n − 10dm − l vertices, so the size condition for the applications of
Corollary 3.12 will hold. We will create paths which have length at least k ≥ 2⌈log(2m)/ log(d− 1)⌉+ 1
and interior vertices outside of the working subgraph, so the length condition for the applications of
Corollary 3.12 will hold as well.
Take then the vertices x0, y0 ∈ X , and label the vertices in their image under the matching as
x1, . . . , xs, and y1, . . . , ys respectively. For each i ∈ [s], find an xi−1, xi-path, with length k, and label
it as xi−1Pivixi, where vi is a vertex and Pi is an xi−1, vi-path with length k − 1. For each i ∈ [s],
find a yi−1, yi-path with length k, and label it as yi−1Qiwiyi, where wi is a vertex and Qi is a yi−1, wi-
path with length k − 1. Find an xs, ys-path, R say, with length l − 2ks − 1 ≥ k. Finally, let H =
G[V (R) ∪ (∪i∈[s](V (Pi) ∪ V (Qi)))] and note that |H | = (l − 2ks) + 2ks = l (see Figure 20).
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Figure 20: An (l, γ)-connector H , and a v3, w4-path with vertex set V (H).
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We claim that the sets H+ = {vi : i ∈ [s]} and H− = {wi : i ∈ [s]} demonstrate that H is an
(l, γ)-connector. We have, firstly, that |H+| = |H−| = s ≥ γl. Take then any integers i, j ∈ [s]. The
following path is a vi, wj-path that covers exactly the vertices in H (see Figure 20, where the heavy lines
are paths and the light lines are edges).
viPixi−1vi−1Pi−1xi−2 . . . P1x0xiPi+1vi+1 . . . xsRyswsQsys−1 . . .Qj+1yjy0Q1w1y1 . . . Qjwj
Therefore, H satisfies all the requirements to be an (l, γ)-connector.
When we use an (l, γ)-connector H in our construction, we will often be interested in the edges that
may exist between vertices elsewhere in the graph and the sets H− and H+. To describe the properties
of these edges we will use the following definitions.
Definition 11.3. Given a collection A of (l, γ)-connectors, we let A+ = {P+ : P ∈ A} and A− = {P− :
P ∈ A}.
Definition 11.4. Given a collection of subsets A in the graph G, the grouped graph on the set A with
respect to G is the graph H with the vertex set A which contains an edge between A and B exactly when
there is an edge between A and B in G.
In fact, we will use bipartite grouped graphs with two vertex classes A and B, where we only consider
edges between the classes. Abusing our notation slightly, when A is a collection of subsets of V (G) and
V ⊂ V (G), we say the bipartite grouped graph with vertex classes A and V is such a graph on vertex
classes A and {{v} : v ∈ V }.
11.2 Cases C and D of Theorem 1.1
For the moment we will ignore the role of the (l, γ)-connectors and recap the proof outline for Cases C
and D given in Section 2, while giving more details. Given a tree T in Case C or Case D, we split T into
three subtrees T1, T2 and T3 with certain properties. In Stage 1 of the embedding, we start by using T1
to build a reservoir out of a set R (using Section 10), where we have selected R so that |R| = Θ(n/k(T ))
and R has good connection properties (using Section 9). The tree T2 will contain many bare paths
with length k(T ). In Stage 2, we remove Θ(n/k(T ) logn) such paths from T2 to get T
′
2 and extend
the embedding to cover T ′2. In Stage 3, we embed T3 (using Section 7), and find a cycle supported by
the remaining Θ(n/ logn) vertices outside of the reservoir, R. Dividing this cycle into Θ(n/k(T ) logn)
subpaths with length Θ(k(T )), in Stage 4, we join these sections into the embedding of T ′2 by using
shorter paths of length Θ(logn), with interior vertices in the reservoir, R. These new paths will allow
us to embed the Θ(n/k(T ) logn) paths from T2 that we removed. Crucially, the paths that we ask for
in R will use in total Θ(n/k(T ) logn) · Θ(logn) = Θ(|R|) vertices from the reservoir. The set R, which
becomes the reservoir, is chosen carefully so that we may ask it to connect any collection of disjoint
pairs of vertices with disjoint paths of length 6 logn, so long as the pairs of vertices are chosen from a
certain smaller subset of R (which has itself size Θ(|R|)) and the paths found cover only a small linear
proportion of the vertices in R. Therefore, with suitably chosen constants, the embedding we describe
above does not ask for too many paths to be formed using vertices in R.
Connecting one endvertex into the reservoir. The one problem remaining is that the endvertices
of the paths from the divided cycle may not have any neighbours in R. We use (l, γ)-connectors, with
l = Θ(k(T )) and γ = Θ(log logn/ logn), to solve this problem. For illustration, let us sketch how we
can connect one endvertex into the reservoir, before discussing how we do this for all the endvertices of
the paths simultaneously. We find a set H containing Θ(n/l) disjoint (l, γ)-connectors and hold them
in reserve (discussed below). When we break the cycle into pieces, let v be an endvertex of one of the
paths. Our issue is that v may not have a neighbour in R, as this set has size Θ(n/k(T )), where k(T )
can be much larger than logn. However, the sets H+, across each H ∈ H, have a union with size at least
Θ(n/l) · γl = Θ(n log logn/ logn), so it is likely that v has some neighbour in ∪H∈HH+ in our random
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graph G. In fact, most vertices in G will have a neighbour in ∪H∈HH+, and we can make sure during
our embedding that any vertex which does not is already covered by the embedding.
Now, an edge between v and some v′ ∈ H+, and the properties of an (l, γ)-connector allow us to
find a path with vertex set {v} ∪ V (H) from v to any vertex in H−. Our task now is to find an edge
between H− and the reservoir, R. As |H−| ≥ γl = Θ(log logn/k(T ) logn) and |R| = Θ(n/k(T )), we
expect Θ(log logn) edges between H− and R. Indeed, by only taking connectors in H for which this is
true, we can ensure there is some such edge, say between w ∈ R and w′ ∈ H−. Then, taking a v′, w′-path
with vertex set V (H) in H (which exists as H is an (l, γ)-connector, v′ ∈ H+ and w′ ∈ H−) and adding
the edges vv′ and w′w gives a path from v into the reservoir, using exactly the vertices in one connector
in H.
Connecting all the endvertices into the reservoir. To connect all the Θ(n/k(T ) logn) endver-
tices when we break the cycle into pieces, we carry out the procedure for the vertex v above, but for
every endvertex simultaneously. Say the set of endvertices is E. We find a matching from E into H so
that, if an endvertex v is matched to H ∈ H, then there is an edge in G between v and H+. Taking
the matched (l, γ)-connectors, we, similarly, match them into the reservoir using the sets H−, for each
H ∈ H. Using these matchings and the properties of the connectors, we can then find, disjointly for each
v, a path from v into the reservoir using exactly the vertices in one connector in H.
Why such matchings should exist, comes, essentially, from comparison to the following property which
is likely to hold for a set W of Θ(n log logn/ logn) vertices in G′ = G(n, logn/n). Given any set U of
vertices outside of W , each with Θ(log logn) neighbours in G′ in W , then, if |U | ≤ |W |/2, we can match
U into W . Here, Θ(log logn) possible matches for each vertex in U are needed because we are allowed to
choose the vertices in U from a set of vertices which is almost log n times as large as W . This property
follows from Lemma 3.41. Essentially, the matchings described above exist because the relevant grouped
graph we find them in behaves like a subgraph of the random graph G′.
Connecting in the paths from the cycle. Using connectors, we have now extended each path
from the cycle using paths leading into the reservoir. We will have manipulated the embedding of T ′2 so
that the paths we removed from T2 have endvertices embedded into the reservoir. Thus we can use the
connection properties of the reservoir to connect each extended path from the cycle into the embedding
of T ′2 in place of a missing path.
Holding connectors in reserve and replacing used connectors. We will hold the connectors
in H in reserve using the tree T2. In Stage 2, when we embed T2 with some paths missing, we will in
fact embed T2 with a further |H| = Θ(n/l) missing paths, each of length l + 1. We will do this so that
each missing path could be replaced by finding a path through a corresponding connector in H. At the
end of the embedding, for each connector in H that we do not use to connect vertices to the reservoir,
we find a path through that connector to embed the corresponding path from T2, and call the connector
unused. We will then need to embed the deleted paths corresponding to the connectors that are used.
In our embedding we make sure that embedding each such deleted path will require two vertices from
the reservoir to be connected by a path of the appropriate length. However, we cannot just use vertices
from the reservoir to do this. Indeed, we will use Θ(n/k(T ) logn) of the connectors, so this would use
Θ(n/ logn) vertices from the reservoir, which is far too many when k(T ) = ω(logn).
Therefore, when gathering the properties we need for Stage 4, we set aside paths of length Θ(l) to
form the majority of the paths replacing the used connectors. We note that we do not know in advance
which connectors we will use, but we do know how many we will use. Thus, we can set aside the correct
number of paths – these paths are denoted Pi,j , for varying i and j, and we ensure their endvertices
lie in the reservoir. When we find paths through the reservoir, we will by then have identified which
connectors we are going to use, and we can also find paths through the reservoir to connect the paths
Pi,j in place of the used connectors. By choosing the paths Pi,j to have length close to the size of
the connectors, connecting in each path Pi,j will use only Θ(logn) vertices. As we use Θ(n/k(T ) logn)
connectors, connecting in the paths Pi,j requires only Θ(n/k(T )) = Θ(|R|) vertices from the reservoir.
Proof of Theorem 1.1 in Cases C and D. For each k with 102 logn ≤ k ≤ 10−6 log2 n/ log logn, we will
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show that, with probability 1 − o(n−1), we can embed all the trees T ∈ T (n,∆) with k(T ) = k into
the random graph G(n, 1052 logn/n). Therefore, almost surely, G(n, 1052 logn/n) will contain a copy of
every tree T ∈ T (n,∆) with k(T ) in this range. Let
λ = n/1015k, l = k/4 ≥ 24 logn, r = λ/12 logn and γ = log logn/16 logn. (38)
Let
d = 2 logn/ log logn and m = n/108d = 5n log logn/109 logn. (39)
Recall that
102 logn ≤ k ≤ 10−6 log2 n/ log logn.
Note that, in Case D, 109λ = n log logn/ log2 n.
Revealing the random graph. We will reveal edges within the vertex set [n] in rounds with total
edge probability at most 1052 logn/n. The final structure that we find with probability 1 − o(n−1) is
depicted in Figure 22.
Stage 4 properties. Reveal edges with probability 100 logn/n within the vertex set [n] to get the
graph G1. By Lemma 9.2, there are subsets R0 ⊂ R ⊂ [n] with |R| = 109λ and |R0| = λ so that the
following property holds.
J1 Given any 6r disjoint pairs of vertices (ai, bi), i ∈ [6r], in R0 there are disjoint ai, bi-paths in G1[R],
with length 6 logn and internal vertices in R \R0.
Reveal edges with probability 1020 logn/n to get the graph G2. Recall the definition of d and m
from (39). By Proposition 3.26, with probability 1−o(n−1), the graph G2 is m-joined. By Corollary 3.38,
with probability 1− o(n−1), I(R) is (d,m)-extendable in G2.
Divide R0 into two sets, R1 and R2, with |R1| = 6r and |R2| = |R0|− 6r, and label the vertices of R1
so that R1 = {xi, yi, ui,1, vi,1, ui,2, vi,2 : i ∈ [r]}. Note that l−12 logn+1 ≥ 12 logn ≥ 2⌈log(2m)/ log(d−
1)⌉+ 1, and that 2rl = o(n). Start with the subgraph I(R) and, by repeatedly applying Corollary 3.12,
for each i ∈ [r] and j ∈ [2], add a disjoint ui,j, vi,j -path, Pi,j say, with length l − 12 logn + 1 and
internal vertices in [n] \ R, so that all the created paths are disjoint and the resulting subgraph is still
(d,m)-extendable.
Reveal edges with probability 1012 log n/n among the vertex set [n] to get the graph G3. By
Lemma 11.2, there are, almost surely, λ/6 disjoint (l, γ)-connectors in G3 − R − ∪i,jV (Pi,j), where l
and γ are defined in (38). Let H be a set of such connectors.
Reveal more edges with probability p = 1024 logn/n to get the graph G4. Consider the bipartite
grouped graph K with vertex classes H± = H+ ∪ H− and R2, with respect to G4. Each set in H±
has size at least lγ by the definition of an (l, γ)-connector. Therefore, the probability an edge is present
between U ∈ H± and v ∈ R2 in K is at least
1− (1− p)lγ ≥ plγ/2 ≥ 106 log logn/λ.
As all the sets in H±, and the set R2, are disjoint, each potential edge is present, or not, in K indepen-
dently. Therefore, as |H±| + |R2| = 4λ/3 − 6r ≤ n, the graph K can be viewed as a subgraph of some
random graph G(n, 106 log logn/λ). If q = 106 log logn/λ, then
10 log(nq)
q
=
λ log(106n log log n/λ)
105 log logn
=
λ log(1021k log logn)
105 log logn
≤ λ log(10
21 log3 n)
105 log logn
≤ λ
103
,
for large n. By Proposition 3.26, with probability 1−o(n−1), any two subsets fromH± and R2 respectively
with size mλ := λ/10
3 have an edge between them. Therefore, as |R2| = λ − 6r ≥ 100mλ, using
Proposition 3.35, we can take a subset B ⊂ H±, with |B| ≤ mλ, so that, if U ⊂ H± \ B and |U| ≤ mλ,
then |NK(U)| ≥ 2|U|. If U ⊂ H±\B and |U| ≥ mλ, then, as there are no edges between U and R2\NK(U)
in K, we must have that |R2 \NK(U)| ≤ mλ, and therefore, as |H| = λ/6, we have that
|NK(U)| ≥ |R2| −mλ ≥ λ− 6r −mλ ≥ 4|H| ≥ 2|U|.
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Therefore, by Theorem 3.31 there is a 2-matching from H± \ B into R2 in the graph K. Pick such a
2-matching.
Let H0 = {H ∈ H : H+, H− ∈ H± \ B}, noting that |H0| ≥ |H| − 2mλ ≥ λ/8. For each H ∈ H0,
let aH and bH be the vertices in R2 matched to H
+ in the 2-matching, and let cH be one of the vertices
in R2 matched to H
− in the 2-matching (we do not use the second vertex). The vertices aH and cH will
be used to hold the connector H ∈ H in reserve, while the vertex bH is used if H is employed to connect
a vertex through to the reservoir.
Stage 3 properties. Let W0 be the set of vertices not in any of the paths Pi,j , or in any of the
connectors H ∈ H0, or in the set R, as depicted in Figure 21. Note that
|W0| ≥ n− 2rl − |H0|l − 109λ ≥ n− 2n/1016 − o(n) ≥ (1− 10−15)n. (40)
Reveal more edges with probability 1024 logn/n to get the graph G5. Consider the auxillary bipartite
grouped graph L on the vertex classes H−0 andW0, with respect to G5. As in the graphK, the edges of L
are present independently at random with probability at least 106 log logn/λ. Therefore, by considering L
as a subgraph of the random graph G(n, 106 log logn/λ), and applying Proposition 3.26, with probability
1 − o(n−1), any two subsets of H−0 and W0 respectively, with size mλ = λ/103, have an edge between
them.
Note that |H−0 | ≥ λ/8 ≥ 100mλ. Using Proposition 3.35, take B ⊂ W0 to be a subset satisfying
|B| ≤ mλ and the following property, where we set W1 =W0 \B.
J2 If U ⊂W1 and |U | ≤ mλ, then |NL(U)| ≥ |U |.
Note that rl = n/48(1015 logn) ≥ n exp(4)/1020 logn and |W1| ≥ |W0| −mλ ≥ n/2 ≥ 100rl. Reveal
more edges among the vertex set [n] with probability 1050 logn/n to get the graph G6. By (40), and
Lemma 7.4 applied to the graph G6 and the sets W =W1 and B = V (G) \W0, with path length 5 logn
and w = rl, with probability 1− o(n−1) we can find a subset W2 ⊂W0, with |W2| ≤ 5n/104, so that the
following holds.
J3 Suppose S is a tree, with ∆(S) ≤ ∆, which contains at least n/105 log n disjoint bare paths with
length 50 logn+ 1, and a vertex t ∈ V (S). Suppose V ⊂ [n] and v ∈ V \W2, with |V | = |S| + rl
and W2 ⊂ V . Then, there is a copy S′ of S in G6[V ] so that V \ V (S′) ⊂W1, t is copied to v, and
G6[V \ V (S′)] is Hamiltonian.
Stage 1 and 2 properties. Noting that |W0 \W2| ≥ n − n/1015 − 5n/104, divide W0 \W2 into
the sets Z1, Z2, Z3, Z4 and R
′ so that |Z1| = |Z2| = |Z3| = n/105 and |R′| = 5(109λ) = o(n). Reveal
more edges among the vertex set [n] with probability 1020 logn/n to get the graph G7. By Lemma 10.4,
we can find a (109λ)-device D for R ∪ R′ in G7[R ∪ R′ ∪ Z4] (see Figure 22). By Lemma 3.37, with
probability 1−o(n−1), for every set A ⊂ [n] with |A| ≤ 2m and each i ∈ [3] we have |NG7(A,Zi)| ≥ d|A|,
so we have, by Proposition 3.2, the following property.
J4 If i ∈ [3], and the subgraph S and the set U ⊂ [n] satisfy S ⊂ G7 − Zi, V (S) ∪ Zi ⊂ U and
∆(S) ≤ d, then S is (d,m)-extendable in G7[U ].
Recapping the relevant properties. We have now all the properties we require to embed trees
in Cases C and D. Letting G be the graph containing all the edges revealed, we will now recap all the
properties we will use for our embedding. As depicted in Figure 22, we have found the following in G.
• Sets R1, R2 ⊂ R0 ⊂ R and R′ with |R1| = 6r, |R2| = λ − 6r, |R0| = λ, |R| = 109λ and
|R′| = 5(109λ).
• A collection of vertex-disjoint paths P = {Pi,j : i ∈ [r], j ∈ [2]}, each with length l − 12 logn+ 1,
such that, for each i ∈ [r] and j ∈ [2], the endvertices ui,j and vi,j of Pi,j are in R1.
• A collection of vertex-disjoint (l, γ)-connectors H0, where each H ∈ H0 contains sets H+ and H−
as in Definition 11.1, and λ/8 ≤ |H0| ≤ λ/6.
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• Distinct vertices aH , bH , cH , over all H ∈ H0, in R2, where there are edges from H+ to both aH
and bH , and from H
− to cH , in G.
• Vertex sets Z1, Z2 and Z3, each with size n/105, and vertex set W2 with size at most 5n/104.
• A vertex set Z4 containing a λ-device D.
The sets R, R′, Z1, Z2, Z3, Z4, W2, V (H), with H ∈ H0, and V (Pi,j) \ {ui,j, vi,j}, with i ∈ [r] and
j ∈ [2], are pairwise disjoint and form a partition of V (G).
The properties J1–J4 are all unaffected by the addition of edges, and thus hold for G. For these
properties, we need to remember two further elements, a set W1 ⊃ W2 and an auxillary graph L, the
latter of which we can easily see can be taken to be the grouped graph on the vertex classes H−0 and
W1 with respect to G. The purpose of W1 is that we can cover all the vertices outside of W1 using J3,
and any set remaining in the uncovered vertices can expand in L by J2. We can now embed the trees in
Cases C and D.
Embedding the tree: split the tree. Let T ∈ T (n,∆) satisfy k(T ) = k. Let k′ = k′(T ), so that T
contains at least n/90k′ vertex disjoint bare paths with length k′. Using Corollary 3.21, divide T into two
trees, T1 and T
′, intersecting on a single vertex t1, so that both T1 and T
′ contain at least (n/270k′)− 1
disjoint bare paths with length k′. Say, without loss of generality, that |T1| ≥ n/2. Using Corollary 3.21,
divide T ′ into two trees, T2 and T3, intersecting on a single vertex t2, so that both T2 and T3 contain at
least n/900k′ disjoint bare paths with length k′. Suppose, without loss of generality, that t1 ∈ V (T2).
Note that, due to the paths they contain, |T2|, |T3| ≥ n/103 + 1, and hence |T1| ≤ n − 2n/103. The
division of T into subtrees is depicted in Figure 23. The following embedding is depicted in Figures 24
to 31.
Stage 1. Recall the choice of R from the start of the development of the Stage 4 properties, and
the choice of R′, Z3 and Z4 from the development of the Stage 1 and 2 properties. By Property J4,
I(V (D) ∪ R ∪ R′) is (d,m)-extendable in G[Z3 ∪ Z4 ∪ R ∪ R′]. Note that, as D is a (109λ)-device,
|V (D)| = o(n) (see (36)). As |R′| = 5(109λ), we have that
|Z3 ∪ Z4| = |W0| − |W2| − |Z1| − |Z2| − |R′| ≥ n− n/103 ≥ |T1|+ |V (D)|+ 10dm+ logn.
In Case D, where 109λ = n log logn/ log2 n, T1 contains at least n/300k
′ vertex disjoint bare paths of
length k′. As k′ ≥ k, there are at least k′/3k disjoint bare paths with length k in each disjoint bare path
with length k′. Thus, T1 contains at least n/900k vertex disjoint bare paths with length k. Discarding
some of these paths and shortening the rest, we can find at least 9(109λ) + 1 vertex disjoint bare paths
which each have length 104 log2 n/(log logn)2 + 2 logn. Thus, in Case D, by Lemma 10.3 we can find
a subset Y1 ⊂ Z3 ∪ Z4 with |Y1| = |T1| − 3(109λ), and a vertex v1 ∈ Y1, so that R ∪ R′ is made into a
reservoir by (G[Y1 ∪R ∪R′], v1, T1, t1) (see Figure 24).
In Case C, as T1 does not contain n/90(k+1)+1 vertex disjoint bare paths with length k+1 (by the
definition of k(T )), and |T1| ≥ n/2, by Lemma 3.14, T1 must either contain at least |T1|/100 ≥ n/200
leaves, or contain a 20-separated set of at least n/80(k + 1) leaves. For sufficiently large n, in the first
case, as T1 has maximum degree ∆, it must contain a 20-separated set of at least n/400∆
20 ≥ n/80(k+1)
leaves. Therefore, in both cases, λ(T1) ≥ n/80(k+1) ≥ n/102k = 104(109λ). Therefore, by Lemma 10.3,
we can find a subset Y1 ⊂ Z3 ∪ Z4 with |Y1| = |T1| − 3(109λ), and a vertex v1 ∈ Y1, so that R ∪ R′ is
made into a reservoir by (G[Y1 ∪R ∪R′], v1, T1, t1) (see Figure 24).
In both cases, pick a subset R′′ ⊂ R′ with
|R′′| = 2(109λ) + 6r(6 logn+ 1) + 2(|H0| − 2r) ≤ 2(109λ) + 4λ+ λ ≤ 5(109λ) = |R′|. (41)
Recall that |R| = 109λ and, in both cases, |Y1| = |T1| − 3(109λ). Together with (41), this implies that
|Y1|+ |R|+ |R′′| = |T1|+ 36r logn+ 2|H0|+ 2r. (42)
61
Note that, if U ⊂ R and |U | = 36r logn+ 2|H0|+ 2r, then |U ∪ (R′ \R′′)| = 3(109λ), and hence
|(R \ U) ∪R′′| = |R′ ∪R| − |U ∪ (R′ \R′′)| = 3(109λ).
Therefore, as R∪R′ is made into a reservoir by (G[Y1∪R∪R′], v1, T1, t1), we have the following property.
J5 If U ⊂ R with |U | = 36r logn + 2|H0| + 2r, then there is a copy of T1 with the vertex set
Y1 ∪ (R \ U) ∪R′′ in which t1 is copied to v1.
Stage 2. Let V0 = ((Z3 ∪ Z4) \ Y1) ∪ (R′ \ R′′). Recall that T2 has at least n/900k′ vertex disjoint
bare paths of length k′ ≥ k, each of which contains at least k′/3k disjoint bare paths with length k.
Thus, T2 contains at least n/2700k ≥ 2λ + 2 ≥ |H0| + r + 2 vertex disjoint bare paths of length k.
Remove |H0| vertex disjoint bare paths of length l + 2 logn+ 1 ≤ k, and r vertex disjoint bare paths of
length 3l+ 14 logn+ 1 ≤ k, from T2 to get the forest T ′2, choosing the paths so that t1, t2 ∈ V (T ′2). The
subgraph I({v1}) is (d,m)-extendable in G[V0 ∪ Z2 ∪ {v1}] by Property J4. As |Z2| = n/105, note that
|V0 ∪ Z2 ∪ {v1}| = |Z3 ∪ Z4| − |Y1|+ |Z2|+ |R′ \R′′|+ 1 = |W0| − |Y1| − |Z1| − |R′′| − |W2|+ 1
≥ n− |Y1| − 5n/104 − n/104 ≥ n− |T1| − |T3|+ n/104 ≥ |T2|+ 10dm. (43)
Therefore, we may, by Corollary 3.7, find a copy, S′2 say, of T
′
2 in G[V0 ∪Z2 ∪ {v1}], in which t1 is copied
to v1 (using dummy edges to replace the removed paths, as we did in the proof of Lemma 7.4), as shown
in Figure 25.
Let V1 = (V0∪Z2∪{v1})\V (S′2) = (V0∪Z2)\V (S′2). Label some of the vertices in V (S′2) appropriately
as a′H , c
′
H , H ∈ H′, and x′i, y′i, i ∈ [r], so that to make S′2 into an embedding of T2 we need to find
vertex disjoint a′H , c
′
H -paths, H ∈ H0, of length l+2 logn+1, and vertex disjoint x′i, y′i-paths, i ∈ [r], of
length 3l + 14 logn+ 1. Let X be the set of vertices in the following vertex pairs, taken over all i ∈ [r]
and H ∈ H0.
(a′H , aH), (cH , c
′
H), (x
′
i, xi), (y
′
i, yi) (44)
Note that |X | = 4|H0|+4r ≤ λ. The subgraph I(X) is (d,m)-extendable in G[X∪V1∪Z1] by Property J4.
Using (43), note that
|X ∪ V1 ∪ Z1| ≥ |V0 ∪ Z2 ∪ {v1}| − |S′2|+ |Z1| ≥ |T2|+ 10dm− |S′2|+ n/105 ≥ n/105 + 10dm.
Note that logn ≥ 2⌈log(2m)/ log(d − 1)⌉ + 1, and |X |(1 + logn) ≤ 2λ logn ≤ n/1010. Therefore, by
repeated use of Corollary 3.12, we can connect the pairs of vertices from X in (44) by vertex disjoint
paths with length logn in G[X ∪ V1 ∪ Z1]. Use these paths to extend S′2 into the subgraph S′′2 , so that
to complete the embedding of T2, we need to find vertex disjoint aH , cH -paths, H ∈ H0, with length
l + 1, and vertex disjoint xi, yi-paths, i ∈ [r], with length 3l + 12 logn + 1. Note that the connector H
lies poised to create a path with length l+ 1 between aH and cH (see Figure 26). Indeed, as aHH
+ and
cHH
− are edges in K, there are vertices a′′H ∈ H+ and c′′H ∈ H− so that aHa′′H and cHc′′H are edges of G.
By the definition of an (l, γ)-connector, we can find a path with the vertex set V (H) which connects a′′H
to c′′H . With the edges aHa
′′
H and cHc
′′
H , this would give an aH , cH -path with length l + 1, as required.
This is how we will find the required aH , cH -path when the connector H ∈ H0 is not used elsewhere in
the embedding.
Stage 3. Let V2 = (V1∪Z1)\V (S′′2 ). The set V2∪W2 contains all the vertices not in V (S′′2 ), Y1, R, or
R′′, and not in the paths Pi,j , i ∈ [r], j ∈ [2], or in the connectors in H0. By considering the paths that
need to be added to make S′′2 a copy of T2, we have that |S′′2 | = |T2| − r(3l+12 logn)− l|H0|. Note that
Y1∩V (S′′2 ) = {v1}, so that |Y1∩V (S′′2 )| = 1. Note that R∩V (S′′2 ) = {aH , bH : H ∈ H0}∪{xi, yi : i ∈ [r]},
so that |R ∩ V (S′′2 )| = 2|H0| + 2r. The paths Pi,j , i ∈ [r], j ∈ [2], contain in total 2r(l − 12 logn + 2)
vertices, though 4r of these vertices, the endvertices, ui,j , vi,j , i ∈ [r], j ∈ [2], are also in R. Combining
all of this, and using (42), we have
|V2 ∪W2| = n− |S′′2 | − |Y1| − |R| − |R′′| − 2r(l − 12 logn)− l|H0|+ 2|H0|+ 2r + 1
= n− |S′′2 | − |T1| − 2rl − 12r logn− l|H0|+ 1
= n− |T1| − |T2|+ 1 + rl = |T3| − 1 + rl.
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Let v2 be the copy of t2 in S
′′
2 . Then, |V2 ∪W2 ∪ {v2}| = |T3|+ rl.
The tree T3 contains at least n/900k
′ vertex disjoint bare paths of length k′, so contains at least
⌊k′/(50 logn+3)⌋ · (n/900k′) vertex disjoint bare paths of length 50 logn+1. As k′ ≥ k ≥ 100 logn, for
sufficiently large n this is at least n/105 logn such paths, and we can use Property J3. That is, there is
a copy S3 of T3 in G[V2 ∪W2 ∪ {v2}] so that t2 is copied to v2, (V2 ∪W2) \ V (S3) ⊂ W1, and there is
a cycle, Q say, with the vertex set (V2 ∪W2) \ V (S3) in G, where Q then has |(V2 ∪W2) \ V (S3)| = rl
vertices (see Figure 27).
Stage 4. To recap our situation (as shown in Figure 27), we have embedded T2 except for some
missing long and short paths, and also embedded T3. We have arranged the connectors in H0, ready to
embed the missing short paths from T2. We have formed the remaining spare vertices (those vertices
outside the structure we have found and outside the sets R, R′′ and Y1) exactly into a cycle Q. To
complete the embedding of T we will embed the missing long paths from T2 using sections of Q, which
we will attach into S′′2 using some (l, γ)-connectors from H0 and some new paths with vertices in R. The
(small proportion of) (l, γ)-connectors used in this way cannot then be used to embed their matching
short paths from T2. We will instead embed these matching short paths using all the paths Pi,j , i ∈ [r],
j ∈ [2], and some new paths with vertices in R. By embedding the rest of the missing short paths from T2
using their matching (l, γ)-connectors, we will then complete the copy of T2. This will give a copy of
T2 ∪ T3 that contains every vertex in the graph G except for the vertices in Y1 \ {v1} and some vertices
in R ∪R′′. Due to Property J5, we will be able to find a copy of T1 attached appropriately to v1 which
covers exactly these remaining vertices and v1. This will complete the copy of T .
Therefore, first divide Q into paths Qi, i ∈ [r], with length l − 1, and suppose each path Qi has
endvertices wi and zi. As {wi, zi : i ∈ [r]} ⊂ W1 and 2r ≤ mλ, by Property J2 and Theorem 3.31 there
is a matching from {wi, zi : i ∈ [r]} into H−0 in the graph L. For each i ∈ [r], let Hi,1, Hi,2 ∈ H0 be such
that H−i,1 and H
−
i,2 are matched to wi and zi respectively under this matching (see Figure 28).
Let H1 = {Hi,1, Hi,2 : i ∈ [r]}. Consider the following pairs of vertices from the set R0, taken over
i ∈ [r].
(xi, bHi,1), (bHi,2 , yi), (aHi,1 , ui,1), (vi,1, cHi,1), (aHi,2 , ui,2), (vi,2, cHi,2)
In total, we have 6r pairs of vertices, all in R0, so, by Property J1, there are vertex disjoint paths in
G[R], of length 6 logn, connecting these vertex pairs, with internal vertices in R \R0. Thus, such paths
avoid the vertices in {aH , cH : H ∈ H0 \ H1}.
For each H ∈ H0\H1, we can find the required aH , cH -path with length l+1 by taking an appropriate
path through H , as described previously. For each i ∈ [r] and j ∈ [2], take the aHi,j , ui,j-path and the
vi,j , cHi,j -path in G[R], and the ui,j , vi,j-path Pi,j and combine them to get an aHi,j , cHi,j -path with
length l + 1 (see Figure 29). Along with each aH , cH-path, H ∈ H0 \ H1, use these to add the required
|H0| bare paths with length l + 1 to S′′2 . To complete the copy of T2 we need to find the remaining r
missing bare paths with length 3l + 12 logn + 1 joining the vertex pairs (xi, yi), i ∈ [r], and also add
these to S′′2 .
For each i ∈ [r], as wiH−i,1 is an edge in L, the graph formed in developing the Stage 3 properties,
there is some vertex w′i ∈ H−i,1 so that wiw′i is an edge in G. Similarly, we can find z′i ∈ H−i,2, bi,1 ∈ H+i,1
and bi,2 ∈ H+i,2 so that ziz′i, bi,1bHi,1 and bi,2bHi,2 are edges in G. Using the definition of an (l, γ)-
connector, find a bi,1, w
′
i-path covering Hi,1, and a bi,2, z
′
i-path covering Hi,2. Combining these paths
with the path Qi, the xi, bHi,1-path and the bHi,2 , yi-path from G[R], and the edges mentioned, gives a
path with length 3l + 12 logn + 1 between xi and yi. This allows us to add the required r bare paths
with length 3l+ 12 logn+ 1 to S′′2 , and thus complete the copy, S2 say, of T2.
Finally, let U consist of all the vertices in the 6r paths in G[R] that we have just found (including
their endvertices) together with the vertices aH and cH for each H /∈ H1. Then U ⊂ R and |U | =
36r logn+6r+2(|H0| − 2r) = 36r logn+2|H0|+2r. Therefore, by Property J5, there is a copy, S1 say,
of T1 with the vertex set Y1 ∪ (R \ U) ∪ R′′ in which t1 is copied to v1 (see Figure 30). Taken with S2
and S3, this completes the copy of T .
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P
R
H0
H
H+ H−
aH
bH
cH
[n]
Pi,j
ui,j vi,j
R1
R2
R0
W0
Figure 21: The sets and subgraphs found at the start of the development of the Stage 3 properties in
the proof of Theorem 1.1 in Cases C and D. The paths in P are the paths Pi,j , i ∈ [r] and j ∈ [2], with
a typical such path copied under [n] and labelled. A typical (l, γ)-connector H from H0 is also copied
below [n] and labelled, along with the vertices aH , bH and cH which each have a neighbour in H
+ or H−
as depicted. The sets W0, R, V (H), with H ∈ H0, and V (Pi,j)\ {ui,j, vi,j}, with i ∈ [r] and j ∈ [2], form
a partition of [n]. The vertices ui,j , vi,j , aH , bH , and cH , with i ∈ [r], j ∈ [2] and H ∈ H0, are drawn
along with their respective path Pi,j or connector H , but are contained within either the set R1 or the
set R2, as indicated by their shape of a star or a square, respectively.
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P
R
H0
H
H+ H−
aH
bH
cH
V (G)
Pi,j
ui,j vi,j
R1
R2
R0
R′
Z4
Z3 Z2 Z1
W2
D
Figure 22: The sets and subgraphs found in the random graph G in the proof of Theorem 1.1 in Cases C
and D. The paths in P are the paths Pi,j , i ∈ [r] and j ∈ [2], with a typical such path copied under V (G)
and labelled. A typical (l, γ)-connector H from H0 is also copied below V (G) and labelled, along with
the vertices aH , bH and cH which each have a neighbour in H
+ or H− as depicted. The sets R, R′, Z1,
Z2, Z3, Z4, W2, V (H), with H ∈ H0, and V (Pi,j) \ {ui,j, vi,j}, with i ∈ [r] and j ∈ [2], form a partition
of V (G). The vertices ui,j, vi,j , aH , bH , and cH , with i ∈ [r], j ∈ [2] and H ∈ H0, are drawn along with
their respective path Pi,j or connector H , but are contained within either the set R1 or the set R2, as
indicated by their shape of a star or a square, respectively.
t1
T1
t2
T2
T
T3
Figure 23: The structure found in the tree T before the start of the embedding in the proof of Theorem 1.1
in Cases C and D. The long vertex disjoint bare paths depicted in T2 will be particularly important in
our embedding.
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H0
P
Y1
v1
R
V (G)
R1
R2
R0
R′ \ R′′
R′′
V0
Z2 Z1
W2
Figure 24: Using the structure depicted in Figure 22, and the properties associated with them, we find a
set Y1 ⊂ Z3∪Z4 and a vertex v1 ∈ Y1 such that R∪R′ is made into a reservoir by (G[Y1∪R∪R′], v1, T1, t1).
That is, given the appropriate number of vertices from R ∪ R′, we can cover exactly those vertices and
those in Y1 by a copy of T1 in which t1 is copied to v1 (this property is represented by the dotted grey
tree and arrows). This completes Stage 1. We then collect the vertices in Z3 ∪ Z4 not used in Y1, along
with most of the vertices in R′ (those not in the newly created subset R′′), and form the set V0.
H0
P
Y1
v1
R
V (G)
S ′2
R1
R2
R0
R′′
V1
Z1
W2
Figure 25: Having removed many long bare paths from T2 (those depicted in Figure 23) we use V0∪Z2∪
{v1} to find a copy S′2 of the resulting subgraph T ′2 of T2. The missing paths are depicted by dashed
lines. In the following figures several different structures will be used to replace the missing paths. As
there is not room in the figures to label all the vertices that will be used, we rely instead on the labelling
in Figure 31, as well as the labelling in Figure 22.
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PY1
v1
R
H0
V (G)
S ′′2
R1
R2
R0
R′′
V2 W2
Figure 26: Using the vertices in V1 and Z1, we find the paths in grey connecting the vertices associated
with the (l, γ)-connectors into the subgraph S′2. We also find the paths in grey connecting some vertices
from R1 into this subgraph, forming in total the subgraph S
′′
2 . This completes Stage 2. The vertices in V1
and Z1 not used to find these paths are formed into the set V2. The (l, γ)-connectors are placed ready to
complete the embedding of the shorter paths removed from T2, but some of these (l, γ)-connectors will
be moved again and used to embed the longer paths instead.
H0
P
Y1
v1
R
S3
S ′′2
v2
Q
V (G)
R1
R2
R0
R′′
Figure 27: Using the vertices in V2 and W2, we find a copy S3 of the tree T3, appropriately attached
to v2, so that the remaining vertices in V2 ∪W2 can be made into the cycle Q. Stage 3 is now completed.
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H0
P
Y1
v1
R
S3
v2
S ′′2
Q
V (G)
R1
R2
R0
R′′
Figure 28: Breaking the cycle Q into pieces, we find a matching from the endvertices of the subpaths
of Q into the (l, γ)-connectors, and arrange these paths and matched (l, γ)-connectors where they will
form the majority of the embedding of the longer paths that were deleted from T2.
Q
H0
P
Y1
v1
R
S3
v2
S ′′2
V (G)
R1
R2
R0
R′′
Figure 29: We now move the paths Pi,j , i ∈ [r] and j ∈ [2], to occupy the space where the matched
(l, γ)-connectors were, and use vertices from R\R0 to construct the paths depicted in grey. Note that the
endvertices of these grey paths are shaped as a star, or a square, which, as noted in Figure 22, represents
that these vertices are in R1, or R2, respectively. Where the grey paths join a path Pi,j , i ∈ [r], j ∈ [2],
into the graph S′′2 this allows us to embed the matching deleted path from T2. We will complete the
embedding of all the other deleted paths using the properties of the (l, γ)-connectors, as depicted in
Figure 30.
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Y1
v1
S1
S3
v2
S2
V (G)
R \ U
R′′
Figure 30: By the properties of the (l, γ)-connectors, we can find the paths in grey through the (l, γ)-
connectors to finish embedding the remaining paths to complete S2, a copy of T2. Letting U be the set
of vertices in R used to form the paths in Figure 29, we take the vertices in R \ U , R′′ and Y1 and use
them to find S1, a copy of T1 attached appropriately to v1. This completes the embedding of T .
H H+H−
w′ibi,1
Hi,1 H−i,1H
+
i,1
bHi,1 z′i bi,2
bHi,2
Hi,2 H+i,2H
−
i,2
xi yi
cHi,jaHi,jcHaH
a′′H c
′′
H
wi zi
ui,j vi,j
Figure 31: Towards the end of Stage 2 in the proof of Theorem 1.1 in Cases C and D, to complete the
embedding of T2 we need to find vertex disjoint aH , cH -paths, H ∈ H0, with length l + 1, and vertex
disjoint xi, yi-paths, i ∈ [r], with length 3l+12 logn+1. We use three different constructions to find these
paths, as depicted in Figures 24 to 30 and labelled in this figure. Here, i ∈ [r], j ∈ [2] and H ∈ H0 \H1.
By the properties of the (l, γ)-connectors we can find spanning paths through the connectors from a′′H
to c′′H , bi,1 to w
′
i, and z
′
i to bi,2 as appropriate, to form an aH , cH -path, an aHi,j , cHi,j -path and an
xi, yi-path.
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