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Abstract
The properties of discrete nonlinear symmetries of integrable equations are investigated.
These symmetries are shown to be canonical transformations. On the basis of the
considered examples, it is concluded, that the densities of the conservation laws are
changed under these transformations by spatial divergencies.
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1 Introduction
Recently the discrete nonlinear symmetry transformations for the variety of the integrable
systems were obtained.[1, 2, 3] These transformations were given in an explicit form, which
allows one to get the whole hierarchy of solutions from any initial solution of the given
nonlinear equation. In particular, the soliton solutions can be obtained with the help of
these transformations without using the inverse scattering method. Unfortunately, we do
not know a constructive method to find the corresponding discrete symmetry transformation
for an arbitrary integrable systems. Actually such transformations arose as a byproduct of
the algebraic approach to the construction of the soliton solutions of integrable systems.[4]
In this paper we investigate the properties of the discrete symmetry from the point of view
of the Hamiltonian structure relevant to integrable systems. Numerous examples, not only
two dimensional ones, lead us to the conclusion that all these transformations are canonical.
For the case of the nonlinear Schro¨dinger equation, the densities of the lowest conservation
laws appeared to be shifted under these transformations by total space derivatives. It can be
shown that all the densities of the conservation laws possess this property, and, in a sense,
these densities are invariants of the transformations under consideration. Because of the
importance of this property we shall devote to its proof a separate paper.
Note that the symmetry transformations, considered in the present paper, are very dif-
ferent from the well known discrete symmetry transformations of integrable systems, called
Ba¨cklund transformations.[5] The connection between those transformations and our ones
is presently unclear. Thus, we have found it useful to call our transformations differently,
and the results described below have prompted us to use for them the term ‘canonical sym-
metry transformations’. Nevertheless, we would like to point out that the usual Ba¨cklund
transformation are also canonical transformations (see, for example, Ref. 7).
2 Nonlinear Schro¨dinger Equation
As the first example we consider the canonical symmetry of the nonlinear Schro¨dinger equa-
tion. It is a nonlinear equation for a complex valued function ψ(x, t) of the form
iψ˙ + ψ′′ − 2κ|ψ|2ψ = 0. (2.1)
Here and below dot means the partial derivative over t and prime — the partial derivative
over x. The real parameter κ is the coupling constant. We denote the complex conjugation
by bar, so that |ψ|2 = ψψ. Note, that we also have the complex conjugate equation
iψ˙ − ψ′′ + 2κ|ψ|2ψ = 0. (2.2)
Equations (2.1) and (2.2) are the Euler–Lagrange equations for the Lagrangian
L =
∫
dx
(
i
2
(ψψ˙ − ψ˙ψ)− |ψ′|2 − κ|ψ|4
)
. (2.3)
We see that the action, corresponding to the Lagrangian (2.3), is already in the Hamilto-
nian form. Thus we can consider the space with the coordinates ψ(x) and ψ(x) as the phase
1
space of the system. The nonzero Poisson brackets in this case are
{ψ(x), ψ(x′)} = −iδ(x− x′). (2.4)
These Poisson brackets are generated by the symplectic 2–form
Ω = i
∫
dx dψ ∧ dψ. (2.5)
For the Hamiltonian of the system we have the expression
H =
∫
dx (|ψ′|2 + κ|ψ|4). (2.6)
It is easy to verify that this Hamiltonian with the Poisson brackets, defined by (2.4), leads
to nonlinear Schro¨dinger equation (2.1), (2.2).
To define the canonical symmetry transformation we should construct a complex exten-
sion of the system. To this end we denote q = ψ, r = ψ and consider q and r as independent
complex valued functions, satisfying the following system of equations
iq˙ + q′′ − 2κrq2 = 0, ir˙ − r′′ + 2κqr2 = 0. (2.7)
These equations can be derived from the action with the density of the Lagrangian
L =
i
2
(rq˙ − r˙q)− q′r′ − κq2r2. (2.8)
This density of the Lagrangian is complex valued and not appropriate to formulate the
Hamiltonian description of the system. We will use a real Lagrangian
L =
1
2
∫
dx (L+ L), (2.9)
which leads to the same equations.
Proceeding as above, we get the phase space with the coordinates q, r and q, r. The
symplectic 2–form in this case is of the form
Ω =
i
2
∫
dx (dr ∧ dq − dr ∧ dq), (2.10)
and for the nonzero Poisson brackets we have the expressions
{q(x), r(x′)} = −2iδ(x− x′), {q(x), r(x′)} = 2iδ(x− x′). (2.11)
The Hamiltonian of the system is
H =
1
2
∫
dx (H +H), (2.12)
where
H = r′q′ + κr2q2. (2.13)
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Below, considering complex extensions, we use Lagrangians and Hamiltonians of form (2.9)
and (2.12). In such cases we call L andH the density of the Lagrangian and the Hamiltonian,
respectively.
To get the initial nonlinear Schro¨dinger system it is enough to perform the reduction to
the surface, given by the equations
r = q, r = q. (2.14)
The canonical symmetry transformation in this case has the form[1, 3, 7]
Q =
1
κr
, R = κr2q − r′′ +
r′2
r
. (2.15)
There are of course the corresponding formulae for the complex conjugated functions Q
and R. Usually we will not write such formulae, because they can be obtained simply
by the complex conjugation. Note, that the surface, given by (2.14), is not invariant under
transformation (2.15), and it is the reason for introducing a complex extension of the system.
We are going to show that transformation (2.15) is canonical. To do this it is convenient
to use the method of generating functions (functionals).[8] In our case this method is as
follows.
The symplectic 2–form Ω, given by (2.10) is exact and can be represented as
Ω = dΘ, (2.16)
where
Θ =
i
2
∫
dx (rdq − rdq). (2.17)
Suppose that transformation from the variables q, r and q, r to the variables Q, R and Q,
R is canonical. In this case we must have
i
2
∫
dx (rdq − rdq) =
i
2
∫
dx (RdQ− RdQ) + dF, (2.18)
where F is some real valued functional on the phase space. Suppose further that the trans-
formation under consideration is such that the functions q, Q and q and Q can be considered
as coordinates on the phase space. Representing dF in the form
dF =
∫
dx
(
δF
δq
dq +
δF
δQ
dQ+
δF
δq
dq +
δF
δQ
dQ
)
, (2.19)
we get the following formulae for r(x) and R(x):
r = −2i
δF
δq
, R = 2i
δF
δQ
. (2.20)
It is also clear that for any real valued functional F of the variables q, Q, and q, Q formulae
(2.20) define a canonical transformation, provided that they can be written as the relations,
defining an invertible transformation. The functional F is called the generating functional
of the corresponding transformation.
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Let us return again to our example. From (2.15) we get
r =
1
κQ
, R =
1
κQ2
(
q +Q′′ −
Q′2
Q
)
. (2.21)
It is clear that we can consider the functions q, Q and q, Q as coordinates on the phase space.
Using now (2.21) in (2.20), we get the following expression for the generating functional:
F =
1
2
∫
dx (F + F), (2.22)
where
F =
i
κ
(
q
Q
+
1
2
Q′2
Q2
)
. (2.23)
Thus, we see that in this case the canonical symmetry is a canonical transformation.
Present now the formula that describes the behaviour of the density of the Hamiltonian
H under the canonical symmetry transformation:
H(Q,R) = H(q, r) +
(
−2qr′ +
r′′r′
κr2
−
2
3
r′3
κr3
)
′
. (2.24)
From this relation we conclude, that under appropriate boundary conditions the Hamiltonian
of the system is invariant under the canonical symmetry transformation.
The nonlinear Schro¨dinger equation is known to have an infinite set of local conservation
laws.[9, 10] The same is true for the complex extension of the system, which is considered
here. The densities of the lowest conservation laws are
P1 = rq, P2 = −irq
′, (2.25)
P3 = −rq
′′ + κr2q2, (2.26)
P4 = i(rq
′′′ − κrq(r′q + 4rq′)). (2.27)
Through direct calculation we can show that these densities are invariant under the canonical
symmetry transformation up to the total derivatives, i. e.
Pn(Q,R) = Pn(q, r) +D
′
n(q, r), (2.28)
where
D1 = −
1
κ
r′
r
, D2 = i
(
rq −
1
2κ
r′2
r2
)
, (2.29)
D3 = rq
′ − r′q +
1
3κ
r′3
r3
, (2.30)
D4 = i
(
−rq′′ +
3
2
κr2q2 + r′q′ −
r′2q
r
+
1
4κ
r′4
r4
)
. (2.31)
It can be shown that all the densities of the local conservation laws obey this property. We
shall give the proof of this fact in the subsequent paper. This property means, in particular,
that the higher nonlinear Schro¨dinger equations are invariant under canonical symmetry
transformation (2.15).
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3 Modified Nonlinear Schro¨dinger Equation
The modified nonlinear Schro¨dinger equation is the equation of the form[11]
iψ˙ + ψ′′ − 2iκ|ψ|2ψ′ = 0. (3.1)
The corresponding complex extension is the following system of equations:
iq˙ + q′′ − 2iκ(rq)q′ = 0, ir˙ − r′′ − 2iκ(rq)r′ = 0. (3.2)
We consider this system as Euler–Lagrange equations, corresponding to the Lagrangian
L =
1
2
∫
dx (L+ L), (3.3)
where
L =
i
2
(rq˙ − r˙q)− r′q′ −
iκ
2
(r2qq′ − q2rr′). (3.4)
From (3.4) we conclude that we can consider the space with the coordinates q, r and q,
r as the phase space of the system, with the nonzero Poisson brackets (2.11). The density of
the Hamiltonian is given by
H = q′r′ +
iκ
2
(r2qq′ − q2rr′). (3.5)
The canonical symmetry transformation for the case under consideration is[1, 3]
Q =
1
κr
, R = κr2q + i
(
r′ −
r′′r
r′
)
. (3.6)
Writing this transformation in the form
r =
1
κQ
, R =
1
κQ2
[
q + i
(
Q′ −
Q′′Q
Q′
)]
, (3.7)
and using (2.20), we can show that canonical symmetry transformation (3.6) is a canonical
transformation with the generating functional, defined by the density
F =
i
κ
(
q
Q
+ i
Q′
Q
lnQ′
)
. (3.8)
The formula that describes the behaviour of the density of the Hamiltonian (3.5) under
canonical symmetry transformation (3.6) has the form
H(Q,R) = H(q, r) +
1
2
[
−3r′q − iκr2q2 −
r′′rq
r′
+
i
κ
(
r′′
r
−
1
2
r′2
r2
+
1
2
r′′2
r′2
)]
′
. (3.9)
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4 Derivative Nonlinear Schro¨dinger Equation
The derivative nonlinear Schro¨dinger equation has the form[12]
iψ˙ + ψ′′ − 2iκ(|ψ|2ψ)′ = 0. (4.1)
Thus, we have the following complex extension
iq˙ + q′′ − 2iκ(rq2)′ = 0, ir˙ − r′′ − 2iκ(r2q)′ = 0. (4.2)
Let us give at once the Hamiltonian formulation for this system. The phase space is
again the space with the coordinates q, r and q, r, but the nonzero Poisson brackets have
now the form
{q(x), r(x′)} = 2δ′(x− x′), {q(x), r(x′)} = 2δ′(x− x′), (4.3)
and the density of the Hamiltonian is
H =
i
2
(rq′ − r′q) + κr2q2. (4.4)
Poisson brackets (4.3) are generated by the symplectic 2–form
Ω =
1
2
∫
dx (∂−1dr ∧ dq + ∂−1dr ∧ dq), (4.5)
where the operator ∂−1 acts on a function f(x), for example, according to the rule
∂−1f(x) =
1
2
(∫ x
−∞
dx′ f(x′)−
∫
∞
x
dx′ f(x′)
)
. (4.6)
The 2–form Ω is exact and can be represented as
Ω = dΘ, (4.7)
where
Θ =
1
2
∫
dx (∂−1rdq + ∂−1rdq). (4.8)
The canonical symmetry transformation for the derivative nonlinear Schro¨dinger equation
is of the form[1, 3]
Q = r, R = q −
i
κ
r′
r2
. (4.9)
As we have a noncanonical symplectic 2–form, in this case we can not use formulae (2.20).
Using the method, considered in section 2, we get that now the corresponding formulae are
r = 2
(
δF
δq
)
′
, R = −2
(
δF
δQ
)
′
. (4.10)
Writing now the canonical symmetry transformation as
r = Q, R = q −
i
κ
Q′
Q2
, (4.11)
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and using (4.10), we see that canonical symmetry transformation (4.9) is canonical and the
density of the generating functional is
F = q∂−1Q−
i
κ
lnQ. (4.12)
The behaviour of the quantity H under the canonical symmetry transformation is de-
scribed by the formula
H(Q,R) = H(q, r) +
(
−iqr −
1
2κ
r′
r
)
′
. (4.13)
5 Heisenberg Model
The phase space of the Heisenberg model is formed by real vector functions ~S(x) =
(S1(x), S2(x), S3(x)), subjected to the condition
~S2(x) = 1. (5.1)
The equations of motion have the form
~˙S = ~S × ~S ′′. (5.2)
The Poisson brackets are given by
{Si(x), Sj(x
′)} = −εijkSk(x)δ(x− x
′). (5.3)
It is easy to show that equations (5.1) can be written as the Hamilton equations
~˙S = {~S,H}, (5.4)
with the Hamiltonian
H =
1
2
∫
dx (~S ′)2. (5.5)
Introduce the stereographic coordinates
ψ =
S1 + iS2
1 + S3
, ψ =
S1 − iS2
1 + S3
. (5.6)
For the Poisson brackets of ψ and ψ we find the expressions
{ψ(x), ψ(x′)} = 0, {ψ(x), ψ(x′)} = 0, (5.7)
{ψ(x), ψ(x′)} = −
i
2
(1 + |ψ|2(x))2δ(x− x′), (5.8)
and the Hamiltonian in terms of the new variables becomes
H =
∫
dx
2|ψ′|2
(1 + |ψ|2)2
. (5.9)
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Using these relations, we see that the equations of motion can be written in the form
iψ˙ + ψ′′ −
2ψψ′2
1 + |ψ|2
= 0. (5.10)
Consider as a complex extension the following system of equations
iq˙ + q′′ −
2rq′2
1 + rq
= 0, ir˙ − r′′ +
2qr′2
1 + rq
= 0. (5.11)
In fact, we can get this complex extension, if from the beginning suppose that ~S is a complex
valued vector function. The nonzero Poisson brackets in this case are
{q(x), r(x′)} = −i(1 + rq(x))2δ(x− x′), (5.12)
{q(x), r(x′)} = i(1 + rq(x))2δ(x− x′), (5.13)
and the density of the Hamiltonian is given by
H =
2r′q′
(1 + rq)2
. (5.14)
Poisson brackets (5.12), (5.13) are generated by the symplectic 2–form
Ω = i
∫
dx
(
dr ∧ dq
(1 + rq)2
−
dr ∧ dq
(1 + rq)2
)
, (5.15)
which can be represented as
Ω = dΘ, (5.16)
where
Θ = −i
∫
dx
(
dq
q(1 + rq)
−
dq
q(1 + rq)
)
. (5.17)
Consider now a canonical transformation from the variables q, r and r, q, to the variables
Q, R and Q, R, and suppose that the variables q, Q and q, Q can be considered as coordinates
on the phase space. Using (5.17), it can be directly shown that in this case we can write
1
q(1 + rq)
= i
δF
δq
,
1
Q(1 +RQ)
= −i
δF
δQ
, (5.18)
where F is a functional of q, Q and q, Q.
The canonical symmetry transformation in this case has the form
Q =
1
r
,
1
1 +RQ
−
1
1 + rq
=
rr′′ − r′2
r′2
. (5.19)
From (5.18) and (5.19) we find that the density of the generating functional has the form
F = −2i ln
qQ′
Q(Q + q)
. (5.20)
Thus we see that canonical symmetry transformation (5.19) is a canonical transformation.
For the transformation of the density of the Hamiltonian we have the formula
H(Q,R) = H(q, r) +
(
−
4r′q
1 + rq
+
2r′′
r′
)
′
. (5.21)
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6 Landau–Lifshits Model
This model is a generalization of the Heisenberg model. The equations of motion in this case
are
~˙S = ~S × ~S ′′ + ~S × J ~S, (6.1)
where J is a constant symmetric matrix, that can be chosen as a diagonal one: J =
diag(J1, J2, J3). Poisson brackets (5.3) lead to equations (6.1) if we define the Hamiltonian
as
H =
1
2
∫
dx (~S ′2 − ~SJ ~S). (6.2)
Using the stereographic coordinates, given by (5.6), we get the following expression for the
Hamiltonian:
H =
∫
dx
(
2(|ψ′|2 + α(ψ2 + ψ2)− γ|ψ|2)
(1 + |ψ|2)2
− β
)
, (6.3)
where
α =
J2 − J1
4
, β =
J3
2
, γ =
J1 + J2
2
− J3. (6.4)
It is clear that the constant term in the density of the Hamiltonian can be excluded from
the consideration.
The Poisson brackets for ψ and ψ are given by (5.7) and (5.8), and the Hamilton equation
has the form
iψ˙ + ψ′′ −
2ψψ′2 − 2αψ3 + γψψ2 − γψ + 2αψ
1 + |ψ|2
= 0. (6.5)
Denoting
ρ(x) = αx4 + γx2 + α, (6.6)
we write equation (6.5) in a more compact form
iψ˙ + ψ′′ −
2ψ(ψ′2 + ρ(ψ))
1 + |ψ|2
+
1
2
ρ′(ψ) = 0. (6.7)
Construct now a complex extension of the system. The corresponding equations are
iq˙ + q′′ −
2r(q′2 + ρ(q))
1 + rq
+
1
2
ρ′(q) = 0, (6.8)
ir˙ − r′′ +
2q(r′2 + ρ(r))
1 + rq
−
1
2
ρ′(r) = 0. (6.9)
These equations are Hamilton equations for the Hamiltonian defined by the density
H =
2(r′q′ + α(r2 + q2)− γrq)
(1 + rq)2
. (6.10)
The canonical symmetry transformation for the Landau–Lifshits model is
Q =
1
r
,
1
1 +RQ
−
1
1 + rq
=
rr′′ − r′2 + αr4 − α
r′2 + ρ(r)
. (6.11)
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It can be shown that this transformation is canonical and the density of the generating
functional has the form
F = −i ln
q2(Q′2 + ρ(Q))
Q2(q +Q)2
+ 2i
Q′
ρ1/2(Q)
arctan
Q′
ρ1/2(Q)
. (6.12)
Note, that without any loose of generality we can consider α as a positive constant. In this
case the function ρ(x) is positively definite.
The behaviour of the density of the Hamiltonian under the canonical symmetry trans-
formation is described by the formula
H(Q,R) = H(q, r) +
(
−
4r′q
1 + rq
+
2r′′r′ + r′ρ′(r)
r′2 + ρ(r)
)
′
. (6.13)
7 Principal Chiral Field
The principal chiral field is a function on the space–time taking values in a Lie group G.
We consider here the case of the two–dimensional Minkowski space-time, and use from the
beginning a complex extension of the system, supposing that G is a complex matrix Lie
group. The equations of motion for the principal chiral field g(t, x) have the form
(g−1g,t),t − (g
−1g,x),x = 0. (7.1)
From these equations we see that there exists a function ϕ(t, x) taking values in the corre-
sponding Lie algebra G such that
g−1g,t = ϕ,x, g
−1g,x = ϕ,t. (7.2)
If we take some function ϕ and solve equations (7.2) we get a solution of equations (7.1).
Note, that the integrability conditions of equations (7.2), considered as equations for the
function g, has the form
ϕ,tt − ϕ,xx = [ϕ,t, ϕ,x]. (7.3)
Hence, only those functions ϕ, that satisfy equations (7.3), give solutions of equations (7.1).
It is clear that any solution of equations (7.1) can be obtained in such a way. Thus, the
integration problem of equations (7.1) is reduced to the integration problem of equations
(7.3).
Equations (7.3) are Lagrange equations for the action defined by the density of the
Lagrangian
L = tr
(
1
2
(ϕ2,t − ϕ
2
,x) +
1
3
ϕ[ϕ,t, ϕ,x]
)
. (7.4)
We restrict ourself to the case G = SL(2,C), G = sl(2,C) = A1. Recall, that the group
SL(2,C) is the group of complex 2× 2–matrices with the determinant equal to one. The Lie
algebra sl(2,C) of the group SL(2,C) consists of all complex traceless 2× 2–matrices. The
matrices
H =
(
1 0
0 −1
)
, X+ =
(
0 1
0 0
)
, X− =
(
0 0
1 0
)
(7.5)
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form a basis in the Lie algebra sl(2,C). The commutation relations for these matrices have
the form
[H,X+] = 2X+, [H,X−] = −2X−, [X+, X−] = H. (7.6)
Represent the field ϕ in the form
ϕ = ϕ−X− + ϕ
0H + ϕ+X+ =
(
ϕ0 ϕ+
ϕ− −ϕ0
)
. (7.7)
Using this representation, we get from (7.3) the following system of equations for ϕ−, ϕ0 and
ϕ+:
ϕ−,tt − ϕ
−
,xx = −2(ϕ
0
,tϕ
−
,x − ϕ
−
,tϕ
0
,x), (7.8)
ϕ0,tt − ϕ
0
,xx = ϕ
+
,tϕ
−
,x − ϕ
−
,tϕ
+
,x, (7.9)
ϕ+,tt − ϕ
+
,xx = 2(ϕ
0
,tϕ
+
,x − ϕ
+
,tϕ
0
,x). (7.10)
The density of the Lagrangian can be written for this case in the form
L = (ϕ0,t)
2 + ϕ−,tϕ
+
,t − (ϕ
0
,x)
2 − ϕ−,xϕ
+
,x +
2
3
(ϕ0(ϕ+,tϕ
−
,x − ϕ
−
,tϕ
+
,x)
+ ϕ−(ϕ0,tϕ
+
,x − ϕ
+
,tϕ
0
,x)− ϕ
+(ϕ0,tϕ
−
,x − ϕ
−
,tϕ
0
,x)). (7.11)
It is more convenient to use the density of the Lagrangian
L = (ϕ0,t)
2 + ϕ−,tϕ
+
,t − (ϕ
0
,x)
2 − ϕ−,xϕ
+
,x + 2ϕ
−(ϕ0,tϕ
+
,x − ϕ
+
,tϕ
0
,x), (7.12)
which differs from the one, given by (7.11), by divergency terms.
The canonical symmetry transformation for the case under consideration is determined
from the relations[1, 3]:
Φ− = −
1
ϕ−
, (7.13)
Φ0,t = ϕ
0
,t − (ϕ
0 + Φ0)
ϕ−,t
ϕ−
−
ϕ−,x
ϕ−
, (7.14)
Φ0,x = ϕ
0
,x − (ϕ
0 + Φ0)
ϕ−,x
ϕ−
−
ϕ−,t
ϕ−
, (7.15)
Φ+,t = ϕ
−2ϕ+,t − (ϕ
0 + Φ0)2ϕ−,t − ϕ
−
,t
+2ϕ−(ϕ0 + Φ0)ϕ0,t − 2(ϕ
0 + Φ0)ϕ−,x + 2ϕ
−ϕ0,x, (7.16)
Φ+,x = ϕ
−2ϕ+,x − (ϕ
0 + Φ0)2ϕ−,x − ϕ
−
,x
+2ϕ−(ϕ0 + Φ0)ϕ0,x − 2(ϕ
0 + Φ0)ϕ−,t + 2ϕ
−ϕ0,t. (7.17)
In contrast to the examples, considered above, the canonical symmetry transformation for
the principal chiral field is given in an implicit form. To get the explicit relations we have
to integrate relations (7.13)–(7.17). For example, from (7.15) we have
Φ0 = ∂−1
1
ϕ−
(ϕ0,xϕ
− − ϕ0ϕ−,x − ϕ
−
,t ), (7.18)
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where operator ∂−1 is defined by (4.6).
From (7.12) we get for the density of the energy of the system the following expression:
E = (ϕ0,t)
2 + ϕ−,tϕ
+
,t + (ϕ
0
,x)
2 + ϕ−,xϕ
+
,x. (7.19)
The direct calculation shows that this density is invariant under the canonical symmetry
transformation. Note, that it is enough here to use only nonintegrated relations (7.14)–
(7.17). From this invariance it follows that the density of the Hamiltonian of the system is
invariant under the canonical symmetry transformation.
From (7.12) we see that the generalized momenta are given by
π− =
1
2
ϕ+,t , π
0 = ϕ0,t + ϕ
−ϕ+,x, π
+ =
1
2
ϕ−,t − ϕ
−ϕ0,x. (7.20)
Consider canonical symmetry transformation (7.13)–(7.17) as a transformation in the phase
space of the system, that connects the coordinates ϕ−, ϕ0, ϕ+ and π−, π0, π+ with the new
coordinates Φ−, Φ0, Φ+ and Π−, Π0, Π+. Let us show that this transformation is canonical.
It appears that the quantities Φ−, Φ0, Φ+ and π−, π0, π+ can be considered as coordinates
on the phase space. To demonstrate this we write the relations
ϕ− = −
1
Φ−
, (7.21)
ϕ0 = −Φ0 + 2Φ−∂−1π+, (7.22)
ϕ+ = −∂−1(Φ−2Φ+,x + Φ
−
,x + 2Φ
−π0
+ 4Φ0,xΦ
−2∂−1π+ − 4Φ−,xΦ
−2(∂−1π+)2), (7.23)
Π− =
π−
Φ−2
− π+ + 2Φ−Φ+,x∂
−1π+ + 2π0∂−1π+
+ Φ−Φ0,x(∂
−1π+)2 + 4Φ−2π+(∂−1π+)2, (7.24)
Π0 = −π0 − 2(Φ−2(∂−1π+)2),x, (7.25)
Π+ = −(Φ−2∂−1π+),x. (7.26)
Following the consideration of section 2, we conclude that if the transformation under con-
sideration is canonical then we can represent (7.21)–(7.26) in the form
ϕ− =
δF
δπ−
, ϕ0 =
δF
δπ0
, ϕ+ =
δF
δπ+
, (7.27)
Π− =
δF
δΦ−
, Π0 =
δF
δΦ0
, Π+ =
δF
δΦ+
, (7.28)
where F is a functional of Φ−, Φ0, Φ+ and π−, π0, π+. And vice versa, if we can represent
(7.21)–(7.26) in form (7.27), (7.28), then we are dealing with a canonical transformation. It
is easy to get convinced, that if we choose F as the functional, defined by the density
F = −
2π−
Φ−
− 2Φ0π0 − 2Φ−π+ + 2Φ−2Φ+,x∂
−1π+
+ 4Φ−π0∂−1π+ + 4Φ−2Φ0,x(∂
−1π+)2 +
8
3
Φ−3π+(∂−1π+)2, (7.29)
then relations (7.21)–(7.26) will be satisfied. This ends the proof of the fact, that the
canonical symmetry transformation for the principal chiral field is canonical.
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8 Self–Dual Yang–Mills System
In this section we consider the self–dual configurations of the Yang–Mills field in four–
dimensional Euclidean space with coordinates xµ, µ = 1, 2, 3, 4. We also use the notations
x1 = t, x2 = u, x3 = v and x4 = w. Consider the case, when the gauge group G is a complex
matrix Lie group. The gauge potential aµ takes values in the corresponding Lie algebra G.
The field strength fµν is defined by
fµν = aν,µ − aµ,ν + [aµ, aν ]. (8.1)
The self–duality equations have the form
fµν =
1
2
εµνρσfρσ. (8.2)
In fact, we have only three independent equations, that can be written as
ftu = fvw, ftv = −fuw, ftw = fuv. (8.3)
Introduce four new complex variables defined by
y = t+ iu, y = t− iu, z = v − iw, z = v + iw. (8.4)
The components of the field strength in the old and new coordinates are connected by the
relations
fyy =
i
2
ftu, fzz = −
i
2
fvw, (8.5)
fyz =
1
4
(ftv + iftw + fuw − ifuv), fyz =
1
4
(ftv − iftw + fuw + ifuv), (8.6)
fyz =
1
4
(ftv − iftw − fuw − ifuv), fyz =
1
4
(ftv + iftw − fuw + ifuv). (8.7)
It is easy to check that in the new coordinates the self–duality equations reduce to
fyz = 0, fyz = 0, (8.8)
fyy + fzz = 0. (8.9)
From (8.8) it follows that we can find two matrix functions h and h such that
ay = h
−1h,y, az = h
−1h,z, (8.10)
ay = h
−1h,y, az = h
−1h,z. (8.11)
Using (8.10) and (8.11), we get for the field strength components fyy and fzz the represen-
tation
fyy = −h
−1(g−1g,y),yh, fzz = −h
−1(g−1g,z),zh, (8.12)
where g = hh−1. Thus, self–duality equation (8.9) takes the form
(g−1g,y),y + (g
−1g,z),z = 0. (8.13)
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This is the so–called Yang equation.[13, 14]
From (8.13) we conclude that there exists a function ϕ, taking values in the Lie algebra
G, such that
g−1g,y = ϕ,z, g
−1g,z = −ϕ,y. (8.14)
If we chose some function ϕ, and solve the system of equations (8.14) we get a solution of
the Yang equation, and any solution of this equation can be obtained in such a way. Note,
that not every function ϕ can be used in (8.14). The integrability conditions of this system
of equation have the form
ϕ,yy¯ + ϕ,zz¯ = [ϕ,y, ϕ,z], (8.15)
and if we wish to get a solution of the Yang equation we must choose the function ϕ,
satisfying equation (8.15). Thus we reduce the problem of integration of the Yang equation
to the integration of equation (8.15).
Equations (8.15) can be obtained from the action
S =
1
2
∫
d4x (L+ L), (8.16)
where
L = 2 tr
(
ϕ,yϕ,y + ϕ,zϕ,z +
2
3
ϕ[ϕ,y, ϕ,z]
)
. (8.17)
The existence of this simple Lagrangian density is the reason for using equations (8.15)
instead of the Yang equation.
Consider the case of the Lie algebra sl(2,C) = A1. In this case we present ϕ in form
(7.7) and get the following system of equations
ϕ−,yy¯ + ϕ
−
,zz¯ = −2(ϕ
0
,yϕ
−
,z − ϕ
−
,yϕ
0
,z), (8.18)
ϕ0,yy¯ + ϕ
0
,zz¯ = ϕ
+
,yϕ
−
,z − ϕ
−
,yϕ
+
,z, (8.19)
ϕ+,yy¯ + ϕ
+
,zz¯ = 2(ϕ
0
,yϕ
+
,z − ϕ
+
,yϕ
0
,z). (8.20)
The density of the Lagrangian up to divergency terms is
L = 4(ϕ0,yϕ
0
,y + ϕ
0
,zϕ
0
,z) + 2ϕ
+
,yϕ
−
,y + 2ϕ
−
,yϕ
+
,y
+ 2ϕ+,zϕ
−
,z + 2ϕ
−
,zϕ
+
,z + 8ϕ
−(ϕ0,yϕ
+
,z − ϕ
+
,yϕ
0
,z). (8.21)
The canonical symmetry transformation for this system has the form[2, 3]
Φ− = −
1
ϕ−
, (8.22)
Φ0,y = ϕ
0
,y − (ϕ
0 + Φ0)
ϕ−,y
ϕ−
+
ϕ−,z
ϕ−
, (8.23)
Φ0,z = ϕ
0
,z − (ϕ
0 + Φ0)
ϕ−,z
ϕ−
−
ϕ−,y¯
ϕ−
, (8.24)
Φ+,y = (ϕ
−)2ϕ+,y + ϕ
−[(ϕ0 + Φ0)(ϕ0 + Φ0),y − (ϕ
0 + Φ0),z], (8.25)
Φ+,z = (ϕ
−)2ϕ+,z + ϕ
−[(ϕ0 + Φ0)(ϕ0 + Φ0),z + (ϕ
0 + Φ0),y]. (8.26)
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As in the case of the principal chiral field, the canonical symmetry transformation is given
in an implicit form and require integration.
Using the relations
∂
∂y
=
1
2
(
∂
∂t
− i
∂
∂u
)
,
∂
∂y
=
1
2
(
∂
∂t
+ i
∂
∂u
)
, (8.27)
we can rewrite the density of the Lagrangian in the form
L = (ϕ0,t)
2 + (ϕ0,u)
2 + ϕ+,tϕ
−
,t + ϕ
+
,uϕ
−
,u + 4ϕ
0
,zϕ
0
,z + 2ϕ
+
,zϕ
−
,z
+ 2ϕ−,zϕ
+
,z + 4ϕ
−(ϕ0,tϕ
+
,z − ϕ
+
,tϕ
0
,z − iϕ
0
,uϕ
+
,z + iϕ
+
,uϕ
0
,z). (8.28)
From this formula we get the following expressions for the generalized momenta:
π− =
1
2
ϕ+,t , π
0 = ϕ0,t + 2ϕ
−ϕ+,z, π
+ =
1
2
ϕ−,t − 2ϕ
−ϕ0,z. (8.29)
It is convenient for our purposes to use instead of the canonical coordinates ϕ−, ϕ0, ϕ+ and
π−, π0, π+ another set of the canonical coordinates ϕ−, ϕ0, ϕ+ and π˜−, π0, π˜+, where
π˜− = π− −
i
2
ϕ+,u, π˜
+ = π+ +
i
2
ϕ−,u. (8.30)
To show that the Hamiltonian version of canonical symmetry transformation (8.22)–(8.26)
is a canonical transformation, we look for the generating functional of the type considered
in the previous section. In other words, we suppose first that the quantities Φ−, Φ0, Φ+ and
π˜−, π0, π˜+ can be considered as coordinates on the phase space. It is really so, because we
can rewrite relations (8.22)–(8.26) as the relations, connecting ϕ−, ϕ0, ϕ+ and Π˜−, Π0, Π˜+
with Φ−, Φ0, Φ+ and π˜−, π0, π˜+:
ϕ− = −
1
Φ−
, (8.31)
ϕ0 = −Φ0 + Φ−∂−1,z π˜
+, (8.32)
ϕ+ = ∂−1z (−Φ
−2Φ+,z + Φ
−2Φ−,z(∂
−1
z π˜
+)2 − Φ−π0
− 2Φ−2Φ0,z∂
−1
z π˜
+ + iΦ−Φ−,u∂
−1
z π˜
+ + Φ−,z − iΦ
−Φ0,u), (8.33)
Π˜− =
π˜−
Φ−2
+ π0∂−1z π˜
+ + Φ−2π˜+(∂−1z π˜
+)2 + 2Φ−Φ0,z(∂
−1π˜+)2
+ iΦ−∂−1z π˜
+
,u∂
−1
z π˜
+ + 2Φ−Φ+,z∂
−1
z π˜
+ + iΦ0,u∂
−1
z π˜
+ + ∂−1π+,z , (8.34)
Π0 = −π0 − (Φ−2(∂−1z π˜
+)2),z − i(Φ
−∂−1z π˜
+),u, (8.35)
Π˜+ = −(Φ−2∂−1z π˜
+),z. (8.36)
Then we look for the functional F of the variables Φ−, Φ0, Φ+ and π˜−, π0, π˜+, such that
ϕ− =
δF
δπ˜−
, ϕ0 =
δF
δπ0
, ϕ+ =
δF
δπ˜+
, (8.37)
Π˜− =
δF
δΦ−
, Π0 =
δF
δΦ0
, Π˜+ =
δF
δΦ+
. (8.38)
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It is easy to show that the functional F does exist and its density has the form
F = −
2π˜−
Φ−
− 2Φ0π0 + 2Φ−∂−1z π˜
+
,z
+ 2Φ−2Φ+,z∂
−1
z π˜
+ + 2Φ−π0∂−1π˜+ + 2Φ−2Φ0,z(∂
−1π˜+)2
+
2
3
Φ−3π˜+(∂−1z π˜
+)2 + 2iΦ−Φ0,u∂
−1
z π˜
+ + iΦ−2∂−1z π˜
+
,u∂
−1
z π˜
+. (8.39)
Thus, we see that we again have a canonical transformation.
9 Conclusion
The main result of the present paper, from our point of view, is not the concrete formulae,
but the conclusions we can derive from them.
We believe that the integrability of a system is closely related to the existence of the
corresponding canonical symmetry transformation. Moreover, all the main properties of the
system can be derived from the properties of this transformation. The fact that for all
considered cases, and for many others, which were not included in the present paper, the
canonical symmetry transformations are canonical, is undoubtedly very important. But we
do not know yet the direct connection of this fact with the integrability property.
It is known, that the integrability property is connected to the existence of a nontrivial
algebra of internal symmetries. It is possible that this algebra is hidden in the corresponding
canonical symmetry transformation.
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