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Abstract. Consider a graph G = (V, E) and a coloring c of vertices
with colors from [ℓ]. A vertex v is said to be happy with respect to c if
c(v) = c(u) for all neighbors u of v. Further, an edge (u, v) is happy if
c(u) = c(v). Given a partial coloring c of V, the Maximum Happy Vertex
(Edge) problem asks for a total coloring of V extending c to all vertices of
V that maximises the number of happy vertices (edges). Both problems
are known to be NP-hard in general even when ℓ = 3, and is polynomially
solvable when ℓ = 2. In [IWOCA 2016] it was shown that both problems
are polynomially solvable on trees, and for arbitrary k, it was shown
that MHE is NP-hard on planar graphs and is FPT parameterized by
the number of precolored vertices and branchwidth.
We continue the study of this problem from a parameterized prespec-
tive. Our focus is on both structural and standard parameterizations. To
begin with, we establish that the problems are FPT when parameterized
by the treewidth and the number of colors used in the precoloring, which
is a potential improvement over the total number of precolored vertices.
Further, we show that both the vertex and edge variants of the prob-
lem is FPT when parameterized by vertex cover and distance-to-clique
parameters. We also show that the problem of maximizing the number
of happy edges is FPT when parameterized by the standard parameter,
the number of happy edges. We show that the maximum happy ver-
tex (edge) problem is NP-hard on split graphs and bipartite graphs and
polynomially solvable on cographs.
1 Introduction
Given an undirected vertex colored graph G, we say that a vertex v in G is happy
if v and all its neighbors have same color. Along similar lines, an edge is happy
if both its endpoints have same color. Given a partially colored graph G with ℓ
colors, the Max Happy Vertices (ℓ-MHV) problem is to color the remaining
vertices of graph such that number of happy vertices is maximized. The Max
Happy Edges (ℓ-MHE) problem is to color the remaining vertices of graph
such that number of happy edges is maximized.
The ℓ-MHE problem generalizes the Multiway Uncut problem which is de-
fined as follows. Given a graph G and a terminal set S = {s1, · · · , sk} ⊆ V(G), the
goal is to find a partition {V1, · · · , Vk} of V(G) such that the number of edges
with both ends points present in same Vi is maximized. The Multiway Uncut
problem is a special case of ℓ-MHE problem, where each terminal has a unique
precolor.
Both ℓ-MHV and ℓ-MHE are NP-hard [10] on general graphs for ℓ > 3 and
both 2-MHV and 2-MHE can be solved in polynomial time. Aravind et al. [2]
showed that both the problems admit linear time algorithms on trees. Zhang et
al. [10] studied both problems from the approximation point of view and given
a max{1/k,Ω(d−3)}-approximation algorithm for the k-MHV problem, where d
is the maximum degree of the graph, and a 1/2-approximation algorithm for the
ℓ-MHE problem.
We initiate, in this work, the study of these problems from a parameterized
perspective. The problem admits several natural parameters: the number of col-
ors (ℓ), the number of precolored vertices (say t), the number of happy vertices
or edges (denoted by k, note that these parameters reflect the quality of the
solution, and might hence be regarded as standard parameters), and various
structural parameters. In particular, the linear time algorithms on trees prompt
us to consider the question of whether the problem is FPT when parameter-
ized by treewidth of the graph (w). The work in [2] already establishes that the
problem is FPT when parameterized by treewidth and the number of precolored
vertices. Since ℓ-MHV and ℓ-MHE are both NP-hard even when there are only
three colors used by the precoloring, the problems are para-NP-hard by this
parameter. We now proceed to describe some of the results that we obtain for
various combinations of parameters.
Our Contributions. We continue the study of this problem from a parameterized
prespective. Our focus is on both structural and standard parameterizations. To
begin with, we establish that the problems are FPT when parameterized by the
treewidth and the number of colors used in the precoloring, which is a potential
improvement over the total number of precolored vertices. This follows from a
MSO formulation but we also demonstrate a dynamic programming solution on
nice tree decompositions.
Further, we show that both the vertex and edge variants of the problem is
FPT when parameterized by vertex cover and distance-to-clique parameters.
Observe that there is no exponential dependence here on the number of colors
in the precoloring. We achieve this by not guessing all possible assignments of
colors on the modulators, but just a wireframe of equivalence classes based on
which vertices in the modulators recieve the same colors, and it turns out that
this coarser information is sufficient to determine an optimal coloring. We also
show that the problem of maximizing the number of happy edges is FPT when
parameterized by the standard parameter, the number of happy edges. This
turns out to be a problem that reduces to the case of bounded vertex cover
number.
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In the context of studying the problems on special classes of graphs, we show that
the problem of maximizing the number of happy vertices is polynomially solv-
able on cographs. Unfortunately, our polynomial time approach for the ℓ-MHV
problem does not extend in any straightforward way to the ℓ-MHE problem.
On the other hand, both variants of the problem turn out to be NP-hard on
split graphs and bipartite graphs. We note that some of the results shown here,
particularly relating to algorithms parameterized by the treewidth of the graph,
were obtained independently in [1,3].
2 Preliminaries
In this section, we introduce the notation and the terminology that we will need
to describe our algorithms. Most of our notation is standard. We use [k] to
denote the set {1, 2, . . . , k}. We introduce here the most relevant definitions, and
use standard notation pertaining to graph theory based on [5,6].
All our graphs will be simple and undirected unless mentioned otherwise. For
a graph G = (V, E) and a vertex v, we use N(v) and N[v] to refer to the open
and closed neighborhoods of v, respectively. The distance between vertices u, v
of G is the length of a shortest path from u to v in G; if no such path exists,
the distance is defined to be ∞. A graph G is said to be connected if there is a
path in G from every vertex of G to every other vertex of G. If U ⊆ V and G [U]
is connected, then U itself is said to be connected in G. For a subset S ⊆ V , we
use the notation G \ S to refer to the graph induced by the vertex set V \ S.
Special Graph Classes. We now define some of the special graph classes consid-
ered in this paper. A graph is bipartite if its vertex set can be partitioned into
two disjoint sets such that no two vertices in same set are adjacent. A graph
is a split graph if its vertex set can be partitioned into a clique and an inde-
pendent set. Split graphs do not contain C4, C5 or 2K2 as induced subgraphs.
Cographs are P4-free graphs, that is, they do not contain any induced paths on
four vertices..
Parameterized Complexity. A parameterized problem denoted as (I, k) ⊆ Σ∗×N,
where Σ is fixed alphabet and k is called the parameter. We say that the problem
(I, k) is fixed parameter tractable with respect to parameter k if there exists an
algorithm which solves the problem in time f(k)|I|O(1), where f is a computable
function. For a detailed survey of the methods used in parameterized complexity,
we refer the reader to the texts [7,5].
We now define the problems that we consider in this paper.
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Max Happy Vertices Parameter: k
Input: A graph G = (V, E), a partial coloring p : S → [ℓ] for some S ⊆ V ,
and a positive integer k.
Question: Is there a coloring c : V → [ℓ] extending p such that G has at
least k happy vertices with respect to c?
Max Happy Edges Parameter: k
Input: A graph G = (V, E), a partial coloring p : S → [ℓ] for some S ⊆ V ,
and a positive integer k.
Question: Is there a coloring c : V → [ℓ] extending p such that G has at
least k happy edges with respect to c?
3 Structural Parameterizations
In this section, we explore the complexity of Max Happy Vertices and Max
Happy Edges with respect to various structural parameterizations. A key ques-
tion here is if these problems are FPT when parameterized by treewidth alone.
While we do not resolve this question, we make partial progress in two ways.
First, we show that Max Happy Vertices and Max Happy Edges are both
FPT when parameterized by the combined parameter (ℓ + w), where ℓ is the
number of colors used in the precoloring and w is the treewidth of the input
graph. In particular, our running time is O∗((2ℓ)(w+1)). It was already known
that the problem is FPT when parameterized by (q+w), where q is the number
of precolored vertices. It was also known that the problem admits a linear-time
algorithm on trees. In general, since ℓ 6 q, and the treewidth of a tree is one,
our result unifies these results (although the running time we obtain on trees is
quadratic, rather than linear).
Secondly, we show that Max Happy Vertices and Max Happy Edges are
both FPT when parameterized by the size of the vertex cover. The running time
of this algorithm has a polynomial dependance on ℓ, which is why this is not
subsumed by our FPT algorithm when we parameterized by (ℓ+w). Along similar
lines, we also show that Max Happy Vertices and Max Happy Edges are
both FPT when parameterized by the size of a clique modulator.
The rest of this section is organized as follows. In the first subsection, we demon-
strate that the problem is FPT parameterized by treewidth. Next, we consider
the vertex cover and distance to clique parameterizations. In the last subsection,
we show how Max Happy Edges admits a FPT algorithm for the standard
parameter (the number of happy edges) by reducing it to the case of bounded
vertex cover number.
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3.1 Treewidth
Theorem 1. Max Happy Vertices and Max Happy Edges are both FPT
when parameterized by (ℓ + w), where ℓ is the number of colors used in the
precoloring and w is the treewidth of input graph.
Proof. We give two different proofs to show Max Happy Vertices and Max
Happy Edges are both FPT when parameterized by (ℓ+w). The first proof uses
a standard dynamic programming approach on nice tree decompositions (see
[5] for definition). The second proof follows from an application of Courcelle’s
theorem [4] and the fact that the Max Happy Vertices and Max Happy
Edges problems can be expressed by MSO formulas for fixed ℓ.
Suppose the input is a graph G precolored using a partial precoloring function
p that uses k colors. We briefly describe the MSO formulation here. The first
expression below shows that S is a set of happy vertices with respect to some
partition of the graph into k parts V1, . . . Vk.
Happy(S, V1, · · ·Vk) := ∀u ∈ V(u ∈ S∧ u ∈ Vi ⇒ ∀v(adj(u, v) ⇒ v ∈ Vi))
Next, we use a formulation to express that a given partition V1, · · ·Vk respects a
precoloring p : V → [k]. This is shown by considering all pairs of vertices in the
same color class and requiring that no two vertices in the same color class have
the same color.
Goodp(V1, · · ·Vk) :=
∧
16i6k
∀x, y ∈ V

(x ∈ Vi ∧ y ∈ Vi)∧ ( ∨
16i6k
p(x) = i)∧ (
∨
16i6k
p(y) = i)


⇒ p(x) = p(y)
Finally, following expression shows that there exists a total coloring of graph
with k colors that respects p (recall that k is the number of colors used by
the precoloring p), such that all vertices of S are happy. The first part of the
expression ensures that the k chosen sets form a partition and the second part
of the expression ensures that the vertices in S are happy.
Happy(S, k) := ∃V1, · · · , Vk

∀u ∈ V



 ∨
16i6k
u ∈ Vi

∧

u ∈ Vi ⇒ ¬(u ∈ ∨
i 6=j
Vj)






∧ Happy(S, V1, · · ·Vk)
∧ Goodp(V1, · · ·Vk)
The k-MHV problem is to find the maximum cardinality set S such that:
Happy(S) := maxS Happy(S, k).
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Now by applying the Courcelle’s theorem [4] to above formula the k-MHV prob-
lem can be solved in f(k, tw)nO(1) time.
For the sake of completeness, we briefly describe the more direct and standard
dynamic programming approach on nice tree decompositions. We describe here
the semantics of the table and the update algorithm, and skip the proof of
correctness (which is standard and easily checked)
We explain the DP for the Max Happy Vertices problem, noting that the
details for Max Happy Edges are analogous.
Let (G, S, ℓ, p, k) denote an instance of Max Happy Vertices. Let T =
(T, {Bt}t∈V(T)) be a nice tree decomposition of width w. For a vertex g ∈ T ,
Tg denote the subtree rooted at g, let Bg denote the union of all the bags corre-
sponding to vertices in Tg, and let Gt denote the graph induced by Bg, that is,
G[Bg].
The table Tt corresponding to a bag Bt is indexed by a pair (r, S), where r :
B → [ℓ] is a labeling of the vertices in the bag with colors, and S ⊆ B is a subset
of vertices in the bag. We only consider labelings that are consistent with the
precoloring p on the vertices in B.
The table entry corresponding to (r, S) at the bag Bt is the maximum number of
happy vertices that can be obtained by a coloring of Gt that is consistent with
the labeling r on the vertices in B and makes all the vertices in S happy. If there
is no such coloring, then the table entry is set to −∞.
We now briefly describe the updates for the different node types. Consider the
bag Bt, and fix a labeling r and a subset S of Bt. Let Bq denote the child node,
and let Bx and By denote the children in the case of a join node. Note that the
base cases are straightforward.
– Introduce Node. Suppose v is introduced at bag Bt. Consider its color
and check if all neighbors of v in the bag have the same color as v. If this
is not the case but v ∈ S (or vice versa) then the value of the entry is −∞.
Otherwise, let d be the value of Tq corresponding to the restriction of (r, S)
on Bt \ {v}. The entry in Bt is either d or 1 + d depending on whether v is
happy or not.
– Forget Node. Suppose v is forgotten at bag Bt. Otherwise, consider all the
entries in Tq corresponding to indices that are compatible with (r, S), and
the entry in the present bag is the maximum among all of these entries.
– Join Node. Let d1 and d2 be the value of Tx and Ty corresponding to (r, S)
in Bx and By, respectively. Let d be |S|. The value of the table entry is then
d1 + d2 − d.
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3.2 Vertex Cover and Distance to Clique
Theorem 2. Max Happy Vertices and Max Happy Edges are both FPT
when parameterized by the size of the vertex cover of the input graph.
Proof. We first consider the Max Happy Vertices problem. Let (G, S, ℓ, p, k)
denote an instance of Max Happy Vertices. We will use Q to refer to V \ S,
the set of vertices that are not precolored by p. Further, let X ⊆ V be a vertex
cover of G. We use d to denote |X|.
The algorithm begins by guessing a partition of X into at most min{ℓ, d} parts.
Note that the number of such partitions is at most dd. Intuitively, we are guessing
the behavior of an optimal coloring c when projected on the vertex cover, where
our notion of behavior is given by which vertices are colored in the same way as
c. We also guess the subset of vertices in the vertex cover that are happy with
respect to c.
Let us formalize the notion of a behavior associated with a partition and the
subset of X. To begin with, let χ = (X1, . . . , Xt) be a fixed partition of X, where
t 6 d. For vertex v ∈ X, we abuse notation and use χ(v) to denote the index of
the part that v belongs to in the partition χ. In other words, if χ(v) = i, then
v ∈ Xi. A pair of vertices u, v ∈ X such that χ(u) = χ(v) are called equivalent
— we sometimes say that u is equivalent to v, or that u and v are equivalent.
Finally, let Y ⊆ X be a (possibly empty) subset of the vertex cover.
We say that a coloring c is valid and respects (χ, Y) if:
– c agrees with p on S,
– every vertex v ∈ Y is happy with respect to c, and
– for all u, v ∈ X, c(u) = c(v) if and only if u and v are equivalent.
Our goal now is to find a valid coloring c that respects (χ, Y). Let λ(v) denote the
set of colors employed by p in N[v], in other words, λ(v) := {j | ∃u ∈ N[v], p(u) = j}.
It is easy to check that there exists a valid coloring c that respects (χ, Y) if and
only if the following conditions, which we will refer to as (⋆), hold:
– For any vertex v ∈ Y, |λ(v)| 6 1.
– For any pair of vertices u, v that are equivalent and u, v ∈ Y, if λ(v) 6= ∅ and
λ(v) 6= ∅, λ(v) = λ(u).
– For any pair of vertices u, v that are not equivalent and u, v ∈ Y, we have
that N(u) ∩N(v) = ∅.
– For any vertex v ∈ Y, every vertex u ∈ N(v) ∩ X is equivalent to v.
In particular, that these conditions are necessary follow from the definition of
what it means for a coloring to be valid and respect (χ, Y). The fact that they
are sufficient will follow from the coloring obtained by the algorithm below.
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We assume, without loss of generality, that all the conditions above are satisfied:
indeed, if not, we simply reject the choice of (χ, Y). Our algorithm now proceeds to
construct a coloring c of V that respects (χ, Y). In fact, among all such colorings,
we will construct one that maximizes the number of happy vertices. To begin
with, we initialize c to coincide with p on S. For convenience, we will use U to
refer to the set of uncolored vertices with respect to c. Observe that at this stage,
U = Q, and when the algorithm finishes, we will have U = ∅. We now proceed
as follows.
Phase 1. Identifying forced colors. Let v ∈ Y be such that λ(v) 6= ∅. Set c(u) = j
for all u ∈ N[v] ∩Q. Further, set c(u) = j for all u equivalent to v in χ. At the
end of this phase, let v be any vertex in Y that either has a precolored vertex
in its closed neighborhood or has a precolored vertex that is equivalent to it. At
the end of this phase, v is a happy vertex. Observe that c is well-defined because
the conditions in (⋆) are true. We say that Xi is pending if Xi ⊆ U at the end of
Phase 1. If no Xi is pending, we skip directly to Phase 3.
Phase 2. Coloring the pending Xi’s. Let i be such that Xi is pending, and let
j ∈ [ℓ]. Let w[i, j] denote the number of vertices in (V \X)∩ S that will be happy
if all vertices of Xi are colored j. This is simply the size of the set of vertices in
the independent set precolored j, whose neighborhoods lie entirely in Xi.
Consider an auxiliary weighted bipartite graph, denoted by H = ((A,B), E) with
edge weights given by w : E → [|V |]. This graph is constructed as follows. The
vertex set A contains one vertex for every Xi that is pending at the end of the
first phase. The vertex set B contains a vertex corresponding to every element in
[ℓ]\ [∪v∈Xc(v)], that is to say, B has one vertex for every color that is not already
used on vertices in X in Phase 1. The weight of the edge (ai, bj) is simply w[i, j].
We find a matching M of maximum weight in H. It is easy to see that any such
matching saturates A, since |B| > |A|, the weights are positive, and all edges are
present.
For a pending part Xi, we now color all vertices in Xi based on the matching
M. In particular, if M matches ai to bj, then we color all vertices in Xi with
color j. At the end of this phase, all vertices in X have been colored — formally,
X ∩U = ∅.
Phase 3. Coloring the independent set. We say that an uncolored vertex in V \X
is definitely unhappy with respect to χ if it has at least two neighbors which
are not equivalent with respect to χ. If a vertex v that is definitely unhappy
has a neighbor u in Y, then assign c(u) to v. Observe that this coloring is well-
defined, since vertices in Y that had different colors, and are hence not equivalent,
have disjoint neighborhoods. Arbitrarily color all the other remaining “definitely
unhappy” vertices, namely those that only have neighbors in X \ Y.
Similarly, we say that an uncolored vertex in V \ X is always happy if all of its
neighbors are equivalent. For a vertex v that is always happy, let j be such that
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all neighbors of v lie in Xj. We then color v with the same color that we used to
color all vertices in Xj. This completes the description of the construction of the
coloring — note that at this point, U = ∅.
To conclude, we count k′[χ, Y], the number of happy vertices with respect to the
constructed coloring c. Let k∗ denote max(k′[χ, Y]), where the max is taken over
all χ, S for which there exists a valid coloring that respects χ, Y. The algorithm
returns Yes if k⋆ > k and No otherwise.
Proof of Correctness. [Sketch.] Let c∗ be an arbitrary but fixed coloring of G
that maxmizes the number of happy vertices. Let χ, S be the behavior of c∗ with
respect to X, that is, let S be the set of happy vertices in X with respect to c∗,
and let χ := (X1, . . . , Xt) be a partition of X based on the colors given by c∗. Let
c be the coloring output by the algorithm when considering the behavior (χ, S).
Note that the algorithm does output some coloring based on the characterizing
nature of the conditions in (⋆).
It is easy to see that c⋆ and c agree on the colors given in Phase 1 of the algorithm.
Further, note that c and c⋆ agree on the number (and even the subset) of happy
vertices in X. Also, among all uncolored vertices of V \X, all definitely unhappy
vertices in V \ X are not happy in c⋆, while all the vertices that are always
happy are happy in c. Among the precolored vertices in V \X, it can be verified
that the maximum number of vertices that can be happy with respect to any
coloring that respects the behavior (χ, S) is precisely the weight of the maximum
matching obtained in Phase 2. Indeed, any such coloring is a matching in this
auxiliary graph, and the number of happy vertices corresponds exactly to the
weight of the matching. It follows that the number of happy vertices in c is at
least the number of happy vertices in c∗.
Running Time Analysis. Trying all possible choices of (χ, S) requires time
proportional to O((2d)d). For a fixed choice of (χ, S), all the three phases of the
algorithm are straightforward to implement in polynomial time. A maximum
matching can be computed in time O(n+
√
nm) on bipartite graphs.
We now turn to the Max Happy Edges problem. Here the algorithm is con-
siderably simpler. Partition E into two sets E0 and E1, where E0 is the set of all
edges who have both their endpoints in X, and E1 := E \ E0. We again guess the
behavior of an optimal coloring in terms of how it partitions X into equivalence
classes. For a fixed partition χ, we count all the happy edges in E0 (note that
this number does not depend on what colors are given to the parts, but merely
the fact that all vertices in a part are equivalent).
Having fixed a partition, we force the colors of the parts that have precolored
vertices. Construct an auxiliary bipartite graph as we did in Phase 2 of the
algorithm for Max Happy Vertices, with the only difference that now the
weight of the edge (ai, bj) is based on the number of edges that are made happy
when all vertices Xi are colored with color j. This helps us determine a coloring
of the vertices in X. Uncolored vertices in V \ X can now be colored greedily:
for an uncolored vertex v ∈ V \ X, let dj denote |N(v) ∩ Xj|, for 1 6 j 6 t. Note
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that coloring v with the same color as the one used on max(dj) makes max(dj)
edges happy. The correctness of this approach follows from the fact that this is
the best we can hope for from a coloring that is consistent with the behavior
specified by χ.
Theorem 3. Max Happy Vertices and Max Happy Edges are both FPT
when parameterized by the size of a clique modulator of the input graph.
Proof. Let (G, S, ℓ, p, k) denote an instance of Max Happy Vertices. We will
use Q to refer to V \ S, the set of vertices that are not precolored by p. Further,
let X ⊆ V such that C = G \ X is a clique. We use d to denote |X|.
If ℓ > d + 1 then there exists at least two vertices u and v in C such that
p(u) 6= p(v), which implies no vertex of C is happy. First we guess the partition
(H,U) of X in O(2d) time, where H and U denotes the happy and unhappy
vertices of X in optimal coloring c.
Let H = (H1, · · · , Ht) be the partition of H such that all vertices in set Hi, i ∈ [t],
are colored with the same color by c. We can guess the correct partition in O(dd)
time. Note that N(Hi) ∩ N(Hj) = ∅: suppose v ∈ N(Hi) ∩ N(Hj) then the color
of vertex v is either different from col(Hi) or col(Hj) which is a contradiction to
the fact that all vertices in both Hi and Hj are happy.
Since Hi is happy there does not exist two vertices u and v in the set Hi∪N(Hi)
such that p(u) 6= p(v). For each i ∈ [t], if at least one vertex is precolored in
Hi ∪ N(Hi) then assign same color to all vertices of Hi ∪ N(Hi). For the sets
Hi ∪N(Hi), which do not have any precolored vertices, assign a color which is
not used so far to color any Hi. At the end arbitrarily color remaining vertices.
For each possible partition H and U of X and each possible partition H1, · · · , Ht
of H, count the number of happy vertices and the optimal coloring c is the
coloring which maximizes the number of happy vertices.
If ℓ 6 d+ 1 then some of the clique vertices can be happy, but this only happens
when all the clique vertices are colored by same color. Since there are at most
ℓ colors we can guess the correct coloring of the clique in O(ℓ) time. Now it
remained to color the set X, which can be done using the procedure described in
case of l > d+ 1.
We now turn to the Max Happy Edges problem. First we give a procedure to
color X when all the vertices in clique C = G \X are precolored and no vertex in
X is precolored. Let X = (X1, · · · , Xt) be the partition of X such that all vertices
in Xi are colored in the same way by c.
Let w[i, j] denote the number of edges in G[Xi∪C] that will be happy if all vertices
of Xi are colored j. Consider an auxiliary weighted bipartite graph, denoted by
D = ((A,B), E) with edge weights given by w : E→ [|E|]. This graph is constructed
as follows. The vertex set A contains one vertex for every set Xi and the vertex
set B contains one vertex for every color used in clique. The weight of the edge
(ai, bj) is simply w[i, j]. We find a matching M of maximum weight in D. It is
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easy to see that any such matching saturates A, since |B| > |A|, the weights are
positive, and all edges are present. We now color all vertices in Xi based on the
matching M. In particular, if M matches ai to bj, then we color all vertices in Xi
with color j. At the end of this phase, all vertices in X have been colored. Now
we are ready to describe the general case. Let CU be the number of uncolored
vertices in clique. If |CU| 6 d+ 1 then X ′ = X ∪ CU is a vertex deletion distance
to clique C ′ of size at most 2d + 1, i.e., G \ (X ∪ CU) is a clique. Since all the
vertices of the clique G\(X∪CU) are precolored, The vertices of X ′ can be colored
using the procedure described above. So without loss of generality we assume
that |CU| > d+ 1.
Lemma 1. If |CU| = n1 > d+1, then in any optimal coloring c all non precolored
vertices in clique has to be colored with single color.
Proof. Since ℓ colors are used in precoloring there exists a color class of size
at least ⌊n−n1
ℓ
⌋ in C. Assigning this color to all vertices of CU maximizes the
number of happy edges, since if we color a vertex of CU with different color than
others, then we loose at least d + 1 happy edges in clique CU and can make at
most d edges happy.
The case when ℓ 6 d + 1 is easy, since we can guess optimal coloring of X in
time O(dd) and then it can be easily extended to color clique. If ℓ > d+ 1, From
Lemma 1 we know that all vertices of CU gets same color, we guess this color
in O(ℓ) time. Now we need to color X such that the number of happy edges
is maximized. This can be done by simply applying the procedure describe in
first case, where all vertices of clique are precolored. The running time of the
algorithm is O(ℓ(dd)(n+
√
nm)(n+m)).
3.3 The Standard Parameter
We finally show that Max Happy Edges is, in fact, FPT when parameterized
by the number of happy edges. Here we use the fact that if there are enough edges
both of whose endpoints are uncolored, then we have a Yes instance right away.
If not, the number of uncolored vertices can be shown to be bounded, and since
it is safe to delete edges among precolored vertices (with some bookkeeping), the
problem effectively reduces to the bounded vertex cover number scenario.
Lemma 2. Max Happy Edges is FPT when parameterized by k.
Proof. Let (G, S, ℓ, p, k) be an instance of Max Happy Edges and let Q be the
set of vertices that are not precolored by p. Without loss of generality, we assume
that no edge in G[S] is happy, since if there are some happy edges in G[S] then
we remove them from G and reduce the value of k.
11
If the number of edges in graph G[Q] is at least k then the algorithm returns
Yes, since by coloring all vertices in Q with same color we can make at least k
edges happy.
If the number of vertices in Q is at least 2k then the algorithm returns Yes. We
can make at least k edges happy as follows. Let Q1 = {x ∈ Q | N(x) ∩ S 6= ∅} and
Q2 = Q \Q1. For all v ∈ Q1 color v with one of its neighbors color. To color Q2,
we repeat the following procedure untill all the vertices of Q2 are colored. For
all v ∈ Q2 which have colored neighbors in Q1 assign one of its neighbors color
to v.
Therefore without loss of generality we assume |Q| 6 2k. Since all the edges in
G[S] are unhappy we can simply remove them from G. It is easy to see that in
the resulting graph the set Q is a vertex cover of size at most 2k. Therefore the
problem reduced to solving Max Happy Edges parameterized by vertex cover
number which can be solved using Theorem 2.
Lemma 3. Max Happy Vertices is FPT when parameterized by k and ℓ.
Proof. Let (G, S, ℓ, p, k) denote an instance of Max Happy Vertices and let Q
be the set of vertices that are not precolored by p. Let SU ⊆ S and QU ⊆ Q such
that every vertex in SU ∪QU have at least two neighbors with different colors.
Let SH = S \ SU and QH = Q \QU.
If the size of any color class in SH is at least k then the algorithm returns Yes.
We can make at least k vertices happy by coloring all neighbors of vertices in
this color class with same color. Therefore we assume that size of each color class
in SH is at most k, which implies size of SH is at most ℓk.
If the size of set QH is at least ℓk then the algorithm returns Yes. There exists
a subset A of vertices of QH of size at least k such that each vertex of A either
has neighbors in same color class or has no colored neighbors. By coloring all
vertices of A and its uncolored neighbors with neighbors color we can make all
vertices in A happy. Therefore we assume that size of QH is less than ℓk.
It is easy to see that all vertices in SU∪QU are unhappy, therefore we can remove
the edges between them. Then the set SH ∪QH forms a vertex cover of size at
most 2ℓk. Therefore the problem reduced to solving Max Happy Vertices
parameterized by vertex cover and number of colors, which can be solved using
Theorem 2.
4 Special Graph Classes
Theorem 4. Max Happy Vertices and Max Happy Edges are both NP-
complete on the class of bipartite and split graphs.
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Proof. The reductions for Max Happy Vertices follow by easy modifications
of the reduction in [10]. Here, therefore, we only state the proofs forMax Happy
Edges. We first consider the case of bipartite graphs. We reduce from Max
Happy Edges on general graphs.
We let (G, ℓ, S, p, k) be an instance of Max Happy Edges. Construct a bipartite
graph (H = (A,B), E) as follows. For every vertex v ∈ V(G), we introduce a vertex
av ∈ A. For every edge e ∈ E(G), we introduce a vertex be ∈ B, and if e = (u, v),
then be is adjacent to au and av. The precoloring function q mimics p on A,
that is, for every u ∈ S, q(au) = p(u). We use X to denote {au | u ∈ S} ⊆ A. Let
k′ = m+ k. Thus our reduced instance is (H, ℓ, X, q, k′).
We now argue the equivalence. First, consider the forward direction. If c is a
total coloring of V that makes k edges happy, then we define a coloring c′ for H
as follows: color c′(av) := c(v) for all av ∈ A. For every edge e = (u, v) ∈ E, color
be ∈ B according to c(u). Note that for all edges e in G that are happy with
respect c, two edges (namely (be, av) and (be, au)) are happy with respect to c′.
Corresponding to all unhappy edges, H has one happy edge with respect to c′.
Therefore, the total number of happy edges in c′ is 2k + (m− k) = m+ k.
In the reverse direction, let c′ be a coloring of H that makes at least m + k
edges happy. Now consider the coloring c obtained as follows: c(u) = c′(au). We
argue that at least k edges are happy in G with respect to c. Indeed, suppose
not. Without loss of generality, assume that only (k − 1) edges are happy with
respect to c. Then in H, there are at most (k−1) vertices in B that can have two
happy edges incident on them, and therefore the total number of happy edges
is at most 2(k− 1) + (m− k+ 1) = m+ k− 1, which contradicts our assumption
about the total number of happy edges in H with respect to c′.
We now turn to the case of split graphs. The construction is similar to the
case of bipartite graphs. Construct a split graph (H = (A,B), E) as follows. Let
(G, ℓ, S, p, k) be an instance of Max Happy Edges. Let T :=
(
m
2
)
+ 1. For ev-
ery vertex v ∈ V(G), we introduce T copies of the vertex av ∈ A, denoted by
av[1], . . . , av[T ]. For every edge e ∈ E(G), we introduce a vertex be ∈ B, and if
e = (u, v), then be is adjacent to all copies of au and av. Finally, we add all
edges among vertices in B, thereby making H[B] a clique.
The precoloring function q mimics p on A across all copies, that is, for every
u ∈ S, q(au) = p(u) for all copies of au. We use X to denote {au | u ∈ S} ⊆ A.
Let k′ = T(m+ k). Thus our reduced instance is (H, ℓ, X, q, k′).
We now argue the equivalence of these instances. First, consider the forward
direction. If c is a total coloring of V that makes k edges happy, then we define a
coloring c′ for H as follows: color c′(av) := c(v) for all copies of av ∈ A. For every
edge e = (u, v) ∈ E, color be ∈ B according to c(u). Note that for all edges e in G
that are happy with respect c, 2T edges (namely (be, av) and (be, au) across all
copies) are happy with respect to c′. Corresponding to all unhappy edges, H has
T happy edges with respect to c′. Therefore, the total number of happy edges in
c′ is at least 2Tk+ T · (m− k) = T · (m+ k).
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In the reverse direction, , let c′ be a coloring of H that makes at least T(m+ k)
edges happy. We argue that there must be at least one copy Ai of {av | v ∈ V}
for which the number of happy edges with one endpoint in B and one in Ai is at
least (m+ k). Indeed, suppose not. Then consider the following partition of the
edges in H: let E0 be all edges with both endpoints in B, and let Ei be all edges
with one endpoint in B and the other endpoint in the ith copy of the vertices
{av | v ∈ V}. For the sake of contradiction, we have assumed that the number of
happy edges in Ei is less than (m+ k) for all i ∈ [T ]. Note that the total number
of edges in B is
(
m
2
)
. Therefore, the the number of edges happy with respect to
c′ is at most:(
m
2
)
+ T · (m+ k− 1) = T · (m+ k) +
(
m
2
)
− T < T(m+ k),
where the last step follows by substituting for T =
(
m
2
)
+ 1. This leads to the
desired contradiction.
Having identified one set Ei that has at least (m+k) happy edges, the argument
for recovering a coloring c for G that makes at least k edges happy is identical
to the case of bipartite graphs.
We now turn to the Max Happy Vertices problem on the class of cographs.
We use the notion of modular decomposition to solve this problem on cographs.
A set M ⊆ V(G) is called module of G if all vertices of M have the same set of
neighbors in V(G) \M. The trivial modules are V(G), and {v} for all v. A prime
graph is a graph in which all modules are trivial. The modular decomposition of
a graph is one of the decomposition techniques which was introduced by Gallai
[8]. The modular decomposition of a graph G is a rooted tree MG that has the
following properties:
1. The leaves of MG are the vertices of G.
2. For an internal node h of MG, let M(h) be the set of vertices of G that are
leaves of the subtree of MG rooted at h. (M(h) forms a module in G).
3. For each internal node h of MG there is a graph Gh (representative graph)
with V(Gh) = {h1, h2, · · · , hr}, where h1, h2, · · · , hr are the children of h in
MG and for 1 6 i < j 6 r, hi and hj are adjacent in Gh iff there are vertices
u ∈M(hi) and v ∈M(hj) that are adjacent in G.
4. Gh is either a clique, an independent set, or a prime graph and h is la-
beled Series if Gh is clique, Parallel if Gh is an independent set, and Prime
otherwise.
James et al. [9] gave first polynomial time algorithm for modular decomposition
which runs in O(n4) time.
Theorem 5. Max Happy Vertices is polynomial time solvable on the class
of cographs.
14
Proof. The modular decomposition tree of cographs has only parallel and series
nodes. Let G be a cograph whose modular decomposition tree is MG. Without
loss of generality we assume that the root r of treeMG is a series node, otherwise
G is not connected and the number of happy vertices in G is equals to the sum
of the happy vertices in each connected component. Let the children of r be x
and y. Further, let the cographs corresponding to the subtrees at x and y be Gx
and Gy.
We assume that ℓ > 3, otherwise we use the polynomial time algorithm of 2-MHV
problem on general graphs to find the number of maximum happy vertices. We
assume that both Gx and Gy contains at least two vertices. Suppose, if Gx has
only vertex v, then v is the universal (adjacent to all vertices) vertex in G. It
is easy to see that in any optimal coloring c of G, if a vertex u is happy then
c(u) = c(v) i.e, in any optimal coloring all happy vertices are colored with color
of v. We can guess the color of v in O(ℓ) time.
We have the following three cases based on the number of colors present in Gx
and Gy in the partial coloring c of G.
Number of colors in Gx is zero. Let ℓ > 3 be the number of colors used in
Gy by c. It is easy to see that no vertex of Gx is happy as each vertex of Gx is
adjacent to at least two vertices of different colors. Moreover all the vertices in
Gx need to be colored with a single color otherwise the number of happy vertices
becomes zero. We try over all possible O(ℓ) many ways of coloring Gx. In the
end color all uncolored vertices in Gy with the color used in Gx.
Number of colors in Gx is one. Since ℓ > 3, the number of colors (distinct
from the color used in Gx) used in Gy by c is at least two. The optimal coloring
is to color all the uncolored vertices of G with color used in Gx.
Number of colors in Gx is at least two. We assume that the number of
colors in Gy is at least two, otherwise we can use one of the above two cases
by interchanging Gx and Gy. In this case no vertex in G is happy, because
every vertex of G is adjacent to at least two precolored vertices having different
colors.
5 Conclusion
In this paper, we study the Max Happy Vertices and Max Happy Edges
problems from the parameterized perspective. We showed that
– Both the problems are FPT with respect to the strutural parameters (a)
Vertex cover (b) Distance to clique
– Max Happy Edges is FPT when parameterized by number of happy edges
in solution (standard parameter) and Max Happy Vertices is FPT when
parameterized by number of happy vertices in the solution and the number
of colors.
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– Both Max Happy Vertices and Max Happy Edges are NP-hard on split
graphs and bipartite graphs and Max Happy Vertices is polynomially
solvable on cographs
The following are some interesting open problems.
– Are Max Happy Vertices and Max Happy Edges are FPT when pa-
rameterized by the cluster vertex deletion number.
– Does Max Happy Vertices and Max Happy Edges problems admit
polynomial kernels when parameterized by (a) Vertex cover (b) Distance to
clique.
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