Abstract-In this paper, we present a study that deals with response time of Networked Automation Systems (NAS). The main aim is to verify experimentally the validity of an analytic formulation of NAS response time, obtained in our past investigations [12] . To that purpose, we carried out, under different conditions, a lot of measurements on a laboratory facility. Each time, we compared the observed measures to the predicted values. Overall, the study reveals clear agreement between the real observations and the theoretic predictions of our formula. It therefore promotes the formula to be used confidently for NAS response time evaluation while avoiding tedious and onerous experiments.
I. INTRODUCTION
OWADAYS, the industrial organizations are more and more sophisticated, consisting of many intelligent devices connected via communication networks. While the benefits of these networks are considerable, several issues have emerged too (delays, jitter, information loss …). So, the performances of systems subject to real-time constraints like Networked Automation Systems (NAS) are therefore affected [1] . So, a beforehand evaluation of these time features is needed before operating a NAS on a real site. In literature, many methods have been proposed to deal with network delays [2] , [3] , [4] , [5] . In this paper, we investigate the evaluation of a major time feature of a NAS, the response time. It is the delay between the occurrence of an event in a plant (sensor) and the occurrence of its consequence on the controlled plant (actuator). Depending on the communication protocol of the NAS, the response time can be evaluated more or less difficultly. In client/server automation systems over standard Ethernet, it is quite tricky to achieve this evaluation. This is mainly due to the non synchronization between the field devices of the NAS and the absence of a global scheduling of the shared resources. Nonetheless, many methods have been proposed to assess the response time of these NAS; non exhaustive methods based on simulation [6] , [7] , [8] or experimentation [9] , and exhaustive ones, using model-checking [10] , [11] . Lately, we exposed an analytic method in [12] and provided formulae to calculate the bounds of response time. A probabilistic version of the method is also exposed in [13] to calculate the response time distribution. In this paper, we propose a further experimental investigation in an effort to verify if the maximal bound formula in [12] fits reality.
The remainder of this paper is structured as follows: in Section II, an overview of a NAS, considered along the paper, is described. The formula that gives its maximal response time is recalled and explained. Thereafter, a comparison between predictions of the formula and a lot of real measures is performed in Section III. Finally, some concluding remarks and perspectives are given in Section IV.
II. NAS OVERVIEW AND RESPONSE TIME EVALUATION

A. NAS composition and functioning
The networked automation system we consider along this paper is represented in Fig. 1 FrBB.5
978-1-4577-1732-1/11/$26.00 ©2011 IEEE request some information (e.g. read input, read memory, etc) or provide information (e.g. write output, write memory, etc). This periodic poll is also called I/O scanning. It is achieved thanks to an Ethernet Interface. The exchanged variables with the field are stored in a shared a memory (Fig.  2) . Obviously, the main role of a controller is to execute the user program using the input variables to update the outputs. This task is performed either cyclically or periodically, but in both modes, independently from the scanning period used by the Ethernet interface. The PLC and its Ethernet interface are not synchronized (see Fig. 2 ). iii) Network devices (e.g. Ethernet switches): they link the previous field components altogether. A simple automation function was implemented in the controller PLC1 of Fig. 1 . It consists of transmitting the value of the input of R1, noted In1, to the output of R5, noted Out5. To achieve this purpose, PLC1 polls periodically module R1 to request the value of input In1. When this value is returned, the Ethernet interface puts it in the shared memory. At the beginning of a PLC cycle, this stored value is copied into another shared memory ascribed to output Out5 (Fig. 2) . Also, the Ethernet interface polls periodically module R5. At the beginning of every scanning cycle, it copies the value of the memory associated to Out5 and sends it to module R5.
Read Inputs
Note by the way that, in the considered NAS, PLC1 polls also modules (R2, R3, R4, R6), one after another during the same scanning cycle. Modules R7 and R8 are polled by PC.
B. Analytic evaluation of response time
Suppose that when input In1 is equal to 1, it means that a leak in a gas pipe is detected and changing output Given the previous client/server paradigm, the value of input In1 is not transmitted directly to PLC1 when its state changes but waits until the arrival of a request from PLC1. So, a delay due this non synchronization affects the response time. Also, when the answer returned by R1 gets to the Ethernet interface of PLC1, it is not taken into account immediately but waits until the beginning of a new cycle of PLC1. This independence of PLC1 and its interface affects the response time as well. So, the response time of these NAS is not easy to evaluate and depends on many factors. For obvious room reasons, we will recall in this paper only the key points of the analytic approach of response time evaluation we developed in [12] . The whole procedure we followed to achieve this evaluation is summarized in the scheme below ( Fig. 4 ): Steps to achieve analytic evaluation of response time [12] .
-Step 1: The First step of the method was to model the NAS using Timed Event Graphs (TEG). A TEG is a Petri net whose places all display at most one upstream transition and one downstream transition. An example of such a model is shown in Fig. 5 . It is the model of a NAS with one PLC and one I/O module, given only for illustration. The general model is much larger and is therefore not given here (See [12] ). Step 2: The second step of the method is the representation of the TEG dynamics using linear equations in (max,+) algebra (equations involving the classical maximum noted and classical addition noted ). Timed event graphs can indeed be represented using such linear equations. For more details about TEG and (max,+) algebra, we invite the reader to see the reference book [14] . ( ) ( ( 1) ) ( ( 1) ) ( ) ( ( 1) ) ( ( 1) )
The variables of these equations are daters. They are associated to the transitions of the TEGs. Each dater represents the date of firing transition (occurrence of an event) for the k-th time. For instance, is the date of starting the k-th PLC cycle. Delays are simply the durations of different tasks in the NAS. For example, is the time to execute the user program in the PLC.
Step 3: the third step is the resolution of the previous equations to get the dates as only functions of the cycles' indices, k and l.
-Step 4: we used these dates (solutions) to track every event occurring in a sensor along its traveling in the NAS until its arrival to the actuator. Finally, the response time is calculated as the difference between two dates: the date of event occurrence in the sensor and the date of its arrival to the actuator. At the end, formulae that provide the response times, relative to occurred events, are obtained. Besides that, a formula of the worst response time is given. In considering the NAS of our study, the max response time can be expressed as follows: If the maximal response time occurs at the l-th scanning cycle, then it is given as:
The different parameters of formula (1) stand for: -T ETH is the scanning period of PLC1 Ethernet interface.
is the delay , experienced by a request during its trip, from its generation by PLC1, at the (l+q)-th scanning cycle, to its arrival to output Out5 (number is explained below). 
III. EXPERIMENTAL EVALUATION VS. ANALYTIC CALCULUS
A. Bench test overview
In this sub-section, we describe the platform we used to measure the response time. It is mainly constituted by three components (Fig. 6 ): i) A wave generator: its role is to generate a logic signal so as to excite input In1. In our test bench, we generate a periodic square signal whose period T G is chosen much larger than the response time to avoid any ambiguity in measuring the response time (Fig. 7(b) ). If it were not the case, one would measure a delay d that does not correspond to the real response time as in Fig. 7(a) . Indeed, the first rising edge of Out5 may be due to the change in state of In1 during cycle #1 rather than cycle #2. ii) A logic analyzer: this tool is similar to an oscilloscope but better dedicated to logic signals. It is used to capture simultaneously input In1 and output Out5 and store them in its memory. This analyzer has an interesting advantage; instead of storing the amplitude of a digitalized signal at every sampling period, it stores only the dates when the logic signal state changes. This results in a much bigger storage capacity. iii) A computer: this computer is used for setting the parameters of both the wave generator and the logic analyzer. Also, it is used to process the acquired data into the analyzer memory and calculate the response times. All these operations were automated and executed via a program written in Python 1 code.
B. Example of response time measurement
In this sub-section we present an example of the NAS in Fig.  1 configuration and the corresponding response time measurement. PLC1 functions in cyclic mode and its Ethernet interface period is set up to 10ms. To generate parallel traffic, PLC2 polls module R5 every 5ms whereas the PC, that emulates a PLC, does it every 2ms. Both PLC2 and PC read 10 holding registers (memory words) in module R5. To emulate a PLC that communicates according to Modbus/TCP protocol in the PC, we utilized software called Modbus Poll 2 . So, about 10200 response times were evaluated for this fixed set of parameters. The histogram of Fig. 8 As can be seen in Fig. 8 , the maximal measured response time is 22.55ms. What about the evaluation using formula (1) ? To do that, we obviously need the values of the parameters involved in formula (1). They are either known from configuration or assessed theoretically or experimentally, according to the fixed settings of the example:
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So, one can check that the maximal bound of response time using formula (1) with these values is equal to 22.71ms. This value corresponds to about 0.7% overestimation of the measured one. This theoretic evaluation is therefore quite satisfactory since it overestimates the real bound on one hand and is enough accurate (a gap of only 0.7%) on the other hand. This result is indeed important but is only an example. It is not sufficient to validate the formula. So, several other configurations of the NAS were considered throughout the experimentation, as will be seen in the next section. In each case, about 10,200 response times were measured and processed. This single task takes about a half an hour. The total accumulated duration of data acquisition and processing was of about 40h for the whole investigation.
C. Formula vs. a series of measures
To validate objectively the formula, we carried out many measurements by changing the configuration of NAS. The followed procedure is as follows: for each measurement, we changed the traffic in the NAS in an appropriate way by targeting one parameter in formula (1) at a time. Then, we analyze if the impact of changing the traffic that way on response time is the one predicted by the formula.
One has to keep in mind that some of the parameters are directly tuned by the user (e.g T ETH ) whereas others are not. For instance, to change delay , we did not do it by just pushing a button. We rather changed the amount of traffic (throughput) in the network in an adequate pattern. More precisely, we loaded module R5 using different throughputs so as to increase or decrease delay . Indeed, more frequent requests sent to R5 means that the request from PLC1 is more likely to wait a longer time to be processed. 
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Fortunately, in targeting a delay in that way, the other delays are not strikingly affected since the delays experienced exclusively in the switches are not enough influent as we will see in sub-section 4. We obviously limited the throughputs to avoid saturating the buffers in the switches. One of the hypotheses we considered while we obtained our formula is indeed the absence of any packet loss. So, the parameters of formula are handled as follows: i) : tuned directly by the user 
1) Effect of changing the scanning period T ETH
The scanning periods of PLC2 and the PC remain unchanged (10ms) while the period of PLC1 varies from 10ms to 60ms. The results are depicted in Fig. 9 . Fig. 9 . Effect of varying the scanning period on the maximal response time.
As it can be seen in Fig. 9 , the variation of the maximal response time is almost linear. The maximal bound is always around twice the scanning period. This fits well formula (1) for two reasons:
-i) delays and are much smaller than .
So, the higher is , the smaller is the right hand-side of condition (C2). Number q remains therefore equal to one in all the cases. So, the maximal bound using (1) is almost equal to twice since delays and do not change considerably and they are much smaller than . -ii) the longer is the scanning period, the less crowded is the network and therefore the shorter is the delay . So, the previous conclusion about (C2) is reinforced and consequently .
RTT T 1 q = -Consequence: since networked automation systems are often not very crowded given the small amounts of exchanged data, one can suppose that: . So, a simple linear approximation of (1) can be expressed as:
The curve corresponding to this linear approximation is depicted in Fig. 9 (dashed line). We can notice that the measures are quite close to this curve and the approximation is acceptable. However, one has to take care when using (2) and be sure that the condition (C2) is verified for (by the way, check that ).
) Effect of loading module R1
Loading R1 is achieved by polling R1 with requests at different rates (throughputs) using a traffic generator called Iperf 3 . Contrary to Modbus Poll, it enables to generate packets of variable size with a much wider range of throughputs. In our tests, we used 1470Bytes UDP packets (maximal) and varied the throughput from 0 to 2000Kbps. The impact on the max response time is depicted in Fig. 10 . We can notice in Fig. 10 that the maximal response time remains almost unchanged around 22ms when changing the throughput from 0 Kbps to 1350Kbps. Then at 1400Kbps, the bound rises sharply to about 32ms. This phenomenon agrees with formula (1) and it can be explained as follows: When module R1 is polled at higher rates, the worst delay does not change strikingly (R5 load is not affected).
Also, the minimal delay does not change too. However, the more loaded module R1 is, the worse the delay is.
According to Formula (1), the increase of delay has no impact on the maximal response time as long as condition (C2) is respected with . So, the response time remains around twice . This situation corresponds to throughputs from 0Kbps to 1350Kbps. However, if goes past the threshold that keeps , then this number changes suddenly from 1 to 2 (since it is an integer number). This threshold corresponds to throughput 1400Kbps. So, according to formula (1), the maximal response time changes abruptly too, from around twice to three times (around 30ms), exactly as it can be noticed in Fig. 10 .
ETH T ETH T 3) Effect of loading event destination R5
We increased the rate of polling module R5 and measured its impact on the max response time. The results are depicted in Fig. 11 . Fig. 11 . Effect of loading R5.
As we can see in Fig. 11 , the maximal response time varies much more smoothly when varying the polling rate of R5 than the polling rate of R1. This fits the prediction of formula (1) too. Indeed, in increasing the load on R5, the maximal bound of delay varies almost proportionally but delay is not affected considerably. So, number q remains equal to 1 and therefore only term varies in (1) . So, formula (1) predicts a proportional variation too. As it can be seen, almost no effect is noticed on the maximal the response time. This is also expected from formula (1). The slight variation can be explained by a slight change in term due to the variation of amount of traffic in the switches. Given the relatively limited traffic with regard to the speed of the switches, no striking effect was expected. In this paper, we investigated the reactivity of networked automation systems. We first recalled a theoretic formula that provides the maximal bound of response time and subsequently checked its validity using experimentation. Several cases have been considered along with interesting results deduced. So, this investigation can be considered as a first step towards the use of this formula in real applications with enough confidence. For further studies, it would be interesting to look for the possibilities of extending the applicability of these results to other NAS, working according to other protocols (e.g. producer/consumer).
