Abstract
Introduction
Numerical simulations are an important tool in many scientific fields, and also in nuclear physics and elementary particle physics. In these fields QCD is the fundamental theory to describe dynamics of the elementary particles, i.e., quarks and gluons. See, for example Ref. [1] . Analytical studies are limited in their use, and computational studies have been more and more important [2] . Huge amount of computational resources, especially high performance CPU power, are required and many big projects of the lattice QCD, the QCD on the discretized space-time, are running in the world by many scientists of computational technical knowledge.
Numerical simulations are, however, a tool for each research, and not a purpose. Nevertheless, because the required computational resources are large, and one needs lots of knowledge about programming and numerical analysis, many groups in elementary-particle and nuclear physics hesitate to use lattice QCD, even when they have a good idea.
Recently a new CPU, Cell/B.E, was appeared as a novel multi-core architecture computational processor. Originally it was developed for a game machine, PS3, and later used for a super computer, Load-Runner, in Los Alamos National Laboratory, US. IBM also provides a blade server, QS20 for scientific calculations. It is upgraded to QS22. Boards with Cell/B.E. are also available.
These machines are much cheaper than super computers, from several hundred to several tenthousand dollars, but are of high performance, several hundred GFLOPS as peak. They may be bought by a university researcher or group. Therefore if we can build a user-friendly system of Cell/B.E. for lattice QCD, it is a very useful PSE (Problem Solving Environment) system for the QCD research. This opens a new era in which many elementary particle and nuclear physicists can employ lattice QCD numerical simulations as a research tool without special knowledge about numerical techniques and without a super computer.
Problem Solving Environment for Lattice QCD on Cell/B.E Shinji Motoki, Atsushi Nakamura, Koichi Hashimoto, Kiyoshi Mizumaru
Lattice QCD Tool Kit

Objective of LTKf90
We have been developing sets of QCD code in Fortran90 (LTKf90: Lattice Tool Kit in Fortran90), which are not intended to be libraries, but tool kits to write a program for studying the quark and gluon world [3] .
Our goal is not to write the fastest codes, but they run at reasonable speed on many machines from PC to super-computers. We have borrowed many ideas from other works [4] [5] [6] , and we hope the LKTf90 will be further improved/extended by contributions as an open software. The code is available at http://nio-mon.riise.hiroshima-u.ac.jp/~LTK/
Lattice QCD
Here we give a very brief description of the lattice QCD, whose knowledge is required in the following sections.
Dynamics of constituents of the matter, quarks and gluons, is controlled by quantum chromodynamics (QCD), where the quarks interact through the gluons. QCD is a similar theory to the quantum electrodynamics, where the electrons interact through the photons. However, there is an essential difference among them: QCD is described by a non-Abelian group SU(3), so-called color group, and it is believed that the theory has a remarkable feature, the confinement, i.e., the quarks and the gluons do not appear out of elementary particles. Very useful tool for the quantitative study of the phenomena is the treatment of a discretized Eucledian version of the theory (lattice QCD) by Monte Carlo simulation proposed by Wilson [7] . 
Program Structure
Program files are stores in seven directories, i.e., GAUGE, FERMION, HMC, MODULE, INCLUDE, LIBRARY and OTHERS.
The directory GAUGE includes programs for the gluon Monte Carlo simulation, the FERMION directory includes programs for the quark propagators and the HMC has programs for gluon-quark Monte Carlo simulation. These three directories have each Makefile, and one can compile and perform simulation in each directory. Fundamental parameters such as lattice size are described in a file in the directory INCLUDE.
Files in the directory LIBRARY are used and referred from GAUGE, FERMION and HMC. There are also two files in this directory which execute MPI parallelization for GAUGE and FERMION.
The directory MODULE includes module files. The module is a new and very important feature in Fortran90. This function makes Fortran90 an object-oriented programming language. It serves similar to Class in C++.
HMC (Hybrid Monte Carlo) is a standard simulation algorithm of QCD, and it employs not only files in the directory HMC, but also files in GAUGE and FERMION in addition to those in MODULE and LIBRARY.
A directory, OTHERS, includes a file for statistical analysis of Monte Carlo data, with which most elementary particle researchers are unfamiliar. 
Hot spots
The most time consuming part of the lattice QCD simulations is the quark propagator calculation, which is performed by a conjugate gradient type algorithm. Here main operation is very large sparse matrix times a vector.
If we drop the quark degrees of freedom, there are still many interesting research targets. In this case, the most time consuming part is complex matrix multiplications.
Cell/B.E.
In 2006, a game console PLAYSTATION3 (PS3) was released together with its processor, Cell/B.E. Its low cost and high numerical operation performance were widely recognized. Because of this extremely high operation performance, Cell/B.E. is also used for the technological calculation by industries. Machines for the scientific computations, QS20 and QS22 have been made by IBM. The peak performance of the floating point arithmetic reaches to 460GFLOPS (Single Precision) or 217GLOPS (Double Precision). For using the Cell/B.E. as a high-performance machine, some cares are necessary, because of its new features in architecture. In this section, we describe these special characteristics when it is used for LTKf90 code.
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Architecture
We show the structure of Cell/B.E. in figure 2 . The Cell/B.E. consists of eight operation system processor cores called Synergistic Processor Element (SPE) and one system instruction processor core called PowerPC Processor Element (PPE). It is a multi-core CPU that defines a family of heterogeneous processors.
Each processor is connected by a high-speed bus called Element Interconnect Bus (EIB). In addition, the EIB is connected to the main memory and I/O device, and each processor core performs data access via the EIB. It is necessary to forward a program and data to the LS from the main memory so that program is executed in the SPE. The SPE uses Direct Memory Access (DMA) transfer for data transmission. The DMA is used to forward data directly between the main memory and the LS (or, the main memory and I/O device). The DMA data transfer instructions are performed concurrently with the SPE program execution because Each SPE has Memory Flow controller (MFC) Figure 2 . Architecture of the Cell/B.E .
Feature of the Cell programming and Tuning Topics
The SPE has a Single Instruction Multiple Data (SIMD) reduced instruction set architecture. Some instructions operate on vectors of four 32bit single precision values concurrently, such as floating point multiplication. In the parallel calculation, data transmission often becomes the bottleneck, Cell/B.E. is not an exception. Thus improving efficiency of DMA transfer is a significant way of making cell programs run faster. One can use double (multi-) buffering techniques for improving the DMA transfer. In this technique, one prepares two sets of buffers, and replaces the buffers alternately for the DMA transfer and SPE calculation, because the DMA transfer and the SPE calculation can work independently. The SPE has 128 general registers of 128 bit, and using many registers makes it very effective to perform loop unrolling. This is important point to write an efficient cell program code. In addition, the SPE has the two instruction pipelines. Each SPE can issue and complete up to two instructions per cycle. The speedup can be achieved by considering it. The SPE has extremely high operation performance in floating point arithmetic when we employ the SIMD operation and the programming of the full use of multi-buffering. Higher operation performance may be achieved by utilizing a plurality of SPE effectively. On the other hand, the PPE has low operation performance in comparison with the SPE, and there are small numbers of registers. Therefore, the implementation, the PPE is heavily used, is not effective. When we use Cell/B.E, it is important to assign much operation to the SPE, in order to get high performance. In addition, much time is needed for generating thread of the SPE on the PPE. Therefore, it is desirable to recycle the thread many times and to generate a thread once.
Data Structure
When executing the DMA data transformation between the SPE and the main memory, a 128 Byte aligned data structure results in a most fast transfer. The maximum amount of data at one transfer is 16 Kbyte, and it is desirable for data to fit this restriction. We must think also a suitable data structure for the SIMD operation and these restrictions.
In this section, we consider 3 3  complex matrix called SU(3) matrix which appears frequently in the lattice QCD simulations, as an example. In the simulation, we must execute many matrix multiplications at once. In this example, we handle 573,440 matrix multiplications in single precision. We pack the matrices of 16KByte in a structure. In order to fit the algorithm done on the SPE, we separate the real and imaginary parts of a complex matrix, and pack 112 matrices. 
Effect of SIMDization
The SIMDization is an operation technique that can process plural data by one instruction. We show a calculation result of Scalar Operation and the SIMD Operation in Figure 3 . When we used only the PPE, it took 365.080039(msec) , but, it was 40.55844(msec) when we used SIMD(1SPE). Furthermore, when we used 16SPEs it took 10.13485(msec). The SIMD operation is very powerful techniques [8] [9] [10] [11] .
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Multi Buffering
In order to speed up an application, an efficient data transfer via the DMA is very important in many cases. Here, we use a technique called Double Buffering as technique to perform DMA transfer effectively, which gives rise to use the potential of the SPE efficiently. Figure 4 . The DMA transfer, lines in Figure4(right), the MFC(DMA) is performing independently the SPE instruction, but when we use single buffering, the SPE waits for completion of the DMA transfer. Therefore performance of the SPE is far from the maximum. Various methods to perform DMA transfer in which SPEs work efficiently are invented and the double buffering is one of such techniques. We start to transfer the input data in the first buffer (GET0:buffer0 in Fig.4 ) by DMA to the LS. When the data arrive, the SPE executes the matrix multiplication, without interruption, the MFC continues to send the next data in the second buffer (GET1:buffer1 in Fig.4 ). This transfer time overlaps with the matrix-multiplication calculation time. Thus part of the transfer time is "hidden". The MFC continues to send the next data in the first We show a calculation result of the single buffering and Double Buffering in Figure 5 . When we used single buffering (16SPEs), it took 10.13485 (msec), but, it was 9.124109 (msec) when we used double buffering (16SPEs). The SIMD improves the efficiency three to four times. On the other hand, the effect of the double buffering was around 10%.
Loop Unrolling and Software Pipelining
The SPE has large numbers of the registers. Therefore, loop unrolling results in an efficient code. Present compiler is not strong enough to use this feature. We must optimize code by hand. We develop a loop by manual operation, and it widens the code range where a compiler can optimize to use many registers. In addition, the dependency due to the register competition decreases, and one can conceal a stall. Furthermore the total road/store number in the loop decreases, and can conceal the access latency to the LS. These are important advantages. We should avoid the resister competition. For this purpose we must keep it in mind that a load from the LS to the register needs six cycles. It makes a high performance code to use no variable which is just used, or to rearrange the instruction of operations.
We show a calculation result of Loop Unrolling in Figure 6 . When we used 16 SPEs (the SIMD and Double Buffering) with the loop unrolling technique, it took 8.811943 (msec). This is equivalent to 13GFlops. This is about 12% speed up comparing with using the SIMD and Double Buffering calculation. Therefore, we finally achieve about 41 times speedup in comparison with the speed in the PPE simple substance (365.080039(msec), 0.31GFlops) by tuning of the calculation technique in the SPE. Results of the latest our tuning code achieve over 20GFlops. However, the investigation of the further bottleneck is necessary because this is still only 23% of theoretical peak speed. 
