Monotone operator theory and fixed point theory for nonexpansive mappings are central areas in modern nonlinear analysis and optimization. Although these areas are fairly well developed, almost all examples published are based on subdifferential operators, linear relations, or combinations thereof.
Introduction
Suppose that X is a real Hilbert space,
with inner product ·, · and induced norm · . Throughout, we assume that X = {0} and that e ∈ X and e ≤ 1.
Now define R e : X → X : x → x · e.
The mapping R e is nonexpansive and thus induces an associated firmly nonexpansive mapping T e as well as a maximally monotone operator A e .
The goal of this paper is to present fundamental properties of R e , T e , and A e . These operators are neither subdifferential operators nor linear relations; consequently, they provide a new testing ground for properties in monotone operator theory and fixed point theory.
The paper is organized as follows. In Section 2, we focus on R e , the induced firmly nonexpansive mapping T e and the maximally monotone operator A e . Duality and stronger notions of monotonicity are considered in Section 3. We conclude the paper in Section 4 with a discussion on the resolvent iteration and the resolvent average.
The notation employed is standard and follows, e.g., [2] . Finally, we assume the reader is familiar with basic monotone operator theory and fixed point theory, as can be found in e.g., [2] , [4] , [5] , [6] , [7] , [11] , [12] , [13] , [14] , [15] , [16] , or [17] .
R e , T e , and A e
We start by collecting some properties of R e . Item (i) of the following result states that R + · e is a nonexpansive retract of X, via R e . (See [9] for more on nonexpansive retracts.) Proposition 2.1. 
which shows that R e is Lipschitz continuous with constant e ; moreover,
It is clear that Fix R e ⊆ ran R e = R + e. If x ∈ R + · e, say x = ρe, where ρ ∈ R + , then R e x = x e = ρe e = ρ e e = e x. Hence
(i): In view of (4) and the assumption that e = 1, it is clear that R e is nonexpansive. From (6) we deduce that Fix R e = R + · e; thus, R e is a nonexpansive retract of R + · e.
(ii): Combine (4) with (6).
(iii): Set x = e −1 e + √ 3 f . Then x 2 = 1 + 3 = 4 and so R e x = x e = 2e. Now consider
We deduce that R e x = x e = y e = R e y = y e and thus R e is not sunny.
(iv): Combine (i) and (ii).
Proposition 2.1(iv) shows that
is firmly nonexpansive and hence the resolvent J A e = (Id +A e ) −1 of the maximally monotone operator
Our next task is to provide an explicit formula for A e . It turns out that A e behaves quite differently, depending on whether e = 1 or e < 1. 
Proof. Denote the right-hand side of (10) by B, i.e., set
· e, if e, x > 0;
Our job is to show that B = A e , and for that it suffices to show that gra B = gra A e = (T e x, x − T e x) x ∈ X by the Minty parametrization [10] . For convenience, we also write T instead of T e . First, let x ∈ X. We need to consider two cases.
−1 e ∈ Bx and y = x + u = 2x − x 2 e, x −1 e. Then
and
Hence 
We have shown that (x, u) = (Ty, y − Ty) ∈ gra A e as required.
Case 2: x = 0. Here we set u = ηe, where η ≤ 0, and again
Again, we have shown that (x, u) = (Ty, y − Ty) ∈ gra A e , as claimed.
Combining Case 1 and Case 2, we obtain the conclusion
Conversely, let y ∈ X. Set x = Ty = We now consider two conceivable alternatives. 
Proof. Denote the right-hand side of (19) by B, i.e., set
We also write
and observe that ρ(x) is the nonpositive root of the quadratic equation
Once again, our job is to show that B = A e , and for that it suffices to show that gra B = gra A e = (T e x, x − T e x) x ∈ X by the Minty parametrization [10] . For convenience, we also abbreviate T = T e and ρ = ρ(x).
First, let x ∈ X and set y = x + Bx = 2x + ρe. Then y 2 = 2x + ρe 2 = 4 x 2 + 4ρ x, e + ρ 2 e 2 = 4 x 2 + 4ρ x, e + ρ 2 ( e 2 − 1) + ρ 2 = 0 + ρ 2 = ρ 2 by (22); thus, y = |ρ| = −ρ. Hence
and so
It follows that (x, Bx) = (Ty, y − Ty) ∈ gra A e and thus gra B ⊆ gra A e .
Conversely, let y ∈ X, set x = Ty = 
The conclusion now follows by combining (25) with (28).
Duality and stronger notions of monotonicity
If A : X ⇒ X is maximally monotone, then its dual operator is A −1 , and the corresponding dual objects of the resolvent and reflected resolvent are Id −J A and −R A , respectively [3] . We now identify the dual objects, which have pleasant explicit formulae, as well as some other interesting properties.
Lemma 3.1. Recall that A e , T e , and R e are defined in (9), (8), and (3), respectively. Then the following hold:
(i) (duality) −R e = R −e , Id −T e = T −e , and (A e ) −1 = A −e .
(ii) (cone) (∀x ∈ X)(∀λ ∈ R ++ ) A e (λx) = λA e x. Consequently, gra A is a (nonconvex) cone. Strong monotonicity, paramonotonicity, cocoercivity, and 3 * monotonicity are perhaps the most important properties a maximally monotone operators can have. The following two results provide a complete characterization of these properties. Once again, the norm e plays a crucial role.
Proposition 3.2. Suppose that e = 1 and that X is not one-dimensional. Then the following hold:
(i) A e is not paramonotone. Consequently, A e is neither strictly nor strongly monotone. 
However, (x, Ay) ∈ gra A, hence A is not paramonotone.
(ii): Indeed, let α > 0, let f ∈ {e} ⊥ such that f = 1, set x = 2( f − e), set y = 0 and set z = 2α f . We also write T instead of T e for convenience. Now
Therefore, we conclude that 
On the other hand, using the triangle inequality and the reverse triangle inequality we have
Combining (30) and (31) yields
To show that the strong monotonicity constant is sharp we set (x, y) = (e, 0). Now 
Resolvent iteration and average
It is well known that the sequence ((T e ) n x 0 ) n∈N converges weakly to some point in Fix T e = zer A e ; however, more can be said in our setting: On the other hand, all iterates lie in span{e, x 0 }. Altogether, the convergence must be strong.
(ii)&(iii): Write x n = (T e ) n x 0 for every n ∈ N. The result is clear when e = 0 since then T e = 1 2 Id. Assume that e = 0 and that x 0 = 0, and let us work in "polar coordinates", i.e., pick f ∈ span{x 0 , e} ∩ {e} ⊥ such that f = 1 and write x n = x n (cos(θ n ) e + sin(θ n ) f ), where e = e/ e and θ n ∈ [0, π]. Then x n+1 2 / x n 2 = (1 + 2 cos(θ n ) e + e 2 )/4
and θ n → 0 + . Thus x n+1 2 / x n 2 → (1 + e 2 + 2 e )/4 = ((1 + e )/2) 2 and the result follows when e < 1. Now assume that e = 1. Then, by (34), x n+1 2 = x n 2 (1 + cos(θ n ))/2 = x n 2 cos 2 (θ n /2). Inductively, it follows that x n = x n cos(θ 0 /2 n )e + sin(θ 0 /2 n ) f (35a) = We conclude this paper with an observation on the resolvent average that follows readily from the definition. 
