Let X be a (repetitive) infinite connected simple graph with a finite upper bound ∆ on the vertex degrees. The main theorem states that X admits a (repetitive) limit aperiodic vertex coloring by ∆ colors. This refines a theorem for finite graphs proved by Collins and Trenk, and by Klavžar, Wong and Zhu, independently. It is also related to a theorem of Gao, Jackson and Seward stating that any countable group has a strongly aperiodic coloring by two colors, and to recent research on distinguishing number of graphs by Lehner, Pilśniak and Stawiski, and by Hüning et al. In our theorem, the number of colors is optimal for general graphs of bounded degree. We derive similar results for edge colorings, and for more general graphs, as well as a construction of limit aperiodic and repetitive tilings by finitely many prototiles. In a subsequent paper, this result is also used to improve the construction of compact foliated spaces with a prescribed leaf. X, denoted by deg X, is the supremum of its vertex degrees. Consider a (vertex) coloring φ : X → F (the set of colors F is usually assumed to be a subset of N). It is said that φ (or (X, φ)) is aperiodic or distinguishing if there is no nontrivial automorphism of (X, φ). The distinguishing number of X is D(X) = min{ n ∈ Z + | X has some aperiodic coloring by n colors } . [1] , and the calculation of D(X) (or bounds thereof) for many families of graphs has been the subject of much research in recent years (see e.g. [15, 16] ). This resulted in the following sharp estimate for finite graphs, where K n , K n,n and C n denote the complete graph on n vertices, the (n, n)-bipartite graph and the cyclic graph with n vertices, respectively. Theorem 1.1 , ). If X is a finite connected simple graph different from K n , K n,n , and C 5 (n ≥ 2), then D(X) ≤ deg X. If X is K n , K n,n or C 5 (n ≥ 2), then D(X) = deg X + 1.
Indeed, the original statement in [11] only gives strong aperiodicity, but then strong repetitivity follows immediately with the following short argument. The existence of a strongly aperiodic coloring on G means that G acts freely on some subshift X ⊂ {0, 1} G . Then there is a minimal subset Y ⊂ X, and any coloring in Y is strongly aperiodic and strongly repetitive.
Suppose from now on that G is finitely generated, and let S be a minimal set of generators such that all elements of S ∩ S −1 are of order two. Consider the (left-invariant) Cayley graph defined by S, also denoted by G, where the degree of every vertex is |S|. Up to isomorphisms, the only possible limit of the graph G is G. Thus F G is closed by taking limits of colors in the sense of Section 1.2. But, in this setting, it is natural to modify the definition of a limit of a coloring φ ∈ F G by using only graph isomorphisms between disks given by left translations of G. The "limits by left translations" obtained in this way are just the elements of G · φ, and the corresponding notion of "limit aperiodicity by left translations" means strong aperiodicity. Similarly, we can also define "repetitivity by left translations," which turns out to be strong repetitivity. By definition, limit aperiodicity is stronger than "limit aperiodicity by left translations" (strong aperiodicity), whereas repetitivity is weaker than "repetitivity by left translations" (strong repetitivity).
The Cayley graph of G induced by S is also equipped with a G-invariant edge coloring ψ 0 by colors in S, assigning to an edge between vertices a, b ∈ G the unique element s ∈ S satisfying as ±1 = b. Moreover, if the order of s is not 2, then the choice of ±1 in the above exponent defines an orientation of the edge. This defines a canonical partial G-invariant direction O 0 of G. The left translations are just the graph isomorphisms of G that preserve ψ 0 and O 0 . Consider the obvious extensions of the concepts of limit aperiodicity and repetitivity to triples (φ, ψ, O), where φ is a vertex coloring, ψ an edge coloring and O a partial direction. Then a coloring φ ∈ {0, 1} G is strongly aperiodic (respectively, strongly repetitive) if and only if (φ, ψ 0 , O 0 ) is limit aperiodic (respectively, repetitive). Thus, in this case, Theorem 1.3 can be restated by saying that G admits a coloring φ ∈ {0, 1} G such that (φ, ψ 0 , O 0 ) is limit aperiodic and repetitive. 1.4 . Main theorem. The distinguishing number can be refined as follows. The limit distinguishing number of X is D L (X) = inf{ n ∈ Z + | X has a limit aperiodic coloring by n colors } . When X is repetitive, its repetitive limit distinguishing number is D RL (X) = inf{ n ∈ Z + | X has a repetitive limit aperiodic coloring by n colors } .
It only makes sense to consider these concepts when X is infinite because, if X is finite, then limit aperiodicity means aperiodicity, and repetitivity always holds, obtaining D RL (X) = D L (X) = D(X). Our main result is the following estimate of D L (X) and D RL (X), which can be considered as a refined version of Theorem 1.1. Theorem 1.4. If X is an infinite connected simple graph, then D L (X) ≤ deg X. If moreover X is repetitive, then D RL (X) ≤ deg X.
With this generality, the estimates of Theorem 1.4 are sharp, as shown by the Cayley graph of Z (defined with the generating set {1}). For deg X ≥ 3, the estimates of Theorem 1.4 might not be optimal, according to Theorem 1.2. In this case, an obvious approach to get the optimal estimate would be to try to somehow incorporate the idea of the proof of Theorem 1.2 in [18] into our techniques. However this may be difficult because we divide X into finite pieces and work "locally", whereas they make essential use of an infinite geodesic ray. In any case, like in Theorem 1.2, it is obvious that the optimal estimates in Theorem 1.4 are at least deg X − 1 if deg X ≥ 3. Theorem 1.4 will be derived from Theorem 2.17, which is actually stronger in the following sense. The conditions of being limit aperiodic and repetitive can be restated quantitatively, involving some choice of constants. We prove that these constants can be taken to depend only on deg X and not on the particular choice of X, which does not follow from Theorem 1.4. The precise statement of this dependence can be found in Theorem 2.17. The same can be said for finite graphs, where the analogue of Theorem 2.17 would give a quantitative result stronger than Theorem 1.1.
In Theorem 1.4, the minimality does not follow directly from the limit aperiodicity, like in Theorem 1.3, because [X] may contain elements [Y, y] with Y ∼ = X.
In the case of a group G finitely generated by S (Section 1.3), Theorem 1.4 states that G has a repetitive limit aperiodic vertex coloring by |S| colors. Since the total number of colors of (φ, ψ 0 , O 0 ) is 2 + |S|, without taking into account the additional values of O 0 , it can be said that Theorem 1.4 somehow improves Theorem 1.3 in this case. 1.5 . An idea of the proof. We have to prove that, if deg X < ∞, then X has a limit aperiodic coloring φ by deg X colors, which is repetitive if X is repetitive.
First, we divide the graph X = X −1 into finite connected clusters of uniformly bounded size, such that their centers form a Delone set X 0 ⊂ X −1 . Moreover X 0 can be endowed with a connected graph structure with deg X 0 < ∞. On every cluster with center x ∈ X 0 , the method of the proof of Theorem 1.1 is used to construct a large enough amount of different colorings ψ i 0,x by deg X colors breaking its symmetry. Any assignment of such colorings, x → ψ i 0,x , is considered as a coloring, x → i, of X 0 . For these colorings of X 0 , we have enough avaliable colors to be able to proceed in the same way. Thus X 0 is divided into clusters, defining a graph X 1 ⊂ X 0 . The above type of colorings of X 0 are considered in the new clusters. Again, for every x ∈ X 1 , we can break the symmetry of the corresponding cluster with a large enough amount of different colors ψ i 1,x of the above kind. Any assignment of such colorings, x → ψ i 1,x , is considered a coloring, x → i, of X 1 . This process is continued indefinitely, producing a sequence of graphs X n , divided into clusters whose centers form X n+1 , and colorings ψ i n+1,x breaking the symmetry in the cluster of X n with center x ∈ X n+1 . We use these data for 0 ≤ n ≤ N to define a coloring φ N preventing isomorphisms between disks centered at points within a certain distance; namely, given any ε ∈ Z + , there is some N, δ ∈ Z + such that 0 < d(x, y) < ε =⇒ [D(x, δ), x, φ N ] = [D(y, δ), y, φ N ] (1.1) for all x, y ∈ X. By taking a subsequence if necessary, we can assume that the sequence φ N is eventually constant on finite sets, converging in this sense to a coloring φ. This coloring φ is limit aperiodic because it satisfies (1.1) . Indeed δ depends only on deg X and ε in (1.1), as stated in Theorem 2.17, the indicated refinement of Theorem 1.4.
The definition of every X n resembles very much the notion of a shallow minor of X n−1 at certain depth (see [19] and other references therein).
In the above process, there is a sequence of integers r n that provides a lower bound for the "radii" of the clusters in X n−1 . Two crucial quantities that one needs to control are the number of suitable aperiodic colorings on each cluster, which depends exponentially on the cardinality of the cluster, and the number of clusters that are close to each other (depending on ε n ), which is always lower than the maximum cardinality of a disk of radius O(r n ). If our graph has a uniform growth function, then we can choose r n large enough so that there are enough different colorings on each cluster compared to the number of neighbouring clusters. At first glance, a similar argument could not work if the growth of the graph is not uniform, since for any choice of r n there could be points x ∈ X n such that there are not enough colorings compared to the number of nearby clusters. However, the crucial observation is that, if there are many neighbouring clusters, then the disk of radius O(r n ) has large enough cardinality, and we can construct sufficiently many aperiodic colorings on a cluster containing the disk. This observation makes the argument more involved, since we need to divide every X n into two subsets, X ± n , and different definitions and estimates are used in each of them. Besides this difficulty, the proof becomes quite complex with the arguments about repetitivity. It may be interesting to focus in the limit aperiodicity at first reading, omitting the arguments about repetitivity (Section 4 and its further use).
For the sake of brevity, a preliminary part of the construction of X n , concerning repetitivity, is shown in the companion paper [2] ; actually, a version for Riemannian manifolds is proved there, and the case of graphs involves simpler arguments.
Despite its complexity, the proof only uses elementary tools, and it would be much simpler without achieving the optimal number of colors.
1.6. Applications. As first straightforward applications, we derive some versions of Theorem 1.4 for edge colorings and for more general graphs, and the existence of limit aperiodic and repetitive tilings. In the subsequent paper [2] , we will give a more involved application of Theorem 1.4 concerning the realization of manifolds as leaves of compact foliated spaces.
The inequality D L (Y ) ≤ deg Y is a direct consequence of Theorem 1.4 since D L (Y ) ≤ D L (Y ). The inequality D RL (Y ) ≤ deg Y follows with a small modification of the proof of Theorem 2.17. Namely, in Section 4, the sets Ω n must be defined using isometries between disks of Y induced by isomorphisms between subgraphs of Y . Then the isometries h n,x between disks of Y , constructed in Section 4, can be assumed to be induced by isomorphisms between subgraphs of Y . The rest of the proof can be obviously adapted.
For example, with the notation of Section 1.3, we can consider the Schreier graph Y defined by G, S and any subgroup H < G. It is a general graph whose vertex set is H\G, where the edges between vertices Ha and Hb are given by the elements s ∈ S with Has ±1 = Hb. By Corollary 1.6, Y has some limit aperiodic vertex coloring by deg Y colors. Note that deg Y ≤ |S|.
1.6.3. Limit aperiodic and repetitive tilings. Let us recall the general definition of tiling given in [7] (see also [10] ). We use the term n-complex for a connected topological space with a simplicial complex structure of dimension n. A set of prototiles T ≡ (T, F) consists of a finite collection T of compact metric n-complexes, called prototiles, and a collection F of subcomplexes of dimension < n, called faces, together with an opposition involution o : F → F. A tiling or tessellation α of a metric space X by T is a collection of isometries a λ : t λ ⊂ X → t ′ λ ∈ T, where every t λ is called a tile with faces defined via a λ , such that:
, then t λ and t λ ′ intersect along a face, f in t λ and o(f ) in t λ ′ ; and • there are no free faces of t λ . Similarly, we can define a set of colored prototiles by endowing T with a coloring φ, and a set of prototiles with colored faces by endowing F with a coloring ψ preserved by the opposition map. Then we get the corresponding definitions of (tile-) colored tiling by (T, φ) ≡ (T, F, φ) and face-colored tiling by (T, ψ) ≡ (T, F, ψ). These concepts can be also described by colorings of {t λ }, and colorings of the set of intersections t λ ∩ t λ ′ along faces. Like G * and G * (Section 1.2), the sets of tilings of X by T, colored tilings of X by (T, φ) and face-colored tilings of X by (T, ψ) can be endowed with topologies after choosing a distinguished point of X, and there are obvious versions of aperiodicity, limit aperiodicity and repetitivity for tilings, colored tilings and face-colored tilings, using isometries of the ambient metric spaces [6, 10, 20] . Like in the case of groups (Section 1.3), refined versions of these concepts can be given by using some subgroup of isometries, obtaining a weaker version of (limit) aperiodicity and a stronger version of repetitivity; for instance, if X is a Lie group, it is natural to use its left translations.
Every tiling α of X by T defines a connected undirected simple graph G whose vertices are the tiles of α, with an edge between two tiles if they meet along a face. Thus G is infinite just when X is not compact, and deg G is bounded by the maximum number of faces of the prototiles in T, which is bounded by |F|. Therefore the following is a direct consequence of Theorem 1.4 and Corollary 1.5. Corollary 1.7. Suppose that X is not compact, and let ∆ denote the maximum number of faces of the prototiles in T. Then any (repetitive) tiling of X by T has a (repetitive) limit aperiodic tile-coloring by ∆ colors, and a (repetitive) limit aperiodic face-coloring by 2(∆ − 1) colors.
Since the face-colorings can be geometrically realized by dovetailing the faces, we get the following. Corollary 1.8. With the notation and conditions of Corollary 1.7, if X has a (repetitive) tiling by T, then it has a (repetitive) limit aperiodic tiling by at most 2|T|∆(∆ − 1) prototiles.
For example, let M be any regular covering of a compact Riemannian n-manifold M , let Γ denote its group of deck transformations, and let t be a fundamental domain. Then the Γ-translates of t form a repetitive periodic tiling of M by the prototile t. Here, every face f of t corresponds to an element γ f ∈ Γ such that t ∩ γ f t = f . These elements γ f form a generating set S of Γ. By Corollary 1.8, it follows that M has a repetitive limit aperiodic tiling by at most 2|S|(|S| − 1) prototiles; in particular, every hyperbolic space H n has a repetitive limit aperiodic tiling by finitely many prototiles (cf. [7, 10] ).
With more generality, let Γ be a discrete group acting by isometries properly and cocompactly on a metric space X. For any fixed x ∈ X, the orbit Γx is a Delone set in X, and the corresponding Voronoi cells,
form a repetitive periodic tiling of X by one prototile (all tiles are isometric). Let ∆ denote the number of faces of these tiles. Then, by Corollary 1.7, X has a repetitive limit aperiodic tiling by at most 2∆(∆ − 1) prototiles (cf. [10] ).
In Corollaries 1.7 and 1.8, and in the previous examples, the number of colors or prototiles would be improved by the expected improvement of Corollary 1.5.
Preliminaries on graphs and colorings
Let us recall some basic definitions and elementary results about graphs and its metric properties. Short proofs are indicated for completeness.
2.1. Graphs. Let X ≡ (X, E) be an (undirected) simple graph (X and E are the sets of vertices and edges, respectively). The term "simple" refers to the existence of no loops and of at most one edge joining any pair of vertices. Thus we may also consider E as a symmetric relation on X where no point is related to itself. Recall that the degree (or valency) deg x of a vertex x is the number of edges connecting to x. The degree of X is deg X = sup x∈X deg x. For 1 n ∈ N, a path of length n from x to y in X is a sequence of n consecutive 2 edges joining x to y; in terms of their vertices, it can be considered as a sequence (z 0 , . . . , z n ), where z 0 = x, z n = y, and z i−1 Ez i for all i = 1, . . . , n. If any two vertices of X can be joined by a path, then X is called connected . The topological and geometric properties of X indeed refer to its geometric realization.
On any Y ⊂ X, we get the subgraph Y ≡ (Y, E| Y ). By Zorn's lemma, there are maximal connected subgraphs of X, called connected components, which form a partition of X. Any connected subgraph of X is contained in some connected component of X.
Let X ′ ≡ (X ′ , E ′ ) be another graph. Recall that any relation preserving bijection X → X ′ is called an isomorphism (of graphs). Given distinguished points, x 0 ∈ X and
) may be used in these cases. The term (pointed ) automorphism is used for a (pointed) isomorphism of a (pointed) graphs to itself. The group of automorphisms of X (respectively, (X, x 0 )) is denoted by Aut(X) (respectively, Aut(X, x 0 )).
Assume from now on that X is connected. Then the natural N-valued metric d on X is defined by declaring d(x, y) to be the minimum length of paths in X from x to y. The following property is easily verified: ∀x, y ∈ X, ∀m, n ∈ N, d(x, y) = m + n =⇒ ∃z ∈ X | d(x, z) = m, d(y, z) = n .
(2.1)
E and d are equivalent structures on X. Thus we may consider the connected graph X as the metric space (X, d), and an isomorphism between connected graphs as an isometry. A path (u 0 , . . . , u n ) in X is called a minimizing geodesic segment if d(u 0 , u n ) = n. By (2.1), there exists a minimizing geodesic segment joining any pair of vertices. Let us recall some basic metric concepts and properties for the particular case of the connected graph X. For x ∈ X and r ∈ N, let S(x, r) = { y ∈ X | d(x, y) = r } and D(x, r) = { y ∈ X | d(x, y) ≤ r } (the sphere and disk of center x and radius r). For another integer s ≥ r ≥ 0, the set C(x, r, s) = D(x, s) \ D(x, r) is called a corona. For Q ⊂ X, its closed penumbra 3 of radius r is CPen(Q, r) = { y ∈ X | d(Q, y) ≤ r }; in particular, CPen(D(x, r), t) = D(x, r + t) for r, t ∈ N by (2.1). We may add X as a subindex to all of this notation if necessary. Observe that D(x, r) is connected. More generally, CPen(Q, r) is connected if Q is connected. Note also that |S(x, 0)| = 1 and |S(x,
On the other hand, Q is said to be (C-) relatively dense 4 in X if there is some C > 0 such that CPen(Q, C) = X. A separated relatively dense subset is called a Delone subset.
Proof. Apply Lemma 2.10 to the expressions 5 D(x, r) = · r i=0 S(x, i) and C(x, r, s) = · s i=r+1 S(x, i). Now suppose also that ∆ := deg X < ∞. Since X is connected, it is a singleton if ∆ = 0, and it has two vertices if ∆ = 1. Thus assume ∆ ≥ 2.
Proof. The vertex x is adjacent with at most ∆ vertices, which form S(x, 1). For all r ∈ Z + , any y ∈ S(x, r) is adjacent with at least one vertex in S(x, r − 1) by (2.1), and therefore y is adjacent to at most ∆ − 1 vertices in S(x, r + 1). Then the inequality |S(x, r)| ≤ ∆(∆ − 1) r−1 follows easily by induction on r. Corollary 2.13. Let x ∈ X and r ∈ Z + . Then
Proof. Applying Lemma 2.12 to the disjoint union D(x, r) = · r i=0 S(x, i), we get |D(x, r)| ≤ 1 + 2r if ∆ = 2, and
Proof. We have X ⊂ a∈A D(a, K − 1), yielding |X| ≤ a∈A |D(a, K − 1)|. By Corollary 2.13, for a ∈ A,
Colorings.
A coloring of a set X (by a set F "of colors") is a map φ : X → F . The pair (X, φ) is called a colored set . The sets of colors F will usually be a finite initial segmen 6 of N, denoted by [M ] = {0, . . . , M −1} for some M ∈ N. Let X be a simple graph. A coloring of its vertex set, φ : X → F , is called a (vertex ) coloring of X, and (X, φ) is called a colored graph. If x 0 ∈ Y ⊂ X, then the simplified notation (Y, φ) = (Y, φ| Y ) will be used. The following concepts for colored graphs are the obvious extensions of their graph versions: (pointed ) isomorphisms, denoted by f : (X, φ) → (X ′ , φ ′ ) and f : (X, x 0 , φ) → (X ′ , x ′ 0 , φ ′ ), isomorphic (pointed) colored graphs, denoted by (X, φ) ∼ = (X ′ , φ ′ ) and (X, x 0 , φ) ∼ = (X ′ , x ′ 0 , φ ′ ), and automorphism groups of (pointed) colored graphs, denoted by Aut(X, φ) and Aut(X, x 0 , φ).
Consider only colorings by F . Let G * be the set 7 of isomorphism classes, [X, x, φ], of pointed connected colored graphs, (X, x, φ), whose vertices have finite degree. For each R ∈ Z + , let
These sets form a base of entourages of a uniformity on G * , which is easily seen to be complete. Moreover this uniformity is metrizable because this base is countable.
Note that the degree map deg :
, are continuous (the target spaces being discrete). Suppose that F is countable. Then G * is separable because the elements [X, x, φ], where X is finite, form a countable dense subset. Thus G * becomes a Polish space.
For any connected simple colored graph (X, φ), there is a canonical mapι X,φ : Proof. The "if" part follows using that, if deg X, | im φ| < ∞, then, for each R ∈ Z + , the pointed colored disks (D X (x, R), x, φ) (x ∈ X) represent finitely many pointed isomorphism classes [D X (x, R), x, φ]. The "only if" part follows using the continuity of deg : G * → Z + and ev :
. If X is finite, aperiodicity is equivalent to its limit aperiodicity, and an aperiodic coloring of X by finitely many colors can be easily given. If X is infinite, limit aperiodic colorings by finite finitely many colors are much more difficult to construct. The following lemma will be useful for that purpose. Lemma 2.16. (X, φ) is limit aperiodic if and only if, for all sequences, x i , y i in X and R i , S i ↑ ∞ in Z + , and pointed isomorphisms,
is commutative, we have that, either
Proof. This follows easily from the definition of the topology of G * . On the other hand, (X, φ) (or φ) is called repetitive if there is some point p ∈ X and a sequence R i ↑ ∞ in Z + such that the sets
} are relatively dense in X. This property is clearly independent of the choice of p. If (X, φ) is repetitive, then [X, φ] is minimal, and the reciprocal also holds when [X, φ] is compact [2, Section 2.6].
Removing the colorings from the notation, we get the Polish space G * of isomorphism classes of pointed connected graphs. In this way, we get canonical maps ι X : X → G * for connected graphs X, defining a canonical partition of G * . Then it is said that X is aperiodic if ι X is injective, X is limit aperiodic if Y is aperiodic for all [Y, y] ∈ [X], and X is repetitive if [X] is a minimal set of the canonical partition. Observe also that the forgetful map G * → G * is continuous. By Lemma 2.9, the space G * is a subspace of the Gromov space M * of isometry classes of pointed proper metric spaces [12] , [13, Chapter 3] . The obvious versions of Lemma 2.16 and Proposition 2.15 in this setting follow by considering a constant coloring.
2.3.
A refinement of the main theorem. We will derive Theorem 1.4 from the following finitary version. Theorem 2.17. Let X be a connected infinite simple graph with ∆ := deg X < ∞. Then the following properties hold for any sequence ε n ↑ ∞ in Z + :
(i) There are:
• a sequence δ n in Z + , with every δ n depending only on ∆, ε m for m ≤ n, and δ m for m < n; and • a sequence of colorings φ N of X by ∆ colors, with every φ N depending on ε m for m ≤ N ; such that, for all x, y ∈ X, N ∈ N and 0 ≤ n ≤ N ,
(ii) Suppose that, for some p ∈ X and some sequence r n ↑ ∞ and ω i in Z + , with every r n large enough depending on ∆ and ε m for m ≤ n, the sets
are ω n -relatively dense in X. Then there are:
• a sequence r n ↑ ∞ in Z + , with every r n depending on ∆, ε m and ω m for m ≤ n, and r m for m < n; • a sequence α n in Z + , with every α n depending on ∆, ε m and ω m for m ≤ n, and r m and α m for m < n; and • a sequence of colorings φ N by ∆ colors, with every φ N depending on ε m and r m for m ≤ N ; such that φ N satisfies (i) with some sequence δ n , and the sets
As indicated in Section 1.4, Theorem 2.17 is stronger than Theorem 1.4 because δ n , r n and α n are independent of the choice of X satisfying the hypothesis.
In Theorem 2.17, the assumption that X is infinite can be disposed of. The same ideas work with minor tweaks when X is a finite graph large enough depending on deg X, refining also Theorem 1.1. Since the proof is already quite involved, we leave the details to the interested reader.
Let us derive Theorem 1.4 from Theorem 2.17. Let X be a graph and ε n be an increasing sequence of positive integers satisfying the conditions of Theorem 2.17. Then this result gives a sequence of colorings φ N . The set of colorings of X by ∆ colors is endowed with the topology of convergence over finite subsets of X. Since the set [∆] of colors is finite, we can suppose that the sequence of colorings φ N converges to some coloring φ, possibly after passing to a subsequence. This means that, on any finite A ⊂ X, the colorings φ and φ N coincide for N large enough. Let us prove that φ is a limit aperiodic coloring.
Assume by absurdity that there are some n ∈ N and x, y ∈ X so that 0 < d(x, y) < ε n and [D(x, δ n ),
and [D(y, δ n ), y, φ] = [D(y, δ n ), y, φ N ], contradicting Theorem 2.17 (i). Therefore φ satisfies Theorem 2.17 (i), with the same choice of sequence δ n . The fact that φ is limit aperiodic follows now from Lemma 2.16.
Suppose that, additionally, the family φ N satisfies the conditions of Theorem 2.17 (ii), with a distinguished point p. Let us show that φ is repetitive. For any n ≤ N and x ∈ X, there is some y ∈ X such that d(x, y) ≤ α n and [D(y, n i=0 r i ), y, φ N ] = [D(p, n i=0 r i ), p, φ N ]. Assume by absurdity that there are some n ∈ N and x ∈ X such that [D(y, n i=0 r i ), y, φ] = [D(p, n i=0 r i ), p, φ] for all y ∈ D(x, α n ). By the convergence of φ N , we have that φ and φ N coincide over D(p, n i=0 r i ) and D(y, n i=0 r i ) for every y ∈ D(x, α n ) and N large enough, contradicting Theorem 2.17 (ii). Therefore the sets
} are α n -relatively dense in X. So φ satisfies Theorem 2.17 (ii), with the same choice of sequence α n , and the result follows by the definition of repetitiveness.
The rest of the paper is devoted to prove Theorem 2.17.
Constants
In order to prove our result, we need to define quantities depending on the sequences appearing in the statement of Theorem 2.17 that will function as a priori upper bounds for parameters that arise in the definition of φ. They depend on each other in non-trivial ways, so their definitions are quite involved, which makes this section rather technical.
Let X be a graph satisfying the conditions of Theorem 2.17, and let ε n be an increasing sequence of positive integers. By induction on n ∈ N, we are going to define sequences of positive integers, s n ,r n ,r ± n , r n andr ± n , and sequences of functions,η n , R ± n , l n , K n , K n : N → N and L n , Γ ± n , ∆ n : N n+1 → N. First, set s 0 = 27 + ε 0 , ∆ −1 = deg X = ∆ .
(3.1)
The notation deg X, ∆ and ∆ −1 will be used indistinctly, depending on convenience.
where we use the notation exp 2 (r) = 2 r for r ∈ R. The numberη 0 (a) will represent an a priori lower bound on the number of different (up to pointed graph isomorphism) rigid colorings that we can use on every cluster of "radius" a in X (see Section 1.5). Letr 0 be the smallest positive integer such that
Note that this is well-defined since there is a double exponential in the left-hand side of the inequality, whereas there is a single exponential on the right-hand side. Observe also that (3.2) and (3.3) yield
From (3.3) and the fact thatη 0 is an increasing function we get
Define the remaining functions for n = 0 as follows:
Now, given n > 0, suppose that we have defined the desired constants and functions for integers 0 ≤ m < n. Using the notationr n−1 = (r 0 , . . . ,r n−1 ), define
Then letr n be the smallest positive integer so that η n η n (r n ) − 6 > 4(∆ n−1 (r n−1 ) − 1)r n s 2 n (3sn+1) + 6 2 .
(3.10) This is well-defined like in the case ofr 0 . Letr n =r n (3s n + 1) .
(3.11) From (3.3), (3.10) and the fact thatη n is an increasing function, we get
For n ∈ N, using the notation a n = (a 0 , . . . , a n ) and a n−1 = (a 0 , . . . , a n−1 ), let
∆ n (a n ) = 4 (∆ n−1 (a n−1 ) − 1)
Note that R − n is independent of n, it is only included for the sake of notational consistency. Also, by a simple induction argument, we get, for l = 0, . . . , N ,
Lemma 3.1. Let n ∈ N, and let a = (a 0 , . . . , a n ) be an (n + 1)-tuple such that, for 0 ≤ m ≤ n, we have a m ≤r m . Then a n s n ≥ 2Γ − n (a n ) + ε n , a n s 2 n ≥ 2Γ + n (a n ) + ε n . Proof. By definition of s n , we have a n s n = a n (10L n−1 (r n−1 ) + 2Γ + n−1 (r n−1 ) + ε n ) > 10a n L n−1 (r n−1 ) + 2Γ + n−1 (r n−1 ) + ε n . On the other hand, using (3.13) and the fact that L n−1 and Γ ± n−1 are monotone increasing functions on every coordinate, we have Γ ± n (a n ) ≤ R ± n (a n ) · L n−1 (r n−1 ) + Γ + n−1 (r n−1 ) . Then the proof follows by showing that 10a n > 2R − n (a n ) and 10a n s n > 2R + n (a n ), which is an easy consequence of the definitions.
Let K −1 = K −1 ≡ K −1 = K −1 = 0, and continue defining K n and K n by induction on n ∈ N as follows:
K n (a n ) = K n−1 (a n−1 ) + L n (a n )(a n s 2 n + a n (2s n + 1)) ,
Finally, for all n ∈ N, letr − n =r n ,r + n = s nrn ,r − n =r n ,r + n = s nrn .
Construction of X n
This section is devoted to the construction of subsets X n ⊂ X, which will be used later to achieve the repetitiveness of φ under the assumptions of Theorem 2.17 (ii). Most of the steps will be direct applications of the results from [2, Sections 3 and 4].
Suppose that X satisfies the hypothesis of Theorem 2.17 (ii) throughout this section. Then we fix a distinguished point p ∈ X, and there are sequences r n ↑ ∞ and ω n in Z + , with every r n large enough depending on ∆ and ε m for m ≤ n, so that every set
is ω n -relatively dense in X. Thus there is a pointed isometry f n,x : (D(p, r n ), p) → (D(x, r n ), x) for every x ∈ Ω n .
By taking a subsequence of r n if needed, we can assume that there are other sequences s n , t n ↑ ∞ in Z + such that, taking
in addition to the following conditions for some sequence
For n ∈ N, let X n n = {p} and h n n,p = id D(x,rn) . In Proposition 4.1 we will continue defining subsets X m n ⊂ X for 0 ≤ n < m, and pointed isometries h m n,z : (D(p, r n ), p) → (D(z, r n ), z) for z ∈ X m n . We will use the following notation:
, and let ≤ denote its reflexive closure. This is actually a partial order relation [2, Section 4]. Let P m n denote the subset of maximal elements of P m n . For every (l, z)
Proposition 4.1 (See [2, Proposition 4.1 and Remark 6]). For integers 0 ≤ n < m, there is a set X m n ⊂ X and a pointed isometry h m n,z : (D(p, r n ), p) → (D(z, r n ), z) for every z ∈ X m n satisfying the following properties:
). For n ∈ N, let n n be the trivial order relation on X n n = {p}. Proposition 4.2. For integers 0 ≤ n < m, there is an order 8 relation m n on X m n such that: (i) p is the least element of (X m n , m n ); (ii) for x, y ∈ X m n , if c m n (x) < c m n (y), then 9 x ≺ m n y; and, (iii) for any (l, z) ∈ P m n , the map h m l,z : (X l n , l n ) → (X m n ∩ D(z, r l ), m n ) is order preserving. Proof. We proceed by induction on m. Let n+1 n be an arbitrary ordering of X n+1 n whose least element is p. For m = n + 1, we have c m n (x) = m for every x ∈ X m n if P m n = ∅. Thus (ii) and (iii) are trivially satisfied in this case.
Suppose now that we have defined l k when either l > n, or l = n and k < m. Let m n be an arbitrary ordering of D(p, r m ) \ (l,z)∈P m n D(z, r l ). Then we define m n using several cases as follows: It can be easily checked that this is indeed an order relation, and it is obvious that it satisfies (i) and (ii). Let us prove that it also satisfies (iii). Suppose first that (l, z) ∈ P m n . For any x, y ∈ D(z, r l ), we have c m n (x) = c m n (y) = l and p m n (x) = p m n (y) = z, and therefore h m l,z is order preserving by (b). Suppose now that (l, z) ∈ P m n \ P m n . Let (l ′ , z ′ ) ∈ P m n be the unique maximal element such that (l, z) < (l ′ , z ′ ) and let z ′′ = (h m l ′ ,z ′ ) −1 (z). By the induction hypothesis, the map h m l,z ′′ :
In order relations, it is assumed that any pair of elements is comparable. Otherwise we use the term partial order relation. 9 This means that x m n y and x = y. Similar notation is used with other order relations.
is order preserving, and
is also order preserving.
Define
Let < be the binary relation on P n defined by declaring (m,
, and let ≤ be the reflexive closure of <.
Consider the choice of r n , s n and t n given at the beginning of the present section. For n ∈ N, the following properties hold:
(vi) We have p ∈ X n and h n,p = id D(p,rn) .
Remark 2. Suppose that we replace the family Ω n with arbitrary, relatively dense, proper subsets
and, for every x ∈ Ω n , we choose a pointed isometry f n,x : (D(x, r n ), p) → (D(x, r n ), p). Then, according to [2, Remark 4], we may assume that X n ⊂ Ω n and every map h n,x is a composition of the form f nm,xm · · · f n1,x1 . Note that the constants ω n may change with this assumption.
Proposition 4.4 (See [2, Proposition 4.3 and Remark 6]). The subset X n is relatively dense in X, and the implied constant depends only on ∆, ε m , and ω m for m ≤ n, and r m for m < n.
By Propositions 4.1 (vi) and 4.2 (iii), the order relations m n , m ≥ n, define an order relation n on X n . The following is a consequence of Proposition 4.2.
Proposition 4.5. For n ∈ N, the following properties hold:
(4.5)
We can define on both of these sets the relation < by declaring (l, z)
The induced reflexive closures ≤ are partial order relations. Let P m −1 denote the subset of maximal elements
In this section we define a sequence of nested subsets X n ⊂ X that will constitute the centers of the clusters used in the construction of the colorings φ N , as explained in Section 1.5. This will be used to prove Theorem 2.17 in full generality. So we assume that X satisfies the hypothesis of Theorem 2.17 (ii). If X only satisfies the hypothesis of Theorem 2.17 (i), the same proof applies to Theorem 2.17 (i) by taking X n = ∅, and therefore omitting the use of the sets P n , numbers r n , and maps h m n,z and h n,x ; a choice of basepoint p is still needed, however.
For notational convenience, let
By induction on n ∈ N, we will continue defining constants r n , subsets X n ⊂ X containing p and X n , and a connected graph structure E n on every X n with induced metric d n . The subindex "n" will be added to the notation of disks, spheres, closed penumbras and coronas in (X n , d n ). With this notation, let η n : N → Q be given by
Given n ∈ N, suppose that the graphs (X m , E m ) and constants r m have been defined for integers −1 ≤ m < n. Then let r n be defined as follows:
(A) If there is some x ∈ D n−1 (p,r n (2s n + 1)) such that
then let r n =r n (see (3.11) ). Note that p ∈ X n−1 . (B) Otherwise, let r n =r n (see (3. 3) and (3.10)). Observe that r 0 > 2 11 (5.3) by (3.4), (3.5), (A) and (B). Moreover, let ∆ n = ∆ n (r 0 , . . . , r n ) , L n = L n (r 0 , . . . , r n ) , Γ ± n = Γ ± n (r 0 , . . . , r n ) , K n = K n (r 0 , . . . , r n ) , K n = K n (r 0 , . . . , r n ) , R ± n = R ± (r n ) , l n = l n (r n ) .
All functions in (5.4) are monotone increasing on every coordinate (see Section 3). So, using the notation r n = (r 0 , . . . ,r n ), we get
From (3.14), (4.1) and (5.4), it follows that
for m = 0, . . . , n. Finally, let r − n = r n , r + n = r n s n . (5.7) By (3.7), (3.13), (5.4) and (5.7), we have
For n ∈ N, there are disjoint subsets X + n , X − n ⊂ X and a graph structure E n on X n := X − n ∪ · X + n such that the following properties are satisfied:
Remark 3. Note that K n < t n , r n by (4.1), (4.3) and the fact thatr n > r n . This and the inequality K n > K n yield r m − K n , r m − K n > 0 in (ii) and (viii).
Remark 4. In accordance with the discussion at the beginning of the section, to prove Theorem 2.17, if X does not satisfy the hypothesis of Theorem 2.17 (ii), items (ii) and (viii) must be omitted, and only the inclusion "X n ⊂ X n−1 " must be considered in (i).
The rest of this section is devoted to prove Proposition 5.1. We proceed by induction on n. The following lemma follows from Proposition 4.3, (5.1) and (4.5). The items are irregularly numbered so that there is an obvious correspondence with those of Proposition 5.1.
Lemma 5.2. The following properties hold:
This lemma can be considered the extension to n = −1 of properties (i), (ii) and (iv)-(viii) of Proposition 5.1. In this way, we include the case n = 0 in the induction step. Thus suppose that, given n ≥ 0, we have already defined X m , E m , d m and r m for m < n, satisfying all required properties. When we invoke the induction hypothesis with some item, say e.g. (i), it will refer to Lemma 5.2 (i') if n = 0, and to Proposition 5.1 (i) if n > 0. By (5.5), we have ∆ n−1 ≤ ∆ n−1 (r n−1 ). From this inequality and the definitions of η n and η n in (3.9) and (5.2), we obtain, for a ∈ N, η n (a) ≥ η n (a) . (5.9) Letĉ n : X n−1 → {n, n + 1, . . . } be defined bŷ c n (x) = min{ l ≥ n | ∃y ∈ X l so that (l, y) ∈ P n−1 and x ∈ D −1 (y, r l − K n−1 ) } .
(5.10)
This map is well-defined because r l → ∞ as l → ∞ by (4.1) and (4.3). By Proposition 4.3 (i), for each
For all x, y ∈ Y m n , we have x < m n y if one of the following conditions holds: (I)ĉ n (x) <ĉ n (y); (II)ĉ n (x) =ĉ n (y) and d −1 (p n (x), p) < d −1 (p n (y), p); or (III)ĉ n (x) =ĉ n (y),p n (x) =p n (y) and d −1 (x,p n (x)) < d −1 (y,p n (x)).
Proof. We proceed by induction on m. Let Y n n be any maximal 2r n -separated subset of the metric space (D −1 (p, r n − K n−1 ) ∩ X n−1 , d n−1 ) containing p. Let ≤ n n be any order relation on Y n n such that, if d −1 (x, p) < d −1 (y, p), then x < n n y. Sinceĉ n (x) = n andp n (x) = p for all x ∈ Y n n , this relation satisfies the properties of the statement for m = n.
Suppose that we have defined Y l n and ≤ l n for n ≤ l < m, satisfying the stated properties. Let
By the induction hypothesis with (viii), for every (l, z) ∈ P m n−1 , the set h l,z (Y l n ) = h m l,z (Y l n ) is contained in X n−1 and is 2r n -separated with respect to d n−1 . Arguing like in the proof of Proposition 4.1 (i), we get that Y m n is a maximal 2r n -separated subset of
with respect to d n−1 , containing p. Now let Y m n be any maximal 2r n -separated subset of the metric space Lemma 5.4. The ordered sets (Y n , ≤ n ) satisfy the following properties:
(a) Y n is a maximal 2r n -separated subset of (X n−1 , d n−1 ) containing p, and therefore it is 2r n -relatively dense in (X n−1 , d n−1 ). (b) For any (l, z) ∈ P n−1 , we have h l,z (Y l n ) = Y n ∩ D −1 (z, r l − K n−1 ), and the map
(c) For all x, y ∈ Y n , we have x < n y if one of the following conditions holds:
(I)ĉ n (x) <ĉ n (y); (II)ĉ n (x) =ĉ n (y) and d −1 (p n (x), p) < d −1 (p n (y), p); or (III)ĉ n (x) =ĉ n (y),p n (x) =p n (y) and d −1 (x,p n (x)) < d −1 (y,p n (x)).
Proof. Properties (a)-(c) follow from Lemma 5.3 (a)-(c) and the definition of (Y n , ≤ n ). So let us prove (d). By (I), it is enough to prove that, for each m ≥ n, the ordered subset (Y n ∩ĉ −1 n (m), ≤ n ) is well-ordered.
, p) ≤ l } are finite, and therefore well-ordered with ≤ n . It easily follows that Y n ∩ĉ −1 n (m) is well-ordered, completing the proof of (d).
Remark 5. Note that {n} × X n ⊂ P n−1 by definition. By Lemma 5.4 (a),(b), for any x ∈ X n , we have
Remark 6. For any x ∈ D −1 (p, r m − K n−1 ), we haveĉ n (x) = n andp n (x) = p by definition. So, by (II), D −1 (p, r m − K n−1 ) is an initial segment of Y n . Therefore p is the least element of Y n by (III).
Let now
. Proof. By the induction hypothesis with Proposition 5.1 (vi), we have
Then |D n−1 (y, r n s i n )| = |D n−1 (h l,z (y), r n s i n )| for i = 1, 2 since h l,z is an s n R + n -short scale isometry on (D −1 (p, r l − K n−1 ), d n−1 ). Using that (Y n , ≤ n ) is a well-ordered set (Lemma 5.4 (d)), let X + n ⊂ Y + n be inductively defined as follows: • If y 0 is the least element of (Y + n , ≤ n ), then y 0 ∈ X + n . • For all y ∈ Y + n such that y > n y 0 , we have y ∈ X + n if and only if d n−1 (y, y ′ ) > 2r n s n for all y ′ ∈ X + n with y ′ < n y.
Remark 7. Observe that X + n is (2r n s n + 1)-separated and 2r n s n -relatively dense in (Y + n , d n−1 ). Remark 8. Note that Lemma 5.4 (b) yields Y l n = Y n ∩ D −1 (p, r l − K n−1 ) because h l,p = id by Proposition 4.3 (vi).
Lemma 5.7. For all z ∈ X n and y ∈ Y n ∩ D −1 (p, r n − K n−1 − L n−1 r n s 2 n ), we have y ∈ X + n if and only if h n,z (y) ∈ X + n . Proof. By Lemma 5.6, it is enough to prove the statement for points y ∈ Y + n . We proceed by induction on the elements of Y + n ∩ D −1 (p, r n − K n−1 − L n−1 r n s 2 n ) using ≤ n . Let y 1 be the least element of Y + n ∩ D −1 (p, r n − K n−1 − L n−1 r n s 2 n ). We first show that y 1 , h n,z (y 1 ) ∈ X + n , establishing the desired property for y 1 .
By absurdity, suppose that y 1 / ∈ X + n . This means that y 1 > n y 0 and there is some u ∈ X + n such that u < n y 1 and d n−1 (y 1 , u) ≤ 2r n s n . Since s n > 2 by (3.1) and (3.8), it follows from Lemma 5.5 that u ∈ D −1 (p, r n − K n−1 ). Thenĉ n (y 1 ) =ĉ n (u) = n andp n (y 1 ) =p n (u) = p. Lemma 5.4 (III) and the assumption that u < n y 1 yield d −1 (p, u) ≤ d −1 (p, y 1 ). So, in fact, u ∈ D −1 (p, r n − K n−1 − L n−1 r n s 2 n ), contradicting the hypothesis that y 1 is the least element of D −1 (p, r n − K n−1 − L n−1 r n s 2 n ). This shows that y 1 ∈ X + n . By Lemma 5.4 (b) and Remark 8, the map h n,z preserves ≤ n over D −1 (p, r n − K n−1 ). So, using the same argument, we get h n,z (y 1 ) ∈ X + n . Now, given y ∈ Y + n ∩ D −1 (p, r n − K n−1 − L n−1 r n s 2 n ) so that y 1 < n y, suppose that the result is true for all y ′ ∈ Y + n ∩ D −1 (p, r n − K n−1 − L n−1 r n s 2 n ) with y ′ < n y. By definition, we have y / ∈ X + n if and only if there is some u ∈ X + n such that u < n y and d n−1 (u, p) ≤ 2r n s n . Using the same argument as before, we obtain that, necessarily, u ∈ D −1 (p, r n − K n−1 − L n−1 r n s 2 n ). By the induction hypothesis, we have h n,z (u) ∈ X + n . Then y / ∈ X + n if and only if there is some u ∈ D −1 (r n − K n−1 ) with h n,z (u) ∈ X + n and d n−1 (h n,z (u), h n,z (y)) ≤ 2r n s n . But, by the induction hypothesis with (viii), we have d n−1 (h n,z (u), h n,z (y)) = d n−1 (u, y) ≤ 2r n s n . So y ∈ X + n if and only if h n,z (y) ∈ X + n , as desired. Proposition 5.8. For all (l, z) ∈ P n−1 and y ∈ Y n ∩ D −1 (p, r l − K n−1 − L n−1 r n s 2 n ), we have y ∈ X + n if and only if h l,z (y) ∈ X + n . Proof. We proceed by induction on l ≥ n. The case l = n is precisely the statement of Lemma 5.7. Therefore take any l > n and suppose that the result is true for n ≤ l ′ < l.
By Lemma 5.6, it is enough to prove the statement for points y ∈ Y + n . We proceed by induction on the elements of Y + n ∩ D −1 (p, r l − K n−1 − L n−1 r n s 2 n ) using ≤ n . Let y 1 be the least element of Y + n ∩ D −1 (p, r l − K n−1 − L n−1 r n s 2 n ). We will prove that y 1 / ∈ X + n if and only if h l,z (y 1 ) / ∈ X + n , establishing the desired property for y 1 .
The condition y 1 / ∈ X + n means that y 1 > n y 0 and there is some u ∈ X + n such that u < n y 1 and d n−1 (y 1 , u) ≤ 2r n s n . Since s n > 2 by (3.1) and (3.8) , it follows from Lemma 5.5 that u ∈ D −1 (p, r l − K n−1 ), and thereforeĉ(y 1 ),ĉ(u) ≤ l. We will consider several cases about u.
Suppose thatĉ n (u) >ĉ n (y 1 ). Then y 1 < n u by Lemma 5.4 (I), contradicting the assumption that u < n y 1 . Suppose then thatĉ(y 1 ) =ĉ(u) = l. Thusp(y 1 ) =p(u) = p. Lemma 5.4 (III) and the assumption that
, contradicting the hypothesis that y 1 is the least element in Y + n ∩ D −1 (p, r l − K n−1 − L n−1 r n s 2 n ). Suppose finally thatĉ(u) < l. Then hĉ (u),p(u) (u) ∈ X + n by the induction hypothesis with l. But, by the induction hypothesis with (viii), we have d n−1 (h l,z (u), h l,z (y 1 )) = d n−1 (u, y 1 ) ≤ 2r n s n . So h l,z (y 1 ) / ∈ X + n . Thus far, we have proved that y 1 / ∈ X + n implies h l,z (y 1 ) / ∈ X + n . The proof of the converse implication is similar Now, given y ∈ Y + n ∩ D −1 (p, r l − K n−1 − L n−1 r n s 2 n ) so that y 1 < n y, suppose that the result is true for all y ′ ∈ Y + n ∩ D −1 (p, r l − K n−1 − L n−1 r n s 2 n ) with y ′ < n y. By definition, y / ∈ X + n if and only if there is some u ∈ X + n such that u < n y and d n−1 (u, p) ≤ 2r n s n . Using the same argument as before, we obtain that, eitherĉ n (u) < l, or u ∈ D −1 (p, r l − K n−1 − L n−1 r n s 2 n ). Ifĉ n (u) < l, we get h l,z (y) / ∈ X + n arguing as before.
, h l,z (y)) = d n−1 (u, y) ≤ 2r n s n by the induction hypothesis with (viii). So y ∈ X + n if and only if h l,z (y) ∈ X + n , as desired.
Proof. Suppose first that condition (A) is satisfied in the definition of r n , and consequently r n =r n . Then there is some x ∈ D n−1 (p,r n (2s n + 1)) such that (|D n−1 (x,r n s n )| + 6) 2 ≥ η n (|D n−1 (x,r n )|) .
(5.12) So D n−1 (x,r n s n ) ⊂ D n−1 (p,r n (3s n + 1)), and therefore |D n−1 (p, r n )| = |D n−1 (p,r n (3s n + 1))| ≥ |D n−1 (x,r n s n )| . (5.13) Using (3.11), (3.12), (5.9), (5.12) and (5.13), we get η n (|D n−1 (p, r n s n )|) ≥ η n (|D n−1 (x,r n s n )|) ≥ η n η n (|D n−1 (x,r n )|) − 6 ≥ η n η n (|D n−1 (x,r n )|) − 6 > η n η n (r n )) − 6 ≥ 4(∆ n−1 (r n−1 ) − 1)r n s 2 n + 6 2 .
The assumption r n =r n impliesr n−1 = (r 0 , . . . , r n−1 ) and ∆ n−1 (r n−1 ) = ∆ n−1 according to (5.4 ). Hence, by Corollary 2.13, η n (|D n−1 (p, r n s n )|) ≥ 4(∆ n−1 (r n−1 ) − 1)r n s 2 n + 6 2 = 4(∆ n−1 − 1) rns 2 n + 6 2 ≥ (|D n−1 (p, r n s 2 n )| + 6) 2 , and therefore p ∈ Y + n . Thus the statement follows in this case from Remark 6 and the definition of X + n . Suppose now that condition (B) holds. Then p ∈ Y − n and Y + n ∩ D n−1 (p, r n (2s n + 1)) = ∅, and the statement also follows in this second case.
By (3.15), (3.16) and (5.4), we have K n = K n−1 + L n (r n s 2 n + r n (2s n + 1)) , (5.14)
Lemma 5.10. For all (l, z) ∈ P n−1 and y ∈ Y n ∩ D −1 (p, r l − K n ), we have y ∈ X − n if and only if h l,z (y) ∈ X − n . Proof. Let y ∈ Y n ∩ D −1 (p, r l − K n ). Then, by (5.14) , y ∈ Y n ∩ D −1 (p, r l − K n−1 − L n−1 (r n s 2 n + r n (2s n + 1))) . By Lemma 5.6, we can assume y, h l,z (y) ∈ Y − n . Hence, by definition, y / ∈ X − n if and only if there is some x ∈ X + n with d n−1 (y, x) ≤ r n (2s n + 1). In this case, by the induction hypothesis with (vi), we have d −1 (x, y) ≤ L n−1 r n (2s n + 1). Therefore, by the triangle inequality, x ∈ D −1 (p, r l − K n−1 − L n−1 r n s 2 n ) ⊂ D −1 (p, r m − K n ). Applying now Proposition 5.8, we get h l,z (x) ∈ X + n . Also, by the induction hypothesis with (viii), h l,z is an s n R + n -short scale isometry on (X n−1 ∩ D −1 (p, r m − K n ), d n−1 ). Therefore h l,z (x) ∈ X + n and d n−1 (h l,z (x), h l,z (y)) ≤ r n (2s n + 1), obtaining h l,z (y) / ∈ X − n . The proof of the converse implication is similar.
After these preliminaries, let us show that X n satisfies the statement of Proposition 5.1. Let us start with (i). By Lemma 5.9, we have p ∈ X n and (n, x) ∈ P n−1 for each x ∈ X n . Proposition 5.8 and Lemma 5.10 then imply x = h n,x (p) ∈ X n for all x ∈ X n , obtaining X n ⊂ X n . The inclusion X n ⊂ X n−1 follows from Lemma 5.4 (a) and the fact that X n ⊂ Y n . This completes the proof of (i).
For all (m, x) ∈ P n−1 , the map h m,x : (D −1 (p, r m ), p) → (D −1 (x, r m ), x) is a pointed isometry by definition. Therefore h m,x (D −1 (p, r m − K n )) = D −1 (x, r m − K n ). Then property (ii) follows from Proposition 5.8 and Lemma 5.10.
Let us prove (iii). For x ∈ X + n , the result is an immediate consequence of the definition of Y + n and the fact that X + n ⊂ Y + n . So assume x ∈ X − n . By absurdity, suppose that (|D n−1 (x, r n s n )| + 6) 2 > η n (|D n−1 (x, r n )|) .
Since η n is an increasing function, and using (5.9), (3.12), (5.4) and Corollary 2.13, we get
> η n η n (r n ) − 6 > 4(∆ n−1 (r n−1 ) − 1)r ns 2 n + 6 2 = 4(∆ n−1 − 1)r ns 2 n + 6 2 ≥ (|D n−1 (x, r n s 2 n )| + 6) 2 . So x / ∈ Y − n by definition, contradicting the assumption that x ∈ X − n , which completes the proof of (iii). Let us prove (iv). First, define
On the other hand, using (3.7), (3.13), (5.1) and (5.4), we get R − n = 4r n − 1 , R + n = r n (2s n + 3) . Lemma 5.11. X + n is (2r n s n + 1)-separated and R + n -relatively dense in (Z + n−1 , d n−1 ). Proof. By Remark 7, we only need to show that X + n is R + n -relatively dense in (Z + n−1 , d n−1 ). Take an arbitrary point z ∈ Z + n−1 . Since Y n is 2r n -relatively dense in (X n−1 , d n−1 ) by Lemma 5.4 (a), there is some y ∈ Y n with d n−1 (x, z) ≤ 2r n .
If y ∈ Y + n , then, by Remark 7, there is some x ∈ X + n with d n−1 (y, x) ≤ 2r n s n . Using the triangle inequality, we get d(z, x) ≤ d(z, y) + d(y, x) ≤ 2r n + 2r n s n < r n (2s n + 3) = R + n . If y ∈ X − n , we have d n−1 (z, X − n ) ≤ 2r n . Then (5.17) implies d n−1 (z, X + n ) − 2r n s n ≤ r n , obtaining d n−1 (z, X + n ) ≤ r n (2s n + 1) < R + n . Finally, suppose that y ∈ Y − n \ X − n . By (5.11), there is some x ∈ X + n with d n−1 (x, y) ≤ r n (2s n + 1), and the lemma follows applying the triangle inequality: d(z, x) ≤ d(z, y) + d(y, x) ≤ 2r n + r n (2s n + 1) = r n (2s n + 3) = R + n . Lemma 5.12. X − n is (2r n s n + 1)-separated and R − n -relatively dense in (Z − n−1 , d n−1 ).
Proof. Let z ∈ Z − n−1 . Like in Lemma 5.11, there is some y ∈ Y n with d n−1 (z, y) ≤ 2r n . In the case where y ∈ X − n , the lemma is trivial. If y ∈ X + n , then d n−1 (z, X + n ) ≤ 2r n , yielding d n−1 (z, X + n ) − 2r n s n ≤ 2r n (1 − s n ). Using (5.16), we get d n−1 (y, X − n ) − r n < 2r n (1 − s n ), and therefore d n−1 (y, X − n ) < 2r n (2 − s n ). However, by (3.1) and (3.8), we have s n > 2, reaching a contradiction. Therefore y / ∈ X + n . Now suppose y ∈ Y + n \ X + n . By Remark 7, there is some x ∈ X + n with d n−1 (x, y) ≤ 2r n s n , and we get d n−1 (z, x) ≤ 2r n (s n + 1) using the triangle inequality. Then (5.16) yields d n−1 (z, X − n ) < d n−1 (z, X + n ) − 2r n s n + r n ≤ d n−1 (z, x) − 2r n s n + r n ≤ 2r n (s n + 1) − 2r n s n + r n = 3r n ≤ R − n . Finally, suppose y ∈ Y − n \ X − n . By (5.11), there is some x ∈ X + n with d n−1 (x, y) ≤ r n (2s n + 1), obtaining d n−1 (z, X + n ) ≤ r n (2s n + 3) by the triangle inequality. Therefore d n−1 (z, X + n ) − 2r n s n ≤ 3r n , obtaining d n−1 (z, X − n ) < 4r n by (5.16); i.e., d n−1 (z, X − n ) ≤ 4r n − 1 = R − n . To finish the proof of Proposition 5.1 (iv), it only remains to show that d n−1 (X − n , X + n ) ≥ 2r n s n + 1, which follows from (5.11).
To prove the next items of Proposition 5.1, we need some more preliminary results.
Proof. Suppose first that z ∈ Z + n−1 . Lemma 5.11 implies X + n ∩ D n−1 (z, R + n ) = ∅, and therefore d n−1 (z, X + n ∩ D n−1 (z, R + n )) = d n−1 (z, X + n ) . Then (5.16) implies (5.18) .
Suppose now that (5.18) holds for some z ∈ X n−1 . Property (iv) implies that at least one of the inequalities d n−1 (z, X − n ) ≤ R + n or d n−1 (z, X + n ) ≤ R + n is satisfied. So at least the left-hand side of (5.18) is finite. Therefore (5.18) yields (5.16).
Corollary 5.14. For all u ∈ X n−1 ∩ D −1 (p, r l − K n − L n−1 R + n ) and (l, z) ∈ P n−1 , we have u ∈ Z ± n−1 if and only if h l,z (u) ∈ Z ± n−1 . Proof. Let u ∈ X n−1 ∩ D −1 (p, r l − K n − L n−1 R + n ) and (l, z) ∈ P n−1 . Since X n−1 = Z − n−1 ∪ · Z + n−1 , it is enough to prove that u ∈ Z + n−1 if and only if h l,z (u) ∈ Z + n−1 . The induction hypothesis with (vi) and the triangle inequality yield D n−1 (u, R + n ) ⊂ D −1 (p, r l − K n ) ⊂ dom h l,z . Proposition 5.8, Lemma 5.10 and the induction hypothesis with (viii) imply that the restriction of h l,z to D −1 (p, r l − K n ) preserves X ± n and is an R + n -short scale isometry with respect to d n−1 . Then the result follows from Lemma 5.13.
Remark 9. Note that (5.14) yields K n ≥ K n + L n−1 R + n . Then r l − K n − L n−1 R + n > 0 in Corollary 5.14 by (4.1).
Recall the definition of r ± n given in (5.7).
n , suppose on the contrary that there is some z ∈ D n−1 (x, r n ) such that d n−1 (z, X + n ) − 2r n s n ≤ d n−1 (z, X − n ) − r n . In particular, d n−1 (z, X + n ) ≤ 2r n s n because d n−1 (z, X − n ) ≤ d n−1 (z, x) ≤ r n . By the triangle inequality, it follows that d n−1 (x, X + n ) ≤ d n−1 (x, z) + d n−1 (z, X + n ) ≤ r n + 2r n s n = r n (2s n + 1) , contradicting the definition of X − n in (5.11). The proof when x ∈ X + n is similar. For every x ∈ X ± n , let
Remark 10. Observe that the sets C n,n−1 (x), for x ∈ X n , cover X n−1 .
Lemma 5. 16 . For x ∈ X ± n , we have C n,n−1 (x) ⊂ D n−1 (x, R ± n ). Proof. This is a direct consequence of Lemmas 5.11 and 5.12.
Define a graph structure E n on X n by declaring that x, y ∈ X n are joined by an edge if d n−1 (C n,n−1 (x), C n,n−1 (y)) ≤ 1 .
(5.20)
To prove (v), let x, y ∈ X n . By the induction hypothesis with (v), X n−1 is connected, and, by construction, X n ⊂ X n−1 . So there is some path in (X n−1 , E n−1 ) of the form (u 0 = x, u 1 , . . . , u a = y). By Remark 10, for each i = 0, . . . , a, there is some z i ∈ X n such that u i ∈ C n,n−1 (z i ), z 0 = x and z a = y. Clearly, d n−1 (C n,n−1 (z i−1 ), C n,n−1 (z i )) ≤ 1 for i = 1, . . . , a. Thus (z 0 , . . . , z a ) is a path in X n connecting x to y.
Let us prove (vi). For x, y ∈ X n with d n (x, y) = a, there is a finite sequence (x 0 = x, x 1 , . . . , x a = y) in X n such that d n (C n,n−1 (x i−1 ), C n,n−1 (x i )) ≤ 1 for i = 1, . . . , a. By Lemma 5.16, (3.7) and (5.4), we have (5.20) holds if and only if d n−1 (C n,n−1 (h m,z (x)), C n,n−1 (h m,z (y))) ≤ 1 .
Therefore xE n y if and only if h m,z (x)E n h m,z (y). Then (viii) is a consequence of Corollary 2.6, (5.15) and the induction hypothesis with (vi). This completes the proof of Proposition 5.1.
Clusters
In order to define the colorings satisfying the conditions of Theorem 2.17, we will divide the sets X n−1 into "clusters", denoted by C n,n−1 (x) and indexed by x ∈ X n . These will be used in Section 7 to construct the suitable colorings "locally" on this family of sets.
In Section 5 we have defined well-ordered sets (Y n , ≤ n ) for n ∈ N, whose restrictions to the subsets X n determine a family of well-orders also denoted by ≤ n . For n ∈ N, let π ± n−1 : Z ± n−1 → X ± n be defined by
with respect to ≤ n . Denote by π n−1 the union of π − n−1 and π + n−1 , which is defined on Z + n−1 ∪ · Z − n−1 = X n−1 . For each n ∈ N and x ∈ X ± n , let C n,n−1 (x) = (π ± n ) −1 (x). These sets form a partition of X n−1 and satisfy C n,n−1 (x) = C n,n−1 (x) \
for x ∈ X ± n by (5.19) and (6.1). For −1 ≤ m < n − 1, we continue defining sets C n,m (x) and C n,m (x) by reverse induction on m, taking It is straightforward to check that, for −1 ≤ l 1 < l 2 < l 3 ≤ n,
By (3.13) and (5.4), we have
We proceed by induction on n. For n = 0 and x ∈ X ± 0 , we have C 0,−1 (x) ⊂ D −1 (x, R ± 0 ) by Lemma 5.16 and (6.2). Now take any n > 0 and suppose that C m,−1 (y) ⊂ C m,−1 (y) ⊂ D −1 (y, Γ ± m ) for 0 ≤ m < n and y ∈ X ± m . By (6.3),
We get d n−1 (x, u) ≤ R + n for all u ∈ C n,n−1 (x) by Lemma 5.16 and (6.2). So d −1 (x, u) ≤ L n−1 R + n by Proposition 5.1 (vii). Then the result follows easily from the induction hypothesis using the triangle inequality. Lemma 6.2. We have D n−1 (x, r ± n ) ⊂ C n,n−1 (x) for every n ∈ N and x ∈ X ± n . Proof. We have u ∈ Z ± n−1 for u ∈ D n−1 (x, r ± n ) by Lemma 5.15, and d n−1 (u, X n ) ≤ r ± n by definition. Then the result follows from (6.1) and the fact that X ± n is (2r + n + 1)-separated by Proposition 5.1 (iv). The following result follows from Lemma 6.2 by induction. Corollary 6.3. We have D −1 (x, n i=0 r i ) ⊂ C n,n−1 (x) for every n ∈ N and x ∈ X n . The following lemma states that every C n,n−1 (x) is a star-shaped subset of (X n−1 , E n−1 ) with center x. Lemma 6.4. For x ∈ X ± n and u ∈ C n,n−1 (x), any geodesic segment in (X n−1 , E n−1 ) of the form τ = (x = τ 0 , . . . , τ l = u) is a path in C n,n−1 (x).
Proof. We prove that τ k ∈ C n,n−1 (x) by reverse induction on k = 0, . . . , l. We have τ l = u ∈ C n,n−1 (x) by hypothesis. Now suppose that τ k+1 ∈ C n,n−1 (x) for some k = 0, . . . , l − 1. Assume by absurdity that τ k / ∈ C n,n−1 (x). Since τ is a geodesic segment,
, and therefore τ k ∈ C n,n−1 (x). So, according to (6.1), there must be some y ∈ X ± n such that d n−1 (τ k , y) = d n−1 (τ k , x) = k and y < n x. But then d n−1 (τ k+1 , y) ≤ k + 1 = d n−1 (τ k+1 , x), yielding τ k+1 / ∈ C n,n−1 (x) by (6.1), a contradiction. Lemma 6.5. Let x ∈ X n ∩ D −1 (p, r m − K n−1 − 2L n−1 R + n ) and (m, z) ∈ P n−1 . Then C n,n−1 (x) ⊂ dom h m,z and h m,z (C n,n−1 (x)) = C n,n−1 (h m,z (x)).
Proof. It is an immediate consequence of (5.21), (5.22), (6.2) and Lemma 5.4 (b).
Colorings
In this section we will define families of colorings "locally" on the clusters. For this we will need several intermediate objects, as well as suitable notions of equivalences. Again, making all these constructions compatible with the sets X n and maps h m n,x makes it more convoluted, so all references to these objects can be omitted in the first reading. 7.1. Colorings χ n . Given a ∈ N, let [a] = {0, . . . , a − 1}. For n ∈ N and x ∈ X ± n , let H n,x = η n D n−1 x, r ± n , I n,x = 5 + D n−1 x, r ± n s n .
The standard ordering of N and the calligraphic ordering of I 2 n,x can be used to realize I 2 n,x as an initial segment of N. Since |I n,x | 2 ≤ |H n,x | by Proposition 5.1 (iii), the sets I n,x and I 2 n,x become initial segments of H n,x . For n ∈ N, let H n = x∈Xn H n,x , I n = x∈Xn I n,x .
From now on, when referring to a coloring φ : X n → H n (respectively, φ : X n → I n ), we assume φ(x) ∈ H n,x (respectively, φ(x) ∈ I n,x ) for all x ∈ X n . Proposition 7.1. For every n ∈ N, there is a coloring χ n : X n → I n satisfying the following conditions: (i) We have χ n (x) = 0 if and only if x ∈ X n .
(ii) For all x, y ∈ X ± n with d n−1 (x, y) ≤ r ± n s n , we have χ n (x) < χ n (y) if and only if x < n y. In particular, if 0 < d n−1 (x, y) ≤ r ± n s n , then χ n (x) = χ n (y). (iii) For every (m, z) ∈ P n−1 , the map h m,z : (D n (p, Γ + m ), χ n ) → (D n (z, Γ + m ), χ n ) is color-preserving. Proof. First, set χ n (x) = 0 for all x ∈ X n . Then we define χ n (x) for x ∈ X ± n \ X n by induction using ≤ n .
Note that this is well defined since
With this definition, it is obvious that χ n satisfies (i) and (ii).
To prove (iii), we show by induction on (X n \ X n , ≤ n ) that, if x ⊂ D n (z, Γ + m ) for (m, z) ∈ P n−1 , then χ n (x) = χ n (h −1 m,z (x)). By Remark 6, the set X n ∩ D −1 (p, r m − K n−1 ) is an initial segment of (X n , ≤ n ). For x ∈ X n ∩ D −1 (p, r m − K n−1 ), the result is trivial since h m,p is the identity. Suppose x ∈ X n ∩ D n (z, Γ + m ) for some (m, z) ∈ P n−1 with z = p. By (4.1) and (5.4 
is order-preserving and an r ± n s n -short scale isometry with respect to d n−1 by Proposition 5.1 (viii) and Lemma 5.4 (b) . Therefore
Then, by the induction hypothesis, we have
.
Moreover I n,x = I n,h −1 m,y (x) because (7.4) is order-preserving and an r ± n s n -short scale isometry with respect to d n−1 . Then the result follows from (7.3).
7.2.
Equivalences. We define the notion of n-equivalence between points x, y ∈ X n by induction on n ∈ N. In addition, an explicit family of n-equivalences will be constructed, together with an induced equivalence relation.
Consider the restriction of the graph structure E n−1 to C n,n−1 (x) for every n ∈ N and x ∈ X n .
Definition 7.2. For x, y ∈ X 0 , a 0-equivalence from x to y, denoted by f : x → y, is a pointed graph isomorphism f : (C 0,−1 (x), x) → (C 0,−1 (y), y) such that f (C 0,−1 (x)) = C 0,−1 (f (x)).
Let ∼ ± 0 be the equivalence relation on X ± 0 defined by declaring x ∼ ± 0 y if there is some 0-equivalence x → y. Let Φ 0 be the map defined on X 0 = X + 0 ∪ · X − 0 that sends every x ∈ X ± 0 to its ∼ ± 0 -equivalence class. The range of each of these maps is obviously finite. 
In every ∼ ± 0 -equivalence class, take a representative that minimizes the d 0 -distance to p. Proof. By Lemma 6.1 and the triangle inequality,
By Lemma 7.3, for every
By (4.1) and (5.4) ,
The assumption (m, y) ∈ P −1 implies m ≥ 0 according to (4.5). So L m ≥ L 0 ≥ L −1 = 1 by (3.13) and (5.4), K m ≥ K 0 > K −1 = 0 by (3.15), (3.16) and (5.4) , and Γ + m ≥ R + 0 by (5.6). Therefore
completing the proof of (a) because dom h m,y = D −1 (p, r m ). Property (b) follows from (5.22) and Proposition 5.1 (viii).
Proposition 7.5. For x ∈ X ± 0 , there is a 0-equivalence h 0,x : rep 0 (x) → x satisfying the following properties:
for m ≥ 0, and A −1 = ∅. Note that the sets used in this expression of A m are disjoint by Proposition 4.3 (i), since s m ≥ Γ + m by (4.2) and (5.4 ). This will complete the definition of h 0,x for all x ∈ X 0 because X 0 = m≥0 A m since p ∈ X m (Proposition 4.3 (i)) and Γ + m ↑ ∞. Moreover (iii) is a direct consequence of (i) and (ii), and therefore we will only have to check (ii).
Let x ∈ A m \ A m−1 for m ≥ 0. On the one hand, if
x ∈ D 0 (p, Γ + m ) \ X Φ 0 \ A m−1 , then let h 0,x be any 0-equivalence rep 0 (x) → x. On the other hand, if
x ∈ D 0 (y, Γ + m ) \ X Φ 0 \ A m−1 for some y ∈ X m \ {p}, then rep 0 (x) ∈ D 0 (p, Γ + m ) by Lemma 7.3 (b), and let h 0,x = h m,y h 0,h −1 m,y (x) . Note that this composite is well defined because C n,n−1 (v) .
Definition 7.6. For n ∈ N and x, y ∈ X ± n , a pointed graph isomorphism f : (C n,−1 (x), x) → (C n,−1 (y), y) is called an n-equivalence from x to y, denoted by f : x → y, if it satisfies the following properties for 0 ≤ m < n and v ∈ D n (x, n):
(i) We have f (D n (x, n)) = D n (f (x), n).
(ii) We have f (C n,n−1 (v)) = C n,n−1 (f (v)) and f (C n,n−1 (v)) = C n,n−1 (f (v)).
(iii) We have f X ± n−1 ∩ C n,n−1 (x) = X ± n−1 ∩ C n,n−1 (y) , and f : (C n,n−1 (x), χ n−1 ) → (C n,n−1 (y), χ n−1 ) is a color-preserving graph isomorphism with respect to E n−1 . (iv) We have f (X n−1 ∩ C n,n−1 (x)) = X n−1 ∩ C n,n−1 (y) .
(v) For all u ∈ CPen n−1 (C n,n−1 (x), 1), the restriction f :
Remark 11. Note that X ± n−1 ∩ C n,n−1 (x), C n−1,−1 (u) ⊂ C n,−1 (x) by (6.3). Remark 12. For u ∈ CPen n−1 (C n,n−1 (x), 1) and v ∈ D n−1 (u, n − 1), we get d n (x, π n (v)) ≤ n by Proposition 5.1 (vi) and the definition of E n . So C n−1,−1 (v) ⊂ dom f in Definition 7.6 (v).
The following lemma is an immediate consequence of Definition 7.6. Lemma 7.7. For n ∈ N, the family of n-equivalences between points of X ± n is closed by the operations of composition and inversion of maps.
According to Lemma 7.7, for n ∈ N, an equivalence relation ∼ ± n on X ± n is defined by declaring x ∼ ± n y if there is some n-equivalence x → y. Let Φ n be the map defined on X n = X + n ∪ · X − n that sends every x ∈ X ± n to its ∼ ± n -equivalence class. The range of each of these maps is obviously finite. Lemma 7.8. For n ∈ N, there are disjoint subsets X −,Φ n , X +,Φ n ⊂ X n satisfying the following properties: (a) The sets X ±,Φ n are maximal among the subsets of X ± n where Φ n is injective.
In every ∼ ± n -equivalence class, take a representative that minimizes the d n -distance to p. By Lemma 7.8, for any x ∈ X ± n , there is a unique u ∈ X ±,Φ n with Φ n (x) = Φ n (u). Let rep ± n : X ± n → X ±,Φ n be the maps determined by this correspondence, and let rep n : X n → X Φ n := X +,Φ n ∪ · X −,Φ n be their union.
Lemma 7.9. For all (m, y) ∈ P n−1 and x ∈ X ± n ∩ D n (p, Γ + m ), the following properties hold: (a) C n,−1 (v) ⊂ dom h m,y . (b) The map h m,y restricts to an n-equivalence x → h m,y (x); in particular, x ∼ n h m,y (x) and p ∼ n y.
Proof. By Lemma 6.1, C n,−1 (v) ⊂ D −1 (v, Γ + n ) for every v ∈ D n (x, n). Using the triangle inequality, we get C n,−1 (v) ⊂ D −1 (x, Γ + n + nL n ) ⊂ D −1 p, L n (Γ + m + n) + Γ + n .
(7.7)
By (4.1) and (5.4), we have
The assumption (m, y) ∈ P n−1 implies m ≥ n according to (4.4). So L m ≥ L n > L n−1 by (3.13) and (5.4), K m ≥ K n > K n−1 by (3.15), (3.16) and (5.4), and Γ + m ≥ R + n by (5.6). Therefore
8) completing the proof of (a) because dom h m,y = D −1 (p, r m ).
Let us prove (b). We proceed by induction on n. For n = 0, the result follows from Lemma 7.4 (b). So suppose that, given some n > 0, the result is true for 0 ≤ m < n. Definition 7.6 (i) follows from Proposition 5.1 (viii) and (7.8) . By Lemma 6.5, (5.22) and (7.8), we get h m,y (C n,n−1 (u)) = C n,n−1 (h m,y (u)) and h m,y (C n,n−1 (u)) = C n,n−1 (h m,y (u)) for every v ∈ D n (x, n) and u ∈ C n,l (v). Thus Definition 7.6 (ii) is satisfied. The map h m,y : C n,n−1 (v) → C n,n−1 (w) is a graph isomorphism that preserves χ n−1 by Propositions 5.1 (viii) and 7.1 (iii). Therefore h m,y (X ± m ∩ C n,n−1 (x)) = X ± m ∩ C n,n−1 (y) by Proposition 5.1 (ii),(viii). Hence h m,y satisfies Definition 7.6 (iii). Definition 7.6 (v) follows by the induction hypothesis. By Proposition 4.3 (ii), we have X n−1 ∩ D(y, r l ) = h m,y (X m n−1 ) for each (m, y) ∈ P n−1 . In particular, for (m, y) = (m, p), we obtain X m n−1 = X n−1 ∩ D(p, r m ). So X n−1 ∩ D(y, r l ) = h m,y (X n−1 ∩ D(p, r l )) , and Definition 7.6 (iv) follows using (7.7) and (a), since r m ≥ R + n ≥ r ± n according to (5.6)- (5.8) . Therefore h m,y satisfies Definition 7.6 (iv). This completes the proof of (b). Proposition 7.10. For n ∈ N and x ∈ X n , there is an n-equivalence h n,x : rep n (x) → x satisfying the following properties:
(i) If x ∈ X Φ n , then h n,x is the identity on C n,−1 (x). (ii) For (m, y) ∈ P n−1 and x ∈ X n ∩ D n (y, Γ + m ), we have h n,x = h m,y h n,h −1 m,y (x) . (iii) If x ∈ X n , then h n,x = h n,x on C n,−1 (x).
Proof. First, define h n,x as the identity on C n,−1 (x) for every x ∈ X Φ n , so that (i) is satisfied. Next we are going to give a different definition of h n,
for m ≥ n, and A n−1 = ∅. Note that the sets used in this expression of A m are disjoint by Proposition 4.3 (i), since s m ≥ Γ + m by (4.2) and (5.4 ). This will complete the definition of h n,x for all x ∈ X n because X n = m≥n A m since p ∈ X m (Proposition 4.3 (i)) and Γ + m ↑ ∞. Moreover (iii) is a direct consequence of (i) and (ii), and therefore we will only have to check (ii).
Let
, then let h n,x : rep n (x) → x be any n-equivalence, whose existence is guaranteed by the definition of rep n . On the other hand, if
x ∈ D n (y, Γ + m ) ∩ X n \ X Φ n \ A m−1 for some y ∈ X m \ {p}, then rep n (x) ∈ D n (p, Γ + m ) by Lemmas 7.3 (b) and 7.8 (b). In this case, take h n,x = h m,y h n,h −1 m,y (x) , which is well defined because, for x ∈ X ± n , im h n,h −1 m,y (x) = D n−1 (x, r ± n ) ⊂ D n−1 (x, R ± n ) ⊂ dom h m,y by Lemma 7.9 (a) and (5.8) . Property (ii) is obvious with this definition of h n,x .
Remark 13. In accordance with the discussion at the beginning of Section 5, only Proposition 7.10 (i) is needed to prove Theorem 2.17 (i), whereas the whole Proposition 7.10 is needed to prove Theorem 2.17 (ii).
Remark 14. Note that the definitions of ∼ ± n , Φ n e rep ± n , and the properties of X ±,Φ n already guarantee the existence of n-equivalences h n,x . Moreover there is no problem to assume (i) and (iii). So the really new contribution of Proposition 7.10 is (ii). 7.3. Weak equivalences. Next we introduce another notion of equivalence very similar to that of nequivalence. We need both concepts due to the way we prove the crucial Lemma 7.42. In that result, we will first prove that a certain map is an n-weak equivalence, concluding that it is in fact an n-equivalence over a smaller domain. Definition 7.11. For x, y ∈ X 0 , a 0-weak equivalence from x to y, denoted by f : x → y, is a pointed graph isomorphism (D −1 (x, r ± 0 ), x) → (D −1 (y, r ± 0 ), y). Let ∼ ± 0 be the equivalence relation on X ± 0 defined by declaring x ∼ ± 0 y if there is some 0-weak equivalence x → y. Let Φ 0 be the map defined on X 0 = X + 0 ∪ · X − 0 that sends every x ∈ X ± 0 to its ∼ ± 0 -equivalence class. The range of each of these maps is obviously finite.
The next result follows easily from Lemma 6.2. 
Proof. In every ∼ ± 0 -equivalence class, take a representative that minimizes the d 0 -distance to p.
By Lemma 7.13, for any x ∈ X ± 0 , there is a unique u ∈ X ±, Φ 0 satisfying Φ 0 (x) = Φ 0 (u). Let rep ± 0 : X ± 0 → X ±, Φ 0 be the maps determined by this correspondence, and let rep 0 :
be their union.
The following lemma follows from Lemmas 7.4 and 7.12.
Lemma 7.14. For all (m, y) ∈ P −1 and x ∈ X ± 0 ∩ D 0 (p, Γ + 0 ), the following properties hold:
The map h m,y restricts to a 0-weak equivalence x → h m,y (x); in particular, x ∼ 0 h m,y (x) and p ∼ 0 y. Proposition 7.15. For any x ∈ X ± 0 , there is a 0-weak equivalenceĥ 0,x : rep 0 (x) → x satisfying the following properties:
Proof. First, for every x ∈ X ±, Φ 0 , letĥ 0,x be the identity on D −1 (x, r ± 0 ). Then, for points x ∈ X ±,Φ 0 \X ±, Φ 0 , let h 0,x : rep 0 (x) → x be any 0-weak equivalence. Finally, for every x ∈ X 0 \ X ±,Φ 0 , letĥ 0,x = h 0,xĥ0,rep 0 (x) . Now, given any integer n > 0, suppose that we have already defined the equivalence relations ∼ m , the sets X Φ m , and the maps rep m andĥ m,x for 0 ≤ m < n. For x ∈ X ± n , let
Definition 7.16. For n ∈ N and x, y ∈ X ± n , a pointed graph isomorphism f : (C n (x), x) → (C n (y), y) is called an n-weak equivalence from x to y, denoted by f : x → y, if it satisfies the following properties for 0 ≤ m < n and v ∈ D n (x, n):
, the restriction f : C n−1 (u) → C n−1 (f (u)) equals h n−1,f (u) h −1 n−1,u ; in particular, it is an (n − 1)-equivalence.
Remark 15. Note that, for n > 0, x ∈ X n and u ∈ D n−1 (x, r ± n − 1), we have C n−1 (u) ⊂ C n (x) because D n−1 (u, 1) ⊂ D n−1 (x, r ± n ). The following lemma is an immediate consequence of Definitions 7.6 and 7.16.
Lemma 7.17. The family of n-weak equivalences between points of X ± n is closed by the operations of composition and inversion of maps. Moreover the composition of an n-weak equivalence and an n-equivalence is an n-weak equivalence; in particular, every n-equivalence is an n-weak equivalence.
According to Lemma 7.17, for n ∈ N, an equivalence relation ∼ ± n on X ± n is defined by declaring x ∼ ± n y if there is some n-weak equivalence x → y. Let Φ n be the map defined on X n = X + n ∪ · X − n that sends every x ∈ X ± n to its ∼ ± n -equivalence class. The range of each of these maps is obviously finite.
Lemma 7.18. For n ∈ N, there are disjoint subsets X −, Φ n , X +, Φ n ⊂ X n satisfying the following properties:
In every ∼ ± n -equivalence class, take a representative that minimizes the d n -distance to p. By Lemma 7.8, for every x ∈ X ± n , there is a unique u ∈ X ±, Φ n with Φ n (x) = Φ n (u). Let rep ± n : X ± n → X ±, Φ n be the maps determined by this correspondence, and let rep n : X n → X Φ n := X +, Φ n ∪ · X −, Φ n be their union. The following result follows from Lemmas 7.14 and 7.17. Proposition 7.20. For every x ∈ X ± n , there is an n-weak equivalenceĥ n,x : rep n (x) → x satisfying the following properties:
For all x ∈ X ± n , we haveĥ n,x = h n,xĥn,rep n (x) . Proof. The proof is identical to that of Proposition 7.15. 7.4. BFS-orderings. We introduce a special kind of orderings on graphs that are used to produce aperiodic colorings. They are essentially a reformulation of the breadth-first search spanning trees in [9] . Proof. By induction on n ∈ N, a BFS-ordering can be defined on every disk D(x, n) as follows. It is trivially defined on D(x, 0). Then, assuming that n ≥ 1 and is defined on D(x, n − 1), extend the definition of to D(x, n) so that D(x, n − 1) an initial segment, and its restriction to S(x, n) is any order satisfying min(S(u, 1) ∩ D(x, n − 1)) ⊳ min(S(v, 1) ∩ D(x, n − 1)) ⇒ u ⊳ v .
Given an isomorphism of graphs, f : A → B, and an order relation
Recall that C n,n−1 (x) is a connected subgraph of (X n−1 , E n−1 ) by Lemma 6.4. Consider the n-equivalences h n,x , for n ∈ N and x ∈ X n , given by Proposition 7.10.
Proposition 7.24. For any n ∈ N and x ∈ X n , there is a BFS-ordering n,x on the pointed connected graph (C n,n−1 (x), x) such that n,x = h n,rep n (x) ( n,rep n (x) ).
Proof. Take any BFS-ordering n,x on (C n,n−1 (x), x) for x ∈ X Φ n (Lemma 7.23). Then define n,x = h n,rep n (x) ( n,rep n (x) ) for x ∈ X n \ X Φ n . From now on, for every n ∈ N and x ∈ X n , the notation Pa n,x and Ch n,x is used for the parent map and children sets on the pointed connected graph (C n,n−1 (x), x), with the BFS-ordering n,x given by Proposition 7.24. Lemma 7.25. Let n ∈ N and x ∈ X n . The following properties hold for every u ∈ C n,n−1 (x):
(a) If u = x, then d n−1 (x, Pa n,x (u)) = d n−1 (x, u) − 1.
Proof. Property (a) is an easy consequence of Definitions 7.21 and 7.22 (i). Property (c) follows from (a) and Definition 7.21, whereas (b) is obvious.
7.5. Adapted colorings for n = 0. In the outline of the proof of Theorem 2.17 given in Section 1.5, it was said that we needed to construct many colorings ψ i n,x on the clusters C n,n−1 (x) that break the symmetries of the cluster. These are the building blocks that will be used to construct the colorings of the statement of Theorem 2.17.
Definition 7.26. For x ∈ X 0 , a coloring ψ : C 0,−1 (x) → [∆] is said to be adapted if it satisfies the following two conditions:
(i) There is a geodesic segment in (X −1 , E −1 ) of the form τ = (x = τ 0 , . . . , τ 5 ) such that
It is said that ψ is strongly adapted if it is adapted and moreover the following property holds:
(iii) We have ψ −1 (0) \ D −1 (x, 7) = ∅.
Lemma 7.27. For every x ∈ X ± 0 , there is a strongly adapted coloring ψ x : C 0,−1 (x) → [∆]. Proof. First, choose a geodesic segment in (X −1 , E −1 ) of the form τ = (x = τ 0 , . . . , τ 5 ), which is contained in C 0,−1 (x) because D −1 (x, r ± 0 ) ⊂ C 0,−1 (x) (Lemma 6.2), and r ± 0 > 2 11 by (5.3) and (5.7). Consider the set
Color the corresponding set T ± 0 with the color 0, depending on whether x ∈ X − 0 or x ∈ X + 0 . In both cases ψ x (x) = 0. The sets Ch 0,x (u), for u ∈ C 0,−1 (x), form a partition of C 0,−1 (x) \ {x} by Lemma 7.25 (b) . Moreover | Ch 0,x (u) \ T ± n | ≤ ∆ − 1 by Lemma 7.25 (c). So, for each u ∈ C 0,−1 (x), we can color the points in Ch 0,x (u)\T ± n with different colors from {1, . . . , ∆−1}. This procedure defines a coloring ψ x : C 0,−1 (x) → [∆] satisfying all conditions of Definition 7.26.
For a colored graph (X, φ) and a graph isomorphism h : X → Y , the notation h(φ) is used for the corresponding pushforward coloring (h −1 ) * φ of Y . Proposition 7.28. There is a family of strongly adapted colorings ψ 0 0,x : C 0,−1 (x) → [∆], for x ∈ X 0 , satisfying ψ 0 0,x = h 0,x (ψ 0 0,rep 0 (x) ). Proof. If x ∈ X Φ 0 , take any strongly adapted coloring (Lemma 7.27). If x ∈ X 0 \ X Φ 0 , let ψ 0 0,x = h 0,x (ψ 0 0,rep 0 (x) ). It is trivial to check that h 0,x (ψ 0 0,rep 0 (x) ) satisfies the properties (i) and (iii) of Definition 7.26, whereas its property (ii) follows from Proposition 7.24.
Remark 16. Note that the domain of h 0,x is C 0,−1 (x), so we are actually considering its restriction to C 0,−1 (x) in Proposition 7.28. We will continue to make this assumption implicitly for the maps h 0,y . Proposition 7.29. There is a family of colorings, ψ i 0,x : C 0,−1 (x) → [∆], for x ∈ X 0 and i ∈ H 0,x , satisfying the following properties:
(i) The coloring ψ 0 0,x is strongly adapted. (ii) We have ψ i 0,x = h 0,x (ψ i 0,rep 0 (x) ). (iii) For i ∈ H 0,x , the coloring ψ i 0,x is adapted. (iv) For x ∈ X 0 and i, j ∈ H 0,x , let A = C 0,−1 (x) (respectively, A = D −1 (x, r ± n )), and let f : (A, x, ψ i 0,x ) → (A, x, ψ j 0,x ) be a color-preserving restriction of a 0-equivalence (respectively, 0-weak equivalence). Then f is the identity map on A, and i = j.
Proof. First, for i = 0, we take the strongly adapted colorings ψ 0 0,x constructed in Proposition 7.28. So (i) is satisfied.
For every x ∈ X ±,Φ 0 , choose a maximal 3-separated subset N 0,x of C −1 (x, 10, r ± 0 ), together with an enumeration of its powerset, P(N 0,x ) = { N 0 0,x = ∅, N 1 0,x , . . . } . We have |D −1 (x, 10)| ≤ ∆ 11 by Corollary 2.13. Thus |C −1 (x, 10,
by Lemma 2.14. Therefore
, so that N 0,x satisfies (7.11). Then define
Note that this definition agrees with the previous one in the case i = 0. Property (ii) follows immediately from Proposition 7.28 and the fact that N i 0,x = h 0,x (N i 0,rep 0 (x) ). To prove (iii), note that ψ i 0,x = ψ 0 0,x on D −1 (x, 10) by construction. So Definition 7.26 (i) is trivially satisfied by ψ i 0,x . For every u ∈ C 0,−1 (x), we have Ch 0,x (u) ⊂ D −1 (u, 1), which yields d(v, w) ≤ 2 for all v, w ∈ Ch 0,x (u). Hence |N 0,x ∩Ch 0,x (u)| ≤ 1 because N 0,x is 3-separated, and therefore |N i 0,x ∩Ch 0,x (u)| ≤ 1. The coloring φ 0 0,x assigns different colors to all points in Ch 0,x (u) (Definition 7.26 (ii). If u ∈ D −1 (x, 9), then Ch 0,x (u) ⊂ D −1 (x, 10), and therefore ψ i 0,x also assigns different colors to all points in Ch 0,x (u) since ψ i 0,x = ψ 0 0,x on D −1 (x, 10). If u ∈ C 0,−1 (x) \ D −1 (x, 9) , then ψ 0 0,x assigns different colors to all points in Ch 0,x (u), all of them different from 0, and it follows from Definition 7.26 and Proposition 7.29 (i) that ψ i 0,x assigns different colors to those points too. Thus Definition 7.26 (ii) is satisfied by ψ i 0,x , and the coloring ψ i 0,x is adapted. To prove (iv), suppose first that A = C 0,−1 (x) and f is a 0-equivalence. For all u ∈ C 0,−1 (x), we are going to show that f is the identity map on Ch 0,x (u), and that N i 0,x ∩ Ch 0,x (u) = N j 0,x ∩ Ch 0,x (u), using induction on u with 0,x . This will complete the proof because it follows that f is the identity map and N i 0,x = N j 0,x , yielding i = j.
First, we have f (x) = x by Definition 7.26 (i), since x is the unique point having the correct coloring pattern on some geodesic segment of the form τ = (x = τ 0 , . . . , τ 5 ). Also, we have
Suppose now that, for some u ∈ C 0,−1 (x) with d −1 (u, x) > 0, f is the identity map on Ch 0,x (v) and
In particular, f is the identity map on Ch n,x (Pa n,x (u)), and therefore f (u) = u. Furthermore this implies f (Ch 0,x (u)) = Ch 0,x (u) by (7.10). By definition, for l = i, j, we have ψ l 0,x = ψ 0 0,x on Ch 0,x (u) \ N 0,x , and ψ l 0,x (u) = 0 if u ∈ N l 0,x . Recall that N 0,x ∩ Ch 0,x (u) has at most one point, which is denoted by w if it exists. In this case, by (iii) and Definition 7.26 (ii), ψ 0 0,x is injective on Ch 0,x (u) \ {w}. Thus ψ i 0,x and ψ j 0,x agree and are injective on Ch 0,x (u) \ {w}, and therefore f is the identity on Ch 0,x (u) \ {w}. But this yields f (w) = w. Thus, in any case, f is the identity map on Ch 0,x (u) and Ch 0,x (u) ∩ N i 0,x = Ch 0,x (u) ∩ N j 0,x . The proof of (iv) when A = D −1 (x, r ± 0 ) and f is a 0-weak equivalence is similar. Corollary 7.30. Let x, y ∈ X 0 , i ∈ H 0,x and j ∈ H 0,y , let A = C 0,−1 (x) (respectively, A = D −1 (x, r ± 0 )), and let f : (A, x, ψ i 0,x ) → (f (A), y, ψ j 0,y ) be a color-preserving restriction of a 0-equivalence (respectively, 0-weak equivalence) x → y. Then i = j and f = h n,y h −1 n,x on A. Proof. Suppose that A = C 0,−1 (x). Since there is a 0-equivalence x → y, we have Φ 0 (x) = Φ 0 (y) and rep 0 (x) = rep 0 (y) =: z. So h * 0,x ψ l 0,x = ψ l 0,z for l = i, j by Proposition 7.29 (ii). Thus h −1 0,y f h 0,x : (C 0,−1 (z), z, ψ i 0,z ) → (C 0,−1 (z), z, ψ j 0,z ) is a color-preserving 0-equivalence. Then the result follows from Proposition 7.29 (iv).
The case where A = D −1 (x, r ± 0 ) is similar. 7.6. Adapted colorings for n > 0. Proposition 7.34. There is a family of strongly adapted colorings, ψ 0 n,x : C n,n−1 (x) → I n−1 , for x ∈ X n , satisfying ψ 0 n,x = h n,x (ψ 0 n,rep n (x) ). Proof. This follows from Lemma 7.33 like Proposition 7.28. Proposition 7.35. There is a family of colorings, ψ i n,x : C n,n−1 (x) → I n−1 , for x ∈ X n and i ∈ H n,x , satisfying the following properties:
(i) The coloring ψ 0 n,x is strongly adapted. (ii) We have ψ i n,x = h n,x (ψ i n,rep n (x) ). (iii) Each coloring ψ i n,x is adapted. (iv) There are sets N i n,x ⊂ C n−1 (x, 10, r ± n − 1), for x ∈ X n and i ∈ H n,x , satisfying: (a) N i n,x =ĥ n,x (N i n, rep n (x) ); (b) (ψ i n−1,x ) −1 (4) = N i n,x ; and (c) N i n,x = N j n,x if i = j. Proof. First, for i = 0, we take the strongly adapted colorings φ 0 0,x constructed in Proposition 7.28, so that (i) is satisfied.
For every x ∈ X ±, Φ n , let N n,x be a maximal subset of C n−1 (x, 10, r ± n ) \ X n−1 that is r 2 n−1 s n−1 -separated with respect to d n−2 . Choose an enumeration of the powerset P(N n,x ),
n,x := ∅, N 1 n,x , . . . } . We have |D n−1 (x, 10)| ≤ (deg X n−1 ) 11 and |C n,n−1 (x) ∩ X n−1 | ≤ 1 by Corollary 2.13 and (7.12). Therefore
by Lemma 2.14. Therefore, by (5.2),
. Thus an injective map H n,x → P(N n,x ) is well defined by i → N i n,x . If x / ∈ X Φ 0 , let N n,x =ĥ n,x (N n,rep n (x) ) and N i n,x =ĥ n,x (N i n,rep n (x) ), so that N n,x satisfies (7.13). Then define
if u ∈ N i n,x . With this definition, (i) is obvious because N 0 n,x = ∅. Property (ii) follows immediately from Proposition 7.34 and the fact that N i 0,x = h 0,x (N i 0,rep 0 (x) ) if x / ∈ X Φ 0 . Finally, (iv) follows since N i n,x = N j n,x for i = j.
Remark 17. In Section 7.1, it was said that I 2 n,x is considered as an initial segment of H n,x for every x ∈ X n . Let ι n,x denote the inclusion I 2 n,x ֒→ H n,x . From now on, the notation ψ i,j n,x will refer to the coloring ψ ιn,x(i,j) n,x . 7.7. Colorings φ N n . In this subsection we define the colorings φ N n , which will induce the colorings φ N in the statement of Theorem 2.17. First we define the notion of a rigid coloring, which is obtained by combining different colorings ψ i 0,x over clusters C 0,−1 (x). Definition 7.36. Let n ∈ N and x ∈ X n . A coloring φ : C n,−1 (x) → [∆] is called rigid if, for all u ∈ C n,0 (x), there is some i ∈ H n,x such that the restriction of φ to C 0,−1 (u) equals ψ i 0,x . Lemma 7.37. For all x 1 , x 2 ∈ X + n , if d n (x 1 , x 2 ) ≤ 2, then d n−1 (x 1 , x 2 ) < r + n s n . Proof. By the definition of E n , there are some x 3 ∈ X n , u 1 ∈ C n,n−1 (x 1 ), u 2 ∈ C n,n−1 (x 2 ) and u 3 , u ′ 3 ∈ C n,n−1 (x 3 ) such that u 1 E n−1 u 3 and u ′ 3 E n−1 u 2 . By Lemma 5.16, the triangle inequality, (3.13) and (5.4), we get d n−1 (x 1 , x 2 ) ≤ 4R + n + 2 = 4(r n (2s n + 3)) + 2 ≤ 20r n s n < r n s 2 n , since s n > 20 by (3.1) and (3.8) .
By the definition of E n , there are some u 1 ∈ C n,n−1 (x 1 ), u 2 , u ′ 2 ∈ C n,n−1 (x 2 ) and u 3 ∈ C n,n−1 (x 3 ) such that u 1 E n−1 u 2 and u ′ 2 E n−1 u 3 . By Lemma 5.16, the triangle inequality, (3.13), and (5.4), we get d n−1 (x 1 , x 2 ) ≤ 4R − n + 2 = 4(4r n + 2) + 2 ≤ 26r n < r n s n , since s n > 26 by (3.1) and (3.8).
Proposition 7.39. For n ∈ N and x ∈ X ± n , let A = C n,−1 (x) respectively, A = a∈Dn−1(x,r ± n −1)
be a rigid coloring (respectively, the restriction of a rigid coloring), and let f : x → x be an n-equivalence (respectively, an n-weak equivalence) preserving ζ. Then f is the identity map on A.
Proof. We proceed by induction on n ∈ N. If n = 0, then the result follows from Proposition 7.29 (iv). Therefore suppose that n > 0 and the result is true for 0 ≤ m < n. By hypothesis, f is an n-(weak) equivalence and f (x) = x. Thus f (C n−1,n−2 (x)) = C n−1,n−2 (x) and f : x → x is an (n − 1)-equivalence by Definitions 7.6 (v) and 7.16 (iv). Hence f is the identity on C n−1,n−2 (x) by the induction hypothesis.
Let us prove that f is the identity on C n−1,n−2 (u) by induction on u ∈ A, using n,x . The case u = x was proved in the previous paragraph. Thus let u = x and suppose that the result has been proved for v ⊳ n,x u. By the induction hypothesis and Definition 7.21, we have f (Pa n,x (u)) = Pa n,x (u) and u E n−1 Pa n,x (u). Therefore f (u) E n−1 f (Pa n,x (u)) by Definitions 7.6 (iii) and 7.16 (ii), and we get f (u) E n−1 Pa n,x (u). We consider the following cases.
If u, f (u) ∈ X + n−1 , then d n−2 (u, f (u)) < r + n−1 s n−1 by Lemma 7.37. If u, Pa n,x (u) ∈ X − n−1 , then f (u) ∈ X − n−1 by Definitions 7.6 (iii) and 7.16 (ii), and we obtain d n−2 (u, f (u)) < r − n−1 s n−1 by Lemma 7.38. By Definitions 7.6 (iii) and 7.16 (ii), we have χ n−1 (u) = χ n−1 (f (u)). Thus Proposition 7.1 (ii) yields f (u) = u in these two cases.
Finally, suppose that u, f (u) ∈ X − n−1 and Pa n,x (u) ∈ X + n−1 . By the definition of E n−1 , there is some u ′ ∈ X + n−1 ∩ D n−1 (Pa n,x (u), 1) such that there are v ∈ C n−1,n−2 (u) and v ′ ∈ C n−1,n−2 (u ′ ) with vE n−2 v ′ . Note that this implies d n−1 (x, u ′ ) ≤ d n−1 (x, u). If f is an n-equivalence, then this implies u ′ ∈ C n,n−1 (x), whereas if f is an n-weak equivalence, we obtain u ′ ∈ D n−1 (x, r ± n − 1). In any case, using Definitions 7.6 and 7. 16 we get that f restricts to an (n−1)-equivalence u ′ → f (u ′ ). Since u ′ E n−1 Pa n,x (u) and f (Pa n,x (u)) = Pa n,x (u), we obtain d n−2 (u, f (u)) < r + n−1 s n−1 , and the same argument of the previous paragraph gives us f (u ′ ) = u ′ . Then the induction hypothesis (on n) yields f (v ′ ) = v ′ . Therefore d n−2 (v, f (v)) ≤ 2, and we obtain d n−2 (u, f (u)) ≤ 2R − n + 2. Then f (u) = u as before, and we get that f is the identity on C n−1,−1 (u) by the induction hypothesis. n+1,x , χ n (x) . (7.14)
• Finally, define φ N −1 so that, for every x ∈ X 0 , φ N −1 | C0,−1(x) = ψ φ N 0 (x) 0,x .
(7.15) Remark 18. It follows from Proposition 7.1 (ii) that φ N n (x) = φ N n (y) for x, y ∈ X ± n if 0 < d n−1 (x, y) < r ± n s n . Remark 19. By Definitions 7.1 (i) and 7.31 (i), for all 0 ≤ m ≤ N and x ∈ X m , the value φ N m (x) determines whether x ∈ X m .
We now prove the crucial lemma from which we will derive Theorem 2.17. In order to do this, we will show that a pointed, colored, "local" graph isomorphism gets more rigid on smaller domains, meaning that it preserves more of the structure that we have defined in the course of this section.
Let W 0 = 10 and W i = 2 for i > 0, and let Υ n be recursively defined by Υ −1 = 0 , Υ n = Υ n−1 + L n−1 (W n + 3R + n + 1) + 2Γ + n + nL n . (7.16) Lemma 7.42. Fix 0 ≤ n ≤ N and R > Υ n . Let A ⊂ X and x ∈ A be such that D −1 (x, R) ⊂ A, and let f : (A, x, φ N −1 ) → (f (A), f (x), φ N −1 ) be a pointed colored graph isomorphism with respect to the restriction of E −1 . Then the following properties hold for 0 ≤ m ≤ n and 0 ≤ l ≤ n + 1:
(a) The restriction
is a pointed colored graph isomorphism with respect to E l−1 . Proof. We proceed by induction on m and l. For l = 0, (a) is true by hypothesis. When l > 0, (a) follows from (7.16) and the induction hypothesis for m = l − 1 with (d) and (i). For m = 0, . . . , n, we are going to derive (b)-(j) from (a), completing the proof of the lemma.
Let us prove (b). The coloring φ N m−1 is adapted by Remark 18. For every z ∈ X m−1 , we have z ∈ X ± m if and only if the colored set (D m−1 (z, W m /2), φ N m−1 ) has one of the patterns described in Definition 7.26 (i) and Lemma 7.32. By Proposition 5.1 (vi) and the triangle inequality, we get Let us prove (h). By Proposition 5.1 (vi) and the triangle inequality, we get
) . Therefore f (C n,n−1 (u)) = C n,n−1 (f (u)) for all u ∈ D m (z, 1) by (g). Moreover φ N m (u) = φ N m (f (u)) for all u ∈ D m (z, 1) by (d). In particular, this yields χ m (u) = χ m (f (u)). Then the result follows from Proposition 7.1 (ii) and (6.2).
Property (i) follows easily from (g), Corollary 2.6 and the definition of E m . Let us prove (j). By (7.7) and the triangle inequatity we have Proof. Let x ∈ X ± n such that u ∈ C n,−1 (x). We have d −1 (u, x) ≤ Γ + n by Lemma 6.1, and D −1 (x, 3Γ + n + Υ n + 2L n ) ⊂ dom f by the triangle inequality. By Lemma 7.42 (b),(d), we obtain f (x) ∈ X ± n and φ N n (x) = φ N n (f (x)). In particular, χ n (x) = χ n (f (x)). Therefore, either f (x) = x, or d n−1 (x, f (x)) ≥ r ± n s n by Proposition 7.1 (ii).
If f (x) = x, then f (u) = u by Proposition 7.39 and the result follows. So suppose d n−1 (x, f (x)) ≥ 2r ± n s n . By Lemma 6.1, d −1 (u, x) = d −1 (f (u), f (x)) ≤ Γ ± n . Then, by the triangle inequality, d(u, f (u)) ≥ r ± n s n −2Γ ± n . Applying now Lemma 3.1, we get d(u, f (u)) ≥ ε n .
This completes the proof of Theorem 2.17 (i) by taking φ N = φ N −1 . Proposition 7.44. For −1 ≤ m < n ≤ N , x ∈ X n , and u ∈ C n,m (p), we have φ N m (u) = φ N m (h n,x (u)). Proof. We proceed by inverse induction on m. For m = N , we have φ N N = (χ N , 0). So φ N N (u) = φ N N (h n,x (u)) by Proposition 7.1 (iii).
Suppose that, for 0 ≤ m < N − 1, the result is true for m + 1. Let u ∈ C n,m (p) and z ∈ C n,m+1 (p) such that u ∈ C m+1,m (z). By the induction hypothesis, φ N m+1 (z) = φ N m+1 (h n,x (z)). By the definition of φ N m+1 , Lemmas 7.4 and 7.9, and Corollary 7.40, this means that the restrictions of φ N m+1 to C m+1,m (z) and C m+1,m (h n,x (z)) equal ψ i,j m,x and ψ i,j m,hn,x(z) for some (i, j) ∈ I 2 m,x ⊂ H m,x (see Remark 17) . But ψ i,j m,hn,x(z) = h n,x (ψ i,j m,x ) by Proposition 7.35 (ii).
Propositions 5.1 and 7.44 (i), together with Corollary 6.3, yield X n ⊂ Ω n for n ≤ N by taking φ N = φ N −1 , with the set Ω n defined in Theorem 2.17 (ii). Then Theorem 2.17 (ii) follows from Propositions 4.4 and 5.1 (i) taking α n = 2s n + t n + 3ω n .
