Cost-sensitive learning has been a hot research topic in machine learning. Many cost-sensitive methods have been successfully applied in many real-world applications such as disease diagnosis, fraud detection and business decision making. In this paper, we proposed a new Cost-Sensitive Laplacian Support Vector Machine(called Cos-LapSVM) , which can deal with the costsensitive problem in Semi-Supervised Learning. The effectiveness of the proposed method is demonstrated via experiments on UCI datasets.
Introduction
Semi-Supervised Learning (SSL) [1, 2, 3] has attracted an increasing amount of interests in machine learning [4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15] . One main reason is that the labeled examples are always rare but there are large amount of unlabeled examples available in many practical problems. Several novel approaches for making use of the unlabeled data to improve the performance of classifiers have been proposed. Graph based methods are very important branch, where nodes in the graph are the labeled and unlabeled points, and weighted edges reflect the similarities of nodes. The initially assumption of these methods is that all points are located in a low dimensional manifold, and the graph is used to approximate the underlying manifold. Neighboring point pairs connected by large weight edges tend to have the same labels and vice versa. By the means, the labels associated with data can be propagated throughout the graph. By using the graph Laplacian, [16] proposed a novel Laplacian Support Vector Machine (LapSVM). Unlike other methods based on graph [17, 18, 19] , LapSVM is a natural out-of-sample extension, which can classify data that becomes available after the training process, without having to retrain the classifier or resort to various heuristics [16] . A lot of experiments show that LapSVM achieves state of the art performance in semi-supervised classification [20] .
In many real-world applications, different misclassifications often have different costs, such as disease diagnosis, fraud detection, business decision making [21, 22] and object recognition [23, 24] and so on. These classification problem is usually called cost-sensitive learning problem [25, 26, 27, 28, 29, 30] , which aimed to minimize the total misclassification costs.
In this paper, we consider the problem of how to extend LapSVM algorithms to solve the cost-sensitive learning problem and proposed a new algorithm: Cos-LapSVM.
The remaining parts of the paper are organized as follows. Section 2 describes the detail of Cos-LapSVM; All public datasets experiment results on real data sets are shown in the section 3; The last section gives the conclusions.
2. Cost-Sensitive Laplacian Support Vector Machine(Cos-LapSVM)
Laplacian Semi-supervised Learning Framework
Regularization [31] is a key technology for obtaining smooth decision functions and thus avoiding over-fitting to the training data, which is widely used in machine learning [32, 16] . Recently, the regularization framework has been recently extended in SSL field by [16] as follows.
Given a set of labeled data
where
, and a set of unlabeled data
, which associated with a reproducing kernel Hilbert space H k , the decision function can be obtained by minimizing
where f is a unknown decision function, V represents some loss function on the labeled data, γ H is the weight of f 
Cos-LapSVM
Similar to the LapSVM, we use the decision function
where Φ is a nonlinear mapping from a low dimensional space to a higher dimensional Hilbert space H. According to Hilbert space theory( [33] ), w can be expressed as w = l+u i=1 α i Φ(x i ). So, the decision function is written as
where K is an chosen kernel function:
can be expressed as
For the manifold regularization f + 2 M , a data adjacency graph W (l+u)×(l+u) is defined by nodes W i, j , which represents the similarity of every pair of input samples. The weight matrix W may be defined by k nearest neighbor or graph kernels as follows( [16] ):
Otherwise,
where x i − x j 2 2 denotes the Euclidean norm in n . So the manifold regularization is defined by
where 
C 1 and C −1 are the penalty factors for the positive and negative class.
By introducing its Lagrange function
where β i , ρ i , η i ∈ R are the Lagrange multipliers, therefore the dual problem of (11) can be formulated as
From equation (13) we get
Substituting the above equations into problem (13) , the dual problem can be expressed as max
It is not difficult to find that (19) will degenerate to the standard LapSVM when C 1 = C −1 = 1. The performance of the Cos-LapSVM was evaluated in UCI datasets (see Table 1 ). We compare the CosLapSVM against LapSVM and TSVM [34] . LapSVM and TSVM are cost-blind. We use sampling method [35] to make these two method solve the cost-sensitive problem. Each data set is split into two equal halves, one for training and the other for testing. Each training set contains 20% labeled examples. The RBF kernel is always used. The testing accuracies of all experiments are computed using standard 10-fold cross validation. γ H , γ M and RBF kernel parameter σ are all selected from the set {2 i |i = −7, · · · , 7} by 10-fold cross validation on the tuning set comprising of random 10% of the training data. Once the parameters are selected, the tuning set was returned to the training set to learn the final decision function. We use the Average Cost(AC) to evaluate these algorithms' performance. The AC can be expressed as
Experiments
where TP is true positive, TN is true negative, FP is false positive and FN is false negative; cost(N, P) is the cost of which negative data is classified into positive one and cost(P, N) is the cost of which positive data is classified into negative one. All algorithms are implemented by using MATLAB 2010. The experiment environment: Intel Core i7-2600 CPU, 4 GB memory. From Table 2 , we find that Cos-LapSVM significantly outperforms the cost-sensitive extensions of LapSVM and TSVM. LapSVM has a better performance than TSVM in most cases. The main reason is that our costsensitive method roots in the method of [30] , which is derived as the minimizer of the associated risk and can avoid the shortcomings of previous approaches to cost-sensitive SVM design.
Conclusion
In this paper, we proposed a new Cost-Sensitive Laplacian Support Vector Machine(called Cos-LapSVM). All experiments in datasets show that the performance of the Cos-LapSVM is better than that of the LapSVM and the TSVM. However, since Cos-LapSVM needs to computing an extra inverse matrix before solving the quadratic programming, so in the future work, we will try to solve the Cos-LapSVM in its primal formulation. 
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