Introduction.
The purpose of this paper is the formulation and investigation of some convergence concepts for sequences of stochastic processes \xn(t, ca), tE [0, l]}. A related result of these investigations appears as a generalization of the central-limit problem for sequences of sums of independent random variables, embodied in the discussions in § §3 and 5 of the sequence (A); Gnedenko's necessary and sufficient conditions for the convergence in distribution of such sums are used and extended. §4 contains a version of the Helly-Bray theorem (Theorem 9, Corollary) on probability spaces.
The tools used are those developed in [2; 7; 8] , and [9] for some special cases of convergence of stable processes. The methods of §4 are a straightforward adaptation of those of [2] ; the convergence property of F[ ] used in Theorem 9 was found to be necessary by Udagawa (in the publications of the Union of Japanese Scientists and Engineers) in considering the case of sequences (A) of normed-sum type converging to non-Gaussian stable processes.
The processes are throughout this paper assumed to have independent increments. Some special cases of this convergence problem are considered in [l; 3; and 4] without this condition; no general results seem to be known at present.
1. Notation and definitions. Let (fl, (B, p) denote a probability space. A real stochastic process defined on (fl, (B, p) with real parameter set T we shall denote by \x(t, co), tET].
We shall consider sequences of stochastic processes {xn(t, co), tET}, converging in some sense to a stochastic process \x(t, co), t£r}.Let The convergence of Definition 2 is not to be confused with the convergence of distribution functions uniformly in their arguments; this latter concept will not arise in this paper. It is to be noted that the multidimensional continuity theorem implies that uniform convergence in distribution of stochastic processes implies ordinary convergence in distribution thereof. We next turn to a construction of a specific process sequence: This sequence of stochastic processes with parameter set [0, 1 ] shall be called the sequence (yl). If the x"* are identically distributed "within rows," i.e., if p{xnktk^} is independent of k, the resulting sequence of stochastic processes shall be called the sequence (.4). We shall write F"i(X) =p{x"t^X},
It is to be observed that the processes of both sequences (A) and (A) have independent increments. E. G. KIMME [January We next adopt notations for some convergence criteria upon the sequences (A) and (A): Definition 4. Let {xn(t, co), 0^/gl} be the sequence (.4). Condition (B) will be said to hold if and only if there exist a real function y(t), O^t^l, and a bounded function G(t; x), -co <x < + <»,<£ [0, 1 ], such that (a) lim Y (ank + f --dFnk(x + ank)) = y(t), 0|lgl
»-» k-X \ J _oo 1 + X2 / where ctnk = I xdF"k(x) = ank(r) for t > 0.
J |x|<r
Definition 5. Condition (C) will be said to hold for the sequence (A) if and only if there exist a real function y(t), O^t^l, and a bounded function G(t; x), -co <x < + oo , 0 ^/ 2S 1, such that (a) and (c) of condition (B) hold uniformly for tE [0, l] , and (b) of condition (B) holds, for each x which is a continuity point of G(l; x), uniformly for tE [0, l]. We observe the following obvious properties of G(t; x) under condition (B):
(i) G(t; x) is nondecreasing in (t, x) jointly, and non-negative; G(t; -oo) = 0, Og/^1.
(ii) Every continuity point in x of G(l; x) is a continuity point in x of G(t; x) for each tE [0, l], (iii) Every continuity point in t of G(t; + co) is a continuity point in t of G(t; x) for every x, -<x> <x< + oo.
It is, moreover, clear that condition (C) implies condition (B). We shall write, for processes {xn(t, co), /£FJ, ra ^ 1, and {x(t, co), tET}, 4>m(t, s;p) = F{exp ip(xn(t, co) -x"(s, co))}, 4>(t, s; p) = £{exp ip(x(t, co) -x(s, co))}.
Finally, for any real x and p, let These results are well-known. 2. Convergence of processes with independent increments. We begin with two results simplifying the convergence criteria of Definitions 1 and 2. Theorem 1. Let {xn(t, co), /£7"} be a sequence of stochastic processes with independent increments and let \x(t, oi), tET] be a stochastic process with independent increments such that E {exp ip.x(t, co)} is never zero. Then a necessary and sufficient condition that {xn(t, co), tET] converge in distribution to {x(t, co), tET] is that for each tET, {xn(t, co), m"^1} converges in distribution to x(t, a).
Proof. The necessity is trivial, and the condition on E{exp ip.x(t, co)} = d>(t; u) is unnecessary. To show sufficiency it suffices to observe that if If the nonvanishing condition on the limiting process fails to hold, we have Theorem 2. If \x"(t, co), tET] is a sequence of stochastic processes with independent increments, and \x(t, co), tET] is a stochastic process with independent increments, a necessary and sufficient condition that [xn(t, co), tET] converge in distribution to \x(t, co), tET] is that for every t, sET, the sequence {(xn(/, co), xn(s, co)), M*il} of pairs of random variables converge in distribution to (x(t, co), x(s, co)).
Proof. Again, the necessity is trivial.
Since the convergence in distribution of {xn(t, co), xn(s, a), M<^l} to (x(t, co), x(s, co)) implies the convergence in distribution of {xn(t, a) -x"(s, u), M^l} tox(f,co)-x(s,co), we have for all Mlim" ..«,£{ exp ipi(xn(t, cS)-xn(s, co))} E. G. KIMME [January Theorem 2. If {x"(t, w), tET} is a sequence of stochastic processes with independent increments converging in distribution to the stochastic process {x(t, ca), tET}, then {x(t, co), tET} has independent increments. Theorem 3. Let {xn(t, co), /£F} be a sequence of stochastic processes with independent increments, and let {x(t, co), tET} be a stochastic process with independent increments and no fixed points of discontinuity. Let T be compact. Then a necessary and sufficient condition that {x"(t, co), tET] converge uniformly in distribution to {x(t, co), tET] is that lim d>n(t; p.) = <p(t; u) n-»» uniformly for (t, p.)ET®[ -M, M]for any M>0.
Proof. As before, the necessity is immediate. The sufficiency follows as in Theorem 1, the uniformity conditions of Definition 2 being a consequence of the uniformity condition on <j>n(t; p)^><p(t; pi), and the compactness of T; the continuity condition insures that <p(t; pi) is continuous in (t, pi) jointly and infinitely divisible. 
lim G(tm; co) = G(t; oo) whence y(t) and G(t; + oo) are continuous in t. If (2) uniformly for /£ [0, 1 ] at continuity points of G(l, x). The proof is a step-bystep reproduction of the Helly-Bray Theorem, and the details will be omitted. Using (2), it is to be observed that since To show that the limiting process has no fixed points of discontinuity, it will suffice to show that y(t) and G(t; + oo) (and hence also G(t; x) at continuity points of G(l; x)) are continuous functions of tE [0, 1 ] . Choose e>0, and let Ni he so large that n ^ Ni=> This completes the proof of Theorem 5. Theorem 5 can be considerably strengthened if the random variables {x"jt, l^k^kn, ra^l} are identically distributed for each ra: Theorem 6. A necessary and sufficient condition that there exist a stochastic process {x(t, co), /£ [0, l]} with independent increments to which the sequence (A) converges in distribution is that the sequence of random variables {xn(l, co), ra ^ 1} converge in distribution.
Moreover, in this case the sequence (A) converges uniformly in distribution to {x(t, co); /£ [0, l]} and the limiting process has stationary increments and is without fixed points of discontinuity.
Proof. The necessity is trivial. Let = exp (iu(t -s)y + (t -s) f yp(x, u)dG(x)) = fal;/.)]"-' this last conclusion follows also. It is to be observed that a special case of Theorem 5 is the "cumulative sum" situation; briefly, if {yk, k ^ 1} is a sequence of independent identically distributed random variables, such that there is a sequence of constants Proof. The elements of the above limit statement are all defined, from the separability conditions. To simplify the notation, let Since £p+s,r and Fp"lmJit are independent, the first sum in the last member can be estimated by the product of the largest of p{7p*^mJit} and a sum of probabilities of disjoint sets, which latter is certainly less than one. The second sum is also a sum of probabilities of disjoint sets, and the two sums can be estimated as follows: Thus, for such ra, t, s, and p, if ife(e) = (Af + 27r/e)2/AT2, (AT + (2tt/£)2 r M p{\xn(t,oi)-xn(s,o)\ M =---R(l-<bn(t,s;p))dp Proof. We remark that if x^ay+e is interpreted to mean x^ -1/e, the above proof carries through, step by step, when yV=1 and «i= -00. Set pi=X, and the corollary follows. it is necessary to show that / is continuous.
Given e>0 there is a 8>0 such that for any hx, h2ED, for which supogigi \hx(t)-h2(t)\ <8 we have 
