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Abstract
We study the behavior of the solution of a partial differential equation with a linear parabolic operator with non-constant coef-
ficients varying over length scale δ and nonlinear reaction term of scale 1/. The behavior is required as  tends to 0 with δ small
compared to . We use the theory of backward stochastic differential equations corresponding to the parabolic equation. Since δ
decreases faster than , we may apply the large deviations principle with homogenized coefficients.
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1. Introduction
Our aim in this article is to study the behavior of u,δ of the parabolic PDE:⎧⎪⎨
⎪⎩
∂u,δ
∂t
(t, x) = L,δu,δ(t, x)+ 1

f
(
x
δ
,u,δ(t, x)
)
,
u,δ(0, x) = g(x), x ∈ Rd ,
(1.1)
where
L,δ = 2
d∑
i,j=1
aij
(
x
δ
)
∂2
∂xi∂xj
+
d∑
i=1
B
,δ
i
(
x
δ
)
∂
∂xi
when the parameters , δ tend together to zero, and lim,δ↓0 δ = 0 i.e. δ tends faster than  to zero. So we can consider
δ depending on  and we set in all the paper δ = δ (e.g. δ = k with k > 1).
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A. Diédhiou, C. Manga / J. Math. Anal. Appl. 342 (2008) 146–160 147Here δ is the homogenization parameter and  is the parameter of large deviations of (Xx,,δ).
Such problem is studied before by Freidlin and Sowers [5], but they considered f such that f (x, y) = c(y)y,
Pradeilles [8] considered the same equation without the homogenization parameter δ. Here we combine the two
principles.
We first give the rate function S0t of large deviations, in fact since δ tends faster to zero than  this function is
expressed by the homogenized coefficients of the PDE (1.1), next we express the solution of (1.1) by the method de-
veloped by Pardoux and Peng [6] and the Feynman–Kac formula, then in Section 3 we consider an auxiliary equation
solved by  logu,δ . The limit of this auxiliary equation helps us to find the limit of u,δ when  tends to zero. We
show in the end that there exists a function V ∗ (which depends on S0t ) such that u,δ tends to zero if (t, x) ∈ {V ∗ < 0}
and tends to 1 in the interior of {V ∗ = 0}.
We are going to use the link proved by Pardoux and Peng [6] between BSDEs and the parabolic PDE to give the
solution of (1.1).
We consider the Rd (d  1) valued process (Xx,,δt ) solution of the SDE:⎧⎪⎨
⎪⎩
dX
x,,δ
t =
√
σ
(
X
x,,δ
t
δ
)
dWt +B,δ
(
X
x,,δ
t
δ
)
dt,
X
x,,δ
0 = x,
(1.2)
where σ :Rd → Rd×d , B,δ :Rd → Rd , and {Wt ; t  0} is a d-dimensional standard Brownian motion.
We assume that σ and B,δ are smooth mappings from Rd , and periodic with period one in each direction.
The mapping B,δ is assumed to be of the form
B,δ = 
δ
B0 +B1 +B,δ2 ,
where B0,B1 and B,δ2 are in C∞(Rd ,Rd) for every  > 0, δ > 0 and lim,δ↓0‖B,δ2 ‖Cp(Rd ,Rd ) = 0, where Cp(Rd ,Rd)
be the collection of periodic continuous mappings from Rd into Rd .
The infinitesimal generator L,δ is given by
L,δ = 2
d∑
i,j=1
aij
(
x
δ
)
∂2
∂xi∂xj
+
d∑
i=1
B
,δ
i
(
x
δ
)
∂
∂xi
.
We consider g ∈ C(Rd ,R+) a bounded function and we set
sup
x∈Rd
g(x) = g¯ < ∞.
Let us set G0 = {x ∈ Rd : g(x) > 0}, since g is continuous we have ˚G0 = G0.
We assume that f is periodic in each direction, with respect to the first argument, and it verifies:
• ∀x ∈ Rd , f (x,1) = 0.
• There exists C ∈ C(Rd × R,R) bounded such that
f (x, y) = C(x, y) . y
with
C(x, y) > 0, ∀x ∈ Rd, y ∈ [0,1)∪ R∗−,
C(x, y) 0, ∀x ∈ Rd, y > 1
and we assume that
max
y∈R
C(x, y) = C(x) = C(x,0) > 0, ∀x ∈ Rd .
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⎪⎪⎪⎪⎪⎪⎪⎩
Y
,δ,t,x
s = g
(
X
,δ,t,x
t
)+ 1

t∫
s
f
(
X
,δ,t,x
r
δ
, Y ,δ,t,xr
)
dr − 1√

t∫
s
Z,δ,t,xr dWr, 0 s  t,
E
[ t∫
0
∣∣Z,δ,t,xr ∣∣2 dr
]
< ∞.
By Pardoux and Peng [6], we have for all (t, x) ∈ [0,+∞[ × Rd ,
u,δ(t, x) = Y ,δ,t,x0 .
We want to apply the techniques used by [7], so we consider now the BSDE:⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
Y
x,t,,δ
s = g
(
X
x,,δ
t
)+ 1

t∫
s
f
(
X
x,,δ
r
δ
, Y x,,δr
)
dr − 1√

t∫
s
Zx,,δr dWr, 0 s  t,
E
[ t∫
0
∣∣Zx,,δr ∣∣2 dr
]
< ∞.
We know that for all (t, x) ∈ [0,+∞[ × Rd , the solution u,δ (t, x) of the PDE is of the form
u,δ (t, x) = Yx,,δ ,t0 ,
and by the Feynman–Kac formula, we have
Y
x,,δ
0 = E
[
g
(
X
x,,δ
t
)
exp
{
1

t∫
0
C
(
X
x,,δ
r
δ
, Y x,,δr
)
dr
}]
.
Our aim is to study the behavior of the u,δ (t, x) when  tends to zero.
Remark 1.1.
• If g¯  1, then ∀x ∈ Rd , ∀ > 0,
0 Yx,t,,δs  1, dP × ds a.s.
• In the other cases, if C(x, y)  α(y) < 0, (x, y) ∈ Rd × ]1,+∞[, where α is Lipschitz continuous, then
lim supYx,t,,δ0  1 uniformly in any compact set of ]0,+∞[ × Rd .
To prove this, we will use results proved in Pradeilles [8].
We organize the paper as follows. Section 2 contains the results of large deviations principle. In Section 3 we study
the behavior of the solution of the PDE (1.1).
2. Large deviations principle
We assume that the matrix a(x) = σσ ∗(x) is elliptic, (∗) is the symbol of transposition. We can apply the technique
of Freidlin and Sowers [5], and the results of Pradeilles [8].
Since δ tends to zero faster than , the homogenization dominates, and the large deviations principle will be
applied to the problem with constant coefficients.
Setting: X˜x,,δt = 1δ X
x,,δ
(
δ√

)2t
, we have
⎧⎪⎨
⎪⎩
dX˜
x,,δ
t =
δ

B,δ
(
X˜
x,,δ
t
)
dt + σ (X˜x,,δt )dW˜ ,δt ,
X˜
x,,δ
0 =
x
,δ
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values in the d-dimensional torus Td . The infinitesimal generator L˜,δ of this process X˜,δ is
L˜,δ =
1
2
d∑
i,j=1
ai,j (x)
∂2
∂xi∂xj
+
d∑
i=1
δ

B
,δ
i (x)
∂
∂xi
.
This generator tends to
L˜0 = 12
d∑
i,j=1
ai,j (x)
∂2
∂xi∂xj
+
d∑
i=1
B0i (x)
∂
∂xi
as  tends to zero.
The Td -valued process X˜x,,δt of generator L˜,δ has a unique invariant measure μ , and we have μ ⇒ μ0, when
 → 0 see [2].
We assume that
∫
Td
B0(z)μ0(dz) = 0, (2.1)
and the matrix
∫
Td (I + ∇Bˆ0)σσ ∗(I + ∇Bˆ0)∗(x)μ0(dx) is positive definite. Let Bˆ0 =
∫∞
0 ExB0[X˜x,,δt ]dt denote
the solution of the Poisson equation L˜0Bˆ0 = −B0, which satisfies the condition
∫
Td Bˆ0(z)μ0(dz) = 0. This solution
satisfies Bˆ0 ∈ C∞(Td).
If we set Xx,,δt = 1δ X
x,,δ
t , by the Itô formula, we have
Xˆ
x,,δ
t = Xx,,δt + δ
(
Bˆ0
(
X
x,,δ
t
)− Bˆ0
(
x
δ
))
= x +
t∫
0
(I + ∇Bˆ0)
(
B1 +B,δ2
)(
Xx,,δs
)
ds + √
t∫
0
(I + ∇Bˆ0)σ
(
Xx,,δs
)
dWs.
We set
B =
∫
Td
(I + ∇Bˆ0)B1(x)μ0(dx),
A =
∫
Td
(I + ∇Bˆ0)σσ ∗(I + ∇Bˆ0)∗(x)μ0(dx).
By assumption on a, the matrix A is positive definite. Let us define, for each T > 0 and x ∈ Rd ,
gT ,x(θ) =  logE
[
exp
[
1

〈
θ,X
x,,δ
T
〉]]
,  > 0, θ ∈ Rd,
where 〈,〉 is the inner product Rd . So using the Girsanov formula, we have
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[
exp
{(
δ

)2(1
2
d∑
l=1
(
√

δ
)2T∫
0
〈
(I + ∇Bˆ0)σl
(
X˜x,,δs
)
, θ
〉2
ds
+
(
√

δ
)2T∫
0
〈
(I + ∇Bˆ0)
(
B1 +B,δ2
)(
X˜x,,δs
)
, θ
〉
ds
)
+ δ

〈
Bˆ0
(
X˜
x,,δ

δ2
T
)− Bˆ0
(
x
δ
)
, θ
〉}]
,  > 0, δ > 0, θ ∈ Rd, (2.2)
where E˜ is the expectation with respect to the probability P˜ with
dP˜
dP
= exp
{
δ

d∑
l=1
(
√

δ
)2T∫
0
〈
(I + ∇Bˆ0)σl
(
X˜x,,δs
)
, θ
〉
dWls
− 1
2
(
δ

)2 d∑
l=1
(
√

δ
)2T∫
0
〈
(I + ∇Bˆ0)σl
(
X˜x,,δs
)
, θ
〉2
ds
}
.
Let us set
Φ(z) =
d∑
l=1
〈
(I + ∇Bˆ0)σl(z), θ
〉2 + 〈(I + ∇Bˆ0)(B1 +B,δ2 )(z), θ 〉.
Let Ψ  ∈ C∞(Td) be solution of L˜,δΨ  = Φ −
∫
Td Φ
(z)μ(dz), which satisfies
∫
Td Ψ
(z)μ(dz) = 0; μ is the
invariant measure of the generator L˜,δ . Applying Itô formula to ( δ√ )2Ψ (X˜), we have
(
δ√

)2 (
√

δ
)2T∫
0
Φ(X˜s) ds = T
∫
Td
Φ(z)μ(dz) +
(
δ√

)2(
Ψ 
(
X˜
(
√

δ
)2T
)−Ψ (X˜0))
−
(
δ√

)2 (
√

δ
)2T∫
0
σ(X˜s)∇Ψ (X˜s) dWs,
then putting this into the formula (2.2), we have
gT ,x(θ) = 〈θ, x〉 + T
∫
Td
Φ(z)μ(dz) +  log E˜
[
exp
{(
δ

)2(
Ψ (X˜
(
√

δ
)2T
)−Ψ (X˜0)
)
−
(
δ

)2 (
√

δ
)2T∫
0
σ(X˜s)∇Ψ (X˜s) dWs + δ

〈
Bˆ0
(
X˜
x,,δ

δ2
T
)− Bˆ0
(
x
δ
)
, θ
〉}]
. (2.3)
We have the following estimations
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[(
δ

)2(
Ψ 
(
X˜
(
√

δ
)2T
)−Ψ (X˜0))−
(
δ

)2 (
√

δ
)2T∫
0
σ(X˜s)∇Ψ (X˜s) dWs
+ δ

〈
Bˆ0
(
X˜
x,,δ

δ2
T
)− Bˆ0
(
x
δ
)
, θ
〉]
 exp
[(
δ

)2
K1 + δ

K2 + T 1

(
δ

)2
K3
]
,
in fact we have
∣∣∣∣∣Log
[
E˜
[
exp
{
−
(
δ

)2 (
√

δ
)2T∫
0
σ(X˜s)∇Ψ (X˜s) dWs
}]]∣∣∣∣∣

∣∣∣∣∣Log
[
E˜
[
exp
{
−
(
δ

)2 (
√

δ
)2T∫
0
σ(X˜s)∇Ψ (X˜s) dWs − 12
(
δ

)4 (
√

δ
)2T∫
0
∣∣σ(X˜s)∇Ψ (X˜s)∣∣2 ds
}]
× exp
{(
δ

)4(√

δ
)2
T
2
∥∥σ∇Ψ ∥∥2
C(Td )
}]∣∣∣∣∣
 1
2
(
δ

)2
T
∥∥σ∇Ψ ∥∥2
C(Td ).
Then the third term of (2.3) tends to zero when  tends to zero. Let us define
J (θ) =
∫
Td
(
1
2
d∑
l=1
〈
(I + ∇Bˆ0)σl(z), θ
〉2 + 〈(I + ∇Bˆ0)B1(z), θ 〉
)
μ0(dz)
= 1
2
〈Aθ, θ〉 + 〈B1, θ〉.
We have
gT,x(θ) = lim
↓0 g

T ,x(θ) = 〈θ, x〉 + T
(
1
2
〈Aθ, θ〉 + 〈B1, θ〉
)
, θ ∈ Rd .
The details of the calculation of this limit are the same as in Freidlin and Sowers [5].
In order to establish a large deviations principle, we will consider
Theorem 2.1. (See [1].) Fix T > 0 and x ∈ Rd . Assume that
(i) For each θ ∈ Rd , gT ,x(θ) is well defined in [−∞,+∞].
(ii) The origin is in the interior of the set {θ ∈ Rd : gT,x(θ) < ∞}.
(iii) The set A = {θ ∈ Rd : |gT,x(θ)| < ∞} has a nonempty interior ˚A,∇gT,x(θ) is well defined for all θ ∈ ˚A, and
lim
θ→∂A, θ∈ ˚A
sup
∥∥∇θgT ,x(θ)∥∥= ∞.
Then the random variables {Xx,,δT :  > 0} satisfy a large deviations principle with rate function IT ,x defined by
IT ,x(z) = sup
θ∈Rd
{〈θ, z〉 − gT,x(θ)}, z ∈ Rd .
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J (θ) = sup
θ ′∈Rd
{〈θ, θ ′〉 −J (θ ′)}, θ ∈ Rd ,
by the assumption on A, we get
J (θ) = 1
2
〈
A−1(θ −B), θ −B 〉, θ ∈ Rd .
We have
Theorem 2.2. (See Freidlin and Sowers [5].) Fix T0 > 0 and assume that the assumption (2.1) is true. For every
x ∈ Rd and 0 < T  T0, the family {Xx,,δT :  > 0} of Rd -valued random variables satisfies a large deviations princi-
ple (LDP) with rate function IT ,x(z) = TJ ( z−xT ), z ∈ Rd . Furthermore, this LDP is uniform for all 0 < T  T0 and
x ∈ Rd .
Proof. See Freidlin and Sowers [5]. 
Let us consider some definitions:
S0T (ϕ) =
{∫ T
0 J (ϕ˙(s)) ds if ϕ is absolutely continuous and ϕ(0) = x,
∞ if not.
Since the function J is convex we can show that
inf
{ϕ∈C1([0,T ];Rd ),ϕ(0)=x,ϕ(T )=y}
T∫
0
J (ϕ˙(s))ds = TJ(y − x
T
)
.
So we have
Theorem 2.3. For all T > 0, we assume that the assumption (2.1) holds. The family {Xx,,δt ; 0 t  T ;  > 0} of
C([0, T ];Rd)-valued random variables satisfies a Large Deviations Principle (LDP) with rate function S0T (ϕ) for all
ϕ ∈ C([0, T ];Rd).
Proof. See Freidlin and Sowers [5]. 
We have
Definition 2.4. A functional τ :C([0, t],Rd) → [0, t] is a stopping time if for all ϕ, ϕ˜ ∈ C([0, t],Rd) and all s ∈
[0, t], ϕr = ϕ˜r for all r ∈ [0, s] and τ(ϕ) < s imply τ(ϕ˜) = τ(ϕ).
Let us set Σt the set of stopping times and Θt the set of elements τ of Σt such that there exists O such that for all
ϕ ∈ C([0,∞[,Rd): τ(ϕ) = inf{s  t : (t − s, ϕs) ∈O}
with the convention inf∅ = t . τ is hence a well-defined element of Σt and O is the open set associated.
τ : [0,+∞[ ×C([0,+∞[,Rd)→ [0,+∞[
is an element of Σ (respectively Θ) if and only if, for all t  0, τt = τ(t, .) ∈ Σt (respectively Θt ) where τ(t, ϕ) =
τt (ϕ[0,t]).
To solve our problem, we will adapt to our situation a well-known result of Varadhan [9].
For {Xt ; t  0} solution of the SDE, Xt = x +
∫ t
0 B(X

s ) ds +
√

∫ t
0 σ(X

s ) dWs , we have
Theorem 2.5 (S.R.S. Varadhan). Let C be a bounded mapping on C([0, t],Rd) equipped with the uniform norm. Let
D be a Borel subset of C([0, t],Rd).
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lim
↓0 inf  logE
[
1D
(
Xx,
)
exp
{
1

C
(
Xx,
)}]
 sup
{
C(ϕ) − SX0t (ϕ): ϕ ∈ ˚D
}
.
• If C is upper semi-continuous
lim
↓0 sup  logE
[
1D
(
Xx,
)
exp
{
1

C
(
Xx,
)}]
 sup
{
C(ϕ) − SX0t (ϕ): ϕ ∈ D
}
.
In our case we have to homogenize first, so will assume that C is periodic with period one in each direction and we
define
C =
∫
Td
C(x)μ0(dx).
Then we have
Theorem 2.6. Let C be an element of C∞(Td), and D a Borel subset of C([0, t],Rd). We have
lim
↓0 inf  logE
[
1D
(
Xx,
)
exp
{
1

t∫
0
C
(
X
x,,δ
s
δ
)
ds
}]
 Ct − inf
ϕ∈ ˚D
S0t (ϕ),
lim
↓0 sup  logE
[
1D
(
Xx,
)
exp
{
1

t∫
0
C
(
X
x,,δ
s
δ
)
ds
}]
 Ct − inf
ϕ∈D
S0t (ϕ).
Proof. Without loss of generality we assume that C = 0.
Since δ tends much more quickly to zero than , then the homogenization dominates. So we will treat  as fixed
for the homogenization and afterwards consider large deviations for the homogenized equation.
We will mainly use the fact that the mappings σ,C,B1 are smooth and periodic with period one in each direction,
therefore there are bounded and their differentials in the d-dimensional torus Td , which is compact hence bounded
in Rd . There exist constants such that
k0  Cˆ(x) k1, k′1  〈∇Cˆ,B1〉(x) k′2.
Let Cˆ be the solution of the Poisson equation L˜0Cˆ = −C. And let us set Xx,,δt = 1δ X
x,,δ
t , we have
(
δ√

)2(
Cˆ
(
X
x,,δ
t
)− Cˆ( x
δ
))
= δ

t∫
0
〈∇Cˆ,B1 +Bδ,2 〉(Xx,,δs )ds
+ δ√

t∫
0
〈
σ∇Cˆ(Xx,,δs ), dWs 〉−
t∫
0
C
(
Xx,,δs
)
ds.
So we have
E
[
1D(X) exp
{
1

t∫
0
C
(
X
x,,δ
s
δ
)
ds
}]
=
∫
D
exp
{
−
(
δ

)2(
Cˆ
(
X
x,,δ
t
)− Cˆ( x
δ
))
+ δ
2
t∫
0
〈∇Cˆ,B1 +Bδ2 〉(Xx,,δs )ds
+ δ

3
2
t∫ 〈
σ∇Cˆ(Xx,,δs ), dWs 〉
}
dP.0
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E
[
1D(X) exp
{
1

t∫
0
C
(
X
x,,δ
s
δ
)
ds
}]
=
∫
D
exp
{
−
(
δ

)2(
Cˆ
(
X
x,,δ
t
)− Cˆ( x
δ
))
+ δ
2
t∫
0
〈∇Cˆ,B1 +Bδ2 〉(Xx,,δs )ds
+ 1
2
δ2
3
t∫
0
‖As‖2 ds
}
dP˜Xx,,δ
 exp
{
K1
(
δ

)2
+K2 δ
2
t +K3
(
δ

3
2
)2
t
}
P˜Xx,,δ (D)
= exp
{
K1
(
δ

)2
+K2
(
δ

)
t +K3
(
δ

)2 1

t
}
P˜Xx,,δ (D),
where
dP˜Xx,,δ
dPXx,,δ
= exp
{
δ

3
2
t∫
0
〈
A(s), dWs
〉− 1
2
(
δ

3
2
)2 t∫
0
∥∥A(s)∥∥2 ds
}
.
Since Xx,,δ is solution of the SDE
X
x,,δ
t = x +
t∫
0
f 
(
X
x,,δ
s
δ
)
ds + √
t∫
0
σ
(
X
x,,δ
s
δ
)
dWˆs,
where Wˆt = Wt − δ

3
2
∫ t
0 σ∇Cˆ(X
x,,δ
s
δ
) ds, f  = B,δ + δ

σ · (σ∇C). The rate function under P˜ is S0t .
Then
lim
↓0  logE
[
1D(X) exp
{
1

t∫
0
C
(
X
x,,δ
s
δ
)
ds
}]
− inf
ϕ∈D
S0t (ϕ).
For the other inequality we can notice that
E
[
1D(X) exp
{
1

t∫
0
C
(
X
x,,δ
s
δ
)
ds
}]
=
∫
D
exp
{
−
(
δ

)2(
Cˆ
(
X
x,,δ

δ2
t
)− Cˆ( x
δ
))
+ δ
2
t∫
0
〈∇Cˆ,B1 +B,δ2 〉(Xx,,δs )ds
+ δ

3
2
t∫
0
〈
σ∇Cˆ(Xx,,δs ), dWs 〉
}
dP
 exp
{(
δ

)2
K ′1 +
δ
2
K ′2
}∫
D
exp
{
1
2
(
δ

3
2
)2 t∫
0
∥∥A(s)∥∥2 ds
}
dP˜
 exp
{(
δ
)2
K ′1 +
δ
2 K
′
2
}
P˜(D). 
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 logE
[
1D(X) exp
{
1

t∫
0
C
(
X
x,,δ
s
δ
)
ds
}]
is greater than −min
ϕ∈ ˚D S0t (ϕ). 
3. Asymptotic behavior of u,δ
We have
u,δ (t, x) = E
[
g
(
X
,x,δ
t
)
exp
{
1

t∫
0
C
(
X
x,,δ
r
δ
, Y x,,δr
)
dr
}]
,
then we have u,δ (t, x) > 0.
So we can set v,δ (t, x) =  log(u,δ (t, x)), v,δ (t, x) is solution of⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
∂v,δ
∂t
(t, x) = L,δ v,δ (t, x) +
1
2
∥∥∥∥σ ∗
(
x
δ
)
∇v,δ (t, x)
∥∥∥∥
2
+C
(
x
δ
, u,δ
)
,
lim
t↓0 v
,δ (t, x) = −∞, x ∈ Rd \G0,
v,δ (0, x) =  log(g(x)), x ∈ G0.
(3.1)
Let us define
ρ2(t, x, y) = inf{S0t (ϕ); ϕ0 = x, ϕt = y}
and ρ2(t, x,G0) = infy∈G0 ρ2(t, x, y).
Let us define a distance in R+ × Rd by, for (t, x), (s, y) ∈ R+ × Rd ,
d
(
(t, x), (s, y)
)= max(|s − t |,‖x − y‖),
so we define
u∗(t, x) = lim
η↓0 sup
{
v,δ (s, y);   η, (s, y) ∈ B((t, x), η)},
v∗(t, x) = lim
η↓0 inf
{
v,δ (s, y);   η, (s, y) ∈ B((t, x), η)}.
We obtain
Theorem 3.1. The functions u∗ and v∗ are respectively viscosity subsolution and supersolution of⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
max
(
w,
∂w
∂t
(t, x) − 1
2
〈
A∇w(t, x),∇w(t, x)〉− 〈B,∇w(t, x)〉−C)= 0,
lim
t↓0 w(t, x) = −∞, x ∈ R
d \G0,
w(0, x) = 0, x ∈ G0,
(3.2)
where
a(x) = σσ ∗(x), B =
∫
Td
(I +DBˆ0)B1(x)μ0(dx);
A =
∫
Td
(I +DBˆ0)a(x)(I +DBˆ0)∗μ0(dx).
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Let us prove that u∗ is a viscosity subsolution.
Let us consider the second order PDE operator
L˜0 = 12Tr
[
a(y)D2·]+B0(y)D · .
We assume that∫
Td
B0(z)μ0(dz) = 0.
Let us set
B˜(y) = (I +DBˆ0)B1(y); A˜(y) = (I +DBˆ0)a(I +DBˆ0)∗(y),
and
B =
∫
Td
B˜(y)μ0(dy), A =
∫
Td
A˜(y)μ0(dy), C =
∫
Td
C(y)μ0(dy).
The function v(t, x) is viscosity solution of
∂v(t, x)
∂t
− 
2
Tr
[
a
(
x
δ
)
D2v(t, x)
]
− 
δ
B0
(
x
δ
)
Dv(t, x) − (B1 +B2)
(
x
δ
)
Dv(t, x)
− 1
2
〈
a
(
x
δ
)
Dv(t, x),Dv(t, x)
〉
−C
(
x
δ
, u(t, x)
)
= 0. (3.3)
Let Φ be a smooth function, and (t0, x0) a strict local maximum of u∗ −Φ .
Let ψ be a periodic function solution of the Poisson equation
L˜0ψ(y)+ B˜(y)DΦ(t0, x0)+ 12
〈
A˜(y)DΦ(t0, x0),DΦ(t0, x0)
〉+C(y)
= BDΦ(t0, x0) +
〈
ADΦ(t0, x0),DΦ(t0, x0)
〉+C. (3.4)
We consider now the perturbed test function
Φ(t, x) = Φ(t, x)+ δBˆ0
(
x
δ
)
DΦ(t, x)+ δ
2


ψ
(
x
δ
)
. (3.5)
Then we have
∂Φ(t, x)
∂t
= ∂Φ(t, x)
∂t
+ δBˆ0
(
x
δ
)
∂
∂t
DΦ(t, x),
and
DΦ(t, x) = (I +DBˆ0)
(
x
δ
)
DΦ(t, x) + δBˆ0
(
x
δ
)
D2Φ(t, x) + δ

Dψ
(
x
δ
)
,
D2Φ(t, x) = D2Φ(t, x) + 2DBˆ0
(
x
δ
)
D2Φ(t, x)+ 1

D2ψ
(
x
δ
)
+ δBˆ0
(
x
δ
)
D3Φ(t, x)+ 1
δ
D2Bˆ0
(
x
δ
)
DΦ(t, x).
There exists a sequence (t, x) local maximum of v −Φ converging towards (t0, x0). Getting  small enough, and
putting everything together in (3.3), we have
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∂t
− 1
2
Tr
[
a
(
x
δ
)
D2ψ
(
x
δ
)]
− 
2δ
Tr
[
a
(
x
δ
)
D2Bˆ0
(
x
δ
)]
DΦ(t, x)
− 
δ
(
I +DBˆ0
(
x
δ
))
B0
(
x
δ
)
DΦ(t, x)−B0
(
x
δ
)
Dψ
(
x
δ
)
− (I +DBˆ0)B1
(
x
δ
)
DΦ(t, x)
− 1
2
〈
a
(
x
δ
)
(I +DBˆ0)
(
x
δ
)
DΦ(t, x), (I +DBˆ0)
(
x
δ
)
DΦ(t, x)
〉
−C
(
x
δ
)
+ o(1) 0.
If we set y = xδ , and for  small enough, we get
∂Φ
∂t
(t0, x0)− L˜0ψ(y)− B˜(y)DΦ(t0, x0)− 12
〈
A˜(y)DΦ(t0, x0),DΦ(t0, x0)
〉
−C(y) − 
δ
[
(I +DBˆ0)B0(y)DΦ(t0, x0)+ 12Tr
[
a(y)D2Bˆ0(y)
]
DΦ(t0, x0)
]
+ o(1) 0.
Since L˜0Bˆ0 +B0 = 0, then

δ
[(
I +DBˆ0
(
x
δ
))
B0
(
x
δ
)
DΦ(t, x) + 1
2
Tr
[
a
(
x
δ
)
D2Bˆ0
(
x
δ
)]
DΦ(t, x)
]
= 0.
Hence by (3.4), we deduce
∂Φ
∂t
(t0, x0)−
〈
B,DΦ(t0, x0)
〉− 1
2
〈
ADΦ(t0, x0),DΦ(t0, x0)
〉−C  0.
We consider now v∗, and let (t0, x0) ∈ ]0,+∞[ × Rd be such that v∗(t0, x0) < 0. Let Φ  v∗ be a smooth function,
such that (t0, x0) is a strict local maximum of Φ − v∗. There exists a sequence (t, x) local maximum of Φ − u
converging to (t0, x0). Considering the function ψ of (3.4) and the same perturbed test function (3.5), we have
∂Φ(t0, x0)
∂t
− 1
2
Tr
[
a
(
x
δ
)
D2ψ
(
x
δ
)]
− 
2δ
Tr
[
a
(
x
δ
)
D2DBˆ0
(
x
δ
)]
DΦ(t, x)
− 
δ
(
I +DBˆ0
(
x
δ
))
B0
(
x
δ
)
DΦ(t, x)−B0
(
x
δ
)
Dψ
(
x
δ
)
− (I +DBˆ0)B1
(
x
δ
)
DΦ(t, x)− 1
2
〈
a
(
x
δ
)
(I +DBˆ0)
(
x
δ
)
DΦ(t, x), (I +DBˆ0)
(
x
δ
)
DΦ(t, x)
〉
−C
(
x
δ
, u(t, x)
)
+ o(1) 0.
We know that u(t, x) = e v
 (t,x)
 then when  is small enough, we have C( x
δ
, u(t, x)) = C( x
δ
) + o(1), therefore by
the same calculations as above, we obtain
∂Φ
∂t
(t0, x0)−
〈
B,DΦ(t0, x0)
〉− 1
2
〈
ADΦ(t0, x0),DΦ(t0, x0)
〉−C  0. 
From this theorem we have the unicity theorem
Theorem 3.2. Let u and v be respectively the sub- and supper-viscosity solutions of (3.2). Assume that for all (t, x) ∈
]0,+∞[ × Rd ,
−ρ2(t, x,G0) v(t, x) u(t, x)min
(
CMt − ρ2(t, x,G0),0
)
,
then we have v  u.
Proof. See Pradeilles [8]. 
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]0,+∞[ × Rd . Since we have v∗  u∗ and by the definition of the two functions v∗  u∗, hence
lim
↓0  logu
,δ (t, x) = u∗(t, x).
Let us consider the function V ∗(t, x) defined in ]0,+∞[ × Rd by
V ∗(t, x) = inf
τ∈Θt
sup
ϕ
{
R0τ (ϕ), ϕ0 = x, ϕt ∈ G0, ϕ ∈ C
([0, t])}
where R0τ (ϕ) = Cτ − S0τ (ϕ).
Let M and E be a partition of R+ × Rd ,
M= {(t, x) ∈ R+ × Rd;V ∗(t, x) = 0};
E = {(t, x) ∈ R+ × Rd;V ∗(t, x) < 0}.
We have
Theorem 3.3. For (t, x) ∈ ]0,+∞[ × Rd ,
lim
↓0  logu
,δ (t, x) = V ∗(t, x)
= inf
τ∈Θt
{
Cτ − inf
ϕ
S0τ (ϕ), φ0 = x, ϕt ∈ G0, ϕ ∈ C
([0, t])}.
Proof. We adapt here the proof done by Pradeilles [8] to our case.
Let us consider (t, x) ∈ ]0,+∞[ × Rd, τ ∈ Θt and O the open set associated, we have
Y
,x,δ
0 = E
[
Y ,x,δτ exp
{
1

t∫
0
C
(
X
x,,δ
r
δ
, Y x,,δr
)
dr
}]
 E
[
Y ,x,δτ exp
{
1

t∫
0
C
(
X
x,,δ
r
δ
)
dr
}]
 (1 ∨ g¯)
[
E
[
1{τ<t} exp
{
1

τ∫
0
C
(
X
x,,δ
r
δ
)
dr
}]
+ E
[
1{Xx,,δt ∈G0}1{τ=t} exp
{
1

τ∫
0
C
(
X
x,,δ
r
δ
)
dr
}]]
 (1 ∨ g¯)E
[
1{τ<t}∪{Xx,,δt ∈G0,τ=t} exp
{
1

τ∫
0
C
(
X
x,,δ
r
δ
)
dr
}]
,
then we have by Theorem 2.6
lim
↓0  logu
,δ (t, x)
{
Cτ − inf
ϕ
S0τ (ϕ), ϕ0 = x, ϕt ∈ G0
}
,
hence we have v∗(t, x) V ∗(t, x).
If v∗(t, x) = 0, we have the equality.
Let us show now the inverse inequality. We assume that v∗(t, x) < 0. Let us set τ(ϕ) = infϕ{0  s  t :
v∗(t − s, ϕs) > −α}, α > 0. We have τ(ϕ) < t .
Let ϕ be such that R0τ (ϕ) V ∗(t, x)−α, ϕ0 = x and ϕt ∈ G0. Let β ∈ ]0, t − τ(ϕ)[ be such that for all s ∈ [τ(ϕ),
τ (ϕ)+ β],
−5α  v∗(t − s, ϕs) −3α .4 4
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sup
s∈[0,t]
|ψs − ϕs | < η ⇒ τ(ψ) < τ(ϕ)+ β,
then
‖ψ − ϕ‖β ≡ sup
s∈[0,τ (ϕ)+β]
|ψs − ϕs | < η ⇒ τ(ψ) < τ(ϕ)+ β.
Let us choose η such that
‖ψ − ϕ‖ η ⇒ ∀s ∈ [0, τ (ϕ)+ β], ∣∣v∗(t − s,ψs)− v∗(t − s, ϕs)∣∣ α4 ,
then
Y
,x,δ
0 = E
[
Y
,x,δ
τ (ϕ)+β exp
{
1

τ(ϕ)+β∫
0
C
(
X
x,,δ
r
δ
, Y x,,δr
)
dr
}]
= E
[
Y
,x,δ
τ (ϕ)+β1{‖X−ϕ‖β<η} exp
{
1

τ(ϕ)+β∫
0
C
(
X
x,,δ
r
δ
, Y x,,δr
)
dr
}]
+ E
[
Y
,x,δ
τ (ϕ)+β1{‖X−ϕ‖βη} exp
{
1

τ(ϕ)+β∫
0
C
(
X
x,,δ
r
δ
, Y x,,δr
)
dr
}]
 E
[
Y
,x,δ
τ (ϕ)+β1{‖X−ϕ‖β<η} exp
{
1

τ(ϕ)+β∫
0
C
(
X
x,,δ
r
δ
, Y x,,δr
)
dr
}]
 E
[
1{‖X−ϕ‖β<η} exp
{
1

( τ(ϕ)+β∫
0
C
(
X
x,,δ
r
δ
)
dr − 2α − γ
)}]
, ∀γ > 0.
So, using Theorem 2.6, we have
v∗(t, x)  sup
ψ
{
C
(
τ(ϕ)+ β)− S0τ(ϕ)+β(ψ), ψ0 = x, ‖ψ − ϕ‖β < η}− 2α
⇒ ∀α,β > 0, v∗(t, x)R0τ(ϕ)+β − 2α  V ∗(t, x) − 3α,
hence one gets v∗(t, x) V ∗(t, x). 
We have
Corollary 3.4. We have lim↓0 u,δ (t, x) = 0 uniformly in any compact set K of E . In all compact set K′ of ˚M, we
have lim↓0 u,δ (t, x) = 1.
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