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Calculation of product state distributions from resonance decay
via Lanczos subspace filter diagonalization: Application to HO2
Hong Zhang and Sean C. Smitha)
Department of Chemistry, School of Molecular and Microbial Sciences, The University of Queensland,
Qld 4072, Brisbane, Australia
~Received 23 March 2001; accepted 17 July 2001!
Resonance phenomena associated with the unimolecular dissociation of HO2 have been investigated
quantum-mechanically by the Lanczos homogeneous filter diagonalization ~LHFD! method. The
calculated resonance energies, rates ~widths!, and product state distributions are compared to results
from an autocorrelation function-based filter diagonalization ~ACFFD! method. For calculating
resonance wave functions via ACFFD, an analytical expression for the expansion coefficients of the
modified Chebyshev polynomials is introduced. Both dissociation rates and product state
distributions of O2 show strong fluctuations, indicating the dissociation of HO2 is essentially
irregular. © 2001 American Institute of Physics. @DOI: 10.1063/1.1400785#
I. INTRODUCTION
The study of unimolecular dissociation reactions is fun-
damentally important to many areas of pure and applied
chemistry.1,2 When a molecule fragments, we are commonly
interested in answers to the following two questions: at what
rate did the reaction occur, and afterwards, in what quantum
states are the products?
There are several distinct methods for estimating the rate
constants of unimolecular reactions. These include statistical
theories, classical trajectory simulations, and quantum
theories.3–6 The rigorous quantum-mechanical way to de-
scribe unimolecular reaction rates is to compute Siegert
states7 ~resonance states!, which are quasibound, so-called
compound states that are embedded in the continuum. These
are eigenfunctions of the Schro¨dinger equation with outgoing
wave boundary conditions. Because of the complex bound-
ary conditions, the eigenvalues are necessarily complex,
$ER2iG/2%. The real part of the eigenvalue, ER , is the en-
ergy of the metastable state of the molecule, while its uni-
molecular decay rate, k, is given in terms of the imaginary
part, G/\. ~The latter relationship is only true if the resonance
states are nonoverlapping.8! Unlike bound states, resonance
states have a finite width in the energy domain and their
wave functions extend to infinity. Since they are scattering
states, resonances are generally more complicated to calcu-
late than bound states.
The energy of a resonance is essentially determined by
the potential energy surface ~PES! in its inner region, while
its width depends on the coupling between the inner region
and the exit channel. The product state distributions reflect
scattering from resonance to product states through a transi-
tional state, and thus contain additional clues about the intra-
and intermolecular dynamics of the system. Each resonance
has a unique width and is associated with unique product
state distributions. In order to fully understand the unimo-
lecular dissociation dynamics, therefore, it is useful to con-
sider all three observables for as many resonances as pos-
sible.
Quantum-mechanically, resonances can be treated in ei-
ther the time-independent or time-dependent domain. In the
former, one has to solve the homogeneous time-independent
Schro¨dinger equation
~E2Hˆ 8!CE50. ~1!
Here, Hˆ 85Hˆ 2iVˆ abs , i.e., a complex absorbing potential
augments the Hamiltonian (Hˆ ) to invoke the appropriate
boundary conditions at ‘‘infinite’’ product separation, and
CE is the resonance wave function. In practice, Eq. ~1! is
challenging to solve for reactions involving polyatomic mol-
ecules, and several methods incorporating the variational
principle5,9 and filter diagonalization10–16 have been devel-
oped to tackle large systems. While arguably the most suc-
cessful, filter diagonalization ~FD! approaches suffer storage
problems when performed in a large primary representation
~e.g., a multidimensional DVR or finite basis!. To overcome
the memory bottleneck, Yu and Smith introduced quasimini-
mum residual ~QMR! and minimum residual ~MINRES! fil-
ter diagonalization,17–20 which typically requires three com-
plex vectors to be stored. A key feature of Yu and Smith’s
QMRFD and MINRESFD approaches is that the entire cal-
culation is carried out within a Lanczos subspace. Conse-
quently, a single Lanczos subspace is sufficient for analyzing
the entire spectrum, since representing the Hamiltonian tridi-
agonally makes it a straightforward exercise to generate a
new set of filtered states in the next energy window by solv-
ing QMR equations implicitly within the subspace. Recently,
for the calculation of bound and resonance states, we have
developed an improved algorithm21 ~the Lanczos homoge-
neous filter diagonalization algorithm, LHFD! which more
efficiently generates filtered states within a Lanczos subspace
by solving homogeneous linear systems with a simple recur-
sion formula. It is partly the aim of this paper to extend the
algorithm for computing product state distributions ~PSDs!.a!Electronic mail: s.smith@chemistry.uq.edu.au
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In time-dependent approaches, on the other hand, one
must propagate an initial wave packet according to the time-
dependent Schro¨dinger equation to generate correlation func-
tions, C(t). These functions reflect the motion of the wave
packet and are therefore a convenient means to visualize the
molecular dynamics. In principle, one can obtain resonances
by directly analyzing correlation functions ~via a half-Fourier
transform!.22,23 However, to get a high-resolution spectrum,
one must propagate a wave packet for a long time. To avoid
expensive long-time propagations, Neuhauser et al.12 pro-
posed an autocorrelation function-based filter diagonalization
~ACFFD! scheme to calculate resonances. An attractive fea-
ture of this scheme is its low storage demands—eigenvalues
in different energy windows can be obtained from a single
sequence of autocorrelation functions without the need to
explicitly construct the filtered states. Mandelshtam et al.14
combined this scheme with a modified real Chebyshev
propagation approach,13,24,25 and implemented a discrete
box-like FD formalism. In this paper, both time-independent
LHFD and time-dependent ACFFD methods shall be com-
pared using a model triatomic system: the hydroperoxyl radi-
cal, HO2 .
The HO2 system has been extensively studied due to its
importance in combustion and atmospheric chemistry. The
ground state PES of HO2 has a very deep well supporting
over 350 bound states of odd parity, and therefore has a
relatively high density of states, making this system very
complicated and a challenging one to characterize. Several
groups have performed both bound- and resonances calcula-
tions on this system. For example, Mandelshtam et al.13 have
successfully computed bound- and resonance state energies
by employing FD based on a damped Chebyshev recursion
in a primary representation. Kendrick and Pack26,27 obtained
consistent resonance energies and widths using the coupled
channel method. Zhang et al.28,29 have calculated both
bound- and resonance energies by employing Fourier trans-
form of the time-autocorrelation functions. Schinke et al.5,30
investigated this system using a modification of the log-
derivative version of Kohn’s variational principle, and com-
pared the quantum rate constants with that of statistical
RRKM theories.
This article is organized as follows. We describe the
LHFD method in Sec. II alongside the ACFFD method to be
used later for comparison. In Sec. III shall give the results of
the three-dimensional calculations performed on the unimo-
lecular HO2 dissociation reaction. Section IV concludes.
II. THEORETICAL METHODS
A. Lanczos homogeneous filter diagonalization
LHFD method
1. Resonance energies and widths
In the LHFD method21 we first project the augmented
Hamiltonian into a Krylov subspace using the Lanczos
method.31 Inside the subspace, the Hamiltonian ~represented
as a tridiagonal matrix, TM! can be used to perform FD cal-
culations for various energy windows. Most FD approaches
require the solution of inhomogeneous systems of linear
equations (H2EI)x5b ~I is the identity matrix and E the
filtering energy! to converge filtered states. In contrast, our
LHFD method, as its name suggests, relies upon solving
(H2E)x50. If the filtering energy E is a true eigenvalue,
then in exact algebra the result of the homogeneous recursion
is to generate the corresponding eigenvector ~unnormalized!.
However, if E is not an eigenvalue then the same recursion
plays the role of an extremely efficient filtering operation.21
The advantage associated with this choice is that the linear
system can be solved effectively by a simple three-term re-
cursion. Additionally, matrix-vector multiplications involv-
ing the tridiagonal Hamiltonian require merely three-dot
products.
In more detail, the LHFD algorithm for characterizing
resonances can be summarized as follows:
~i! Choose a normalized, randomly generated initial vec-
tor v1Þ0 and set b1v050. Then, use the three-term Lanczos
algorithm for complex-symmetric matrices32
bk11vk115Hˆ 8vk2akvk2bkvk21 , ~2!
to project the non-Hermitian augmented Hamiltonian into a
Krylov subspace. The M3M tridiagonal representation of
the Hamiltonian, TM , has diagonal elements ak
5(vkuHˆ uvk) and subdiagonal elements bk5(vk21uHˆ uvk).
Note that a complex-symmetric inner product is used ~i.e.,
bra vectors are not complex conjugated!.
~ii! For all j51,2,...,jmax , generate filtered states f(E j)
by solving the homogeneous linear system
~E j2TM !uf~E j!&50. ~3!
Here, a backward substitution recursion is employed:
~a! Choose fM , the Mth element of f(E j), to be arbitrary
~but nonzero; usually set fM51!, and calculate
fM215
1
bM
~EjfM2aMfM!. ~4!
~b! For k5M21,M22,...,2, update scalar fk21 :
bkfk215Ejfk2akfk2bk11fk11 . ~5!
~iii! Construct the overlap matrix with elements S j j8
5(f(E j)uf(E j8)) and subspace Hamiltonian matrix with el-
ements W j j85(f(E j)uTMuf(E j8)). Note that W j j8 can be
calculated using a three-term summation
W j j85 (k51
M
@fk~E j!bkfk21~E j8!1fk~E j!akfk~E j8!
1fk~E j!bk11fk11~E j8!# . ~6!
~iv! Solve the generalized complex-symmetric eigen-
value problem WB5SB« to obtain the complex energies,
$«%.
~v! Span the energy domain by repeating ~ii!–~iv! win-
dow by window.
Due to the tridiagonal structure of the subspace Hamil-
tonian, one can generate all the elements of a filtered state by
specifying practically any value for the scalar fM . Since the
choice is arbitrary, the solution must be normalized after step
~ii! to yield the true filtered state, f(E j)←h j3f(E j). To
check the convergence of the eigenvalues as well as the qual-
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ity of the eigenpairs generated by the above iterative meth-
ods, one can typically compute the error norm about the
eigenenergy E,
s~E !5i~TM2E !z~E !i , ~7!
where the Lanczos eigenvector z(E) is cheaply regenerated
for each complex eigenenergy using Eq. ~3!. Clearly, true
eigenvalues should have small error norms and can thus be
distinguished from any unconverged/spurious eigenvalues.
2. Product state distributions
The complex resonance wave functions in Eq. ~1! obey
the Siegert-type boundary conditions asymptotically, i.e.,
they are products of outgoing radial waves in the scattering
coordinate, R say, and internal eigenfunctions in the remain-
ing coordinates. For our target system HO2 , the resonance
wave function in terms of Jacobi coordinates (R ,r ,u) is writ-
ten
CER~R‘ ,r ,u!5(n an~ER!A
mH,O2
\kn
eiknR‘wn~r ,u!, ~8!
where
an~ER!5A \knmH,O2 e2iknR‘^wn~r ,u!uCER~R‘ ,r ,u!&,
~9!
and n5(n , j), and kn5A2mH,O2\22(ER2«n).
Within the subspace, we can use Eq. ~8! to perform the
asymptotic scattering analysis. The product rotational state
distribution, Pn5uan(ER)u2, may be acquired by computing
Pn5
\kn
mH,O2
u^wn~r ,u!uCER~R‘ ,r ,u!&u
2
. ~10!
The analysis is done in the region where the interaction po-
tential is small, but before the region where the absorbing
potential is nonzero ~where the resonance wave function is
exponentially decreasing!.
One can transform wave functions between the primary
representation and the Lanczos subspace through
z~ER!5VTCER, ~11!
CER5Vz~ER!5(i51
M
z i~ER!v i , ~12!
where V5@v1 ,v2 ,. . . ,vM# is the column-orthonormal Lanc-
zos vector matrix. So, using Eq. ~12!, the inner product ap-
pearing in Eq. ~10! can be re-expressed
^wn~r ,u!uCER~R‘ ,r ,u!&
5(
i51
M
z i~ER!^wn~r ,u!uv i~R‘ ,r ,u!&
5(
i51
M
z i~ER!x i
~n !
. ~13!
The vectors x (n)5VTwn are the subspace projections of the
internal eigenfunctions. Thus, from a single set of Lanczos
iterations, one can calculate the energies and the product
state distributions for different resonances.
B. Autocorrelation function-based filter
diagonalization ACFFD method
1. Resonance energies and widths
In this FD scheme, the most important and computation-
ally demanding step is to calculate time-correlation func-
tions, C(t). To acquire them, we employ the modified
Chebyshev polynomial algorithm proposed by Mandelshtam
and Taylor et al.13,24,25 and described as follows. Incorporat-
ing a real-valued damping function, gˆ , time-correlation func-
tions can be expressed ~with \51! as
Cn5~F0 ,F~nt!!5S F0 , (
k50
kmax
ak~nt!jk
gˆD
5 (
k50
kmax
ak~nt!~F0 ,jk
gˆ !
5 (
k50
kmax
ak~nt!ck , ~14!
where
ak~nt!5~22dk0!e2iH
¯ nt~2i !kJk~DHnt!. ~15!
In the above equations, H¯ 50.5(Hmax1Hmin), DH
50.5(Hmax2Hmin), Hmin(Hmax) is the smallest ~largest! ei-
genvalue of the Hamiltonian, Jk is a Bessel function, F0 is
the initial wave packet ~a randomly generated real vector!,
and t is the size of the time propagation step. The number of
Chebyshev expansion terms needed for convergence can be
estimated typically as33 kmax(nt)>DHnt120, which is in-
creased as the propagation time becomes longer. The main
task is the calculation of real correlation functions $ck%,
which can be realized by a modified Chebyshev recursion
jk11
gˆ 5e2gˆ~2Hˆ norm jk
gˆ2e2gˆjk21
gˆ !, ~16!
with j0
gˆ5F0 , j1
gˆ5e2gˆHˆ norm j0
gˆ
, and Hˆ norm5(Hˆ 2H¯ )/DH .
This propagation method is a large step propagation, and is
different from standard complex Chebyshev step-by-step
propagation. The advantage associated with this algorithm is
that for the heaviest part of the computation, namely the
calculation of the real scalars $ck%, a real algorithm can be
employed.
By choosing each filtered state as a partial Fourier trans-
form of the time-dependent wave function F(t) and employ-
ing the evolution operator Uˆ 5e2itH
ˆ
, one can set up a small-
sized generalized eigenproblem
U ~1 !B5U ~0 !B« . ~17!
The diagonal elements of the matrices U (p)(p50,1) are writ-
ten
U j j
~p !5(
l50
2M
~M2uM2lu11 !Cl1pz j
2l ~18!
while the off-diagonal elements are
5753J. Chem. Phys., Vol. 115, No. 13, 1 October 2001 Product distributions from resonance decay: HO2
 Reuse of AIP Publishing content is subject to the terms: https://publishing.aip.org/authors/rights-and-permissions. Downloaded to  IP:  130.102.82.69 On: Fri, 07 Oct 2016
05:32:49
U j j8
~p !
5
1
z j2z j8
F z j(
l50
M
Cl1pz j8
2l
2z j8(l50
M
Cl1pz j
2l
2
1
z j
M (
l5M11
2M
Cl1pz j8
M2l11
1
1
z j8
M (
l5M11
2M
Cl1pz j
M2l11G , ~19!
where z j5e2iE jt, and M takes the value of (nmax22)/2 with
nmaxt being the largest propagation time. The eigenvalues of
Uˆ are uk5e2itEk, i.e., Ek5i ln uk /t. After generating dis-
crete autocorrelation functions, we store this vector, then per-
form FD calculations for arbitrarily chosen windows using
the same vector.
2. Product state distributions
Resonance wave function can be calculated through a
partial time–energy Fourier transformation of the time-
dependent wave packet
C~E !5E
0
‘
dt exp~ iEt !F~ t !. ~20!
Using a damped Chebyshev expansion for F(t), namely Eq.
~14!, we can derive an analytical expression for the expan-
sion coefficients of C(E) through a partial Fourier transform
of the complex time-dependent Chebyshev expansion coeffi-
cients $ak(t)%. First, we rewrite the wave function
C~E !5 (
k50
jk
gˆE
0
‘
dt exp~ iEt !ak~ t !5 (
k50
jk
gˆdk~E !,
~21!
where
dk~E !5~22dk0!~2i !kE
0
‘
dt exp@ i~E2H¯ !t#Jm~DHt !.
~22!
Then, for Hmin,E,Hmax , we can use an appropriate integral
formula34 to simplify Eq. ~22!
dk~E !5~22dk0!~2i !k
expF2ik arcsinS H¯ 2E
DH D G
A~DH !22~H¯ 2E !2
. ~23!
In form, the above expression for the expansion coefficient,
dk(E), is different from the ones given by Neuhauser
et al.,33 Mandelshtam et al.,35 and Kouri et al.36 This has
prompted us to check its validity by comparing it numeri-
cally with the other three. We have found it to give similar
results to the formulas of Neuhauser et al. and Mandelshtam
et al., but quite different results from the formula of Kouri
et al.
Like the time-independent LHFD method, we can arrive
at an expression for product state distributions after obtain-
ing the resonance wave functions
Pn5uan~ER!u25
\kn
mH,O2
U(
k50
dk~ER!vk~
n !U2, ~24!
with
vk
~n !5^wn~r ,u!ujk
gˆ~R‘ ,r ,u!&. ~25!
Thus, analogous to the Lanczos algorithm described above, a
single sequence of Chebyshev iterations allows us to calcu-
late both energies and product state distributions for different
resonances.
III. CALCULATIONS
A. The Hamiltonian
The triatomic HO2 Hamiltonian with total angular mo-
mentum J50 is written in terms of Jacobi coordinates
Hˆ 52
\2
2mH,O2
1
R
]2
]R2 R2
\2
2mO2
1
r
]2
]r2
r
1
\2
2 S 1mH,O2R2 1 1mO2r2D jˆ21V~R ,r ,u!, ~26!
where R is the separation of H from the center of mass of
O2 , r is the O–O separation, u is the bend angle, and mH,O2
and mO2 are reduced masses. For current purposes, we utilize
the HO2 DMBE IV PES,37 which has an equilibrium
geometry of Re52.466 69 a0 , re52.514 27 a0 , and ue
50.804 81 rad, and has a dissociation energy of 2.378 377
eV to the H1O2 limit.
The Hamiltonian was then represented in a potential-
optimized discrete variable representation38 ~PODVR!. For
the R coordinate, we used NR5120 PODVR points, which
were contracted from 350 evenly spaced primitive Sinc DVR
points39 spanning the range from 0.5 to 11.0 a0 with the one-
dimensional reference potential V(R ,re ,ue). Similarly, for
the r coordinate, Nr550 PODVR points were obtained from
150 primary DVR points spanning the range from 1.3 a0 to
5.0 a0 using the reference potential V(Re ,r ,ue). For the u
variable, Nu543 symmetry-adapted DVR functions, defined
by 86 Gauss–Legendre quadrature points, were employed to
take account of the odd O–O exchange parity. The resulting
direct product basis set was further contracted by discarding
those points whose potential energies were higher than the
cutoff energy Vcutoff52.0 eV, resulting in the final basis size
of 105 781.
For the LHFD calculations, the absorbing potential in
the dissociation channel of H1O2 takes the following form:
Vˆ abs~R !5
V0
cosh2@~Rmax2R !/l#
, ~27!
where Rmax511.0 a0 , and V0 and l are two adjusting param-
eters. For our purposes we take V052.0 eV and l50.5 a0 .
For the ACFFD method, we used the following damping
function:
gˆ~R !5e2V
ˆ
sba~R !
. ~28!
The rovibrational eigenfunctions of O2 are direct products,
written
wn5
1
r
un&u j& . ~29!
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The j-dependent radial vibrational components satisfy the ra-
dial Schro¨dinger equation
F2 \22mO2 d
2
dr2 1
j~ j11 !\2
2mO2r
2 1VO2~r !G un&5«nun&. ~30!
For total angular momentum J50, and for our choice of
body-fixed frame, the Z axis is defined to be parallel to R
such that O2 and lies in XZ plane. Then
u j&5A~2 j11 !2 P j~cos u!, ~31!
where P j is a Legendre polynomial of degree n. We take
a slice of HO2 PES V(R‘ ,r ,ue) as O2 potential and use
r PODVRs described above to solve Eq. ~30! to get un&
and «n .
B. Resonance energies and widths
We have employed both the LHFD and ACFFD methods
described in detail above to compute resonance energies and
widths window by window in the energy range of 0.09 to
0.47 eV. In the LHFD approach, we set up a Lanczos sub-
space of order M540 000, and stored the two sets $ak%1
M and
$bk%2
M for subsequent construction of the subspace matrices.
In ACFFD, a sequence of 87 768 autocorrelation functions
~for a propagation time of 275 592 a.u.! was needed to suf-
ficiently converge the desired resonances, requiring kmax
>205 000. Eight energy windows of width 0.0475 eV have
been used, each with 200 basis functions, to perform the FD
calculations. Plotted in Fig. 1 are the calculated resonance
energies and rates. Note that the rates are widths divided by
\, and therefore are true unimolecular decay rates only for
narrow isolated resonances. Nevertheless, for simplicity, we
will use rates independent of the energy regime, following
the work of Schinke et al.5 Besides, broader resonances can-
not be extracted from the spectrum, simply because they are
hidden in the background.
From Fig. 1 we see that resonance energies acquired via
LHFC and ACFFD are in fairly sound agreement ~i.e., 3 or 4
digits of relative accuracy!. The resonance rates predicted by
both methods agree within 20% of one another. To demon-
strate the agreement more clearly we have shown an ampli-
fied part of the spectrum in Fig. 1~b!. Analysis of the reso-
nance widths shows that only at very low energies, these
resonances are isolated. With increasing energy the reso-
nances begin to overlap. The quantum widths ~rates! show a
large fluctuation, with the general tendency that the rates
increase with energy. Just above threshold, the rates vary
over three orders of magnitude, then the extent of fluctuation
decreases with increasing energy. This fluctuating behavior
has also been obtained by other theoretical calculations on
HO2 dissociation.5,13,30 Although experimental data are still
not available for this system, fluctuating resonance rates have
been observed for several other dissociation systems includ-
ing H2CO, CH3O, and NO2 .40–42
C. Rotational state distributions
Evident from the forms of Eqs. ~13! and ~24!, it proved a
straightforward ~and low-storage! exercise to calculate final
rotational distributions for various energies and vibrational
states of O2 . Figures 2~a!–2~d! show the O2 rotational dis-
tributions for the ground vibrational state at different ener-
gies. Similarly, Figs. 3~a!–2~d! show the O2 ~n51! rotational
distributions at various energies. The general agreements
among the two sets of calculations are satisfactory. For the
n50 rotational distributions, we can also compare with the
results from the calculations of Schinke et al.;5 for these
resonances the general shapes and the nodal structures pre-
dicted by our calculations are quite similar to their results.
We are unable to make such comparisons for the n51 rota-
tional distributions since these results appear here for the first
time.
FIG. 1. ~a! Plot of the logarithmic resonance rates, log10(k), vs resonance
energy in the energy range 0.09 to 0.47 eV. Circles represent the results from
LHFD calculations and squares denote the results from ACFFD. The unit of
decay rate is s21. ~b! An amplified part of ~a! in the energy range 0.2 to 0.25
eV.
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By inspecting Figs. 2 and 3, we can identify some gen-
eral features and trends. First, the number of occupied rota-
tional channels increases steadily with energy, which is sim-
ply the result of energy conservation. Second, the
distributions show a very complicated oscillatory behavior,
with the number of oscillations generally increasing with en-
ergy. Third, the fluctuations in the distributions seem to be
random and unpredictable from resonance to resonance. ~We
have calculated all the rotational state distributions for n50
and n51 for the resonances lying between 0.09 to 0.47 eV.
For brevity, only four for each vibrational state have been
reported.!
The rotational state distributions of the fragments reflect
the angular dependence of wave function at the translational
state and the anisotropy of the PES in the exit channel. The
rotational state distributions for the HO2 dissociation are
complicated mainly due to the translational–rotational cou-
pling being weak but not negligible. The distributions can-
not, therefore, be explained by a simple model such as the
Franck–Condon mapping picture or the rotational reflection
principle.43 Similar irregular behavior has been observed ex-
perimentally for NO rotational state distributions associated
with the unimolecular dissociation of NO2 .44,45
FIG. 2. ~a! The O2 ~n50! rotational distributions, E50.154 eV. Symbols are the same as Fig. 1. All distributions are normalized. ~b! Same as previous figure,
except E50.252 eV. ~c! Same as previous figure, except E50.264 eV. ~d! Same as previous figure, except E50.362 eV.
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D. Vibrational product distributions
After obtaining the rotational distributions for n50 and
n51, we can easily calculate the ratio of the number of O2
molecules formed in the n51 state to the number formed in
the ground vibrational state, r1 /r0 . In Fig. 4, we see that the
vibrational distributions fluctuate wildly from resonance to
resonance, as can be expected from the rotational state dis-
tributions. The general trend is that the ratio increases with
energy, approaching unity for the highest resonance energies.
For all but several resonances, no population inversion was
achieved in this energy range.
In our considered energy range, 0.294 eV ~where the
n51 rotational manifold opens! up to 0.47 eV, most reso-
nances are overlapping ones. When resonances overlap, in-
terferences will occur. Thus, the wild fluctuations in Fig. 4
are a manifestation of prominent quantum interference ef-
fects between overlapping resonances. These kinds of fluc-
tuating vibrational branching ratios have been observed in
the dissociation of O3 .46
IV. CONCLUSION
In this paper we have reported quantum-mechanical cal-
culations of the resonance states of HO2 dissociation using a
Lanczos subspace filter diagonalization method, and have
FIG. 3. ~a! The O2 ~n51! rotational distributions, E50.312 eV. Symbols are the same as the previous figures. ~b! Same as previous figure, except E
50.321 eV. ~c! Same as previous figure, except E50.395 eV. ~d! Same as previous figure, except E50.421 eV.
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compared the results with an autocorrelation function-based
filter diagonalization scheme. From a single set of Lanczos
or Chebyshev iterations, selected resonances and PSDs can
be efficiently obtained. The resonance energies from the two
methods agree quite well, and resonance widths ~rates! and
PSDs are in sound agreement.
The unimolecular dissociation of HO2 is dominated by
resonances starting just above dissociation threshold. At low
energies, these resonances are mainly isolated. With increas-
ing energy, the resonances overlap, and the interferences
among them lead to complicated dissociation dynamics. The
resonance widths show strong fluctuations, and the extent of
these fluctuations decreases with increasing energy. Rota-
tional state distributions of O2 show a very complicated os-
cillatory behavior, with the number of oscillations generally
increasing with energy. The vibrational distributions between
n51 and n50 also fluctuate wildly from resonance to reso-
nance, and this ratio increases with energy, but population
inversion is achieved only for several resonances. These re-
sults indicate there is an intricate coupling between the inter-
nal degrees of freedom in dissociation, and that the HO2
dissociation is essentially irregular.
Although comprehensive experimental data for the HO2
dissociation are still not available, we believe, in the near
future, these fluctuations and oscillations will be observed
and compared with the results from the above calculations
and those to follow.
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