Abstract A number of algorithms have been developed for the optimization of power plant maintenance schedules. However, the true test of such algorithms occurs when they are applied to real systems. In this paper, the application of an Ant Colony Optimization formulation to a hydropower system is presented. The formulation is found to be effective in handling various constraints commonly encountered in practice. Overall, the results obtained using the ACO formulation are better than those given by traditional methods using engineering judgment, which indicates the potential of ACO in solving realistic power plant maintenance scheduling problems.
Power plant maintenance scheduling optimization (PPMSO)
Power plant maintenance scheduling optimization (PPMSO) involves the determination of the optimum timing of the maintenance periods of each of the generating machines (units) used for power generation. Generally, the duration of the maintenance period for each generating unit is fixed. Therefore, the decision points of PPMSO are comprised of the set of generating units to be maintained and the decision variables are the maintenance start times associated with each unit. The aim of the optimization procedure is to obtain maintenance schedules that minimize/maximize the objective function, subject to a number of constraints. In this section, the mathematical definition of a PPMSO problem, as well as the objectives and constraints generally encountered, are discussed.
PPMSO is generally considered as a minimization problem (S, f, ) , where S is the set of all maintenance schedules, f is the objective function which assigns an objective function value f (s) to each trial maintenance schedule s∈ S, and is a set of constraints. In general, a PPMSO problem is characterized by the following:
• It consists of a finite set of decision points D = {d 1 , d 2 , . . . , d N } comprised of N generating units to be scheduled for maintenance; • Each generating unit d n ∈ D needs to be taken offline once or multiple times for maintenance for duration dur n during a planning horizon T plan , where T plan is a set of discrete time indices = {1, 2, 3, . . . , 365} when scheduling for maintenance at daily time intervals in a 365-day planning horizon; • A finite set of decision paths T n = {i n,j ∈ T plan : ear n ≤ i n,j ≤ lat n − dur n + 1} is a set of discrete optional start time indices when maintenance of unit d n may start; ear n is the earliest time index for maintenance of unit d n to begin and lat n is the latest time index for maintenance of unit d n to end; • A trial maintenance schedule, s ∈ S = start n ∈ T n , d n ∈ D : start 1 , start 2 , . . . , start N is comprised of maintenance commencement time indices for all N generating units that are required to be scheduled.
The aim of a PPMSO problem is to determine a set of globally optimal maintenance schedules S* ⊆ S, such that the objective function is minimized f (s * ∈ S*) ≤ f (s ∈ S) (for a minimization problem) subject to a set of constraints . The PPMSO problem can be represented by mathematical equations using binary (0-1) variables, which indicate the state of a unit at a given time index. X n,t is set to 1 to indicate that unit d n ∈ D is scheduled to be maintained during time index t ∈ T plan . Otherwise, X n,t is set to a value of 0 as given by:
X n,t = 1 if unit d n is being maintained in time index t, 0 otherwise.
In order to facilitate the formulation of a PPMSO problem, the following terms are defined:
• S n,t = {k ∈ T n : t − dur n + 1 ≤ k ≤ t} is the set of discrete start time indices k, such that if maintenance of generating unit d n starts at time index k, that unit will be maintained during time index t ; • D t = {t ∈ T n } is the set of generating units which is considered for maintenance at time index t .
Objectives and constraints Objectives of PPMSO can generally be categorized into cost minimization and reliability maximization. However, objectives may vary between systems.
For example, in deregulated electricity markets, power system owners may only be concerned with maximizing net revenue. An example of an objective function for reliability maximization is shown in (2). This formulation considers evening out of the power system reserve generation capacity, which can be achieved by minimizing the sum of squares of reserve, SSR as given by:
where L t is the anticipated load demand for period t and P n is the generating capacity of unit d n .
It should be noted that in real-world PPMSO problems, several functions are needed to calculate the value of the objectives given by a maintenance schedule (for example: net revenue), and this is usually facilitated by the use of simulation models.
Constraints specified in PPMSO problems are also power plant specific. Some common constraints include the maintenance window, availability of resources, load, continuity, completion, precedence and reliability, as discussed below.
Maintenance window constraints define timeframes within which individual units in the system are required to start and finish maintenance, as given by:
The basic and most crucial requirement of a feasible maintenance schedule is meeting system load throughout the whole planning horizon, as defined by load constraints:
where L t is the anticipated load for period t and P n is the generating capacity of unit d n .
In PPMSO problems where resource constraints are defined, resources of all types assigned for maintenance tasks should not exceed the associated resource capacity at any time period, as given by:
where Res r n,k is the amount of resource of type r available that is required by unit d n at period k; ResAvai r k is the associated capacity of resource of type r available at period k and R is the set of all resource types.
Precedence constraints reflect the relationships between generating units in a power system, such as a case where maintenance of unit 2 should not commence before the maintenance of unit 1 is completed, as given by:
where start n is the start time chosen for unit d n . Reliability constraints can be formulated in various ways, including provision of reserve generation capacity of a portion of demand throughout the planning horizon. This is given by:
where L t is the anticipated load for period t ; P n is the generating capacity of unit d n and f is the factor of load demand for reserve.
ACO formulation for power plant maintenance scheduling optimization (ACO-PPMSO)
Ant Colony Optimization (ACO) is a metaheuristic inspired by the foraging behavior of ant colonies (Dorigo and Stützle 2004) . By marking the paths they have followed with pheromone trails, ants are able to communicate indirectly and find the shortest distance between their nest and a food source when foraging for food. When adapting this search metaphor of ants to solve discrete combinatorial optimization problems, artificial ants are considered to explore the decision variable space of all possible solutions. The ACO search begins with a random solution (possibly biased by heuristic information) within the decision space of the problem. After a number of iterations of the optimization algorithm, ants deposit pheromone on the components of promising solutions. In this way, the environment of a decision space is iteratively modified and the ACO search is gradually biased towards more desirable regions of the objective function space, where optimal or near-optimal solutions can be found. Readers are referred to Dorigo and Stützle (2004) for a detailed discussion of ACO metaheuristics and the benchmark combinatorial optimization problems to which ACO has been applied. Due to its robustness in solving these problems, ACO has recently been applied to, and obtained some encouraging results for, real-world engineering problems, such as the design of optimal water distribution systems (Maier et al. 2003) and in the area of power systems (Huang 2001; Gomez et al. 2004; Kannan et al. 2005; Su et al. 2005) . For a metaheuristic method to be applied to any class of optimization problem, a formulation must be proposed such that a link between the adopted method and the problem to be solved is established. A formulation for the application of ACO to PPMSO problems, namely ACO-PPMSO, was developed by Foong et al. (2005) . When this approach was applied to a benchmark 21-unit PPMSO problem, it was found to outperform other metaheuristics, such as genetic algorithms, simulated annealing and tabu search, that had been applied to this problem previously. In this section, the ACO-PPMSO formulation is repeated for the sake of completeness and ease of understanding.
Problem representation
Before the PPMSO problem can be optimized using ACO, it has to be mapped onto a graph, which is expressed in terms of a set of points at which decisions have to be made (decision points) and a set of options that is available at each decision point (decision paths). Corresponding to the mathematical formulation of PPMSO problems (Sect. 3.1), the decision points consist of the N generating units at which maintenance needs to be carried out D = {d 1, d 2 , . . . , d N } and the corresponding decision paths are the potential commencement times for maintenance T n = {d n ∈ D, i n,j ∈ T plan : ear n ≤ i n,j ≤ lat n − dur n + 1} (Fig. 1) . This graph can then be utilized to construct trial solutions using the ACO-PPMSO algorithm introduced in the following section.
ACO-PPMSO algorithm
The ACO-PPMSO algorithm (Foong et al. 2005) can be represented by the flowchart given in Fig. 2 . Details of each procedure in the optimization process (a-d) are explained below. (a) Initialization: To begin the optimization process, details of the power system under consideration (e.g. generating capacity of each unit, daily system demands etc.) and various ACO parameters (e.g. initial pheromone trails, number of ants used, pheromone evaporation rate etc.) need to be defined.
(b) Construction of trial maintenance schedule: An ant generates a trial maintenance schedule by choosing and traveling along one of the decision paths (maintenance commencement times) available at each of the decision points (units to be maintained) ( Fig. 1 ) until all decision points have been visited. The probability that a start time i n,j is chosen for maintenance of unit d n at iteration h, p n,j (h), is given by:
where τ n,j (h) is the pheromone intensity deposited on start time i n,j for unit d n in iteration h; η n,j is the heuristic for start time i n,j for unit d n ; k n is the total number of start time periods available for unit d n ; α and β are the relative importance of pheromone intensity and heuristic, respectively. The pheromone level associated with a particular option (i.e. maintenance commencement date for a particular unit) is a reflection of the quality of the maintenance schedules that have been generated previously that contain this particular option. It should be noted that pheromone trails need to represent information on absolute positioning of each task across the planning horizon, as the PPMSO problem deals with chronological data, such as power demands and storage inflows. The heuristic associated with a particular option is related to the likely quality of a solution that contains this option, based on some heuristic information. For example, the generating units of a major storage in a hydropower system are usually not taken offline for maintenance in summer due to low river inflows, based on the experience of a maintenance scheduler. This heuristic information can be incorporated in the proposed ACO-PPMSO formulation such that the start times associated with days in the winter months are lower, but not trivial.
In Foong et al. (2005) , a heuristic formulation for PPMSO problems was introduced, which, in generalized form, is given by:
where η Res n,j and η Load n,j are the resource-related heuristic and load-related heuristic, respectively, and are given by:
where
w = 1 if resource constraints are considered, 0 otherwise (14) where R n,j (k) is the prospective resource available in reserve in time period k if unit d n is maintained starting at period i n,j (<0 in the case of a resource deficit); C n,j (k) is the prospective generation capacity available in reserve in time period k if unit d n is maintained starting at period i n,j (<0 in the case of generation reserve deficit); J n,j = {i n,j ≤ k ≤ i n,j + dur n − 1} is the set of time periods k such that if the maintenance of unit d n starts at period i n,j , that unit will be in maintenance during period k. As mentioned above, the heuristic formulation in (9) includes a resource-related term, η Res n,j and a load-related term, η Load n,j . These two terms are expected to evenly distribute maintenance tasks over the entire planning horizon, which potentially maximizes the overall reliability of a power system. For PPMSO problem instances that do not consider resource constraints, the value of w in (9) can be set to 0 (14). In order to implement the heuristic, each ant is provided with a memory matrix on resource reserves and another matrix on generation capacity reserves prior to construction of a trial solution. This is updated every time a unit maintenance commencement time is added to the partially completed schedule. Foong et al. (2005) found that inclusion of the heuristic resulted in significant improvements in algorithm performance.
(c) Evaluation of a trial maintenance schedule: Once a complete trial maintenance schedule has been constructed by choosing a maintenance commencement time at each decision point (i.e. for each generating unit to be maintained), an ant-cycle is completed. A simulation model is then used to calculate the value of objectives and total violation of constraints (if any) given by the schedule. The trial schedule's objective function cost (OFC) can then be determined by an evaluation function, which is the weighted sum of the values of objectives and penalty costs associated with constraint violations:
where OFC is the objective function cost; obj z is the value of the zth objective; vio c is the degree of violation of the cth constraint; Z T and C T are the total number of objectives and constraints, respectively; w z and w c are the relative weights of the zth objective and the cth constraint violations in the objective function, respectively. An iteration is completed after m ant-cycles, where m equals the number of ants used. It should be noted that all ants in an iteration generate their trial solutions independently based on the same set of pheromone trail distributions in the decision space.
(d) Pheromone updating: The pheromone updating process involves two mechanisms, including pheromone evaporation and pheromone rewarding. Pheromone evaporation reduces all pheromone trails by a factor. In this way, exploration of the decision variable space can be encouraged by preventing a rapid increase in pheromone on frequently-chosen paths. Pheromone rewarding is performed in a way that reinforces good solutions. In the formulation presented in this paper, the best trial solution found in every iteration is rewarded by an amount of pheromone as a function of the solution's OFC. The general form of the pheromone update equations is given by:
where τ n,j (h + 1) is the pheromone intensity of decision path i n,j in iteration (h + 1); (1 − ρ) is the pheromone evaporation rate; τ n,j (h) is the pheromone awarded to decision path i n,j in iteration h; Sol best−ant (h) is the trial solution of the best ant in iteration h; OFC best−ant (h) is the objective function cost associated with the trial solution of the best ant in iteration h. As trial solutions are generated based on the intensity of pheromone trails in the decision variable space, it is important to maintain the pheromone distribution in a way such that neither exploitation nor exploration is too heavily emphasized during the search. In order to achieve this, a number of alternative pheromone updating schemes have been proposed, including the Ant System (Dorigo et al. 1996) , the Elitist Ant System (Dorigo et al. 1991 ) and the Max-Min Ant System (MMAS) (Stützle and Hoos 2000) . In this formulation, MMAS, which only rewards the iteration-best solutions, is adopted. In this algorithm, additional upper and lower bounds (τ max and τ min ) are imposed on the pheromone trails in order to prevent premature convergence and greater exploration of the solution surface, which are given by:
where p best is the probability that the paths of the current iteration-best-solution, OFC best−ant (h), will be selected, given that the paths not belonging to the iteration best solution have a pheromone level of τ min (h) and the paths contained in the iteration best solution have a pheromone level of τ max (h). Procedures (b) to (d) are repeated until the termination criterion of an ACO run is met, e.g. either the maximum number of evaluations allowed has been reached or the iterationbest objective function cost has not improved for a predefined number of consecutive iterations. A set of maintenance schedules resulting in the minimum OFC is the final outcome of the optimization run.
Case study: A 5-station hydropower system

Background
Tasmania is the smallest and the only island state of Australia, lying south of the southeast corner of the Australian mainland (Fig. 3) . Tasmania has a total area of 68,332 km 2 (Wikipedia 2006) and a total population of 487,185 by December 2005 (Jackson 2005 ). With its high rainfall and mountainous terrain, Tasmania has abundant water resources for renewable energy production. Having harnessed Tasmania's water for energy production for over 80 years, Hydro Tasmania is Australia's largest renewable energy generator with 28 small-to medium-sized hydroelectric power stations. With an installed generating capacity of 2,260 MW, the Hydro Tasmania system produces over 10,000 GWh of renewable energy on an annual basis, which is approximately 60% of Australia's total renewable energy production (Beswick et al. 2003) .
A subset of the Hydro Tasmania power system is investigated in this study, and includes two catchment areas (Pieman-Anthony and Gordon-Pedder) and five power stations.
System specification
The five power stations considered in this study include eight generating units with an installed generating capacity of 893 MW (Fig. 3) . Of the five storages where water is drawn for power generation, three are run-of-the-river storages (Lakes Anthony, Rosebery and Pieman), while the other two are major storages (Lakes Mackintosh and Gordon). Run-of-river storages have limited storage capacity and in order to avoid spilling, they are given priority to operate, especially during high-inflow periods. On the other hand, major storages can store large volumes of water, and are normally relied upon for power generation during low inflow periods. Details of the five storages and the associated power stations are given in Table 1 .
Formulation of the maintenance scheduling optimization problem
The maintenance scheduling optimization for the 5-station hydropower case study system requires a total of 14 maintenance tasks to be scheduled once each over a planning horizon of 365 days from Jan 1, 2005 ( Table 2 ). The task IDs denoted by "Inv" are investigative tasks in which the condition of generators is examined prior to the actual maintenance (task IDs denoted by "Act"). The biggest loss of generation capacity occurs during the upgrade of the Gordon power station, when all three generating units of the station are inoperable. The aim of this optimization problem is to find a commencement time for each maintenance task in the hydropower case study system, such that the system reliability is maximized, subject to a number of constraints. In the hydropower system, the maximization of system reliability is achieved by maximizing the total energy in storage at the two major storages at the end of the planning horizon:
where TFEIS is the total energy in storage of Lakes Mackintosh and Gordon, at the end of the planning horizon; FEIS Mackintosh and FEIS Gordon are the energy in storage values of Lakes Mackintosh and Gordon, respectively, at the end of the planning horizon (GWh). The constraints to be satisfied are:
1. The earliest time a maintenance task can start is January 1 and all tasks should be completed by December 31. 2. An investigative task has to finish between 4 to 6 weeks prior to the commencement of the actual maintenance task. 3. There is no maintenance during Easter, Christmas and New Year public holidays. 4. The system power demands (Table 3) have to be met throughout the planning horizon.
The total unserved energy over the planning horizon should not be greater than 0.002% of total annual energy demand.
As there is more than one maintenance task that needs to be scheduled for each generating unit, the decision points of the ACO-PPMSO graph (Fig. 1) are changed so that they represent individual maintenance tasks (rather than generating units) and decision paths become the optional commencement times available for the maintenance tasks. When applying the ACO-PPMSO formulation to PPMSO problems, calculation of the objective function value and the approach used to accommodate constraints require careful consideration. Generally, constraints are incorporated at the earliest possible stage during the optimization process. In this problem, constraints 1, 2 and 3 are related to the timeframe during which maintenance tasks are allowed to commence. Therefore, it is more effective to take these constraints into account during the construction of trial solutions, so that the trial solutions generated are feasible with regard to these constraints. When handling such constraints during the construction of maintenance schedules, each decision point (maintenance task) is only assigned decision paths that would form a feasible maintenance schedule with regard to the constraints. In order to demonstrate the way constraints 1, 2 and 3 are handled by the ACO algorithm, the decision points and associated decision paths of three maintenance tasks of the hydropower case study system are shown in Figs. 4 to 6.
In order to satisfy constraint 1, all tasks must commence maintenance after Jan 1, while the latest time when these tasks can start varies with the maintenance duration of each task. For example, the station upgrade task of Gordon takes 42 days to complete. Therefore, in order to finish maintenance by Dec 31, the latest optional start day assigned to that task is Nov 20 (Fig. 4) .
In order to incorporate constraint 2, the decision paths associated with investigative and actual tasks are dynamically updated during construction of each trial maintenance schedule. For example, if May 18 was chosen as the commencement date for the actual maintenance task of the unit at Tribute power station, the corresponding investigative task will be dynamically assigned optional start days from April 1 to April 15 (Fig. 5) . It should be noted that if the investigative task was assigned a start time first, the optional start days for the corresponding actual task would be assigned dynamically in the same way.
Constraint 3 is taken into consideration simply by leaving out the decision paths representing the public holidays for all maintenance tasks. Using the example shown in Fig. 5 , it can be seen that three of the start days available for the investigative maintenance task of the Tribute generating unit (April 1 to 3) are the Easter public holidays for 2005. Hence, these decision paths need to be omitted (Fig. 6) . It can also be seen in Fig. 6 that Jan 1 to 7 decision paths are omitted for the Gordon station upgrade maintenance task due to the New Year public holiday. Unlike constraints 1, 2 and 3, whether or not constraint 4 (load) is satisfied by a trial maintenance schedule is not known until the complete schedule has been constructed and a simulation model has been run, necessitating the use of a penalty function to attempt to meet this constraint. A penalty function is used to transform a constrained optimization problem into an unconstrained problem by adding or subtracting a value to/from the objective function cost based on the degree of constraint violation (Coello Coello 2002) . Adapting (15), the evaluation function used for this problem is comprised of the actual objective term, total energy in storage (TFEIS), and an additional term to address the violation of load constraints (UE), and is given by:
where OFC is the objective function cost given by a trial maintenance schedule ($); UE is the total annual unserved energy (GWh); TFEIS is the total energy in storage (GWh); c UE is the penalty cost per unit unserved energy ($/GWh); c TFEIS is the cost per unit of the inverse of TFEIS ($GWh). The OFC can be viewed as the virtual cost associated with a trial maintenance schedule. It should be noted that the values of c UE and c TFEIS in the objective function (21) can be varied to reflect the relative importance of the objective and constraints, as perceived by the decision maker. Hard constraints (load constraints in this case) are usually assigned relatively higher costs, such that trial solutions that violate these constraints are more heavily penalized. The values of c UE and c TFEIS used in the optimization runs for this problem are 1000 and 10,000, respectively.
As mentioned previously, due to the complexity of operation involved in a real-world power system, a simulation model is often required to assess the quality of maintenance schedules. For the hydropower case study system, the values of unserved energy (UE) and total energy in storage (TFEIS) associated with a trial maintenance schedule are calculated using a simplified version of the SYSOP (Systems-Operation) model currently used by Hydro Tasmania for the assessment of proposed maintenance schedules for its full system. In SYSOP, dispatching rules that specify the order in which storages are used for power generation when meeting demands are employed. For example, run-of-river storages that have exceeded certain storage levels are given higher priority during dispatch to avoid spilling. During the ACO-PPMSO optimization process, the trial maintenance schedule generated by individual ants, along with the system load, storage inflows, and the initial level of storages at the start of the planning horizon are input into the simplified SYSOP model. The starting levels of Lake Gordon and other storages are assumed to be 60% and 75% full, respectively, in this problem. The outputs of the simplified SYSOP model, including the final energy in storage of the major storages and the total unserved energy over the planning horizon, are used to calculate the objective function cost (OFC) associated with a trial maintenance schedule using (21). Dry  15  21  42  115  119  104  217  185  164  94  102  56   Int  127  112  143  247  308  359  359  396  334  292  240  176   Wet  295  169  245  401  508  579  565  647  650  479  394 337 (8) and (18) 0. 1, 0.3, 0.5, 0.7, 0.9, 0.95, 0.99 p best Equation (19) 0. 01, 0.05, 0.1, 0.3, 0.5, 0.7, 0.9 
Analyses conducted
Experiments were conducted to investigate the utility of the ACO-PPMSO formulation for realistic PPMSO problems, in this case, the maintenance scheduling of a hydropower case study system. In particular, the optimum maintenance schedules obtained as a result of different storage inflows were examined. The three storage inflow conditions tested were extracted from 80 years of historical inflow data at the 92nd percentile (wet year), 64th percentile (intermediate year) and 13th percentile (dry year). The monthly total system inflows for dry, intermediate and wet years are shown in Table 4 (however, monthly average inflows of individual storages are used in the optimization process).
As part of the sensitivity analyses conducted, a wide range of ACO parameters (Table 5 ) were tested, including ranges for the number of ants m, pheromone evaporation rate (1 − ρ) and p best -value. However, investigations into the effect of the reward factor Q (17) and initial pheromone τ 0 (Sect. 3.2 (a)) are not considered in this study, as they were found to have no impact on algorithm performance by Foong et al. (2005) .
In each ACO run, a maximum number of 100,000 trial solutions were generated. In this paper, "An ACO run" is defined as the use of a particular set of parameters (for example, m = 800; ρ. = 0.9; p best = 0.01) to solve the hydropower case study system maintenance scheduling problem, given a storage inflow condition (for example, wet year inflow), using a specified random number seed (for example, 8998). For each set of parameter and storage inflow conditions tested, 30 ACO runs were performed with different random number seeds in order to minimize the influence of random starting positions in decision variable space on the results obtained. The schedules obtained by the ACO-PPMSO algorithm for each inflow condition are compared to a maintenance schedule proposed by a Hydro Tasmania maintenance scheduler using traditional methods and engineering judgment had he been given the same maintenance scheduling problem.
Results and discussion
The results for the parameter sets that resulted in the best overall performance (averaged over 30 simulations with different random number seeds) for the three inflow conditions The optimized schedules for each inflow condition (Figs. 7 to 9) were examined in relation to the rationale of the optimization outcome. It was found that, given wet inflow conditions, meeting energy demand is not difficult and the driving force behind the optimization process is the maximization of total energy in storage of the system. It can be seen that during wet inflow conditions, maintenance tasks are scheduled for the early periods of the year, when the storage inflows are relatively lower and all storages are not full yet. The Gordon power station upgrade and the maintenance of its generators are performed during the low-demand, low-inflow periods (Jan to May) so that small storages can be emptied to cater for the higher inflows later in the year. In this way, the total energy in storage of the system can be maximized.
On the other hand, as there were no feasible schedules for both dry and intermediate inflow conditions, the degree of load constraint violation was minimized in the optimization runs for these scenarios. It can be seen that in a dry inflow year, the run-of-river and Lake Mackintosh storages are available for power generation from January until June and are taken offline for maintenance from July to September. The rationale behind this is that these smaller storages need to be emptied in summer (January to June) to be able to accommodate the much higher inflows in winter (July to September) without spilling when they are being maintained. In this way, these storages are full and able to operate at their maximum capacity when Gordon power station and its generators are being maintained in late September, which minimizes the total unserved energy over the planning horizon. For an intermediate inflow condition, the optimized maintenance schedule resembles that of the dry inflow condition, except that maintenance of the Gordon generators is performed before July, as the smaller storages are receiving sufficient inflows to meet the relatively low energy demand in that period.
A schedule obtained by traditional methods using engineering judgment is shown in Fig. 10 . It can be seen that using traditional methods, maintenance tasks for the units at Gordon power station and the upgrade of the station is scheduled during winter, assuming that run-of-river storages are receiving sufficient inflows to meet energy demands within that period. The values of objective function cost (OFC), total energy in storage (TFEIS) and unserved energy (UE) associated with the schedule obtained by traditional methods (figure 10) are compared with those obtained by ACO-PPMSO (Figs. 7 to 9) in Table 7 . It should be noted that the ACO-PPMSO results presented correspond to the best results obtained from the 30 runs with different random number seeds, and are therefore slightly better than the results presented in Table 6 .
It can be seen that the objective function cost (OFC) associated with the best schedule obtained by ACO-PPMSO for each of the dry, intermediate and wet inflow conditions is lower than that associated with the traditional method schedule (Table 7 ). However, it should be noted that the schedule obtained by traditional methods was proposed based on the maintenance scheduler's experience on the full hydropower system, which might be different when applied to the simplified system considered in this study. In addition, the schedules obtained by ACO-PPMSO were the outcome of optimization assuming perfect knowledge of inflow conditions. Nevertheless, the results obtained highlight the potential of using ACO for the PPMSO problem. 
Summary and recommendation
A formulation for using ACO for PPMSO problems has been applied to the maintenance scheduling of a simplified real-world hydropower system. The effective handling of realistic constraints by the solution construction graphs of the ACO-PPMSO formulation has been demonstrated. Maintenance schedules for different annual inflow conditions (dry, intermediate or wet) were determined by the optimization algorithm and the results obtained were better than those given by traditional methods based on engineering judgment. It can be deduced from the results obtained that the maintenance schedules obtained for different annual inflow conditions can differ quite substantially. Hence, the use of a systematic optimization approach, such as the ACO-PPMSO formulation, can be very helpful when an anticipated storage inflow sequence over the planning horizon is available. Even though the dry and intermediate inflow conditions do not enable all load constraints to be met, use of ACO-PPMSO enabled load constraint violations to be minimized. In a real-world power system, unserved energy is met by more expensive supplementary power generation, such as gas and diesel power generation. Therefore, the ability of ACO-PPMSO to determine minimum unserved energy maintenance schedules when load constraints cannot be satisfied by the present inflow condition is useful. In conclusion, ACO provides an attractive alternative for real-world power plant maintenance scheduling problems. As part of future work, the ACO-PPMSO formulation will be used to solve the maintenance scheduling problem for the full Hydro Tasmania system.
