We consider the necessary and sufficient conditions for a group of the components of a stationary vector Gaussian Markov process to possess a Markov property. The representation by a linear Itô stochastic differential equation is also given.
Introduction
A Markov property of a random process (even in wide sense) is effectively used in filtering and stochastic control. If a filtered or controlled process is a collection of the components of a Markov process, then the usage of the other components for creating the optimal filter or controller can be required.
That observation makes reasonable the following problem statement. Let X t be a vector Markov process (vector-column) with components (X 1 t , ..., X n t ) and
where C is an r × n-matrix of rank k, k ≤ r < n. A natural question is: when is Y t a Markov process as well? To find a constructive answer we restrict ourselves by the consideration of a zero mean stationary Gaussian Markov process described by the linear Itô differential equation
where X t = (X 1 t , . . . , X n t ) is a column-vector, (W t ) t≥0 is an n -dimensional standard Wiener process independent of X 0 , A = A n×n and B = B n×n are constant matrices, and X 0 is a Gaussian random vector.
It is clear that (X t , Y t ) t≥0 is a stationary Gaussian Markov process. In general, since k < n, the process (Y t ) t≥0 is not necessarily a Markov one. However, as is known from the stochastic realization theory [7] and [2] , under some proper conditions on matrices A, C, and Q = Cov(X 0 , X 0 ), the process (Y t ) t≥0 is nevertheless a Markov itself.
Without losing generality, one can replace C in (1) by the matrix
where CQ C T ) + is the Moore-Penrose pseudoinverse of the matrix ( CQ C T ), see e.g. [1] , that is
In fact, since E(
In this paper necessary and sufficient conditions for the (Y t ) t≥0 to possess a Markov property in terms of matrices A, C and Q are formulated (not explicitly using [7] and [2] ). The Itô linear differential equation for Y t is also given.
Auxiliary Results
The necessary and sufficient condition for a Gaussian zero mean vector process to possess a Markov property was given by J. L. Doob in [4] (see Ch. V, Theorem 8.1 in terms of its correlation matrix K(t, s), for the positive definite matrices K(u, u); see also [6] and [5] for the singular K(u, u)).
For a stationary Gaussian process that condition has the following form:
In our particular case (recall that X t is the stationary process with EX 0 ≡ 0 and hence EY 0 ≡ 0) from (2) it follows that E(X t X T 0 ) = e tA Q, so that for any t ≥ 0
Let us denote
According to (5) and (6) the necessary and sufficient condition for the process (Y t ) t≥0 to possess a Markov property is formulated as
In the next section, we will need the following
Then the matrix C satisfies
Proof. Since
we obtain
Markov Property Condition in Terms of
The condition (8) is obviously equivalent to G(s, u, t) ≡ 0. But the latter means that for any p, q = 0, 1, 2, . . .
which gives
So, the necessary and sufficient condition (8) is equivalent to (10). It is easy to show that (10) can be transformed into an equivalent form that can also be used as the necessary and sufficient condition.
for any whole numbers p and q. Then by the principle of mathematical induction
for any natural number m. Then
Proof.
and by Lemma 1
Two Sufficient Conditions
Lemma 4 Let there exist the matrices Λ F or Λ B such that
Then for any p, q = 1, 2, . . . respectively
Proof. For the first equality in (13) we obtain
while for the second one
Theorem 1 In the assumptions of Lemma 4 the process (Y t ) t≥0 is Markov.
Proof. First let CA = Λ F C. Then according to the properties of pseudoinverse matrices (see [1] or [8] ), Lemmas 4 and 3, and
Thus each of the equalities from (12) is sufficient for (10) to be valid. This means that both conditions from (12) are sufficient conditions for the process (Y t ) t≥0 to possess a Markov property.
Markov Representation
It follows from (2) and (4) that
Let us denote by (F Y t ) t≥0 the filtration generated by the process (Y t ) t≥0 and satisfying the standard conditions [8] . Let Π t (Y ) ≡ E(X t |F Y t ) and introduce an innovation process
It is well known that z t is a Gaussian martingale with respect to the filtration (F Y t ) t≥0 with
Therefore, an innovation Wiener process W t (defined on an extended probability space in case of a singular matrix D) can be found such that
Below we show that under certain conditions
Lemma 5 For M defined in (7) we have
Proof. According to the Lemma 1 and (7)
Lemma 6 Under (10)
Proof. In accordance with (10) for every p, q = 0, 1, 2, . . . we have
In particular for p = 1 and q = k the latter becomes
Then by Lemma 5 and (16) for every k = 0, 1, 2, . . . we get
Verification of (14)
First let us show that
for any s ≤ t . By the property of conditional expectation we have
and, at the same time, by the theorem on normal correlation (see e.g. [8] , Vol. II, Ch. 13)
Hence (17) is just
which is equivalent to (15). The latter is obtained by differentiating both sides of (18) with respect to t and letting t = s. Thus (17) holds. It is obvious that (17) 
so (14) holds.
Main Theorem
We are now in the position to formulate the main result.
Theorem 2 Under (10) (or equivalently (11)), the process (Y t ) t≥0 is a stationary Markov diffusion w.r.t. an (F Y t ) t≥0 -innovation Wiener process (W t ) t≥0 with the drift vector CAE(X t |Y t )(= CAM Y t ) and diffusion matrix DD T , namely
Proof. Under (15) the statement of the theorem is already proved. We should also emphasize that (15) is implied by (10) due to Lemma 6.
Interpretation of Sufficient Conditions
Theorem 1 states that any of conditions CA = Λ F C or AM = M Λ B is sufficient for the process (Y t ) t≥0 to be Markov. Using the condition CA = Λ F C we can derive the Itô differential equation for Y t in a more simple way. Since Y t = CX t , we have dY t = CAX t dt + CBdW t so that under the above mentioned condition
and, therefore, there exists an r-dimensional Wiener process W t adapted to the filtration (F Y t ) t≥0 such that 
Hence, Y t obeys the backward time Itô differential
with the drift "CQA T Q + X t " that will be described below. Since by Lemma 1 we have
Consequently,
On the other hand, according to [3] 
and
From formula (9) 
