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Integral operators introduced and studied by Bergman transform analytic functions into solutions of elliptic partial differential equations with analytic coefficients. Under the Bergman integral operator, there is a one-to-one correspondence between harmonic functions of three real variables defined in a neighborhood of the origin and analytic functions of two complex variables. This is a correspondence in a sufficiently small neighborhood. By applying the method of continuation one passes to a correspondence in the large. In this way some singularities of analytic functions are translated into singularties of harmonic functions in the global sense. Investigations in this direction were conducted by Bergman [2] , [3] , [5] , Kreyszig [9] , [10], Mitchell [12] , Gilbert [7] and the author [14] .
The present paper is concerned with further relations between singularities of harmonic functions and the analytic functions with which they are associated. By means of the operator, criteria for a harmonic function to have certain singularities are found by considering subsequences of coefficients of a series development of the harmonic function.
The Bergman operator is introduced in § 1. In § 2 some theorems relating subsequences of coefficients of a series development and possible singularity curves are proved. It is proved in § 3 that the harmonic function represented by a Bergman operator of a certain general form also satisfies a system of ordinary linear differential equations. A special case of this result is discussed in § 4. 3L The Whittaker*Bergman operator for harmonic functions. The operator (1.1) H(x, V,z) = 3^ \f (u, e^dt transforms an analytic function f (u, e u Information about the character and the location of the singularities of the harmonic function can be obtained from the coefficients (2.2) of the representation (2.1).
For future reference, Hadamard's theorem on polar singularities will be stated [8] , [6] . It is then possible to determine a polynomial
such that the radius of P(z)f{z) is >r and the poles of f(z) are the roots of P(z) = 0. By considering subseries of (2.1) summed over a single index it is possible to apply Hadamard's theorem and relate subsequences of coefficients of a series development to singularities of the harmonic function. [6] , [8] .
Denote the poles on the circle of convergence by
By hypothesis, the poles are simple. q ko (u) can then be written in the form (2.12)
where Q(u) is a power series with radius of convergence greater than r. If q kQ (u) has singularities only at a l9
, a Pf then Q(u) is an entire function.
Carrying out the integration as in (2.7)' obtain (2.13)
where the square root must be chosen so that the quantity
(one of the two zeros of the denominator of the integrand) lies within the unit circle. The integral is well-defined for those points where x Φ (Rea v ), and for the plane x = (Rea v ) those points which also satisfy
The function (2.14) constitutes one branch of a two valued function which becomes infinite along the circle.
(2.15)
The circle is a "branch-line" analogous to a branch-point of multiple valued functions of a complex variable. The poles (2.11) all lie on the same circle of radius r and can be denoted as
For k 0 > 0, the branch lines are the same ([4], p. 47).
The value of \ξ 1 \ such that \ξ x \ < |£ v |, ^ Φ 1, can be determined by applying the following theorem of Mandelbrojt [11] :
Without loss of generality, suppose the circle of convergence of
, and d are the binomial coefficients.
The function R(h) possesses, for h = 0, a derivative from the right ^a m+kQ>m = a n and applying Mandelbrojt's theorem. To obtain the argument of (a σ ) 9 that is, the value of \ξ σ \, apply the same procedure to
A special case of Theorem 2.1 was proved by Bergman [3] , [5] . The series (2.1) representing a harmonic function can be summed according to various arrangements. In Theorem 2.1 the distinguished subseries correspond to vertical columns in the array (2.2).
The branch lines corresponding to polar singularities of these distinguished subseries are circles with centers on the #-axis lying in planes normal to the #-axis.
Developing our considerations, it is of interest to introduce a new operator (suggested by Bergman)
generating harmonic functions of such nature that to some properties of {a 2 n,n} correspond singularities of H = H{X, Z, Z*) of a certain type.
One can obtain an operator W as follows: let h(τ) -^a 2nin z n and let {a n } satisfy the Hadamard conditions insuring that h(τ) has finitely many poles on the circle of convergence as the only singularities in I τ I < co. If in addition one requires that these poles are of the first order, then
is an entire function. We define
where s is no longer the unit circle, but a conveniently chosen closed curve in the f-plane which contains the origin. Then the harmonic function H will possess singularities of a certain type. Notice that if G is an entire harmonic function, then W(G) -G. We shall discuss two applications of this idea from which the details of the procedure will be clearer. If (2.1) is summed according to a sequence of coefficients which are parallel to the left or right leg of the triangular array (2.2), then the branch lines corresponding to polar singularities of these distinguished subseries will be circles which are tangent to the #-axis at the origin. REMARK. Using the consideration of the first part of this section, one can establish conditions for {a 2nιn } in order that h(τ) has distinct poles and that these poles are the only singularities of h.
Proof. From the definition of W and our assumptions it follows that (2.26)
Since H -F* and g(τ) are entire functions, we get the above described singularities by carrying out the integration 
{vft. + zβi = o
which are tangent to the α -axis at the origin with centers at (0, βl, -β] Since the branch-lines depend only on the denominator of the integrand [4], Theorems 2.2 and 2.3 can be extended to summing over any parallel "diagonal" of (2.2). The branch-lines will be circles similarly situated, although the singular harmonic function will in general differ according to the diagonal distinguished. Indeed, for n large enough the subseries associated with any "diagonal" parallel to the right leg can be written as (2.36) v? (Z a.n-.Λ^Y) n 3* Other rearrangements* It is possible to sum the series (2.1) by other rearrangements.
Polar singularities associated with the distinguished subsequence of coefficients correspond to other possible singularity curves. In general, a distinguished subseries would be Interchanging summation and integration and supposing that the coefficients are such that the series has polar singularities similar to those of the previous theorems, the harmonic function (3.1) can be written (3 2) J^(
where Q(u, ζ) is a polynomial in u and ζ. The possible singularity curves of (3.2) depend only on the denominator of the integrand. Assuming that the polar singularities are simple the general class of possible singularity curves for (3.2) will be the same as for
here a is a complex number [14] . If iVΞ> 2 the explicit evaluation of the integral (3.3) in closed form is difficult. Some information about the possible singularity curves, can be found by indirect means, however. It will be shown in the next theorem that the harmonic function (3.3) also satisfies a system of ordinary linear differential equations with rational coefficients. The theory of these ordinary differential equations can then be used to study the singularities of this class of solutions. it is sufficient to prove that
where (3.6)
the p v and I to be determined. The derivatives of V with respect to t and with respect to X each have V as a factor.
(3.9) ?Z = to
Expanding (3.6), obtain (3.13)
After substituting (3.9)-(3.13) into (3.5) multiply both sides of (3.5) by Q r and omit the common factor V. Then each side of the resulting equation is a polynomial in (e u ). If in (3.7), we choose (3.14) I = 2N(r -1) -1 then each side of the resulting equation will have the same degree, namely 2Nr. Since equality holds for arbitrary t, the coefficients of each power of (e u ) on the left side may be equated to the coefficient of the same power on the right side of the equation.
Thus we obtain a system of 2Nr + 1 linear equations. If we choose r = 2N + 1 then the number of equations equals the number of unknown coefficients:
In order to be able to determine these coefficients it suffices that the determinant D(X, Z, Z*) of these coefficients does not vanish identically. If D = 0, it can easily be shown that there is a subdeterminant which does not vanish identically. In the case D = 0, the order r of the differential equation is less than 2N + 1.
In that case where D = 0, but the rank of D is positive, we mayuse the linear dependence between the columns to determine the coefficients of the differential equation.
The rank of D cannot be less than I (see below). For the subdeterminant consisting of the columns corresponding to the coefficients Pit P2, , Vu and the rows corresponding to e u , e 2it '", e ιit is in triangular form with (Z*)* on the main diagonal and zeros above the main diagonal. Assume that the rank R^l and that the nonvanishing 12-rowed determinant is, for convenience, in the upper left hand corner.
If we denote the coefficients of the determinant by {c ifj }, then because of the linear dependence of R + 1 columns we can write Similar theorems for certain classes of partial differential equations in two real variables have been proven. Bergman [1] showed that a class of solutions of An + u(x, y) = 0 also satisfy ordinary linear differential equations. Nielsen [13] and Kreyszig [9] , [10] have dealt with
dx dy 4 A special case* A special, but typical, case of (3.3) will now be considered.
In
where the sequence of coefficients on the right refers to the triangular array (2.2). Specializing (3.3) gives The harmonic function (3.3)' also satisfies ordinary differential equations of order r ^ 5. The differential equation with respect to X will be constructed. and omitting the common factor F, we obtain an equation of polynomials each of degree 20 in (β u ) from which is obtained a linear system of twenty-one equations in the twenty-one unknowns which can be solved. p 0 = 1.
Equating the coefficients of the same powers of (e u ) we have
It can immediately be seen that the coefficient Λ = i(Z*)~s.
Integration with respect to t from 0 to 2π will not affect the coefficients but (4.2) will become (4.6) M{F) = 0 while the elements in the rows above these elements are zero. We also have the elements each equal to (Z 2 ) multiplied by an imaginary constant, while the elements in the rows below (4.8) are all zero.
The 6x6 matrix in the upper right hand corner is in triagnular form where the elements of the main diagonal are: const. Z* 10 , const. Z* 9 , ..., const. Z* 5 . The 6x6 matrix in the lower right hand corner has only zero elements below the other diagonal and on that diagonal, the elements are, (reading from bottom to top and left to right).
const. Z 10 , const. Z\ , const. Z h .
The possible singular curves of the solutions of the differential equation will be those curves for which the determinant Ώ is zero. It is easy to see that the columns are linearly independent and hence that the determinant does not vanish identically.
These results on singularities can be extended to the equation 
