Introduction.
In the middle forties of the twentieth century, L. K. Hua initiated the study of geometry of matrices. The fundamental problem of geometry of matrices is to characterize the group of motions by as few geometric invariants as possible [8] . Hua discovered that, for some fields F, especially the real field R and complex field C, the "adjacency" invariant (T and S are adjacent if rank(T − S) = 1) alone is sufficient to characterize the motions (up to automorphisms of the underlying field) on spaces of matrices, symmetric matrices, skew-symmetric matrices and hermitian matrices, respectively. Motivated by the geometry of matrices, a similar fundamental question may be raised for the infinite-dimensional case.
Problem. Find as few as possible properties that may be possessed by operator spaces A and B or by elements in them and that are enough to determine the structure of the map Φ : A → B if Φ has these properties as invariants, i.e., if Φ preserves these properties.
Thus the problem is indeed to develop an analog of "geometry of matrices" for operators. For B(H), where H is an infinite-dimensional Hilbert space and B(H) is the von Neumann algebra of all bounded linear operators on H, we proved in [1] that the invariant "numerical radius distance" alone is sufficient to characterize the group generated by the following five simple kinds of maps (motions): It was shown in [3] that "numerical radius distance" is also an invariant which is enough to characterize surjective nonlinear maps between atomic nest algebras. The purpose of this paper is to characterize maps preserving numerical radius distance on C * -algebras.
Let A and B be unital C * -algebras. Denote by I and I the units of A and B, respectively. Recall that a state τ on A is a positive linear functional on A with τ (I) = 1. For A ∈ A, the numerical range and numerical radius of A are defined, respectively, by
It is well known that numerical radius, w(·), is a norm (but not a C * -norm) and is equivalent to the original norm on A.
A map Φ : A → B (no linearity assumed) is numerical distance preserving if w(Φ(A)−Φ(B)) = w(A−B) for all A, B ∈ A.
We also recall the definition of C * -isomorphism and conjugate C * -isomorphism. A bijective map Φ : A → B is a C * -isomorphism if Φ is linear and satisfies
for every A ∈ A (i.e., Φ is a *-Jordan isomorphism); Φ is a conjugate C * -isomorphism if Φ is conjugate linear (i.e., Φ is additive and Φ(λA) = λΦ(A) for every A ∈ A and every complex number λ) and satisfies (1.1) and (1.2) . From the classical Mazur-Ulam theorem [6] , it follows that every numerical radius distance preserving surjective map sending 0 to 0 is real-linear. Thus we essentially deal with the real-linear numerical radius preserving maps on C * -algebras. Our main result (Theorem 1) shows that every unital surjective real-linear numerical radius preserving map is a direct sum of a C * -isomorphism and a conjugate C * -isomorphism. From our main result, we also get some corollaries which characterize the surjective numerical radius distance preserving maps between some special C * -algebras such as von Neumann algebras and von Neumann algebra factors.
Throughout this paper, the center of a C * -algebra A is the set Z(A) = {A ∈ A | AB = BA for all B ∈ A}. An element P ∈ A is called a projection if P 2 = P and P * = P , and a central projection if P is a projection and P ∈ Z(A). 
Then w(Φ(A) − Φ(B)) = w(A − B) for all A, B ∈ A if and only if there is a central projection
, and an element S and a central unitary element U in B such that
To prove Theorem 1, we need several lemmas. Denote by B 1 (A, w) the set {A ∈ A | w(A) ≤ 1}. The first lemma characterizes the extreme points of B 1 (A, w); its proof is omitted since it is similar to that of [4, Theorem 1 and 2].
Lemma 2. Every extreme point of B 1 (A, w) is a partial isometric element U in A with
(I − U * U )A(I − U U * ) = {0}. Moreover , I is an extreme point of B 1 (A, w).
Lemma 3. Let Φ : A → B be an additive map such that w(Φ(A)) ≤ w(A)
for every A in A and let λ be a given scalar. Then
Proof. It is easy to see that (ii) follows from (i). Indeed, if Φ(λI)
To prove (i), we suppose that |λ| = 1 and w(A) = 1. Write Φ(iλA) = λ(B + iC), where B, C ∈ B are self-adjoint. We show that B = 0. To do this, we only need to prove that the spectral radius of B is 0 since B is self-adjoint. If this is not true, take a nonzero number β from the spectrum of B. If β > 0, then, for sufficiently large n,
which is a contradiction. If β < 0, then considering −λA will also lead to a contradiction.
Lemma 4. If an additive surjective mapping Φ : A → B preserves numerical radius and if Φ(λI)
Proof. We prove the lemma by checking several claims.
Assume that there exists a ν ∈ C such that ν ∈ W (Φ(A)) \ W (A). Then there is a circle with sufficiently large radius and centered at a certain λ ∈ C such that W (A) lies inside the circle, but ν lies outside it. Hence
Claim 2. Φ is linear. Proof. Define Ψ : A → B by Ψ (A) = Φ(A) * . Then Ψ satisfies the conditions in Lemma 4. So Ψ is a C * -isomorphism between A and B. As a consequence, Φ is a conjugate C * -isomorphism. Now we turn to the proof of our main result.
Proof of Theorem 1. If Φ is a C * -isomorphism then the composition τ •Φ is a state on A for every state τ on B. Hence Φ preserves numerical radius. It is easy to see that every conjugate C * -isomorphism also preserves numerical radius. Also note that multiplying by a central unitary does not change the numerical radius [2] . So the maps of the form described in the theorem preserve numerical radius distance. Our main work is to check the "only if" part.
Let Ψ (A) = Φ(A) − Φ(0). Then Ψ (0) = 0 and w(Ψ (A)) = w(A) for every A ∈ A. It follows from the Mazur-Ulam theorem [6] that Ψ is real-linear. Consequently, we may, in what follows, assume that Φ itself is real-linear and preserves numerical radius, with Φ(I) in the center of B. Since Φ(I) is also an extreme point of B 1 (B, w) , it is easily seen from Lemma 2 that Φ(I) is unitary. Thus, (Φ(I)) −1 is a central unitary element and, by [2] , Ψ = (Φ(I)) −1 Φ is numerical radius preserving. Therefore, we may assume further that Φ(I) = I , and then prove that there is a central projection P ∈ A with Φ(P ) a central projection in B, a C * -isomorphism Φ 1 : P AP → Φ(P )BΦ(P ) and a conjugate C * -isomorphism Φ 2 : 
Claim 1. Φ(iI) = i(2Q − I ) for some central projection Q in B.

By Lemma 3, Φ(iI) = iC for some self-adjoint C. Thus Φ(iI)Φ(iI) * = Φ(iI) * Φ(iI) = −Φ(iI) 2 . On the other hand, by Lemma 2, iI is an extreme point of B 1 (A, w). Since Φ is real-linear and preserves numerical radius, Φ(iI) is an extreme point of B 1 (B, w). By Lemma 2 again, −Φ(iI)
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Claim 2. Φ preserves self-adjoint operators in both directions.
Since Φ is invertible and Φ −1 has the same properties as Φ, we only check that Φ sends self-adjoint elements to self-adjoint elements. Let A be an arbitrary self-adjoint element in A with w(A) = 1. By Claim 1, Φ(A) = A, w) is the set of all projections in A. Now, since the real-linear map Φ preserves numerical radius and positive elements, Φ preserves the extreme point of the positive portion of B 1 (A, w). Therefore Φ preserves projections.
QΦ(A)Q + (I − Q)Φ(A)(I − Q). Note that QΦ(·)Q : A → QBQ satisfies w(QΦ(T )Q) ≤ w(T ) for every T ∈ A and QΦ(iI)Q = iQ. Using Lemma 3, we see that QΦ(A)Q is self-adjoint. Similarly, since (I − Q)Φ(·)(I − Q) :
A → (I − Q)B(I − Q) satisfies w((I − Q)Φ(T )(I − Q)) ≤ w(T ) for every T ∈ A and (I − Q)Φ(iI)(I − Q) = −i(I − Q), by Lemma 3 again, (I − Q)Φ(A)(I
− Q) is self-adjoint. Therefore, Φ(A) is self-adjoint.
Claim 4. There is a central projection
By Claim 3, there is a projection P ∈ A such that Φ(P ) = Q. We will show that P lies in the center of A.
It is easy to see that Φ(2P −I) = −iΦ(iI).
Note that for every self-adjoint A ∈ A, either w(Φ(iI)+iΦ(A)) = 1+w(Φ(A)) or w(Φ(iI) − iΦ(A)) = 1 + w(Φ(A)). Hence either
It is also easily seen that, in either case, there is a state τ on A such that |τ (2P − Claim 5. Φ 1 = Φ| P AP is a C * -isomorphism between P AP and QBQ, and Φ 2 = Φ| (I−P )A(I−P ) is a conjugate C * -isomorphism of (I − P )A(I − P ) and
It is easily checked that Φ 1 (λP ) = λQ and Φ 2 (λ(I − P )) = λ(I − Q) for every complex number λ. Now the proof is completed by using Lemmas 4 and 5.
For the von Neumann algebra case, we have the following corollaries. 
, and a conjugate * -antiisomorphism
Proof. We only need to check the "only if" part. By Theorem 1, there is a central projection P ∈ A with Φ(P ) ∈ Z(B), a C * -isomorphism Φ 1 : P AP → Φ(P )BΦ(P ), a conjugate C * -isomorphism Φ 2 : (I − P )A(I − P ) → (I −Φ(P ))B(I −Φ(P )) and an element S ∈ B such that Φ(A) = Φ 1 (P AP )+ Φ 2 ((I − P )A(I − P )) + S for every A ∈ A. Note that every C * -isomorphism between two von Neumann algebras is the direct sum of a * -isomorphism and a * -anti-isomorphism (see [7] ). That is, there is a central projection R in Φ(P )BΦ(P ) such that Φ(·)R is a * -isomorphism and Φ(·)(Φ(P ) − R) is a * -anti-isomorphism. It is known from [4] that every C * -isomorphism preserves commutativity. Hence there are orthogonal projections
is a * -anti-isomorphism. Similarly, there are orthogonal projections P 3 , P 4 ∈ Z(A) such that P 3 + P 4 = I − P , Φ| P 3 AP 3 : P 3 AP 3 → Φ(P 3 )BΦ(P 3 ) is a conjugate * -isomorphism and Φ| P 4 AP 4 : P 4 AP 4 → Φ(P 4 )BΦ(P 4 ) is a conjugate * -anti-isomorphism. The proof is finished. 
