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Abstract 
 
 
 
The objective of this research is to advance the field of condition 
monitoring and fault diagnosis for induction motors. This involves 
processing the signals produced by induction motors, classifying the 
types and estimating the severity of induction motors faults. 
      A typical process of condition monitoring and fault diagnosis for 
induction motors consists of four steps: data acquisition, signal analysis, 
fault detection and post-processing. A description of various kinds of 
faults that can occur in induction motors is presented. The features 
reflecting faults are usually embedded in transient motor signals. The 
signal analysis is a very important step in the motor fault diagnosis 
process, which is to extract features which are related to specific fault 
modes. The signal analysis methods available in feature extraction for 
motor signals are discussed. The wavelet packet decomposition results 
consist of the time-frequency representation of a signal in the same time, 
which is inherently suited to the transient events in the motor fault 
signals. The wavelet packet transform-based analysis method is proposed 
to extract the features of motor signals. 
      Fault detection has to establish a relationship between the motor 
symptoms and the condition. Classifying motor condition and estimating 
the severity of faults from the motor signals have never been easy tasks 
and they are affected by many factors. AI techniques, such as expert 
system (ES), fuzzy logic system (FLS), artificial neural network (ANN) 
and support vector machine (SVM), have been applied in fault diagnosis 
of very complex system, where accurate mathematical models are 
difficult to be built. These techniques use association, reasoning and 
decision making processes as would the human brain in solving 
diagnostic problems. ANN is a computation and information processing 
method that mimics the process found in biological neurons. But when 
ANN-based methods are used for fault diagnosis, local minimums caused 
by the traditional training algorithms often result in large approximation 
error that may destroy their reliability.  
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      In this research, a novel method of condition monitoring and fault 
diagnosis for induction motor is proposed using hybrid intelligent 
techniques based on WPT. ANN is trained by improved genetic 
algorithm (IGA). WPT is used to decompose motor signals to extract the 
feature parameters. The extracted features with different frequency 
resolutions are used as the input of ANN for the fault diagnosis. Finally, 
the proposed method is tested in 1.5 kW and 3.7 kW induction motor rigs. 
The experimental results demonstrate that the proposed method improves 
the sensitivity and accuracy of the ANN-based methods of condition 
monitoring and fault diagnosis for induction motors. 
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Chapter 1 
 
Introduction 
 
 
 
1.1 Problem Formulation 
 
Condition monitoring and fault diagnosis of engineering plant has increased 
recently because of the widespread use of automation and consequent reduction 
in direct human-machine interaction to supervise the motor drive system 
operation [1]. The industry places more emphasis on the importance of reliable 
operation of plant and machinery throughout the whole life cycle. Rotating 
electrical machines are at the heart of most engineering processes and widely 
used in various industrial application. Induction motors are one of the rotating 
electrical machines most widely used. Due to its low cost, reasonably small size, 
and operation with an easily available power supply, induction motor is widely 
used in industries such as automotive, aerospace, and industrial equipment. 
However, operational environment, duty, and installation issues may combine 
to accelerate induction motor failure far sooner than the designed motor lifetime. 
Faults can occur in the stator, rotor, bearing, or the external systems connected 
to the induction motor. The faults of electrical motors can broadly be classified 
as the following [2]: 
(1) Windings open and short circuit; 
(2) Broken rotor bars; 
(3) Eccentricity; 
(4) Bearing and gearbox failures; 
(5) Others fault. 
These faults can produce one or more of the symptoms as follows: 
(1) Unbalanced voltages and line currents; 
(2) Vibration and noise; 
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(3) Torque pulsations; 
(4) Excessive heating; 
(5) Leakage flux; 
(6) Other symptoms. 
      The history of condition monitoring and fault diagnosis is as old as the 
induction motor itself. Induction motors initially relied on simple protection 
such as over-current and over-voltage to ensure safe operation. In spite of these 
tools, many companies are still faced unexpected system failures and reduced 
motor lifetime [3]. As the tasks performed by induction motors grew 
increasingly complex, improvements were also sought in the field of condition 
monitoring and fault diagnosis [4]. Considerable diagnostic strategies and 
control schemes were devised to ensure a fault-tolerant control drive. There are 
many published techniques and many commercially available tools to monitor 
induction motors to insure a high degree of reliability uptime. Redundancy and 
conservative design techniques have been adopted for improving the reliability 
of induction motor drive systems against a variety of faults that can occur. But 
these techniques are expensive to realize. Condition monitoring leading to 
incipient fault detection and prediction of induction motors has attracted many 
researchers in the past few years owing to its considerable influence on the safe 
operation of many industrial processes. It is important to be able to detect motor 
faults while they are still developing.  Early detection and correct diagnosis of 
incipient faults could allow preventive maintenance to be performed and 
provide sufficient time for controlled shutdown of the affected process. They 
can reduce financial losses and avoid catastrophic consequences.  
 
Figure 1.1 A fault diagnosis system for induction motor 
Induction Motor Load 
Terminal Unit 
Sensor 
  
 
 
 
Introduction 
 
 
 
3 
 
      An ideal condition monitoring and fault diagnosis scheme should take the 
minimum measurements from a motor and by analysis extract the signals 
feature. A condition can be inferred to give a clear indication of incipient fault 
modes in a minimum time [5]. Condition monitoring has to establish a map 
between input signals and output indications of the motor condition. Classifying 
the type of motor faults and determining the severity of faults are not easy 
because they are affected by many factors. The condition monitoring and fault 
diagnosis of induction motors have moved from traditional techniques to 
artificial intelligence (AI) techniques. AI techniques are good candidates for the 
automation of the induction motor diagnostic procedures [6] [7]. AI techniques, 
such as expert system (ES), fuzzy logic system (FLS), and artificial neural 
network (ANN), have been applied in fault diagnosis of very complex system, 
where accurate mathematical models are difficult to be built. These techniques 
use association, reasoning and decision making processes as would the human 
brain in solving diagnostic problems [1]. 
 
1.2 Aims and Objectives 
 
The objectives of this research are to advance the field of induction motor 
condition monitoring and fault diagnosis. The aims of the thesis are stated as 
the following. 
 
1.2.1 Feature Extraction 
 
The signal processing is a key step for condition monitoring and fault diagnosis. 
There are many signals for motor condition monitoring and fault diagnosis, 
such as vibration, electrical signals. However, an important factor of motor 
condition monitoring and fault diagnosis is how to extract the features of motor 
signals. The goal is to extract features which are related to specific motor fault 
modes. Vibration monitoring is one of the most popular choices for rotating 
electrical machines condition monitoring and fault diagnosis. But it is preferred 
for use in the motor where expensive accelerometers can be afforded. Electrical 
monitoring is inexpensive as electrical sensors are lower in cost compared to 
mechanical transducers. The motor operating in non-stationary situation has 
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non-stationary signal. But more sophisticated signal processing techniques 
often under assumptions of local or slow stationarity are needed. Even under 
these assumptions it is difficult to arrive at a solution that may be effective over 
a wide range of operating conditions and faults. A feature extraction technique 
is needed for signal processing of recorded time-series signals over a long 
period of time to obtain suitable feature parameters for condition monitoring 
and fault diagnosis. By employing appropriate signal analysis algorithms, it is 
feasible to detect changes in signals caused by faulty components. 
      The aim of feature extraction is to extract the signal features hidden in the 
original time domain. Corresponding to different signals, signal analysis 
method should be properly selected such that the feature value of signals can be 
enhanced to improve diagnostic sensitivity to motor fault. 
 
1.2.2 Fault Diagnosis Method 
 
The ANN is a computation and information processing method that mimics the 
process founded in biological neurons. But the ANN has two limitations for 
fault diagnosis application [8]. First, fault detection usually makes use of 
measurements taken by instruments that may not be sensitive enough or that 
may produce noisy data. In this case, the ANN may not be successful in 
identifying faults. It is nearly always necessary to pre-process the data so that 
only meaningful feature signals are extracted to be used. Second, the ANN 
based fault diagnosis systems suffers from the dilemma of rapid response and 
long training time, due to the localization of the training algorithm. Local 
minimums caused by the conventional ANN training algorithm often result in 
unavoidably large approximation error that may deteriorate its reliability. 
      The aim of fault diagnosis method research is that designing an appropriate 
framework of condition monitoring and fault diagnosis system for induction 
motors using ANN trained by improved genetic algorithm (IGA) proposed in 
this thesis. And implementing and evaluating the proposed fault diagnosis 
system for induction motors. 
 
1.3 Outline of Thesis 
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To fulfil the aims as described above, the thesis is organized as follows. 
Chapter 2 introduces the concepts of induction motor condition monitoring and 
fault diagnosis from previous research as a literature review. Firstly, to facilitate 
a clear understanding of the induction motor condition monitoring and fault 
diagnosis, the structures and fundamentals of induction motor are introduced in 
brief. Secondly, the symptoms and mechanisms of the electrical faults and 
mechanical faults in the induction motor are presented. Thirdly, mediums for 
induction motor condition monitoring are described. Finally, the previous 
research of AI techniques for motor diagnosis is reviewed. 
      Chapter 3 is the discussion and evaluation of techniques of signal 
processing. Signal processing is a key step for condition monitoring and fault 
diagnosis of motor. The aim of feature extraction is to extract signal features 
hidden in the original time domain. Many useful signal processing techniques 
have been established and applied in practical application, such as the fast 
Fourier Transform (FFT), short time Fourier Transform (STFT), and Wavelet 
Transform (WT) [2]. A fault diagnosis system based on Wavelet Packet 
Transform (WPT) for feature extraction has been developed. In this system, the 
features of the motor vibration and current signal at difficult condition and 
faults are extracted by multi-resolution analysis without losing their original 
properties. 
      Chapter 4 proposes a novel method for induction motor condition 
monitoring and fault diagnosis using hybrid intelligent techniques based on 
WPT. By analysing the principles of artificial immune algorithm (AIA), genetic 
algorithm (GA) and radial basis function (RBF) neural network, a hybrid 
intelligent algorithm is set up to solve fault diagnosis problems in induction 
motor condition monitoring and fault diagnosis. The proposed method is the 
adaptation of RBF neural network trained by the improved genetic algorithm 
(IGA) training algorithm. The faulty features extracted by WPT three-level 
decomposition are used as input features. The clonal selection principle is 
responsible for how the centres represent the training data set. Selection 
algorithm based on individual density combined with fitness proportion 
mechanism is adopted. It overcomes the flaws of uncontrollable converging 
direction and low local searching efficiency, and avoids premature convergence. 
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      Chapter 5 makes two case studies of induction motor fault diagnosis. Case 1 
is bearing fault diagnosis for a 1.5 kW induction motor from which vibration 
data are provided by Case Western Reverse University in the United States. 
Case 2 is carried out with a 3.7 kW induction motor rig at the Beijing 
University of Posts and Telecommunications. Four typical fault situations have 
been selected to study. They are broken rotor bar, eccentricity, stator winding 
fault, and bearing failure. The simulation experiment results have shown that 
the proposed algorithm for optimising structure of RBF neural network is more 
effective than the k-means and standard GA algorithm. The proposed method 
reduces the set of RBF neural network centres and improves the training speed 
and diagnosis accuracy of the RBF neural network application in condition 
monitoring and fault diagnosis for induction motor. 
      Conclusions, contributions, and recommendations for future work are 
discussed in Chapter 6. Appendices include a list of publications, notation and 
an introduction of wavelet function. 
  
 
 
 
Chapter 2 
 
Literature Review 
 
 
 
2.1 Introduction 
 
The electric motor converts electrical energy into mechanical energy. As the 
backbone of modern industry, induction motors are widely used in applications 
such as pumps, fans, elevators, electric vehicle, steel, and cement mills. 
Induction motors and drive systems are subject to many different types of faults. 
The manufacturers and users of induction motors initially relied on simple 
protection methods such as over-current and over-voltage to ensure reliable 
operation [4]. However, the need of induction motors condition monitoring has 
increased recently because of the widespread use of automation and consequent 
reduction in direct human-machine interaction to supervise the motor drive 
system operation. Early detection of incipient faults and correct diagnosis result 
in fast unscheduled maintenance and short downtime for the motor drive system. 
They can reduce financial losses and avoid catastrophic consequences. 
However, condition monitoring fault diagnosis has to establish a map between 
motor signals and indications of the fault condition of motor. Classifying motor 
condition and estimating the severity of faults from the signals have never been 
easy tasks and they are affected by many factors. Condition monitoring and 
fault diagnosis of induction motor has attracted a great interest of researchers in 
the past few years [9].   
      In this chapter, the concepts of induction motor condition monitoring and 
fault diagnosis from previous research are introduced as a literature review. To 
facilitate a clear understanding of the induction motor condition monitoring and 
fault diagnosis, the structures and fundamentals of induction motor are 
introduced in brief firstly. Subsequently, the symptoms and mechanisms of the 
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electrical faults and mechanical faults in the induction motor are presented. 
Thirdly, mediums for induction motor condition monitoring are described. 
Finally, the previous research of AI techniques for motor diagnosis is reviewed. 
 
2.2 Induction Motor 
 
2.2.1 Structures of Induction Motor 
 
An induction motor is an integrated structure electrically and mechanically. It is 
composed of the following components: stator, rotor, windings, bearing and 
frame [10]. The structure of induction motor is shown as in Figure 2.1. 
 
 
Figure 2.1 The structure of induction motor 
      The induction motor stator is constructed from insulated laminations of 
electrical steel. The laminated structure of stator must have the cohesion 
necessary to transmit the load torque, and have low levels of vibration when 
carrying the magnetic flux. It must be firmly clamped in cast or fabricated end-
plates that are secured to be a cylindrical frame. The core is constructed within 
the frame and compressed before the clamping plates are applied. On smaller 
motor interlocking keys or even welds are used to secure the clamping plates, 
and on larger motor the clamping plates are tightened by large bolts. The stator 
windings of induction motor comprises conductor bars made up of hard-drawn, 
higher strength copper sub-conductors that may be connected in series of 
parallel. In the portion of the conductor bar embedded in the stator slot, the 
insulation system is compacted by being heated and pressed or it may be 
impregnated under vacuum and pressure. In the end-winding portion, where one 
Stator 
Fan 
Rotor 
Bearing 
Shaft 
Winding 
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coil is connected to another, the insulation system is not compacted and may be 
flexible. 
      The induction motor has a laminated rotor where the laminations are 
clamped together and shrunk onto the steel shaft. The rotor windings of 
induction motor are constructed of hard-drawn copper and are insulated with 
rigid epoxy or formaldehyde resin impregnated into woven material. On 
squirrel cage induction motors the windings may consist of insulated copper 
bars driven into the slots in the laminated rotor or of aluminium bars cast 
directly into the rotor. 
      The rotor of induction motor is normally supported on two bearings, which 
may be mounted on separate pedestals or incorporated into the enclosure of the 
motor. Rolling element bearings are used on smaller-size motors where shaft 
peripheral velocities are low, and sleeve bearing bearings with hydrodynamic 
oil films are used for larger motors. 
 
2.2.2 Principles of Induction Motor 
 
One of the most fundamental principles of the induction motor is the creation of 
rotating and sinusoidally distributed magnetic field in the air gap. Neglecting 
the effect of slots and space harmonics due to non-ideal winding distribution, it 
can be shown that a sinusoidal three-phase balanced power supply in the three-
phase stator winding creates a synchronously rotating magnetic field. Consider 
that three-phase sinusoidal currents are impressed in the three-phase stator 
windings, which are given as [11]: 
                                          
cos
2
cos( )
3
2
cos( )
3
a m e
b m e
c m e
i I t
i I t
i I t






 
 
                                                       (2.1)                                     
      where 
            mI : the magnetizing current; 
              e : the stator or line frequency. 
  
 
 
 
Literature Review 
 
 
 
10 
 
      Each phase winding will independently produce a sinusoidally distributed 
magnetic motive force (MMF) wave, which pulses about the respective axes. At 
spatial angle , the instantaneous MMF expressions can be given as: 
                                      
( ) cos
2
( ) cos( )
3
2
( ) cos( )
3
a a
b b
c c
F Ni
F Ni
F Ni
 

 

 

 
 
                                                        (2.2) 
      where 
              : the torque angle; 
               N : the number of turns in a phase winding. 
      The resultant MMF at angle is given as: 
                           
( ) ( ) ( ) ( )
2 2
cos cos( ) cos( )
3 3
a b c
a b c
F F F F
Ni Ni Ni
   
 
  
  
    
        (2.3) 
      Substituting Equations (2.1) in (2.3), the ( , )F t expression can be written as: 
                          
3
( , ) cos( )
2
m eF t NI t    .                                                              (2.4) 
      Equation (2.4) indicates that a sinusoidally distributed MMF wave of peak 
value 3 / 2 mNI is rotating in the air gap at frequency e . In a two-pole motor, 
( , )F t makes one revolution per cycle of current variation. This means that for a 
P -pole motor, the rotational speed can be given as: 
                            
60 e
e
f
N
P
                                                                                               (2.5) 
      where 
             eN : the synchronous speed; 
               ef : the stator frequency / 2e  ; 
             P : the number of poles. 
      If the motor rotor is initially stationary, its conductors will be subjected to a 
rotating magnetic field, inducing current in the short-circuited rotor at the same 
frequency. The interaction of air gap flux and rotor MMF produces torque. At 
synchronous speed of the motor, the rotor cannot have any induction, and 
therefore, torque cannot be produced. At any other speed rN , the speed 
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differential
e rN N , called slip speed, induces rotor current and torque is 
developed. The slip S is defined as: 
                               e r e r sl
e e e
N N
S
N
  
 
 
                                                             (2.6) 
      where 
            rN : the rotor speed; 
              r : the rotor frequency; 
            sl :  the slip frequency. 
      The rotor voltage is induced at slip frequency, which correspondingly 
produces slip frequency current in the rotor. The torque expression can be 
derived as: 
                                      2
3
2
r
e r
e
R
T PI
S
                                                                      (2.7) 
      where 
            rI : the rotor current; 
              rR : the rotor resistance. 
 
2.3 Faults in Induction Motor 
 
Induction motors are critical component of many industrial processes and are 
frequently integrated into commercially available equipment and industrial 
processes. However, environmental, duty, and installation issues may combine 
to accelerate motor failure far sooner than the designed motor lifetimes. 
Induction motors are subject to many different types of faults. The major faults 
can broadly be classified as the following [2]: (1) bearing failure, (2) rotor 
faults include broken bar, winding faults, and cracked rotor end-rings, (3) 
eccentricity-related, (4) stator faults include opening and shorting of windings. 
The induction motor faults can be categorised into two types: mechanical and 
electrical, as presented in Figure 2.2. Condition monitoring must concentrate on 
root causes and failure modes that exhibit a slow failure sequence [5]. A recent 
reliability paper describes the distribution of induction motor faults. The 
distribution of induction motor major faults is listed in [12] as bearing (69%), 
stator winding (21%), rotor bar (7%), and shaft/coupling (3%). 
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Figure 2.2 Induction motor faults 
 
2.3.1 Mechanical Faults in Induction Motor 
 
2.3.1.1 Bearing Failure 
 
Bearing failure is usually progressive but ultimately its effect upon the motor is 
catastrophic. Bearings for motor are shown as in Figure 2.3. Installation 
problems are often caused by improperly forcing the bearing onto the shaft or in 
the housing [3]. This produces physical damage in the form of brinelling or 
false brinelling of the raceways which leads to premature failure. Misalignment 
of the bearing is also a common result of defective bearing installation. The 
mechanical displacement resulting from damaged bearing causes the motor air-
gap to vary in a manner that can be described by a combination of rotating 
eccentricities moving in both directions. 
 
 
Figure 2.3 Bearings for induction motor 
      Rolling element, sleeve and pad bearings are used in induction motors as 
guide and thrust bearings and fail when the load upon the bearing is excessive 
or its lubrication fails. Bearing failure is accompanied by a rising temperature at 
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Stator Faults  
Rotor Faults  
Outer Raceway Ball 
Inner Raceway 
  
 
 
 
Literature Review 
 
 
 
13 
 
the bearing surface, in the lubricant and in the bearing housing. Since bearings 
support the rotor, any bearing failure will produce a radial motion between the 
rotor and stator of the motor. An important consequence of bearing 
deterioration for induction motors is the motor rotor becomes eccentric in the 
stator bore causing a degree of static and dynamic eccentricity, disrupting the 
fine balance between the magnetic forces of adjacent poles, and placing more 
load on the bearing. This also caused an increase in vibration as the shaft 
dynamics are affected by the altered airgap and bearing stiffness. Bearing can 
also be damaged by the flow of shaft currents [1]. 
 
2.3.1.2 Eccentricity 
 
Eccentricity of motor stator and rotor is one of the basic faults in induction 
motors that contribute toward a considerable percentage of the motor faults. 
When eccentricity becomes large, the resulting unbalanced radial forces can 
cause stator to rotor rub, and this can result in damage of the stator and rotor. 
Some reasons for eccentricity include: elliptical stator inner cross-section, 
relative misalignment of rotor and stator in the fixing and commissioning stage, 
wrong placement of bearing, misalignment of load axis and rotor shaft, 
mechanical resonance in critical speed, unbalanced load and rotor axis slanting. 
Figure 2.4 shows the cross-section of the motor for the eccentricities [13]. 
 
            (a) Static eccentricity                   (b) Dynamic eccentricity                  (c) Mixed eccentricity 
Figure 2.4 Cross-section of induction motor for three types of eccentricities 
      The rotor symmetry axis rO , the stator symmetry axis sO and rotor rotation 
axis wO coincide with each other in an ideal symmetrical motor. The occurrence 
of eccentricity means the separation of one of these axes from the other two, or 
a separation of all the axes. There are different types of eccentricity depending 
on the separation of the axes. When axis sO separates from the other two axes, 
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Rotor Rotor Rotor 
A
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A
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static eccentricity occurs. In this case, the position of minimum (and maximum) 
air gap versus stator is static. When axis rO separates from two other axes, the 
position of minimum (and maximum) air gap versus stator rotates with the rotor 
and is therefore called dynamic eccentricity. In reality, both static and dynamic 
eccentricities tend to co-exist. When all three axes are separate from each other, 
the eccentricity is called the mixed eccentricity.  
      The symptoms caused by eccentricity in induction motor can be 
summarised as following: 
(1) Mechanical Vibration; 
(2) Asymmetry and deviation of air gap flux, voltages and line currents; 
(3) Increasing torque and speed variations; 
(4) Decreasing average torque; 
(5) Increasing losses and decreasing efficiency; 
(6) Rising temperature. 
      Eccentricity fault causes radial unbalanced magnetic pull between the inner 
stator and outer rotor circumferences. This gradually damages the motor due to 
rubbing of the stator and rotor, and also damages the stator winding and the 
rotor cage. In addition, any eccentricity in the induction motor generates 
excessive mechanical stress and more rubbing and fatigue of the bearing. 
Unless detected early, these effects may progress into a stator to rotor hub 
causing a major breakdown of the motor.  
 
2.3.1.3 Broken Rotor Bar 
 
Induction motor rotors are of two types: cast and fabricated. Previously, cast 
rotors were only used in small motors. However, with the advent of cast ducted 
rotors, casting technology can be used even for the rotors of motors in the range 
of 3000 kW. Cast rotors can almost never be repaired once faults such as 
broken rotor bars develop in them. Fabricated rotors are generally found in 
larger or special application motors. A cast rotor of induction motor is shown in 
Figure 2.5. 
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Figure 2.5 Induction motor rotors 
      A broken rotor bar produces a backward rotating field because of the rotor 
asymmetry. A broken rotor bar leads to an enhanced field around the fault 
because of the lack of local demagnetising slip frequency induced current in 
these rotor slots. The flux density becomes progressively higher in magnitude 
close to the fault. The results show that, in case of one broken bar, the 
degradation in the steady state torque performance is in the order of 2-4%, 
whereas for three and five broken bars it is between 10-15%, for a motor with 
40 rotor bars [14].  
      Motor rotor faults are caused by a combination of various stresses that act 
on the rotor. Broken rotor bar is a common fault of motor rotor. It can be caused 
by the following reasons: 
(1) Thermal stresses duo to thermal overload and unbalance, hot spots, or 
excessive losses, sparking; 
(2) Magnetic stress caused by electromagnetic forces, unbalanced magnetic 
pull, electromagnetic noise, and vibration; 
(3) Residual stresses duo to manufacturing problems; 
(4) Dynamic stress arising from shaft torques, centrifugal forces, and cyclic 
stresses; 
(5) Environmental stresses caused by for example contamination and 
abrasion of rotor material duo to chemicals or moisture; 
(6) Mechanical stresses due to lose laminations, fatigued parts and bearing 
failure. 
 
2.3.2 Electrical Faults in Induction Motor 
 
2.3.2.1 Stator Winding Faults 
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The insulation system is potentially one of the intrinsically weakest components 
of an induction motor. Stator winding insulation is a laminated system 
consisting of numerous layers of mica-paper tape on a fibreglass backing 
material impregnated and consolidated with a synthetic resin, usually epoxy or 
polyester-based [1]. A stator of induction motor is shown in Figure 2.6.  
 
Figure 2.6 Stator of induction motor 
      Two main classes of induction motor stator winding faults can be 
considered [9]: (1) asymmetry in the stator windings such as an open-phase and 
(2) short-circuit of a few turns in a phase winding. The open-phase leads the 
motor to operate with a reduced torque. The resultant short circuit between the 
copper turns causes a significant circulating current to flow in the coil leading 
to rapid deterioration and failure. Turn failures tend to be very destructive, and 
involve burning of the insulation and localised melting of the copper conductors. 
Often, failures resulting from breakdown of the inter-turn insulation are inferred 
from the location of the puncture, typically at or near the core exit, and the 
electrical position in the winding, typically the first or second coil from the line 
end. 
      The models of the induction motor are key items and are very different for 
two classes. In the case of winding asymmetry, the winding parameters are 
changed in the usual motor models, while in the case of shorted turns, the 
structure of the equations changes because of the increased number of state 
variables. Stator winding insulation is affected by all of the following stress: 
thermal, electrical, environmental and mechanical; however, the extent to which 
these stresses in normal operation will cause problems in the short- or long-term 
will depend on factors such as the operating mode and type of ambient cooling 
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3-phase End Winding Region 
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conditions. For example, air-cooled motor tend to be subject to higher rates of 
the thermal ageing compared to generators with direct liquid cooling of the 
stator winding. Further, generators with this type of cooling usually operate in a 
compressed hydrogen atmosphere thus eliminating oxidation. 
 
2.3.2.2 Rotor Winding Faults 
 
Induction motor rotor windings consist of insulated copper bars driven into the 
slots in the case of a laminated rotor or aluminium bars cast directly into the 
rotor. The rotor winding is insulated with epoxy-glass laminates or polyester-
based materials. The principal stresses of concern on rotor windings are thermal 
and mechanical. Although the rotor winding of a squirrel cage induction motor 
is exceptionally rugged, faults do occur particularly on the motors when they 
are subjected to arduous thermal and starting duty, which causes high 
temperatures in the rotor and high centrifugal loadings on the end rings of the 
cage. The early indications of these faults are pulsations in the speed, supply 
current and stray leakage flux of the motor [1]. 
      Faults on the rotor windings of induction motor have not been easy to detect 
because there is not necessarily an electrical connection to the winding and it is 
difficult to measure the low-frequency currents induced in the rotor winding. 
 
2.4 Medium for Induction Motor Condition Monitoring 
 
The induction motor is a highly symmetrical electric system because of the 
sinusoidal rotating magnetic field, so any kind of fault modifies their 
symmetrical properties. Motor faults can produce one or more of the symptoms 
as follows [4]: 
(1) Unbalanced voltages and currents; 
(2) Increased torque pulsations; 
(3) Decreased average torque; 
(4) Reduction in efficiency; 
(5) Excessive heating. 
      For the purpose for detecting the above fault-related signals, many 
diagnostic methods have been developed. They can be described as follows: 
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(1) Electrical monitoring; 
(2) Vibration monitoring; 
(3) Torque monitoring; 
(4) Temperature monitoring; 
(5) Chemical monitoring. 
      The most interesting technique is based on electrical and vibration 
monitoring, mainly because they are readily available in motor drive system 
and for further signal processing. 
 
2.4.1 Electrical Signals 
 
Faults in the motor can be detected via its terminal quantities, such as voltage, 
current, discharge and power, measured outside the motor to give an indication 
of its condition. If a fault, a broken rotor bar for example, produces a rotating 
distortion of the field in the radial and circumferential plane then a pulsating 
shaft voltage results. The current drawn by an ideal motor should have a single 
component of supply frequency. Motor faults will modulate the amplitude of 
the current to produce side bands. Faults in the rotor circuit will generate a side 
band below the supply frequency and displace from it by twice the slip 
frequency. 
      The electrical signals associated with the induction motor can be measured 
by tapping into the existing voltage and current transducers that are always 
installed as a part of the motor drive system. These are standard and therefore 
need not be considered further here. Motor current signal analysis (MCSA) is 
one of the widest procedures to detect motor fault because of the following 
reasons. Firstly, most of the mechanical and electrical faults can be detected by 
analyzing the spectral components of motor current signals. Secondly, it is a 
non-invasive technique. Thirdly, motor current can be measured online 
therefore make online detection possible [15]. Initial efforts in MCSA were 
directed by the Oak Ridge National Laboratory to provide non-invasive means 
for detecting the mechanical and electrical abnormalities in both motor and 
driven equipment [16].  
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2.4.2 Vibration Signals 
 
Induction motor vibration analysis is one of the important tools for motor 
condition monitoring and fault diagnosis [17]. An induction motor, its support 
structure and the load to which it is coupled, form a complex electromechanical 
system. It is subjected to both electromagnetic and mechanical forces. The 
principle of motor design is that the interaction between these forces under 
normal conditions leads to a stable operation with minimum vibration and noise. 
Generally, a fault in the motor drive system gives rise to a variation of the 
induction motor torque. The principal sources of torque variation in induction 
motor are:  
(1) The response of the stator core to the attractive force developed 
magnetically between rotor and stator; 
(2) The dynamic behaviour of the rotor in the bearings as the motors rotates; 
(3) The response of the shaft bearings, supported by the motor structure and 
foundations, to vibration transmitted from the rotor; 
(4) The response of the stator end windings to the electromagnetic forces on 
the conductors; 
(5) The response of the load change of motor drive system. 
      The motor can receive impulsive excitation that vibrates it at its inherent 
frequency, or it can be forced by the torque oscillations of the drive system at 
many different frequencies. These frequencies may cause the motor to emit an 
unacceptably high level of acoustic noise, or cause progressive mechanical 
damage due to high cycle fatigue, which ends in a motor failure mode. 
      The general principle behind using vibration signals for monitoring involves 
those components in mechanical systems that vibrate during operation [18]. 
When faults develop, some of the system dynamics vary, resulting in significant 
deviations in the vibration patterns. By employing appropriate data analysis 
algorithms, it is feasible to detect changes in vibration signal caused by faulty 
components and to make decision about the status of the motor. Consequently, 
a great deal of effort has been made to try to detect the fault using vibration in 
induction motor.  
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2.4.3 Thermal Signals 
 
An induction motor is a complex electromechanical system that consists of 
different materials with different thermal properties. It is well known that a high 
temperature is one of the sources of increased stress on insulation system of 
induction motor [19]. Generally, the temperature limit that will restrict 
deterioration to what is acceptable over the design life of the equipment is 
lower than imposed by immediate changes. Organic materials suffer irreversible 
change at high temperature. Thermal ageing occurs when the temperature of the 
insulation is high enough to cause the electrical and mechanical properties of 
the insulation to degrade. High temperature can also induce mechanical stresses 
causing deterioration, even if the temperature alone is insufficient to cause 
damage; for example, the loss of the copper bond in the stator windings of 
rotating motors as a result of cycled heating and cooling of a conductor.  
  The measurement of temperature is widely used in condition monitoring of 
induction motor [20]. It can be done using thermocouples, embedded 
temperature detectors, or resistance temperature detector. Temperature signals 
are usually used to monitor specific areas of the stator core and bearing etc. The 
temperature signal analysis of induction motor can supplement effectively 
thermal monitoring techniques, contributing substantially to a better 
understanding of the overall performance and prevention of faults of motors. 
Temperature measurement together with vibration signal provides the standard 
approach to the assessment of the condition of the components of the motor 
drive system. 
 
2.4.4 Chemical Signals 
 
Chemical degradation of insulating materials and lubricants are detectable and 
can give a lot of indications of the condition of an induction motor. The 
insulating materials used in induction motors are complex organic materials. 
When degraded by heat or electrical action, they will produce a very large 
number of chemical products in the gas, liquid and solid states. For example, as 
the temperature of the motor insulation rises above its maximum permitted 
operating value, the volatiles used as solvents in the insulator start to be driven 
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off as gases. As the temperature rises further, chemical decomposition of the 
resin component starts. A supersaturated vapour of the hydrocarbon 
decomposition products then forms in the cooling gas close to the high 
temperature area of insulation. Electrical discharge activity can also degrade the 
insulation releasing particulate and gaseous chemical degradation products. The 
high temperature associated with sparking breaks down the hydrocarbon 
compounds in the insulator to form acetylene. Continuous discharge activity 
gradually carbonises and erodes the insulating materials to produce the 
degradation products that result from more widespread overheating.  
      Insulation degradation can be monitored chemically by detecting the 
presence of particulate matter in the coolant gas or by detecting gases, like 
carbon monoxide, ozone, or more complex hydrocarbon gases, like ethylene 
and acetylene [5]. Detecting the gas given off from degrading insulation 
appears the simplest and most general of all techniques [21]. The charges in the 
gas are collected on the electrode and flow through an external electrometer 
amplifier circuit. The gas is therefore detected by a reduction in the output 
voltage from the electrometer amplifier. An alternative to detecting and 
analysing the particulate matter is to detect the gaseous products of pyrolysis, 
such as the hydrocarbon gases or carbon monoxide and carbon dioxide in the 
cooling gas. The advantage of gas analysis is that earlier warning may be 
obtained of motor damage because of the long residence times of overheating 
gases. The disadvantages are the complexity of the analysis and the difficulty of 
translating it into an electrical signal. 
      Some induction motors use oil-lubricated rolling element bearings or need 
sleeve bearings with a continuous oil supply. Lubrication oils also carry not 
only the products of their own degradation but also those from the wear of the 
bearings and seals they cool and lubricate. There are many potentially 
damaging situations that could be diagnosed by analysing the lubricating oil 
including fatigue failure or cavitations at the metal surfaces and corrosion in the 
lubrications system [22]. However, the detectability criteria for these techniques 
are difficult. The chemical analyses are complex and expensive. 
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2.5 Artificial Intelligence Techniques for Fault Diagnosis 
 
The condition monitoring and fault diagnosis of induction motors have moved 
in recent years from traditional techniques to AI techniques [7]. AI techniques, 
such as ES, FLS, ANN and SVM have been applied in fault diagnosis of very 
complex time varying and non-linear system, where accurate mathematical 
models are difficult to be built. These techniques use association, reasoning and 
decision making processes as would the human brain in solving diagnostic 
problems. AI techniques are good candidates for the automation of the 
induction motor diagnostic procedures [6]. 
 
2.5.1 Expert System 
 
ES is knowledge-based technique which is closer in style to human problem 
solving. A well-developed expert system is able to represent existing expert 
knowledge, make logical inferences, make recommendations, and make 
decisions with reasoning. The ES is one of the AI techniques that have been 
used for induction motor fault diagnosis. 
 
2.5.1.1 Principles of Expert System 
 
The basic components of an expert system include a knowledge base, an 
inference engine, and a human/expert system interface. The correctness and 
completeness of the information stored in the knowledge base specifies the 
performance achievable by the expert system.  
      The inference engine directs the use of the knowledge base. The ES 
inference machine filters the harmonic components, performs spectrum line 
searching and retrieves a suitable feature set and labels the fault set. Different 
fault sets contain current spectrum lines related to different motor situations. 
Various methods are available for this purpose. One of the methods is to have at 
disposal a database containing the induction motor history in terms of trends of 
well-stated failure components. For instance, those related to air gap 
eccentricity, broken rotor bars, turn-to-turn fault and bearing faults. In addition, 
ES also consider those components of potential interests because of their power 
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and repetition [23]. The essence of an ES is the ability to manage knowledge-
based production rules that model the physical system. The main advantage of 
using expert systems is that experts need not be present for consultation. To 
benefit from new experience and knowledge, the knowledge base also needs to 
be updated periodically. 
      An ES typically utilises the knowledge of domain experts. The knowledge 
must be presented to the ES in a way that can be interpreted by a computer or 
digital signal processing system. This is not an easy task because such 
knowledge is usually heuristic in nature, based on „rule of thumb‟ rather than 
absolute certainties. Furthermore human knowledge consists of complex 
linguistic structures rather than numerical precision, and most of it is almost 
embedded at a subconscious level. There is no doubt that a substantial amount 
of knowledge need to be obtained in order to build an ES that provides quality 
monitoring functionality. Knowledge can be presented in a number of ways to 
the computer or digital signal processing system. 
(1) Frame-based systems represent knowledge in data structures called 
frames that describe the typical situations or instances of entities; 
(2) Semantic networks represent the knowledge in a graphical structure 
where nodes represent concepts and beliefs about the system while arcs 
represent relationships between these concepts and beliefs. 
(3) Rule-based systems represent the knowledge as „if-then‟ rules in the 
computer memory. 
 
2.5.2.2Application of ES in Motor Fault Diagnosis 
 
The ES has been applied very commonly in the area of induction motor 
condition monitoring and fault diagnosis. The structure of an ES for induction 
motor condition monitoring and fault diagnosis is shown in Figure 2.7. 
      In [24], the development of a knowledge based branch related to motor 
rotor faults was considered in a squirrel cage motor. The motor fault diagnosis 
was implemented by an ES. In [25], a fault diagnosis system prototype for a 
three phase induction motor was developed based on ES. The paper also 
provided a comprehensive understanding of the fundamental signal processing 
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techniques that support the fault diagnosis system, and demonstrate how they 
are applied. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.7 The structure of an expert system 
 
2.5.2 Fuzzy Logic System 
 
Fuzzy logic was first developed in the mid-1960s for representing uncertain and 
imprecise knowledge [26]. Fuzzy logic provides an approximate but effective 
means of describing complex systems by using graded statements rather than 
ones that are strictly true or false. Fuzzy logic has been widely applied to many 
areas of engineering in recent years. 
 
2.5.2.1 Principles of Fuzzy Logic System 
 
FLS is reminiscent of human thinking processes and natural language enabling 
decisions to be made based on vague information. Fuzzy inference systems 
employ powerful inferential engines on linguistic variables and build data bases 
via fuzzy if-then rules. All rules are then scanned by a fuzzy logic inference 
engine, generating the corresponding output implications, which are then 
aggregated to form a single overall fuzzy set. Fuzzy set theory plays an 
important role in dealing with uncertainty. In the real application, the concrete 
reasoning is often expressed not by numbers but by linguistic terms such as 
small, medium and large. The fuzzy set is characterized by the corresponding 
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membership functions. A system based on FLS allows the transformation of 
linguistic terms into numerical values via fuzzy rules and membership functions 
and is able to approximate the complex relationships related to the diagnostic 
task. The FLS has been applied to condition monitoring and fault diagnosis for 
electric motors [27] – [29]. 
      Descriptions commonly used in engineering systems such as “big or small” 
or “high or low” are inherently fuzzy. The fuzzy description is a 
conceptualization of numerical values that can be qualitative and meaningful to 
operators. A process variable can be translated to fuzzy concepts via a 
membership function ( )A x , which maps every element x of the set X to the 
interval [0, 1]. Mathematically, it can be defined as: 
                                                   ( ) : [0,1]A x X                                                   (2.8) 
     where 
            X : the set; 
            A : the subset of X ; 
      Each value of the membership function is called a membership degree. A 
membership degree of 0 indicates no membership, while a membership degree 
of 1 indicates full membership in the set A . A fuzzy subset A defined on X may 
be written as a collection of ordered pairs: 
                                                  ( , ( ))
x X
A x x

                                                     (2.9) 
      Fuzzy logic allows the representation of variables and relationships in 
linguistic terms. A linguistic variable is a variable which takes fuzzy values and 
has a linguistic meaning. Linguistic variables can be based on quantitative 
variables in the motor fault diagnosis. 
      A number of different types of membership functions (MF) have been 
proposed for fuzzy logic system. The general classifications of MFs are as 
follows: 
(1) Piecewise Linear Functions 
      Piecewise linear functions constitute the simplest type of MFs, and they 
may be generally either triangular or trapezoidal type. A triangular MF is 
described by three parameters a, b and c and given by the expression: 
                       ( ; , , ) max min , ,0
x a c x
f x a b c
b a c b
   
   
   
              (2.10) 
      where 
                  x : the input vector; 
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               ,a b : the low point  parameters of the triangle; 
                  c : the peak point parameter of the triangle. 
(2) Gaussian Functions 
      Another fuzzy membership function that is often used to represent linguistic 
terms is the Gaussian which is given by: 
                                             
2
2
( )
( ) exp( )
2
i
i
A
i
x c
x


                                          (2.11) 
      where 
             c : the radial basis function centre; 
              : the width of the radial basis function. 
(3) Bell-Shaped Function 
      A bell-shaped MF has symmetrical shape and is given by the expression: 
                               
2
1
( ; , , )
1
b
f x a b c
x c
a



                                   (2.12) 
      where 
            a : the width of the curve; 
               b : the positive parameter; 
               c : the centre of the curve. 
(4) Sigmoid Function 
      A sigmoid type MF can generally be open to the right or to the left. The 
general expression of sigmoid MF is given as: 
                                            
( )
1
( ; , )
1 a x c
f x a c
e 


                                    (2.13) 
      where 
               a : the steepness of the function. 
      If a  is positive, the MF is open to the right, whereas if it is negative, it is 
open to the left. The former represents the concept of very large positive, 
whereas the later represents very large negative. 
      A fuzzy set is fully defined by its membership function. How best to 
determine the membership function is the first question that has to be tackled. 
As a general rule, the methods of determination of a membership function can 
be sorted out into the following three categories [105]: 
      1. Psychological methods. This kind of strategy is often referred to as 
natural extraction of membership functions. In these methods some experts in 
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the field of application of the case study are questioned, to make them draw or 
specify otherwise the membership curve appropriate to the given problem, or 
else they choose a curve from an assigned set of possible membership functions. 
When several experts are questioned a consensual curve is built by means of 
aggregation. 
      2. Automatic methods. Such methods are used when no expert is available 
or in the case when there are so many data about the case study that they can be 
automatically processed. The making of the membership function develops in 
two phases: (1) creation of a primary membership function; (2) adjustment of 
such primary function (optimisation).  
      3. Statistical methods. In the statistical methods some data expressed in the 
form of frequency histograms or other probability curves are used as a base to 
construct a membership function. There is a variety of possible conversion 
methods. Among the most used statistical methods there are the "Yes-No" and 
the "Set estimate" ones. These methods are not suffering from non-transparency. 
      A membership function allows a quantity, such as a negative sequence 
current, to be associated with a linguistic variable with certain degree of truth or 
confidence. For example, Figure 2.8 shows membership functions for the 
negative sequence current measured on an induction motor that is running in the 
steady state. In Figure 2.8, the horizontal axis is the negative sequence current 
normalised to the rated current. The vertical axis indicates how the negative 
sequence current is associated to four linguistic variables denoted as 
„negligible‟ (N), „small‟ (S), „medium‟ (M), or „large‟ (L). Therefore four 
membership functions are used. In Boolean logic, the current would be judged 
either „true‟ or „false‟ with respect to any of the four linguistic variables. But in 
fuzzy logic, such a concept is extended to allow the current to be associated 
with these linguistic variables to any degree between 0 (fully false) and 1 (fully 
true). The same input value can indicate more than one membership function 
value, implying that different statements can be simultaneously true but to 
different degrees of truth. Different shapes of membership functions can be 
chosen for a given application. Construction of the membership functions 
requires significant insight into the physical meaning of the signals and the 
linguistic variables to be used. The order of all the rules being executed does 
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not matter in any way since the aggregation procedure should always be 
commutative. 
 
 
 
 
 
 
 
Figure 2.8 Membership functions for the current in a faulted induction motor 
 
2.5.2.2Application of FLS in Motor Fault Diagnosis 
 
The FLS is reminiscent of human thinking processes and natural language 
enabling decisions to be made based on vague information. It is particularly 
suitable in such circumstances, where the input signals that are to be used for 
fault diagnosis can be associated with certain membership functions. All rules 
are then scanned by a fuzzy logic inference engine, generating the 
corresponding output implications, which are then aggregated to form a single 
overall fuzzy set. The block diagram of an FLS for fault diagnosis of a motor is 
shown in Figure 2.9.  
      Several research activities used FLS for the condition monitoring and fault 
diagnosis of electric motor performing different approaches and tasks: 
(1) Evaluating performance indices using linguistic variables; 
(2) Predicting abnormal operation and locating faulty element; 
(3) Utilizing human expertise reflected to fuzzy if-then rules; 
(4) System modelling, nonlinear mapping, and optimizing diagnostic 
system parameters through adaptive systems; 
(5) Fault classification and prognosis. 
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Figure 2.9 Block diagram of a fuzzy logic fault diagnosis system 
      In [22], the FLS has been used to detect the motor broken bars. For the 
output fuzzy sets, five Gaussian functions centred respectively in suitable points 
have been chosen. The fuzzy rules are obtained as follows: 
(1) If (I1 is small) and (I2 is small) then (NO); 
(2) If (I1 is small) and (I2 is medium) then (IF); 
(3) If (I1 is small) and (I2 is large) then (ONE); 
(4) If (I1 is medium) and (I2 is small) then (IF); 
(5) If (I1 is medium) and (I2 is medium) then (ONE); 
(6) If (I1 is medium) and (I2 is large) then (ONE or TWO); 
(7) If (I1 is large) and (I2 is small) then (ONE); 
(8) If (I1 is large) and (I2 is medium) then (ONE or TWO); 
(9) If (I1 is large) and (I2 is large) then (TWO); 
      Following the simulation results and recalling that a diagnostic system must 
be able to detect the threshold between healthy and faulty conditions, it is 
sufficient to consider, in terms of linguistic variable, the five conditions: no 
broken bars =NO; an incipient fault = IF; one broken bar = ONE; one or two 
broken bars = ONE or TWO; and finally, two broken bars = TWO. 
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      The power of fuzzy logic is more evident in the operation and inference 
stages of the process, which derive new results that then provide progressively 
more precise information about the actual condition of the motor. In [30], the 
FLS was applied to induction motor fault detection and diagnosis. The motor 
condition was described using linguistic variables. Fuzzy subsets and the 
corresponding membership functions describe stator current amplitudes. In [31], 
the fault diagnosis system for induction motor was developed based on the FLS 
for interturn short circuits in the stator windings. The results showed the 
diagnostic accuracy was significantly improved. 
 
2.5.3 Artificial Neural Network 
 
ANN mimics the human brain structure, which consists of simple arithmetic 
units connected in complex layer architecture. The ANN is one kind of popular 
artificial intelligence technique that has been applied to condition monitoring 
and fault diagnosis for electric motors [32] – [42]. 
 
2.5.3.1 Principles of Artificial Neural Network 
 
 
 
 
 
Figure 2.10 Architecture of artificial neuron 
An ANN is composed of many artificial neurons that are linked together 
according to specific network architecture. The objective of the neural network 
is to transform the inputs into meaningful outputs. The architecture of an 
artificial neuron is shown as Figure 2.10. It basically consists of inputs, which 
are multiplied by weights (strength of the respective signals), and then 
computed by a mathematical function which determines the activation of the 
neuron. Another function computes the output of the artificial neuron. 
      The higher the weight of an artificial neuron is, the stronger the input which 
is multiplied by it. Depending on the weights, the computation of the neuron 
will be different. By adjusting the weights of an artificial neuron, the output can 
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be obtained for specific inputs. An ANN combines artificial neurons in order to 
process information. The architecture of an artificial neural network is shown as 
Figure 2.11. 
       
 
 
 
 
 
 
 
 
 
 
Figure 2.11 Architecture of artificial neural network  
      The function approximation of ANN is achieved by using an appropriate 
network built up from artificial neurons, which are connected by appropriate 
weights. Implicit knowledge can be built into a neural network by training it. In 
an ANN-based motor fault diagnosis approach, the input and output signals of 
ANN are chosen to be those most relevant the fault diagnosis task. A neural 
network properly trained can be used for both fault and fault severity 
classification, which is the ultimate objective of fault diagnosis [1]. However, a 
quantitative relationship is complicated and many factors, such as operating 
point, load characteristic and inherent magnetic or electric asymmetries in the 
motor, have effects on the relationship. 
      The training algorithms for ANNs can be divided into supervised, 
unsupervised and combined unsupervised/supervised, as shown in Figure 2.12. 
The ANN trained with supervision requires data with labels that specify the 
correct class during training. Clustering algorithms use unsupervised training 
and group unlabelled training data into internal clusters. Compared with 
supervised learning, an unsupervised system provides a significantly different 
neural network approach to the identification of abnormal operation and the 
learning can be more protracted. The system can proceed through the learning 
stage without provision of correct classification for each input set of data 
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whereas the connection weight adaptation in the multilayered perceptron is 
driven precisely by just such knowledge. The possibility of training a network 
on a set of data, with no labelled inputs or only a fraction of which are labelled 
clearly, offers significant advantages. However to interpret the outputs so 
formed and to use them for classification, knowledge of the training data set is 
still required. Nevertheless, unsupervised networks require less iteration in 
training, since they do not require exact optimisation for their decision-making. 
The ANN trained by combined unsupervised/supervised algorithm firstly use 
unsupervised training with unlabelled data to form internal clusters; labels are 
then assigned to clusters during the supervision stage. 
 
 
 
 
 
 
 
Figure 2.12 Artificial neural network training techniques 
 
2.5.3.2Application of ANN in Motor Fault Diagnosis 
 
ANNs have numerous advantages over conventional diagnosis techniques. 
Their design does not require a complete mathematical model of the induction 
motor. Among several artificial intelligence techniques, artificial neural 
networks have been proven their ability to perform induction motor condition 
monitoring and fault diagnosis. ANNs are capable of representing highly 
nonlinear functions and performing multi-input, multi-output mapping. They 
present some advantages, such as flexibility to learn and does not require an 
exact mathematical model of the induction motor.  
      Several research activities used ANN for the condition monitoring and fault 
diagnosis of electric motor performing different approaches and tasks [43]: 
(1) Pattern recognition, parameter estimation, and nonlinear mapping 
applied to condition monitoring; 
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(2) Training based on both time and frequency domain signals obtained via 
simulation and experimental results; 
(3) Real time and online unsupervised diagnosis; 
(4) Dynamic updating of the structure with no need to retrain the whole 
network; 
(5) Filtering out transients, disturbances and noise; 
(6) Fault prediction in incipient stages owing to operation anomalies; 
(7) Operating conditions clustering based on fault types. 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.13 Block diagram of an ANN-based fault diagnosis system 
      The flow chart of induction motor fault diagnosis process based on ANN is 
shown in Figure 2.13. In [43], successful results were obtained from using Back 
Propagation (BP) neural network on motor interturn short circuit and bearing 
degradation fault detection. In [39], the authors showed that once the 
classification problems were well defined, the RBF neural network can identify 
the degree of severity of deteriorating fault conditions. In [44], the results of 
applying Self-Organizing Feature Map (SOM) to condition monitoring of 
electrical drives were reported, and they revealed the practical advantages of 
unsupervised systems, which include the ability to learn and produce 
classifications without supervision. 
      In [45], an approach for motor rolling bearing fault diagnosis was proposed 
using neural network and time-frequency-domain bearing vibration analysis. In 
[32], a multilayer perceptron (MLP) approach was developed by training the 
ANN in order to estimate the nonlinear relationship between stator current and 
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rotor speed versus main winding equivalent turns and dumping factor in steady 
state conditions. In [42], a supervised MLP structures was used for the detection 
of broken bars based on the use of MCSA in the frequency domain. A hybrid 
training set is used that is obtained by simulation and experiments. In [46], an 
automatic algorithm based an unsupervised neural network for an online 
diagnostics of induction motor stator fault was proposed. A fully automatic 
unsupervised method is applied in which a Hebbian-based unsupervised neural 
network was used to extract the principal components of the stator current data. 
The characteristic of this method is that it does not need a prior identification of 
the system. 
 
2.5.4 Other AI techniques 
 
The support vector machine (SVM) is a kind of intelligent classification 
algorithm based on the statistical learning theory. In the SVM, the original input 
space is mapped into a high dimensional feature space. In the feature space the 
optimal hyperplane is determined to maximize the generalization ability of the 
classifier. The SVM maps the input vector into a higher dimensional feature 
that can also solve the nonlinear case. The basic SVM was originally designed 
for binary classification problems. The multi-class SVM is developed to deal 
with multi-classification problems [47].  
      The SVM has been employed for induction motor condition monitoring and 
fault diagnosis. In [48], fault detection of induction motor using SVM technique 
for detecting broken rotor bars was described. In experiments, an induction 
motor was tested with no fault, one broken bar and two broken bars. The stator 
current to obtain the signal and calculated the frequency spectrum for doing 
fault detection. In [49], fault diagnosis method using SVM combined by feature 
extraction via component analysis was proposed. The statistical feature in time 
domain and frequency domain from current and vibration signal were 
calculated as features representation. The proposed method was aimed to detect 
fault in induction motor such as broken rotor bars, bearing fault, and 
eccentricity. 
 
2.5.5 Comparison of the Artificial Intelligence Techniques 
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2.5.5.1 Comparison of the ANN, FLS, and SVM 
 
The FLS and ANN are model model-free numerical approaches. Each approach 
implements a simple algorithmic process rather than a complicated 
mathematical analysis, and the parameters are adjustable [45]. By comparing 
the ANN-based approach with the fuzzy approach, it is possible to draw the 
following conclusions. A fuzzy approach models a complex problem employing 
an if-then type of expert rules and linguistic variables to capture directly the 
qualitative aspects of the human reasoning process involved. However, the 
problem is shifted to the membership function and rule tuning. On the contrary, 
an ANN-based technique allows an acute solution to a particular fault problem, 
without the need of accurate knowledge of the faulty system. However, its main 
drawback is related to the fact that the exact architecture of the ANN to be used 
in not known in advance. To overcome the already mentioned problem, one 
possibility is to combine the features of ANN and FLS [50] – [55].  
      The functional equivalence between an RBF neural network and a FLS can 
be established if the following restrictions hold: 
(1) The number of receptive field units in the RBF neural network is equal 
to the number of fuzzy if-then rules. 
(2) The output of each fuzzy if-then rule is composed a constant. 
(3) The membership functions within each rule are chosen as Gaussian 
functions. 
(4) The T-norm operator used to compute each rule‟s firing strength is 
multiplication. Where, a T-norm (triangular norm) is a kind of operation 
used in the framework of probabilistic metric spaces and in multi-valued 
logic. 
(5) Both the RBF neural network and the FLS under consideration use the 
same method to derive their overall outputs. 
(6) The positions of the RBF are on a multidimensional grid and RBF on 
common grid-lines have the same input-variances. 
(7) Each RBF has a separate variance for each input. 
      Usually, the training of ANN needs sufficient training samples. In 
engineering practice, the amount of fault samples is often limited for training a 
  
 
 
 
Literature Review 
 
 
 
36 
 
classifier. The SVM is good at dealing with a smaller number of signal samples 
[56]. It has better generalization than ANN and can guarantee the local and 
global optimal solutions are exactly the same [57].The SVM has been 
successfully applied to condition monitoring and fault diagnosis of motor due to 
its good characteristics. 
 
2.5.5.2 Limitations of the Intelligent Techniques 
 
Each intelligent technique has its strengths and limitations. The main difficulty 
of applying an ES is in the knowledge acquisition step, which collects adequate 
knowledge from domain experts and translates it into computer programs. First, 
domain experts may not be available for unique operating scenarios. Second, 
when domain experts are available, they may not understand or be able to 
explain clearly how they solve the problem. Each expert system is a specific 
application. The ES cannot handle new situations not covered explicitly in its 
knowledge bases. Developing an effective expert system from scratch can be 
time-consuming. Maintenance of the large knowledge bases of ES is also very 
difficult. 
      The essential part of the FLS is a set of linguistic rules characterized by 
appropriate membership functions. A FLS can be applied to replace the crisp 
rules of an ES with linguistic rules when the investigated problem is too 
complex to be analyzed by quantitative techniques. However, the problem of 
FLS is shifted to the membership function and rule tuning. The shapes and 
number of membership functions must be initially selected using a large 
database of experimental data or simulated data. At the same time, the FLS 
models a complex fault diagnosis problem by employing enormous IF-THEN 
type of linguistic rules to capture the qualitative aspects of the human reasoning 
process involved. It will be a huge computation and time-consuming process. In 
this case, FLS is not suited for online motor fault diagnosis. 
      The ANN has two main limitations for fault diagnosis application. First, 
fault detection usually makes use of measurements taken by instruments that 
may not be sensitive enough or are noisy. In this case, the ANN may not be 
successful in identifying faults. It is nearly always necessary to pre-process the 
data so that only meaningful feature signals are extracted to be used. Second, 
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ANN based fault diagnosis systems suffer from the dilemma of rapid response 
and long training time, due to the localization of the training algorithm. Local 
minimums caused by conventional ANN training algorithm often result in 
unavoidably large approximation error that may deteriorate its reliability. 
 
2.6 Summary 
 
An efficient motor condition monitoring and fault diagnosis scheme is capable 
of providing warning and predicting the motor faults at early stages. Condition 
monitoring of the induction motor has attracted researchers in the past few 
years because of its influence on the safe operation of motor drive system in 
industrial processes. It is used for increasing motor availability and 
performance, reducing consequential damage, increasing motor life, reducing 
spare parts inventories, and reducing breakdown maintenance. 
      The induction motor faults can be categorised into two types: mechanical 
and electrical. Induction machines are highly symmetrical electrical systems 
because of the sinusoidal rotating magnetic field, so any kind of fault modifies 
their symmetrical properties. Characteristic fault frequencies therefore appear in 
the measured sensor signals. The condition monitoring system obtains 
information about the motor in the form of primary data and through the use of 
signal processing techniques; it is possible to give vital information to 
equipment operator before it catastrophically failures. The signal processing can 
be classified into three main classes: time domain, frequency domain, and time-
frequency techniques. Many useful signal processing methods have been 
established and applied in practical application, such as the Fourier Transform 
(FT), short time Fourier Transform (STFT), and Wavelet Transform (WT). The 
suitability of a signal processing technique to be used depends upon the nature 
of the signal and the required accuracy of the obtained information.  
      There are different methods for the detection of induction motors, such as 
vibration monitoring, motor current signature analysis (MCSA), thermal 
measurement and chemical analysis. Vibration and thermal have been used for 
decades. However, vibration transducer is expensive and care should be taken 
into account for mechanical installation and transmitting the signal. Similar 
problems exist while working with other sensors. Therefore, most of the recent 
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researches have been directed toward the electrical monitoring of induction 
motor. Among all these methods, MCSA is one of the most powerful methods 
of online diagnosis for detecting motor faults. The MCSA method takes into 
account the operational conditions of the motor and can be implemented using 
the existing current transducers. It is non-invasive and is simple to implement.  
      An ideal motor fault diagnosis system should take the minimum 
measurements necessary from a motor, and can give a clear indication of 
incipient fault modes in a minimum time. In recent years, the monitoring and 
fault diagnosis of motors have moved from traditional techniques to AI 
techniques. AI techniques, such as ES, FLS, ANN and SVM have been applied 
in fault diagnosis of very complex time varying and non-linear system, where 
accurate mathematical models are difficult to be built. However, the 
development of AI for induction motor fault diagnosis is still in its infancy and 
despite the considerable work that has been done in this area, much more is 
required to bring such techniques into the mainstream of fault diagnosis. 
      Each intelligent technique has its strengths and limitations. Efforts have 
been made to develop motor condition monitoring and fault diagnosis schemes 
based on combinations of intelligent techniques. Previous research results show 
that combining multiple approaches can result in better performance for many 
applications. 
  
 
Chapter 3 
 
Signal Processing for Condition Monitoring 
and Fault Diagnosis of Induction Motor 
 
 
 
3.1 Introduction 
 
Condition monitoring and fault diagnosis is very important for ensuring the safe 
running of electrical motor drive systems. The flowchart of condition 
monitoring and fault diagnosis of electrical motor is shown in Figure 3.1. 
 
 
 
 
 
 
Figure 3.1 The flowchart of motor condition monitoring and fault diagnosis 
      The signal processing is a key step for condition monitoring and fault 
diagnosis. There are many signals for motor condition monitoring and fault 
diagnosis, such as vibration signal, electrical signal etc. However, an important 
factor of motor condition monitoring and fault diagnosis is how to extract the 
features of motor signals. The goal of feature extraction is to extract features 
which are related to specific motor fault modes. A feature extraction technique 
is needed for signal processing of recorded time-series signals over a long 
period of time to obtain suitable feature parameters for condition monitoring 
and fault diagnosis. By employing appropriate signal analysis algorithms, it is 
feasible to detect changes in signals caused by faulty components. The simplest 
form of signal processing is that the magnitude of the raw incoming signal is 
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examined on a regular basis in the time domain. The signal processing in such 
cases may consist of a comparison of the current record with the previous value 
or with some preset or predetermined threshold. The earlier example of 
magnitude detection implies that the motor condition information is seeded in 
the change of signals obtained from the motor. The variation of signals usually 
tells us the change of condition. In the frequency domain, spectral analysis is a 
very useful technique of signal processing used in fault diagnosis. Spectral 
analysis is effective when applied to steady-state periodic signals, which is 
usually the case with monitoring motor faults that gradually develop. 
      The nature of signals of electrical motor may be stationary or non-stationary. 
For stationary signals, the FT provides an ideal candidate for feature extraction 
[58]. For non-stationary signals, features reflecting motor faults do not consist 
of regular frequency components with respect to time. They often demonstrate a 
transient nature, and carry small components embedded in larger repetitive 
signals. In this case, the STFT can be employed to extract the localized 
transient feature. However, the fixed windowing used in the STFT implies fixed 
time-frequency resolution [59]. The drawback of this method is that the 
accuracy of extracting frequency information is limited by the length of the 
window relative to the duration of the analyzed signal. To overcome the fixed 
time-frequency resolution problems, the WT becomes an efficient alternative in 
dealing with this type of transient signals. A windowing technique with 
variable-size region is used to perform the signal processing. The ability to 
perform local analysis is one of the most important features of the WT [60]. 
Due to its good properties in time-frequency domain analysis, wavelet analysis 
gains much attention from many engineering fields. The WT technique has 
been developed to revealing the hidden relationships between signals and hence 
identifies the causes and consequences of faults [1] [61] - [63].  
 
3.2 Signal Processing and Feature Extraction 
 
3.2.1 Time Domain Analysis 
 
Time-domain analysis is a useful feature extraction tool for condition 
monitoring and fault diagnosis of electrical motors. Many techniques can be use 
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for time-domain analysis. Time domain averaging (TDA) is a traditional and 
typical method to detect fault signals in rotating machines. It extracts a periodic 
component of interest from a noisy compound signal. Data-clustering 
techniques are used to extract an average pattern that serves as the mechanical 
imbalance indicator.  
      In [64], an integrated TDA scheme was proposed for gearbox diagnosis. In 
[65], the oscillation of the electric power in the time domain becomes mapped 
in a discrete waveform in an angular domain. In [66], features are extracted 
from time domain vibration signals and used input for the neural network. The 
proposed procedure requires only a few input features, resulting in faster 
training and high diagnosis accuracy. 
 
3.2.2 Frequency Domain Analysis 
 
Frequency domain analysis is widely adopted for condition monitoring and 
fault diagnosis of electrical motors. Typically, three main subclasses can be 
defined: nonparametric methods, parametric methods, and high-resolution 
methods [9]. Nonparametric methods include conventional FT and optimal 
band-pass filtering analysis etc. Parametric methods are based on the estimation 
of a linear time invariant system from noise by autoregressive-moving-average 
model, such as Yule-Walker, Burg, and covariance. High-resolution methods 
include techniques such as multiple signal classification (MUSIC) and 
eigenvector [67] [68]. 
       The FT is the most common frequency domain analysis method. The FT of 
a signal ( )f t can is defined as follows [69]: 
                                     ( ) ( ) i tF f t e dt



                                                               (3.1) 
      where  
              : the signal frequency. 
      The ( )f t and ( )F  are known as a pair of Fourier transforms. Expression 
(3.1) implies that ( )f t signal can be decomposed into a family with harmonics 
iwte and the weighting coefficient ( )F  represent the amplitudes of the 
harmonics in ( )f t . ( )F  is independent of time, it represents the frequency 
composition of a random process, which is assumed to be stationary so that its 
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statistics do not change with time. The FFT was developed for the fast 
calculation algorithm of discrete Fourier transform. 
      The FT-based analysis method is very useful for the applications where 
signals are stationary. The fundamental assumption of stationary, the motor 
operating in a steady state condition, allows the use of the FT method in the 
frequency domain analysis of signals, such as voltage, current, and vibration 
signals etc., to detect various electrical and mechanical faults in a motor. In [70], 
a method was proposed to monitor and detect the fault signal of induction 
motor through the noise ambiguity estimation of current signal. A fault 
diagnosis technique through FFT with suppressed the noise content is studied in 
details. In [71], motor signature analysis based on FFT analysis of stator current, 
instantaneous power, and torque was discussed. It has been shown that an 
effective diagnostic index can be retrieved by summing the amplitudes of the 
components in the current spectrum.  
      The FT-based method is effective for decomposing signals into their 
harmonic components because signal segmentation is used to select the 
stationary signal segments. But if signal frequency component magnitudes vary 
significantly over time, the FT-based method is not effective [72]. However, 
various kinds of factors, such as the change of the environment and the faults 
from the motor itself, often make the output signals of the running motor 
contain non-stationary components [73]. A motor operating in such a non-
stationary environment has a non-stationary voltage, current, and vibration 
signals. From an electrical motor’s operating point of view, this refers to an 
operation where the motor’s state variables continuously change with time, and 
the motor is never operating at a constant speed throughout its operation. 
Usually, these non-stationary components contain abundant information about 
motor faults. The FT-based method is not suitable for non-stationary signal 
analysis and is not able to reveal the inherent information of non-stationary 
signals. Because of the drawback of the FT-based analysis, it is necessary to 
find supplementary methods for non-stationary signal analysis. Many attempts 
have been made to analyse the signals in motors operating under different cases 
of varying conditions. 
 
3.2.3 Time-Frequency Domain Analysis 
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Time-frequency domain analysis is the most popular method for the analysis of 
non-stationary signals, such as STFT, WT, and WPT. Time-frequency domain 
analysis consists of the time, frequency representation of a signal, which is 
inherently suited to indicate transient events in the signal.  
 
3.2.3.1 Short Time Fourier Transform 
 
The STFT has a short data window centred at a time when it is used to deal 
with non-stationary signals. Spectral coefficients are calculated for this short 
length of data, the window is then moved to a new position and the calculation 
repeated. A signal ( )f t  can be decomposed by the STFT as follows [74]: 
                                          ( , ) ( ) ( ) i tG f t g t e dt  



                                   (3.2) 
      where  
               ( , )G   : STFT transformation function; 
             :  signal frequency; 
              :  Time parameter; 
               ( )g t  :  Window function. 
      The STFT method performs a mapping of one-dimensional signal ( )f t to a 
two-dimensional function of time and frequency. It is able to provide time and 
frequency representations for the analysed signal. In [75], the STFT was used to 
detect faults in the induction motor under varying operating conditions. It was 
shown that the STFT can reveal the properties relevant to fault detection better 
than the Fourier analysis in the transform domain. In [76], the STFT to identify 
developing electrical faults were presented and compared. The comparison 
among the different methods was carried on in terms of fault detection and 
classification accuracy and computational complexity. However, these 
applications were based on the assumption that the change in speed and load 
occurs very slowly and there are sufficiently long intervals of time. The STFT 
provides a constant resolution for all frequencies and it uses the same size 
window for the analysis of the entire signals. If the length of the window is 
represented by time durationT , its frequency bandwidth is1/T . The feature of 
the STFT is that all spectral estimates have the same bandwidth. This means 
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that if a good frequency resolution using wide windows is obtained, the good 
time resolution will not be obtained. The fixed size of the window is the main 
drawback of the STFT [77].  
 
3.2.3.2 Wavelet Transform 
 
Over the past 20 years, wavelet theory has become one of the emerging and 
fast-evolving signal processing tools for its many distinct merits. The WT was 
introduced with the idea of overcoming the drawback of the FT-based analysis 
methods. Wavelet analysis was founded on basis functions formed by dilation 
and translation of a prototype function ( )t known as a mother wavelet [78]. 
The wavelet basis function
, ( )a t is defined as follows: 
                                                
,
1
( ) ( )a
t
t
aa


 

                                                  (3.3) 
      where 
             a : the scale parameter; 
            : the translation parameter. 
      The wavelet transform ( )t is defined as: 
                                                 
,( ) ( ) at f t dt


                                                         (3.4) 
      The wavelet transform ( )t can measure the time-frequency content in a 
signal indexed by the scale and translation parameters. The WT decomposition 
tree with three-level is shown in Figure 3.2 (S: signal; H: high frequency 
component; L: low frequency component). 
      Different from the STFT, the WT can be used for multi-scale analysis of a 
signal through dilation and translation, so it can extract time-frequency features 
of a signal effectively. The WT analysis is now widely used in information 
processing, imaging signal compression, nonlinear system control, etc. The WT 
analysis is an alternative for these applications [15]. The advantages of using 
wavelet techniques for fault monitoring and diagnosis of induction motors is 
increasing because these techniques allow performing signal analysis during 
transients. 
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Figure 3.2 WT Decomposition Tree 
      As a novel signal processing technique, it has the ability to decompose wide 
band signals into time and frequency domain simultaneously. The non-
uniformity of the time-frequency division greatly facilities the capability of 
feature capture of signals. It can be applied for transient signal analysis of fault 
detection. This provides possibility to detect a fault during start-up or during 
transients. It has been found that traditional diagnostic methods are not valid for 
some motor incipient faults, but can be detected by the WT analysis [61]. It is 
then a powerful tool for motor fault diagnosis in the non-stationary operating 
condition.  
      In practice, calculating wavelet coefficients at every possible scale using 
expression (3.4) is a large amount of work and generates a lot of redundant data. 
It is the difference of continuous WT and discrete WT. If the choice 
of a and are limited to discrete numbers, then the analysis will be sufficiently 
accurate. The set of functions with discrete parameters is defined as follows: 
                                                / 2
, ( ) 2 (2 )
j j
j k t t k                                                  (3.5) 
      where 
            j : the scale parameter; 
             k : the translation parameter. 
       In [17], signals obtained from monitoring system have been processed 
using WT to extract detailed information for induction motor fault diagnosis. 
The results of the investigation depict that the application of WT for processing 
and analysis of the vibration signal to different frequency regions in time 
domain improves the extraction of the information that can enhance the ability 
of the system for diagnosis. In [54], the WT was selected to process the 
characteristic waveform of motor signals because of its effectiveness in 
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handling non-stationary signals. The extracted indices could efficiently 
diagnose and locate the fault by one transform process only. 
 
3.2.3.3 Wavelet Packet Transform 
 
      Whereas the WT provides the signal analysis with more flexible time-
frequency resolution as described, its drawback is that the frequency resolution 
is rather poor in the high frequency region. Therefore, it faces some difficulties 
for discrimination between signals having close high frequency components. 
The WPT is an expansion of the classical WT. It is implemented by a basic 
two-channel filter bank which can be iterated over either a low-pass or a high-
pass branch. The information in high frequencies can be analyzed as well as 
that in low frequencies in WPT. The WPT decomposition tree with three-level 
is shown in Figure 3.3 (S: signal; H: high frequency component; L: low 
frequency component). 
 
 
 
 
 
 
 
 
 
 
Figure 3.3 WPT Decomposition Tree 
      A wavelet packet function is defined as follows [18]: 
                                            2
, ( ) 2 (2 ) ,
j
n n j
j kW t W t k j k Z                                (3.6) 
      where 
            j : the scale parameter; 
             k : the translation parameter; 
             n : the oscillation parameter. 
      The first two wavelet packet functions are defined as follows: 
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                                                  (3.7) 
       where 
              ( )t : the scaling function; 
                ( )k : the parent wavelet function. 
       When 2,3,...i  , the functions can be defined by the following recursive 
relationships: 
                           
2
0,0 1,
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W t h k W t k
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

              (3.8) 
       where 
                ( )h k : the lower-pass filter function; 
               ( )g k : the high-pass filter function. 
     The wavelet packet energy (WPE) is a useful feature for signal analysis. 
After the signal decomposed into different frequency bands by WPT, the 
component energy is defined as: 
                                                    2( )j jE f t dt


                                          (3.9) 
      where  
            j :  the serial number of the frequency bands; 
              ( )f t : the component signal. 
      The total energy E of the signal ( )f t  is the summation of the j component 
energies. It’s shown as follows: 
                                  2
1
( )
n
j
j
E f t dt E



                                         (3.10) 
      where  
            n : the total number of the frequency bands. 
      In consequence, WPE proportion which quantifies the probability 
distribution of the spectral energy is: 
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                                                           j
j
E
P
E
                                                         (3.11) 
      WPE proportion can be used to find the general distribution rule of wavelet 
packet energy for every signal. 
 
3.3 Summary 
 
Signal processing is a key step for motor condition monitoring and fault 
diagnosis. The aim of feature extraction is to extract features hidden in the 
original time domain. The signal processing can be classified into three main 
classes: time domain, frequency domain, and time-frequency techniques. The 
comparison of them is shown in Figure 3.4.  
 
Figure 3.4 The comparison of the signal processing techniques 
      Many signal processing methods have been used for fault diagnosis, among 
which the FT is one of the most widely used and well-established methods. The 
task of distinguishing faulty conditions from normal conditions based on the FT 
can be done accurately as long as the signals are stationary. But the FT is not 
able to reveal the inherent features of non-stationary signals and is not suitable 
for non-stationary signal analysis. However, various kinds of factors, such as 
the change of the environment and the faults from the motor itself, often make 
the output signals of the running motor contain non-stationary components. To 
overcome the difficulties in signal processing associated with time variations, 
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the STFT is usually used. The STFT transforms a signal into a two-dimensional 
function of time and frequency. It represents a sort of compromise between 
time and frequency based views of a signal and it provides some information 
about both. However, the analysis precision of the STFT is limited by the size 
of the window pre-chose. The fixed size of the window is the main drawback of 
the STFT. The STFT is usually employed for the extraction of narrow-
frequency content in signals. The WT is introduced with the idea of overcoming 
the drawback mentioned above. A windowing technique with variable-size 
region is then used to perform the signal analysis. The ability to perform local 
analysis is one of the attractive features of the WT. The WPT is an expansion of 
the classical WT. The information in high frequencies can be analyzed as well 
as that in low frequencies in WPT, while classical WT can only find the finer 
analysis for low-band frequency. Therefore, the WPT is a very powerful signal 
processing method for motor condition monitoring and fault diagnosis. 
  
 
Chapter 4 
 
Condition Monitoring and Fault Diagnosis 
System Framework 
 
 
 
In this chapter, a method combining ANN-based techniques and WPT is 
proposed for the condition monitoring and fault diagnosis for induction motors. 
ANN is trained by IGA to overcome the drawback of traditional training 
algorithm. AIA is employed to adaptively choose the centres of the ANN. The 
weights of ANN are determined based on individual density in combination 
with fitness proportion mechanism. The signal features extracted by WPT 
decomposition are used as the inputs of ANN-based classifier. 
 
4.1 Introduction 
 
The condition monitoring and fault diagnosis of electrical motors have moved 
from traditional techniques to AI techniques in recent years [7]. AI techniques, 
such as ES [79], FLS [28], ANN [43], have been successfully applied in fault 
diagnosis of very complex time-varying and non-linear system, where accurate 
mathematical models are difficult to be built. These techniques use association, 
reasoning and decision making processes as the human brain in solving 
diagnostic problems. 
      In order to achieve precise inference especially in the complex fault cases, 
the ES must involve a great number of production rules describing the motor 
behaviours. Maintenance of the large knowledge bases is very difficult. The ES 
cannot handle new situations not covered explicitly by its knowledge bases. It 
cannot give any conclusions in these situations. The essential part of the FLS is 
a set of linguistic rules characterized by appropriate membership functions. A 
FLS can be applied to replace the crisp rules of an ES with linguistic rules when 
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the investigated problem is too complex to be analyzed by quantitative 
techniques. However, the problem of FLS is shifted to the membership function 
and rule tuning. The shapes and number of membership functions must be 
initially selected using a large database of experimental data or simulated data. 
At the same time, the FLS models a complex fault diagnosis problem by 
employing enormous lot of IF-THEN type of linguistic rules to capture the 
qualitative aspects of the human reasoning process involved. It can be hugely 
computationally intensive and time-consuming. In this case, the FLS is not 
suited for online motor fault diagnosis. The ANN is a computation and 
information processing method that mimics the process founded in biological 
neurons. But the ANN has two limitations for fault diagnosis application [80].  
      Feature extraction is a very important step in motor fault diagnosis process. 
By employing appropriate signal analysis algorithms, it is feasible to detect 
changes in signals caused by faulty components. Different digital signal 
processing techniques have been applied to extract diagnostic indices, such as 
FT and WT [54]. In the early stage of a motor fault, the symptoms are not 
obvious. The collected fault signals from the motor are usually transient and 
non-stationary. FT is useful in identifying harmonic signals. Due to its constant 
time and frequency resolutions, it is weak in analyzing transient signals. WT is 
the most widely used time-frequency representation. However, the drawback of 
WT is that the frequency resolution is rather poor in the high frequency region 
and may not be resolved [18]. WPT is implemented by a basic two-channel 
filter bank which can be iterated over either a low-pass or a high-pass branch 
[81]. The information in high frequencies can be analysed as well as that in low 
frequencies by a WPT. A non-stationary motor fault signal containing multi-
frequency components can be decomposed into a number of signals having the 
corresponding frequency by using the WPT. (See Chapter 3). 
      In this research, a novel method for the electric motor fault diagnosis is 
proposed based on WPT and ANN trained by an IGA. The IGA for data 
clustering is employed to adaptively choose the centres and widths of the 
hidden layer centres of the RBF neural network. WPT is used to decompose 
vibration and current signals of motor to extract the faulty features. The 
extracted features with different frequency resolutions are used by the ANN for 
induction motor faults diagnosis.  
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4.2 The Proposed Motor Fault Diagnosis System Framework 
 
4.2.1 Motor Fault Diagnosis System Framework 
 
In this research, a novel scheme for induction motor fault diagnosis is proposed 
based on WPT and RBF neural network trained by IGA. The motor fault 
diagnosis process is shown in Figure 4.1. It consists of four parts: data 
acquisition, feature extraction, fault detection and post-process. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.1   Flowchart of proposed motor fault diagnosis process 
  
4.2.2 RBF Neural Network 
 
RBF neural network has been studied in many diverse disciplines in recent 
years. It originates from the use of radial basis functions in the solution of real 
multivariate interpolation problems. The RBF neural network is a form of local 
learning and is an efficient alternative to the multi-layer perceptron neural 
network. Its architecture is presented in Figure 4.2. A RBF neural network 
consists of an input layer, a hidden layer, and an output layer. Theoretically the 
RBF neural network is capable of approximating any function [82]. 
 
 
 
Measuring motor signals 
Transforming signals by WPT 
Training RBF neural network by IGA 
Detecting motor faults 
Motor 
Data Acquisition 
Post-process 
Feature Extraction 
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Figure 4.2  RBF neural network architecture 
      The RBF neural network is characterized by a set of inputs there is a layer 
of processing units called hidden units. The hidden neurons use nonlinear RBF 
activations [83]. RBFs are embedded into the hidden layer of the ANN. Each of 
them implements a radial basis function. The input layer receives a data point 
1[ , , ]
T m
mX x x R   and submits it to the hidden layer. Each neuron at the 
hidden layer has a localized activation. 
                                           ( ) ( , ), 1, ,k k nX X c k K                                      (4.1) 
      where 
            kX c :   the vector norm; 
            ( )k  : the RBF localized around kc  with the degree of localization     
                             parameterized by n . 
      All the radial basis functions in the hidden layer nodes are usually of the 
same type. Typical choices of the radial basis functions are: 
(1) The thin-plate-spline function: 
                                        2( ) log( )x x x                                              (4.2) 
(2) The Gaussian function: 
                                
2
2
( )
( ; , ) exp( )
2
x c
x c 


                                      (4.3) 
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Figure 4.3 Gaussian function 
      The graph of a Gaussian is a characteristic bell curve shape that quickly falls 
off towards plus/minus infinity. The parameter c is the position of the centre of 
the peak,  controls the width of the bell. Gaussian functions are widely used in 
statistics where they describe the normal distributions [105]. 
(3) The multi-quadratic function: 
                                        
1
2 2 2( ) ( )x x                                               (4.4) 
(4) The inverse multi-quadratic function: 
                                       
1
2 2 2
1
( )
( )
x
x




                                            (4.5) 
      where 
                  x : the input vector; 
               c : the radial basis function centre; 
                : the width of the radial basis function. 
      The activations of all hidden neurons are weighted and sent to the output 
layer. Each output neuron has its own hidden-to-output weights. The weighted 
activations of the hidden neurons are summed at each output neuron to produce 
the output. Denoting 
1 2[ , , , ]
T
n n n knW w w w  as the weights connecting hidden 
neurons to the n th output neuron, then the output, in response to input X , 
takes the form: 
                                                    ( ) ( )Tn ny X W X                                                 (4.6) 
      where 
                                          1 2( ) [ ( ), ( ), , ( )]k TX X X X      
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      The RBF neural network, like any other inductive learning algorithm such 
as decision trees and clustering techniques, is data dependent. Without a 
sufficient supply of training data the algorithm cannot be used to produce a 
reliable model of the problem domain. A variety of approaches for training 
RBF neural networks have been developed. Most of them can be divided into 
two stages:  
(1)  Learning the centres and widths in the hidden layer;  
(2)  Learning the connection weights from the hidden layer to the output 
layer.  
      In [84], the RBF neural network was trained using an orthogonal least 
squares (OLS) algorithm. The algorithm provides a compromise between 
network performance and network complexity and automatically determines the 
number of hidden layer nodes. However, the algorithm is essentially a descent 
method. The hidden layer nodes are located in a way such that the 
approximation errors of the network are most effectively reduced at each step. 
Such an error reduction is clearly local and the resulting network may become 
trapped at a local minima. 
      In [85], a hierarchically self-organising learning algorithm was developed. 
The algorithm starts with no hidden nodes and adds them based upon whether 
the input vector lies within a defined boundary; if not, a node is added. In [86] 
an alternative approach was proposed. The RBF neural network begins with as 
many nodes as data vectors and is progressively reduced by the use of an 
iterative clustering algorithm. Since with these two methods, the number of 
nodes and the locations are determined by clustering the input vectors, there is 
no guarantee that they will produce an optimal network. 
 
4.2.3 Genetic Algorithm 
 
The GA is a directed random search technique that is widely applied in 
optimisation problems. It is exploratory search and optimization procedures that 
are built up using the principles of natural evolution and population genetics. 
The aim of the GA is to use simple representations to encode complex 
structures and simple operations to improve these structures [87]. It has a 
population of individuals competing against each other in relation to a measure 
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of fitness. The GA can help to realize the optimal solution globally over a 
domain. It involves several key components: population initialization, fitness 
function, crossover, mutation and selection. The standard GA process is shown 
as follow [88]: 
      Step 1: Randomly create an initial population of individual character strings; 
      Step 2: Compute the fitness values of each individual of the current 
population; 
      Step 3: Generate a new population by applying crossover and mutation 
operation to the individual; 
      Step 4: Stop the algorithm when the convergence criterion is reached, if not, 
go to step 2. 
      In the GA, each individual corresponds to a potential problem solution. To 
promote the genetic diversity, the corresponding routing path is randomly 
generated for each individual in the initial population. Populations are usually 
encoded by strings of variables. Crossover produces new offspring by selecting 
two strings and exchanging portions of their structures. Mutation is a local 
operator with a very low probability. Its function is to alter the value of a 
random position in a string. The fitness function is used to assess the quality of 
each individual in evaluation process. The selection operator ensures the fittest 
individuals for the next generation. Crossover processes the current individual 
so as to find a better one. Mutation helps a GA keep away from local optima 
[89]. 
      Various attempts have been made to combine GA with other learning 
techniques for the optimization of the number of layers, nodes and the weights 
of RBF neural network. In [90], a RBF neural network training method using 
GA was presented. The method is used in conjunction with gradient-based 
learning to determine the weights. Binary coded strings are used to represent 
the parameters for an algorithm that generates the basis function centres. The 
gradient-based learning rate and space filling curve parameters are encoded 
onto the genotype using an eight-bit representation. The crossover operator has 
a 50% chance of falling within the boundary of the eight-bit encoded 
parameters. In [91], a two-level learning approach was proposed. At a lower 
level, the RBF neural network is trained using a regularized orthogonal least 
squares algorithm. Regularisation is a technique for improving the 
  
 
 
 
Condition Monitoring and Fault Diagnosis System Framework 
 
 
 
57 
 
generalisation performance of the network. At a higher level, the GA optimises 
the two key learning parameters, the regularisation parameter and the hidden 
node widths. The two parameters were each coded into sixteen-bit strings with 
a population size of five. The number of crossover points was set to four 
without any mutation. 
 
4.2.4 Artificial Immune System 
 
      The artificial immune system (AIS) is a newly developed computational 
intelligent approach inspired by ideas, processes and components extracted 
from the natural immune system [110]. From an information processing 
perspective, the immune system is a remarkable parallel and distributed 
adaptive system. It includes as basic operations clone, mutation and selection. 
Some artificial immune algorithms (AIAs), such as the clonal selection 
algorithm, the immune network model and the negative selection algorithm 
have been proposed [106]. It has been shown that the computational algorithms 
of immune systems have great potential in the field of function optimisation, 
machine learning, abnormality detection, pattern recognition, computer security, 
etc. , [92]. 
       The clonal selection theory describes the basic feature of an immune 
response to an antigenic stimulus. It establishes the idea that only those cells 
that recognize the antigen proliferate (a process called clonal selection), thus 
being selected against those that do not. A schematic overview of the clonal 
selection principle is depicted in Figure 4.4 [93].  
      The main features of the clonal selection theory are shown as follows [94]: 
(1) The new cells are copies of their parents (clone) subjected to a mutation 
mechanism with high rates; 
(2) Elimination of newly differentiated lymphocytes carrying self-reactive 
receptors; 
(3) Proliferation and differentiation on contact of mature cells with antigens. 
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Figure 4.4 Clonal Selection Principles 
      The clonal selection algorithm is based on the clonal selection and affinity 
maturation principles. In an immune system, the antibodies which have high 
affinity with the antigens are selected for proliferation and differentiation, and 
experience a hyper mutation process at same time. Clone rate is in direct ratio 
to the affinity. The number of the antibodies clone Nc  depends on the affinity, 
given in equation (4.7): 
                                
1
( )
n
i j
i
Nc round N norma Ab Ag N

                                          (4.7) 
      where 
           
i jAb Ag  : the norm of iAb  and jAg . 
      The antibody’s variation *
jAb  is shown in equation (4.8): 
                                                * ( )i i i jAb Ab Ab Ag                                                          (4.8) 
      where 
             
iAb : the antibody to be mutated; 
             1 i j
Ab Ag
e
 
  : the ratio of maturation set according to the  
                      antigen-antibody affinity. 
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        The higher the affinity, the smaller   becomes. Hence, the ability to 
recognise the antigen is improved after antibody variation. When repeatedly 
exposed to a given antigen, the immune system continues to learn the structures 
of this antigen for enhancing its recognition ability [95].  
      In the immune system, the antibodies that have a high affinity with the 
antigens are selected for proliferation and differentiation, and experience a 
mutation process at the same time. The mutation process is illustrated in Figure 
4.5. It is clear that, when either the nature of the self codes is not known or it is 
difficult to specify a priori, the B-module used with a system in normal 
operating conditions may be used to generate the self codes by the mutation 
process. 
 
Figure 4.5   Mutation creates a cluster around an external code 
      The immune network theory was first proposed by Jerne in the mid-
seventies [96]. This theory presents that the immune system maintains a 
network on interconnected B-cells for antigen recognition. Antigens are then 
selected randomly from the training set and presented to the areas of the B-cell 
network. If the binding is successful, the B-cell is cloned and mutated. The 
mutation yields a diverse set of antibodies that is used in the classification 
procedure. Two B-cells are connected if the affinities they share exceed a 
certain threshold and the strength of the connections are directly proportional to 
the affinity that they share. 
      Local minima caused by the conventional ANN learning algorithm often 
result in an unavoidably large approximation error that may reduce reliability. 
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Many different types of algorithms have been introduced to complement the 
mentioned weaknesses, and the AIA is an alternative solution to this problem. 
Inspired by the natural immune system, AIA has attracted more and more 
interest in the last few years. In [97], AIA, GA and evolution strategy were used 
to search for the optimal value for some numerical functions. The results show 
that the AIA is superior to the others algorithms in most cases. In [89], a 
general purpose algorithm inspired by the clonal selection principle of the 
adaptive immune response was presented. Due to its evolutionary 
characteristics, the algorithm was adopted to solve optimisation problems. 
 
4.2.5 RBF Neural Network Trained by Improved Genetic Algorithm 
 
4.2.5.1 Initializing RBFNN Centres by AIA 
 
The learning algorithm for choosing the centres of the hidden layer neurons is 
usually a clustering algorithm such as k-means algorithm, and GA [108]. The 
simplest approach is to set the centres of the hidden neurons by randomly 
choosing patterns of the training set. The weights from the hidden layer to the 
output layer can be achieved using an orthogonal least squares algorithm. 
However this approach inherits the risk of getting stuck into a local minimum 
thus failing to provide an optimum solution. In this research, a data clustering 
algorithm is defined by AIA for adaptively choosing the amount and location of 
the hidden layer centres of the RBF neural network. The clonal selection 
principle will be responsible for how the centres will represent the training data 
set. The immune network theory will avoid data redundancy. 
       In the proposed algorithm, each input data is regarded as an antigen, while 
each candidate centre corresponds to an antibody. The centres set are initialised 
randomly at first. The Euclidean distance is used to measure the affinity 
between two elements. If they recognise each other, a suppressive step will 
occur. In the model, suppression is performed by eliminating the self-
recognising elements from centres set by the given suppression threshold. This 
process is repeated iteratively until a deliberate fixed size of centres is attained.  
      In the proposed algorithm, the affinity of two vectors is described as: 
                                               1( , )
1 E
aff X Y
d


                                                      (4.9) 
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      The Ed is the Euclidean distance between X andY : 
                                      2
1
( ) ,1
N
E i i
i
d x y i N

                                            (4.10) 
       Mutation function is: 
                                          ( ),j j j j mz z z x j                                                (4.11) 
       where
jz is the j -the clone and j is the learning rate. The j is set according 
to the mx - jz affinity, the higher the affinity, the smaller the j . 
      The algorithm works as follows: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.6 Flowchart of determining RBFNN hidden layer centres 
Begin: 
      Initialize centres set randomly; 
      For each input data
mX , do: 
(1) Calculate its affinity to all the network centres miaff ; 
(2) Select the n highest affinity network centres; 
(3) Clone these selected centres to create set
pz ; 
(4) Improve
pz by mutation function; 
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Select the n highest affinity network centres, 
Create set Cm by crossover and mutation 
Calculate affinity of input-data to the centres in Cm, 
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(5) Select % of the highest affinity centres from pZ  and create set mC ; 
(6) Calculate affinity of the centres in
mC ; 
(7) Eliminate those centres whose affinity large than threshold s and 
update centres set
mC ; 
(8) Add
mC toC ; 
(9) Calculate affinity of the centres inC , then eliminate those centres 
whose affinity larger than threshold
s , if n =0, stop, or else update 
centres setC . 
End 
      As can be seen from the algorithm, a clonal immune response is aroused by 
each presented input data. The clonal suppression is responsible for eliminating 
intra-clonal self-recognizing centres, while the network suppression searches 
for similarities between different sets of network clones. After the learning 
phase, the output is taken to be the final centre positions adopted by the RBF 
neural network. The network centres represent internal patterns of presentation 
of the input data. 
 
4.2.5.2 Training RBF Neural Network Structure by IGA 
 
      Step 1: Initializing the centres of RBFNN hidden layer by AIA. 
      Step 2: Encoding. The network parameters and structure are encoded using 
string. The coding string of RBFNN is shown in Table 4.1. The first two part of 
the string are the centre number and width of RBFNN hidden layer. The 
remains of the string are initial weights. 
Table 4.1   The coding string of RBFNN based on IGA 
Parameter String 1 String 2 ··· String N 
Number of hidden 
layer centre 
Width of 
centre 
Weight of centre 
to output 1 
··· 
Weight of centre to 
output n 
      Step 3: Crossover and Mutation. The operations of crossover and mutation 
are carried out according to setting crossover probability cp and mutation 
probability mp . 
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      Step 4: Evaluation. Each individual in the population is evaluated by a 
defined fitness function. The better individual will return higher values in this 
step. The fitness function can be written as follow: 
                                               ( )ifitness f x                                                             (4.12) 
      Step 5: Selection. The immune system has the characteristics of suppressing 
production of antibody with high density, high affinity and promoting secretion 
of antibody with low density, low affinity. In order to ensure diversity of 
antibodies and improve the capability of global searching of training algorithm, 
adjusting factor based on density is introduced based on fitness proportion 
mechanism. The density of antibody i is defined as: 
                                   1
1
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i
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i j
aff i j
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aff i j
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else





 


                                         (4.13) 
      where ( , )aff i j is the affinity between antibodies i and j ;  which takes 
(0.9,1) is immune selection threshold; m is the total of antibody. 
      The probability ip of individual ix is selected as: 
                                  ( ) ( )1
( ) ( )
i i
i i
f x f x
p
M x M x
 
 
   
 
                                             (4.14) 
      where  
             ,  : the adjusting constants between 0-1;  
             i : the density of antibody ix ;  
            ( )if x : the fitness of antibody ix ; 
            ( )M x : the fitness of total antibodies. 
      From the ip , the probability of antibody with high fitness is high when the 
density is low, but the probability of antibody with high fitness is low when the 
density is high. By this way, the individual diversity can be ensured and 
phenomenon of premature convergence can be avoided. 
      Step 6: Update. If the average fitness of all the population does not improve 
any longer, then the processes of optimizing end. 
 
4.3 Summary 
 
The ANN is widely designed for motor fault diagnosis. When ANN-based 
approaches are used for practical engineering, there are always problems in 
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determining the appropriate network architecture. By analysing the principles of 
AIS, GA and RBF neural network, they are combined to solve fault diagnosis 
problems in motor fault diagnosis. The proposed method is the adaptation of 
RBF neural network with the IGA training algorithm. The faulty features 
extracted by WPT three-level decomposition are used as input features. The 
clonal selection principle is responsible for how the centres represent the 
training data set. Selection algorithm based on individual density combined 
with fitness proportion mechanism is adopted. It overcomes the flaws of 
uncontrollable converging direction and low local searching efficiency, and 
avoids premature convergence. 
  
 
Chapter 5 
 
Experiments and Results Analysis 
 
 
 
5.1 Introduction 
 
The distribution of failures within the induction motor is important because it 
can guide the condition monitoring applied. A recent reliability paper describes 
the distribution of 0.75 kW to 150 kW induction motor faults and shows 
possible scenarios for after fault, detailing the repair-replace decision process 
[12]. Except the unknown categories, the main distribution of induction motor 
faults is listed as bearing (69%), stator windings (21%), rotor bar (7%), and 
shaft/coupling and others (3%). It is shown in Figure 5.1. 
 
         
Figure 5.1   The main failure distribution of induction motor 
      It can be seen that two-thirds of motor failures are initiated in the bearings 
and another fifth in the stator windings. The approach is to analyze the known 
design differences and relate them to predicted failures based on a broad 
experience of why motors fail. 
Bearing Fault 69% 
Shaft/Coupling and others 3% 
Stator Windings 21% 
Rotor Bar 7% 
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      In this research, there are two case studies undertaken in the experiments: 
Case 1 1.5 kW induction motor bearing fault diagnosis using vibration signals; 
Case 2 3.7 kW induction motor bearing, winding, rotor bar and eccentricity 
fault diagnosis using motor current signals. 
 
5.2 Case 1: 1.5 kW Induction Motor Bearing Fault Diagnosis 
Using Vibration Signal 
 
Bearings are the most unreliable components in a small induction motor. Their 
carrying capacity and reliability are prominent for the overall induction motor 
performance. During the operation, the bearing is often subject to high load and 
severe condition. Defects are developed in the bearing components. If no 
actions are taken, the motor and drive system could be seriously damaged. Most 
induction motors use either ball or rolling-element bearing which consist of 
outer and inner rings and balls or rolling elements rotating in raceways between 
the rings. Bearing faults may be reflected in defects of outer race, inner race, 
and ball. Even in normal balanced operations with good shaft alignment, fatigue 
faults can occur. Vibration signal analysis has been established as the most 
common method for condition monitoring and fault diagnosis of bearing. 
Defects cause impacts at frequencies governed by the operating speed of the 
motor and the geometry of the bearings. The signatures of a damaged bearing 
consist of defect frequency characteristics that occur periodically. This makes it 
possible to detect the presence of a defect and to diagnose in which part of the 
bearing it is occurring. But the difficulty in the detection of the defect lies in the 
fact that, the signal of a defective bearing is spread across a wide frequency 
band and hence can be easily masked by noise. Its spectrum consists of a series 
of harmonics of the characteristic defect frequency, with the highest amplitude 
around the resonance frequency. Typically, the amplitude at the characteristic 
defect frequency is small and not easily detected. In this research, the proposed 
method uses the WPT as a systematic tool for the analysis of vibration signals 
resulting from bearings with localized defects. 
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5.2.1 Experimental Setup and Data Acquisition 
 
Generally, a fault in the load part of the drive gives rise to periodic variation of 
the induction motor load torque. Examples of such faults causing torque 
oscillations include the following: general fault in the load part of the drive 
system, load imbalance, shaft misalignment, gearbox faults, or bearing faults. 
Signals indicative of bearing health (i.e., vibration, oil debris, temperature, etc.) 
are monitored to determine the current bearing condition. Diagnostic features 
extracted from these signals then are passed on to a current bearing health 
module. Development of advanced vibration features can detect early bearing 
fault characteristics. Extraction of the vibration amplitude at the fault 
frequencies often enables isolation of the fault to a specific bearing in a motor. 
High amplitude of vibration at any of these frequencies indicates a fault in the 
associated component.  
 
Figure 5.2 Motor rigs in Case Western Reserve University 
      All the bearing vibration data analysed in this research were provided by 
Case Western Reverse Lab.  They were obtained from the data set of the rolling 
element bearings. The bearings were installed in a motor driven mechanical 
system, as shown in Figure 5.2. A 1.5 kW, three-phase induction motor was 
connected to a dynamometer and a torque sensor by a self-aligning coupling. 
The dynamometer was controlled so that desired torque load levels can be 
achieved. An accelerometer with a bandwidth up to 5000 Hz was mounted on 
the motor housing at the drive end of the motor to collect the vibration signals 
from the bearing. The data collection system consisted of a high bandwidth 
amplifier particularly designed for the vibration signals and a data recorder with 
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a sampling frequency of 12 kHz. The bearings used in this research were deep 
groove ball bearings manufactured by SKF. The faults were introduced into the 
drive-end bearing of the motor using electro-discharge machining. The defect 
sizes (diameter, depth) of the three faults are 0.007 inch, 0.014 inch and 0.021 
inch. Each bearing was tested under the four different loads (0, 0.75, 1.5 and 
2.25 kW). The bearing data set are obtained from the experimental system 
under the four different operating conditions: (1) healthy condition; (2) with 
outer race fault; (3) with inner race fault; (4) with ball fault. The scheme 
diagram of the experimental setup is shown in Figure 5.3. 
 
 
 
 
 
 
 
Figure 5.3 Scheme diagram of the experimental setup 
      The parameters of the bearing in the experiment are given in Table 5.1. 
Table 5.1 Bearing parameters in the experiment 
Parameters Value 
Bearing specs SKF 
Outer race diameter 2.0472 inch 
Inner race diameter 0.9843 inch 
Thickness 0.5906 inch 
Ball Diameter 0.3126 inch 
Pitch Diameter 1.537 inch
 
Rotating speed 1760 rpm 
Sampling frequency 12 kHz 
      The fault signal data set of motor bearing was collected under various 
operating loads, and different bearing conditions including different fault 
severities. Digital data was collected at 12,000 samples per second. The 
descriptions of bearing signal sets are summarized in Table 5.2. 
 
 
 
Power Test Motor 
Coupling/Encoder/ 
Torque Transducer 
Load Motor Power 
Accelerometer 
Data Acquisition 
Analysis Device 
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Table 5.2 Descriptions of bearing signal sets 
The number of 
training samples 
The number of 
testing samples 
Defect size 
(inch) 
Operating 
condition 
Label of 
classification 
20 10 0 Healthy 1 
80 40 0.007 Inner race 2 
80 40 0.007 Outer race 3 
80 40 0.007 Ball 4 
80 40 0.014 Inner race 5 
80 40 0.014 Outer race 6 
80 40 0.014 Ball 7 
80 40 0.021 Inner race 8 
80 40 0.021 Outer race 9 
80 40 0.021 Ball 10 
 
5.2.2 Feature Extraction 
 
Rolling bearings generally consist of inner raceway, the outer raceway, the 
rolling elements, and the cage. The structure of bearing is shown in Figure 5.4. 
 
Figure 5.4  The structure of a rolling element bearing 
      where
bD is the ball diameter, cD is the cage diameter of the bearing and is 
measured from a ball centre to the opposite ball centre, and is the contact angle 
of bearing. There are five basic motions that can be used to describe the 
dynamics of a bearing movement and each motion generates a unique 
frequency response. The five frequencies are defined as: shaft rotational 
frequency (
sf ), fundamental cage frequency ( FCFf ), ball pass outer raceway 
frequency (
BPOFf ), ball pass inner raceway frequency ( BPIFf ), and ball rotational 
frequency (
Bf ). These frequencies are shown in Figure 5.5. 
 
 
 
Db 
Ball 
Inner Raceway 
θ 
Dc 
Cage 
Outer Raceway 
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Figure 5.5   The basic frequencies in a bearing 
      The shaft vibration frequency
sf is very important to the movements of 
bearing. In a motor, the frequencies are a function of the bearing geometry and 
the operating speed. They can be expressed as [38]: 
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      where 
            sf :  Electrical supply frequency; 
            BN :  The number of balls; 
            
bD : the ball diameter; 
               
cD : the cage diameter of the bearing; 
             :   the contact angle of crack on races (See Figure 5.4). 
      All frequencies present in the spectrum of a bearing vibration must have 
been generated by some sources. Faults in the inner raceway, outer raceway or 
rolling elements will produce unique frequency components in the motor 
vibration and other measured signals. Vibrations measured on a bearing are 
dominated by high-level imbalance and misalignment components and include 
random vibrations associated with friction and other sources. Table 5.3 lists the 
bearing vibration frequency characteristics for various faults. In practice, by 
decomposing the vibration signals at the resonance that the impulse is excited, 
ƒB 
ƒBPOF 
ƒS 
ƒBPIF ƒFCF 
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not only detects the presence of a defect, but also localizes the component of 
the fault. 
Table 5.3   Bearing vibration frequency characteristics 
Location of faults Frequency Observations 
Bearing looseness sf , FCFf  sf  and its harmonics 
Rolling elements BPIFf , BPOFf  
Modulated by 
Bf , FCFf  
Inner race BPIFf  An increase in the 
severity of the defects 
results in higher order 
harmonics bearing  
produced. 
Outer race BPOFf  
      The motor bearing vibration signals were collected under four different 
conditions (Healthy, Inner race fault, Outer race fault, and Ball fault). Although 
bearing characteristic frequencies are calculated easily, they are not always 
detected easily by conventional frequency-domain analysis techniques. 
Vibration amplitudes at these frequencies owing to incipient faults often are 
indistinguishable from background noise or are obscured by much-higher-
amplitude vibration from other sources. The Daubechies wavelet was selected 
for the signal analysis because they provide a much effective analysis than that 
obtained with the other wavelets. Figure 5.6 shows the average test result that is 
comparison of BP neural network and GR neural network using various 
Daubechies wavelets [98]. Clearly, it has the most accurate results when the 
Daubechies wavelet db4 is selected. 
 
Figure 5.6   Average accuracy using ANN with different wavelet function 
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      Figure 5.7 shows the original signal. The WPT was performed with three-
level decomposition and db4 was selected as the mother wavelet. Figure 5.8 
shows the patterns of motor bearing fault signals for three-level decomposition 
using WPT. The patterns indicate that the WPT offers meaningful and flexible 
time-scale information. Clearly, the feature contained useful information in 
some sub-bands. In order to extract useful information, the energy distribution 
is established by Parseval’s theorem. Finally, the feature of energy distribution 
could be identified easily when the wavelet coefficients were accumulated. 
Different waveforms of the fault signals can also affect the energy distribution 
pattern. Figure 5.9 shows the proportion of the fault signal energy distribution 
for the bearing fault. 
 
Figure 5.7 Motor original vibration signal 
 
  (a) Decomposition signal (HHH3) 
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 (b) Decomposition signal (LHH3) 
 
  (c) Decomposition signal (HLH3) 
 
 (d) Decomposition signal (LLH3) 
 
  (e) Decomposition signal (HHL3) 
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    (f) Decomposition signal (LHL3) 
 
   (g) Decomposition signal (HLL3) 
 
     (g) Decomposition signal (LLL3) 
Figure 5.8   WPT decomposition 
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Figure 5.9   Energy distribution of bearing fault signals 
      The energy distributions of the bearing with different fault conditions are 
summarized in Table 5.4. The comparison of energy distributions are shown in 
Figure 5.10. 
Table 5.4 WPT decomposition and energy distribution 
(a) Inner Race with defect size 0.007 inch at the different loads (kW) 
Load D1 D2 D3 D4 D5 D6 D7 D8 
0 12.79 47.02 4.48 27.18 0.01 1.51 2.11 4.91 
0.75 12.30 49.68 3.39 28.83 0.03 1.05 1.75 2.97 
1.50 13.90 53.33 2.71 25.31 0.03 0.89 1.37 2.47 
2.25 13.96 52.77 2.26 26.74 0.02 0.84 1.13 2.27 
(b) Inner Race with defect size 0.014 inch at the different loads (kW) 
Load D1 D2 D3 D4 D5 D6 D7 D8 
0 19.91 29.82 6.18 9.44 0.22 6.71 3.29 24.43 
0.75 25.97 19.10 5.29 7.26 2.22 9.04 3.37 27.75 
1.50 25.69 25.63 4.56 9.41 1.88 7.79 2.92 22.11 
2.25 15.53 45.33 2.82 19.23 0.96 4.00 1.73 10.40 
(c) Inner Race with defect size 0.021 inch at the different loads (kW) 
Load D1 D2 D3 D4 D5 D6 D7 D8 
0 53.37 24.59 5.48 5.63 0.02 1.37 4.60 4.94 
0.75 49.26 23.48 7.16 8.05 0.08 1.53 5.53 4.92 
1.50 46.87 25.10 7.08 9.74 0.08 1.46 5.27 4.39 
2.25 40.62 32.40 6.57 11.14 0.06 1.23 4.36 3.62 
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(d) Outer Race with defect size 0.007 inch at the different loads (kW) 
Load D1 D2 D3 D4 D5 D6 D7 D8 
0 8.02 12.34 36.53 5.03 0.06 2.10 27.44 8.47 
0.75 10.15 13.82 33.18 5.39 0.14 1.89 28.51 6.93 
1.50 9.53 15.76 34.82 6.14 0.12 1.62 26.46 5.55 
2.25 9.85 19.58 33.10 7.46 0.09 1.47 23.46 5.00 
(e) Outer Race with defect size 0.014 inch at the different loads (kW) 
Load D1 D2 D3 D4 D5 D6 D7 D8 
0 25.84 28.93 3.55 8.98 0.05 6.12 1.87 24.66 
0.75 37.02 20.67 4.98 6.70 0.33 5.81 3.09 21.40 
1.50 40.04 21.70 5.40 7.33 0.28 4.83 3.04 17.37 
2.25 29.07 38.08 3.81 13.50 0.16 2.98 2.16 10.23 
(f) Outer Race with defect size 0.021 inch at the different loads (kW) 
Load D1 D2 D3 D4 D5 D6 D7 D8 
0 38.63 33.84 8.58 9.42 0.01 1.03 5.07 3.42 
0.75 38.74 33.27 8.63 10.07 0.03 0.96 5.27 3.02 
1.50 37.39 34.60 8.43 10.81 0.03 0.87 5.23 2.64 
2.25 35.98 38.83 6.58 11.74 0.03 0.72 3.99 2.13 
(g) Ball with defect size 0.007 inch at the different loads (kW) 
Load D1 D2 D3 D4 D5 D6 D7 D8 
0 28.87 32.91 4.58 11.18 0.05 3.97 1.68 16.94 
0.75 42.32 30.15 3.58 8.50 0.23 2.88 1.51 10.83 
1.50 35.63 37.85 3.57 10.38 0.19 2.51 1.49 8.37 
2.25 25.76 49.08 2.54 14.42 0.11 1.72 1.04 5.33 
(h) Ball with defect size 0.014 inch at the different loads (kW) 
Load D1 D2 D3 D4 D5 D6 D7 D8 
0 42.12 23.33 2.51 7.88 0.04 4.54 1.39 18.20 
0.75 66.75 11.28 2.24 3.74 0.08 3.07 1.32 11.52 
1.50 62.74 16.72 2.19 6.32 0.09 2.34 1.23 8.37 
2.25 45.63 32.24 1.72 11.31 0.08 1.84 0.91 6.27 
(i) Ball with defect size 0.021 inch at the different loads (kW) 
Load D1 D2 D3 D4 D5 D6 D7 D8 
0 22.27 33.52 3.62 11.43 0.05 5.40 1.94 21.76 
0.75 36.60 27.25 4.38 7.26 0.42 4.71 2.53 16.86 
1.50 37.06 34.23 3.41 8.00 0.34 3.61 1.67 11.68 
2.25 30.18 46.60 2.17 10.77 0.22 2.25 0.99 6.83 
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(a) Bearing with 0.007 inch fault at 0.75 kW load 
 
(b) Bearing with 0.014 inch fault at 0.75 kW load 
 
(c) Bearing with 0.021 inch fault at 0.75 kW load 
Figure 5.10   Energy distribution of the bearing with different fault conditions 
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5.2.3 Fault Diagnosis and Result Analysis 
 
Eight features are extracted for each faulty vibration signal by WPT three-level 
decomposition. The energy distributions of each bearing fault are fed into the 
classifier of the ANN for identification. The 120 signal samples were collected. 
The RBF neural network were trained with 80 samples and tested with 40 
samples. The RBF neural network has 8 input nodes. The signals under healthy 
and three fault condition were collected, so RBF neural network have 4 output 
nodes. The desired outputs are as follows: Healthy (1 0 0 0), Fault with 0.007 
inch (0 1 0 0), Fault with 0.014 inch (0 0 1 0), and Fault with 0.021 inch (0 0 0 
1). The other parameters are: 0.5, % 15%s   [107]. 
 
Figure 5.11   AIA Performance Comparing with K-means and Random Initialization 
      A variety of learning algorithms were employed in experiments for 
choosing the centers and widths of RBF neural network. The training 
performances of the random initialization algorithm, the k-means algorithm and 
the proposed AIA are shown in Figure 5.11. The random initialization of the 
centers might lead to misclassification and biased approximation; the k-means 
selection can waste network resources by creating prototypes in insignificant 
regions of the input space while ignoring regions that are important for the 
input-output mapping. The mentioned problems are alleviated by the proposed 
AIA. The performances comparison shows that the searching quality of the 
proposed AIA is more effective than the random initialization and the k-means 
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algorithm in finding the optimal parameters. Table 5.5 compares the training 
performance of ANN classifier using the various algorithms. The ANN trained 
by AIA demonstrated better performance in number of hidden neurons and 
iteration than the other training algorithm. 
Table 5.5   Training performance comparisons 
Training Random K-means AIA 
Number of 
Centers 
68 45 14 
Iterations 817 481 127 
      On the choosing of hidden layer neurons, that is optimising network 
structure, the proposed AIA is superior to other methods as in Table 5.5. 
Because the AIA has optimised and decreased the network structure and 
parameters, its training iterations are reduced. From Table 5.5, it is apparent 
that the AIA-based RBFNN produces better diagnostic accuracy than the 
RBFNN training by other training methods. 
      Table 5.6 compares the fault diagnosis accuracy of ANN classifier using the 
various algorithms. The ANN trained by AIA demonstrated better performance 
than the other training algorithm. Table 5.7 shows the confusion matrix for 
diagnosis accuracy based on AIA. 
Table 5.6   Comparison of fault diagnosis accuracy 
Bearing Condition 
Diagnosis Accuracy (%) 
Random K-means AIA 
Health 97.46 99.26 100 
Inner race fault 93.28 95.13 99.17 
Outer race fault 96.52 98.34 99.65 
Ball fault 95.36 96.79 99.23 
Average Accuracy 95.65 97.38 99.51 
 
Table 5.7 Confusion matrix for diagnosis accuracy based on AIA 
 
 
100% 0 
0 100% 
 
Healthy Faulty 
Healthy 
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5.3 Case 2: 3.7 kW Induction Motor Fault Diagnosis Using 
Current Signal 
 
In general, condition monitoring and fault diagnosis schemes have concentrated 
on sensing specific failures modes in one of induction motor components. There 
are different methods for the detection of induction motors, such as vibration 
monitoring, electromagnetic field monitoring, MCSA [2], thermal measurement, 
infrared recognition, radio frequency emission monitoring, chemical analysis, 
and acoustic noise measurement etc. Vibration and thermal have been used for 
decades [1]. However, vibration transducer is expensive and care should be 
taken into account for mechanical installation and transmitting the signal. 
Similar problems exist while working with other sensors. Therefore, most of the 
recent researches have been directed toward electrical monitoring of the 
induction motor. Among all these methods, MCSA is one of the most powerful 
methods of online diagnosis for detecting motor faults [3] [99] [100]. This 
method relies on the interpretation of the frequency components in the stator 
current spectrum. It is important that abnormal harmonic frequencies are 
independent of the types of drive systems or control techniques. Frequency 
components have been determined for each specified fault. Because of this 
property, MCSA is of more use than any other online motor diagnosis 
techniques. The MCSA method takes into account the operational conditions of 
the motor and can be implemented using the existing current transducers. It is 
non-invasive and is simple to implement. 
 
5.3.1 Experiment Setup and Data Acquisition 
 
Experiments were carried out on a motor rig with 3.7-kW induction motor. It’s 
shown in Figure 5.12. A DC motor is installed on the same bench where it’s 
used as controlled load for the induction motor. The specifications of the 
induction motor are shown in Table 5.7. 
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Figure 5.12   Motor rigs in Beijing University of Posts and Telecommunications 
 
Table 5.8   Specification of the induction motor 
Induction Motor Specification 
Rated Power 3.7kW 
Rated Voltage 220V 
Rated Current 15A 
Supply Frequency 50Hz 
Number of Poles 4 
Rated Speed 1440rpm 
Number of Rotor Bar 28 
      Four typical fault situations have been selected to study. They are broken 
rotor bar, eccentricity, stator winding fault, and bearing failure. In order to 
emulate a real broken rotor bar, a hole in the middle of a rotor bar was drilled. 
The eccentricity was set by laying a 0.3-mm—thick metal strip in the coupling 
at the drive end of the shaft of the motor. The block diagram of the investigated 
motor diagnosis system is shown in Figure 5.13. The diagnosis system is 
composed of a digital signal processor (DSP) TMS320LF2407A. Motor stator 
current signals were sampled at a 10 kHz sampling rate. The diagnosis interface 
to the PC is connected by RS422 high speed serial communication. 
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Figure 5.13   Experiment setup 
  
5.3.2 Feature Extraction 
 
In order to diagnose motor fault online, MCSA use the current spectra which 
contains potential information of motor faults. Abnormal harmonics, which 
appear in a stator current, are functions of a number of variables due to the 
magnetomotive force distribution. Broken rotor bar can be detected by 
monitoring the motor current spectral components produced by the magnetic 
field anomaly. The broken rotor bar frequencies are given as follow [101]. 
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        where 
           sf : the electrical supply frequency; 
            k : 1,2,3,… respectively; 
            s : the per-unit slip; 
           p : the number of pole pairs. 
        The air gap in dynamic eccentricity is a function of the stator current. It 
has been shown that both static and dynamic eccentricity give rise to abnormal 
harmonic frequencies in the stator current signal given by [102]: 
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      where 
           R  : the rotor slots number; 
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             dn : the rotating eccentricity order; 
           n : the stator MMF harmonic order. 
      Improper installation of bearing is the main reason for physical bearing 
failure. Because ball bearings support the rotor, any bearing defect will produce 
a radial motion between the rotor and stator of the motor. The abnormal 
harmonic frequencies of a ball bearing can be derived from the bearing model. 
It is described as [103]: 
                                                  ,bearing o b i of f n f                                                       (5.7) 
      with 
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      where 
            bn : the number of balls; 
            n  : the positive integer; 
           BD : the ball diameter; 
              PD : the bearing-pitch diameter; 
             : the contact angle of crack on races. 
      The interturn short circuit of the stator winding is the starting point of 
winding faults such as turn loss of phase windings. From the simulation of the 
interturn short circuit model, the short circuit current flows in the interturn short 
circuit windings. The harmonic frequencies in a stator winding current are 
given by [1] [99]: 
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                                              (5.9) 
      The motor stator current signals were obtained from the experimental 
platform. The current spectrum of the motor is used for the motor fault 
diagnosis. However, the current is a non-stationary signal whose properties vary 
with the time-variant operating condition of the motors. One factor 
complicating the detection of motor faults using MCSA is how to extract the 
useful operational features. In this research, WPT was used for feature 
extraction. The features obtained from the WP decomposition are used for 
training and testing of the ANN.  
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      The current signal samples were divided into two subsets. The RBF neural 
network was trained with 750 samples and test with 375 samples. The WPT 
was performed with three-level decomposition and db4 was selected as the 
wavelet function.  
 
5.3.3 Fault Diagnosis and Result Analysis 
 
The motor current signal eight features extracted by WPT three-level 
decomposition are used as input features. RBF neural network has eight input 
nodes. The Gauss function is used for the hidden layer neurons of RBF neural 
network. The first training stage initializes hidden layer centres of RBF neural 
network by AIA. The second stage is training RBF neural network by IGA. 
There are four kinds of motor faults emulated in motor experiment platform, so 
RBF neural network has five output nodes. The desired outputs are as follows: 
normal (1 0 0 0 0), bearing fault (0 1 0 0 0), stator winding fault (0 0 1 0 0), 
broken rotor bar (0 0 0 1 0), and eccentricity (0 0 0 0 1). The training 
parameters for learning algorithm are: σs=0.5, σd=0.01. The parameters came 
from [107], so the experimental results can be compared based the same 
criterion. In this research, heuristic crossover and nonuniform mutation function 
is used. The fitness function is chosen as follows [108]: 
                                                 21/(1 )f MSE                                                           (5.10) 
      The parameters with IGA in the process of ANN structure optimizing are 
listed as follows: Immune selection threshold λ takes 0.95, adjusting constants α 
takes 0.7, β takes 0.4, crossover probability cp takes 0.5, and mutation 
probability mp takes 0.02 [108]. 
      In order to prove the good performance of the proposed IGA for the RBF 
neural network training, under the same conditions, k-means algorithm, 
standard GA and IGA are employed in experiment for training RBF neural 
network structure respectively. 
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Figure 5.14   The averaged fitness value comparison 
      The average fitness values of simulation based on the IGA and standard GA 
are shown in Figure 5.14. The number of training iteration for IGA is 81, and 
that is 239 for GA. The comparison of training performance shows that the 
proposed IGA is more effective than standard GA in finding the optimal 
parameters of RBF neural network. 
 
Figure 5.15 IGA convergence comparisons with k-means and GA 
      Figure 5.15 shows the comparison of three algorithm convergence results 
for the RBFNN training with the same training error standard. The RBF neural 
network training using IGA reach the predefined error after 118 iterations, 
while k-means needs 263 iterations and GA needs 422 iterations. The training 
result of the IGA is obviously better than k-means and standard GA on the 
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convergence performances. The detailed results of performance comparison are 
shown in Table 5.8. 
Table 5.8   IGA performance comparison with k-means and GA 
Methods k-means GA IGA 
Number of 
Hidden Neurons 
40 26 12 
Iterations 422 263 118 
      Because the IGA has optimised and decreased the network structure and 
parameters, its training iterations are reduced. 
 
Figure 5.16   Performance versus numbers of training samples 
      The relations between the training samples and the diagnosis accuracy are 
shown for the RBF neural network training by three different algorithms in 
Figure 5.16. It can be seen that RBF neural network trained by IGA can get 
higher accuracy with the same training samples. 
Table 5.9   Comparison of motor fault diagnosis accuracy 
Accuracy (%) k-means GA IGA 
Health 98.92 99.45 100 
Bearing Fault 86.69 94.86 97.71 
Winding Fault 94.27 98.29 99.43 
Broken Rotor Bar 92.35 97.04 99.14 
Eccentricity 91.46 96.57 98.29 
Average Accuracy 92.74 97.24 98.91 
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Table 5.10 Confusion matrix for diagnosis accuracy based on IGA 
 
100% 0 
0 100% 
      Table 5.9 lists the results of the comparisons between the motor stator 
current data and classified motor fault obtained by RBF neural network trained 
by three algorithms: k-means, GA and IGA. RBF neural network trained by 
IGA obtains higher diagnostic accuracy of 99.43% and shows increased 
excellent classification ability. From Table 5.9, it is apparent that the IGA-
based RBF neural network produces better diagnostic accuracy than the RBF 
neural network training by other training methods. Table 5.10 shows the 
confusion matrix for diagnosis accuracy based on IGA. 
 
5.4 Summary 
 
A fault diagnosis system based on WPT for feature extraction and classification 
using an artificial neural network has been developed and evaluated. In this 
system, the features of the motor vibration and current signal at different 
condition and faults are extracted by multi-resolution analysis without losing 
their original properties. For fault signal classification, the ANN is used for 
comparison based on different training algorithm. The physical mechanism that 
links vibrations to machine current spectral components is still unclear. Internal 
vibrations are caused by intrinsic asymmetries and construction details. Other 
troubles linked to the coupling of the motor with the load cause external 
vibrations and, consequently, new harmonic components in the stator current. 
      Vibration and current have different natures. Vibration is acceleration, and 
it is bound to the square of the frequency, while the current is a displacement. 
Hence, the current is mainly sensitive to low-frequency phenomena. The link 
between vibration and current components is addressed in the literature with 
two approaches. In the first approach, the vibration component at one of the 
mechanical characteristics frequency of the defect carf acts on the induction 
motor as a torque ripple ( )iT t that produces a speed ripple ( )t t . The 
Healthy Faulty 
Healthy 
Faulty 
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consequent mechanical angular variation produces an angular fluctuation in the 
magnetic flux. Hence, the vibration is seen as a torque component that 
generates two components at frequencies at beF in the stator current [104]: 
                                                             be carF f kf  .                                              (5.11) 
      In the second approach, the effect of the vibration component on the current 
is modelled as a static eccentricity that is represented as the sum of a forward 
and backward rotating eccentricity. Bearing faults therefore generate stator 
currents at predictable frequencies beF related to the mechanical characteristics 
frequency and electrical supply frequency. 
      The correlation between the vibration level and the magnitude of the 
sideband currents is tested at various levels of vibration and frequency. In 
summary, extensive research activity focuses on bearing fault detection based 
on current signals. Industrial systems, however, are still based on vibration 
signals as they are the only reliable media. Current signals can be used for 
bearing fault detection only in the case of large failures where it is desirable to 
detect incipient faults that quickly degenerate into other detects. 
      Motor fault diagnosis plays a crucial role in motor drive systems. ANN is 
widely used for motor fault diagnosis. When ANN-based approaches are used 
for practical engineering, there are problems in determining the appropriate 
network architecture. By analysing the principles of AIA, GA and RBFNN, we 
combine them to solve fault diagnosis problems in motor fault diagnosis. The 
proposed approach is the adaptation of RBF neural network with the IGA 
training algorithm. The fault features extracted by WPT three-level 
decomposition are used as input features. The clonal selection principle is 
responsible for how the centres represent the training data set. Selection 
algorithm based on individual density combined with fitness proportion 
mechanism is adopted. It overcomes the flaws of uncontrollable converging 
direction and low local searching efficiency, and avoids premature convergence. 
The simulation experiment results have shown that the proposed algorithm for 
optimising RBF neural network structure is more effective than the k-means 
and standard GA algorithms. The proposed method has reduced the set of RBF 
neural network centres and improves the speed and accuracy of the RBF neural 
network application in motor fault diagnosis. Priority of future work has been 
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given to the combination of two or more computational intelligent algorithm 
under the performance criteria. 
  
 
Chapter 6 
 
Conclusions 
 
 
 
 
6.1 Overview 
 
The purpose of this research was to advance the field of condition monitoring 
and fault diagnosis for induction motors. The wide applications of the induction 
motor in industrial applications have increased the need for continuous 
condition monitoring of their health. Fault diagnosis based on artificial 
intelligence is the focus of this research. A detailed literature survey is 
presented to summarize state of the art techniques that are related to the 
methods proposed in this research. The first part of the literature review 
provides the fundamentals of the induction motor and the incidence of motor 
faults. Secondly, the review provides an overview of the signal processing for 
fault diagnosis in different situations. Thirdly, the review provides an overview 
of the current approaches for fault diagnosis of induction motor. 
      The condition monitoring and fault diagnosis of induction motors have 
moved in recent years from traditional techniques to artificial intelligent 
techniques, such as ES, FLS, and ANN. They have been applied in fault 
diagnosis of very complex time varying and non-linear system, where accurate 
mathematical models are difficult to build. But it was possible to conclude from 
the review that no single approach would suffice for both classification and 
diagnosis. It is increasingly recognised that most individual artificial 
intelligence techniques suffer from specific drawbacks, and that a hybrid 
approach is needed in most practical situations. Condition monitoring and fault 
diagnosis based on ANN can be combined with other techniques such as AIA 
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and GA, which also emulate human intelligence. A GA does not perform the 
mapping from input signal to an output of induction condition. Instead, it is a 
stochastic optimisation technique that can be used in the training process of an 
ANN.  
      In this research, there are two case studies undertaken in the experiments: 
Case 1 motor bearing fault diagnosis using vibration signals; Case 2 1.5 kW 
motor fault diagnosis using motor current signals. In Case 2, four typical fault 
situations were studied. They are broken rotor bar, eccentricity, stator winding 
fault, and bearing failure. The simulation experiment results have shown that 
the proposed algorithm for optimising RBFNN structure is more effective than 
the k-means and standard GA algorithms. The proposed approach has reduced 
the set of RBFNN centres and improves the training speed and diagnosis 
accuracy of the RBFNN application in induction motor condition monitoring 
and fault diagnosis. 
 
6.2 Conclusions 
 
This research has proposed a novel framework for condition monitoring and 
fault diagnosis of small induction motors. This thesis has answered the primary 
aims which can be summarised as: addressing whether artificial neural network 
technique is suitable for a induction motor diagnosis system (Chapter 2); 
improving sensitivity to incipient faults in comparison to a conventional 
approach (Chapter 3); designing, implementing and evaluating a framework to 
the condition monitoring and fault diagnosis for induction motor (Chapter 4 and 
Chapter 5); and accurately diagnosing results (Chapter 5). These are shown as 
follows. 
 
6.2.1 Contributions 
 
In order to extract more fault information, WPT was performed on the signals 
of induction motor. Multidimensional features from the time-frequency 
domains are extracted to reflect the motor health conditions from different 
aspects. A classifier based on RBF neural network was combined with an IGA 
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to construct a reliable and accurate fault diagnosis method. The main 
contributions of this research to the field of induction motor condition 
monitoring and fault diagnosis are summarized as follows. 
1. The viability of using selected signal processing techniques for 
induction motor condition monitoring and fault diagnosis has been 
demonstrated. 
2. A condition monitoring and fault diagnosis scheme for induction motor 
combining WPT and ANN-based technique has been proposed.  
3. A novel algorithm for ANN training has been proposed. 
4. Two case studies of the effect of induction motor faults diagnosis based 
on the motor vibration and current signals have been conducted. 
 
6.2.2 Future Work 
 
The purpose of this thesis was to advance the research in the field of induction 
motor condition monitoring and fault diagnosis. After this objective is achieved, 
there is generally still much work remaining to implement this new knowledge 
into widespread application. Nevertheless, there is still additional work required 
to apply these new condition monitoring schemes in industry. The future 
directions of research are those which can help remove more limitation in the 
field and therefore provide a realistic approach to solve real-world problems.  
 
6.2.2.1 Generalisation 
 
Further research was required to both add value to the proposed framework as 
well as broaden its focus, as literature is more limited in regard to induction 
motor. Some of this work that could initiate interesting research in the future is 
as follows. 
1. Develop other type signal-based condition monitoring and fault 
diagnosis method for induction motor. The mathematical relationships 
between the current and the voltage harmonics have to be studied. Both 
these harmonics are complementary, in the sense that, in voltage source 
drives, the current harmonics dominate and in current source drives, 
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voltage harmonics may dominate. Hence, diagnostic schemes that utilise 
the fault information in both the current and voltage may provide a more 
reliable indication of motor fault and should be investigated further. 
2. Generalise the proposed condition monitoring and fault diagnosis 
approach to other type motors. 
 
6.2.2.2 Performance 
 
There are a number of items that could be altered to improve performance in the 
proposed framework. The selection of a classification function is an important 
step regarding classification and diagnosis accuracy. Subsequently, a smaller 
model was preferred to a larger one as this improved the generalisation ability 
of the model to other datasets. On the other hand, this could lead to a higher 
false positive rate, where the model becomes too sensitive to changes. In 
practice this did not occur though remains a possible risk for other datasets. As 
a result, other classification functions may be more applicable that do fit the 
distribution of fault data better than a Gaussian. 
 
6.3 Summary 
 
In this thesis an overall framework has been presented to expand the current 
state of the art in condition monitoring and fault diagnosis to improve early 
fault detection in induction motor. It has been demonstrated that for a subset of 
faults with sufficient input data, it is possible to first detect the specific motor 
faults. It can be inferred from these in a probabilistic manner to classify the 
majority of faults in a number of different time series. It can be seen that 
artificial intelligence is a promising approach in providing speedy and accurate 
diagnoses by the development of improved computational methods. Typically, 
principles in the fault diagnosis system for induction motor can be generalised 
to other motor types. 
      Each intelligent technique has its strengths and limitations. Efforts have 
been made to develop motor condition monitoring and fault diagnosis schemes 
based on combinations of intelligent techniques. Results show that combining 
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multiple approaches can result in better monitoring and diagnosis performance 
for many applications. 
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Appendix B 
 
 
Wavelet Function 
 
 
For the wavelet transform special families of wavelet functions are developed. 
These wavelets are compactly supported, orthogonal or biorthogonal and are 
characterized by low-pass and high-pass analysis and synthesis filters. The 
common wavelet functions for the wavelet transform are Haar wavelet, 
Daubechies wavelet, Biorthogonal wavelet, Symlets wavelet, Coiflet wavelet, 
Morlet wavelet, and Meyer wavelet etc. The Daubechies and Biorthogonal 
wavelet are introduced in this appendix by their wavelet and scaling functions. 
 
B.1 Daubechies 
 
The Daubechies family is named after Ingrid Daubechies who invented the 
compactly supported orthonormal wavelet. The first order Daubechies wavelet 
is also known as the Haar wavelet, which wavelet function resembles a step 
function. The Haar wavelet or db1 can be written as: 
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      The wavelet and scaling functions for the Daubechies functions with order 1 
up to 8 are shown in respectively Figure B.1. Higher order Daubechies 
functions are not easy to describe with an analytical expression. The order of 
the Daubechies functions denotes the number of vanishing moments, or the 
number of zero moments of the wavelet function. This is weakly related to the 
number of oscillations of the wavelet function. The larger the number of 
vanishing moments is, the better the frequency localization of the 
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decomposition. The dependence between wavelet coefficients on different 
scales decays with increasing wavelet order. The order of the wavelet functions 
can be compared to the order of a linear filter. The Daubechies wavelets are 
compactly supported orthogonal wavelets. The scaling filters are minimum-
phase filters. 
 
(a) db1 
 
(b) db2 
 
(c) db3 
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(d) db4 
 
(e) db5 
 
(f) db6 
 
(g) db7 
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(h) db8 
Figure B.1 Daubechies functions 
 
B.2 Biorthogonal 
 
The Biorthogonal family contains biorthogonal compactly supported spline 
wavelets. With these wavelets symmetry and exact reconstruction is possible 
using finite impulse response (FIR) filters, which is impossible for the 
orthogonal filters. The symmetry means that the filters have linear phase. 
      The Biorthogonal family uses separate wavelet and scaling functions for the 
analysis and synthesis of a signal. The reverse Biorthogonal family uses the 
synthesis functions for the analysis and vice versa. For the analysis a wavelet 
function is used, the corresponding wavelet coefficients can be calculated as. 
                                                    , ,( ) ( )j k j kc x t t dt                                               (B.2) 
      The synthesis uses a wavelet ψ as 
                                                        , ,
,
( ) j k j k
j k
x t c                                                   (B.3) 
     Some examples of Biorthogonal functions are shown in Figure B.2. 
 
(a) bior1 
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(b) bior2 
 
(c) bior3 
 
(d) bior4 
Figure B.2 Biorthogonal functions 
 
 
 
  
 
 
