Remarks on Clinical "Norms" Donald Mainland
The "Normal" (Gaussian) Curve
Neither the following remarks, nor a textbook discussion (1) , nor the efforts of various other writers will quickly disentangle us from the ambiguity of "normal" as used in medicine (and even more vaguely in everyday speech) and "normal" as used by statisticians to indicate the gaussian curve. "Normal" in the statistician's sense means "standard"
(norma in Latin = a carpenter's square). The curve is indeed a very useful tool in the manufacturing of various other statistical tools; but this does not prove that it is a picture of any part of the real world, either living or inanimate.
It was invented by Gauss (and by several other mathematicians using different methods)
to represent the variation between different measurements of the same physical object, measured by the same instrument and techniquehence the term "error curve. the law of errors, the experimenters because they think it can be proved by mathematics, and the mathematicians because they believe it has been established by observation" (2) . When large collections of physical measurements have been carefully examined, divergences from the gaussian curve have commonly been found (2) , and there is still less reason to expect that biological (including medical and psychological) measurements would conform to it. Such measurements often form a bell-shaped frequency curve, but bellshaped is not synonymous with gaussian. I find that some medical workers seem to think that the only way in which a distribution of, for example, blood chemistry determinations in different healthy persons, can depart from the gaussian curve is by skewness, i.e., a longer tail on one side than on the other. They seem to think also that, if the longer tail is on the right (toward the higher values) the whole divergence can be corrected by using logarithms of the measurements instead of the measurements themselves, because this trick draws in the tail and makes the distribution more symmetrical and therefore it looks more like a gaussian curve. There are, however, other important ways in which a frequency distribution of measurements can differ from a gaussian curve. It may have relatively broad shoulders and short tails, or it may be cut off at one end or both, or it may be slender in the middle and sharply peaked, with one or both tails relatively long. It may have humps, not necessarily due to random sampling variation but to the presence of subgroups that differ with respect to the variable that we are measuring.
We may not be able to see these various features in a sample of a few dozen subjects, from which we are trying to develop a standard; but they might be clearly visible if we could obtain a large collection of such subjects, and they could make the gaussian curve unsafe. We should take it for granted that, if we could obtain a much larger sample for each source, we would find intersource differences. Therefore, it is irrelevant to ask how often the observed intersample differences would occur in random sampling from a single gigantic population of subjects.
For want of anything else, we may have to use pooled data, but we should realize that this will very probably make the "normal" variation wider than if we had data more appropriate to our own circumstances.
However desirable it may be to determine norms from persons thoroughly tested for "healthiness" (whatever that means), it is not feasible for any but a few of the enormous number of chemical, physiological, anatomical, and radiological van-ables measured for diagnostic purposes, nearly every variable being measured by a variety of procedures. In this connection I suggest a thoughtful reading of a recent article on "Normality" (4) . term for this kind of mistake, "alpha error," seems to he finding a place in medicine.)
The problem of the tool-user is to define "too many"-a very difficult problem. The definition depends on the consequences of a mistake, and the consequences differ with each possible diagnosis (or even suspicion of disease). If a verdict of "beyond the cutoff point in the standard series" would result in an immediate surgical operation, the pathologist or chemist might well want to set his error risk very low. Fortunately his contribution is usually only one of many; so he may be doing all that is necessary if he reports that "this patient's blood level of X was above the 90th percentile," meaning that fewer than 10% of the standard ("normal" or "healthy") subjects had levels greater than this patient. Thus, he hands the problem over to the clinician, who deserves even more sympathy.
The Problem of False Negatives
The false positives are only one part of the problem.
The clinical pathologist or chemist, and ultimately the diagnosing clinician, does not want too many false negatives (analogous to the Type II or "beta" errors of the statistician), i.e., decisions that the patient's level of X can be accepted as within the normal range when actually tile level in the particular patient is a manifestation (or precursor) of disease. Again, "too many" could only be defined by reference to the consequences of this kind of mistake in the particular situation.
But there is an even earlier problem than this. Thinking of false positives, we can conceive of a set of measurements sufficiently large and reliable to permit us to say that, if we make a cutoff at a certain point our percentage of false positives, in the long-run use of that standard, will be approximately 10%, or whatever other figure we choose. 
and it is, of course, the same assumption as is made by those who use tools devised from the gaussian distribution, which is a continuous distribution. To estimate the Pth percentile (the P% cutoff point) from a sample of N measurements, we take P percent of (N +
("Percent point" is synonymous with "percentile.") There is, I suspect, another reason why laboratory workers are impressed by the gaussian tool. Standard deviations appear so precise, expressible to two or more decimal places, that people are apt to forget that every kind of estimate from a sample, even a strictly random sample, is very unlikely to show its parent population value; and this error may be much larger than many laboratory workers would imagine. This might be called a case of "faith in spurious precision," which has many diverse manifestations in the laboratory world.
Comparison of Percentile and Gaussian Tools
By using tables derived from the gaussian distribution we can demonstrate the precision (or lack of precision) of sample estimates of the SD in setting cutoff points in clinical laboratory data, and had measured 1.2816 SD below the mean, to give an estimate of the lower 10th percentile in the population. Remembering that the mean of such a small sample might differ considerably from the population mean, I knew that I might be starting at the wrong point by using the sample mean; but I gave the gaussian curve the benefit by imagining that the sample mean was identical with the population mean. I asked then: "How much might the inaccuracy of the sample estimate of the 5D mislead me if I assumed that I would have 10% false positives (on that side of the distribution) when evaluating patients?" There is no simple numerical answer to "might;" so, as usual, I estimated upper and lower limits for the population value of SD. I adopted a common criterion of "unlikelinessone that is used in tables of binomial population limits (6)-because Herrera used this criterion in her study of the percentile method. On this standard the risks of underestimating a population value that is in truth above the sample value, and of overestimating a population value that is below the sample value, are each 2.5%.
I called the population value of a standard deviation "sigma," and called the sample estimate of the value "s" as did R.A. Fisher. By arithmetic that will be shown in the appendix, I found that with a sample of 19 measurements, the limits for sigma were 1.480 X s and 0.756 X a. In other words, s might be nearly as low as sigma/ It might be thought that we could allow for the small size of the sample by using something larger than 1.2816 as a multiplier.
This would reduce the 19.3% error, but it would also reduce the 4.5% error, and this would increase, by an unknown amount, our risk of false negatives. Table 1 instead of 20, 50, and 100, because they avoided fractions, e.g., the 10th percentile estimated from a sample of 49 is given directly by the value of the fifth item.
Naturally the gaussian tool does better than the percentile tool when it is used on a truly gaussian distribution, and when we give it the usual advantage of pretending that the sample mean is identical with the (unknown) population mean. The first important point to note is that even under these conditions the gaussian tool does not do well with sample sizes of less than 50.
In the world of real (nongaussian) distributions the obviously preferable tool is the percentile tool; and it strikes me as rather odd that, 13 years after the publication of Herrera's article, this problem of choice between the percentile tool and the gaussian tool should persist. we collect data from 20 readily available subjects over a short period of time, when laboratory technique does not fluctuate much, it is not very likely to be representative of the subjects to whom, as patients, the standard will be applied. The random sampling error may be a gross underestimate of the real sampling error. A sample of 100 subjects, collected over a longer period, is likely to be much safer.
Sample Sizes

Two Small Problems
Tied ranks. From a sample of 50 measurements, arranged in ascending rank order, we estimate the 10th percentile between the fifth and sixth items. If the fifth, sixth, and seventh items have the same value of the variable X, i.e., if they are ties, the problem can be most easily solved by estimating another percentile, as close to the tenth as possible. To find what percentile (P) is represented by the fourth measurement we can write P(50 + 1) = 4. Therefore P = 4/51 = 0.078, i.e., the 7.8th percentile (the 7.8% point).
To reach nearer the 10th percentile we can write P(50 + 1) = 4.9. Therefore P = 4.9/51 = 0.096, i.e., the 9.6% point. To estimate the measurement that would correspond to this point we would take 0.9 of the distance from the fourth measurement to the fifth.
The frequency of ties can be greatly decreased by recording measurements to one more decimal place than is customary.
To those who would say "Such figures are meaningless" we could reply: (a) "You can later round off the estimate as much as you wish ;" and (b) "Do you really know how much meaning ou can attach, in an individual measurement, to the final decimal digit that you customarily give?" Interpolation.
When we interpolate linearly between, say, the fifth and sixth measurements we are implying, in the population, a straight-line rise in frequency between these two measurements. If there were a peak frequency or a trough in this region in the population, our estimate from the sample would be in error. In any particular case it would be possible to postulate various heights of peaks and depths of troughs, and find by sampling experiment (or mathematically) how large the error might be. However, with clinical laboratory measurements on "normal" subjects, such irregularities do not seem realistic.
They could arise in two ways:
(a) Samples are included from two populations that differed with respect to the variable in question. For instance, a small group might have a peak frequency in the region where we were interpolating, or there might be a line of cleavage between two populations in that region. (b) A peculiarity of the instrument or technique used in measurement.
I recall, for instance, a photoelectric densitometer that I used in measuring densities on radiographs. Beyond a certain density I had to switch from one scale to another, and very careful setting was necessary to ensure equality between the reading of a particular shadow on one scale and the reading of the same shadow on the other scale. Without such care, the densities read on a set of films could easily have shown an artificial gap, or an artificial peak, in the region where the change from one scale to the other had been made.
With a sample of a hundred measurements we would, I think, be rather unlikely to fail to detect some sign of (a), and the proper use of our instruments should enable us to eliminate (b) as a serious cause of error.
If (6) .
For example, the X's which constituted 10% of the sample of 50 might constitute anything between 3.3 and 22% of a population from which it was a random sample. This range, obtained from Table I The extreme values in a sample of 100 are likely to be much rarer in the population than the extreme values in a sample of 20.
The first step toward an improved expression is to rid ourselves of the idea that the values of a variable X that are found in "normal" subjects provide us with a "probability" (or odds or chances)
that values of X found in patients are, 
