Abstract. In this paper, we shall establish the global well-posedness, the spacetime analyticity of the Navier-Stokes equations for a class of large periodic data u 0 P BM O´1pR 3 q. This improves the classical result of Koch & Tataru [10], for the global well-posedness with small initial data u 0 P BM O´1pR n q.
Introduction
This paper is devoted to study the following incompressible Navier-Stokes equations with the periodic data on the domain px, tq P R 3ˆR`.
(1.1)
0,`8q, ∇¨U " 0, U px, tq| t"0 " u 0 pxq.
At the very beginning, we shall recall some correlated research history about the incompressible Navier-Stokes equations. In [13] , Leray proved the local well-posedness for strong solutions and for any finite square-integrable initial data there exists a (possibly not unique) global in time weak solution in R n . Moreover, for the case of two space dimensions, he proved in [14] the uniqueness of the weak solution. Subsequently, in the work of Fujita-Kato [6] , they proved the local well-posedness for strong solutions to the Navier-Stokes equations in a scaling invariant space 9 H n 2´1 . The scaling-invariance in the context of the Navier-Stokes equations is as follows. Define (1.2) pU λ , P λ qpx, tq " pλU pλx, λ 2 tq, λ 2 P pλx, λ 2 tqq, if the pair pU px, tq, P px, tqq solves the incompressible Navier-Stokes equations, then pU λ px, tq, P λ px, tqq is also a pair of solution to the incompressible Navier-Stokes equations with initial data U λ px, 0q " λu 0 pλxq. The spaces which are invariant under such a scaling are also called critical spaces. The study of the Navier-Stokes equations in critical spaces was initiated by Kato [9] and continued by many authors, see [2, 8, 16] etc. In 2001 KochTataru [10] proved the existence of solutions to Navier-Stokes equations in R n when the initial data is in BM O´1, see also [12] . Subsequently, the space and time analyticity of the Koch-Tataru solution have been studied by [7, 5] and [15] . The space BM O´1 has a special role since it is the largest critical space for Navier-Stokes equations with well-posedness results available [1] . Hereafter, we call the solution presented by Koch & Tataru [10] as Koch-Tataru solution.
The results listed above are mostly concerned the system (1.1) with the initial data small enough. To prove whether global existence or finite time blow up for a large data is a famous open problem. Recently, in Lei-Lin-Zhou [11] the authors have proved the global well-posedness with a class of large data in the energy space which includes the Beltrami flow. This paper is to study the global well-posedness for the 3D incompressible Navier-Stokes equations with general initial data in the largest critical space BM O´1.
Before stating the main results, we shall give some definitions and notations. Let (1.3) Qpy 0 , rq " Bpy 0 , rqˆp0, r 2 s be the space-time ball. For px, tq P Qpy 0 , rq means x P Bpy 0 , rq and 0 ă t ď r 2 , where Bpy 0 , rq Ă R n is a n-dimensional space ball centered at y 0 P R n and radius r. and Chap11 in [12] .
Similarly, we define the space BM O´2. If there existḡ i P BM O´1 and f "
we say f P BM O´2 if the above norm rf s BMO´2 is finite.
In Koch& Tataru [10] , the following results have been presented: 
Because the spectrum of u 01 is concentrated near λ 1 , by Bernstein's inequality, we have
On the other hand, by Lemma 2.3, we have
Therefore, Corollary 1.8 follows.
Our paper is organized as follows: in the next section, we present some preliminaries. In section 3, we shall give some prepare work for the linear heat equation. The main theorem will be proved in section 4(both Theorem 1.3 and Theorem 1.4). Throughout this paper, we sometimes use the notation A À B as an equivalent to A ď CB with a uniform constant C.
Preliminaries
At the beginning, we recall some properties for the Leary projection operator P to divergence free vector fields, which is defined by its matrix valued Fourier multiplier Ppξq " δ ij´ξ 
Proof. It can be proved by induction.
Lemma 2.3. under the assumption that u 0 is a periodic function andş T 3 u 0 pyqdy " 0, We have
Proof. Sinceş T 3 u 0 px`yqdy " 0, we have
Thus, the conclusion follows For completeness, we also give the following well-known equality: Proof. We take a nonnegative smooth function ψ with
Moreover, for all ξ P R 3 , 0 ď ψ ď 1 and
Thus, we rewrite
where
We then split F pxq as
Thus,
}h} B´a 8, 8 .
Noting that
Obviously any differentiation ofΦ µλ is bounded, thereforeΦ µλ decays in any polynomial. Thus, }Φ µλ } L 1 ď C, therefore we have
We can handle F 2 in a similar way, here we use the similar fact
To estimate F 3 , noting there are finite terms for 2´1 0 λ ď µ ď 2 10 λ by a given µ, therefore
}h} 
and (2.20)
Proof. We have for example
n¨x q " ÿ n a n δp´n`ξq,
here and hereafter, we use the notations F and F´1 be the Fourier transform and its inversion respectively. Therefore, Corollary 2.6 follows from Lemma 2.5.
Some prepare work for linear heat equation
We introduce the following notations:
To go ahead, we shall give some estimates for the following homogenous heat equation in R 3 :
We have the following proposition:
There exists a uniform constant C 0 , such that
Proof. We write the solution of the linear equation as
where Sptq is the heat flow. Then we have:
By using the definition sup
Thus, we finished the proof of our Theorem. 
Proof. See the proof of Lemma 1.5.1 in Chemin [3] .
Proof. For the simplicity of exposition, we take d " 1 2 , the general case is the same. Similar to the proof of our previous Proposition, we can get
Thus, it remains to prove (3.11) sup
By definition, we have
Denote K 1 pxq be the kernel of the operator p´∆q´1 {4 Spt´τ q, then we have
2 dp ? t|ξ|qˇˇˇˇÀ t
.
Then by using (3.13) and similar to (3.7), we have
From (3.14) and noting (3.11), our proposition follows.
Corollary 3.5. under the assumption that u 0 is a periodic function andş T 3 u 0 pyqdy " 0, then for 0 ă d ă 1, we have
Proof. Without loss of generality, we take d " 1 2 , the general case is the same. Denote the matrix function K 2 pxq be the kernel of the operator e t∆ p´∆q´3 {4 ∇ˆ. We need to estimate the bound of pK 2 q ij pxq, i, j " 1,¨¨¨, 3. 
Let u 0 " p∇ˆq´1w 0 , then we also have
Take inf with respect to w 0 , we get
Combing (3.19) and (3.21), we have
BMO´2pR 3 q À r´1}u 0 } BMO´1pR 3 q . The last inequality given above was from lemma 2.3.
then the conclusion follows from (3.21).
The following proposition appear in Koch and Taturu, for the convenience of the reader, we include a slightly different proof here. Proposition 3.6. Let G 1 be a tensor, and V 1 be the solution of the following system,
Proof. First, we rewrite the system (3.24) as an integral equation
Spt´τ qP∇¨G 1 dτ.
When 0 ď τ ď t{2, by using Lemma 2.1, we get:
Therefore we have
We still need to estimate the term sup Then, it is sufficient to estimate the following term
To deal with I 1 , we will drop the projector P, which is a bounded operator in L 2 and which commutes with Spt´τ q, ∇ and the integral about t. We set up a heat function (3.32)
For the term ş r 2 0 ş R n |χG 1 W |dydt, recalling that χ " χpy{rq and t ď r 2 , we have
Qpy 0 ,5rq
We shall study the above inequality separately.
By Lemma 2.2, we have
Recalling the definition of the cut-off function χ, we have
To finish the estimate of I 1 , from (3.34), we still need to estimate r´n ş r
Combining (3.33)-(3.38), we get (3.39)
As to the term I 2 , we have
When 0 ď τ ď t ď pr{2q 2 , noting the cut-off function 1´χ and Lemma 2.1, we have sup y0PR n ,0ărď ? T˚r
For the remaining part pr{2q 2 ă t ă r 2 , we shall divide into two parts to estimate. 
(ii): when pr{2q 2 ă t ă r 2 and t{2 ď τ ď t, we have
Then by (3.43) and Lemma 2.2, we get sup y0,rą0
Then from (3.40)-(3.44), we can get
Corollary 3.7. Let G 1 be a tensor, and V 1 be the solution of the system (3.24), then for any 0 ă a ă 1, we have
Proof. 
When t{2 ă τ ă t, by using Lemma 2.1, we have
Combining (3.49) -(3.50) and (3.48), the Proposition 3.6 was proved.
3.1. The Time and Space Analyticity. We give the following corollaries beforehand.
Corollary 3.8. For any integers m, k ě 0, let u be the solution of system (3.4), then we have
Proof. Similar to the proof of Proposition 3.2, for any 0 ď m ď M and 0 ď k ď K, by Lemma 2.2, we have:
We still need to estimate the term sup
{2 . Here, if we estimate it directly, then we will have a non-integrable factor. By using
Therefore, it is sufficient to estimate the term sup
In the last inequality above, we have used (3.52).
Corollary 3.9. For any integers m, k ě 0 any real constant α, let u be the solution of system (3.4), then we have
Proof. This result can be verified by replacing u as ∇´au, and then combing the process of Corollary 3.8 and the Theorem 2.2.3 in Danchin [4] . See also P125 in Lemarie-Rieusset [12] .
Similarly to Proposition 3.4, we also have Corollary 3.10. For any positive integers m and k, let u be the solution of system (3.4), then we have
Corollary 3.11. Let V 1 and G 1 as given by Proposition 3.5, for any integers M, K ě 0 we have
Proof. This results can be verified similar to Corollary 5.1. See also in [5] .
Corollary 3.12. Let Let V 2 and G 2 as given by Corollary 3.6, then for any positive integers m and k, we have
Proof of Theorem 1.3 and Theorem 1.4
We first consider the eigenvalue problem (4.1)
Suppose that S is a periodic function on T 3 such that
Spxqdx " 0, then it is easy to see that in the space of divergence free vector field p∇ˆq´1 " p´∆q´1∇ˆ.
So p∇ˆq´1 is a compact operator, by the theory of eigenvalues of compact operators, we conclude that p4.1q has eigenvalues tλ j u jPZ such that (4.3)¨¨¨ă λ´N ă¨¨¨ă λ´1 ă 0 ă λ 1 ă¨¨¨ă λ N ă¨¨T herefore, we can write
where S j are the eigenfunctions with eigenvalues λ j .
Take one more differentiation of p4.1q, we see that
So µ 2 is an eigenvalue of´∆ and S is an eigenvector of´∆. Thus, p4.4q is nothing but a Fourier series expansion.
We are now ready to prove our theorem. Without loss of generality, we assume λ ě 0, otherwise, a reflection x Ñ´x reduce to this case.
then it is easy to see that
Therefore, there holds
In a similar way, we also have
When 1 ď λ j ď λ{2 or λ j ě 2λ, the operator ?´∆´λ is invertible. Denote (4.12)
Therefore we get in a similar way that (4.14)
and combining (4.10) and (4.14), we have
Then we rewrite the system (1.1) as the following system with small data:
4.1.
Step 1: Short time existence. The purpose of the short time existence result is just to break the scaling. We shall study our problem by the classical fixed point argument.
First, we introduce the following space:
Definition 4.1. Let T 1 ą 0 be a given constant and ε 0 be a small constant, we say f P E T1,ε0 , if the following holds:
We define v " Fṽ by solving the following linear equation withṽ P E T1,ε0
Let g " u`λ∆´1p∇ˆuq, then (4.21) ∇ˆu´λu " ∇ˆg and (4.22) u " g´λ∆´1p∇ˆuq.
By Proposition 3.2 and Proposition 3.5, we get
By Proposition 3.3 and Corollary 3.4, we have
We take ε 0 " CpM 0 q´1ε and take T 1 as (4.25)
where the constant CpM 0 q is independent of λ and ε and CpM 0 q is choosing suitably small.
Then by using (4.23)-(4.25) we get (4.26) }v} XT 1 ď ε 0 xλy´b.
By a similar process, we take v 1 be the corresponding solution to p4.19q wherẽ v 1 P E T1,ε0 , and v 2 be the solution withṽ 2 P E T1,ε0 . Denote (4.27)v "ṽ 1´ṽ2 ,v " v 1´v2 ,q " P 1´P2 , then there hold (4.28)v t´∆v`∇q " pṽ 2¨∇ qv`pv¨∇qṽ 1`p u¨∇vq`pv¨∇qu.
Therefore, we get
Since ε 0 is small enough, then
Combining (4.29) and (4.30), we conclude that the mapping is a contraction.
Our next goal is to prove the space and time analyticity of the solution.
Definition 4.2. Let g be a function defined on
Subsequently, we give the following function spaces Repeat the above process, we can show that v P E M,K T1,ε0 .
4.2.
Step 2: Local in time existence. Now since v is analytic at time T 1 , so it can be extended to some time interval rT 1 , T 2 s. We shall give an estimate of T 2 . For that purpose, we only need to give an apriori estimate for the }vptq} L 8 on the time interval rT 1 , T 2 s.
By Proposition 3.3 and Corollary 3.6, we get, for 0 ă a ă 1,
Moreover, take t " T 1 , we get
Taking 1´a " 
By the divergence free condition and Duharmel's formula, we get
WhereP is defined in Lemma 2.1.
Noting 4.33, it follows from Corollary 3.9 (in which we take m " k " 0, α " a)that
Besides, we have
Then it follows from Corollary 3.9 (in which we take k " m " 0 α " 1´κ ) that
dτ here, we take 0 ă κ ă 1´a and
On the other hand, we have
dτ.
By Corollary 2.6, we get
We also have
. This shows that the solution is global.
GLOBAL SOLUTION FOR THE INCOMPRESSIBLE NAVIER-STOKES EQUATIONS
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