Abstract -We develop new, low-complexity turbo codes suitable for bandwidth and power limited systems. These codes are constructed as an extension of Repeat-Accumulate codes to highlevel modulations. Two design criteria are proposed, based on maximum-likelihood decoding and on Gaussian density evolution in iterative decoding.
I. STRUCTURE OF SCTCM WITH RATE-1 INNER CODE
Our recent resuIts on concatenation of an outer code with a simple accumulator as inner code for binary modulation [2] led us to develop a new method for serial concatenated TCM (SCTCM). For MPSK, or a two dimensional constellation with M points, let's define m = log2 M . We propose a novel method to design low-complexity serial concatenated TCM, which achieves bm/(b + 1) bits per modulation symbol, using an outer rate b/(b+ 1) binary convolutional code (or a short block code) with maximum free Hamming distance. An interleaver 71 permutes the output of the outer code. The interleaved data enters a r a e m/m = 1 recursive convolutional inner encoder. The m output bits are then mapped to one symbol belonging to a 2m-level modulation.
The inner code and the mapping are jointly optimized. For short blocks we use the ML criterion based on maximizing the effective free Euclidean distance of the inner TCM (see [l] for more detail on ML design criteria). For large block sizes we use a new minimum-threshold criterion for iterative decoding to be discussed Here we only discuss the example of 16QAM modulation, and r = 3 which implies b = 3. The encoder structure of SCTCM for 4-state inner TCM and 4-state outer is shown in Fig. 1 as an example.
ITERATIVE DECODING DESIGN CRITERIA
The design criterion is based on the method of density evolution proposed by Richardson and Urbanke [3] . It has been observed by many researchers that the extrinsic information in iterative decoding can be approximated by a Gaussian density function. El Gamal [4] considered the soft-input soft-output APP module in turbo decoders as a signal-to-noise ratio (SNR) transformer. Using these ideas, and the *The work described was funded by the TMOD Technology Program and performed at the Jet Propulsion Laboratory, California Institute of Technology under contract with the National Aeronautics and Space Administration. method for analyzing turbo codes suggested by El Gamal [4] , we extended the results to analyze concatenated TCM by approximating the density functions for extrinsics as Gaussian densities, and then computing the mean and variance in the Gaussian density evolution.
Since the probability of incorrect decoding is given by Q(m), where SNR = mean2/variance, we only need to track the SNR. Th~s will result in a slightly pessinktic threshold since the Gaussian density has the highest entropy for a given variance. Slightly optimistic threshold results are obtained if we impose density consistency as proposed by Richardson et al, which suggests that we only need to compute the mean (SNR=mean/2). At each iteration, we computed SNRs (averaged over all transmitted patterns), and collected them for the outer and the inner codes. We used the example of 4-state outer with puncturing pattem 100100. . . 
