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In this paper, based on the method of scalar perturbations, we construct the anisotropic charged Lifshitz 
background perturbatively up to leading order in the anisotropy. We perform our analysis both in the 
extremal as well as in the non-extremal limit. Finally, we probe the so called superﬂuid phase of the 
boundary theory and explore the effects of anisotropy on the superconducting condensate.
© 2016 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license 
(http://creativecommons.org/licenses/by/4.0/). Funded by SCOAP3.1. Overview and motivation
For the past couple of years, the holographic constructions of 
anisotropic black branes in an asymptotically anti-de Sitter (AdS) 
space time has been an active ﬁeld of investigation due to its var-
ious remarkable implications that range between the physics of 
QCD to various exotic phases in usual condensed matter applica-
tions [1–23]. Motivated by these analyses, recently the authors in 
[24] have constructed four dimensional gravitational theories (with 
AdS4 asymptotic) those are homogeneous but do not preserve the 
usual SO(2) rotational invariance along the two dimensional spatial 
hypersurface. In particular, motivated by the analysis performed in 
[1,2], the authors in their analysis [24] have deformed the usual 
charged AdS4 black brane conﬁguration by a relevant scalar de-
formation that depends linearly on one of the spatial directions 
of the brane. Such deformations turned out to be the true source 
of anisotropy in the sense that they generate the anisotropic en-
ergy momentum tensor in which, T xx = T y y . In their analysis 
[24], the authors have considered the examples from Einstein–
Maxwell-Dilaton theory and Einstein–Maxwell-Dilaton–Axion the-
ory with SL(2, R) symmetry where these scalar deformations could 
be thought of as perturbations either due to the dilation or that of 
the axion proﬁle in the bulk.
Motivated by these analyses, the purpose of the present exer-
cise is to extend the notion of anisotropy from AdS black branes to 
black brane conﬁgurations with asymptotic Lifshitz scaling [25,26]
that does not seem to have been addressed in the literature so 
far. Before we proceed further, two issues are extremely important 
to understand. First of all, it is important to realize that grav-
itational constructions over (asymptotic) Lifshitz-like geometries 
(those are dual descriptions of Quantum Field Theories at Lifshitz 
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SCOAP3.ﬁxed points) play crucial role in various condensed matter appli-
cations,1 for example, the hydrodynamic description of quantum 
(non-Fermi) liquids near the quantum critical point [28] and in 
particular explaining the low temperature anomalous behavior of 
the speciﬁc heat in heavy Fermion compounds like CeCu5.9Au0.1
for which the value of the dynamic critical exponent turns out 
to be, z ≈ 2.7 [29]. It is in fact quite evident by now that holo-
graphic models with anisotropic (Lifshitz-like) scaling are the basic 
building blocks for theories consisting of de-conﬁned compressible 
fermionic excitation distributed over hidden Fermi surfaces [30,31]. 
All the above discussions indeed suggest that holographic descrip-
tions of Lifshitz-like geometries play extremely important role in 
various condensed matter applications where the usual perturba-
tive approach to ﬁeld theories does not work well.
The second important issue turns out to be the role of 
anisotropy in holographic theories comprising (asymptotic) Lifshitz 
isometry group. In order to address this issue, we need to un-
derstand the following: In usual condensed matter systems, due 
to the presence of background lattice and/or crystal structures 
one could in principle imagine the breaking of rotational sym-
metry associated with the Fermi surfaces. Therefore, under these 
circumstances, holographic constructions (those are homogeneous 
but not isotropic) with Lifshitz asymptotic might play a crucial role 
in order to probe heavy Fermion compounds near its (anisotropic) 
Fermi surfaces. The present analysis could be regarded as the ﬁrst 
step towards this direction.
The organization of the paper is the following: In Section 2, 
we review the essential features of unperturbed (original) charged 
1 Particularly, in this context it is noteworthy to mention that in nature there 
exist several ferromagnetic materials like, MnSi and some unconventional cuprate 
superconductors as well as iron pnictides, electronic nematics like Sr3Ru2O 7 which 
exhibit Lifshitz-type anisotropic scaling (namely, t → λzt and x → λx, z > 1) near 
its quantum critical point [27].le under the CC BY license (http://creativecommons.org/licenses/by/4.0/). Funded by 
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tion 3, we cook up corresponding anisotropic Lifshitz background 
in the non-extremal limit. In Section 4, we discuss the corre-
sponding extremal limit. In Section 5, as an application of our 
holographic construction, we probe the superﬂuid phase of the 
boundary theory and explore the effects of anisotropy on the su-
perconducting condensate. Finally, we conclude in Section 6.
2. The gravity setup
We start our analysis with a formal introduction to the gravi-
tational setup in the bulk. It is to be noted that the ultimate goal 
of our analysis is to construct the anisotropic charged asymptot-
ically Lifshitz black brane solutions in (3 + 1) dimensions. To do 
that we ﬁrst review the unperturbed homogeneous as well as the 
isotropic charged Lifshitz black brane solutions in (3 + 1) dimen-
sions. The theory that we describe in the bulk essentially consists 
of two U (1) gauge ﬁelds (Ai ) and a dilaton ﬁeld ϕ coupled to four 
dimensional Einstein’s gravity in the presence of a negative cos-
mological constant (). The scalar (dilaton) ﬁeld (ϕ) and one of 
the abelian one forms (A1) are required in order to support an 
asymptotically Lifshitz space time at the boundary. While on the 
other hand, the black brane is supposed to be charged under the 
second U (1) ﬁeld (A2). The resulting diffeomorphism invariant ac-
tion in (3 + 1) dimensions could be formally expressed as [32],
S = − 1
16πG4
∫
d4x
√−g
(
R − 2 − 1
2
(∂ϕ)2
− 1
4
2∑
i=1
exp(λiϕ)F2i
)
. (1)
The equations of motion that readily follow from the above ac-
tion (1) could be formally expressed as [32],
Rab − gab = 12 (∂aϕ∂bϕ) +
1
2
2∑
i=1
exp(λiϕ)
(
Fc iaFicb − gab4 F
2
i
)
= Tab
∇2ϕ = 1
4
2∑
i=1
λi exp(λiϕ)F2i
0 = ∇a(exp(λiϕ)Fabi ). (2)
The resulting U (1) charged Lifshitz black brane conﬁguration turns 
out to be,2
ds(0)2 = −
( rH
u
)2z
f (0)(u)dt2 + du
2
u2 f (0)(u)
+
( rH
u
)2
(dx2 + dy2)
f (0)(u) = 1− M
(
u
rH
)z+2
+ Q
2a−
√
z−1
4z
(
u
rH
)2(z+1)
F1ut =
√
2(z − 1)(z + 2)a
√
1
(z−1) r
z+1
H
uz+1
, F2ut = Qa−
√
z−1 uz+1
rz+1H
eϕ = a
( rH
u
)2√(z−1)
,  = − (z + 2)(z + 1)
2
λ1 = − 2√
z − 1 , λ2 =
√
z − 1 (3)
where, M is a constant that could be related to the mass of the 
black brane and Q is the U (1) charge of the black brane. Note that 
2 From now on we set L = 1.
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ure u(= rH/r) could be thought of as the (inverse) radial coordi-
te such that the horizon of the black brane is located at u = 1. 
n the other hand, the boundary of the space time is realized in 
e limit u → 0. At this stage it is noteworthy to mention that 
e above solution (3) indeed represents a homogeneous as well 
 isotropic black brane conﬁguration in (3 + 1) dimensions. By 
otropy we always mean the SO(2) rotational invariance along the 
 − y) directions of the brane and the homogeneity implies the 
anslational invariance over any constant u(= uc) hypersurface.
Keeping the spirit of this intriguing fact, the purpose of our 
rrent analysis therefore would be to construct the corresponding 
mogeneous but anisotropic charged Lifshitz black brane conﬁg-
ations in (3 + 1) dimensions where the usual SO(2) rotational 
variance is broken at any intermediate point during the holo-
aphic RG ﬂow, while preserving the (asymptotic) Lifshitz symme-
y algebra exactly at the UV ﬁxed point (u = 0) of the boundary 
FTs. Before we conclude our discussion of this section, it is impor-
nt to emphasise that the anisotropy that we consider in our work 
entually could be thought of as perturbations over the original 
mogeneous and isotropic charged Lifshitz background (3) where 
e will be mostly interested to explore the effects of anisotropy 
ly up to leading order in the perturbation series.
 The anisotropic construction
Keeping the spirit of our earlier discussions, we choose the fol-
wing metric ansatz for the U (1) charged Lifshitz black brane 
nﬁgurations in (3 + 1) dimensions namely,
2 = −
( rH
u
)2z
f (u)dt2 + du
2
u2 f (u)
+ eA(u)+B(u)dx2
+ eA(u)−B(u)dy2. (4)
t this stage, it is noteworthy to mention that the above black 
ane conﬁguration (4) is homogeneous at a ﬁxed radial slice 
 = uc , whose generators are the usual generators of the Killing 
ometries namely, ∂x and ∂y . On the other hand, due to the pres-
ce of the function B(u), the above metric (4) suffers from the 
atial anisotropies along the (x − y) directions of the brane. The 
rpose of our present analysis would be to evaluate the function 
(u) analytically in a perturbation series considering the effects 
 to leading order in the anisotropy parameter.
We ﬁrst note down Einstein’s equations (2) corresponding to 
e above anisotropic Lifshitz black brane conﬁguration (4), which 
r the present case yield the set of following four equations 
mely,
r2zH u
−2z f
(
2zf
(
z − uA′)+ u ((1− 3z + uA′) f ′ + u f ′′))
= Ttt + gtt(
2z2 + 2uA′ + u2A′ 2 + u2B′ 2 + 2u2A′′
)
+ u ((1− 3z + uA′) f ′ + u f ′′)
= −2u2 f (Tuu + guu)(
u
(A′ + B′) f ′ + f (uA′ 2 − (−1+ z)B′ +A′ (1− z + uB′)
+ u (A′′ + B′′)))
= −2e−(A+B)Txx − 2(
u
(A′ − B′) f ′ + f (uA′ 2 + (−1+ z)B′ −A′ (−1+ z + uB′)
+ u (A′′ − B′′)))
= −2e−A+BTyy − 2. (5)
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re-arranged as,
B′′ + B′
(
A′ + 1− z
u
+ f
′
f
)
= −e
−A
u2 f
(e−BTxx − eBTyy)
A′′ +A′ 2 +A′
(
f ′
f
+ 1− z
u
)
= −e
−A
u2 f
(e−BTxx + eBTyy) − 2
f ′′ + f
′
u
(1− 3z + uA′) + 2z
2 f
u2
− f (A
′ 2 − B′ 2)
( f + 1)
+ 2 fA
′
u( f + 1)
(
1− zf − u
(
f ′
f
+ 1− z
u
))
= 2e
−A
u2( f + 1) (e
−BTxx + eBTyy)
+ 2 f
( f + 1)
(
u2(z−1)
f r2zH
(Ttt + gtt) − (Tuu + guu)
)
+ 4 f
( f + 1) . (6)
It is now quite trivial to see that given the following ansatz for 
the dilaton (ϕ) as well as the U (1) gauge ﬁelds namely,
ϕ = ϕ(u)
Aiadxa = Ait(u)dt (7)
the R.H.S. of the ﬁrst equation of (6) vanishes identically,
e−A(e−BTxx − eBTyy) = 0. (8)
With this condition in hand, from the ﬁrst equation in (6) we 
note that,
B′(u) = Ce−
∫ u
1
(
A′(u′)+ 1−z
u′ +
f ′(u′)
f (u′)
)
du′
(9)
which is clearly undeﬁned as in the near horizon (u′ = 1) limit 
the integrand blows up. If we demand that the metric is reg-
ular everywhere in the space time, then we are forced to set, 
C = 0, which eventually suggests that B does not change along 
the radial coordinate (u). In other words, B does not ﬂow along 
the radial coordinates and therefore it is same at any given ra-
dial slice, u = uc . Now, given the initial data over the hypersurface 
u = uc , one can always generate coordinate transformations in the 
(x − y) plane such that the metric is diagonal at that hypersurface 
namely, B(uc) = 0. Combining both of these arguments together 
one essentially concludes that, B(u) = 0 which thereby implies the 
isotropy [24]. In other words, given the initial data (over some 
Cauchy surface) which is homogeneous as well as isotropic one 
always ends up with the homogeneous and the isotropic conﬁgu-
rations during the (RG) ﬂow along the radial coordinate (u). Similar 
observations could also be made in the context of pure Einstein’s 
gravity without any matter content [24]. Therefore, in order to 
retain the anisotropy (B = 0), one must have a non-zero contri-
bution on the R.H.S. of the ﬁrst equation in (6) which eventually 
implies that the stress tensor must satisfy the following criterion 
namely [24],
T xx = T y y . (10)
Therefore, in order to generate the homogeneous and the 
anisotropic solution we invite an additional scalar perturbation in 
our theory namely3 [24],
3 Our choice of (x) is based on the physical fact that in the dual ﬁeld theory 
sector we have deformed the theory by adding a relevant deformation ((x)) which 

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hich thereby modiﬁes our starting action as,
= − 1
16πG4
∫
d4x
√−g
(
R − 2 − 1
2
(∂ϕ)2 − 1
2
(∂)2
− 1
4
2∑
i=1
exp(λiϕ)F2i
)
. (12)
ere K is the so called anisotropy parameter that could be con-
dered to be inﬁnitesimally small. The modiﬁed stress tensor that 
rectly follows from (12) could be formally expressed as,
a
b = 12∂
aϕ∂bϕ + 12∂
a(x)∂b(x)
+ 1
2
2∑
i=1
exp(λiϕ)
(
FcaiFicb −
δab
4
F2i
)
(13)
hich ﬁnally yields,
x
x − T y y = K
2
2
e−(A+B). (14)
Since the ﬁrst non-trivial effect of anisotropy appears at the 
adratic level in K (14), therefore for the present purpose our 
alysis it is indeed suﬃcient to solve the background (4) pertur-
tively up to quadratic order in K. One should also take a note on 
e fact that since the metric does not depend on the spatial coor-
nate x, therefore the background is still homogeneous on a given 
persurface, u = uc . Finally, it is noteworthy to mention that the 
ove ansatz (11) trivially satisﬁes the equation of motion for (x)
elf,
2 = 0. (15)
Our next task, therefore would be to solve the above set of 
uations (6) perturbatively in the (anisotropic) parameter K. To 
 that, we expand solutions corresponding to (6) perturbatively 
ound the original (isotropic) Lifshitz background (3) as,
=A(0) +K2A(1) +O(K4)
= K2B(1) +O(K4)
= f (0) +K2 f (1) +O(K4) (16)
here we ignore all the effects of anisotropy beyond the quadratic 
der in K. The corresponding expression for the function A(0)
rns out to be,
(0)(u) = 2 log
( rH
u
)
. (17)
With (17) in hand, from (2) it is in fact quite straightforward to 
ow,
iϕFiut ≈ G
r2−zH uz−1
(1−K2A(1)) (18)
hich clearly suggests that in the asymptotic limit the zeroth order 
lutions dominate.
ives the system away from its (UV) Lifshitz ﬁxed point and depends linearly on 
e of the spatial coordinates (x) of the brane. In the framework of Gauge/grav-
 duality, the (scalar) operator (x) is dual to (x) in the bulk. Therefore, the 
tire setup eventually suggests that the isotropy of the dual QFT is broken as a 
nsequence of the anisotropically extended branes in the bulk. Finally, in the limit 
→ 0, one should be able to recover the usual (isotropic) Lifshitz black brane con-
urations (3) in (3 + 1) dimensions.
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plugging it back into (6), we ﬁnally arrive at the following set of 
equations,
B′′ + B′
(
A′ + 1− z
u
+ f
′
f
)
+K2 e
−(A+B)
2u2 f
= 0
A′′ +A′ 2 +A′
(
f ′
f
+ 1− z
u
)
+ 2 +K2 e
−(A+B)
2u2 f
− 1
4u2 f
2∑
i=1
exp(λiϕ)F2i = 0
f ′′ + f
′
u
(1− 3z + uA′) + 2z
2 f
u2
− f (A
′ 2 − B′ 2)
( f + 1)
+ 2 fA
′
u( f + 1)
(
1− zf − u
(
f ′
f
+ 1− z
u
))
= K
2e−(A+B)
u2( f + 1) −
2
u2
+ 4 f
( f + 1) −
f ϕ′ 2
( f + 1)
− (5+ 3 f )
4u2(1+ f )
2∑
i=1
exp(λiϕ)F2i . (19)
As a next step of our analysis, we substitute (16) into (19)
which eventually yields the set of three equations for the ﬂuctua-
tions at their leading order. In the following, we consider them one 
by one. We ﬁrst consider the equation corresponding to B(1)(u)
which for the present case turns out to be,
B′′ (1) + B′ (1)
(
f ′ (0)
f (0)
− z + 1
u
)
+ 1
2r2H f
(0)
= 0. (20)
The solution corresponding to (20) is indeed quite diﬃcult to 
achieve for arbitrary values of the dynamic critical exponent (z). 
To solve (20) and subsequently the other equations of motion, we 
therefore choose a speciﬁc value for the dynamic exponent namely, 
z = 2. With this choice in hand, the solution corresponding to (20)
turns out to be,
B(1)(u) = C2 + u
2
16r2H
+ e
Mu4
r4H r4HC1
4M
+
e
Mu4
r4H
√
πErf
[√
Mu2
r2H
]
32
√
M
. (21)
At this stage, it is to be noted that the above solution (21) is exact 
in the radial coordinate u and is valid for the entire range 1 ≤
u < 0.
In the near boundary (u → 0) limit, the above solution (21)
turns out to be,
B(1)(u) ≈
(
r4HC1
4M
+ C2
)
+ u
2
8r2H
+ 1
4
C1u
4 +O(u5). (22)
In order to determine the two unknown integration constants 
C1 and C2, we therefore need two boundary conditions. One of 
them is precisely the asymptotic boundary condition namely,
B(1)(0) = 0 (23)
which yields,
C2 = − r
4
HC1
4M
. (24)
On the other hand, expanding the function (21) around u = 1
we obtain,B(1)(u) ≈ 1
32
⎛
⎜⎜⎝ 2r2H + 32C2 +
e
M
r4H
(
8r4HC1 +
√
M
√
πErf
[√M
r2H
])
M
⎞
⎟⎟⎠
+ 1
8r4H
(
2r2H + e
M
r4H
(
8r4HC1 +
√
M
√
πErf
[√
M
r2H
]))
× (u − 1) +O(u − 1)2. (25)
Furthermore from (20) we note that,
B′ (1)(u)|u→1 ≈ 2ar
4
H
16aMr2H − 3Q2
+O(u − 1). (26)
Finally, using (25) and (26) one of the coeﬃcients turns out to 
be,
C1 = 1
8r4H
[(
16ar8H
16aMr2H − 3Q2
− 2r2H
)
e
− M
r4H − √M√πErf
[√
M
r2H
]]
(27)
which trivially ﬁxes the other coeﬃcient also.
Next, we note down the equation corresponding to the ﬂuctua-
tion A(1) which for the present case turns out to be,
A′′ (1) +
(
f ′ (0)
f (0)
− 5
u
)
A′ (1) − 2
u f 2(0)
( f (0) f ′ (1) − f ′ (0) f (1))
− u
4 f (1)
4r4H f
2(0)
2∑
i=1
eλiϕF2iut +
1
2r2H f
(0)
= 0. (28)
It is indeed quite diﬃcult to solve the above equation (28) for any 
generic value of u. However, for the purpose of our present analy-
sis, it is in fact suﬃcient to extract out the boundary behaviour of 
A(1)(u). Taking the u → 0 limit of (28) and considering the asymp-
totic Lifshitz symmetry (which in turn sets, f (1)(0) = f ′ (1)(0) ∼ 0) 
we ﬁnd,
A(1)(u) ∼ u
2
16r2H
+O(u5) (29)
which thereby clearly vanishes at the boundary in order to pre-
serve the asymptotic Lifshitz symmetry algebra. Similar observa-
tions have been made earlier in the context of asymptotic AdS
spaces [24].
Finally, we consider the ﬂuctuations f (1)(u) in the metric and 
solve them in the asymptotic limit. In the asymptotic (u → 0) limit, 
the equation corresponding to f (1)(u) turns out to be,
f ′′ (1) − 5
u
f ′ (1) +
(
10
u2
+ 6
)
f (1) − 1
2r2H
≈ 0 (30)
whose solution could be formally expressed as,
f (1)(u) ≈ u
2(1− 3u2)
4r2H
+O(u6) (31)
which satisﬁes (30) completely up to quadratic order in the vari-
able u.
Collecting all these ﬂuctuations together, below we enumerate 
all the different components of the (anisotropic) metric that pre-
serve the asymptotic (z = 2) Lifshitz symmetry algebra,
gtt(u) = −
( rH
u
)4(
f (0)(u) + K
2u2(1− 3u2)
4r2
)
+O(K4)H
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u2 f (0)
(
1− K
2u2(1− 3u2)
4r2H f
(0)
)
+O(K4)
gxx(u) =
( rH
u
)2(
1+K2
(
3u2
16r2H
+ 1
4
C1u
4
))
+O(K4)
gyy(u) =
( rH
u
)2(
1−K2
(
u2
16r2H
+ 1
4
C1u
4
))
+O(K4). (32)
4. The extremal limit
Before we conclude this section, it would be nice to have some 
qualitative understanding of our analysis near the extremal limit 
of the Lifshitz black brane (4). To do that, we ﬁrst note down the 
Hawking temperature corresponding to the unperturbed (z = 2) 
Lifshitz black brane conﬁguration (3),
T = 1
16π
(
Q2 − 16ar6H
)
ar5H
. (33)
From (33), we note that the extremal limit eventually corre-
sponds to,
Q2 = 16ar6H . (34)
Substituting (34) into the unperturbed metric (3), the near hori-
zon structure of the extremal Lifshitz black brane conﬁguration 
turns out to be,
f (0)(u) = 12(1− u)2 +O((1− u)3) (35)
which thereby exhibits a double pole structure as that of the usual 
extremal AdS black holes [24]. With the above result (35) in hand, 
from (20) it is indeed quite trivial to check,
B(1)(u) ∼ log |1− u| (36)
which therefore clearly exhibits a logarithmic divergence in the 
near horizon limit of the extremal Lifshitz black brane. The nature 
of this divergence is indeed identical to that of the usual extremal 
AdS black branes [24]. The upshot of the above analysis could 
therefore be framed as follows: Like in the usual AdS scenario [24], 
the whole perturbative treatment of anisotropy eventually breaks 
down in the near extremal limit of the Lifshitz black brane con-
ﬁguration (4). The key reason for this lies on the fact that as the 
temperature gets lower the effects of higher curvature corrections 
to the metric become important and as a result these higher cur-
vature effects near the horizon of the extremal brane becomes 
signiﬁcantly large which eventually take us away from the usual 
notion of two derivative Einstein’s gravity.
Before we conclude this section, a few important remarks are in 
order. First of all, in order to check the stability of the new set of 
(anisotropic) Lifshitz solutions (32), one should in principle study 
the quasi normal modes over this newly constructed anisotropic 
(Lifshitz) background (32). One way to do that is to turn on small 
(hydrodynamic) ﬂuctuations over (32) and study various response 
parameters of the boundary hydrodynamics. We (partially) address 
some of these issues in the subsequent sections. Finally, and most 
importantly, the anisotropic ansatz (4) is not the most general one 
to start with. In particular, one should be able to note that the 
present choice of our scalar ﬁeld (11) eventually yields, T yx = 0, 
which thereby ﬁxes, gxy = 0. Therefore, depending on the mat-
ter content of the theory, one could in principle have off diagonal 
metric components as well which would be a much more general 
setup to look for.5. One application: AdS/CMT
As an application of our holographic techniques, in the present 
section we study the phenomenon of superconductivity4 in the 
so called probe approximation over the ﬁxed anisotropic back-
ground (4). To start with, we consider the following action [33],
S =
∫
d4x
(
−1
4
F2 − |Daψ |2 −m2|ψ |2
)
(37)
in the probe limit over the ﬁxed background (4) where, Da stands 
for the usual gauge covariant derivative. Before we proceed further, 
it is customary to note down the Hawking temperature (T ) corre-
sponding to the above black brane conﬁguration (4),
T = r
z−1
H
4π
f ′(1). (38)
To start with, we consider the following ansatz for the U (1)
gauge ﬁeld and the scalar ﬁeld namely [33],
Aa = (φ(u),0,0,0)
ψ = ψ(u) (39)
which satisfy the equations of motion of the following form,
φ′′ +
(
A′ + z + 1
u
)
φ′ − 2φψ
2
u2 f
= 0
ψ ′′ +
(
1− z
u
+A′ + f
′
f
)
ψ ′ + u
2(z−1)
r2zH f
2
φ2ψ + 2ψ
u2 f
= 0 (40)
where, we have set, m2 = −2.
As a next step of our analysis, we consider the boundary con-
ditions for the gauge ﬁeld (φ) as well as the scalar ﬁeld (ψ ). 
Regularity of the ﬁelds near the horizon (u = 1) implies that,
φ(1) = 0, ψ ′(1) = −2ψ(1)
f ′(1)
. (41)
On the other hand, the asymptotic boundary conditions for these 
ﬁelds turn out to be,
φ(u) = μ − 
rH
F(u), ψ(u) =< O > u
2
r2H
(42)
where, < O > is the vacuum expectation value of the scalar (con-
densation) operator for the boundary theory [33] and F(u) is some 
asymptotic function whose detail structure could be determined 
from the asymptotic behaviour of the U (1) gauge ﬁeld.
With the above boundary conditions (41) and (42) in hand, 
we next proceed to solve the order parameter and/or the scalar 
condensation operator (< O >) analytically as a perturbation in 
the anisotropy (K2). Substituting the asymptotic expansion of the 
scalar ﬁeld, ψ2 ∼< O >2 u4 into the ﬁrst equation of (40), the 
asymptotic structure of the equation corresponding to the U (1)
gauge ﬁeld (40) turns out to be,
φ′′ +
(
A′ + 3
u
)
φ′ ≈ 0 (43)
where, we have set z = 2. The asymptotic solution corresponding 
to (43) could be formally expressed as,
4 Actually it is a superﬂuid phase rather than the superconductor. The reason for 
this is that the condensation of the scalar hair (ψ ) in the bulk essentially breaks the 
global U (1) symmetry of the boundary theory [33]. Moreover, the UV ﬁxed point of 
the superﬂuid phase that we describe here is Lifshitz scale invariant and not the 
usual conformal invariant.
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rH
(
logu − K
2u2
32r2H
)
. (44)
Before we proceed further, it is customary to point out the Tay-
lor expansion of the gauge ﬁeld (φ(u)) as well as the scalar ﬁeld 
(ψ(u)) near the horizon (u = 1) of the black brane namely [34,35],
φ(u) = φ(1) − φ′(1)(1− u) + 1
2
φ′′(1)(1− u)2 + . . .
= −φ′(1)(1− u) + 1
2
φ′′(1)(1− u)2 + . . . (45)
and,
ψ(u) = ψ(1) + ψ ′(1)(1− u) + 1
2
ψ ′′(1)(1− u)2 + . . . (46)
where, we choose φ′(1) < 0 and ψ ′(1) > 0 without loss of any 
generality [34,35].
Following the analytic techniques developed in [34], as a next 
step of our analysis, we ﬁrst match the above asymptotic solution 
(44) to that with its near horizon (u ∼ 1) expansion (45) of the 
gauge ﬁeld (φ(u)) at any intermediate value of the radial variable 
u = um (say),
−ζ − φ′′(1)(1− um) = − 
rH
(
1
um
− K
2um
16r2H
)
(47)
where, we have deﬁned ζ = −φ′(1).
As a next step of our analysis, using the ﬁrst equation of (40), 
one could further rewrite (47) as,
ψ2(1) ≡ ξ2 = f
′(1)
2
[
1
1− um
(

ζ˜um
(
1− K
2u2m
16r2H
)
− 1
)
− 3−A′(1)
]
(48)
where we have replaced φ′′(1) in terms of ψ(1) and re-scaled, 
ζ˜ = ζ rH .
Before we proceed further, it is customary to estimate the phys-
ical range of the matching parameter um . Considering the fact, 
ψ2(1) ≥ 0 we note,
um ≤ n
2
(
1−
√
1+ 4
ζ˜n2
+ K
2
4ζ˜ r2H (3+A′(1))
)
(49)
where,
n= 4+A
′(1)
3+A′(1)
 = 
ζ˜n2
√
1+ 4
ζ˜n2
+ 1
4
(
1−
√
1+ 4
ζ˜n2
)
. (50)
Finally, we match the near horizon expansion (46) of the scalar 
ﬁeld (ψ(u)) to that of its asymptotic expansion (42) which by 
virtue of (40) and (41) ﬁnally yields,
< O >= r
2
H
2um f ′(1)
ϒ(1,um)ξ
ϒ(1,um) =
[(
1−A′(1) − f
′′(1)
f ′(1)
)
+ ζ
2
2 f ′(1)r4H
− 2
f ′(1)
]
× (1− um) − 2. (51)
Using, (48) and considering the limit T ∼ Tc , the expression for 
the condensation operator (< O >) turns out to be,< O >
T 2c
≈ 2πϒ(1,um)√
ζu3/2m f ′(1)3/2
√
1− um
√
1− T
Tc
≈ τ (K2,um)
√
1− T
Tc
(52)
where,
Tc√
˜
=
(
1− K
2u2m
16r2H
)1/2
(53)
is the critical temperature corresponding to the superconducting 
phase transition and ˜(= rH ) is the re scaled charged density for 
the boundary theory. Note that here we have set the constant of 
proportionality equal to unity.
Before we formally conclude, a few important remarks are 
in order. First of all, from (53) one could in fact check that 
the value of the entity, Tc√
˜
decreases with the increase in the 
anisotropy (K2). Similar effects have also been reported earlier in 
the context of asymptotic AdS4 black branes. This result also sup-
ports certain experimental facts which suggest that the anisotropy 
eventually lowers the critical temperature in a conventional su-
perconducting material [21]. However, the crucial fact regarding 
our present analysis is that here we arrive at similar conclusions 
following analytic computations, while on the other hand, the pre-
vious analysis [21] was purely based on numerical techniques. 
Finally, if we further demand that the gap 
(
<O>
T 2c
)
must increase 
with the anisotropy (K2), then one must impose certain constraint 
on the coeﬃcient τ such that it is a monotonically increasing func-
tion of the anisotropy, namely, ∂K2τ ≥ 0.
6. Summary and ﬁnal remarks
We now summarise the key ﬁndings of our analysis. The up-
shot of the entire analysis is the following. In this paper, based on 
the methods proposed in [24], we construct the anisotropic charge 
Lifshitz background by turning on relevant (massless) scalar defor-
mations. We perform our analysis both in the extremal as well as 
in the non-extremal limit of the black brane. Our analysis might 
be regarded as an important step for those future holographic se-
tups which aim to explore the physics of non-Fermi liquids near 
its anisotropic Fermi surface. As a ﬁnal application of our analysis, 
we probe the holographic superﬂuid phase of the boundary theory 
and explore the effects of anisotropy of the holographic s-wave 
condensate.
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