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Eess~ona
Tartu

Ulikooli Matemaatikateaduskonna esimene dekaan Endel
J

urim

ae juhtis kunagi kolleegide t

ahelepanu sellele, et kuigi mate-
maatilise teooria ideaal on deduktiivne teooria, on ~opetamine tule-
muslikum kui kasutada induktiivset l

ahenemist. K

aesoleva ~oppeva-
hendi autor jagab t

aielikult seda seisukohta ja sellest tulenevalt ei
alga raamat aja-ja m

alukeerukuse formaalse denitsiooniga ja keeru-
kusteooria deduktiivse

ulesehitamisega. Selle asemel uurime Boole'i
funktsioonidega seotud arvutuslikke probleeme, vastavaid algoritme
ja nende keerukust. Seej

arel, l

ahtudes vajadusest v~orrelda erineva-
te

ulesannete keerukust, toome sisse pol

unomiaalse ja Turingi taan-
damise m~oisted, keerukusklassid P, NP, coNP ning pol

unomiaalse
hierarhia ja uurime nende omavahelisi vahekordi. Raamat l~opeb kahe
intrigeeriva peat

ukiga Pehouseki teoreemist ja interaktiivsetest pro-
tokollidest, mis peaksid

argitama huvilisi tegelema edasi keerukus-
teooria kaasaegsemate osadega.
Keerukusteooria alal on ilmunud hulgaliselt ~opikuid ja monograa-
aid. Nimetame siin olulisemaid, mis on saadaval ka Tartu

Ulikoo-
li Matemaatika-informaatikateaduskonna erialaraamatukogus.K~oige-
pealt [GJ79],mis oli esimene monograaa selles valdkonnas ja sisal-
dab umbes 300NP-t

aieliku probleemi kirjeldusi, ilmunud on ka t~olge
vene keelde aastast 1981. J

argmistena m

argime kolme monograaat,
mis ilmusid peaaegu samaaegselt: [Pap94, BC94, BDG95]. Internetist
on saadav [Yap87] ning uuemad monograaad on [Sip05] ja [HO02].
Eesti keeles on ilmunud Valdo Prausti ~opik [Pra96].
K

aesolev ~oppevahend on valminud autori loengukursuse "Keeru-
kusteooria" p~ohjal. 2003/2004 ~oppeaastal koostas nimetatud loengu-
te j

argi konspekti Erkki Hermann, mis saigi k

aesoleva raamatu alu-
seks. Konspekti esialgne sisu muutus vormistamise k

aigus k

ull olu-
liselt, kuid peaaegu k~oik joonised on s

ailitanud oma esialgse, Erkki
Hermanni antud kuju. Peat

uki "Turingi taandamine" on suuremas
osas kirjutanud Peeter Laud ning peat

uki "DPLL halvima juhu eks-
ponentsiaalne keerukus" Margus Niitsoo, kelle originaallooming on
ka lemmad 4.3, 4.4 ja teoreem 4.5 koos t~oestustega. Paljudele sisulis-
tele ja vormistamisvigadele juhtisid t

ahelepanu 2006/2007. ~oppeaasta
kevadsemestril k

aesolevat kursust kuulanud

uli~opilased, eriti Margus
Niitsoo, Janno Veldemann ja Maria Lorents. Oluliselt paremaks muu-
tus k

asikiri toimetaja T~onu Tamme t

o

o tulemusena. Tahaks t

anada
k~oiki nimetatuid nende panuse eest. Veel tahaks t

anada oma abi-
kaasat Tiiu Tombakut ja T

U arvutiteaduse instituudi juhatajat Tiit
Roosmaad, kelle s~obraliku surveta poleks k

aesolev ~oppevahend val-
minud arvatavasti enne j

argmist k

umnendit.
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1. Tagurdusalgoritm kehtestatavuse
testimiseks
T

ahistame t~oev

a

artusi t~oene ja v

a

ar vastavalt arvudega 1 ja 0. n
muutuja Boole'i funktsioon on funktsioon f : f0; 1g
n
! f0; 1g. Boole'i
funktsiooni loomulik esitusviis on t~oetabelina, milles igale argumen-
tide v

a

artuste kombinatsioonile (v

a

artustusele) seatakse vastavusse
funktsiooni t~oev

a

artus. Erinevaid v

a

artustusi n muutujaga Boole'i
funktsiooni jaoks on 2
n
, seega sisaldab t~oetabel 2
n
rida. Kui me k-
seerime t~oetabeli ridade j

arjekorra, n

aiteks v

a

artustustele vastavate
kahendarvude kasvamise j

arjekorras, siis on v

a

artustuse n

aitamine
ilmselt

uleliigne { t~oev

a

artuse positsiooni j

arjekorranumber (kahend-
s

usteemis) annab vastava v

a

artustuse. Taoline esitusviis on

okonoom-
seim suvalise Boole'i funktsiooni esitamiseks, kuna 2
2
n
-elemendise
hulga elementide nummerdamiseks l

aheb vaja 2
n
bitti.
N

aide. Kahe muutujaga Boole'i funktsioonide t~oetabeleid on
16.
1 1 0 0 x
1 0 1 0 y
0 0 0 0 0
0 0 0 1 x _ y
0 0 1 0 x 6 y
0 0 1 1 x
0 1 0 0 x 6 y
0 1 0 1 y
0 1 1 0 x  y
0 1 1 1 x & y
1 0 0 0 x & y
1 0 0 1 x  y
1 0 1 0 y
1 0 1 1 x  y
1 1 0 0 x
1 1 0 1 x  y
1 1 1 0 x _ y
1 1 1 1 1
Paljude rakenduste jaoks ei ole see siiski piisav. N

aiteks 32-bitise prot-
sessori aritmeetikaskeemi esitamiseks on vaja kolmk

ummend kaks 64-
muutuja Boole'i funktsiooni (

uks funktsioon 32-bitise resultaadi iga
6
kahendkoha jaoks, igal funktsioonil peab olema 32 muutujat kum-
bagi argumendi jaoks). Seega ei piisaks projekteeritava protsessori
ressurssidest selle enda projekteerimiseks.
~
Onneks on rakendustes ka-
sutatavad Boole'i funktsioonid lihtsama struktuuriga ning nende esi-
tamiseks saab kasutada teisi vahendeid { lausearvutuse valemit ja
selle erijuhte: disjunktiivset ja konjunktiivset normaalkuju.
T

ahistame lausemuutujaid t

ahestiku l~opuosa v

aiket

ahtedega (ka
koos naturaalarvuliste indeksitega).
Denitsioon.
1
Æ
Iga lausemuutuja ja konstant 0 v~oi 1 on lausearvutuse valem.
2
Æ
Kui A ja B on lausearvutuse valemid, siis on lausearvutuse
valemid ka (:A), (A& B), (A _ B), (A  B), (AB) ja (A  B).
Teooriast on teada, et suvalist Boole'i funktsiooni saab esitada ka-
he muutuja Boole'i funktsioonide superpositsioonina, kusjuures pii-
sab, kui kasutada t

aielikke funktsioonide komplekte [Kul64]). Mini-
maalseteks t

aielikeks komplektideks on n

aiteks f:;_g, f; 0g v~oi
f&g. Tegelikus elus ei kasutata lausearvutuse valemit deneerides
funktsioonide miinimumkomplekte, aga ka mitte k~oiki 16 kahe muutu-
ja Boole'i funktsiooni. M~olema

a

armuse puhul saadakse inimm~oistu-
sele raskesti hoomatav, write only valem.

Ulaltoodud denitsioon on

uheks kompromissiks nimetatud

a

armuste vahel. S~oltuvalt eesm

argist
kasutatakse ka komplekte f:;_;&g, f:;;&g v~oi lisatakse komplek-
tile koguni kolme ja enama muutuja funktsioone, nagu n

aiteks if x
then y else z.
Vaatleme kolme

ulesannet seoses Boole'i funktsioonidega ja p

u

ua-
me hinnata nende arvutuslikku keerukust, kasutades mitteformaalset
l

ahenemist.
1. V

a

artustuse testimine. Antud on Boole'i funktsioon
f : f0; 1g
n
! f0; 1g ja v

a

artustus  = (
1
; : : : ; 
n
),  2 f0; 1g
n
.
Leida funktsiooni f v

a

artus kohal .
Kui funktsioon on esitatud t~oetabelina, tuleb arvutada v

a

artuse
aadress v

a

artustuse  j

argi, milleks kulub n sammu. T~oetabel ise on
aga pikkusega p = 2
n
. Seega intuitiivse algoritmi keerukus testimis-

ulesande lahendamiseks on O(n) muutujate arvu n suhtes ja O(log
2
p)
algandmete pikkuse p suhtes.
Kui funktsioon on esitatud lausearvutuse valemina, siis tuleb tes-
timiseks asendada valemis muutujate x
1
; : : : ; x
n
k~oik esinemised vas-
tavalt v

a

artustega 
1
; : : : ; 
n
ning sooritada tehted. Selleks kulub
O(p) sammu, kus p on valemi pikkus. Algoritmi t

o

okiiruse s~oltuvus
muutujate arvust n ei ole selge, kuna me ei tea, kuidas s~oltub valemi
pikkus muutujate arvust.
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2. Kehtestatavus. Antud on Boole'i funktsioon f(x
1
; : : : ; x
n
).
Kas leidub v

a

artustus  = (
1
; : : : ; 
n
), nii et f(
1
; : : : ; 
n
) = 1
Kui funktsioon on esitatud t~oetabelina, siis see on kehtestatav, kui
tabelis leidub 1. Selle tuvastamiseks kulub halvimal juhul O(2
n
) sam-
mu. Kui funktsioon on esitatud lausearvutuse valemina pikkusega p,
siis tuleb genereerida j

arjest k~oik v

a

artustused ja testida funktsiooni
kuni esimese positiivse vastuseni. Kiirusehinnang on O(p 2
n
) sammu.
Siin tuleb m

arkida, et see on halvima juhu hinnang. Kui me oskame
valida kohe alguses t~oese v

a

artustuse (v~oi kui meil lihtsalt veab), saa-
me positiivse vastuse kohe. Sellest tekib idee konstrueerida algoritm,
mis tegeleks kehtestatava v

a

artustuse otsimisega s

ustemaatiliselt.
3. Lahendite loendamine. Antud on Boole'i funktsioon
f : f0; 1g
n
! f0; 1g. Leida v~orrandi f(x
1
; : : : ; x
n
) = 1 lahendite
arv, s.t. leida, mitmel v

a

artustusel on funktsioon t~oene. T

ahistame
funktsiooni f(x
1
; : : : ; x
n
) t~oeste v

a

artustuste arvu #f . Ilmselt ei ole
lahendite loendamise

ulesanne arvutuslikult kergem kui kehtestata-
vus, kuna f(x
1
; : : : ; x
n
) on kehtestatav parajasti siis, kui #f > 0.
Konstrueerime tagurdusalgoritmi kehtestatavuse testimiseks

uld-
kujuliste lausearvutuse valemite jaoks. Tagurdusmeetod (backtrac-
king method) on universaalne meetod otsimis

ulesannete lahendami-
seks. Meetodi idee seisneb

ulesande jaotamises v

aiksemateks alam-

ulesanneteks, mida t

o

odeldakse rekursiivselt otsitava tulemuse leidmi-
seni. Idee kehtestatavus

ulesande jaotamiseks alam

ulesanneteks annab
Boole-Shannoni lahutus.
Olgu f : f0; 1g
n
! f0; 1g n muutuja Boole'i funktsioon ja x
i
selle
muutuja. Fikseerides muutuja x
i
v

a

artuse saame funktsioonist f kaks
n  1 muutuja funktsiooni:
f
x
i
(x
1
; : : : ; x
i 1
; x
i+1
; : : : ; x
n
) = f(x
1
; : : : ; x
i 1
; 1; x
i+1
; : : : ; x
n
)
ning
f
x
i
(x
1
; : : : ; x
i 1
; x
i+1
; : : : ; x
n
) = f(x
1
; : : : ; x
i 1
; 0; x
i+1
; : : : ; x
n
):
Funktsioonide f
x
ja f
x
arvutamiseks tuleb funktsiooni f esitavas va-
lemis asendada k~oik muutuja x esinemised vastavalt konstantidega 1
v~oi 0 ja saadud valemit lihtsustada, kasutades lausearvutusest tutta-
vaid ekvivalentsiseoseid.
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Teoreem 1.1. (Boole-Shannoni lahutus)
Olgu f(x
1
; :::; x
n
) : f0; 1g
n
! f0; 1g Boole'i funktsioon, siis iga i
jaoks (1 6 i 6 n) kehtib
f(x
1
; :::; x
i 1
; x
i
; x
i+1
; :::; x
n
)  (x
i
& f
x
i
) _ (x
i
& f
x
i
):
T~oestus. Olgu  2 f0; 1g
n
suvaline v

a

artustus.
[(x
i
& f
x
i
) _ (x
i
& f
x
i
)]() =
= [(x
i
& f(x
1
; : : : ; x
i 1
; 1; x
i+1
; : : : ; x
n
)) _
_(x
i
& f(x
1
; : : : ; x
i 1
; 0; x
i+1
; : : : ; x
n
))]() =
= (
i
& f(
1
; : : : ; 
i 1
; 1; 
i+1
; : : : ; 
n
)) _
_(
i
& f(
1
; : : : ; 
i 1
; 0; 
i+1
; : : : ; 
n
)):
1) Kui 
i
= 1, siis
[x
i
& f
x
i
) _ (x
i
& f
x
i
]() =
= (1& f(
1
; : : : ; 
i 1
; 1; 
i+1
; : : : ; 
n
)) _
_(0& f(
1
; : : : ; 
i 1
; 0; 
i+1
; : : : ; 
n
)) =
= f(
1
; : : : ; 
i 1
; 1; 
i+1
; : : : ; 
n
) =
= f(
1
; : : : ; 
i 1
; 
i
; 
i+1
; : : : ; 
n
):
2) Kui 
i
= 0, siis
[(x
i
& f
x
i
) _ (x
i
& f
x
i
)]() =
= (0& f(
1
; :::; 
i 1
; 1; 
i+1
; :::; 
n
)) _
_(1& f(
1
; : : : ; 
i 1
; 0; 
i+1
; : : : ; 
n
)) =
= f(
1
; : : : ; 
i 1
; 0; 
i+1
; : : : ; 
n
) =
= f(
1
; : : : ; 
i 1
; 
i
; 
i+1
; : : : ; 
n
):

J

areldus 1.2. f(x
1
; :::; x
n
) on kehtestatav parajasti siis kui f
x
i
on kehtestatav v~oi f
x
i
on kehtestatav.
T~oestus.
=) Olgu  = (
1
; : : : ; 
i 1
; 
i
; 
i+1
; : : : ; 
n
) funktsiooni
f(x
1
; : : : ; x
n
) kehtestav v

a

artustus, s.t. f() = 1: Boole-Shannoni
lahutusest on n

aha, et v

ahemalt

uks funktsioonidest f
x
i
; f
x
i
peab
olema t~oene v

a

artustusel (
1
; : : : ; 
i 1
; 
i+1
; : : : ; 
n
).
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(=Oletame, et f
x
i
(x
1
; : : : ; x
i 1
; x
i+1
; : : : ; x
n
) on kehtestatav, s.t.
leidub v

a

artustus (
1
; : : : ; 
i 1
; 
i+1
; : : : ; 
n
), mis muudab funktsioo-
ni f
x
i
t~oeseks Moodustame v

a

artustuse 
0
, laiendades v

a

artustust 
muutujale x
i
konstandiga 1, mis muudab Boole-Shannoni lahutuse
parema poole t~oeseks. Seega peab olema t~oene ka vasak pool, s.t.

0
= (
1
; : : : ; 
i 1
; 1; 
i+1
; : : : ; 
n
) on funktsiooni f kehtestav v

a

ar-
tustus. Analoogiliselt, kui v

a

artustus (
1
; : : : ; 
i 1
; 
i+1
; : : : ; 
n
)
muudab t~oeseks funktsiooni f
x
i
(x
1
; : : : ; x
i 1
; x
i+1
; : : : ; x
n
), siis on
(
1
; : : : ; 
i 1
; 0; 
i+1
; : : : ; 
n
) funktsiooni f kehtestav v

a

artustus. 
Algoritm 1.3. Kehtestatavusalgoritm lausearvutuse valemitele.
function SAT (F : valem) : BOOLEAN
begin
if F = 0 then return (0) 
if F = 1 then return (1) 
vali valemi F muutuja x;
return (SAT (F
x
) _ SAT (F
x
));
end SAT
Esitatud algoritmis tuleb m~oista v~ordusi F = 0 ja F = 1 s

untaktiliste
v~ordustena, s.t. valem koosneb konstandist 0 v~oi 1.
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2. Disjunktiivne ja konjunktiivne
normaalkuju
Lihtsamate ja kiiremate t

o

otlusalgoritmide saamiseks kasutatak-
se Boole'i funktsioonide esitamiseks disjunktiivset ja konjunktiivset
normaalkuju.
Disjunktiivne normaalkuju (disjunctive normal form, DNF).
Lausearvutuse valem F on disjunktiivsel normaalkujul, kui ta on esi-
tatav j

argmiselt:
F (x
1
; :::; x
n
) =
p
_
i=1
C
i
;
kus C
i
on elementaarkonjunktsioon (term), mis on esitatav kujul
C
i
=
m
i
&
j=1
l
ij
;
kus l
ij
on literaal. Literaal on muutuja v~oi selle eitus.

Uldisust kitsendamata v~oime eeldada, et disjunktiivse normaal-
kuju k~oik termid on erinevad ja iga muutuja esineb termis

ulimalt

uks kord. T~oepoolest, kui term sisaldab literaale x ja x, siis on term
samaselt v

a

ar ja selle v~oib kustutsda. Korduvad literaalid ei muuda
aga termi t~oev

a

artust. Samuti v~oib eeldada, et k~oik termid disjunk-
tiivses normaalkujus on erinevad. DNF on t

aielik, kui igas termis on
t

apselt n literaali, s.t. m
i
= n.
Konjunktiivne normaalkuju (conjunctive normal form, CNF).
Lausearvutuse valem F on konjunktiivsel normaalkujul, kui ta on esi-
tatav kujul
F (x
1
; :::; x
n
) =
p
&
i=1
D
i
kus D
i
on elementaardisjunktsioon (disjunkt), mis on esitatav kujul
D
i
=
m
i
_
j=1
l
ij
kus l
ij
on literaal.

Uldisust kitsendamata v~oib eeldada, et iga muutuja esineb igas
disjunktis

ulimalt

uks kord. T~oepoolest, kui disjunkt sisaldab lite-
raale x ja x, siis on disjunkt samaselt t~oene ja selle v~oib kustutada.
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Korduvad literaalid aga ei muuda disjunkti t~oev

a

artust. Analoogili-
selt v~oib eeldada, et k~oik disjunktid konjunktiivses normaalkujus on
erinevad. CNF on t

aielik, kui igas disjunktis on t

apselt n literaali, s.t.
m
i
= n.
J

argnevalt vaatleme, kuidas DNF ja CNF v

aljendavad k~oikide
v

a

artustuste hulga omadusi. T

ahistame x
1
= x ja x
0
= x. Kui
l 2 fx; xg, siis nimetame muutujat x literaali l muutujaks ja t

a-
histame var(l). Literaali eituselt eemaldame kahekordse eituse, s.t.
l =

x; kui l = x,
x; kui l = x
Olgu DNF F muutujate hulgaga X = fx
1
; : : : ; x
n
g ning T valemi
F term kujul T = y

1
1
& : : : & y

k
k
, kus y
i
2 X (1 6 i 6 k). Olgu
z
1
; : : : ; z
n k
hulga X muutujad, mis ei esine termis T . DNF F on
t~oene parajasti siis, kui v

ahemalt

uks term on t~oene. Term T on t~oene
parajasti siis, kui k~oik selle literaalid on t~oesed, s.t. iga v

a

artustuse
jaoks, milles y
1
= 
1
; : : : ; y
k
= 
k
, s~oltumata

ulej

a

anud muutujate
v

a

artustest. Seega on term T t~oene 2
n k
v

a

artustuse jaoks. T

aielik
term, milles esinevad k~oik muutujad, on t~oene

uhe v

a

artustuse jaoks.
Kui t

aielik term T on kujul x

1
1
& : : :&x

n
n
, siis ainus v

a

artustus, mis
muudab termi T t~oeseks, on (
1
; : : : ; 
n
). Term T = y

1
1
& : : :& y

k
k
on seega samav

a

arne 2
n k
t

aieliku termi disjunktsiooniga
T 
_
(
1
;:::;
n k
)2f0;1g
n k
y

1
1
& : : :& y

k
k
& z

1
1
& : : :& z

n k
n k
:
Seega esitab DNF t~oeste, e. lubatud v

a

artustuste loetelu.
Olgu CNF F muutujate hulgaga X = fx
1
; : : : ; x
n
g ning D valemi
F disjunkt kujul D = y

1
1
_ : : : _ y

k
k
, kus y
i
2 X (1 6 i 6 k). Olgu
z
1
; : : : ; z
n k
hulga X muutujad, mis ei esine disjunktis D. CNF F
on v

a

ar parajasti siis, kui v

ahemalt

uks disjunkt on v

a

ar. Disjunkt
D on v

a

ar parajasti siis, kui k~oik selle literaalid on v

a

arad, s.t. iga
v

a

artustuse jaoks, milles y
1
= 
1
; : : : ; y
k
= 
k
, s~oltumata

ulej

a

anud
muutujate v

a

artustest. Seega on disjunkt D v

a

ar 2
n k
v

a

artustuse
jaoks. T

aielik disjunkt, milles esinevad k~oik muutujad, on v

a

ar

uhe
v

a

artustuse jaoks. Kui t

aielik disjunkt D on kujul x

1
1
_ : : :_x

n
n
, siis
ainus v

a

artustus, mis muudab disjunkti D v

a

araks, on (
1
; : : : ; 
n
).
Disjunkt D = y

1
1
_ : : : _ y

k
k
on seega samav

a

arne 2
n k
t

aieliku
disjunkti konjunktsiooniga
D  &
(
1
;:::;
n k
)2f0;1g
n k
y

1
1
_ : : : _ y

k
k
_ z

1
1
_ : : : _ z

n k
n k
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Seega esitab CNF v

a

arate e. keelatud v

a

artustuste loetelu.
Vaatleme, kuidas v

aljendada DNF-i ja CNF-i abil graa klikkide
struktuuri. Graa G = (V;E) klikk on G tippude hulga V alam-
hulk V
0
, mis indutseerib t

aieliku alamgraa. Graa G maksimaalne
klikk on selline klikk V
0
 V , et

ukski tippude hulk V
00
, selline et
V
0
 V
00
 V , ei ole klikk. Tipule i 2 V vastaku muutuja x
i
2 X ,
niiviisi v~oime vaadelda v

a

artustusi kui hulga V alamhulkade karakte-
ristlikke vektoreid. Konstrueerime DNF-i DF
G
ja CNF-i CF
G
, mille
t~oesed v

a

artustused on graa G klikkide karakteristlikud vektorid.
Alustame konkreetse n

aite uurimisest.
N

aide. Olgu graaf G:
1
43
2
Graa G klikid on fg; f1g, f2g, f3g, f4g, f1; 3g, f2; 3g, f2; 4g, f3; 4g,
f2; 3; 4g ning maksimaalsed klikid on f1; 3g ja f2; 3; 4g.
Koostame t~oetabeli:
x
1
x
2
x
3
x
4
f
G
klikk
0 0 0 0 1 ;
0 0 0 1 1 fx
4
g
0 0 1 0 1 fx
3
g
0 0 1 1 1 fx
3
; x
4
g
0 1 0 0 1 fx
2
g
0 1 0 1 1 fx
2
; x
4
g
0 1 1 0 1 fx
2
; x
3
g
0 1 1 1 1 fx
2
; x
3
; x
4
g
1 0 0 0 1 fx
1
g
1 0 0 1 0 {
1 0 1 0 1 fx
1
; x
3
g
1 0 1 1 0 {
1 1 0 0 0 {
1 1 0 1 0 {
1 1 1 0 0 {
1 1 1 1 0 {
Kirjutades t~oetabeli j

argi v

alja funktsiooni f
G
t

aieliku disjunktiivse
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normaalkuju ja minimeerides seda, saame disjunktiivse normaalkuju
DF
G
= (x
2
& x
4
) _ (x
1
):
Paneme t

ahele, et muutujad saadud DNF-i esimeses termis moodus-
tavad maksimaalse kliki fx
1
; x
3
g t

aiendi ja muutujad teises termis
maksimaalse kliki fx
2
; x
3
; x
4
g t

aiendi. Tehes julge h

upoteesi, et see
ei ole juhuslik, saame graa G iga maksimaalse kliki V
0
 V j

argi
termi
T
V
0
= &
i2V nV
0
x
i
:
Valem DF
G
on k~oikide selliste termide disjunktsioon:
DF
G
=
_
V
0
=maxklikk
T
V
0
:
Osutub, et esitatud h

upotees peab paika.
Teoreem 2.1. Olgu G = (V;E) graaf, mille tippude hulk on
V = f1; : : : ; ng. Kahendvektor  2 f0; 1g
n
on graa G kliki karakte-
ristlik vektor parajasti siis, kui
DF
G
() =
"
_
V
0
=maxklikk

&
i2V nV
0
x
i

#
() = 1:
T~oestus. 1)) Olgu V
0
 V graa G klikk ja  = (
1
; : : : ; 
n
)
hulga V
0
karakteristlik vektor. Graas G peab leiduma maksimaalne
klikk V
00
, mis sisaldab klikki V
0
. Valem DF
G
sisaldab termi
T
V
00
= &
i2V nV
00
x
i
:
Term T
V
00
on ilmselt t~oene hulga V
00
karakteristlikul vektoril , kuna
iga i 2 V nV
00
jaoks 
i
= 0. V
0
on hulga V
00
alamhulk, seega v~ordusest

i
= 0 j

areldub 
i
= 0. J

arelikult T
V
00
() = 1 ja DF
G
() = 1:
2) ( Olgu DF
G
() = 1. Siis peab leiduma graa G maksimaalne
klikk V
00
ja sellele vastav term
T
V
00
= &
i2V nV
00
x
i
;
niisugune et T
V
00
() = 1. See on v~oimalik ainult juhul, kui 
i
= 0 iga
i 2 V nV
00
jaoks. Siis aga V
0
 V
00
ja V
0
on graa G klikk. 
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Kirjutades eelmise n

aite funktsiooni f
G
t~oetabeli j

argi v

alja t

aie-
liku konjunktiivse normaalkuju ja minimeerides seda, saame tulemu-
seks valemi (x
1
_ x
2
)& (x
1
_ x
4
): Paneme t

ahele, et siin on disjunk-
tideks puuduvate servade otspunktidele vastavate muutujate eituste
disjunktsioonid. Seega oleks

uldkujuline valem
CF
G
= &
fi;jg62E
(x
i
_ x
j
):
Teoreem 2.2. Olgu G = (V;E) graaf, mille tippude hulk on
V = f1; : : : ; ng. Kahendvektor  2 f0; 1g
n
on graa G kliki karakte-
ristlik vektor parajasti siis, kui
CF
G
() =

&
fi;jg62E
(x
i
_ x
j
)

() = 1:
T~oestus. T~oestuse j

atame iseseisvaks harjutuseks (vt.

ulesanne 5).

Anal

u

usides saadud valemeid v~oime

oelda, et probleemi kirjelda-
mine DNF abil t

o

otab nagu autokraatliku riigi seadusandlus { k~oik,
mis ei ole lubatud, on keelatud. CNF v

aljendab aga demokraatlikku
seadusandlust { k~oik, mis ei ole keelatud, on lubatud.
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3. Tagurdusalgoritm konjunktiivsele
normaalkujule
Selleks, et rakendada tagurdusalgoritmi konjunktiivsele normaal-
kujule C, uurime k~oigepealt valemite C
x
ja C
x
leidmist.
Teoreem 3.1. Kui C on CNF ja l on literaal, siis CNF C
l
on va-
lem C, millest on eemaldatud k~oik disjunktid, mis sisaldavad literaali
l ning literaal l

ulej

a

anud disjunktidest.
T~oestus. C
l
on denitsiooni kohaselt valem C, milles on literaal
l asendatud konstandiga 1 ja l konstandiga 0. Disjunktid, mis si-
saldavad konstanti 1 on t~oesed ja ei m~ojuta valemi C
l
t~oev

a

artust.
Konstant 0 aga ei m~ojuta seda sisaldava disjunkti t~oev

a

artust. 
Lisaks osavalemite C
x
ja C
x
lihtsustumisele v~orreldes

uldkujuliste
lausearvutuse valemitega, pakub CNF ka teisi v~oimalusi tagurdus-
algoritmi kiirendamiseks.
Fakt. Kui F sisaldab

uhikdisjunkti l (disjunkt, mis koosneb ai-
nult

uhest literaalist), siis iga kehtestav v

a

artustus peab muutma dis-
junkti l t~oeseks.
Denitsioon. Literaal l on puhas literaal valemis F , kui F

uks-
ki disjunkt ei sisalda literaali l.
Teoreem 3.2. Kui l on puhas literaal valemis F ja F on kehtes-
tatav, siis leidub kehtestav v

a

artustus, milles literaal l on t~oene.
T~oestus. Olgu l puhas literaal ja var(l) = x
i
. Kirjutame vale-
mi F kujul, kus k~oik literaali l esinemised on esile t~ostetud, saame:
F = D
1
& :::&D
k
& (D
k+1
_ l)& :::& (D
k+m
_ l), kus D
1
; :::; D
k+m
on disjunktid, mis ei sisalda literaale l; l.
Olgu  suvaline v

a

artustus  = (
1
; :::; 
n
), nii et F () = 1.
Kui l() = 1, siis see ongi n~outud v

a

artustus. Kui l() = 0, siis
peavad disjunktid D
1
; :::; D
k+m
olema t~oesed v

a

artustusel . Kuna

ukski nimetatud disjunktidest ei sisalda literaali l, ega ka selle eitust,
siis j

a

avad need t~oeseks ka v

a

artustusel

0
= (
1
; : : : ; 
i 1
; 
i
; 
i+1
; : : : ; 
n
);
mille jaoks l(
0
) = 1: 
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Denitsioon. Disjunkt D neelab disjunkti C, kui D  C, s.t.
C = D _ l
1
_ : : : _ l
r
mingite literaalide l
1
; : : : ; l
r
jaoks.
Teoreem 3.3. Kui disjunkt D neelab disjunkti C, siis D&C  D.
T~oestus. Olgu  suvaline v

a

artustus. D() = 1 siis ja ainult siis,
kui leidub literaal l 2 D, mis on t~oene v

a

artustusel . Neelamise t~ottu
kuulub literaal l ka disjunkti C literaalide hulka, seega C() = 1 ja
[D & C]() = 1. Kui aga D() = 0, siis ka [D & C]() = 0. 
Konjunktiivse normaalkuju F disjunkti E nimetatakse neelata-
vaks, kui leidub D 2 F mis neelab disjunkti E. Arusaadavalt on
m~oistlik enne CNF-i t

o

otlemist eemaldada k~oik neelatavad disjunk-
tid. J

argnevas algoritmis t

ahistatase s

umboliga  t

uhja disjunkti.
Eelnevast teame, et t

uhi disjunkt keelab

ara k~oik v

a

artustused, s.t
valem, mis sisaldab t

uhja disjunkti on samaselt v

a

ar. T

uhja hulga
s

umbol, ;, t

ahistab t

uhja valemit, s.t. valemit, mis ei keela

uhtegi
v

a

artustust ja on seega samaselt t~oene.
J

argnev algoritm on saanud oma nime autorite nimede esit

ahtede
j

argi, (Davis, Putnam, Logemann, Loveland, vt. [DP60, DLL62]).
Algoritm 3.4. algoritm!DPLL
function DPLL(F: CNF): BOOLEAN
begin
S0: Eemalda valemist F neelatavad disjunktid.
S1: if F = ; then return(1);
S2: if  2 F then return(0);
S3: if flg 2 F then return(DPLL(F
l
));
S4: if l on puhas literaal then return(DPLL(F
l
));
S5: Vali literaal l;
return(DPLL(F
l
) _DPLL(F
l
));
end
Algoritmi sammu S0 nimetatakse neelamisreegliks, sammu S3

uhik-
disjunkti reegliks ning sammu S4 puhta literaali reegliks. Nende reeg-
lite lubatavus j

areldub teoreemidest 3.2 ja 3.3. Algoritm DPLL esin-
dab tegelikult tervet algoritmide peret, kuna algoritmi sammus S5
(hargnemisreeglis) on k

ask "vali literaal l", ilma et oleks t

apsusta-
tud, kuidas valikut teha. Erinevad valikustrateegiad annavad erineva
j~oudlusega algoritme. Valiku kriteeriumid varieeruvad lihsatest ("vali
literaal, mis esineb k~oige suuremas arvus disjunktides", "vali literaal,
mille eitus esineb enam kordi l

uhemates disjunktides") kuni nii kee-
rulisteni, et nende kontrollimiseks kuluv t

o

oaeg

uletab saadava kasu.
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N
aide. Olgu antud CNF
F = (x _ y _ z)& (x _ y _ z)& (x _ y _ z)&
& (x _ y _ z)& (x _ y _ z)& (x _ y _ z)& (x _ y _ z):
Kasutades algoritmi 3.4 koostame puu (vaata joonist 3.1). Joonisel on
puu tippudes j

a

akvalem, millele rakendatakse rekursiivselt algoritmi
DPLL. Eelviimasel tasemel literaali j

argi hargnemisi ei toimu, kuna
rakendub

uhikdisjunkti reegel. Tagasinoolte m

argenditeks on k

asu
return poolt tagastatav v

a

artus.
(yz; yz; yz; yz) (yz; yz; yz)
(z; z) (z; z) (y; y)
   ;
(xyz; xyz; xyz; xyz; xyz; xyz; xyz)
y
x = 1 x = 0
y = 1 y = 0
z = 1 y = 1 y = 1z = 1
z = 1z = 0
0 1
1
0 0 0 1
0 0
0
Joonis 3.1: DPLL((xyz; xyz; xyz; xyz; xyz; xyz; xyz));
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4. DPLL halvima juhu eksponentsiaalne
keerukus
Tagurdusalgoritmide jaoks saab eksponentsiaalne n

aide olla ainult
samaselt v

a

ar valem, kuna suvalise kehtestatava valemi t~oese v

a

artus-
tuse j

argi saab algoritmides SAT ja DPLL valida hargnemisliteraali
vastavalt v

a

artustusele ja sellega tagada otsetee lahenduspuu t~oese le-
heni. K

aesolevas peat

ukis konstrueerime

ulesannete pere, mille korral
DPLL t

o

otab alati eksponentsiaalses ajas. Selleks vaatleme tuvipesa
probleemi (inglise keeles pidgeonhole problem). Probleem on selles, et
paigutada m tuvi n tuvipesasse, nii et igas pesas oleks

ulimalt

uks
tuvi. Lausearvutuse valemit, mis kirjeldab k~oikv~oimalikke paigutusi,
t

ahistame PHP
m
n
. Arusaadavalt on

ulesandel lahend ainult juhul kui
m 6 n. Vastupidisel juhul on valem PHP
m
n
samaselt v

a

ar. Valemit
:PHP
n+1
n
(mis on tautoloogia) nimetatakse tuvipesa printsiibiks ja
valemit :PHP
m
n
, kus m > n nimetatakse

uldistatud tuvipesa print-
siibiks. Meid huvitab tuvipesade printsiibi eitus, s.t. samaselt v

a

ar
valem PHP
n+1
n
Selle konstrueerimiseks vajame m~oningaid abivahen-
deid (mida l

aheb vaja ka j

argnevates peat

ukkides).
Deneerime valemi atleast :
atleast(k; x
1
; :::; x
n
) = &
fi
1
;:::;i
n k+1
gf1;:::;ng
(x
i
1
_ : : : _ x
i
n k+1
):
N

aide. atleast(2; x
1
; x
2
; x
3
) = (x
1
_ x
2
)& (x
1
_ x
3
)& (x
2
_ x
3
)
n = 3; k = 2; n  k + 1 = 2:
x
1
x
2
x
3
x
1
_ x
2
x
1
_ x
3
x
2
_ x
3
atleast(2; x
1
; x
2
; x
3
)
0 0 0 0 0 0 0
0 0 1 0 1 1 0
0 1 0 1 0 1 0
0 1 1 1 1 1 1
1 0 0 1 1 0 0
1 0 1 1 1 1 1
1 1 0 1 1 1 1
1 1 1 1 1 1 1
Vektori  2 f0; 1g
n
Hammingi kaal, kk, on vektori

uhtede arv:
kk = 
n
i=1

i
.
Teoreem 4.1. [atleast(k; x
1
; :::; x
n
)](
1
; :::; 
n
) = 1 parajasti siis,
kui kk > k:
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T~oestus. 1) Olgu  suvaline v

a

artustus, selline et
[Atleast(k; x
1
; : : : ; x
n
)](
1
; : : : ; 
n
) = 1:
Oletame vastuv

aiteliselt, et kk < k,  sisaldab l > n   k nulli, ehk
v

ahemalt n k+1 nulli. Olgu need positsioonidel i
1
; : : : ; i
n k+1
. Dis-
junkt (x
i
1
_ : : : _ x
i
n k+1
) 2 atleast(k; x
1
; : : : ; x
n
). Kuna
(x
i
1
_ ::: _ x
i
n k+1
)() = 0, siis [atleast(k; x
1
; :::; x
n
)]() = 0
2) Olgu  v

a

artustus,selline et kk > k, siis  sisaldab kuni n  k
nulli. Selleks, et mingi disjunkt oleks v

a

ar, peab v

a

artustuses olema
v

ahemalt n  k + 1 nulli. 
Edaspidises l

aheb meil vaja ka analoogilist valemit, "

ulimalt k

uhte".
atmost(k; x
1
; :::; x
n
) = &
2f0;1g
n
;
kk=k+1
(
_

i
=1
x
i
)
Teoreem 4.2. [atmost(k; x
1
; :::; x
n
)](
1
; :::; 
n
) = 1 parajasti siis,
kui jj 6 k:
T~oestus. T~oestuse j

atame iseseisvaks harjutuseks, vt.

ulesanne 7.

Viimased kaks teoreemi kokku lubavad deneerida valemi
exactly(k; x
1
; : : : ; x
n
) = atleast(k; x
1
; : : : ; x
n
)&atmost(k; x
1
; : : : ; x
n
);
mis on t~oene v

a

artustusel  siis ja ainult siis, kui kk = k.
T

ahistame unique(x
1
; : : : ; x
n
) valemit, mis on t~oene v

a

artustus-
tel, mis sisaldavad t

apselt

uhte v

a

artust "1":
unique(x
1
; : : : ; x
n
) = exactly(1; x
1
; : : : ; x
n
) =
= atleast(1; x
1
; : : : ; x
n
)& atmost(1; x
1
; : : : ; x
n
) =
= (x
1
_ : : : _ x
n
)&

&
16i<j6n
(x
i
_ x
j
)

Lemma 4.3. Valemi unique(x
1
; :::; x
n
) korral kehtib:
1) Valem on s

ummeetriline literaalide vahetuse suhtes.
2) n > 2 korral esineb iga literaal x
i
nii positiivselt kui negatiivselt
ning ei esine kunagi

uksi (vaid alati disjunktis m~one teise muutujaga).
3) unique(x
1
; : : : ; x
n
) neelab m~onda unique(y
1
; : : : ; y
m
) osavalemit
siis ja ainult siis, kui fx
1
; : : : ; x
n
g  fy
1
; : : : ; y
m
g:
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4)
unique
x
1
(x
2
; : : : ; x
n
) = &
i=2;:::;n
x
i
:
5)
unique
x
1
(x
2
; : : : ; x
n
) = unique(x
2
; : : : ; x
n
):
T~oestus. 1) ja 2) on ilmsed. 3), 4) ja 5) on

ulesandeks lugejale (vt.

ulesannet 8). 
Konstrueerime n

u

ud valemite pere PHP
n+1
n
parameetri n p~ohjal.
Muutujate hulk x
1;1
; : : : ; x
n;n+1
moodustab n(n+1) tabeli. J

argnev
valem v

aidab sisuliselt seda, et tabeli igas reas ja igas veerus on t

apselt

uks muutuja v

a

artustatud t~oeseks:
PHP
n+1
n
(x
1;1
; : : : ; x
n;n+1
) =
=

&
i=1;:::;n
unique(x
i;1
; : : : ; x
i;n+1
)

&
&

&
i=1;:::;n+1
unique(x
1;i
; : : : ; x
n;i
)

:
Valem on ilmselgelt samaselt v

a

ar, sest veerge on

uhe v~orra rohkem,
kui ridu.
Lemma 4.4. Olgu T valem, mis avaldub valemite unique kon-
junktsioonina, kusjuures T iga muutuja x sisaldub t

apselt kahes alam-
valemis unique, mis m~olemad s~oltuvad veel v

ahemalt n teisest muu-
tujast, kusjuures

ukski muutuja peale x ei sisaldu m~olemas neis kahes
valemis. Siis teeb DPLL valemi T v

a

artuse otsimisel igas vaadelda-
vas harus v

ahemalt n hargnemist.
T~oestus. T~oestame v

aite induktsiooniga:
Baas: n = 0 korral on v

aide ilmne (sest teoreem ei v

aida sel juhul
sisuliselt midagi).
Samm: n > 1. Teoreemi eeldustest l

ahtuvalt on selge, et iga valem
unique s~oltub v

ahemalt kahest muutujast ja iga muutuja sisaldub
t

apselt kahes valemis unique. Lemma 4.3 p.2 t~ottu ei saa seega kasu-
tada ei

uhikdisjunkti ega ka puhta literaali reeglit ning p.3 v

alistab
neelamisreegli (sest

uheski kahes valemis unique pole

ule

uhe

uhise
muutuja ning muutujaid on k~oigis v

ahemalt 2). Seega on vaja raken-
dada hargnemisreeglit. Vaatleme eraldi m~olemas harus toimuvat, kui
kseeritakse suvaline muutuja x:
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x = 1 Lemma 4.3 p.4 p~ohjal teisenevad m~olemad muutujat x sisalda-
nud valemid unique negatiivsete literaalide konjunktsiooniks. DPLL
kasutab enne oma j

argmist hargnemist k~oigi nende literaalide jaoks

uhikdisjunkti reeglit ja kseerib nad negatiivse v

a

artusega. Selle tule-
musena l

uhenevad k~oik neid sisaldanud valemid unique

uhe muutuja
v~orra (Lemma 4.3 p.5). Et aga

ukski teine muutuja peale x ei sisaldu
m~olemas valemis unique, ei saa

ukski neist l

uheneda rohkem kui 1
muutuja jagu.
x = 0 Lemma 4.3 pt 5 t~ottu l

uhenevad m~olemad muutujat x sisalda-
nud valemid unique lihtsalt

uhe muutuja v~orra.
Paneme t

ahele, et m~olemal juhul taandab DPLL valemi T vale-
miks T
0
, mis rahuldab k~oiki teoreemi eeldusi juhul n 1, mis t

ahendab
induktsiooni h

upoteesi j

argi, et selles tuleb teha veel v

ahemalt n  1
hargnemist igas harus. Lisades sellele juurde muutuja x kseerimisel
tehtud hargnemise saamegi vajalikud n sammu. 
Teoreem 4.5. Algoritm DPLL t

o

otab valemitel PHP
n+1
n
sisendi
pikkuse suhtes eksponentsiaalses ajas.
T~oestus. Valem PHP
n+1
n
on unique-valemite konjunktsioon, mis
rahuldab lemma 4.4 eeldusi n   1 korral. Seega tehakse igas vaadel-
dud harus v

ahemalt n 1 hargnemist. Et PHP on samaselt v

a

ar, on
DPLL sunnitud l

abi vaatama k~oik harud. Seega teeb algoritm v

ahe-
malt
P
n 1
i=0
2
i
= 2
n
  1 sammu, mis on eksponentsiaalne PHP
n+1
n
pikkuse (O(n
3
)) suhtes
. 
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5. Lahendite loendamine
elimineerimismeetodil
Lahendite loendamiseks ei ole tingimata vajalik valemi k~oigi t~oes-
te v

a

artustuste leidmine. Disjunktiivne ja konjunktiivne normaalkuju
sisaldavad loendamiseks vajalikku informatsiooni, vaja on seda kasu-
tades teha vastavad arvutused. K

aesolevas peat

ukis esitatud meetod
on v~oetud K. Iwama artiklist [Iwa89].
Disjunktiivset ja konjunktiivset normaalkuju v~oib vaadelda lite-
raalide hulkade hulkadena, erinev on ainult semantika. Seet~ottu on
m~oistlik uurida nende omadusi koos. Unustame ajutiselt tehtem

argid
ja tegeleme literaalide hulkadega. Olgu muutujate hulk
X = fx
1
; : : : ; x
n
g:
Denitsioon. Literaalide hulk fl
1
; :::; l
k
g sisaldab kontraarset
paari, kui selles hulgas leidub mingi muutuja ja tema eitus.
Denitsioon. Literaalide hulk on koosk~olaline, kui see ei sisalda
kontraarset paari.
Denitsioon. Normaalkuju on koosk~olaliste literaalihulkade hulk.
Denitsioon. Koosk~olaline literaalide hulk on t

aielik, kui selle
v~oimsus on v~ordne muutujate arvuga n.
Denitsioon. Normaalkuju on t

aielik, kui selle iga literaalihulk
on t

aielik.
Kui L = fl
1
; : : : ; l
k
g on koosk~olaline literaalide hulk ning
y
1
; :::; y
n k
on muutujad, mis ei esine hulgas L ehk
X n fvar(l
1
); : : : ; var(l
k
)g = fy
1
; :::; y
n k
g;
siis hulga L t

aielik normaalkuju on
gen(L) = ffl
1
; : : : ; l
k
; y

1
1
; : : : ; y

n k
n k
g :  2 f0; 1g
n k
g:
Normaalkuju gen(L) koosneb ilmselt 2
n k
t

aielikust literaalide hul-
gast. Kui normaalkuju N = fL
1
; : : : ; L
p
g, siis vastav t

aielik nor-
maalkuju on literaalihulkade t

aielike normaalkujude hulgateoreetiline
summa
gen(N) =
p
[
i=1
gen(L
i
):
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Kui N esitab disjunktiivset normaalkuju, siis selle t~oeste v

a

artustus-
te arv on jgen(N)j. Kui N esitab konjunktiivset normaalkuju, siis
selle v

a

arade v

a

artustuste arv on jgen(N)j ning t~oeste v

a

artustuste
arv 2
n
  jgen(n)j. M~olemal juhul tuleb lahendite loendamiseks osata
arvutada suurust jgen(N)j. Literaalide hulga L = fl
1
; : : : ; l
k
g jaoks
on probleem lihtne { jgen(L)j = 2
n k
. Selleks, et arvutada jgen(N)j
tuleb aga arvestada, et jgen(L
i
)j ja jgen(L
j
j v~oivad sisaldada

uhiseid
elemente. Seega tuleb kasutada kombinatoorikast tuntud elimineeri-
misteoreemi:
Kui X = X
1
[ : : : [X
p
, siis
jX j =
p
X
k=1
( 1)
k 1
0
@
X
fi
1
;:::;i
k
gf1;:::;pg
jX
i
1
\ : : : \X
i
k
j
1
A
:
Elimineerimisteoreemi rakendamiseks meie juhule peame oskama ar-
vutada suurusi jgen(L
i
1
) \ : : : \ gen(L
i
k
)j:
Teoreem 5.1.
gen(L
1
) \ ::: \ gen(L
m
) =
8
<
:
;; kui L
1
[ ::: [ L
m
sisaldab
kontraarset literaalipaari,
gen(L
1
[ ::: [ L
m
); vastupidisel juhul
T~oestus.
1) Sisaldagu L
1
[:::[L
m
kontraarset paari (x; x), s.t. leiduvad i; j nii
et x 2 L
i
; x 2 L
j
. Siis gen(L
i
) iga literaalihulk sisaldab literaali x ja
gen(L
j
) iga literaalihulk sisaldab literaali x, seega
gen(L
i
) \ gen(L
j
) = ;, aga siis on ka gen(L
1
) \ ::: \ gen(L
m
) = ;.
2) L
1
[ :::[L
m
ei sisalda kontraarset paari. T~oestame induktsiooniga
m j

argi.
Baas: m=1, gen(L
1
) = gen(L
1
):
Samm: Rakendame hulkade

uhisosale
gen(L
1
) \ : : : \ gen(L
m 1
) \ gen(L
m
)
induktsiooni h

upoteesi:
(gen(L
1
) \ : : : \ gen(L
m 1
)) \ gen(L
m
) =
= gen(L
1
[ ::: [ L
m 1
) \ gen(L
m
):
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Kuna vaadeldavad literaalide hulgad ei sisalda kontraarset paari,v~oime
need esitada kujul
L
1
[ : : : [ L
m 1
= fa
1
; : : : ; a
r
; b
1
; : : : ; b
s
g;
L
m
= fa
1
; : : : ; a
r
; c
1
; : : : ; c
t
g:
Literaalid a
1
; : : : ; a
r
on nendele hulkadele

uhised. T

ahistame
p = n   (r + s + t) ning y
1
; : : : ; y
p
olgu muutujad, mis ei sisaldu
hulgas
fvar(a
1
); :::; var(a
r
); var(b
1
); :::; var(b
s
); var(c
1
); :::; var(c
t
)g;
siis
gen(L
1
) \ : : : \ gen(L
m 1
) \ gen(L
m
) =
= gen(L
1
[ : : : [ L
m 1
) \ gen(L
m
) =
= ffa
1
; : : : ; a
r
; b
1
; : : : ; b
s
; c

1
1
; : : : ; c

t
t
; y

1
1
; : : : ; y

p
p
g :
:  2 f0; 1g
t
;  2 f0; 1g
p
g\
\ ffa
1
; : : : ; a
r
; b

1
1
; : : : ; b

s
s
; c
1
; : : : ; c
t
; y

1
1
; : : : ; y

p
p
g :
:  2 f0; 1g
s
;  2 f0; 1g
p
g =
= ffa
1
; : : : ; a
r
; b
1
; : : : ; b
s
; c
1
; : : : ; c
t
; y

1
1
; : : : ; y

p
p
g :  2 f0; 1g
p
g =
= gen(L
1
[ : : : [ L
m
):

N

aide. F = ffx; yg
| {z }
L
1
; fxg
|{z}
L
2
; fx; zg
| {z }
L
3
g, X = fx; y; zg.
gen(L
1
) = ffx; y; zg; fx; y; zgg.
gen(L
2
) = ffx; y; zg; fx; y; zg; fx; y; zg; fx; y; zgg:
gen(L
3
) = ffx; y; zg; fx; y; zgg:
jgen(L
1
)j = 2; jgen(L
2
)j = 4; jgen(L
3
)j = 2:
gen(L
1
) \ gen(L
2
) = ;:
gen(L
2
) \ gen(L
3
) = ;:
gen(L
1
) \ gen(L
3
) = fx; y; zg:
jgen(F )j = jgen(L
1
)j+ jgen(L
2
)j+ jgen(L
3
)j  (jgen(L
1
)\gen(L
2
)j+
jgen(L
1
) \ gen(L
3
)j+ jgen(L
2
) \ gen(L
3
)j)+
jgen(L
1
) \ gen(L
2
) \ gen(L
3
)j =
2
1
+ 2
2
+ 2
1
  (0 + 2
0
+ 0) + 0 = 7:
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6. Ortogonaliseerimine
Elimineerimisteoreemi kasutamist on v~oimalik v

altida, teisenda-
des sobival viisil normaalkuju. Meetod, mida siin esitame on v~oetud
artiklitest [Dub91, Tom93].
Denitsioon. Koosk~olalised literaalide hulgad D ja E on orto-
gonaalsed, kui
gen(D) \ gen(E) = ;:
Fakt. D ja E on ortogonaalsed siis ja ainult siis, kui D [ E
sisaldab kontraarset literaalipaari (j

areldub teoreemist ??).
Denitsioon. Normaalkuju F on ortogonaalne, kui F literaali-
de hulgad on paarikaupa ortogonaalsed.
Ortogonaalse normaalkuju F = fX
1
; : : : ; X
p
g puhul kehtib
gen(X
i
) \ gen(X
j
) = ; iga i; j jaoks 1 6 i < j 6 p ja seet~ottu
jgen(X)j =
p
X
i=1
jgen(X
i
)j:
Kui t~olgendada ortogonaalset normaalkuju F disjunktiivse normaal-
kujuna, saame t~oeste v

a

artustuste arvuks
#F =
p
X
i=1
2
n jX
i
j
ning t~olgendades seda konjunktiivse normaalkujuna saame
#F = 2
n
 
p
X
i=1
2
n jX
i
j
:
Siit tuleb idee teisendada konjunktiivne normaalkuju ortogonaalseks,
et v

altida elimineerimisteoreemi rakendamise vajadust.
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Algoritm 6.1. Disjunktipaari ortogonaliseerimine
function Ort(D,E: disjunktid): CNF
begin
if(D ja E on ortogonaalsed) then return(D & E) 
if D neelab E then return(D) 
D = a
1
_ : : : _ a
k
_ c
1
_ : : : _ c
l
E = a
1
_ ::: _ a
k
_ b
1
_ ::: _ b
r
kus var(c
i
) 6= var(b
j
), 1 6 i 6 l, 1 6 j 6 r.
(Olgu r > l)
return (D & E
1
& E
2
& :::& E
l
), kus E
1
= E _ c
1
E
2
= E _ c
1
_ c
2
E
3
= E _ c
1
_ c
2
_ c
3
::::::::::::::::::::::::::::
E
l
= E _ c
1
_ ::: _ c
l 1
_ c
l

end
N

aide
D
z }| {
( x
|{z}
a
1
_ y
|{z}
a
2
_ z
|{z}
c
1
_ v
|{z}
c
2
)&(
E
z }| {
x
|{z}
a
1
_ y
|{z}
a
2
_ w
|{z}
b
1
_ u
|{z}
b
2
)
Kasutades algoritmi 6.1, saame
D = (x _ y _ z _ v)
E
1
= (x _ y _ w _ u _ z)
E
2
= (x _ y _ w _ u _ z _ v)
Teoreem 6.2. Ort(D, E) on ortogonaalne CNF, mis on ekviva-
lentne D &E-ga.
T~oestus.
Kui D ja E on ortogonaalsed, siis algoritmi v

aljund on D & E ja
teoreemi v

aited kehtivad. Samuti on ilmne juhtum, kus

uks disjunkt
neelab teist. Mittetriviaalsel juhul on iga i jaoks (1 6 i 6 l) disjunkt
D disjunktiga E
i
ortogonaalne (kontraarne paar c
i
2 D ning c
i
2 E
i
).
Iga i; j jaoks (1 6 i < j 6 l) on E
i
ja E
j
ortogonaalsed, kuna c
i
2 E
i
ja c
i
2 E
j
.
N

aitame, et D&E  D&E
1
& :::&E
l
: Olgu  suvaline v

a

artustus
 2 f0; 1g
n
. Kui [D & E]() = 1, siis D() = 1 ja E() = 1, seega
ka E
i
() = [E _ c
1
_ ::: _ c
i 1
_ c
i
]() = 1, kuna E() = 1. Kui
[D & E]() = 0, siis kas D() = 0, v~oi D() = 1 ja E() = 0.
Esimesel juhul [D& E
1
& :::& E
l
]() = 0, teisel juhul a
1
() = 0; : : : ;
a
k
() = 0: Siis v

ahemalt

uks literaalidest c
i
= 1. Olgu i
0
v

ahim i, et
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ci
0
() = 1, siis E
i
0
() = E() _ c
1
() _ ::: _ c
i
0
 1
() _ c
i
0
()
= 0,
seega ka [D & E
1
& :::& E
l
]() = 0. 
Algoritm 6.3. Ortogonaliseerimine
function Orthogonalize(F:CNF):CNF
Algoritm kasutab disjunktide hulka L, milles on
m

argendatud ortogonaliseeritud disjunktid
begin
L := F
while L sisaldab m

argendamata disjunkte
do Vali m

argendamata D 2 L, m

argenda D
for E 2 fvalemi L m

argendamata disjunktidg
do eemalda E, lisa ort(D & E)nfDg
end for
end while
return L
end
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7. Ortogonaalne DNF
Kui anal

u

usida algoritmi SAT esimesest peat

ukist, siis n

aeme,
et literaalid, mis m

argendavad lahenduspuu teed kuni leheni, milles
j

a

akvalem on 1 (t~oene), moodustavad disjunktiivse normaalkuju ter-
mi ning erinevatele lehtedele vastavad termid sisaldavad kontraarset
literaalipaari. Siit tuleb idee moditseerida algoritmi SAT nii, et v

al-
jundiks oleks ortogonaalne DNF. Algoritmi esimene parameeter on

uldkujuline lausearvutuse valem, teine parameeter on s~onemuutuja,
mis on algselt t

uhi s~one  (mis t

ahistab t

uhja termi) ja v

aljund on
samuti s~one. Funktsioonist v

aljumisel k

asuga return teostatakse s~o-
nemuutujate ja s~onede konkatenatsiooni.
Algoritm 7.1. SATO. Valem ) ortogonaalne DNF.
function SATO(F :formula,C:string):string
begin
if F = 1 then return(C) 
if F = 0 then return(;) 
vali muutuja x;
return(SATO(F
x
; C
^
0
&
0
^
0
x
0
)
^
0
_
0
^
^
SATO(F
x
; C
^
0
&
0
^
0
x
0
));
end
Teoreem 7.2. SATO(F , ) on ortogonaalne DNF, mis on ekvi-
valentne valemiga F .
T~oestus.
1) Ortogonaalsus. Algoritmi kolmas samm tagastab
SATO(F
x
; C
^
0
&
0
^
0
x
0
), kus iga term sisaldab literaali x ja
SATO(F
x
; C
^
0
&
0
^
0
x
0
), kus iga term sisaldab literaali x, millega
on ortogonaalsus tagatud.
2) Ekvivalentsus. T~oestame induktsiooniga muutujate arvu n j

argi.
Baas: n = 1 P

arast lihtsustamisi on neli erinevat

uhe muutujaga
valemit: 0, x, x ja 1. Algoritmi SATO v

aljundid on vastavalt ;; x; x
ja .
Samm: Olgu valitav muutuja x
1
, siis
SATO(F
x
1
(x
2
; :::; x
n
);
0
x
0
1
)
^
0
_
0
^
SATO(F
x
1
(x
2
; :::; x
n
);
0
x
0
1
) =
= SATO(F
x
1
(x
2
; :::; x
n
);)
^
0
&
0
^
0
x
0
1
^
0
_
0
^
^
SATO(F
x
1
(x
2
; :::; x
n
);)
^
0
&
0
^
0
x
0
1
:
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Induktsiooni h

upoteesi kohaselt
SATO(F
x
1
(x
2
; :::; x
n
);)  F
x
1
,
SATO(F
x
1
(x
2
; :::; x
n
);)  F
x
1
ning F  F
x
1
& x
1
_ F
x
1
& x
1
: 
Sama algoritmi saame rakendada ka konjunktiivsele normaalkuju-
le, kasutades kiirendavaid

uhikdisjunkti ja neelamise reegleid. Puhta
literaali reegli kasutamine annaks vale tulemuse, kuna see v~oib l~oigata

ara lahenduspuu m~oned t~oesed harud.
Algoritm 7.3. DPLLO. CNF ) ortogonaalne DNF.
function DPLLO(F :CNF,C:string):string
begin
S0: Eemalda valemist F neelatavad disjunktid.
S1: if F = ; then return(C) 
S2: if F =  then return() 
S3: if flg 2 F then return (DPLL(F
l
; C
^
0
&
0
^
0
l
0
)) 
S4: vali muutuja x;
return((DPLLO(F
x
; C
^
0
&
0
^
0
x
0
)
^
0
_
0
^
^
DPLLO(F
x
; C
^
0
&
0
^
0
x
0
))
end
N

aide. F = ((x _ y) & (x _ z) & (y _ w) & (z _ w)); C = :
Kasutades algoritmi 7.3 koostame puu (vaata joonist 7.1).
M

o

oda puud

ules liikudes saame valemi
G = (x& y & z & w) _ (x & y & w) _ (x& y & z & w) _ (x & y & z).
Kui meie eesm

ark on t~oeste v

a

artustuste loendamine, siis saame
algoritmides SATO ja DPLLO loobuda ortogonaalse DNF-i v

aljasta-
misest, kuna lahenduspuu t~oese lehe kaugus puu juurest on ka vastava
termi literaalide arv. See inspireerib konstrueerima j

argmisi algorit-
me.
Algoritm 7.4. Lausearvutuse valemi lahendite loendamine.
function #SAT(F :formula,k:int):int
begin
if F = 1 then return2
k

if F = 0 then return(0) 
vali muutuja x;
return(#SAT (F
x
; k   1) + #SAT (F
x
; k   1));
end
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(y; z; yw; zw); (x)
(z;w; zw); (x; y) (w; zw); (x; y)
(w); (x; y; z)
;; (x; y; z;w)
(xy; xz; yw; zw);
;; (x; y;w)
(yw; zw); (x)
(w); (x; y; z) ;; (x; y; z)
;; (x; y; z;w)
(zw); (x; y)
x = 1
z = 1
w = 1
y = 1
w = 1
w = 1
y = 1
z = 1
(x; y; z; w)
(x; y; z; w)
(x; y; z; w)
(x; y; z; w)
(x; y;w)
(x; y; z; w)
(x; y;w)
(x; y; z; w)
(x; y; z; w); (x; y; z)
x = 0
y = 0
z = 0
(x; y;w); (x; y; z; w); (x; y; z)
(z; y; z)
Joonis 7.1: DPLLO((xy; xz; yw; zw););
Algoritm 7.5. CNF-i lahendite loendamine
function #DPLL(F:CNF,k:INT):INT
begin
S0: Eemalda valemist F neelatavad disjunktid.
S1: if F = ; then return(2
k
) 
S2: if  2 F then return(0) 
S3: if flg 2 F then return(#DPLL(F
l
; k   1) 
S4: vali muutuja x;
return(#DPLL(F
x
; k   1) + #DPLL(F
x
; k   1));
end
Teine parameeter, k n

aitab veel v

a

artustamata muutujate arvu.
Algoritmide #SAT ja #DPLL v

aljundiks on valemi F t~oeste v

a

ar-
tustuste arv.
N

aide.
#DPLL((x_y)& (x_z)& (y_w)& (z_w); 4) = 2
0
+2
1
+2
0
+2
1
= 6:
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Algoritmide #SAT ja#DPLL ~oigsus j

areldub teoreemist 7.2, ku-
na lahenduspuu 1-lehtedele vastavad valemiga F ekvivalentse ortogo-
naalse disjunktiivse normaalkuju termid.
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8. Moon-Moseri graad
K~oik eelmistes peat

ukkides esitatud loendamisalgoritmid on hal-
vimal juhul eksponentsiaalse t

o

oajaga. Tagurdusmeetodil p~ohineva-
te loendamisalgoritmide jaoks sobib eksponentsiaalset aega n~oudvaks
n

aiteks valem PHP
n+1
n
, kuna loendamisalgoritm peab kokku liitma
ka k~oik nullid, s.t. l

abima k~oik lahenduspuu lehed, mis vastavad v

a

a-
rale v

a

artustusele. Niisuguseid lehti on valemi PHP
n+1
n
lahendus-
puus teoreemi 4.5 p~ohjal v

ahemalt 2
n
  1. Siiski j

a

ab v

aike kahtlus:

akki leidub eksponentsiaalset t

o

oaega n~oudev n

aide ainult samaselt
v

a

arate valemite hulgas?
K

aesolevas peat

ukis esitame valemite pere, mille puhul ei ole te-
gemist samaselt v

a

arate valemitega ning mis n~ouab eksponentsiaalset
t

o

oaega k~oigilt seniesitatud loendamisalgoritmidelt. Selleks tuleb k~oi-
gepealt tegeleda monotoonsete Boole'i funktsioonide omaduste uuri-
misega.
Denitsioon. Olgu  = (
1
; : : : ; 
n
) ja  = (
1
; : : : ; 
n
) kaks
v

a

artustust pikkusega n. Me

utleme, et  eelneb vahetult v

a

artustu-
sele  (t

ahistame   ), kui
(9i)[
i
< 
i
& (8j)((j 6= i)  (
j
= 
j
))]:
Relatsiooni transitiivset sulundit t

ahistame
+
ja nimetame eelneb.
Denitsioon. Boole'i funktsioon f : f0; 1g
n
! f0; 1g on mono-
toonne, kui iga  
+
 jaoks f() 6 f().
Denitsioon. f : f0; 1g
n
! f0; 1g on antimonotoonne, kui iga
 
+
 jaoks f() > f().
Teoreem 8.1. f : f0; 1g
n
! f0; 1g on monotoonne siis ja ainult
siis, kui :f on antimonotoonne.
T~oestus. T~oestuseks m

argime, et iga ;  2 f0; 1g
n
jaoks
f() 6 f() siis ja ainult siis, kui :f() > :f(). Loomulikult keh-
tib see ka juhul, kui  
+
: 
Denitsioon. Boole'i funktsiooniga f(x
1
; : : : ; x
n
) duaalne funkt-
sioon f
dual
(x
1
; : : : ; x
n
) = :f(x
1
; : : : ; x
n
):
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Teoreem 8.2. Kui funktsioon f on monotoonne, siis on mono-
toonne ka f
dual
.
T~oestus. Olgu  ja  kaks v

a

artustust nii, et  
+
. Siis  
+
:
Funktsiooni f monotoonsuse t~ottu f() 6 f(). Siis aga
:f() 6 :f(), s.t. f
dual
() 6 f
dual
(): 
Teoreem 8.3. Kui Boole'i funktsiooni f(x
1
; : : : ; x
n
) konjunktiiv-
ne normaalkuju on C ja disjunktiivne normaalkuju on D, siis funkt-
siooni f
dual
(x
1
; : : : ; x
n
) disjunktiivse normaalkuju saame valemist C,
asendades k~oik tehtem

argid
0
&
0
tehtem

arkidega
0
_
0
ja vastupidi
ning funktsiooni f
dual
(x
1
; : : : ; x
n
) konjunktiivse normaalkuju saame
samal viisil valemist D.
T~oestus. T~oestada ise! vt.

ulesanne 15. 
Tuletame pisut meelde Boole'i funktsiooni f minimaalse disjunk-
tiivse normaalkuju leidmist Quine-McCluskey meetodil. Lihtimpli-
kant on disjunktiivse normaalkuju term, millest ei saa j

atta v

alja

uhtegi literaali, ilma et muudetud normaalkuju kaotaks samav

a

ar-
sust esialgsega.
Termide

uhildumisteisendus on operatsioon, mis teisendab termi-
paari T & x, T & x termiks T .
Quine-McCluskey meetod koosneb kahest etapist:
1) Leida funktsiooni f t

aieliku disjunktiivse normaalkuju sulund
termide

uhildumisteisenduse suhtes ja eemaldada sellest k~oik neela-
tavad termid. Tulemus on funktsiooni f k~oigi lihtimplikantide hulk.
2) Leida lihtimplikantide hulga minimaalne kate, s.t. selline alam-
hulk, milles on v

ahim arv literaale ja mis on ekvivalentne funktsioo-
niga f .
Teoreem 8.4. Monotoonse Boole'i funktsiooni minimaalne DNF
koosneb k~oigist selle lihtimplikantidest ja sisaldab ainult positiivseid
literaale.
T~oestus. Olgu l
1
& : : :& l
k

uks monotoonse Boole'i funktsiooni f
lihtimplikantidest. Oletame vastuv

aiteliselt, et literaal l
k
= x
i
mingi
muutuja x
i
2 X jaoks. Siis igas v

a

artustuses  2 f0; 1g
n
, sellises et
[l
1
& : : :& l
k
]() = 1 peab 
i
= 0, s.t.
 = (
1
; : : : ; 
i 1
; 0; 
i+1
; : : : ; 
n
):
Funktsiooni f monotoonsuse t~ottu f(
1
; : : : ; 
i 1
; 1; 
i+1
; : : : ; 
n
) = 1.
Siis aga on funktsiooni f lihtimplikantide hulgas l
1
& : : :& l
k 1
, mis
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on vastuolus eeldusega, et l
1
& : : :& l
k
on lihtimplikant. V

a

artustus,
mis annab literaalidele l
1
; : : : ; l
k
v

a

artuse 1 ja k~oigile

ulej

a

anutele
v

a

artuse 0, muudab v

a

araks k~oik

ulej

a

anud lihtimplikandid. Seega
lihtimplikant l
1
& : : :& l
k
peab kuuluma funktsiooni f minimaalsesse
DNF-i. 
J

areldus 8.5. Monotoonse Boole'i funktsiooni minimaalne CNF
sisaldab ainult positiivseid literaale.
T~oestus. Olgu D monotoonse funktsiooniga f duaalse funktsioo-
ni f
dual
minimaalne DNF. Teoreemide 8.2 ja 8.4 p~ohjal sisaldab D
ainult positiivseid literaale. Valem D
dual
on funktsiooni f konjunk-
tiivne normaalkuju, mis sisaldab samuti ainult positiivsed literaale.
Oletame, et funktsioonil f leidub CNF E, mis sisaldab v

ahem lite-
raale kui D
dual
. Siis E
dual
on funktsiooni f
dual
DNF ning D ei ole
funktsiooni f
dual
minimaalne DNF. Seega on D
dual
funktsiooni f mi-
nimaalne CNF. 
J

areldus 8.6. Antimonotoonse funktsiooni minimaalne CNF ja
DNF sisaldavad ainult negatiivseid literaale.
T~oestus. T~oestada ise, vt.

ulesanne 16. 
L

ahtudes nendest minimaalse normaalkuju omadustest on vaja ot-
sida monotoonset (v~oi antimonotoonset) Boole'i funktsiooni f , mille
minimaalse DNF pikkus on eksponentsiaalne selle CNF-i pikkusest.
Siis on funktsiooni f iga ortogonaalse DNF-i pikkus samuti ekspo-
nentsiaalne ning algoritm #DPLL sammude arv tuleb eksponent-
siaalne. Tuletades meelde n

aiteid graa klikkide struktuuri v

aljen-
damisest DNF-i ja CNF-i abil, oleks vaja leida graade pere, mille
maksimaalsete klikkide arv oleks eksponentsiaalne graa servade ar-
vust. Selline graade pere on t~oepoolest teada, need on Moon-Moseri
graad ([MM65]), mis on kohustuslikuks test

ulesandeks igale suurima
kliki leidmise algoritmile.
Denitsioon. Graa MM(m; l) = (V;E), kus
V =
0
B
@
x
11
::: x
1l
.
.
.
.
.
.
x
m1
::: x
ml
1
C
A
ja E = ffx
ij
; x
rs
g : j 6= sg nimetatakse (m; l)-Moon-Moseri graafiks.
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Piltlikult: G on MM(m; l)-graaf, kui graa G t

aiendgraaf co G
koosneb l isoleeritud m-klikist K
m
. Graa G iga maksimaalne klikk
sisaldab t

apselt

uhe tipu (suvalise) igast coG klikist K
m
. Graas G
on seega m
l
maksimaalset klikki.
Teoreem 8.7. Leidub konjunktiivsel normaalkujul olevate vale-
mite pere fM
l
g, millel algoritmide #SAT ja #DPLL t

o

oaeg on eks-
ponentsiaalne.
T~oestus. T

ahistame M
l
=MM(2; l). Graade M
l
ja co M
l
tip-
pude arv on n = 2l, graa co  M
l
servade arv on l ja graa M
l
maksimaalsete klikkide arv on 2
l
. Graa M
l
klikkide struktuuri v

al-
jendava CNF-i
CF
M
l
=
l
&
i=1
(x
1i
_ x
2i
)
disjunktide arv on l, iga

uhes 2 literaali. Sama funktsiooni DNF
DF
M
l
=
_
(i
1
;:::;i
l
)2f1;2g
l
(x
i
1
1
& : : :& x
i
l
l
)
sisaldab 2
l
termi, iga

uhes l literaali. M~olemas valemis esinevad muu-
tujad ainult negatiivselt ning

ukski disjunkt (term) ei neela teisi, seega
on need normaalkujud j

arelduse 8.6 p~ohjal minimaalsed.
Algoritmide #SAT ja #DPLL lahenduspuu lehtede arv on v~ord-
ne algoritmide SATO ja DPLLO poolt v

aljastatava ortogonaalse dis-
junktiivse normaalkuju termide arvuga. Kuna DF
M
l
on minimaalne,
siis algoritmi #DPLL sammude arv on v

ahemalt 2
l
. 
Teoreem 8.8. Valemi CF
M
l
ortogonaliseerimisel tekib 2
l
 1 dis-
junkti.
T~oestus. T~oestame induktsiooniga valemi CF
M
l
disjunktide arvu
l j

argi.
Baas: l = 1 on ilmne.
Samm: Induktsiooni h

upoteesi kohaselt koosneb CNF
orthogonalize(CF
M
l 1
) 2
l 2
 1 disjunktist. Lisame valemile CF
M
l 1
disjunkti x
1l
_x
2l
Kuna CF
M
l 1
ei sisalda literaale x
1l
; x
2l
, siis kahe-
kordistab orthogonalize(CF
M
l
) valemi orthogonalize(CF
M
l 1
) dis-
junktide arvu. Tulemuses on 2  (2
l 1
  1) + 1 = 2
l
  1 disjunkti. 
Teoreem 8.9. Valemite pere CF
M
l
lahendite loendamisel elimi-
neerimismeetodil on t

o

oaeg eksponentsiaalne disjunktide arvust l.
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T~oestus. Kuna valemi CF
M
l
disjunktide muutujad on k~oik erine-
vad, siis iga fi
1
; : : : ; i
k
g 2 f1; : : : ; lg jaoks
k
\
j=1
gen(x
1i
j
_ x
2i
j
) 6= ;;
kuna disjunktid ei sisalda kontraarset literaalipaari. Seega on elimi-
neerimisvalemis liidetavaid

l
1

+

l
2

+ : : :+

l
l

= 2
l
  1:

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9. Dedekindi arvud
Vaatleme

uhte loendamisalgoritmide rakendust kombinatoorikas.
Me oleme tegelenud mitmes kontekstis monotoonsete Boole'i funkt-
sioonidega. N

u

ud k

usime: kui palju on monotoonseid n-muutuja Boo-
le'i funktsioone?
Probleemi p

ustitas R. Dedekind 1897. aastal ([Ded97]) ning leidis
arvud kuni nelja muutuja funktsioonide jaoks. Hoolimata probleemi
n

ailisest lihtsusest ei ~onnestunud tuletada valemit D(n) arvutami-
seks. T~oestati mitmeid hinnanguid, millest esitame l

uhikese ajaloolise

ulevaate.
 M. Ward, 1946 ([War46]) { D(n) > 2
(
n
[n=2]
)
.
 K. Yamamoto, 1953 ([Yam53]) { D(n) on paarisarv, kui n on
paarisarv.
 E. Gilbert, 1954 ([Gil54]) { D(n) < n
(
n
[n=2]
)
+ 2.
 K. Yamamoto, 1954 ([Yam54]) {
log
2
D(n) <

n
[n=2]

 
1 +O
 
n
 1

log
2
r
n
2
:
 V. Korobkov, 1965 ([Kor65]) { D(n) < 2
4;24
(
n
[n=2]
)
:
 G. Hansel, 1966 ([Han66]) { D(n) < 3
(
n
[n=2]
)
:
 D. Kleitman, 1969 ([Kle69]) {
2
(1+
n
)
(
n
[n=2]
)
6 D(n) 6 2
(1+
n
)
(
n
[n=2]
)
;
kus 
n
= ce
 n=4
, 
n
= c
0
(logn) =n
1=2
.
 A. Korshunov, 1981 ([Kor81]) { Kui n on paarisarv ja (n!1) :
D(n)  2
(
n
[n=2]
)
 exp

n
n
2
  1



1
2
n=2
+
n
2
2
n+5
 
n
2
n+4

;
Kui n on paaritu:
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D(n)  2  2
(
n
(n 1)=2
)
exp

n
(n  3)=2




1
2
(n+3)=2
 
n
2
2
n+6
 
n
2
n+3

+
+

n
(n  1)=2



1
2
(n+1)=2
+
n
2
2
n+4

:
 A. Kisielewicz, 1988 ([Kis88]) {
D(n) =
2
2
n
X
k=1
2
n
 1
Y
j=1
j 1
Y
i=0
0
@
1  b
k
i
b
k
j
log
2
i
Y
m=0
 
1  b
i
m
+ b
i
m
b
j
m

1
A
;
kus b
k
i
=

k=2
i

  2

k=2
i+1

.
Viimane valem on k

ull t

apne, nn. "kinnine valem", kuid l

ahemal
vaatlusel selgub, et see ei sobi arvutamiseks, juba v

alimine summa
sisaldab 2
2
n
liidetavat. Lihtsad arvutused n

aitavad, et D(6) arvuta-
mine Kisielewiczi valemi j

argi k

aib t

anap

aeva arvutitele

ule j~ou.
Paralleelselt teoreetiliste otsingutega j

atkasid m~oned entusiastid
ka konkreetsete Dedekindi arvude leidmist, alguses k

asitsi, hiljem ar-
vutite abil. Arvutuste ajalugu on sama muljetavaldav, kui teoreeti-
liste uuringute ajalugu.
0 2 R. Dedekind, 1897 ([Ded97])
1 3 R. Dedekind, 1897 ([Ded97])
2 6 R. Dedekind, 1897 ([Ded97])
3 20 R. Dedekind, 1897 ([Ded97])
4 168 R. Dedekind, 1897 ([Ded97])
5 7581 R. Church, 1940 ([Chu40])
6 7828354 M. Ward, 1946 ([War46])
7 2414682040998 R. Church, 1965 ([Chu65])
8 56130437228687557907788 D. Wiedemann, 1991 ([Wie91])
J

argnevas esitame Dedekindi arvude

ulesande lausearvutuse valemi
lahendite loendamis

ulesandena. K~orvalproduktina saame

ulaltoodud
Kisielewiczi valemile uue, lihtsama t~oestuse. K

asitlus on v~oetud artik-
list [TIT01]. Kasutame Boole'i funktsiooni esitust t~oetabelina: funkt-
siooni
f : f0; 1g
n
! f0; 1g esitab bittvektor f
0
; f
1
; :::; f
2
n
 1
, kus f(i) = f
i
(0 6 i 6 2
n
  1):
Teoreem 9.1. Boole'i funktsioon f : f0; 1g
n
! f0; 1g t~oetabe-
liga f
0
; :::; f
2
n
 1
on monotoonne siis ja ainult siis, kui v

a

artustus
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(f
0
; :::; f
2
n
 1
) rahuldab lausearvutuse valemit
M
n
(x
0
; ::; x
2
n
 1
) = &
;2f0;1g
n

(x

_ x

):
T~oestus.) Olgu f : f0; 1g
n
! f0; 1g t~oetabeliga f
0
; :::; f
2
n
 1
ning
f monotoonne. Oletame vastuv

aiteliselt, etM
n
(f
0
; :::; f
2
n
 1
) = 0.M
n
sisaldab v

ahemalt

uhte disjunkti, mis on v

a

ar. Olgu selleks
x
i
_ x
j
(f
0
; :::; f
2
n
 1
) = 0 ehk f
i
_ f
j
= 0, seega f(i) = 1 ja f(j) = 0.
Valemi M
n
denitsiooni j

argi i  j, mis on aga vastuolus.
( Olgu M
n
(f
0
; :::; f
2
n
 1
) = 1. Oletame vastuv

aiteliselt, et f ei ole
monotoonne. Monotoonsuse denitsiooni kohaselt leiduvad bittjadad
 = (
0
; :::; 
n
) ja  = (
0
; :::; 
n
), et  
+
 ja f() > f().
Transitiivse sulundi denitsiooni kohaselt 9'
0
; '
1
; :::; '
k
, et  = '
0
ja  = '
k
ja '
i
 '
i+1
(0 6 i < k). f('
0
) = 1 ja f('
k
) = 0. Leidub
i, et f('
i
) = 1 ja f('
i+1
) = 0 ning seega f
'
i
_ f
'
i+1
= 0. J

arelikult
peab disjunkt x
'
i
_ x
'
i+1
2M
n
, mis on aga vastuolus. 
Kisielewiczi valemi tuletamiseks peame kirjeldama Dedekindi arve
antiahelate kaudu.
Denitsioon. Antiahel on hulga f0; 1g
n
selline alamhulk, mille
suvalised kaks elementi pole v~orreldavad relatsiooni 
+
abil.
Kui f : f0; 1g
n
! f0; 1g on monotoonne Boole'i funktsioon, siis
selle minimaalsed

uhed (s.t. v

a

artustused  2 f0; 1g
n
nii et f() = 1
ja iga  
+
 jaoks f() = 0) moodustavad antiahela. Seega on
antiahelad ja monotoonsed funktsioonid

uks

uheses vastavuses ja De-
dekindi arve on v~oimalik leida, loendades antiahelaid.
Teoreem 9.2. Boole'i funktsioon t~oetabeliga f
0
; ::; f
2
n
 1
on an-
tiahel siis ja ainult siis, kui vektor f
0
; ::; f
2
n
 1
rahuldab valemit
A
n
(x
0
; :::; x
2
n
 1
) = &
;2f0;1g
n

+

(x

_ x

):
T~oestus. ) Olgu f antiahel. Oletame vastuv

aiteliselt, et
A
n
(f
0
; :::; f
2
n
 1
) = 0, siis v

ahemalt

uks disjunkt A
n
-s peab olema
v

a

artustusel f
0
; :::; f
2
n
 1
v

a

ar, olgu selleks x

_x

. Seega peab f

= 1
ja f

= 1. A
n
denitsiooni kohaselt  
+
 ja seega ei saa f olla an-
tiahel.
( Olgu A
n
(f
0
; :::; f
2
n
 1
) = 1, oletame vastuv

aiteliselt, et f ei ole
antiahel, siis leiduvad ;  2 f0; 1g
n
nii et  
+
 ja f() = 1 ja
40
f() = 1. Seega disjunkt x

_ x

on v

a

ar ning A
n
denitsiooni ko-
haselt saame vastuolu. 
Teoreem 9.3. ([Kis88]) Iga n > 1
D(n) =
2
2
n
X
k=1
2
n
 1
Y
j=1
j 1
Y
i=0
(1  b
k
i
b
k
j
log
2
i
Y
m=0
(1  b
i
m
+ b
i
m
b
j
m
)) ;
kus b
k
i
= [k=2
i
]  2[k=2
i+1
].
T~oestus. Viime lausearvutuse valemi A(x
1
; :::; x
n
) aritmeetilisele
kujule, kasutades selleks kahte sammu:
1) Teisendame lausearvutusvalemi ekvivalentseks lausearvutusvale-
miks, mis sisaldab ainult binaarseid tehteid &,  ja :.
2) Teisendame lausearvutuse valemid aritmeetilisteks (lausearvutuse
valemi F aritmetiseeritud vastet t

ahistame [F ]).
[B&C] ) [B][C], [B  C] ) 1 [B]+[B][C], [:B] ) 1 [B], kus
B ja C on lausearvutusvalemid ning [B] ja [C] aritmeetikavalemid.
Kasutame teoreemi 9.2 valemit:
A
n
(x
0
; :::; x
2
n
 1
)  &
;2f0;1g
n
;
+

(x

_ x

) 
&
2f0;1g
n
&
2f0;1g
n
( 
+
)  (x

_ x

) :
Kasutades omadust, et  
+
  &
n
m=1
(
m
6 
m
) ja iga
x; y 2 f0; 1g; x 6 y  x  y saame
A
n
(x
0
; :::; x
2
n
 1
)  &
2f0;1g
n
&
2f0;1g
n
(
n
&
m=1
(
m
 
m
))  (x

_ x

) :
Kasutades teisendust x  (y _ z)  :(x & y & z); saame
A
n
(x
0
; :::; x
2
n
 1
)  &
2f0;1g
n
&
2f0;1g
n
:(x

& x

&(
n
&
m=1
(
m
 
m
))) :
Peale aritmetiseerimist saame
[A
n
(x
0
; :::; x
2
n
 1
)] =
Y
2f0;1g
n
Y
2f0;1g
n
(1 x

x

n
Y
m=1
(1 
m
+
m

m
)):
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Olgu t

aisarv k, mille kahendesitus on
k
2
= b
k
l
b
k
l 1
:::b
k
1
b
k
0
, siis
k = b
k
l
2
l
+ b
k
l 1
2
l 1
+ :::+ b
k
i+1
2
i+1
+ b
k
i
2
i
+ :::+ b
k
0
2
0
,

k
2
i

= b
k
l
2
l i
+ b
k
l 1
2
l i 1
+ :::+ b
k
i+1
2
1
+ b
k
i
2
0
,

k
2
i+1

= b
k
l
2
l i 1
+ b
k
l 1
2
l i 2
+ :::+ b
k
i+1
2
0
,
2

k
2
i+1

= b
k
l
2
l i
+ b
k
l 1
2
l i 1
+ :::+ b
k
i+1
2
1
,
b
k
i
=

k
2
i

  2

k
2
i+1

. N

u

ud saame kasutada bittvektorite asemel na-
turaalarve:
[A
n
(x
0
; :::; x
2
n
 1
)] =
2
n
 1
Y
j=0
2
n
 1
Y
i=0
(1  x
i
x
j
n
Y
m=0
(1  b
i
m
+ b
i
m
b
j
m
)) :
Iga i; j(0 6 i; j 6 2
n
), b
i
n
:::b
i
1
b
i
0

+
b
j
n
:::b
j
1
b
j
0
viitab, et i 6 j, seega
piisab kui arvutada korrutis
Q
n
m=0
(1  b
i
m
+ b
i
m
b
j
m
) ainult m 6 log
2
i
jaoks:
[A
n
(x
0
; :::; x
2
n
 1
)] =
2
n
 1
Y
j=1
j 1
Y
i=0
(1  x
i
x
j
log
2
i
Y
m=0
(1  b
i
m
+ b
i
m
b
j
m
)) :
Bittvektor f = f
0
:::f
2
n
 1
on mingi antiahela t~oetabel siis ja ainult
siis, kui [A
n
(f
0
; :::; f
2
n
 1
)] = 1. Seega arvutades D(n), peame liitma
need v

a

artused k~oigi naturaalarvude k korral 0 kuni 2
2
n
  1 ehk
D(n) =
2
2
n
 1
X
k=0
2
n
 1
Y
j=1
j 1
Y
i=0
(1  b
k
i
b
k
j
log
2
i
Y
m=0
(1  b
i
m
+ b
i
m
b
j
m
)) :
D(n) v

a

artus ei muutu, kui me v~otame summa
P
2
2
n
k=1
:
D(n) =
2
2
n
X
k=1
2
n
 1
Y
j=1
j 1
Y
i=0
(1  b
k
i
b
k
j
log
2
i
Y
m=0
(1  b
i
m
+ b
i
m
b
j
m
)) :

Esitatud t~oestus Kisielewiczi valemile on m~onev~orra l

abipaistvam
kui originaalt~oestus. Res

umeerides: esitatud tuletusk

aik koosnes kol-
mest etapist. K~oigepealt me kirjeldasime monotoonse Boole'i funkt-
siooni m~oistet lausearvutuse valemi abil. Teiseks aritmetiseerisime
saadud lausearvutuse valemi. Kolmandaks summeerisime

ule k~oik-
v~oimalike v

a

artustuste, s.t. rakendasime lahendite loendamiseks t~oe-
tabeli ammendavat l

abivaatust. Tulemuseks on valem, mis on k

ull
formaalselt korrektne, kuid arvutamiseks k~olbmatu.
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Ilmselt on m~oistlik loendamis

ulesannete kirjeldamisel loogika abil
piirduda lausearvutuse valemiga. Algoritm #DPLL arvutab ilma eri-
liste raskusteta D(7), kusjuures aritmetiseeritud valem on samav

a

ar-
ne t~oetabeli l

abivaatamisega ja ei v~oimalda enamat arvust D(5).
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10. Pol

unomiaalne taandamine
Terminoloogia ja t

ahistuste t

apsustamiseks esitame algoritmiteoo-
riast tuttava Turingi masina denitsiooni.
Turingi masina k

ask.

Uhelindilise Turingi masina k

ask on de-
neeritud kui kolmik q
i
a
j
d, kus
q
i
2 Q (olekute hulk),
a
j
2  [ fg (t

ahestik),
d 2 f 1; 0;+1g (pea liikumine).
m-lindilise Turingi masina korral on k

ask deneeritud kui
q
1;i
a
1;j
d
1
; q
2;i
a
2;j
d
2
; :::; q
m;i
a
m;j
d
m
:
m-lindilise Turingi masina puhul eristatakse sageli

uhesuunalisi sisend-
ja v

aljundlinte,m 2 linti on seejuures t

o

olindid. Eristame kahte t

u

u-
pi Turingi masinaid: testmasin, millel on kaks l~oppolekut q
a
{ accept,
aktsepteerida, q
r
{ reject, tagasi l

ukata), ning transduktor e. teisendav
Turingi masin, millel on

uks l~oppolek q
0
.
Mittedeterministlik Turingi masin. Mittedeterministliku
Turingi masina korral on lubatud

uhe ja sama aadressosaga mitu eri-
nevat k

asku. Turingi masina programmi tabelesituse puhul t

ahendab
see, et tabeli lahtris v~oib olla mitu k

asku, millest t

aidetakse mittede-
terministlikult

uks.
N

aide. Konstrueerime

uhelindilise Turingi masina bitstring, mis
saab t

o

olindil ette naturaalarvu n

uhends

usteemis (n s

umbolit 1) ning
v

aljastab mittedetermineeritult v

a

artustuse  2 f0; 1g
n
.
bitstring  0 1
q
1
q
2
  1 | q
1
0 + 1
q
1
1 + 1
q
2
q
0
+ 1 q
2
0  1 q
2
1  1
Konguratsioon. Turingi masina konguratsioon kajastab sel-
le lintide seisu mingil ajahetkel.

Uhelindilise Turingi masina puhul
esitame konguratsiooni kujul a
1
a
2
: : : a
i 1
q
j
a
i
: : : a
n
: T~olgenda-
me seda kirjutist nii, et lindil on alates pesast number 1 s

umbolid
a
1
; : : : ; a
n
, lindi pesad alates pesast n+1 on t

uhjad ning lugemispea
on olekus q
j
ja vaatleb pesa i.
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Arvutustee on konguratsioonide jada, mis vastab Turingi ma-
sina j

arjestikustele sammudele. Mittedeterministliku Turingi masi-
na puhul on tegemist arvutuspuuga, kuna mittedeterministliku k

a-
su t

aitmisel tekib mitu j

argnevat konguratsiooni. Turingi masina
t

o

oaeg s~ona x 2 

jaoks on arvutustee pikkus alates algkongurat-
sioonist q
1
x kuni l~oppolekule vastava konguratsioonini. Mittede-
terministliku Turingi masina t

o

oaeg on arvutuspuu s

ugavus.
Turingi masina aja- ja m

alukeerukus. Olgu f(n) mingi funkt-
sioon. Me

utleme, et Turingi masina T ajakeerukus on f , kui suvalise
s~ona x 2 

jaoks T (x) t

o

oaeg on v

aiksem v~oi v~ordne, kui f(jxj). Tu-
ringi masina T m

alukeerukus on f , kui maksimaalne konguratsiooni
pikkus T (x) arvutusteel on v

aiksem v~oi v~ordne kui f(jxj). Suvalise
Turingi masina m

alukeerukus ei saa olla suurem ajakeerukusest, kuna
iga sammuga saab lugemispea liikuda algasendist

ulimalt

uhe sammu
paremale.
Keel. Olgu  = fa
1
; : : : ; a
n
g l~oplik t

ahestik. Suvalist t

ahestiku
 s~onade hulka A  

, nimetame keeleks.

Utleme, et deterministlik
Turingi masin M tuvastab keele A (t

ahistame L(M) = A), kui iga
sisendi x 2 

korral M(x) arvutustee l~opeb olekus q
a
siis ja ainult
siis, kui x 2 A.
Mittedeterministliku Turingi testmasina rakendamisel s~onale x
kirjeldab rakendamise protsessi arvutuspuu, mille erinevad teed v~oi-
vad l~oppeda erinevates l~oppolekutes, s.t. osa l~oppkonguratsioone
v~oivad olla aktsepteerivad, osa tagasil

ukkavad. S~ona x loetakse akt-
septeerituks mittedeterministliku Turingi masinaM poolt, kui M(x)
arvutuspuu lehtede hulgas leidub aktsepteeriv konguratsioon.

Utleme, et mittedeterministlik Turingi masinM tuvastab keele A
(t

ahistame L(M) = A), kui iga sisendi x 2 

korral M(x) arvu-
tusteede hulgas leidub tee, mis l~opeb olekus q
a
, siis ja ainult siis, kui
x 2 A.
Keerukusklass P. Keel A kuulub keerukusklassi P, kui leidub
pol

unoom p(x) ja deterministlik Turingi (test)masin M ajakeeruku-
sega p(x), mis tuvastab keele A.
Suvalise pol

unoomi p(x) jaoks leiduvad konstandid c ja k, nii et
p(x) = O(cx
k
). Seega on keerukusklass P tegelikult t~okestatud ast-
mefunktsiooniga, termin pol

unomiaalne keerukus on kasutusel ajaloo-
listel p~ohjustel. Kuigi keerukusklassP on deneeritud Turingi masina
terminites, on v~oimalik n

aidata, et otseadresseeritava m

aluga impe-
ratiivset programmeerimiskeelt saab modelleerida mitmelindisel Tu-
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ringi masinal nii, et t

o

oaeg suureneb

ulimalt pol

unomiaalselt sisendi
pikkusest. Samuti saab modelleerida mitmelindilist Turingi masinat

uhelindisel samade kadudega. Tehnilised detailid ei mahu k

aesoleva
kursuse raamesse, nende probleemide korrektse k

asitluse v~oib leida
C. K. Yapi monograaast [Yap87].
N

aide. Olgu antud lausearvutuse valem F (x
1
; :::; x
n
) ja v

a

ar-
tustus  2 f0; 1g
n
. Kas F () = 1?
S~onastame k~oigepealt selle arvutusliku probleemi keele tuvasta-
mise probleemina. T

ahestik  = f&;_;:; x; 0; 1; (; ); [; ]; ; g. K~oige-
pealt deneerime korrektse sisendi kontekstivaba grammatika G abil.
G = (N;; P;< sisend >), kus N = f< sisend >;< valem >;
< bittjada >;< lause >;< term >;< muutuja >;< indeks >g:
P =
8
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
:
< sisend >  ! < valem >;< bittjada >
< valem >  ! < valem > _ < lause >
< valem >  ! < lause >
< lause >  ! < term > & < lause >
< lause >  ! < term >
< term >  ! < muutuja >
< term >  ! : < muutuja >
< term >  ! (< valem >)
< muutuja >  ! x[< indeks >]
< indeks >  ! 1
< indeks >  ! < indeks > 0
< indeks >  ! < indeks > 1
< bittjada >  ! 0
< bittjada >  ! 1
< bittjada >  ! < bittjada > 0
< bittjada >  ! < bittjada > 1
9
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
=
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
;
S

untaktiliselt on korrektne sisend paar < valem >;< bittjada > kus
< valem > on lausearvutuse valem, mille muutujad on t

ahistatud
t

ahega x, millele j

argneb nurksulgudes muutuja j

arjekorranumber ka-
hends

usteemis. < bittjada > esitab v

a

artustuse. Kasutades s

untaksi
anal

u

usi teooriast tuntud meetodeid on lihtne veenduda, et esita-
tud grammatika kuulub klassi SLR(k) ning suvalise s~ona s

untaktili-
ne korrektsus on seet~ottu kontrollitav lineaarse t

o

oajaga sisends~ona
pikkusest. M~oistlik on n~ouda, et valem ja v

a

artustus oleksid koos-
k~olas, s.t. v

a

artustuse bittide (t~oev

a

artuste) arv peab olema v~ordne
valemi muutujate maksimaalse j

arjekorranumbriga. See ei ole kont-
rollitav s

untaksi anal

u

usi meetoditega; kirjutame lihtsa programmi,
mille t

o

oaeg on samuti lineaarne.
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N
u

ud v~oib deneerida meid huvitava keele: BOOLEANVALUE
on nende s

untaktiliselt ja semantiliselt korrektsete paaride
< valem >;< bittjada > hulk, milles valem on antud v

a

artustuse
jaoks t~oene. Keelde kuuluvuse testist on kirjeldamata valemi v

a

artuse
kontroll. Selleks rakendame varem~opitut: eeldame, et s

untaksi anal

u-
saator koostab avaldise puu ja programmeerime selle interpretaatori.
Ka interpretaatori t

o

oaeg on lineaarne valemi pikkusest. Modellee-
rides esitatud algoritme Turingi masinal, saame pol

unomiaalses ajas
t

o

otava testmasina meie keele liikmelisuse kontrolliks.
Keerukusklass NP. Keel A kuulub keerukusklassiNP kui lei-
dub pol

unoom p(x) ja mittedeterministlik Turingi (test)masinM aja-
keerukusega p(x), mis tuvastab keele A.
N

aide. Olgu antud lausearvutuse valem F (x
1
; :::; x
n
). Kas F on
kehtestatav?
Keel SAT , mis vastab vaadeldavale probleemile on esitatav eelmi-
ses n

aites antud grammatika abil, milles aksioomiks on < valem >.
Keelt SAT tuvastavat mittedeterministlikku algoritmi saab kirjeldada
j

argmiselt.
S1. Kontrollida, kas x on valem.
S2. Leida valemi muutujate maksimaalne indeks n.
S3. Lisada valemile semikooloni j

arele n s

umbolit "1".
S4. Genereerida mittedeterministlikult v

a

artustus pikkusega n,
kasutades Turingi masinat bitstring

ule-eelmisest n

aitest.
S5. Arvutada valemi t~oev

a

artus genereeritud v

a

artustuse jaoks.
Sammud S1, S2, S3 ja S5 on teostatavad pol

unomiaalse ajaga.
Anal

u

usides mittedeterministlikku Turingi masinat bitstring n

aeme,
et selle k~oik arvutusteed on

uhepikkused, sisaldades 2n+ 3 kongu-
ratsiooni. J

arelikult kuulub keel SAT keerukusklassi NP.
Abstraheerudes k~oigest v

aheolulisest saame veelgi lakoonilisema
mittedeterministliku tuvastamisalgoritmi:
inputF : lausearvutuse valem.
guess v

a

artustus 
check if F () = 1
Juhime t

ahelepanu sellele, et esitatud algoritm eeldab, et sisen-
diks on s

untaktiliselt korrektne lausearvutuse valem. Sellisel viisil
saab abstraheeruda s

untaktilistest detailidest, mis on keerukusteoo-
ria seisukohast ebaolulised. Seet~ottu deneeritakse keele A t

aiend, A
c
kui nende 

s~onade hulk, mis on s

untaktiliselt korrektsed, kuid ei
rahulda keelde A kuulumise tingimust.
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Keerukusklass PSPACE. Keel A kuulub keerukusklassi
PSPACE, kui leidub pol

unoom p(x) ja deterministlik Turingi masin
M m

alukeerukusega p(x), mis tuvastab keele A.
Denitsioon. Keel A
1
on pol

unomiaalselt (mitu-

uks) taanda-
tav keelele A
2
(t

ahistatame A
1
6
P
m
A
2
), kui leidub pol

unomiaalses
ajas t

o

otav deterministlik Turingi masin T : 

! 

, nii et iga
x 2 

korral
x 2 A
1
, T (x) 2 A
2
:
Teoreem 10.1. Pol

unomiaalse taandamise omadused.
1. Kui A
1
6
P
m
A
2
ja A
2
2P, siis A
1
2P (P on kinnine 6
P
m
suhtes).
2. Kui A
1
6
P
m
A
2
ja A
2
2NP, siis A
1
2NP. (NP on kinnine 6
P
m
suhtes).
3. Kui A
1
6
P
m
A
2
ja A
2
6
P
m
A
3
, siis A
1
6
P
m
A
3
. (6
P
m
on transi-
tiivne).
4. Kui A
1
6
P
m
A
2
, siis A
c
1
6
P
m
A
c
2
.
T~oestus. 1. Olgu T Turingi masin, mis realiseerib pol

unomiaal-
se taandamise A
1
6
P
m
A
2
ning M Turingi masin, mis testib keelt
A
2
. Olgu p(n) ja q(n) pol

unoomid, mis t~okestavad vastavalt T ja M
sammude arve. Keelt A
1
aktsepteeriv Turingi masin on nende kom-
positsioon T ÆM , mille t

o

oaeg on s~ona x 2 

testimisel t~okestatud
pol

unoomiga p(jxj) + q(jT (x)j) = p(jxj) + q(p(jxj)):
2. Analoogiliselt punktile 1.
3. Kui Turingi masin S t

o

oajaga p(n) realiseerib taandamise
A
1
6
P
m
A
2
ning T t

o

oajaga q(n) realiseerib taandamise A
2
6
P
m
A
3
,
siis nende kompositsioon S Æ T t

o

oajaga p(n) + q(p(n)) realiseerib
taandamise A
1
6
P
m
A
3
.
4. Realiseerigu Turingi masin T taandamiseA
1
6
P
m
A
2
. Kui x 2 A
c
1
,
siis x 62 A
1
. Pol

unomiaalse taandamise denitsioonist j

areldub, et
T (x) 62 A
2
, seega T (x) 2 A
c
2
. Kui x 62 A
c
1
, siis x 2 A
1
ja pol

unomiaal-
se taandamise denitsiooni p~ohjal T (x) 2 A
2
, seega T (x) 62 A
c
2
. 
Denitsioon. L
1
ja L
2
on pol

unomiaalselt ekvivalentsed (t

a-
histame L
1

P
m
L
2
), kui L
1
6
P
m
L
2
ja L
2
6
P
m
L
1
.
Intuitiivselt v~oiks t~olgendada k

aesolevas peat

ukis deneeritud m~ois-
teid j

argmiselt:
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 kui L
1
6
P
m
L
2
, siis keel L
1
ei ole raskemini tuvastatav (pol

uno-
miaalse t

o

oaja t

apsuseni) kui keel L
2
,
 kui L
1

P
m
L
2
, siis keeled on tuvastamiskeerukuselt samav

a

ar-
sed (j

allegi pol

unomiaalse t

o

oaja t

apsuseni).
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11. Kehtestatavuse probleemid
Esimeste n

aidetena pol

unomiaalsest taandamisest vaatleme prob-
leemi SAT m~oningaid erijuhte.Varasemast on tuttavad probleemid
SAT ja CNF   SAT .
kCNF   SAT
Antud: konjunktiivsel normaalkujul valem F , milles iga disjunkti
pikkus (literaalide arv disjunktis) on v~ordne konstandiga k.
Omadus: kas F on kehtestatav?
Ilmne on, et iga k > 0 jaoks kCNF   SAT 6
P
m
CNF   SAT , ku-
na valem kujul kCNF on erijuht valemist kujul CNF. Samal p~ohjusel
kehtib CNF   SAT 6
P
m
SAT . Pol

unomiaalne taandamine vastupidi-
ses suunas ei ole aga sugugi ilmne.
Teoreem 11.1. CNF   SAT 6
p
m
3CNF   SAT :
T~oestus. Olgu F 2CNF muutujatega X = fx
1
; :::; x
n
g,
F =
p
&
i=1
D
i
;
kus D
i
on disjunktid, milles 0 < jD
i
j 6 n. Olgu D suvaline disjunkt
valemis F , mis sisaldab m literaali. Teisendame disjunkti D 3CNF-ks
c(D) nii et
F =
p
&
i=1
c(D
i
)
on kehtestatav siis ja ainult siis, kui F on kehtestatav.
1. m = 3: Disjunkt D on juba n~outaval kujul ja c(D) = D.
2. m = 2: Disjunkt D on kujul l
1
_ l
2
, kus l
1
ja l
2
on literaalid.
V~otame c(D) = (l
1
_ l
2
_u)& (l
1
_ l
2
_u). Lausearvutusest on teada,
et valemid D ja c(D) on ekvivalentsed.
3. m = 1: Disjunkt D koosneb

uhest literaalist l. V~otame
c(D) = (l _ u _ v) & (l _ u _ v) & (l _ u _ v) & (l _ u _ v). Ra-
kendades kaks korda eelmise punkti ekvivalentsiseost n

aeme, et D ja
c(D) on ekvivalentsed.
4. m > 3. V~otame c(D) = (l
1
_ l
2
_ u
1
)& (u
1
_ l
3
_ u
2
)& :::
&(u
m 4
_ l
m 2
_ u
m 3
) & (u
m 3
_ l
m 1
_ l
m
), kus u
1
; : : : ; u
m 3
on
uued muutujad. N

aitame, et D ja c(D) on samaaegselt kehtestatavad.
Olgu D kehtestatav ja  = (
1
; :::; 
m
) v

a

artustus, mis muudab
D t~oeseks. Siis leidub disjunktis D literaal, olgu see l
i
, nii et l
i
() = 1.
Laiendame v

a

artustust muutujatele u
1
; : : : ; u
m 3
, v~ottes muutujate
u
1
; : : : ; u
i 2
v

a

artuseks 1 ja muutujate u
i 1
; : : : ; u
m 3
v

a

artuseks 0.
Sellisel viisil laiendatud v

a

artustuse jaoks on c(D) t~oene.
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Olgu c(D) kehtestatav, s.t. c(D) on t~oene mingi v

a

artustuse
(
1
; :::; 
m
; 
1
; :::; 
m 3
) jaoks. Piisab, kui n

aidata, et v

ahemalt

uks
l
i
peab olema t~oene antud v

a

artustuse jaoks. Oletame vastuv

aiteli-
selt, et [l
1
_ ::: _ l
m
](
1
; :::; 
m
) = 0 Siis u
1
(
1
) = 1 ehk u
1
() = 1,
u
2
() = 1,..., u
m 3
() = 1, siis on aga c(D) viimane disjunkt
(u
m 3
_ l
m 1
_ l
m
) v

a

ar. 
Meetodit saab

uldistada iga k > 2 jaoks, n

aitamaks, et
CNF   SAT 6
P
m
kCNF   SAT . k = 2 puhul t~oestus l

abi ei l

ahe.
Enamgi veel, osutub, et varasemas toodud algoritm DPLL t

o

otab
2CNF valemitel determineeritud pol

unomiaalses ajas, seega kehtib
2CNF   SAT 2P. Keele CNF   SAT kohta on meil parim tulemus
CNF   SAT 2NP.
Selleks, et konstrueerida pol

unomiaalset taandamist
SAT 6
P
m
CNF   SAT , ei sobi

ukski tuntud ega ka veel tundmatu
algoritm, mis teisendab valemeid normaalkujule, kuna leidub lause-
arvutuse valemite pere, mille liikmete minimaalne CNF on ekspo-
nentsiaalse pikkusega.
T

ahistame
(x
1
; : : : ; x
n
) = x
1
 x
2
 : : : x
n
(x
1
; : : : ; x
n
) = :  (x
1
; : : : ; x
n
):
Lihtne on veenduda, et (
1
; : : : ; 
n
) = 1 parajasti siis, kui vektori
 Hammingi kaal on paarituarv ning (
1
; : : : ; 
n
) = 1 vastupidisel
juhul.
Teoreem 11.2.
1) Minimaalne konjunktiivne normaalkuju valemile (x
1
; :::; x
n
) on
&
2f0;1g
n
;
n kk: paaris
(x

1
1
_ ::: _ x

n
n
):
2) Minimaalne konjunktiivne normaalkuju valemile (x
1
; :::; x
n
) on
&
2f0;1g
n
;
n kk: paaritu
(x

1
1
_ ::: _ x

n
n
):
T~oestus. T~oestame induktsiooniga n j

argi.
Baas: n=2
1) (x
1
; x
2
)  x
1
 x
2
 (x
1
_ x
2
)& (x
1
_ x
2
).
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2) (x
1
; x
2
)  x
1
 x
2
 (x
1
_ x
2
) & (x
1
_ x
2
). M~olemad juhud on
lausearvutusest tuntud samasused.
Samm:
1) Vaatleme valemit
(x
1
; :::; x
n
)  (x
1
; :::; x
n 1
) x
n

((x
1
; :::; x
n 1
) _ x
n
)& ((x
1
; :::; x
n 1
) _ x
n
) 
Rakendame induktsiooni h

upoteesi:

0
@
0
@
&
2f0;1g
n 1
;
n 1 kk:paaris
(x

1
1
_ ::: _ x

n 1
n 1
)
1
A
_ x
n
1
A
&
&
0
@
0
@
&
2f0;1g
n 1
;
n 1 kk:paaritu
(x

1
1
_ ::: _ x

n 1
n 1
)
1
A
_ x
n
1
A

&
2f0;1g
n 1
;
n kk:paaris
(x

1
1
_ :::_ x

n 1
n 1
_ x
1
n
)& &
2f0;1g
n 1
;
n kk:paaritu
(x

1
1
_ :::_ x

n 1
n 1
_ x
0
n
)
Siit on n

aha, et esimeses pooles on paaris ning teises paaritu arv nul-
le.

Uhe lisamisel esimese poole astendajate vektorile nullide arv ei
muutu, nulli lisamine teise poolde muudab ka seal nullide arvu paa-
risarvuks. Haaratud on k~oikv~oimalikud vektorid pikkusega n, milles
on paarisarv nulle. seega
(x
1
; :::; x
n
)  &
n kk
:paaris
(x

1
1
_ ::: _ x

n
n
)
2) Analoogiliselt.
N

aitame, et

ulaltoodud konjunktiivsed normaalkujud on mini-
maalsed. T~oestame v

aite funktsiooni (x
1
; :::; x
n
) jaoks, funktsiooni
(x
1
; :::; x
n
) t~oestus on analoogiline.
Iga disjunkt sisaldab n muutujat. Oletame

uldisust kitsendama-
ta, et mingis disjunktis puudub viimane muutuja ehk disjunkt kujul
(x

1
1
_ :::_x

n 1
n 1
) kuulub funktsiooni (x
1
; :::; x
n
) konjunktiivse nor-
maalkuju disjunktide hulka. See keelab

ara v

a

artustused
(
1
; :::; 
n 1
; 1) ja (
1
; :::; 
n 1
; 0):

Uks nendest peab aga sisaldama
paarituarvu

uhtesid ja peab olema lubatud. Valemist ei saa ka

uhtegi
disjunkti eemaldada, kuna k~oik on t

aielikud disjunktid. Seega, kui
suvaline disjunkt eemaldada, saame vale tulemuse. 
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J
areldus 11.3.
1) Minimaalne disjunktiivne normaalkuju valemile (x
1
; :::; x
n
) on
_
2f0;1g
n
;
kk:paaritu
(x

1
1
& :::& x

n
n
):
2) Minimaalne disjunktiivne normaalkuju valemile (x
1
; :::; x
n
) on
_
2f0;1g
n
;
kk:paaris
(x

1
1
& :::& x

n
n
):
T~oestus.Rakendame teoreemi 11.2 valemitele DeMorgani reegleid:
(x
1
; :::; x
n
)  ::  (x
1
; :::; x
n
)  :(x
1
; :::; x
n
) 
: &
2f0;1g
n
;
n kk:paaritu
(x

1
1
_ ::: _ x

n
n
) 
_
2f0;1g
n
;
n kk:paaritu
(x

1
1
& :::& x

n
n
) 
_
2f0;1g
n
;
n kk:paaritu
(x

1
1
& :::& x

n
n
) 
_
2f0;1g
n
;
kk:paaritu
(x

1
1
& :::& x

n
n
)
Funktsiooni (x
1
; :::; x
n
) disjunktiivse normaalkuju t~oestus on ana-
loogiline. 
J

areldus 11.4. Valemite (x
1
; :::; x
n
) ja (x
1
; :::; x
n
) minimaal-
ne CNF ja minimaalne DNF sisaldavad n  2
n 1
literaali.
Teoreem 11.5. SAT 6
P
m
CNF   SAT.
T~oestus.Olgu F (x
1
; :::; x
n
) lausearvutuse valem. Seame igale alam-
valemile F
0
vastavusse lausemuutuja u
F
0
j

argmiselt:
1) Kui F
0
= x, siis u
F
0
= x.
2) Kui F
0
on mittetriviaalne alamvalem, siis v~otame muutujaks u
F
0
uue muutuja, mis erineb muutujatest x
1
; :::; x
n
ja valemi F teiste
alamvalemite muutujatest.
Iga F alamvalemi F
0
jaoks deneerime konjunktiivsel normaalkujul
valemi C
F
0
j

argmiselt:
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1) Kui F
0
= x, siis C
F
0
= 1.
2) Kui F
0
= :F
00
, siis C
F
0
on valemi (u
F
0
 :u
F
00
) konjunktiivne
normaalkuju.
3) Kui F
0
= F
1
op F
2
, kus op on binaarne tehe,
siis C
F
0
on valemi (u
F
0
 (u
F
1
op u
F
2
)) konjunktiivne normaalkuju.
Olgu
K
F
= u
F
& ( &
F
0
 alamvalem
C
F
0
):
Iga lausearvutuse valemi F jaoks on K
F
ja F samaaegselt kehtesta-
tavad. T~oepoolest, kui  = (
1
; :::; 
n
) on valemi F t~oene v

a

artus-
tus, siis v~otame uute muutujate v

a

artusteks vastavate alamvalemite
v

a

artused v

a

artustusel . Vastavalt K
F
konstruktsioonile on selli-
se v

a

artustuse jaoks k~oik disjunktid t~oesed ning ka muutuja u
F
on
t~oene. Kui aga meil on kehtestav v

a

artustus valemi K
F
jaoks, siis
peab muutuja u
F
olema t~oene (

uhikdisjunkt) ja

ulej

a

anud muutuja-
te v

a

artused olema t~oese valemi F alamvalemite t~oev

a

artused kuni
muutujate x
1
; : : : ; x
n
v

a

artusteni v

alja. Viimased moodustavadki t~o-
ese v

a

artustuse valemile F .
Valem kujul u
F
0
 (u
F
1
op u
F
2
) sisaldab kolme lausemuutujat
ja selle konjunktiivne normaalkuju sisaldab mitte rohkem kui 8 dis-
junkti, iga

uhes kolm literaali. Seega on jK
F
j 6 24  jF j. Valemi K
F
moodustamiseks kuluv t

o

oaeg on ilmselt v~ordeline v

aljundi pikkuse-
ga. 
N

aide. F = ((x  y)
| {z }
u
1
z)
| {z }
u
2
w
| {z }
u
3
.
1) u
1
 (x y);
2) u
2
 (u
1
 z);
3) u
3
 (u
2
 w);
u
1
 (x y)  (u
1
_ (x  y))& (u
1
_ (x y)) 
 (u
1
_ ((x _ y)& (x _ y)))& (u
1
_ ((x _ y)& (x _ y))) 
 (u
1
_ x _ y)& (u
1
_ x _ y)& (u
1
_ x _ y)& (u
1
_ x _ y);
u
2
 (u
1
z)  (u
2
_u
1
_z)&(u
2
_u
1
_z)&(u
2
_u
1
_z)&(u
2
_u
1
_z);
u
3
 (u
2
w)  (u
3
_u
2
_w)&(u
3
_u
2
_w)&(u
3
_u
2
_w)&(u
3
_u
2
_w):
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12. Klikk, s~oltumatu hulk ja tippude kate
Denitsioon. V
0
 V on graa G = (V;E) klikk, kui iga tipu-
paar u ja v hulgas V
0
on

uhendatud servaga.
Denitsioon. V
0
 V on graa G s~oltumatu hulk, kui

ukski
tipupaar hulgast V
0
ei ole seotud servaga.
Denitsioon. V
0
 V on graa G tippude kate, kui iga serva
fx; yg 2 E korral x 2 V
0
v~oi y 2 V
0
N

aide. Graaf G
1
2
3
Klikid { fg, f1g, f2g, f3g, f1; 2g, f2; 3g.
S~oltumatud hulgad { fg, f1g, f2g, f3g, f1; 3g.
Tippude katted { f1; 2; 3g, f1; 2g, f1; 3g, f2; 3g, f2g.
Toetudes neile m~oistetele deneerime kolm keelt.
CLIQUE
Antud: Graaf G = (V;E), naturaalarv k > 0.
Omadus: Graas G leidub klikk > k.
INDEPENDENT   SET
Antud: Graaf G = (V;E), naturaalarv k > 0.
Omadus: Graas G leidub s~oltumatu hulk > k.
VERTEX   COVER
Antud: Graaf G = (V;E), naturaalarv k > 0.
Omadus: Graas G leidub tippude kate 6 k.
K~oik kolm esitatud probleemi on ilmselt klassist NP. N

aitame
seda keele CLIQUE jaoks,

ulej

a

anud kaks mittedetermineeritud tu-
vastamisalgoritmi on analoogilised.
input graaf G = (V;E), naturaalarv k > 0.
guess V
0
 V .
check if V
0
on graa G klikk.
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Hulga V
0
mittedetermineeritud genereerimine on ilmselt pol

uno-
miaalse ajakeerukusega; me saame kasutada selleks juba tuttavat Tu-
ringi masinat bitstring hulga V
0
karakteristliku vektori mittedetermi-
neeritud genereerimiseks. Test, kas V
0
on klikk n~ouab
(jV
0
j  (jV
0
j   1))=2 tipupaari jaoks kontrolli, kas vastav serv kuu-
lub graa G servade hulka E. Ilmselt on test teostatav pol

unomiaalse
ajaga ka siis, kui me programmeerime selle j~oumeetodil.
Denitsioon. Graa G = (V;E) t

aiendgraaf coG = (V; coE),
kus coE = (V  V )n(E [ f(x; x) : x 2 V g).
N

aide.
C
A
B D
E C E
D
A
B
G co-G
Teoreem 12.1. J

argmised v

aited on samav

a

arsed:
(a) V
0
on graa G tippude kate.
(b) V nV
0
on G s~oltumatu hulk.
(c) V nV
0
on coG klikk.
T~oestus. (a))(b). Kui V
0
on G tippude kate, siis iga graa G
serva v

ahemalt

uks otspunkt peab kuuluma hulka V
0
. Seet~ottu ei saa
leiduda serva, mille m~olemad otspunktid on hulgast V nV
0
ja V nV
0
on graa G s~oltumatu hulk.
(b))(c). Kui V nV
0
on graa G s~oltumatu hulk, siis suvaliste tip-
pude u; v 2 V nV
0
vahel puudub serv graas G. Siis fu; vg 2 coE ja
hulk V nV
0
on graa coG klikk.
(c))(a). Olgu V nV
0
graa coG klikk. Oletame vastuv

aiteliselt, et
V
0
ei ole graa G tippude kate. Siis peab leiduma serv fu; vg graas
G, mille m~olemad otspunktid on hulgas V nV
0
. Kui fu; vg 2 E; siis
fu; vg 62 coE ja V nV
0
ei ole coG klikk. Vastuolu. 
J

areldus 12.2. Keeled INDEPENDENT   SET ; CLIQUE ja
VERTEX   COVER on pol

unomiaalselt ekvivalentsed.
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T~oestus. Tuleneb otseselt teoreemist 12.1, kuna graa G teisen-
damine graaks coG ja tippude hulga V
0
teisendamine hulgaks V nV
0
on ilmselt teostatavad pol

unomiaalse t

o

oajaga. 
Me oleme n

u

udseks selgitanud, et kolm lausearvutuse probleemi
klassist NP on pol

unomiaalselt ekvivalentsed: SAT ; CNF   SAT ja
3CNF   SAT . Samuti on omavahel ekvivalentsed kolm graateooria
probleemi: VERTEX   COVER; INDEPENDENT   SET ja
CLIQUE . Loomulik uudishimu n~ouab selgust nende kahe problee-
midegrupi vahekorra kohta.
Teoreem 12.3. 3CNF   SAT 6
P
m
V ERTEX   COV ER:
T~oestus. Olgu F 2 3CNF muutujatega X = fx
1
; :::; x
n
g
ja F = D
1
& :::& D
m
. Moodustame graa G
F
j

argmiselt:
1) Igale muutujale x seame vastavusse paari:
x
x
2) Igale disjunktile D = l
1
_ l
2
_ l
3
seame vastavusse kolmnurga:
l
1
l
2
l
3
3) Paaride ja kolmnurkade vahel

uhendatakse sama m

argendiga ti-
pud.
N

aiteks valemi F = (x_y_z)& (x_y_z)& (x_y_z)& (x_y_z)
korral saame j

argmise graa:
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xy
z
x y y zz
x z
z
z
y y
xx
y
x
N

aitame, et F on kehtestatav siis ja ainult siis, kui graas G
F
leidub
tippude kate, milles on mitte rohkem kui 2m+ n tippu.
1) Oletame, et F on kehtestatav, siis leidub  2 f0; 1g
n
nii et
F () = 1. Valime igast paarist tipu m

argendiga x

i
i
. Valime igast
kolmnurgast kaks tippu, nii et k~oik tipud, mille m

argendid  muu-
dab v

a

araks, oleks valitud. Selline valik on alati v~oimalik, kuna iga
kolmnurga m

argendid on mingi disjunkti literaalid. V

ahemalt

uks li-
teraal igast disjunktist peab olema t~oene v

a

artustusel , sest  on
kehtestav v

a

artustus. Seega on meil valitud 2m + n tippu. Veel on
vaja veenduda, et tegemist on tippude kattega. Igast paarist on vali-
tud

uks tipp, mis katab paarisisese serva. Igast komnurgast on valitud
kaks tippu, mis katavad kolmnurga siseservad. Suvaline kolmnurga ja
paari tippude vaheline serv on kaetud paaripoolse tipuga, kui see oli
valitud. Kui paaripoolne tipp ei olnud valitud, siis on selle m

argend
v

a

ar v

a

artustusel  ja seet~ottu oli valitud serva kolmnurgapoolne
tipp, millel on konstruktsiooni p~ohjal sama m

argend.
2) Oletame, et graasG
F
leidub tippude kate, milles on 2m+n tippu
ehk m

argitud on

uks tipp igast paarist ja kaks tippu igast kolmnurgast
(muidu ei oleks k~oik kolnurkade ja paaride sisemised servad kaetud).
V~otame muutuja t~oeseks v~oi v

a

araks vastavalt sellele, kumb literaal
on paaris m

argitud. K~oik disjunktid peavad olema t~oesed, sest kolm-
nurga m

arkimata tipust mingisse paari minev serv peab olema kaetud
paari kuuluva tipu poolt.

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Selleks, et uurida, kas keel CLIQUE (ja sellega koos k~oik ekviva-
lentsed keeled) on pol

unomiaalselt taandatavad keelele SAT , meenu-
tame, et me oskame konstrueerida suvalise graa G j

argi konjunktiiv-
sel normaalkujul valemi CF
G
, mille t~oesed v

a

artustused on graa G
klikid. Keele CLIQUE v

aljendamiseks tuleb

ara keelata need lahen-
did milles on v

ahem kui k

uhte.
Olgu CF
G
graa klikkide struktuuri v

aljendav CNF. Teoreemide
2.2 ja 4.1 p~ohjal v~oime v

aita, et suvalise graa G jaoks valemi
CF
G
(x
1
; : : : ; x
n
)& atleast(k; x
1
; : : : ; x
n
)
iga kehtestav v

a

artustus on niisuguse G kliki karakteristlik vektor,
milles on v

ahemalt k tippu. Seega valem on kehtestatav siis ja ainult
siis, kui graas G leidub v

ahemalt k-tipuline klikk.
Paraku ei ole siin tegemist pol

unomiaalse taandamisega. Valemis
atleast(k; x
1
; : : : ; x
n
) on
 
n
k

disjunkti, mis on eksponentsiaalses s~ol-
tuvuses n-st, kui k 
n
2
(vt.

ulesanne 36). Seet~ottu tuleb alamgraa
tippude arvu m

a

aramiseks kasutada keerulisemat varianti.
L

ahtume endiselt graast G = (V;E), V = f1; :::; ng ja naturaal-
arvust k 6 n. Valemi F
G
muutujate hulgaks v~otame kn maatriksi,
veergudes numbritega i ja j lubame samaaegselt

uhtesid ainult siis,
kui serv fi; jg 2 E. Lisaks n~ouame, et igas reas oleks t

apselt

uks 1 ja
igas veerus

ulimalt

uks 1 { see tagab alamgraa suuruse v

ahemalt k.
F
G
(x
11
; :::; x
kn
) = &
fi;jg2co E
 
k
&
l=1
 
k
&
m=1
(x
li
_ x
mj
)
!!
&
&
 
k
&
l=1
exactly(1; x
l1
; :::; x
ln
)
!
&
 
n
&
m=1
atmost(1; x
1m
; :::; x
km
)
!
:
Teoreem 12.4. F
G
(
11
; : : : ; 
kn
) = 1 parajasti siis, kui v

a

artus-
tusel  t~oeste muutujate teised indeksid moodustavad graa G k-kliki.
T~oestus. T~oestuse j

atame iseseisvaks harjutuseks, vt.

ulesanne 35.

Ilmselt on valemi F
G
(x
11
; :::; x
kn
) pikkus pol

unomiaalses s~oltuvu-
ses graa G tippude arvust n (vt

ulesanne 37) ja seet~ottu realiseerib
valemi F
G
konstruktsioon pol

unomiaalse taandamise
CLIQUE 6
P
m
CNF   SAT :
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13. Cook-Levini teoreem
Keerukusklass P sisaldub klassis NP. T~oepoolest, kui A 2P, siis
leidub deterministlik pol

unomiaalses ajas t

o

otav Turingi masin, mis
tuvastab keele A. Deterministlik Turingi masin on erijuhus mitte-
deterministlikust, seet~ottu A 2NP. Mittedeterministlikku pol

uno-
miaalses ajas t

o

otavat Turingi masinat saab modelleerida determi-
nistliku Turingi masina abil, vaadates s

ustemaatiliselt l

abi k~oik mit-
tedeterministlikest k

askudest tekkivad lahendusteed.

Uldjuhul on sel-
liste teede arv eksponentsiaalne (tuletame meelde masinat bitstring);
seega on ka modelleeriva Turingi masina t

o

oaeg eksponentsiaalne. Siit
ei saa aga kuidagi j

areldada, et sisalduvus PNP on range.
Probleem, kas PNP v~oi P=NP on siiani lahendamata. Kuna
v

aga paljud olulised

ulesanded kuuluvad klassi NP ning nende jaoks
pole teada deterministlikke pol

unomiaalseid lahendusalgoritme, siis
pakub huvi NP-keelte omavaheline v~ordlemine (mida me kahes eel-
mises peat

ukis juba tegime). S

ustemaatiliseks k

asitluseks toome sisse
NP-t

aieliku keele m~oiste.
Denitsioon. Keel L onNP-raske (NP-hard), kui iga L
0
2NP
jaoks kehtib L
0
6
P
m
L.
Denitsioon. L on NP-t

aielik, kui L 2NP ja L on NP-raske.
NP-t

aielikud keeled on pol

unomiaalse taandamise t

apsuseni k~oige
raskemad keeled klassis NP. J

argnev teoreem annab lihtsa meetodi
keelte NP-t

aielikkuse t~oestamiseks. Teoreemi t~oestasid s~oltumatult
S. Cook ([Coo71]) ja L. Levin ([Lev75]). Varem nimetati seda Cooki
teoreemiks, viimasel ajal, kui L. Levini artikkel [Lev75] on saanud
tuntuks ka l

a

anemaailmas, kasutatakse nimetust Cook-Levini teo-
reem.
Teoreem 13.1. (Cook-Levini teoreem), Keel CNF-SAT on
NP-t

aielik.
T~oestus. Tuleb n

aidata, et suvaline keel L 2NP on pol

unomiaal-
selt taandatav keelele CNF   SAT . Olgu M keelt L tuvastav mitte-
deterministlik Turingi masin pol

unomiaalse keerukusega p(n). Konst-
rueerime Turingi masinaM , pol

unoomi p(n) ja s~ona x j

argi konjunk-
tiivsel normaalkujul lausearvutuse valemi F
M;x
, mis on kehtestatav
siis ja ainult siis, kui M aktsepteerib s~ona x. Olgu jxj = n ja M(x)
mingi arvutustee C
1
; C
2
; :::; C
p(n)
, C
i
|konguratsioon, jC
i
j = p(jxj).
Kui arvutustee pikkus on v

aiksem kui p(n) konguratsiooni, kordame
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viimast. T

ahistame Turingi masina M programmi Æ(M), mille k

as-
kude arv olgu jÆ(M)j. Olgu k

asud programmis Æ(M) nummerdatud
arvudega 1; : : : ; Æ(M). Esitame F
M;x
muutujate hulga kirjelduse koos
nende t

ahendusega.
Muutuja T

ahendus
S(q; t) Konguratsioonis C
t
on olek q
H(h; t) Konguratsioonis C
t
skaneerib lugemispea pesa h
T (b; h; t) Konguratsioonis C
t
on pesas h s

umbol b
I(j; t)

Uleminekul C
t
` C
t+1
kasutatakse k

asku j
J

argnevalt esitame disjunktid, mis tagavad muutujate

ulaltoodud t

a-
henduse.
1) Konguratsioon C
1
on Turingi masina M l

ahtekonguratsioon
sisendiga x = a
1
; :::; a
n
.
fS(q
1
; 1)g,
fT (a
1
; 1; 1)g; fT (a
2
; 2; 1)g; :::; fT (a
n
; n; 1)g,
fT (; h; 1)g, kus h 62 f1; :::; ng.
Esimene tingimus tagab, et l

ahtekonguratsioon on olekus q
1
, j

arg-
mised n tingimust tagavad, et sisend x sisaldub pesades 1:::n ning
viimase tingimuse kohaselt on

ulej

a

anud pesades t

uhis

umbol .
2) Igas konguratsioonis C
t
on M t

apselt

uhes olekus.
unique(S(1; t); :::; S(r; t)).
3) Konguratsiooni C
t
igas pesas on t

apselt 1 s

umbol.
unique(T (x
0
; h; t); :::; T (x
s
; h; t)).
4) Igas konguratsioonis C
t
on lugemispea asend

uhene.
unique(H(0; t); :::; H(p(n); t)).
5) Viimane konguratsioon on aktsepteeriv | fS(q
a
; p(n))g.
6)

Uleminekul C
t
` C
t+1
v~oib muutuda ainult skaneeritav pesa.
fT (b; h; t); T (c; h; t+ 1); H(h; t)g.
7) Turingi masina M k

ask, mis m

a

arab

ulemineku C
t
` C
t+1
on

uhene.
unique(I(1; t); :::; I(jÆ(M)j; t)).
8) Muudatused j

arjestikustes konguratsioonides (C
t
+ C
t+1
) vas-
tavad M programmile. Olgu iga oleku q ja s

umboli b jaoks Æ(q; b)
k

askude numbrite hulk, nii et j 2 Æ(q; b), kui j-nda k

asu kaks esimest
komponenti on q ja b. Iga t ja h jaoks lisame disjunkti:
fT (b; h; t); S(q; t); H(h; t)g [ fI(j; t) : j 2 Æ(b; q)g.
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Lisaks, kui j-is k

ask on hq; b; q
0
; b
0
; di, siis lisame disjunktid:
fI(j; t); S(q
0
; t+ 1)g,
fI(j; t); H(h; t); T (b
0
; h; t+ 1)g,
fI(j; t); H(h; t); H(h+ d; t+ 1)g.
Selgituseks punktide 6) ja 8) juurde: disjunkt kujul
x
1
_ : : : _ x
n
_ y
1
_ : : : _ y
k
on samav

a

arne valemiga
(x
1
& : : :& x
n
)  (y
1
_ : : : _ y
k
):
N

aitame et valem F
M;x
on kehtestatav, parajasti siis kui x 2 L.
Oletame, et F
M;x
on t~oene mingi v

a

artustuse  korral, s.t. k~oik dis-
junktid tingimustes 1) { 8) on t~oesed v

a

artustuse  jaoks. Tingimus
1)

utleb, et algkonguratsioon on q
1
a
1
: : : a
n
. Tingimused 2) { 4) ning
6) { 8) m

a

aravad konguratsiooni C
i
j

argi konguratsiooni C
i+1
vas-
tavalt Turingi masinaM programmile. Konguratsioon C
1
on

uheselt
kindlaks m

a

aratud tingimusega 1. Oletame et C
1
; :::; C
t
on m

a

aratud,
siis on aga lihtne m

a

arata C
t+1
, seega arvutustee on m

a

aratav. Tin-
gimus 5 tagab, et C
p(jxj)
on aktsepteeriv. Vastupidi, kui arvutustee
leidub, siis ta m

a

arab v

a

artustuse, mis rahuldab valemit f
M;x
. On
lihtne veenduda, et k~oik 8 tingimust on teostatavad ajalise keeruku-
sega O((p(n))
3
) (vt

ulesanne 40). 
Cook-Levini teoreem annab lihtsa v~oimaluse t~oestamaks, et keel L
on NP-raske: tuleb n

aidata, et CNF   SAT 6
P
m
L. T~oepoolest, ku-
na Cook-Levini teoreemi p~ohjal suvalise keele L
0
2NP jaoks kehtib
L
0
6
P
m
CNF   SAT , siis saame pol

unomiaalse taandamise transitiiv-
sust (teoreem 10.1 p.3.) kasutades taandatavusest CNF   SAT 6
P
m
L
j

areldada L
0
6
P
m
L.
J

areldus 13.2. Keeled SAT, 3CNF   SAT, VERTEX   COVER
INDEPENDENT   SET, ja CLIQUE on NP-t

aielikud.
T~oestus. V

aide j

areldub eelmise kahe peat

uki materjalidest ja po-
l

unomiaalse taandamise transitiivsusest. 
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14. R

andkaupmehe

ulesanne
Kaupmehel on vaja laiali vedada kaubad linnade (l
1
; :::; l
n
)
vahel. Linnade vahelised kaugused on m

a

aratud maatriksiga.
Kauguste maatriks |
0
B
@
d
11
::: d
1n
.
.
.
.
.
.
d
n1
::: d
nn
1
C
A
Probleem: Leida kinnine marsruut l

abi k~oigi n linna nii, et iga
linna l

abitakse 1 kord ja summaarne kaugus oleks minimaalne. Vastav
keele tuvastamise probleem oleks j

argmine.
TRAVELLING   SALESMAN
Antud: kauguste maatriks D, marsruudi pikkus k.
Omadus: Leidub marsruut kogupikkusega 6 k.
Keel TRAVELLING   SALESMAN kuulub ilmselt keerukusklas-
si NP, tuvastav mittedeterministlik algoritm on j

argmine:
input D; k:
guess j

arjestus  = (
1
; : : : ; 
n
):
check if 
n 1
i=1
d

i
;
i+1
+ d

n
;
1
6 k:
Selleks, et t~oestada keeleTRAVELLING   SALESMAN NP-t

aie-
likkust, uurime k~oigepealt veidi sarnast graateooria probleemi - Ha-
miltoni ts

uklit.
HAMILTONIAN   CIRCUIT
Antud: graaf G = (V;E).
Omadus: leidub tippude j

arjestus  = (
1
; : : : ; 
n
) nii et
f
1
; 
2
g 2 E; : : : ; f
n 1
; 
n
g 2 E; f
n
; 
1
g 2 E.
Ilmselt kuulub ka keel HAMILTONIAN   CIRCUIT klassi NP,
mittedetermineeritud testalgoritm on analoogiline eelmise n

aitega.
Teoreem 14.1. VERTEX-COVER6
P
m
HAMILTONIAN-CIRCUIT.
T~oestus.
Olgu paar (G; k) tippude katte

ulesanne. Konstrueerime graa G
0
nii, et graas G
0
leidub Hamiltoni ts

ukkel siis ja ainult siis, kui graas
G leidub tippude kate, mis koosneb k tipust.
a) Lisame graa G
0
ts

ukli:
a
1
a
2
a
3
a
k
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b) Iga serva e = fu; vg 2 E jaoks moodustame 12-tipulise graa
(viguri):
[e; u]
out
[e; u]
in
[e; v]
in
[e; v]
out
Seega jV
0
j = k + 12jEj.
c) Iga tipu u 2 V jaoks olgu e
1
; :::; e
m
servad hulgast E, mis on int-
sidentsed tipuga u. Lisame hulka E
0
j

argmised servad:
f[e
1
; u]
out
; [e
2
; u]
in
g; f[e
2
; u]
out
; [e
3
; u]
in
g; :::; f[e
m 1
; u]
out
; [e
m
; u]
in
g(*).
Lisaks

uhendame veel [e
1
; u]
in
ja [e
m
; u]
out
iga tipuga a
i
(i = 1; :::; k)
ringis.
a
k
a
1
a
3
a
2
e
3
e
m
e
2
e
1
N

u

ud n

aitame, et G sisaldab tippude katet suurusega k parajasti siis
kui G
0
sisaldab Hamiltoni ts

uklit. Oletame, et U = fu
1
; :::; u
h
g on tip-
pude kate graas G, h 6 k. Iga tipu u
j
2 U jaoks deneerime tee p
j
:
a
j
) a
j+1
. Olgu e
1
; :::; e
m
E servad, mis on

uhenduses u
j
. Tee p
j
si-
saldab siis k~oiki servi * ja servi fa
j
; [e
1
; u
j
]
in
g ning f[e
m
; u
j
]
out
; a
j+1
g.
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pj
peab

uhendama ka tippe [e
i
; u
j
]
in
ja [e
i
; u
j
]
out
8i i = 1; :::;m, mil-
leks on kaks moodust:
1) Kui serva e
i
teine otstipp ei kuulu tippude kattesse siis:
[e; u]
out
[e; u]
in
2) Kui serva e
i
teine otstipp kuulub tippude kattesse siis:
[e; u]
out
[e; u]
in

Uhendades n

u

ud k~oik teed p
1
; :::; p
h
, saame tee a
1
:::a
h+1
, mis l

abib
k~oik tipud igas viguris. L~opetuseks

uhendatakse k~oik teed ts

ukliks,

uhendades selleks a
h+1
; a
h+2
; :::; a
k
ja a
1
, mille tulemuseks on Hamil-
toni ts

ukkel.
Teiselt poolt oletame, et eksisteerib Hamiltoni ts

ukkel C graas G
0
.
Ts

ukli saab jagada teedeks, millede l~opp-punktid on ringis. Iga sellise
tee p jaoks leidub unikaalne tipp u(p) 2 V , nii et p k

aib l

abi k~oigi
vigurite, sest viguri l

abimiseks on ainult kaks viisi, mis on n

aidatud
eelpool. Seega on lihtne n

aha, et selliste tippude u(p)

uhend moodus-
tab tippude katte G-s. Kuna selliseid teid C-s saab olla maksimaalselt
k, on tippude katte maksimaalne suurus k. 
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J
areldus 14.2. R

andkaupmehe

ulesanne on NP -t

aielik
T~oestus. T~oestamiseks n

aitame, et HAMILTONIAN   CIRCUIT
6
p
m
TRAVELLING   SALESMAN . Olgu antud Hamiltoni ts

ukli
probleem { graaf G=(V,E). T~olgendame graa tippude hulka V asus-
tatud punktidena r

andkaupmehe

ulesande jaoks, mille kauguste maat-
riksi moodustame j

argmiselt:
d
ij
=

1; kui fi; jg 2 E,
jV j+ 1; kui fi; jg 62 E:
Marsruudi kogupikkuse k v~otame v~ordseks tippude arvuga n. Ole-
tame, et graas G leidub Hamiltoni ts

ukkel. Kuna graa servadele
vastavad kaugused on k~oik v~ordsed konstandiga 1, siis on Hamiltoni
ts

uklile vastava marsruudi pikkus n. Suvaline marsruut, mis ei ole
Hamiltoni ts

ukkel, sisaldab serva kaugusega jV j+ 1 ja sells kogupik-
kus on suurem kui n. 
N

aide Olgu meil antud graaf:
1
2
3
4
Moodustame maatriksi:
1 2 3 4
1 5 1 1 5
2 1 5 5 1
3 1 5 5 1
4 5 1 1 5
Hamiltoni ts

uklile (1,3,4,2) vastab kaalude summa 1+1+1+1=4, kuid
valides j

arjestuseks (1,2,3,4), mis ei ole Hamiltoni ts

ukkel, saame
1+5+1+5=12.
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15. Graa tippude v

arvimine
Graa G = (V;E) tippude v

arvimisviisiks k v

arviga nimetatakse
funktsiooni  graa tippude hulgast V hulka K = f1; : : : ; kg V

ar-
vimisviisi nimetatakse korrektseks, kui ei leidu serva, mille m~olemad
otstipud oleksid sama v

arvi. GraafG on v

arvitav k v

arviga, kui leidub
tippude korrektne v

arvimisviis k v

arviga.
k   COLOURABILITY
Antud: graaf G.
Omadus: graaf G on v

arvitav k v

arviga.
N

aitame, et k   COLOURABILITY 2NP. Mittedeterministlik
algoritm k v

arviga v

arvitavuse testimiseks on j

argmine:
input graaf G = (V;E)
guess tippude hulga V t

ukeldus k osaks.
check if k~oigi servade otspunktid kuuluvad erinevatesse t

ukkides-
se.
Teoreem 15.1. 3-COLOURABILITY on NP-t

aielik.
T~oestus. Teoreemi t~oestuseks taandame keele 3CNF   SAT kee-
lele 3   COLOURABILITY . Igale 3CNF-valemile F (x
1
; : : : ; x
n
) sea-
me vastavusse graa G
F
: Alguseks v~otame kaks tippu N ja S ning

uhendame need servaga. Lisame iga muutuja x
i
jaoks servaga

uhen-
datud tipupaari x
i
ja x
i
ning

uhendame paaride otspunktid tipuga
S. Iga disjunkti l
i;1
_ l
i;2
_ l
i;3
jaoks lisame kolmnurga tippudega
l
i;1
; l
i;2
; l
i;3
: Kolmnurga iga tipu l
i;j

uhendame ahelasse uute tippu-
dega b
i;j
ja a
i;j
.

Uhendame tipu a
i;j
literaalile l
i;j
vastava tipuga
paarides.

Uhendame k~oik tipud b
i;j
ja a
i;j
tipuga N (vt. joonist 15.1).
Vaatleme, millistel tingimustel on graaf G
F
v

arvitav kolme v

ar-
viga. T

ahistame v

arve t

ahtedega C,T ja F.

Uldisust kitsendamata
v~oime v

arvida tipu S v

arviga C ja tipu N v

arviga T. Kuna literaa-
lipaaride tipud on

uhendatud omavahel ning tipuga S, siis on ainus
v~oimalus v

arvida iga muutuja literaalid suvalisel viisil v

arvidega T
ja F. M

a

arame v

a

artustuse , lugedes t~oeseks v

arviga T v

arvitud
literaalid. Igale disjunktile vastab graas G
F
kolmnurk, mille tipud
tuleb v

arvida korrektse v

arvingu saamiseks erinevalt. Igas kolmnur-
gas peab

uks tipp, olgu see l
ij
,olema v

arvi F. Kuna tipud a
ij
ja b
ij
on

uhendatud tipuga N , mis on v

arvi T, siis tuleb v

arvida tipp b
ij
v

arviga C ja tipp a
ij
v

arviga F. Vastuolu ei teki ainult sel juhul,
kui tipuga a
ij

uhendatud literaal on v

arvi T, s.t. literaal l
ij
on t~oene
v

a

artustuse  jaoks.
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bc
bc bc
bc bc
bc bc
bc
bc bc bc bc bc bc
bc
bc
bc
N
S
x
1
x
1
x
2
x
2
x
n
x
n
x
2
b
i1
a
i1
a
i2
b
i2
x
1
x
n
b
i3
a
i3
Joonis 15.1: Valemi x
1
_ x
2
_ x
n
v

arvigraaf.
Seega on korrektse v

arvingu puhul igas disjunktis t~oene literaal
ning F () = 1. Kui aga F () = 0, siis ei ole korrektne v

arvimine
kolme v

arviga v~oimalik. 
J

areldus 15.2. Keel k-COLOURABILITY on NP-t

aielik iga
k > 3jaoks.
T~oestus. Lisame graale G uue tipu, mille

uhendame k~oigi graa
G tippudega. Saadud graaf on v

arvitav k + 1 v

arviga parajasti siis,
kui G on v

arvitav k v

arviga. 
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16. Kolmem~o~otmeline sobitus

ulesanne
Olgu Z;X; Y mittel~oikuvad hulgad v~ordse elementide arvuga q ja
M  ZXY .M
0
M on kolmem~o~otmeline sobitus, kui jM
0
j = q
ja suvalise kahe M
0
elemendi k~oik koordinaadid on erinevad.
3  MATCHING
Antud: Z;X; Y ; M  Z X  Y .
Omadus: Hulgas M sisaldub kolmem~o~otmeline sobitus.
Mittedeterministlik algoritm keele 3  MATCHING tuvastami-
seks on j

argmine:
input M  Z X  Y
guess M
0
M
check if M
0
on kolmem~o~otmeline sobitus.
Teoreem 16.1. 3CNF-SAT6
P
m
3-MATCHING
T~oestus. Moodustame valemi F (x
1
; : : : ; x
n
) =&
m
i=1
(l
i1
_ l
i2
_ l
i3
)
j

argi hulgad Z;X ja Y ning M  Z X  Y sellised, et M sisaldab
3-sobitust siis ja ainult siis, kui F on kehtestatav.
K~oigepealt moodustame kolmikud, mis m

a

aravad v

a

artustuse. Iga
muutuja x
i
jaoks moodustame 2m kolmikut
T
i
= f(x
i
[j]; a
i
[j]; b
i
[j]) : 1 6 j 6 mg;
F
i
= f(x
i
[j]; a
i
[j + 1]; b
i
[j]) : 1 6 j < mg [ f(x
i
[m]; a
i
[1]; b
i
[m])g;
kus a
i
[j] 2 X ; b
i
[j] 2 Y ; x
i
[j]; x
i
[j] 2 Z : 1 6 i 6 n; 1 6 j 6 m.
Kolmikute "sisemisi" elemente a
i
[j]; b
i
[j] ei kasutata hulgale M edas-
pidise konstruktsiooni k

aigus uusi elemente lisades, seet~ottu j

a

avad
sobitust moodustades iga muutuja x
i
jaoks vabaks k~oik literaalid x
ij
v~oi k~oik literaalid x
ij
. Vabad literaalid m

a

aravad v

a

artustuse.
Teiseks lisame hulgaleM kolmikud disjunktide t~oesuse kontrolliks.
Selleks lisame iga disjunkti D
j
jaoks hulgale X elemendid r[j] ja
hulgale Y elemendid s[j] ning hulgale M kolmikud
C
j
= f(x
i
[j]; r[j]; s[j]) : x
i
2 D
j
g [ f(x
i
[j]; r[j]; s[j]) : x
i
2 D
j
g:
Elementide r[j]; s[j] haaramine sobitusse on v~oimalik ainult siis, kui
disjunktis D
j
on v

ahemalt

uks literaal antud v

a

artustuse jaoks t~oene.
Konstrueerides 3-sobitust, mis m

a

arab v

a

artustuse ja kontrollib
disjunktide t~oesust selle v

a

artustuse jaoks, j

a

avad m~oned elemendid
kaasa haaramata. T

apsemalt, igast v

a

artustust m

a

aravast konstrukt-
sioonist j

a

avad p

arast v

a

artustuse kseerimist vabaks m "t~oest" lite-
raali, kokku m n elementi hulgast Z. Disjunktide kontrolli kolmikud
69
haaravad nendest m, seega j

a

ab vabaks m  (n  1) elementi. Lisame
hulka X elemendid g
k
ja hulka Y elemendid h
k
, 1 6 k 6 m  (n  1)
ning hulka M kolmikud
P = f(x
i
[j]; g
k
; h
k
); (x
i
[j]; g
k
; h
k
) :
1 6 i 6 n; 1 6 j 6 m; 1 6 k 6 m  (n  1)g:
Kokkuv~otteks:
M =
 
n
[
i=1
(T
i
[ F
i
)
!
[
0
@
m
[
j=1
C
j
1
A
[ P:
Iga 3-sobitus peab m

a

arama v

a

artustuse, mille jaoks on k~oik dis-
junktid t~oesed ning siduma

ulej

a

anud "vabad" literaalid kolmikutesse
tippudega g
k
; h
k
. Kolmikute hulkM sisaldab 2mn+3m+2m
2
n(n 1)
kolmikut ja on seet~ottu konstrueeritav pol

unomiaalse ajaga valemi F
pikkusest. 
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17. Keerukusklass coNP
Kehtestatavad lausearvutuse valemid kirjeldavad omal (v~orreldes
predikaatarvutusega, piiratud) viisil maailma. Seet~ottu pole juhuslik,
et osa autoreid nimetab valemi t~oeseid v

a

artustusi selle mudeliks. Sa-
maselt t~oesed valemid ei anna maailma kohta mingit informatsiooni,
aga kirjeldavad loogika t~odesid. Seega pakub kindlasti huvi ka sa-
maselt t~oeste valemite keele keerukus. Selle uurimiseks toome sisse
vajaliku m~oistete s

usteemi.
Denitsioon. Olgu C{ keelteklass. Siis coC= fL : L
c
2Cg.
Teoreem 17.1. coP=P.
T~oestus. Olgu L suvaline keel keerukusklassist P ja M determi-
nistlik pol

unomiaalses ajas t

o

otav Turingi masin, mis tunneb

ara kee-
le L. Konstrueerime M
0
vahetades M tabelis q
a
ja q
r
. M
0
, mis on
samuti determineeritud pol

unomiaalses ajas t

o

otav Turingi masin,
tuvastab keele L
c
. 
Mittedeterministlike keelteklasside korral l~oppolekute vahetamine
ei toimi. Kui me vahetame keelt SAT tuvastaval mittedeterministli-
kul Turingi masinal l~oppolekud, aktsepteerib see k~oik lausearvutuse
valemid, mille jaoks leidub v

a

araid v

a

artustusi. Keel SAT
c
koosneb
aga valemitest, mille jaoks on k~oik v

a

artustused v

a

arad.
Teoreem 17.2. coNP on kinnine pol

unomiaalse taandamise suh-
tes.
T~oestus. Olgu A 6
P
m
B ja B 2coNP, siis B
c
2NP. Kasutades
teoreemi 10.1 p.4 saame A
c
6
P
m
B
c
. Kuna NP on kinnine pol

uno-
miaalse taandamise suhtes, siis A
c
2NP ja A 2coNP. 
Teoreem 17.3. Kui L on NP-t

aielik, siis L
c
on coNP-t

aielik.
T~oestus. Kui L on NP-t

aielik, siis L 2NP ja L
c
2coNP. Olgu
A suvaline keel klassist coNP. Peame n

aitama, et A 6
P
m
L
c
. Kuna
A 2coNP, siis A
c
2NP ja, kuna L on NP-t

aielik, siis A
c
6
P
m
L.
Teoreemi 10.1 p.4. t~ottu A
cc
6
P
m
L
c
. Kuna A
cc
= A, siis A 6
P
m
L
c
.

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Teoreem 17.4. Kui leidub NP-t

aielik keel L, nii et L
c
2NP,
siis coNP=NP.
T~oestus. Kuna L on NP -t

aielik ja L
c
2NP, siis L
c
6
P
m
L. Teo-
reemi 10.1 p.4 t~ottu L
cc
6
P
m
L
c
, millest j

areldub L 6
P
m
L
c
.
1) NPcoNP.
Olgu A 2NP suvaline, A 6
P
m
L 6
P
m
L
c
: Pol

unomiaalse taandamise
transitiivsuse t~ottu A 6
P
m
L
c
. Kuna coNP on kinnine pol

unomiaalse
taandamise suhtes ja L
c
2coNP, siis A 2coNP.
2) coNPNP.
Olgu A 2coNP, suvaline. Kuna L on NP-t

aielik, siis L
c
on coNP-
t

aielik. Seet~ottu A 6
P
m
L
c
6
P
m
L. Transitiivsuse t~ottu A 6
P
m
L. Ku-
na L 2NP ja NP on kinnine pol

unomiaalse taandamise suhtes, siis
A 2 NP .

Teoreem 17.5. Kui coNP6=NP, siis P6=NP.
T~oestus. Oletame vastuv

aiteliselt, et P=NP. Kuna P=coP, siis
peaks NP=coNP, mis on aga vastuolus eeldusega. 
IgaNP-t

aieliku keele L t

aiend L
c
on teoreemi 17.3 p~ohjal coNP-
t

aielik. See asjaolu varustab meid ammendamatu loeteluga coNP-
t

aielikest keeltest. Siiski leiduvad m~oned keeled, mille jaoks coNP
on loomulik keerukusklass. Esimene neist on k

aesoleva peat

uki algu-
ses m

argitud samaselt t~oeste valemite keel ning teine monotoonseid
Boole'i funktsioone esitavate valemite keel.
TAUT
Antud: lausearvutuse valem F (x
1
; : : : ; x
n
).
Omadus:F on samaselt t~oene, s.t. iga  2 f0; 1g
n
jaoks F () = 1:
Ilmselt kehtib TAUT 
P
m
SAT
c
, kuna iga samaselt t~oese valemi
eitus on samaselt v

a

ar ja vastupidi. Keel SAT
c
on aga coNP-t

aielik.
MON
Antud: lausearvutuse valem F (x
1
; : : : ; x
n
).
Omadus: Boole'i funktsioon, mida esitab valem F , on monotoon-
ne.
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Teoreem 17.6. Keel MON on coNP-t

aielik.
T~oestus. 1) N

aitame, et MON 2coNP. Selleks esitame pol

uno-
miaalse mittedeterministliku algoritmi keele MON
c
tuvastamiseks:
input lausearvutuse valem F (x
1
; : : : ; x
n
).
guess ;  2 f0; 1g
n
, niisugused et   .
check if F () > F ().
Seet~ottu MON
c
2NP ja MON 2coNP.
2) N

aitame, et coNP-t

aielik keel SAT
c
on pol

unomiaalselt taan-
datav keeleleMON . Igale lausearvutuse valemile F seame vastavusse
valemi T (F ):
T (F ) =

x
1
; kui F (1; : : : ; 1) = 1,
F; kui F (1; : : : ; 1) = 0.
N

aitame, et valem F on samaselt v

a

ar (s.t. F 2 SAT
c
) siis ja ainult
siis, kui T (F ) on monotoonne.
Olgu valem F samaselt v

a

ar. Siis F (1; : : : ; 1) = 0 ning seet~ottu
T (F ) = F . Samaselt v

a

ar valem F on aga monotoonne.
Olgu valem F kehtestatav. Kui F (1; : : : ; 1) = 1, siis T (F ) = x
1
,
mis ei ole monotoonne Boole'i funktsioon. Kui F (1; : : : ; 1) = 0, siis
T (F ) = F . Et F on kehtestatav, siis leidub  2 f0; 1g
n
, niisugune et
F () = 1. Kuna  
+
(1; : : : ; 1), aga F () > F (1; : : : ; 1) , siis ei ole
F monotoonne. 
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18. Turingi taandamine
Graateooria rakendustes pakuvad huvi j

argmised klikkidega seo-
tud probleemid.
Antud on graaf G = (V;E). Mitu tippu on graa suurimal klikil?
Leida graa suurim klikk! Leida k~oik graa maksimaalsed klikid!
V~orreldes neid

ulesandeid meie keelega CLIQUE n

aib, nagu me
p

u

uaksime probleeme liialt lihtsustada.

Ulesannetest viimane ei paku
keerukusteooria seisukohast erilist huvi, kuna see on halvimal juhul
eksponentsiaalse keerukusega (Moon-Moseri graal MM (m; l) on m
l
maksimaalset klikki). S~onastame k~oigepealt graa suurima kliki tip-
pude arvu leidmise keele probleemina.
MAXCLIQUE
Antud: graaf G ja k > 0.
Omadus: kas G suurim klikk koosneb k tipust?
N

aide. Vaatleme graa
1 2
3 4
Selles graas hG; 2i 2 CLIQUE , hG; 2i 62 MAXCLIQUE ning
hG; 3i 2 MAXCLIQUE :
Kui me oskaksime pol

unomiaalses ajas tuvastada keelt CLIQUE ,
siis me saaksime teha sama ka keelega MAXCLIQUE , nagu n

aitab
j

argmine algoritm.
function maxclique(G; k) : boolean;
if clique(G; k) = 1 & clique(G; k + 1) = 0
then return(1)
else return(0)

clique(G; k) on siin funktsioon, mille v

a

artus on 1, kui graas G
leidub k-tipuline klikk ja 0 vastupidisel juhul. Sellest hoolimata ei
ole n

aha, kuidas 6
P
m
-taandada keeltMAXCLIQUE keelele CLIQUE .
Seet~ottu deneerime Turingi taandamise, milleks laiendame k~oige-
pealt Turingi masinat oraakliga. Oraakliks on mingi keel L ning Turin-
gi masin v~oib kirjutada spetsiaalsele oraakli lindile s~ona x ja p

o

ordub
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oraakli poole k

usimusega x 2 L? S~oltuvalt saadud vastusest l

aheb
Turingi masin olekusse q
yes
v~oi q
no
. Oraakli t

o

oaega ei arvestata Tu-
ringi masina t

o

oaja sisse. T

ahistame T
L
Turingi masinat T oraakliga
L. Eelpool esitatud algoritm maxclique n

aeks vormistatuna oraak-
lialgoritmina v

alja j

argmine.
maxclique(G; k)
begin
Kirjutada oraakli lindile k

usimus G; k
if hG; ki 2 CLIQUE
then kirjuta oraakli lindile G; k + 1
if hG; k + 1i 2 CLIQUE
then return 0
else return 1


end
Denitsioon. KeelA on pol

unomiaalselt Turingi-taandatav kee-
lele L (t

ahistame A 6
P
T
L), kui leidub pol

unomiaalne determineeritud
Turingi masin T oraakliga L, mis tuvastab keele A.
Eelmisest n

aitest n

aeme, et MAXCLIQUE 6
P
T
CLIQUE .
Teoreem 18.1. Kui A 6
P
T
B ja B 6
P
T
C, siis A 6
P
T
C (Turingi
taandamine on transitiivne).
T~oestus.OlguM
1
jaM
2
deterministlikud pol

unomiaalses ajas t

o

o-
tavad oraakliga Turingi masinad, mis realiseerivad teoreemi eelduses
n

aidatud taandamised, s.t. A = L(M
B
1
) ja B = L(M
C
2
). Konstrueeri-
me masina M , mis simuleerib masinat M
1
, kuid asendab M
1
oraakli
poole p

o

ordumised masina M
2
simuleerimisega M
1
oraaklilindi sisul
(p

o

ordudes oraakli poole, kui masin M
2
p

o

ordub oraakli poole). Ilm-
ne on, et L(M
C
) = A jaM t

o

otab pol

unomiaalses ajas, sestM
1
ning
M
2
t

o

otavad pol

unomiaalses ajas ja masinat M
2
simuleeritakse ar-
vutuse jooksul vaid pol

unomiaalne arv kordi ning sisenditega, mille
pikkus on pol

unomiaalne M sisendi pikkuse suhtes. 
Teoreem 18.2. Kui A 6
P
m
B, siis A 6
P
T
B.
T~oestus. Olgu f selline pol

unomiaalses ajas arvutatav funktsioon,
et iga x 2 

korral x 2 A , f(x) 2 B. Konstrueerime oraakliga
Turingi masina M , mis sisendi x korral arvutab s~ona f(x), seej

a-
rel k

usib oraaklilt, kas tulemus kuulub oraaklihulka, ja aktsepteerib
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oraakli positiivse vastuse korral ning l

ukkab tagasi oraakli negatiivse
vastuse korral. Siis A = L(M
B
). 
Teoreem 18.3. Kui A 2P, siis iga keele B korral A 6
P
T
B.
T~oestus. Olgu M deterministlik pol

unomiaalses ajas t

o

otav Tu-
ringi masin, mille korral L(M) = A. Me v~oime masinat M lugeda
oraakliga masinaks, mis ei tee oraakli poole

uhtegi p

o

ordumist. Siis
suvalise keele B korral L(M
B
) = L(M) = A. 
Kui K on keelteklass, siis k~oiki keeli, mis on Turingi m~ottes pol

u-
nomiaalselt taandatavad m~onele klassiK kuuluvale keelele, t

ahistame
P
K
. Eelpooltoodud n

aidet arvestades v~oime kirjutada, et
MAXCLIQUE 2 P
NP
. Keelteklass P
NP
on sobiv nn. ekstreemump-
robleemide keerukuse kirjeldamiseks. Siiski leidub

ulesandeid, mis
n

aivad j

a

avat v

aljapoole keerukusklasse P; NP ning P
NP
, kuid on
siiski seotud mittedeterministliku pol

unomiaalse aktsepteerimisega.
N

aitena vaatleme j

argmist probleemi.
EQUIVALENT   BF
Antud: lausearvutusvalem F ja k > 0.
Omadus: leidub lausearvutuse valem F
0
, mis sisaldab k literaali
esinemist ja on ekvivalentne valemiga F ?
Mittedeterministlik Turingi masin keele EQUIVALENT   BF tu-
vastamiseks on j

argmine:
input lausearvutuse valem F .
guess F
0
, milles on k literaali.
check if F  F
0
2 TAUT .
Esitatu on olemuselt mittedeterministlik Turingi masin, oraakliga
keelest TAUT 2 coNP: See inspireerib deneerima mittedetermi-
nistlikku Turingi taandamist.
Denitsioon. Keel L on Turingi m~ottes mittedeterministlikult
pol

unomiaalselt taandatav keelele A, kui leidub selline mittedeter-
ministlik pol

unomiaalses ajas t

o

otav oraakliga Turingi masin M , et
L = L(M
A
). T

ahistame L 6
NP
T
A.
KuiK on mingi keelte klass, siis k~oiki keeli, mis on Turingi m~ottes
mittedeterministlikult pol

unomiaalselt taandatavad m~onele klassi K
kuuluvale keelele, t

ahistame NP
K
-ga. Samamoodi v~oime deneerida
ka teised
"
relativiseeritud keerukusklassid\.
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Teoreem 18.4. Suvaliste keelte A ja B korral kehtivad:
1. P
A
 NP
A
.
2. A 2 P
A
ja seega A 2 NP
A
.
3. P
A
= P
A
c
ja NP
A
= NP
A
c
.
4. P
A
= coP
A
.
5. P
A
= P
B
parajasti siis, kui A 6
P
T
B ja B 6
P
T
A.
6. P
A
ja NP
A
on kinnised 6
P
m
suhtes.
7. NP
A
 PSPACE
A
.
8. Kui A 2 P, siis P
A
= P.
T~oestus.
1. Iga deterministlikku (oraakliga) Turingi masinat v~oime vaadata
kui mittedeterministlikku.
2. Olgu M masin, mis kopeerib oma sisendilindi sisu oraaklilindi-
le, p

o

ordub oraakli poole ja aktsepteerib positiivse ning l

ukkab
tagasi negatiivse vastuse korral. Siis M on pol

unomiaalses ajas
t

o

otav ja deterministlik ja A = L(M
A
).
3. OlguM pol

unomiaalses ajas t

o

otav [mitte]deterministlik oraak-
liga Turingi masin ja M masin, mille saame masinast M , va-
hetades tal

ara olekud q
yes
ja q
no
. Siis

M on pol

unomiaal-
ses ajas t

o

otav [mitte]deterministlik oraakliga Turingi masin ja
L(M
A
) = L(M
A
c
).
4. Kui M on pol

unomiaalses ajas t

o

otav deterministlik Turingi
masin ja M
0
on saadud masinast M , vahetades tal

ara aktsep-
teeriva ja tagasil

ukkava oleku, siis L(M
A
) = L(M
0
A
)
c
.
5. N

aitame, et kui A 6
P
T
B, siis P
A
 P
B
. Kui L 2 P
A
, siis
L 6
P
T
A. See t

ahendab, et L 6
P
T
A 6
P
T
B ja j

arelikult teoreemi
?? j

argi L 6
P
T
B ehk L 2 P
B
. Seega kui A 6
P
T
B ja B 6
P
T
A,
siis P
A
= P
B
. Teisest k

uljest, kui P
A
= P
B
, siis selle teoreemi
teise punkti j

argi A 2 P
B
ja B 2 P
A
ehk A 6
P
T
B ja B 6
P
T
A.
6. Olgu B 2 P
A
[vastavalt B 2 NP
A
]. Olgu M
0
selline [mitte]de-
terministlik pol

unomiaalses ajas t

o

otav oraakliga Turingi ma-
sin, et B = L(M
A
0
). Olgu C mingi keel, mille korralC 6
P
m
B, ol-
gu f selline pol

unomiaalses ajas arvutatav funktsioon, et
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x 2 C , f(x) 2 B. Konstrueerime masina M , mis sisendi x
korral arvutab k~oigepealt f(x)-i ja seej

arel simuleerib tulemu-
sel masinatM
0
. Siis onM [mitte]deterministlik pol

unomiaalses
ajas t

o

otav oraakliga Turingi masin ja L(M
A
) = C.
7. Olgu B 2 NP
A
, olgu M selline mittedeterministlik oraakliga
Turingi masin, mille t

o

oaeg on piiratud pol

unoomiga p(n) ja
L(M
A
) = B. Kui x 2 

, siis kontrollimaks, kas x 2 B, pii-
sab simuleerida masinaM
A
iga v~oimalikku arvutusk

aiku p(jxj)
sammu, kuni on leitud aktsepteeriv arvutusk

aik. Pidamaks ar-
vet, millist arvutusk

aiku parajasti simuleeritakse, piisab m

alust
suurusj

arku O(p(jxj)). Kuna M
A
konguratsioonid ei saa olla
suuremad kui O(p(jxj)), siis onM
A
simuleeritav deterministliku
pol

unomiaalse m

aluga oraakliga Turingi masinaga, mis kasutab
oraaklit A.
8. Ilmselt P
;
= P, kuna meil on oraakli vastused k~oik ette teada.
Kui A 2 P, siis vastavalt teoreemile 18.3 A 6
P
T
; ja ; 6
P
T
A,
seega P
A
= P
;
= P.

Teoreem 18.5. Iga keelte klassi K korral NP
P
K
=NP
K
.
T~oestus.KunaK  P
K
, siisNP
P
K
NP
K
. Teistpidi sisalduvuse
t~oestamiseks olgu B 2 NP
P
K
. Sel juhul leidub selline keel D 2 P
K
,
et B 2 NP
D
. J

arelikult leiduvad keel A 2 K, pol

unomiaalses ajas
t

o

otav deterministlik oraakliga Turingi masin M
1
ja pol

unomiaalses
ajas t

o

otav mittedeterministlik oraakliga Turingi masin M
2
nii, et
D = L(M
A
1
) ja B = L(M
D
2
). Olgu M mittedeterministlik oraakliga
Turingi masin, mis t

o

otab j

argmiselt:
input x
loop
simuleeri masina M
2
arvutust s~onal x kuni ta
peatub v~oi p

o

ordub oraakli poole
if M
2
peatub then
exit loop
else
olgu w s~ona M
2
oraaklilindil
simuleeri masina M
1
koos oraakliga A arvutust
s~onal w
if masin M
1
aktsepteerib w then
v~ota masina M
2
olekuks q
yes
78
else
v~ota masina M
2
olekuks q
no


end loop
if masin M
2
aktsepteerib then accept else reject
end
Kerge on n

aha, et M t

o

otab pol

unomiaalses ajas ja L(M
A
) = B.
Seega B 2 NP
K
. 
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19. Pol

unomiaalne hierarhia
Selleks, et

uldistada eelmise peat

uki tulemusi, deneerime kolm
keeleklasside peret: 
P
k
, 
P
k
, 
P
k
.

P
0
= 
P
0
= 
P
0
= P;

P
k+1
= NP

P
k
;

P
k+1
= co
P
k+1
;

P
k+1
= P

P
k
Deneerime pol

unomiaalse hierarhia
PH =
1
[
k=0

P
k
:
Teoreemi 18.4 p.3 v

aidab, et on

uksk~oik, kas kasutada oraaklina
keelt L v~oi selle t

aiendit L
c
. Seet~ottu saame laiendada keerukusklas-
side m

a

aranguid:

P
k+1
= NP

P
k
= NP

P
k
;

P
k+1
= P

P
k
= P

P
k
:
Edaspidi kasutame t~oestustes oraaklina keelt klassist 
P
k
v~oi 
P
k
vas-
tavalt vajadusele.
Teoreem 19.1. 
P
k
[ 
P
k
 
P
k+1
 
P
k+1
\ 
P
k+1
:
T~oestus. Olgu L 2 
P
k
[ 
P
k
. Konstrueerime Turingi masina
M(x): if x 2 L then accept else reject .
M on deterministlik pol

unomiaalses ajas t

o

otav Turingi masin
oraakliga klassist 
P
k
v~oi 
P
k
, mis aktsepteerib keele L. SeegaL 2 
P
k+1
:
Kui A 2 
P
k+1
, siis leidub deterministlik pol

unomiaalses ajas t

o

o-
tav oraakliga Turingi masin M ja keel B 2 
P
k
nii, et A = L(M
B
).
Kuna deterministlik Turingi masin on erijuht mittedeterministlikust,
siis A 2 
P
k+1
. Kuna 
P
k+1
= co
P
k+1
(teoreem 18.4 p.4.), siis
A
c
2 
P
k+1
, seega A
c
2 
P
k+1
ning A 2 
P
k+1
. 
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Teoreem 19.2. (Pol

unomiaalse hierarhia alternatiivne denit-
sioon).
(1) L 2 
P
k
, 9A 2 P ja pol

unoom p, nii et
x 2 L, (9y
1
)(8y
2
):::(Q
k
y
k
)[hx; y
1
; :::; y
k
i 2 A];
kus jy
i
j 6 p(jxj) 1 6 i 6 k.
(2) L 2 
P
k
, 9A 2 P ja pol

unoom p, nii et
x 2 L, (8y
1
)(9y
2
):::(Q
k
y
k
)[hx; y
1
; :::; y
k
i 2 A];
kus jy
i
j 6 p(jxj) 1 6 i 6 k.
T~oestus. T~oestame induktsiooniga k j

argi.
Baas: k = 0, kvantoreid pole, midagi pole t~oestada.
Samm: ) (1) L 2 
P
k
, denitsiooni kohaselt 9L
1
2 
P
k 1
ja mit-
tedeterministlik Turingi masin NT oraakliga L
1
, mis tuvastab keelt L
pol

unomiaalses ajas. Olgu q(n) pol

unomiaalne NT
L
1
sammude arvu
t~oke, siis NT
L
1
(x) arvutustee on q(jxj)
2
. Deneerime 6 keelt:
1) hx;wi 2 A
1
, w on NT
L
1
(x) arvutustee, mis l~opeb olekus q
a
.
2) hu; vi 2 A
2
, u = hu
1
; :::; u
h
u
i, v = hv
1
; :::; v
h
v
i iga i; j jaoks
u
i
6= v
j
.
3) hx;w; ui 2 A
3
, u = hu
1
; :::; u
h
u
i on oraaklilt k

usitavate s~onade
jada, mille jaoks NT
L
1
(x) arvutustee w j

atkub "yes" vastuse j

argi.
4) hx;w; vi 2 A
4
, v = hv
1
; :::; v
h
v
i on oraaklilt k

usitavate s~onade
jada, mille jaoks NT
L
1
(x) arvutustee w j

atkub "no" vastuse j

argi.
5) u 2 A
5
, u = hu
1
; :::; u
h
u
i ja u
i
2 L
1
iga i jaoks.
6) v 2 A
6
, v = hv
1
; :::; v
h
v
i ja v
i
62 L
1
iga i jaoks.
Keeled A
1
; :::; A
4
on pol

unomiaalses ajas tuvastatavad. Koondame
keelde A keelte A
1
; : : : ; A
4
poolt v

aljendatavad tingimused:
hx;w; u; vi 2 A ,
, hx;wi 2 A
1
& hu; vi 2 A
2
& hx;w; ui 2 A
3
& hx;w; vi 2 A
4
:
Siis
x 2 L, (9hw; u; vi)[hx;w; u; vi 2 A& u 2 A
5
& v 2 A
6
]:
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Induktsiooni h

upoteesi kohaselt leidub keel B
1
2 P ja pol

unoom r
1
,
nii et
u 2 A
5
, (9z
1
)(8z
2
):::(Q
k 1
z
k 1
)[hu; z
1
; z
2
; :::; z
k 1
i 2 B
1
];
kus jz
i
j 6 r
1
(juj) (1 6 i 6 k   1). Sarnaselt leidub keel B
2
2 P ja
pol

unoom r
2
, nii et
v 2 A
6
, (8w
2
)(9w
3
):::(Q
k
w
k
)[hv; w
2
; w
3
; :::; w
k
i 2 B
2
];
kus jw
i
j 6 r
2
(jvj) (2 6 i 6 k). Kasutades kvantorite sulgude ette
toomise reegleid, saame
x 2 L,
, (9hw; u; vi)(9z
1
)(8z
2
)(8w
2
)(9z
3
)(9w
3
):::(Q
k 1
z
k 1
)(Q
k
w
k
)
[hx;w; u; vi 2 A& hu; z
1
; :::; z
k 1
i 2 B
1
& hv; w
2
; :::; w
k
i 2 B
2
]
, (9hw; u; v; z
1
i)(8hz
2
; w
2
i)(9hz
3
; w
3
i):::(Q
k 1
hz
k 1
; w
k 1
i)(Q
k
w
k
)
[hx;w; u; vi 2 A& hu; z
1
; :::; z
k 1
i 2 B
1
& hv; w
2
; :::; w
k
i 2 B
2
]:
Teoreemi v

aide (2) t~oestatakse analoogiliselt.
( Oletame, et leidub keel A 2 P ja pol

unoom p, nii et
x 2 L , (9y
1
)(8y
2
):::(Q
k
y
k
)[hx; y
1
; :::; y
k
i 2 A];
kus jy
i
j 6 p(jxj) iga 1 6 i 6 k. Deneerime keele C:
C = fhx; y
1
i : (8y
2
):::(Q
k
y
k
)[hx; y
1
; :::; y
k
i 2 A]g;
siis x 2 L , (9y
1
)[hx; y
1
i 2 C]. H

upoteesi kohaselt C 2 
P
k 1
.
Konstrueerime mittedeterministliku Turingi masina oraakliga C, mis
tuvastab keele L:
input x;
Guess y
1
: jy
1
j 6 p(jxj)
if hx; y
1
i 2 C then accept

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20. Pol

unomiaalse hierarhia omadused
Olgu f(x
1
; : : : ; x
n
) Boole'i funktsioon ja f
x
i
ning f
x
i
n 1 muutu-
ja funktsioonid, mis on saadud funktsioonist f muutuja x
i
v

a

artuse
kseerimisel konstantidega 1 ja 0. T

ahistame
(9x
i
)f(x
1
; : : : ; x
n
)  f
x
i
_ f
x
i
;
(8x
i
)f(x
1
; : : : ; x
n
)  f
x
i
& f
x
i
:
Kvantorite t

ahendus on t

apselt sama, mis predikaatarvutuses, sest
Boole'i funktsioon on olemuselt predikaat kahe elemendilises indiviidi-
de piirkonnas. Kui me kasutame kvantorploki m~ojupiirkonnas olevate
Boole'i funktsioonide esitamiseks lausearvutuse valemeid, on tegemist
kvantoritega Boole'i valemitega ehk l

uhemalt kvantorvalemiga.
Kvantorvalem on kinnine, kui k~oik muutujad on seotud kvantori-
tega. Kinnine kvantorvalem esitab 0 muutuja Boole'i funktsiooni, s.t.
see on konstantne Boole'i funktsioon 0 v~oi 1. Deneerime kaks keelt,
mis on seotud kvantorvalemi m~oistega.
QBF (Quantied Boolean Formula).
Antud: kvantorvalem (Q
1
x
1
) : : : (Q
n
x
n
)F (x
1
; : : : ; x
n
).
Omadus: (Q
1
x
1
) : : : (Q
n
x
n
)F (x
1
; : : : ; x
n
)  1.
Boole'i valemi F (x
1
; : : : ; x
n
) muutujate hulga X = fx
1
; : : : ; x
n
g
t

ukeldus X
1
; : : : ; X
k
on hulga X alamhulkade s

usteem, mille jaoks on
t

aidetud tingimused:
1) X
i
6= ;; 1 6 i 6 k,
2) X
i
\X
j
= ;; 1 6 i < j 6 k,
3) [
k
i=1
X
i
= X .
T

ukeldades muutujate hulga X k plokiks saame deneerida keele:
kQBF
Antud: kvantorvalem (Q
1
X
1
)(Q
2
X
2
):::(Q
k
X
k
)F (x
1
; :::; x
n
); mil-
les X
1
; :::; X
k
on muutujate hulga fx
1
; :::; x
n
g t

ukeldus ja Q
1
; :::; Q
k
on vahelduv kvantorjada.
Omadus: (Q
1
X
1
)(Q
2
X
2
):::(Q
k
X
k
)F (x
1
; :::; x
n
)  1:
83
N
aide F = ((x_y)! (x&y&z_u)). Koostame t~oev

a

artustabeli
x y z u x _ y ! x& y & z _u
0 0 0 0 0 1 0 0
0 0 0 1 0 1 0 1
0 0 1 0 0 1 0 0
0 0 1 1 0 1 0 1
0 1 0 0 1 0 0 0
0 1 0 1 1 1 0 1
0 1 1 0 1 1 1 1
0 1 1 1 1 1 1 1
1 0 0 0 1 0 0 0
1 0 0 1 1 1 0 1
1 0 1 0 1 0 0 0
1 0 1 1 1 1 0 1
1 1 0 0 1 0 0 0
1 1 0 1 1 1 0 1
1 1 1 0 1 0 0 0
1 1 1 1 1 1 0 1
G
1
= (9x)(8y)(9z; u)F (x; y; z; u) = 1,
G
2
= (9x)(8y; z)(9u)F (x; y; z; u) = 1,
G
3
= (9x)(8y; z; u)F (x; y; z; u) = 0.
Teoreem 20.1. kQBF , mis algab olemasolu kvantoriga on 
P
k
-
t

aielik (ja seega kQBF
c
on 
P
k
-t

aielik).
T~oestus. Olgu ~
i
2 f0; 1g
jX
i
j
muutujate hulga X
i
v

a

artustus
(1 6 i 6 k). Siis keele kQBF semantika kohaselt
(9X
1
)(8X
2
):::(Q
k
X
k
)F (X
1
; :::; X
k
) 2 kQBF
siis ja ainult siis, kui
(9~
1
)(8~
2
) : : : (Q
k
~
k
)[hF (X
1
; :::; X
k
); ~
1
; : : : ; ~
k
i 2
2 BOOLEANVALUE ]:
Varasemast teame, et BOOLEANVALUE 2P. Siis saame rakendada
teoreemi 19.2 p.1. mille j

argi kuulub keel kQBF klassi 
P
k
.
Olgu NT
L
1
Turingi masin oraakliga L
1
2 
P
k 1
. Teoreemi 19.2
t~oestusest on n

aha, et igaNT
L
1
poolt pol

unomiaalses ajas tuvastatav
keel L on pol

unomiaalselt taandatav keelele kQBF , kuna ta teisendab
NT
L
1
(x) arvutused keele kQBF valemiteks. Keel kQBF on seega 
P
k
-
t

aielik. 
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Teoreem 20.2. Iga k > 1, keele A 2 
P
k
ja pol

unoomi q jaoks,
keel B = fx : 9y[hx; yi 2 A& jyj 6 q(jxj)]g kuulub klassi 
P
k
.
T~oestus. Kuna keel A 2 
P
k
, siis teoreemi 19.2 pohjal leidub keel
L 2 
P
k 1
nii, et hx; yi 2 A , (9z)[hx; y; zi 2 L]. Sellest j

areldub,et
x 2 B , (9hy; z >)[hx; y; zi 2 L] ja B 2 
P
k
. 
Teoreem 20.3. Iga k > 1, keele A 2 
P
k
ja pol

unoomi q jaoks,
keel B = fx : 8y[hx; yi 2 A& jyj 6 q(jxj)]g kuulub klassi 
P
k
.
T~oestus. Kuna keel A 2 
P
k
, siis teoreemi 19.2 p~ohjal leidub keel
L 2 
P
k 1
nii, et hx; yi 2 A , (8z)[hx; y; zi 2 L]. Sellest j

areldub, et
x 2 B , (8hy; zi)[hx; y; zi 2 L] ja B 2 
P
k
. 
Teoreem 20.4. Kui 
P
k
= 
P
k
mingi k > 1 jaoks, siis iga m > k
jaoks kehtib 
P
m
= 
P
m
= 
P
k
:
T~oestus. T~oestame induktsiooniga m j

argi.
Baas: m = k. 
P
k
= 
P
k
= 
P
k
.
Samm: Oletame, et m > k ja m   1 jaoks 
P
m 1
= 
P
m 1
= 
P
k
.
V~otame keele A 2 
P
m
, teoreemi 19.2 j

argi 9B 2 
P
m 1
ja pol

unoom
p(n), selliselt et x 2 A , 9y[hx; yi 2 B], kus jyj 6 p(jxj). Indukt-
siooni h

upoteesi kohaselt 
P
m 1
= 
P
k
ning eelduse p~ohjal 
P
k
= 
P
k
.
Seega B 2 
P
k
. N

u

ud saame teoreemi 20.2 kohaselt, et A 2 
P
k
. 
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21. Pehouseki teoreem
Olgu f : f0; 1g
n
! f0; 1g Boole'i funktsioon ja
(Q
1
x
1
):::(Q
n
x
n
)f(x
1
; :::; x
n
)
selle kinnine kvantorvorm, kus Q
i
2 f9;8g. Olgu q
f
funktsiooni f
t~oeste kvantorjadade hulk, s.t.
q
f
= fQ
1
; : : : ; Q
n
: (Q
1
x
1
) : : : (Q
n
x
n
)[f(x
1
; : : : ; x
n
)  1]g:
J

argmise teoreemi p

ustitas h

upoteesina Dan Pehousek uudisgrupis
comp.sci Kohe j

argnes t~oestus Ranan Fraerilt. Ilmselt on tegemist
juhuga, kus h

upoteesi p

ustitamine on raskem kui selle t~oestamine.
Tegelikult ei oska keegi leida nimetatud tulemusele m~oistlikku raken-
dust, kuid tulemus on intrigeeriv. Isegi D. Knuth viitab sellele oma
monograaa "The Art of Computer Programming"neljanda k

oite k

a-
sikirjas.
Teoreem 21.1. Iga muutujate j

arjestuse x
1
; :::; x
n
jaoks
#q
f
= #f , kus #q
f
on hulga q
f
v~oimsus ja #f funktsiooni f t~oeste
v

a

artustuste arv.
T~oestus. T~oestame induktsiooniga n j

argi.
Baas: n = 1. moodustame t~oev

a

artustabeli k~oigi

uheargumendi-
liste funktsioonide jaoks:
X f
0
f
1
f
2
f
3
0 0 0 1 1
1 0 1 0 1
Siit on n

aha et
8xf
0
(x) = 0
9xf
0
(x) = 0
#q
f
0
= 0 #f
0
= 0
8xf
1
(x) = 0
9xf
1
(x) = 1
#q
f
1
= 1 #f
1
= 1
8xf
2
(x) = 0
9xf
2
(x) = 1
#q
f
2
= 1 #f
2
= 1
8xf
3
(x) = 1
9xf
3
(x) = 1
#q
f
3
= 2 #f
3
= 2
Samm: Oletame, et iga n   1 muutuja Boole'i funktsiooni jaoks
teoreem kehtib. Olgu f(x
1
; :::; x
n
) n muutujaga Boole'i funktsioon.
Boole-Shannoni lahutuse j

argi f(x
1
; :::; x
n
) = (x
1
&f
x
1
) _ (x
1
&f
x
1
).
Siis #f(x
1
; :::; x
n
) = #f
x
1
+#f
x
1
.
Olgu Q
2
; : : : ; Q
n
suvaline kvantorjada pikkusega n  1. Vaatleme

uhe muutuja Boole'i funktsiooni (Q
2
x
2
) : : : (Q
n
x
n
)f(x
1
; x
2
; : : : ; x
n
).
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T
ahistame f
1
= (Q
2
x
2
) : : : (Q
n
x
n
)f(1; x
2
; : : : ; x
n
) ning
f
0
= (Q
2
x
2
) : : : (Q
n
x
n
)f(0; x
2
; : : : ; x
n
). Rakendades Boole-Shannoni
lahutust ainsa vaba muutuja x
1
j

argi saame
(Q
2
x
2
) : : : (Q
n
x
n
)f(x
1
; x
2
; : : : ; x
n
) = (x
1
&f
1
) _ (x
1
&f
0
):
Uurime, milliste kvantori Q
1
valikute puhul on valem
(Q
1
x
1
)(Q
2
x
2
) : : : (Q
n
x
n
)f(x
1
; x
2
; : : : ; x
n
)
t~oene. K

asitleda tuleb nelja v~oimalust:
1) f
1
= 0 ja f
0
= 0. Boole-Shannoni lahutusest on n

aha, et m~olemad
valikud (x
1
 0 ja x
1
 1) annavad tulemuseks nulli. Seega ei saa
niisugust kvantorjada j

atkata nii, et
(Q
1
x
1
)(Q
2
x
2
) : : : (Q
n
x
n
)f(x
1
; x
2
; : : : ; x
n
)
oleks t~oene.
2) f
1
= 1 ja f
0
= 0. Valides x
1
 1 muutub Boole-Shannoni lahutuse
esimene term t~oeseks. Valides x
1
 0 on m~olemad termid v

a

arad.
Kvantorjada saab j

atkata olemasolu kvantoriga.
3) f
1
= 0 ja f
0
= 1. Analoogiline juhuga 2)
4) f
1
= 1 ja f
0
= 1. Valides x
1
 1 on t~oene esimene term, va-
lides x
1
 0 on t~oene teine term. Seega iga x
1
v

a

artuse jaoks on
(Q
2
x
2
) : : : (Q
n
x
n
)f(x
1
; x
2
; : : : ; x
n
) t~oene ning me saame kvantorjada
j

atkata nii olemasolu kui

uldisuse kvantoriga.
Kokku saame #q
f
= #q
f
x
1
+ #q
f
x
1
. Induktsiooni h

upoteesi t~ottu
#q
f
x
1
= #f
x
1
ja #q
f
x
1
= #f
x
1
. Arvestades, et
#f(x
1
; :::; x
n
) = #f
x
1
+#f
x
1
saame teoreemi v

aite. 
Funktsiooni f t~oeste kvantorjadade hulka q
f
v~oib k

asitleda Boo-
le'i funktsioonina, kui kodeerida kvantorid hulga f0; 1g elementideks:
9 ! 1;8 ! 0. Koodist kvantori saamiseks kasutame t

ahistust Q
1
= 9
ja Q
0
= 8. Boole'i funktsioone saab alati esitada lausearvutuse vale-
mite abil. Olgu F (x
1
; : : : ; x
n
) lausearvutuse valem, mis esitab Boole'i
funktsiooni f ning Q
F
(q
1
; : : : ; q
n
) esitagu funktsiooni f t~oeste kvan-
torjadade Boole'i funktsiooni q
f

ulaltoodud kodeeringus. Valemi Q
F
teadmine valemi F jaoks v~oimaldaks lahendada keele QBF liikme-
lisuse probleemi pol

unomiaalse ajaga valemi Q
F
pikkusest, kuna on
87
teada, et BOOLEANVALUE 2 P. Kuna keel QBF on t

aielik klassis
PSPACE, siis ei saa t~osiselt loota, et ~onnestuks konstrueerida pol

u-
nomiaalne algoritm, mis arvutaks suvalise valemi F j

argi valemi Q
F
.
Siiski, osutub et m~one valemite alamklassi jaoks on see v~oimalik.
Teoreem 21.2. Iga Boole'i funktsiooni f 2 f0; 1g
n
! f0; 1g
jaoks on t~oeste kvantorjadade funktsioon q
f
monotoonne.
T~oestus. Olgu  selline et q
f
() = 1 ja 
i
= 0. Siis
(Q

1
x
1
):::(Q

i 1
x
i 1
)(8x
i
)(Q

i+1
x
i+1
):::(Q

n
x
n
)f(x
1
; :::; x
n
) = 1:
T

ahistame  = (
1
; : : : ; 
i 1
; 1; 
i+1
; : : : ; 
n
); saame seega   .
Kvantorjadale  vastav valem
(Q

1
x
1
):::(Q

i 1
x
i 1
)(9x
i
)(Q

i+1
x
i+1
):::(Q

n
x
n
)f(x
1
; :::; x
n
)
peab samuti olema t~oene kvantorite semantika t~ottu. Siis ka q
f
() = 1
ning funktsioon q
f
on monotoonne. 
Teoreem 21.3. Kui f on monotoonne, siis q
f
 f .
T~oestus. Olgu f(x
1
; : : : ; x
n
) monotoonne. Kui f  0, siis funkt-
sioonil f ei ole

uhtegi t~oest v

a

artustust ega ka

uhtegi t~oest kvantor-
jada. Juhu f 6 0 t~oestame induktsiooniga v

a

artustuste j

arjestuse 
j

argi.
Baas: Kuna f(1; : : : ; 1) = 1, siis
(9x
1
) : : : (9x
n
)f(x
1
; : : : ; x
n
) = 1:
See on aga kvantorjada, mis vastab t~oesele v

a

artustusele (1; : : : ; 1).
Samm: Olgu  = (
1
; : : : ; 
n
) v

a

artustus, mille jaoks v

aide keh-
tib, s.t. f() = 1 ja
(Q

1
x
1
) : : : (Q

n
x
n
)f(x
1
; : : : ; x
n
) = 1:
Olgu  niisugune v

a

artustus, et f() = 1 ja   , s.t. mingi i jaoks
(1 6 i 6 n):
 = (
1
; : : : ; 
i 1
; 1; 
i+1
; : : : ; 
n
);
 = (
1
; : : : ; 
i 1
; 0; 
i+1
; : : : ; 
n
):
Kuna f() = 1 ja f() = 1, siis
(Q

1
x
1
) : : : ; (Q

i 1
x
i 1
); (Q

i+1
x
i+1
)(Q

n
x
n
)f(x
1
; : : : ; x
n
) = 1
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iga x
i
jaoks, s.t.
(Q

1
x
1
) : : : (Q

n
x
n
)f(x
1
; : : : ; x
n
) = 1: 
Selleks, et rakendada esitatud tulemusi keerukusteoorias, denee-
rime j

argmise keele:
MONOTONE  QBF .
Antud: kvantoritega Boole'i valem
(Q
1
x
1
) : : : (Q
n
x
n
)F (x
1
; : : : ; x
n
);
kus valem F on CNF, mis ei sisalda eitatud muutujaid.
Omadus: (Q
1
x
1
) : : : (Q
n
x
n
)F (x
1
; : : : ; x
n
)  1:
J

areldus 21.4. MONOTONE  QBF 2P.
T~oestus. Kodeerime kvantorjada Q
1
; : : : ; Q
n
v

a

artustuseks
q = (q
1
; : : : ; q
n
) ja aktsepteerime, kui F (q) = 1: Kuna ainult po-
sitiivseid literaale sisaldav CNF on monotoonne, siis teoreem 21.3
garanteerib tulemuse ~oigsuse. 
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22. Interaktiivsed protokollid
Denitsioon Graad G
0
= (V;E
0
) ja G
1
= (V;E
1
) on isomorf-
sed (G
0
 G
1
), kui leidub permutatsioon  hulgal V , et (E
0
) = E
1
.
Siin (E
0
) = ff(x); (y)g : fx; yg 2 E
0
g.
Deneerime kaks graade isomorsmiga seotud keelt.
GI (Graph Isomorphism)
Antud: graad G
0
ja G
1
.
Omadus: Graad G
0
ja G
1
on isomorfsed.
SGI (Subgraph Isomorphism)
Antud: graad G
0
ja G
1
.
Omadus: Leidub graa G
1
alamgraaf G
0
, mis on isomorfne graa-
ga G
0
.
M~olemad keeled - GI ja SGI on klassist NP. Esitame mittede-
terministliku tuvastamisalgoritmi keele SGI jaoks.
input graad G
0
= (V
0
; E
0
); G
1
= (V
1
; E
1
).
guess V
0
 V
1
(jV
0
j = jV
0
j), vastavus  : V
0
! V
0
check if G
0
= (G
0
)
Keele GI kohta ei ole teada, et see oleks NP-t

aielik, ega ka selle
kuulumist klassi P. K

ull aga on keele SGI positsioon lihtsalt t~oesta-
tav.
Teoreem 22.1. Keel SGI on NP-t

aielik.
T~oestus. Taandame keele CLIQUE keelele SGI . T

ahistame l-tipu-
list t

aielikku graa K
l
. Ilmselt sisaldab graaf G
1
l-tipulist klikki pa-
rajasti siis, kui graas G
1
on graaga K
l
isomorfne alamgraaf.

Graade isomorsmi probleem v~oimaldab tagasi tulla keerukus-
klasside NP ja coNP juurde. Nende klasside p~ohim~otteline erine-
vus on selles, et keele L 2NP ja s~ona x jaoks kehtib: kui x 2 L,
siis leidub pol

unomiaalses ajas testitav sertikaat selle t~oendamiseks.
NP-probleemi keerukus seisneb sertikaadi leidmises, mitte selle tes-
timises. Keele L 2coNP liikmelisusel taolist sertikaati ei ole (kui
NP6=coNP).
N

aitena meenutame keelt SAT . Lausearvutuse valem F (x
1
; : : : ; x
n
)
kuulub keelde SAT , kui leidub v

a

artustus  = (
1
; : : : ; 
n
) nii,
et F (
1
; : : : ; 
n
) = 1. V

a

artustus  on siin sertikaadiks. Kui aga
F (x
1
; : : : ; x
n
) 62 SAT , siis taolist pol

unnomiaalses ajas testitavat ser-
tikaati ei ole teada.
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Kujutleme kahte m

ustitseeritud persooni: kuningas Artur { po-
l

unomiaalse arvutusv~oimsusega umbusklik veritseerija ning v~olur
Merlin { piiramatu arvutusv~oimsusega t~oestaja. Oletame, et Artur
k

asib Merlinil teha kindlaks, kas valem F on kehtestatav ning esi-
tada ka veenev t~oestus. Kui vastus on jaatav, on Merlini

ulesanne
lihtne { ta esitab t~oestusena t~oese v

a

artustuse  (mille leidmiseks
piisab eksponentsiaalsest arvutusv~oimsusest). Artur saab kontrollida
pol

unomiaalse aja jooksul vastuse ~oigsust, arvutades F () v

a

artuse.
Kui aga vastus on eitav, siis Artur ei ole v~oimeline kontrollima,et
F () = 0 k~oigi 2
n
v

a

artustuse jaoks.
Alates aastast 1989 on siiski teada v~oimalus kontrolliks: interak-
tiivsed protokollid (vt. [Bab90]). Kogu teooria on liiga komplitseeritus
k

aesolevas ~opikus esitamiseks, kuid idee selgitamiseks anname inte-
raktiivse protokolli graade mitteisomorsmi kontrolliks.
Artur: annab Merlinile kaks graa G
0
= (V;E
0
) ja G
1
= (V;E
1
):
Merlin: teatab NO (s.t. graad ei ole isomorfsed).
Artur: valib juhusliku k 2 f0; 1g, genereerib juhusliku tippude
hulga V permutatsiooni , arvutab graa G = (G
k
) ja saadab sel-
le Merlinile, n~oudes vastuseks graa numbrit k, millest l

ahtudes ta
arvutas graa G.
Merlin: if G  G
0
then l := 0 else l := 1 . Saadab Arturile
arvu l.
Artur if k = l then accept else reject .
Kui graad ei ole isomorfsed, siis saam Merlin kontrollida, kumba
graa j

argi leidis Artur graa G ja Artur aktsepteerib t~oen

aosusega
1. Kui aga Merlin pettis ja graad on isomorfsed, siis on Merlinil
v~oimatu v

alja arvutada ~oiget vastust. Sel juhul l

ukkab Artur taga-
si t~oen

aosusega 1/2 ja aktsepteerib (vale otsus!) t~oen

aosusega 1/2.
Viimast t~oen

aosust saab teha kuitahes v

aikeseks, korrates protokol-
li. T~oepoolest, korrates protokolli n korda on t~oen

aosus selleks, et
Merlin edastab Arturile ~oige k v~ordne 1=2
n
.
Analoogilised interaktiivsed protokollid on teada kuni keerukus-
klassini PSPACE, kuid need on siintoodust oluliselt keerulisemad.
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23.

Ulesanded

Ulesanne 1. Leida lausearvutuse valemi
F = (x (y  z))  (x & z)
jaoks funktsioonid F
x
; F
x
; F
y
; F
y
; F
z
ja F
z
:

Ulesanne 2. Testida valemi F (

ulesandest 1) kehtestatavust tabeli-
meetodil ja algoritmi SAT abil.

Ulesanne 3. Leida valemi F (

ulesandest 1) disjunktiivne ja konjunk-
tiivne normaalkuju.

Ulesanne 4. Antud on graaf G = (V;E), kus V = f1; 2; 3; 4; 5; 6g ja
E = ff1; 3g; f1; 5g; f2; 4g; f2; 6g; f3; 4g; f3; 5g; f3; 6g; f4; 5g; f4; 6g;
f5; 6gg: Leida graa G klikkide struktuuri kirjeldavad DNF ja CNF.

Ulesanne 5. T~oestada teoreem 2.2.

Ulesanne 6. Kontrollida valemi
F
1
= (x _ y)& (y _ z)& (z _ w)& (w _ u)& (u _ x)
kehtestatavust algoritmi DPLL abil.

Ulesanne 7. T~oestada teoreem 4.2.

Ulesanne 8. T~oestada lemma 4.3.

Ulesanne 9. Arvutada elimineerimismeetodi abil valemi F
1
(

ulesan-
dest 6) t~oeste v

a

artustuste arv.

Ulesanne 10. Ortogonaliseerida algoritmi Ort abil disjunktipaar:
(x _ y _ z _ u);
(u _ v _ w):

Ulesanne 11. Leida algoritmi Ortogonalize abil valemi F
1
(

ulesan-
dest 6) ortogonaalne konjunktiivne normaalkuju ja t~oeste v

a

artustus-
te arv.

Ulesanne 12. Leida algoritmi SATO abil valemi F (

ulesandest 1)
ortogonaalne DNF ja t~oeste v

a

artustuste arv.

Ulesanne 13. Leida algoritmi DPLLO abil valemi F
1
(

ulesandest 6)
ortogonaalne CNF ja t~oeste v

a

artustuste arv.

Ulesanne 14.Arvutada algoritmi #DPLL abil valemi F
1
(

ulesandest
6) t~oeste v

a

artustuste arv.

Ulesanne 15. T~oestada teoreem 8.3.
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Ulesanne 16. T~oestada j

areldus 8.6.

Ulesanne 17.KoostadaMoon-Moseri graaMM(3; 4) klikkide struk-
tuuri kirjeldav CNF.

Ulesanne 18. Koostada Moon-Moseri graa M
4
klikkide struktuuri
kirjeldav CNF CF
M
4
ja rakendada sellele lahendite loendamise elimi-
neerimismeetodit ja algoritme DPLLO ja #DPLL.

Ulesanne 19. Joonistada k~oik 20 monotoonset kolme muutujaga
Boole'i funktsiooni, v

arvides kolme moodustajaga Boole'i v~orel funkt-
siooni 1-tipud punaseks.

Ulesanne 20. Joonistada k~oik 20 kolme muutujaga antiahelat, v

arvi-
des kolme moodustajaga Boole'i v~orel funktsiooni 1-tipud punaseks.

Ulesanne 21. Kirjutada

ules nelja muutujaga monotoonseid Boole'i
funktsioone kirjeldav valem M
4
(x
0
; : : : ; x
15
).

Ulesanne 22. Kirjutada

ules nelja muutujaga antiahelaid kirjeldav
valem A
4
(x
0
; : : : ; x
15
).

Ulesanne 23. Aritmetiseerida lausearvutuse valem F (

ulesandest
1), kasutades Kisielewiczi teoreemi t~oestuses(teoreem 9.3) esitatud
meetodit.

Ulesanne 24. Arvutada Kisielewiczi teoreemis kasutatud valemi abil
arvu 27357 kaheksas kahendkoht (parempoolseim bitt on number 0).
Kontrollida tulemust, teisendades arv kahends

usteemi.

Ulesanne 25. Arvutada algoritmi #DPLL abil monotoonseid kolme
muutuja funktsioone kirjeldava valemi M
3
t~oeste v

a

artustuste arv.

Ulesanne 26. Teisendada CNF
F
2
= (x _ y _ u _ v _ z _ w)& (x _ z)& (x _ u _ z _ w)& (z)
ekvivalentseks 3CNF-ks.

Ulesanne 27. Leida valemi x y u v minimaalne DNF ja CNF.

Ulesanne 28. Leida valemi F (

ulesandest 1) jaoks samaaegselt keh-
testatav konjunktiivne normaalkuju, kasutades pol

unomiaalse taan-
damise SAT 6
P
m
CNF   SAT (teoreem 11.5) algoritmi.

Ulesanne 29. Leida graa G (

ulesandest 4) k~oik klikid, s~oltumatud
hulgad ja tippude katted.

Ulesanne 30. Leida DNF , mis v

aljendab antud graa s~oltumatute
hulkade struktuuri. T~oestada selle ~oigsust (analoog teoreemile 2.1).

Ulesanne 31. Leida CNF , mis v

aljendab antud graa s~oltumatute
hulkade struktuuri. T~oestada selle ~oigsust (analoog teoreemile 2.2).
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Ulesanne 32. Leida DNF , mis v

aljendab antud graa tippude katete
struktuuri. T~oestada selle ~oigsust (analoog teoreemile 2.1).

Ulesanne 33. Leida CNF , mis v

aljendab antud graa tippude katete
struktuuri. T~oestada selle ~oigsust (analoog teoreemile 2.2).

Ulesanne 34.Antud on 3CNF F
3
= (x_y_z)&(x_y_u)&(y_z_u).
Konstrueerida sellele vastav tippude katte graaf vastavalt taandami-
sele 3CNF   SAT 6
P
m
V ERTEX   COV ER teoreemist 12.3.

Ulesanne 35. T~oestada teoreem 12.4.

Ulesanne 36. T~oestada, et
 
n
[n=2]

on eksponentsiaalses s~oltuvuses
arvust n. Soovitus: kasutage Stirlingi valemit n! 
p
2n
n
n
e
n
.

Ulesanne 37. T~oestada, et valemi F
G
(x
11
; : : : ; x
kn
) (teoreem 12.4)
pikkus on pol

unomiaalses s~oltuvuses graa G tippude arvust.

Ulesanne 38. Rakendada teoreemi 12.4 konstruktsiooni graale
G
1
= (f1; 2; 3g; ff1; 2g; f1; 3gg);
v~ottes k = 2.

Ulesanne 39. T~oestada, et disjunkt kujul
x
1
_ : : : _ x
n
_ y
1
_ : : : _ y
k
on samav

a

arne valemiga
(x
1
& : : :& x
n
)  (y
1
_ : : : _ y
k
):

Ulesanne 40. T~oestada, et Cook-Levini teoreemis 13.1 punktides
1-8 konstrueeritud CNF pikkus on O(p(n)
3
).

Ulesanne 41. Konstrueerida graa G
1
ja tippude katte konstandi
k = 2 jaoks Hamiltoni ts

ukli graaf vastavalt teoreemi 14.1 t~oestuses
antud konstruktsioonile.

Ulesanne 42.T~oestada, et 2CNF SAT ja 2 COLOURABILITY
on pol

unomiaalselt ekvivalentsed.

Ulesanne 43. Konstrueerida valemi (x _ y _ z) & (x _ y _ z) j

argi
kolmem~o~otmeline sobitus

ulesanne vastavalt teoreemi 16.1 konstrukt-
sioonile.
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Ulesanne 44. Iteratsioonivaba regulaaravaldis (IRA) t

ahestikusA = f0; 1g
deneeritakse j

argmiselt:
1
Æ
0 ja 1 on IRA.
2
Æ
Kui a ja b on IRA-d, siis on IRA ka (a _ b) ja (ab).
Olgu r IRA. Keel L(r) deneeritakse j

argmiselt:
1
Æ
L(0) = f0g.
2
Æ
L(1) = f1g.
3
Æ
Kui a ja b on IRA, siis L(a _ b) = L(a) [ L(b).
4
Æ
Kui a ja b on IRA, siis L(ab) = fxy : x 2 L(a)& y 2 L(b)g.
Deneerime keele:
nIRA
Antud: IRA r ja naturaalarv n.
Omadus: L(r) \ A
n
= A
n
, s.t. kas regulaaravaldis r genereerib
k~oik t

ahestiku A s~onad pikkusega n?
T~oestada, et keel nIRA on coNP-t

aielik.
Soovitus: taandada keel TAUT keelele nIRA.

Ulesanne 45. Arvutada kvantoritega Boole'i valemi
(8x)(9y)(8z)[x  (y  z)]
v

a

artus.

Ulesanne 46. Leida valemi
(x _ y)& (y _ z)& (z _ u)
k~oik t~oesed kvantorjadad.
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