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Abstract
A unified approach to the design of controllers achieving various specified input-
to-state stability (ISS) like properties is presented. Both full state and measurement
feedback cases are considered. Synthesis procedures based on dynamic programming
is given using the recently developed results on controller synthesis to achieve uni-
form l∞ bound [12]. Our results make an important connection between the ISS
literature and nonlinear H∞ design methods.
1 Introduction
Analysis and design of control systems with disturbances is one of the central topics in
control engineering that is continuing to attract a lot of research interest in the context
of nonlinear systems. This trend has been driven by several major breakthroughs over
the past 15 years that occurred in nonlinear H∞ control (e.g. [3, 4, 26, 11]) and the
input to state stability (ISS) related literature (e.g. [24, 21, 2]). These two approaches
have been developed relatively independently of each other and they differ in stability
properties that are considered, tools that are used and questions that are asked. Both
approaches have their advantages and disadvantages but they both provide invaluable
tools and insight into the problems of analysis and design of nonlinear control systems
with disturbances.
Nonlinear H∞ control has its roots in the theory of linear H∞ control (from which
the name is inherited). The main objective of research in nonlinear H∞ control has been
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to develop analysis and design tools to achieve controllers robust against uncertainty.
The framework and tools used to solve the nonlinear problem originate from optimal
control (including risk-sensitive stochastic optimal control), game theory, and dissipative
systems. Dynamic programming is a key technique in all these areas. Willems’ theory
[27] of dissipative systems is an elegant and powerful technique for stability analysis with
strong links to Lyapunov stability theory (storage functions play the role of Lyapunov
functions).
Research in nonlinear H∞ control has proceeded to date to translate linear H∞ con-
trol results to a nonlinear setting to the extent possible. In this context, it is typical to
model the plant and controller as nonlinear operators and to consider L2 stability with a
finite (linear) gain of the closed loop system, which comes from its linear tradition. More-
over, this literature often aims at designing controllers that achieve minimum (optimal),
or near minimum, gains from disturbance inputs to plant outputs and, hence, controller
design often requires a solution of an appropriate dynamic programming equation (DPE)
or inequality (DPI). An advantage of this approach is that it can be applied to a very
broad class of plants and its main drawback is the heavy computation required to solve
DPE/DPI [11]. Nevertheless, the methodology is fundamental and provides useful con-
ceptual insights. Note that while much of the existing literature has focused on linear
gains, the tools and techniques used apply much more generally, as we shall see.
The ISS related literature builds on the tradition of stability of dynamical systems
and Lyapunov theory. Research in this area has concentrated on finding appropriate
nonlinear generalizations of different finite gain input-output stability properties that are
more natural in the nonlinear context and fully compatible with Lyapunov theory. The
plant is modelled as a dynamical system with disturbance inputs and the related stability
properties usually make use of nonlinear gains. The majority of ISS related research has
concentrated on presenting different equivalent characterizations of ISS like properties
[23, 24, 10, 2], proving appropriate small gains theorems [13] and applying the ISS like
properties to analysis and controller design. This literature is usually not concerned with
computing minimum disturbance gains and the main tool for applying these results are
Lyapunov like functions that are very difficult to find. Typically, abstract existence results
are used, or else explicit constructions for special classes of systems. We are not aware of
any results that provide a systematic procedure for controller design for general nonlinear
systems that achieves different ISS like stability properties for the plant dynamics.
The purpose of this paper is to exploit techniques typically used in nonlinear H∞
control to address the problem of controller design with the goal of achieving different
ISS like properties for the plant dynamics. In particular, we use recent results on uniform
L∞ bounded (ULIB) robustness [12] that employ nonlinear dissipative systems and H∞
techniques in an appropriate L∞ stability setting. Our main results show that a range
of controller design problems achieving appropriate ISS like properties for the plant dy-
namics can be solved by solving another ULIB problem for an auxiliary augmented plant.
We present our results in a unifying manner to show that controllers achieving any of the
following properties can be designed via appropriate ULIB problems: input to state sta-
bility (ISS) [19], integral input to state stability (iISS) [2], integral input to integral state
stability (iIiSS) [20], input to output stability (IOS) [25], input output to state stability
(IOSS) [16] and incremental input to state stability (δISS) [1]. It will become apparent
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that further ISS like properties can be achieved using the same technique. Important fea-
tures of our approach are: (i) we need to fix the desired disturbances gains and transients
bounds prior to controller design; (ii) admissible controllers we consider are causal oper-
ators and our solutions can be interpreted as a dynamical controller with an appropriate
initialization; (iii) we achieve an ISS like bound only for the plant dynamics and controller
dynamics is not considered; (iv) we consider both full state and measurement feedback
problems; (v) our controllers are obtained via solutions of appropriate DPE/DPI and in
general they are computationally very demanding.
In the synthesis problems in this paper, we consider only plant states in the input-
output bounds. This mainly because that the initial condition of controller are easily be
set in contrast to plant initial states. We show (in Section 8.1) that certain robustness
with respect to the controller initialization can be achieved by our design. Moreover,
our approach is flexible and it may be modified so that we actually achieve input-output
bounds for the closed-loop system including controller state (see Section 8.2), but then it
is harder to have clear statements of the main results. Some detailed discussion on this
issue are given in Remark 4.4.
In this paper the results have been presented for discrete time systems. The continuous
time case is more technical and will be considered in our future research work. This paper
is organized as follows. Preliminaries and notations are given in Section 2. In Section 3,
we present a unified definition for 6 different ISS like properties. In Section 4, we state the
state feedback and measurement feedback synthesis problems considered in this paper.
The problems are then transferred into ULIB synthesis problems in Section 5. In Section
6, the dynamic programming results are presented using the existing ULIB results. A
simple illustrate example is given in Section 7. Some further remarks on our method are
presented in Section 8. Section 9 concludes the paper.
2 Preliminaries
Sets of real numbers, nonnegative real numbers, integers and nonnegative integers are
denoted respectively as R, R+, Z and Z+. Moreover, we denote
R¯ := R ∪ {+∞} , R˜ := R ∪ {+∞} ∪ {−∞} . (1)
Recall that a function γ : R+ → R+ is of class K if it is continuous, strictly increasing
and γ(0) = 0; it is of class K∞ if it is of class K and also γ(s)→∞ as s→∞. A function
β : R+ ×R+ → R+ is said to be a function of class KL if for each fixed t ≥ 0, β(·, t) is
of class K and for each fixed s ≥ 0, β(s, ·) decreases to zero.
Sontag [20] proved the following lemma on KL functions that we need.
Lemma 2.1 [20] Given arbitrary β ∈ KL, there exist two functions α1, α2 ∈ K∞ such
that
β(s, t) ≤ β1(s, t) = α1
(
α2(s)e
−t) , ∀s ≥ 0, t ≥ 0 . (2)
¥
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Given W ⊆ Rs,∀k ∈ Z+, we use the following notation:
w[0,k−1] := {w0, · · · , wk−1},∀k ≥ 0,
W[0,k−1] := {w[0,k−1] : wi ∈W, 0 ≤ i ≤ k − 1},
W[0,∞) := {w[0,∞) : wi ∈W}.
(3)
Sometimes we use the notation w = w[0,∞). We use the convention that W[0,−1] = ∅.
In the sequel, we use the notation x[0,k], X[0,k], X[0,∞), U[0,∞), y[0,k−1],Y[0,k−1],Y[0,∞), etc,




where |·| is the Euclidean norm. To simplify the notation, for any two vectors x1 and x2,
sometimes we also denote (xT1 x
T
2 )
T as (x1, x2).
3 A unified definition for ISS like properties
One aspect of our contribution is a unified approach to solving a range of control design
problems that achieve various Input-to-State Stability (ISS) like properties for the plant
in the closed loop system. The first step in this unified approach is to provide a unified
definition of a range of ISS like properties that have been considered recently in the
literature. In this section we first define a range of seemingly unrelated ISS like properties
in Definition 3.1 and then in Definition 3.4 we restate all in a unified and compact manner
that is particularly suited for our approach.
Consider the following system with input sequence {wk} and output sequence {z¯k}
xk+1 = f(xk, wk)
z¯k = H(xk)
(4)
where xk ∈ Rn, wk ∈ W ⊆ Rs, z¯k ∈ Rq. We denote by φ(k, x0, w[0,k−1]) the solution of
the system at time k that starts from the initial condition x0 and under the action of the
input w[0,k−1]. Sometimes we simply use φk or xk to denote φ(k, x0, w[0,k−1]). A range of
ISS like properties that have been introduced in the literature [19, 14, 2, 20, 25, 16, 1] are
listed below:
Definition 3.1 Let B0 ⊆ Rn,W ⊆ Rs, the system (4) is:
• Input to State Stable (ISS) [19, 14] if there exist β ∈ KL and γ1 ∈ K such that the
trajectories of the system satisfy:
|φ(k, x0, w[0,k−1])| ≤ β(|x0|, k) + γ1(‖w[0,k−1]‖∞),
for all x0 ∈ B0, w[0,k−1] ∈ W[0,k−1], and k ≥ 0.
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• Integral Input to State Stable (iISS)[2] if there exist β ∈ KL and γ1, γ2 ∈ K such
that:







for all x0 ∈ B0, w[0,k−1] ∈ W[0,k−1], and k ≥ 0.















for all x0 ∈ B0, w[0,k−1] ∈ W[0,k−1], and k ≥ 0.
• Input to Output Stable (IOS)[25] if there exist β ∈ KL and γ1 ∈ K such that:
|H(φ(k, x0, w[0,k−1]))| ≤ β(|x0|, k) + γ1(‖w[0,k−1]‖∞),
for all x0 ∈ B0, w[0,k−1] ∈ W[0,k−1], and k ≥ 0.
• Input Output to State Stable (IOSS)[16] if there exist β ∈ KL and γ1, γ2 ∈ K such
that:
|φ(k, x0, w[0,k−1])| ≤ β(|x0|, k) + γ1(‖w[0,k−1]‖∞) + γ2(‖z[0,k−1]‖∞),
for all x0 ∈ B0, w[0,k−1] ∈ W[0,k−1], and k ≥ 0.
• Incrementally Input to State Stable (δISS)[1] if there exist β ∈ KL and γ1 ∈ K such
that:
|φ(k, x10, w1[0,k−1])− φ(k, x20, w2[0,k−1])| ≤ β(|x10 − x20|, k) + γ1(‖(w1 − w2)[0,k−1]‖∞),
for all x10, x
2
0 ∈ B0, w1[0,k−1], w2[0,k−1] ∈ W[0,k−1], and k ≥ 0. ¥
Remark 3.2 The original ISS-like properties are usually defined globally. That is in
Definition 3.1 B0 = R
n, W = Rs. However, similar properties can be introduced for
more general sets B0 ⊆ Rn, W ⊆ Rs. In this paper, we will consider this general case.
Our methods are also applicable to the more general practical ISS-like properties (e.g.
[13]) but we are not addressing them here. ¥
Remark 3.3 By Lemma 2.1, any β ∈ KL has an upper bound of the form β1(s, t) =
α1 (α2(s)e
−t). Notice that β1 itself is also a KL function, so the properties in Definition





. For example, system (4) is ISS if and only if there exist α1, α2 ∈ K∞ and
γ1 ∈ K such that the trajectories of (4) satisfy:










be not as tight as the bound β(|x0|, k) with β ∈ KL. In this paper, we will only consider
the case when KL function is of the form α1 (α2(s)e−t). ¥
5
Property





?(φ, ρ, ψ, ϕ) n?
ISS α2(|x0|)e−k ‖w[0,k−1]‖∞ 0 |φ| − α1(ρ)− γ1(ψ) n + 2
iISS α2(|x0|)e−k
∑k−1





i=0 γ2(|φi|) γ1(ϕ)− ρ− γ4(ψ) n + 3
IOS α2(|x0|)e−k ‖w[0,k−1]‖∞ 0 |H(φ)| − α1(ρ)− γ1(ψ) n + 2
IOSS1 α2(|x0|)e−k ‖w[0,k−1]‖∞ ‖H(φ)[0,k−1]‖∞ |φ| − α1(ρ)− γ1(ψ)− γ2(ϕ) n + 3
δISS2 α2(|x10 − x20|)e−k ‖(w1 − w2)[0,k−1]‖∞ 0 |φ1 − φ2| − α1(ρ)− γ1(ψ) n + 2
Table 1: Summary of the data needed in the unifying definition for ISS like properties
(equation (6))
We find it useful to restate Definition 3.1 since its new form is more suited for our
paper. First, note that the inequality (5) in the ISS definition is:
|φ(k, x0, w[0,k−1])| − α1
(
α2(|x0|)e−k
)− γ1(‖w[0,k−1]‖∞) ≤ 0.
Hence, the definition can be restated as follows. There exists mappings GISS : Rn ×
R × R → R, ρISS : Rn × Z+ → R+ and for every k ∈ Z+ there exists a mapping
ψISSk :W[0,k−1] → R+, such that
GISS(φ(k, x0, w[0,k−1]), ρISS(x0, k), ψISSk (w[0,k−1])) ≤ 0,
for all x0 ∈ B0, w[0,k−1] ∈ W[0,k−1], and k ≥ 0. In fact, we have that
ρISS(x0, k) := α2(|x0|)e−k,
ψISSk (w[0,k−1]) := ‖w[0,k−1]‖∞,
GISS(φ, ρ, ψ) := |φ| − α1 (ρ)− γ1(ψ),
where γ1 ∈ K and α1, α2 ∈ K∞. We use the convention that ψISSk (∅) = 0 and note that
since w[0,−1] = ∅, we have that ψISS0 (w[0,−1]) = 0.
Using the same arguments as above, we can restate each property in Definition 3.1 in
the same manner. The summary of all situations is presented in Table 1 that is used in
conjunction with the following:
Definition 3.4 [Unified definition for ISS like properties] Let B0 ⊆ Rn and W ⊆ Rs be
given. The system (4) has Property ?, where ? ∈ {ISS, iISS, iIiSS, IOS, IOSS, δISS},
if there exist γi ∈ K, i = 1, 2, . . . , 5 and α1, α2 ∈ K∞ such that with ρ?(·, ·), ψ?k(·), ϕ?k(·)
and G?(·, ·, ·, ·) defined in Table 1 we have that the solutions of the system (4) satisfy:
G?(φ(k, x0, w[0,k−1]), ρ?(x0, k), ψ?k(w[0,k−1]), ϕ
?
k(φ[0,k−1])) ≤ 0, (6)
1We use the notation H(φ)[0,k−1] to denote the sequence H(φ(i, x0, w[0,i−1])), i = 0, 1, . . . , k − 1.
2The meaning of notation used in this row of the table is explained in Remark 3.5.
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for all x0 ∈ B0, w[0,k−1] ∈ W[0,k−1], k ≥ 0, where φ[0,k−1] denotes the sequence of solutions
φ(i, x0, w[0,i−1]), i = 0, 1, . . . , k − 1 of the system (4). ¥
Remark 3.5 Note that the δISS property for the system
x˜k+1 = f˜(x˜k, w˜k) (7)











which consists of two exact copies of the original system that are initialized respectively
from the initial conditions x˜10 and x˜
2
0 and that are driven with the inputs w˜
1 and w˜2. We

















In the sequel, whenever we talk about δISS of the system (4), we will always assume that
the above given transformation has already been carried out and hence the system has
the form (8) with (9) (we assume that the dimensions n and s of x and w respectively
are even). And we actually mean the δISS property of the system (7) (where x˜ and w˜
respectively have a dimension n/2 and s/2). ¥
Remark 3.6 There are two reasons for restating Definition 3.1 as in Definition 3.4. First,
the inequality (6) will be shown to be related to an inequality in the Uniform l∞ Bound-
edness (ULIB) problem that was recently considered and solved in the literature [12].
Moreover, we will show how to transform our problem that involves some of the proper-
ties in Definition 3.1 into an auxiliary ULIB problem that can be solved using techniques
of [12]. The inequality (6) is especially suited for this problem transformation. Second,
our results are unifying for all ISS like properties of Definition 3.1 and, hence, Definition
3.4 provides a compact way of presenting our proofs and results. ¥
Remark 3.7 A range of other stability and detectability properties can be captured by
using the same Definition 3.4 and augmenting the Table 1 in an appropriate manner by
specifying ρ?(·, ·), ψ?k(·), ϕ?k(·), G?(·, ·, ·, ·) for the new properties. We have not exhausted
all possible candidate properties in Table 1, but rather concentrated on the most repre-
sentative properties that were considered in the literature. ¥
4 Problem Statements
In this section we pose several controller design problems. First, we state the full state
feedback controller design problem with the goal of achieving one of the properties from
Table 1 for the plant state in the closed loop system. Second, we state the measurement
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feedback problem that achieves one of the properties from Table 1 for the plant state in
the closed loop system. We will solve these two problems by transforming them into two
auxiliary problems (full state feedback and measurement feedback ULIB problems) that
were recently considered and solved in the literature (see [12]). In this section we also
provide definitions of the ULIB problems.
For the full state feedback case, consider the nonlinear discrete-time system
xk+1 = f(xk, uk, wk), k ≥ 0,
z¯k = H(xk), k ≥ 0. (10)
Here xk ∈ Rn, z¯k ∈ Rq, uk ∈ U ⊆ Rm and wk ∈W ⊆ Rs are the state, output, control
input and disturbance input, respectively.
Before stating the problems of interest, we define the class of admissible controllers
that our designs will yield. For system (10), let X = Rn and U ⊆ Rm be given, define
X[0,∞) and U[0,∞) similarly as in (3). An admissible state feedback controller is a causal
map K : X[0,∞) → U[0,∞), meaning that for each time k ≥ 0 if x1, x2 ∈ X[0,∞) and x1l = x2l
for all 0 ≤ l ≤ k then K(x1)k = K(x2)k. i.e. the control at any time k is independent of
the future states. We denote the set of admissible state feedback controllers as
Csf := {K : X[0,∞) → U[0,∞), K is causal}. (11)
We sometimes abuse the notation by writing uk = K(x[0,k]). Also, the state trajectories
of the plant in the closed loop system consisting of the system (10) and a given admis-
sible controller uk = K(x[0,k]) are denoted as φ(k, x0, u, w[0,k−1]). Note that the class of
admissible controllers is very large and it includes static and dynamic controllers, as well
as a number of other configurations.
The first problem that we consider is stated next. This problem is referred to as a
State Feedback ? Problem where ? can be any property listed in Table 1.
State Feedback ? (SF?) Problem: Consider system (10), let B0 ⊆ Rn,W ⊆ Rs, γi ∈
K, i = 1, 2, . . . , 5, α1, α2 ∈ K∞ and ? ∈ {ISS, iISS, iIiSS, IOS, IOSS, δISS} be given
and define the functions ρ?(·, ·), ψ?k(·), ϕ?k(·) and G?(·, ·, ·, ·) as generated by Table 1. Find,
if possible, an admissible state feedback controller K ∈ Csf such that the trajectories of
the plant in the closed loop system satisfy the following:
G?(φ(k, x0, u, w[0,k−1]), ρ?(x0, k), ψ?k(w[0,k−1]), ϕ
?
k(φ[0,k−1])) ≤ 0, (12)
for all x0 ∈ B0, w[0,k−1] ∈ W[0,k−1], k ≥ 0. Here we use φ[0,k−1] to denote the sequence
φ(i, x0, u, w[0,i−1]), i = 0, 1, . . . , k− 1. When there exists such a controller, we say that the
SF? Problem is solvable for system (10).
Remark 4.1 In fact, the above definition can be regarded as 6 definitions. For example,
when ? =ISS, the problem is SFISS Problem. ¥
Remark 4.2 Note a crucial difference between Definition 3.4 and the statement of the
SF? Problem. In the definition, we say that the property holds if there exist functions γi ∈
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K, i = 1, 2, . . . , 5 and α1, α2 ∈ K∞ such that an appropriate inequality holds. However,
in the statement of the SF? Problem we fix all the functions γi ∈ K, i = 1, 2, . . . , 5,
α1, α2 ∈ K∞ and then attempt to find a controller that satisfies (12). Hence, if the
controller does not exist for one set of γi ∈ K, i = 1, 2, . . . , 5, α1, α2 ∈ K∞, it may exist
for another set of these functions. Obviously, this poses certain limitation in terms of
how one can use our tools. However, our results are very useful in a range of engineering
situations in which it makes sense to fix the gains prior to design. Moreover, our results
can be used in an iterative manner, as in H∞ control, where, if a controller does not
exist for a certain set of gains, we then increase the gains and then try to redesign the
controller. Finding a design technique that does not require a priori fixing of the gain
functions is highly desirable and is left for future research. ¥
For the measurement feedback ISS like synthesis problem, consider the nonlinear
discrete-time system
xk+1 = f(xk, uk, wk), k ≥ 0,
z¯k = H(xk), k ≥ 0,
yk = h(xk, wk), k ≥ 0
(13)
Here xk ∈ Rn, z¯k ∈ Rq, uk ∈ U ⊆ Rm, wk ∈ W ⊆ Rs, yk ∈ Rp are the state, output,
control input, disturbance input, and measured output, respectively.
Remark 4.3 Note that the measurement output y in (13) is in general different from the
output z¯ = H(x) that is used to define the IOS and IOSS properties in Definition 3.1. ¥
For system (13), let Y = range{h} ⊆ Rp and U ⊆ Rm be given, define Y[0,∞) and
U[0,∞) similarly as in (3). An admissible measurement feedback controller is a strictly-
causal map K : Y[0,∞) → U[0,∞), meaning that for each time k > 0 if y1, y2 ∈ Y[0,∞)
and y1l = y
2
l for all 0 ≤ l ≤ k − 1 then K(y1)k = K(y2)k, i.e., the control at time k
is independent of current and future measurements. We denote the set of admissible
measurement feedback controllers as
Cmf := {K : Y[0,∞) → U[0,∞), K is causal}. (14)
We sometimes abuse notation by writing uk = K(y[0,k−1]). Also, we still denote the
trajectories of the plant in the closed loop system consisting of the system (13) and a
given admissible controller uk = K(y[0,k−1]) as φ(k, x0, u, w[0,k−1]).
Measurement Feedback ? (MF?) Problem: Consider system (13), let B0 ⊆ Rn,W ⊆
Rs, γi ∈ K, i = 1, 2, · · · , 5, α1, α2 ∈ K∞ and ? ∈ {ISS, iISS, iIiSS, IOS, IOSS, δISS}
be given and define the functions ρ?(·, ·), ψ?k(·), ϕ?k(·), and G?(·, ·, ·, ·) as generated by Table
1. Find, if possible, an admissible measurement feedback controller K ∈ Cmf such that
the trajectories of the plant in the closed loop system satisfy (12). When there exists such
a controller, we say that the MF? Problem is solvable for system (13).
Remark 4.4 The SF? and MF? problems require only that a desired bound is achieved
on the solutions of the plant whereas no such requirement is imposed on the states of
a possibly dynamic controller. There are five reasons for this: (i) ISS-like properties for
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nonlinear systems provide a desired bound for any initial state of the system. However,
for a closed-loop system, the initial state of the plant and the initial state of the controller
play different roles. The initial state of the plant may be arbitrary. But the initial state
of the controller can be chosen by the designer. Hence it may be too strong to require
ISS-like bound to be obtained for any initial state of the plant and any initial state of
the controller in the closed-loop system. (ii) We consider possibly dynamic feedback
controller design where the dimension of the controller is not given before the design. (iii)
As we will show in Section 8.1, the requirement (12) guarantees appropriate robustness
to perturbation in the initialization of the controller. (iv) As we will show in Section
8.2, the method proposed in this paper can be generalized to achieve closed-loop ISS-like
properties, but it is hard to state clearly in a unified way what the achieved bounds are.
(v) This requirement is compatible with definitions of nonlinear H∞ problems ([11]) and
the ULIB problems that are stated next. ¥
We will show that the SF? Problem for the system (10) and MF? Problem for the
system (13) can be solved by solving the following controller synthesis problems for certain
auxiliary systems. We first state the problems themselves and then introduce the auxiliary
systems in the following section.
For the state feedback uniform l∞-bounded (ULIB) synthesis problem, we consider
the following system
xk+1 = f(xk, uk, wk), k ≥ 0,
zk = g(xk), k ≥ 0. (15)
For the measurement feedback uniform l∞-bounded (ULIB) synthesis problem, we con-
sider the following system
xk+1 = f(xk, uk, wk), k ≥ 0,
yk = h(xk, wk), k ≥ 0,
zk = g(xk), k ≥ 0.
(16)
Here xk ∈ Rn, uk ∈ U ⊆ Rm, wk ∈W ⊆ Rs are the state, control input, and disturbance
input, respectively. zk ∈ R is the performance output quantity. In (16), yk ∈ Rp is the
measured output.
We still use the same notation Csf , Cmf and φ(k, x0, u, w[0,k−1]) as those in the SF?
and MF? problems (though the systems considered here are a bit different).
State Feedback ULIB (SFULIB) Problem: Consider system (15) and let B0 ⊆ Rn
and λ ∈ R be given. Find, if possible, an admissible state feedback controller K ∈ Csf
such that the trajectories of the closed-loop system consisting of the plant (15) and the
controller K(·) satisfy
g(φ(k, x0, u, w[0,k−1])) ≤ λ, ∀x0 ∈ B0,∀w[0,k−1] ∈ W[0,k−1],∀k ≥ 0. (17)
When there exists such a controller, we say that the SFULIB Problem is solvable for
system (15).
Measurement Feedback ULIB (MFULIB) Problem: Consider system (16) and let
B0 ⊆ Rn and λ ∈ R be given. Find, if possible, an admissible measurement feedback
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controller K ∈ Cmf such that the trajectories of the closed-loop system consisting of the
plant (16) and the controller K(·) satisfy (17). When there exists such a controller, we
say that the MFULIB Problem is solvable for system (16).
Remark 4.5 Solutions to the SFULIB Problem and MFULIB Problem were obtained in
[12]. Note the similarity between the bounds in (12) and (17) that are respectively used
to define the SF?, MF? and ULIB problems. The main difference is that the bound in
(12) depends directly on φ(k, x0, u, w[0,k−1]), ρ?(x0, k), ψ?k(w[0,k−1]) and ϕ
?
k(φ[0,k−1]) whereas
the bound in (17) depends only on φ(k, x0, u, w[0,k−1]). However, we will show in the next




k(x[0,k−1]) for any property given in Table 1 can be
generated as solutions of auxiliary difference equations that are appropriately initialized
and, moreover, we can solve the SF? Problem for the system (10) and the MF? Problem for
the system (13) by solving appropriate ULIB problems for augmented auxiliary systems
that is appropriately initialized. This “problem transformation” is discussed in the next
section. ¥
5 Problem Transformations
In this section we show how the SF? Problem for the system (10) and the MF? Problem for
the system (13) can be converted into appropriate ULIB problems for auxiliary augmented
systems.
5.1 State Feedback Case
In this section, we will use Tables 1,2,3,4 to introduce an auxiliary system that will be
useful in solving SF? Problem. Let ? ∈ {ISS, iISS, iIiSS, IOS, IOSS, δISS} be given. Let n?
and G? : Rn
? → R come from Table 1, where n? denotes the dimension of the auxiliary
system. Let functions f ?ρ : R+ → R+, wˆ? : Rn × Rm × Rn → R+, fˆ ?ψ : R+ × R+ →
R+, f
?
ϕ : R+ × Rn → R+ and ζ?0 , ηˆ?0, θ?0 ∈ R come from Tables 2,3,4. We define the
following auxiliary system
ξˆ?k+1 = fˆ
?(ξˆ?k, uk, wk), k ≥ 0
zk = G



























 : x0 ∈ B0
 , λ := 0. (20)
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Property














α2(|x0|)e−k α2(|x0|) ζ?k+1 = e−1ζ?k e−1ζ?
iIiSS γ3(|x0|) γ3(|x0|) ζ?k+1 = ζ?k ζ?
δISS α2(|x10 − x20|)e−k α2(|x10 − x20|) ζ?k+1 = e−1ζ?k e−1ζ?
Table 2: Summary of the variable ζ?k and the function f
?
ρ in equations (18),(19),(44),(45)
Remark 5.1 Here we use n? to denote the dimension of the auxiliary system (18)-
(19). We can see that this dimension depend on the property ?. For example, n? =
n + 3 when ? ∈ {iIiSS, IOSS} (where ξˆ? = (x, ζ?, ηˆ?, θ?)); n? = n + 2 when ? ∈
{ISS, iISS, IOS, δISS} (when ξˆ? = (x, ζ?, ηˆ?), the variable θ? is not needed), see Ta-
bles 1 and 4. When considering some different properties other than those listed in Table
1, the dimension n? may also be different. For example, when ? = GAS (Global Asymp-
totic Stability, which can be obtained from ISS with w ≡ 0), n? = n+1. In this paper, we
were not concentrating on the GAS property but the tools can be easily used to address
it. ¥
The main result of this subsection is stated below which shows a relationship of the
SF? Problem for system (10) and the SFULIB Problem for auxiliary system (18)-(19)
with Bˆ?0 and λ defined in (20). Since the system (18)-(19) is higher dimensional than
(10), we find it convenient to introduce different notation for sets of admissible state
feedback controllers. The sets of admissible state feedback controllers for (18)-(19) and
(10) are respectively denoted as C¯?sf and Csf . i.e.
C¯?sf := {K¯ : X¯ ?[0,∞) → U[0,∞), K¯ is causal}, (21)
where X¯ ?[0,∞) is defined similarly as in (3) with X¯? = Rn
?
.
Theorem 5.2 Let B0 ⊆ Rn,W ⊆ Rs and U ⊆ Rm be given. Let ? ∈ {ISS, iISS,
iIiSS, IOS, IOSS, δISS}, γi ∈ K, i = 1, 2, . . . , 5, α1, α2 ∈ K∞ be given and define
n?, G?, f ?ρ , wˆ








0 as generated by Tables 1,2,3,4. Let X = R
n, X¯? = Rn
?















{|w| : f(x0, u0, w) = x1} 0 ηˆ?k+1 = max{ηˆ?k, wˆ?(xk, uk, xk+1)} max{ηˆ?, wˆ?}
iISS min
w∈W
{|w| : f(x0, u0, w) = x1} 0 ηˆ?k+1 = ηˆ?k + γ2(wˆ?(xk, uk, xk+1)) ηˆ? + γ2(wˆ?)
iIiSS min
w∈W
{|w| : f(x0, u0, w) = x1} 0 ηˆ?k+1 = ηˆ?k + γ5(wˆ?(xk, uk, xk+1)) ηˆ? + γ5(wˆ?)
δISS min
w∈W
{∣∣w1 − w2∣∣ : f(x0, u0, w) = x1} 0 ηˆ?k+1 = max{ηˆ?k, wˆ?(xk, uk, xk+1)} max{ηˆ?, wˆ?}
Table 3: Summary of the variable ηˆ?k and functions wˆ
? and fˆ ?ψ in equations (18),(19)
(i) The SF? Problem is solvable for system (10).
(ii) The SFULIB Problem is solvable for system (18)-(19) with Bˆ?0 and λ defined in (20).
Moreover, if controller K ∈ Csf of the form
uk = K(x[0,k]) (22)
solves the SF? Problem for system (10), then the controller K¯ ∈ C¯?sf defined by
uk = K¯(ξˆ
?






[0,k]) := K(x[0,k]) (23)
solves the SFULIB Problem for system (18)-(19) with Bˆ?0 and λ defined in (20). Con-
versely, if controller K¯ ∈ C¯?sf of the form
uk = K¯(ξˆ
?







solves the SFULIB Problem for the system (18)-(19) with Bˆ?0 and λ defined in (20), then





























0, solves the SF? Problem for system (10). ¥
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Property














−−− −−− −−− −−−
iIiSS
∑k−1
i=0 γ2(|xi|) 0 θ?k+1 = θ?k + γ2(|xk|) θ? + γ2(|x|)
IOSS ‖H(x)[0,k−1]‖∞ 0 θ?k+1 = max{θ?k, |H(xk)|} max{θ?, |H(x)|}
Table 4: Summary of the variable θ?k and the function f
?
ϕ in equations (18),(19),(44),(45)
The structure of the dynamic state feedback controller (25) for the case ? = ISS is
shown in Figure 1.
Proof. The SF? Problem for system (10) is to find a controller K ∈ Csf such that






k(x[0,k−1])) ≤ 0, (26)
for all x0 ∈ B0, w[0,k−1] ∈ W[0,k−1], k ≥ 0.






k(x[0,k−1])) ≤ 0, (27)
for all x0 ∈ B0, w[0,k−1] ∈ W[0,k−1], k ≥ 0, where
ψˆ?k(x0, w[0,k−1]) := inf
w˜[0,k−1]
{ψ?k(w˜[0,k−1]) : φ(i, x0, u, w˜[0,k−1]) = φ(i, x0, u, w[0,k−1]), i = 1, · · · , k}.
(28)
i.e. ψˆ?k(x0, w[0,k−1]) is the minimal possible ψ
?
k(w˜[0,k−1]) where the disturbances w˜[0,k−1] and
w[0,k−1] (with the same initial state x0) result in the same state trajectory.
In fact, for the G? in Table 1, since γ1 and γ4 are class K functions, G? is monotone
in ψ, i.e.
G?(x, ρ, ψ2, ϕ) ≤ G?(x, ρ, ψ1, ϕ), ∀x ∈ Rn, ρ ≥ 0, φ ≥ 0, ψ2 ≥ ψ1 ≥ 0.
If (27) holds, then from




























Figure 1: The dynamic state feedback controller (25) when ? = ISS (see also (43) and
(67)), where q−1 denotes the unit step delay









{G?(xk, ρ?(x0, k), ψ?k(w˜[0,k−1]), ϕ?k(x[0,k−1]))
: φ(i, x0, u, w˜[0,k−1]) = φ(i, x0, u, w[0,k−1]), i = 1, · · · , k}
≤ 0.
Hence, (27) holds and this completes the proof of equivalence of (26) and (27).
Furthermore, notice that we can also write




{ψ?k(w˜[0,k−1]) : φ(i, x0, u, w˜[0,i−1]) = xi, i = 1, · · · , k},
(29)
where xi = φ(i, x0, u, w[0,i−1]), i = 1, · · · , k is the state sequence which is available for






k(x[0,k−1])) ≤ 0, (30)
for all x0 ∈ B0, w[0,k−1] ∈ W[0,k−1], k ≥ 0.
Notice that the left hand side of (30) is a function of the state trajectory x[0,k]. As




k(x[0,k−1]) can all be computed and, thus, are available for feedback. This
makes it possible to transfer the SF? Problem for system (10) into a SFULIB problem for
the auxiliary system.
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In fact, we can use three difference equations to generate the terms ρ?(x0, k), ψˆ
?
k(x0, w[0,k−1])
and ϕ?k(x[0,k−1]) in the inequality (27), respectively. The details are stated next. Some
important functions used in this procedure are summarized in Tables 2,3,4.
For each property ? ∈ {ISS, iISS, iIiSS, IOS, IOSS, δISS}, we define a new vari-
able ζ?k , the initial value ζ
?
0 is given in the 3th column of Table 2, the dynamics of ζ
?
k is
given in the 4th column of Table 2. Similarly, define a new variable ηˆ?k, the initial state
ηˆ?0 is given in the 3th column of Table 3, the dynamics of ηˆ
?
k is given in the 4th column
of Table 3 where the function wˆ? is given in the 2th column of Table 3. Define a new
variable θ?k, the initial state θ
?
0 is given in the 3th column of Table 4, the dynamics of θ
?
k
is given in the 4th column of Table 4.











Hence, the requirement (26) (or (27)) is equivalent to
G?(ξˆ?k) ≤ λ, ∀ξˆ?0 ∈ Bˆ?0 , ∀w[0,k−1] ∈ W[0,k−1], k ≥ 0. (31)
where ξˆ? is defined in (19), Bˆ?0 and λ are given in (20). This is actually the requirement











?(xk, uk, f(xk, uk, wk))).)
Now it is not hard to prove the theorem. If controller K ∈ Csf of the form (22)
solves the SF? Problem for system (10), then the closed-loop system combining (10) with
the control input sequence obtained by (22) satisfies (26). Thus the closed-loop system
combining (18)-(19) with the same control input sequence satisfies (31). Notice that this
control input sequence can also be obtained by the map K¯ ∈ C¯?sf defined by (23). Hence
K¯ solves the SFULIB Problem for system (18)-(19) with Bˆ?0 and λ defined in (20).
Conversely, if controller K¯ ∈ C¯?sf of the form (24) solves the SFULIB Problem for the
system (18)-(19) with Bˆ?0 and λ defined in (20), then the closed-loop system combining
(18)-(19) with the control input sequence obtained by (24) satisfies (31). Hence the closed-
loop system combining (10) with the same control input sequence satisfies (26). Notice
that this control input sequence can also be obtained by the map K ∈ Csf defined by (25)




0. Hence K ∈ Csf solves the SF? Problem for system (10). ¥
To illustrate how Tables 1,2,3,4 are used in Theorem 5.2, consider the case when
? =ISS. For simplicity, we will omit the supscript “ISS” in the expressions, e.g. use G
instead of GISS, etc. Notice that the variable θ is not needed in this case (see Table 4).
From Table 1, row 1 column 5, we have
G(x, ζ, η) = |x| − α1(ζ)− γ1(η). (32)
From Tables 2 and 3, row 1, we have
fρ(ζ) = e
−1ζ, fˆψ(η, w) = max{η, |w|}, (33)
ζ0 = α2(|x0|), ηˆ0 = 0, (34)
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wˆ(x0, u0, x1) = min
w∈W
{|w| : f(x0, u0, w) = x1}. (35)




 , fˆ(ξˆ, u, w) =
 f(x, u, w)e−1ζ
max{ηˆ,minw˜∈W{|w˜| : f(x, u, w˜) = f(x, u, w)}}
 . (36)
So the auxiliary system (18) becomes
xk+1 = f(xk, uk, wk),
ζk+1 = e
−1ζk,
ηˆk+1 = max{ηˆk,minw∈W{|w| : f(xk, uk, w) = f(xk, uk, wk)}},
zk = |xk| − α1(ζk)− γ1(ηˆk).
(37)





 : x0 ∈ B0
 , λ = 0. (38)
The set of admissible state feedback controllers for the auxiliary system (37) is
C¯sf := {K¯ : X¯[0,∞) → U[0,∞), K¯ is causal}, (39)
where X¯[0,∞) is defined similarly as in (3) with X¯ = Rn+2.
Corollary 5.3 (ISS Case) Let B0 ⊆ Rn, W ⊆ Rs, U ⊆ Rm, γ1 ∈ K and α1, α2 ∈ K∞
be given. Let X = Rn, X¯ = Rn+2 and define the sets of admissible controllers Csf , C¯sf by
(11),(39). Then, the following statements are equivalent:
(i) The SFISS Problem is solvable for system (10).
(ii) The SFULIB Problem is solvable for system (37) with Bˆ0 and λ defined in (38).
Moreover, if controller K ∈ Csf of the form
uk = K(x[0,k]) (40)
solves the SFISS Problem for system (10), then the controller K¯ ∈ C¯sf defined by
uk = K¯(x[0,k], ζ[0,k], ηˆ[0,k]) := K(x[0,k]) (41)
solves the SFULIB Problem for system (37) with Bˆ?0 and λ defined in (38). Conversely,
if controller K¯ ∈ C¯sf of the form
uk = K¯(x[0,k], ζ[0,k], ηˆ[0,k]) (42)
solves the SFULIB Problem for the system (37) with Bˆ?0 and λ defined in (38), then the
following controller K ∈ Csf
ζk+1 = e
−1ζk,
ηˆk+1 = max{ηˆk,minw∈W{|w| : f(xk, uk, w) = xk+1}},
uk = K¯(x[0,k], ζ[0,k], ηˆ[0,k])
(43)
with initialization ζ0 = α2(|x0|), ηˆ0 = 0, solves the SFISS Problem for system (10). ¥
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Property













‖w[0,k−1]‖∞ 0 η?k+1 = max{η?k, |wk|} max{η?, |w|}
iISS
∑k−1
i=0 γ2(|wi|) 0 η?k+1 = η?k + γ2(|wk|) η? + γ2(|w|)
iIiSS
∑k−1
i=0 γ5(|wi|) 0 η?k+1 = η?k + γ5(|wk|) η? + γ5(|w|)
δISS ‖(w1 − w2)[0,k−1]‖∞ 0 η?k+1 = max{η?k, |w1k − w2k|} max{η?, |w1 − w2|}
Table 5: Summary of the variable η?k and the function f
?
ψ in equations (44),(45)
5.2 Measurement Feedback Case
In this section, we will use Tables 1,2,4,5 to introduce an auxiliary system that will be
useful in solving MF? Problem. Let ? ∈ {ISS, iISS, iIiSS, IOS, IOSS, δISS} be given.
Let n? and G? : Rn
? → R come from Table 1, where n? denotes the dimension of the





0 ∈ R come from Tables 2,4,5. We define the following auxiliary system
ξ?k+1 = f˜
?(ξ?k, uk, wk), k ≥ 0
zk = G
?(ξ?k), k ≥ 0



























 : x0 ∈ B0
 , λ := 0. (46)
The following theorem shows a relationship of the MF? Problem for system (13) and
the MFULIB Problem for auxiliary system (44)-(45) with B˜?0 and λ defined in (46).
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Theorem 5.4 Let Y = range{h} ⊆ Rp andU ⊆ Rm be given and define the set of admis-
sible controller Cmf as in (14). Let B0 ⊆ Rn, W ⊆ Rs, ? ∈ {ISS, iISS, iIiSS, IOS, IOSS,
δISS}, γi ∈ K, i = 1, 2, . . . , 5, α1, α2 ∈ K∞ be given and define n?, G?, f ?ρ , f ?ψ, f ?ϕ, ζ?0 , θ?0 and
η?0 as generated by Tables 1,2,4,5. Then, the following statements are equivalent:
(i) The MF? Problem is solvable for system (13).
(ii) The MFULIB Problem is solvable for system (44)-(45) with B˜?0 and λ defined in (46).
Moreover, a controller K ∈ Cmf of the form
uk = K(y[0,k−1]) (47)
solves the MF? Problem for system (13) if and only if the same controller 3 solves the
MFULIB Problem for the system (44)-(45) with B˜?0 and λ defined in (46). ¥
Proof. The MF? Problem for system (13) is to find a controller K ∈ Cmf such
that the trajectory of the closed-loop system consisting of (13) and K satisfies (26). Now









k(x[0,k−1]) in the inequality (26), respectively. This time we
will make use of Tables 2,4,5.
For each property ? ∈ {ISS, iISS, iIiSS, IOS, IOSS, δISS}, we define the new
variable ζ?k = ρ
?(x0, k), the initial value ζ
?
0 and the dynamics of ζ
?
k are given in the 3th
column and 4th column of Table 2. Similarly, define the variable θ?k = ϕ
?
k(x[0,k−1]), the
initial state θ?0 and the dynamics of θ
?
k are given in the 3th column and 4th column of
Table 4. Define the new variable η?k = ψ
?
k(w[0,k−1]), the initial state η
?
0 and the dynamics
of η?k are given in the 3th column and 4th column of Table 5.
Now the inequality (26) is equivalent to
G?(ξ?k) ≤ λ, ∀ξ?0 ∈ B˜?0 , ∀w[0,k−1] ∈ W[0,k−1], k ≥ 0. (48)
where ξ? is defined in (45), B˜?0 and λ are given in (46). This is the requirement in MFULIB
Problem for system (44)-(45).
Notice that the system (13) and the system (44)-(45) have the same control input
u and the same measured output y, so the set of the admissible controllers for the MF?
Problem for system (13) and the set of the admissible controllers for the MFULIB Problem
for system (44)-(45) are both Cmf . We can assert the theorem from the equivalence of
(48) and (26). ¥
Remark 5.5 Though SF? Problem can be regarded as a special case of the MF? Prob-
lem, we treat the two problems separately because we can obtain much better solution
when the plant states are available for the controller. Especially, (1) for the problem
3Notice that the dimensions of the measurement outputs of system (13) and system (44)-(45) are the
same, the dimensions of the control inputs of system (13) and system (44)-(45) are also the same. Here
“the same controller” means the mapping from the measurement output to control input is the same.
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transformation, the auxiliary states used for the SF? Problem is different from the aux-
iliary states used for the MF? Problem (see ηˆ in Table 3 and η in Table 5); (2) it is
shown in Theorem 5.2 that the SF? Problem can be transferred into a SFULIB problem
instead of a MFULIB problem; (3) as shown in [12], the controllers for SFULIB problem
are state feedback controllers which are much easier to implement than the information
state feedback controllers for MFULIB problem.
To illustrate how Tables 1,2,4,5 are used in Theorem 5.4, consider the case when
? =ISS. As before, we will omit the supscript “ISS” in the expressions, e.g. use G instead
of GISS, etc.
From Table 1, row 1, we have
G(x, ζ, η) = |x| − α1(ζ)− γ1(η). (49)
By Tables 2 and 5, row 1, we have
fρ(ζ) = e
−1ζ, fψ(η, w) = max{η, |w|}, ζ0 = α2(|x0|), η0 = 0. (50)




 , f˜(ξ, u, w) =
 f(x, u, w)e−1ζ
max{η, |w|}
 . (51)
So the auxiliary system (44)-(45) becomes
xk+1 = f(xk, uk, wk),
ζk+1 = e
−1ζk,
ηk+1 = max{ηk, |wk|},
zk = |xk| − α1(ζk)− γ1(ηk),







 : x0 ∈ B0
 , λ = 0. (53)
Corollary 5.6 (ISS Case) Let Y = range{h} ⊆ Rp and U ⊆ Rm be given and define the
set of admissible controller Cmf as in (14). Let B0 ⊆ Rn, W ⊆ Rs, γ1 ∈ K, α1, α2 ∈ K∞
be given. Then, the following statements are equivalent:
(i) The MFISS Problem is solvable for system (13).
(ii) The MFULIB Problem is solvable for system (52) with B˜0 and λ defined in (53).
Moreover, a controller K ∈ Cmf of the form
uk = K(y[0,k−1]) (54)
solves the MFISS Problem for system (13) if and only if the same controller K solves the
MFULIB Problem for the system (52) with B˜0 and λ defined in (53). ¥
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6 Dynamic Programming Results
Using Theorems 5.2 and 5.4 and the results of ULIB problems [12], we have the following
dynamic programming results for the SF? and MF? problems. The results in this section
are direct consequences of Theorems 3.3, 3.5, 4.17, 4.19 in [12]. The dynamic programming
inequalities provide a framework for controller design to achieve various ISS like properties
in terms of Lyapunov-like storage functions (numerical methods may need to solve for
them).
6.1 State Feedback Case
Theorem 6.1 (Necessity) Let B0 ⊆ Rn,W ⊆ Rs,U ⊆ Rm be given. Let ? ∈ {ISS,
iISS, iIiSS, IOS, IOSS, δISS}, γi ∈ K, i = 1, 2, . . . , 5, α1, α2 ∈ K∞ be given and define
n?, G?, f ?ρ , wˆ








0 as generated by Tables 1,2,3,4. Let fˆ
? come from (19),
let Bˆ?0 and λ come from (20). Let X = R
n, X¯? = Rn
?
and define the sets of admissible
controllers Csf , C¯?sf by (11),(21). If the SF? Problem for system (10) is solvable, then the
value function V ?a : R

















3. the following dynamic programming equation (DPE) holds
V ?a (ξˆ





?(ξˆ?, u, w))}, ∀ξˆ? ∈ domV ?a . (56)
¥
Proof. Suppose there exists a K0 ∈ Csf solving the SF? Problem for system (10).
Then from Theorem 5.2, there exists a K¯0 ∈ C?sf solving the SFULIB Problem for system
(18)-(19) with Bˆ?0 and λ defined in (20). By Theorem 3.3 in [12], the items 1 and 3 in






{G?(ξˆ?k) : uk = K¯0(ξˆ?[0,k]), ξˆ?0 = ξˆ?}, ∀ξˆ? ∈ Rn
?
.
Because K¯0 solves the SFULIB Problem for system (18)-(19) with Bˆ
?





{G?(ξˆ?k) : uk = K¯0(ξˆ?[0,k]), ξˆ?0 = ξˆ?} ≤ λ, ∀ξˆ? ∈ Bˆ?0 .
Thus the item 2 in Theorem 6.1 holds. ¥
4C¯?sf is the set of admissible state feedback controller (21) for system (18)-(19), W[0,k−1] is defined in







Theorem 6.2 (Sufficiency) Let B0 ⊆ Rn,W ⊆ Rs and U ⊆ Rm be given. Let ? ∈ {ISS,
iISS, iIiSS, IOS, IOSS, δISS}, γi ∈ K, i = 1, 2, . . . , 5, α1, α2 ∈ K∞ be given and define
n?, G?, f ?ρ , wˆ








0 as generated by Tables 1,2,3,4. Let fˆ
? come from (19),
let Bˆ?0 and λ come from (20). Let X = R
n, X¯? = Rn
?
and define the sets of admissible
controllers Csf , C¯?sf by (11),(21). Suppose that there exist S ⊆ Rn?, V ? : Rn? → R¯ and
u? : S → U such that the following conditions hold:
1. Bˆ?0 ⊆ S;
2. sup
ξˆ?∈S
V ?(ξˆ?) ≤ λ;
3. the following dynamic programming inequality (DPI) holds




V ?(fˆ ?(ξˆ?, u, w))}, ∀ξˆ? ∈ S; (57)
4. for all ξˆ? ∈ S,
max{G?(ξˆ?), sup
w∈W




V ?(fˆ ?(ξˆ?, u, w))};
(58)





ξˆ?k ∈ S (60)
for all ξˆ?0 ∈ S, k ≥ 0 and w[0,k−1] ∈ W[0,k−1].































0, solves the SF? Problem for system (10). ¥
Proof. By Conditions 3,4,5 we have that the pair (V ?, S) is a “good solution” of
the DPI (57) in the sense of Definition 3.4 in [12]. Denote
K¯(ξˆ?[0,k]) := u
?(ξˆ?k),
then by Conditions 1,2 and Theorem 3.5 in [12], K¯ solves the SFULIB Problem for system
(18)-(19) with Bˆ?0 and λ defined in (20). By Theorem 5.2, controller K ∈ Csf defined by




0, solves the SF? Problem for system (10). ¥
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Remark 6.3 There are gaps between the necessity result (Theorem 6.1) and the suffi-
ciency result (Theorem 6.2). For example, (i) the value function V ?a in Theorem 6.1 is
the minimal value function while the value function V ? in Theorem 6.2 may not be the
minimal; (ii) the value function V ?a satisfies the DPE while the value function V
? is only
required to satisfy the DPI; (iii) if a controller K0 solves the the SF? Problem for system
(10), it may not be of the form (61) in Theorem 6.2. Due to these gaps between the
necessity and sufficiency, Theorems 6.1 and 6.2 can not be combined into one theorem.
Similarly, Theorems 6.6 and 6.7 in the next section can not be combined into one theorem.
¥
Theorem 6.1 and Theorem 6.2 can be regarded as 6 different results. For example,
when ? =ISS, functions G and fˆ are given in (32) and (36), respectively. Also, Bˆ0 and λ
are given in (38). So we have the following corollary by Theorem 6.2.
Corollary 6.4 (ISS case, State Feedback, Sufficiency) Let B0 ⊆ Rn, W ⊆ Rs, U ⊆ Rm,
γ1 ∈ K and α1, α2 ∈ K∞ be given. Let X = Rn, X¯ = Rn+2 and define the sets of
admissible controllers Csf , C¯sf by (11),(39). Suppose that there exist S ⊆ Rn+2, V :









V (x, ζ, ηˆ) ≤ 0;
3. the following DPI holds




V (f(x, u, w), e−1ζ, fη(ηˆ, x, u, w))},
∀(x, ζ, ηˆ) ∈ S;
(62)
where
fη(ηˆ, x, u, w) = max{ηˆ, min
w˜∈W
{|w˜| : f(x, u, w˜) = f(x, u, w)}}. (63)
4. for all (x, ζ, ηˆ) ∈ S,
max{|x| − α1(ζ)− γ1(ηˆ), sup
w∈W
V (f(x,u(x, ζ, ηˆ), w), e−1ζ, fη(ηˆ, x,u(x, ζ, ηˆ), w))}




V (f(x, u, w), e−1ζ, fη(ηˆ, x, u, w))};
(64)
where fη(ηˆ, x, u, w) is given in (63).
5. the solution (xk, ζk, ηˆk) of
xk+1 = f(xk,u(xk, ζk, ηˆk), wk),
ζk+1 = e
−1ζk,
ηˆk+1 = max{ηˆk, min
w∈W




(xk, ζk, ηˆk) ∈ S (66)
for all (x0, ζ0, ηˆ0) ∈ S, k ≥ 0 and w[0,k−1] ∈ W[0,k−1].
Then, the following controller K ∈ Csf defined by
ζk+1 = e
−1ζk,
ηˆk+1 = max{ηˆk, min
w∈W
{|w| : f(xk, uk, w) = xk+1}},
uk = u(xk, ζk, ηˆk)
(67)
with initialization ζ0 = α2(|x0|), ηˆ0 = 0, solves the SFISS Problem for system (10). ¥
6.2 Measurement Feedback Case
Let n? be given. We use 2R
n?
to denote the set of all subsets of Rn
?
. For given functions
G? : Rn





G?(ξ?), ∀X ⊆ Rn? (68)
and F ? : 2R
n? ×Rm ×Rp → 2Rn? by
F ?(X, u, y) := {(x, ζ, η, θ) : ∃w ∈W,∃(x′, ζ ′, η′, θ′) ∈ X, such that h(x′, w) = y,
f(x′, u, w) = x, f ?ρ (ζ
′) = ζ, f ?ψ(η
′, w) = η, f ?ϕ(θ
′, x′) = θ}. (69)
The set-valued observer is defined as
Xi+1 = F (Xi, ui, yi), X0 ⊆ Rn? . (70)
Remark 6.5 The solution of set-valued observer are sets which are estimations of the
states of system (44)-(45). In fact, forX0 ⊆ Rn? , j ≥ 1, u[0,j−1] ∈ U[0,j−1], y[0,j−1] ∈ Y[0,j−1],
Xj = {(x, ζ, η, θ) : ∃w[0,j−1] ∈ W[0,j−1],∃(x0, ζ0, η0, θ0) ∈ X0, such that
xj = x, ζj = ζ, ηj = η, θj = θ, h(xi, wi) = yi, 0 ≤ i ≤ j − 1,
where xi+1 = f(xi, ui, wi), ζi+1 = f
?





ϕ(θi, xi), 0 ≤ i ≤ j − 1}.
(71)
¥
Using Theorem 5.4 and Theorems 4.17 and 4.19 in [12], we can obtain the dynamic
programming results for the MF? Problem.
Theorem 6.6 (Necessity) Let Y = range{h} ⊆ Rp and B0 ⊆ Rn,W ⊆ Rs,U ⊆ Rm be
given and define the set of admissible controller Cmf as in (14). Let ? ∈ {ISS, iISS, iIiSS,







0 as generated by Tables 1,2,4,5. Let f˜
? come from (45), let B˜?0 and λ come
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from (46). Let Gˆ? come from (68) and F ? come from (69). If the MF? Problem is solvable
for system (13), then the value function W ?a : 2
Rn
? → R˜ defined by 5











1. B˜?0 ∈ domW ?a :=
{
X ∈ 2Rn? : −∞ < W ?a (X) < +∞
}
;
2. W ?a (B˜
?
0) ≤ λ;
3. the following dynamic programming equation (DPE) holds





?(X, u, y))}, ∀X ∈ domW ?a . (73)
Proof. Suppose there exists a K0 ∈ Cmf solving the MF? Problem for system (13).
Then from Theorem 5.4, K0 solving the MFULIB Problem for system (44)-(45) with B˜
?
0








Gˆ?(Xk) : X0 = B˜
?
0 , uk = K0(y[0,k−1])
}
≤ λ.
By Theorem 4.17 in [12], the items 1 and 3 in Theorem 6.6 hold. ¥
Theorem 6.7 (Sufficiency) Let Y = range{h} ⊆ Rp and B0 ⊆ Rn,W ⊆ Rs,U ⊆ Rm be
given and define the set of admissible controller Cmf as in (14). Let ? ∈ {ISS, iISS, iIiSS,







0 as generated by Tables 1,2,4,5. Let f˜
? come from (45), let B˜?0 and λ
come from (46). Let Gˆ? come from (68) and F ? come from (69). Suppose there exist
Sˆ ⊆ 2Rn? ,W ? : 2Rn? → R˜, u? : Sˆ → U, and X0 ∈ Sˆ such that the following conditions
hold:
1. B˜?0 ⊆ X0;
2. W ?(X0) ≤ λ;
3. the following DPI holds




W ?(F ?(X, u, y))}, ∀X ∈ Sˆ; (74)
4. for all X ∈ Sˆ,
max{Gˆ?(X), sup
y∈Y




W ?(F (X, u, y))};
(75)
5Cmf is the set of admissible measurement feedback controller (14) for system (44)-(45), Y[0,k−1] is
defined similarly as in (3), Xk is the solution of (70) with uk = K(y[0,k−1]) and X0 = X.
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5. the solution of
Xk+1 = F (Xk,u
?(Xk), yk) (76)
with initial condition X0 ∈ Sˆ satisfies
Xk ∈ Sˆ (77)
for all k ≥ 0 and y[0,k−1] ∈ Y[0,k−1].
Then the controller defined by
uk = u
?(Xk) (78)
solves the MF? Problem for system (13). ¥
Proof. By Conditions 3,4,5 we have that the pair (W ?, Sˆ) is a “good solution” of
the DPI (74) in the sense of Definition 4.18 in [12]. By Conditions 1,2 and Theorem 4.19
in [12], controller K defined by (78) solves the MFULIB Problem for system (44)-(45)
with B˜?0 and λ defined in (46). By Theorem 5.4, the same K solves the MF? Problem for
system (13). ¥
Similarly, both Theorem 6.6 and Theorem 6.7 can be regarded as 6 different results.
For example, when ? =ISS, we can obtain the corresponding corollaries for the ISS case.











We consider the SFISS problem with
α1(s) = α2(s) = γ1(s) = s. (80)
We use Corollary 6.4 to find a solution to the problem. For this example, we set
B0 = [−1, 1], U = [−1, 1], W = [−1, 1], S = [−1, 1]× [0, 1]× [0, 1]. (81)
Approximating Markov Chain method [15] is applied to solve the DPE obtained by
changing the “≥” into “=” in the DPI (62). Notice that for this example, the func-
tion fη(ηˆ, x, u, w) in (63) is simply
fη(ηˆ, x, u, w) = max{ηˆ, |w|}. (82)
Using the discretized space U,W, S with grids of 40, we obtain an approximation for
the value function V (x, ζ, ηˆ) and the optimal controller u(x, ζ, ηˆ). For example, V (x, ζ, ηˆ)
and u(x, ζ, ηˆ) for ηˆ = 0, ηˆ = 0.5, ηˆ = 1 obtained in this way are illustrated in Figures 2.
A simulation of the state xk in the closed-loop system is illustrated in Figure 3 (we
choose x0 = 0.8 and a random disturbance sequence w[0,20] satisfying ‖w[0,20]‖∞ ≤ 0.2),
which demonstrates consistency with the ISS inequality





























































































































































(f) u(x, ζ, 1)
Figure 2: Value function V (x, ζ, ηˆ) and State feedback controller u(x, ζ, ηˆ)






















(a) disturbance input trajectory
(‖w[0,20]‖∞ ≤ 0.2)




















(b) state trajectory xk (x0 = 0.8)
Figure 3: A trajectory of the closed-loop system
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8 Further Remarks
8.1 Robustness to the initialization error of controller
One feature of our method is initializing the states of the dynamic controller at certain
values. Now we show that our design is actually robust to the small disturbances on these
initialization. We illustrate this for the state feedback ISS case. The other cases can be
dealt with similarly.
Suppose the conditions in Corollary 6.4 hold. With the dynamic state feedback con-
troller (67), the overall closed-loop system is given by
xk+1 = f(xk, uk, wk),
ζk+1 = e
−1ζk,
ηˆk+1 = max{ηˆk, min
w∈W




where x0 ∈ B0, ζ0 = α2(|x0|), ηˆ0 = 0 and xk ∈ Rn, k ≥ 0 are available.
Suppose there are disturbances on the initial state of the controller, the true initial
states of the controller is given by




{|w| : f(xk, uk, w) = xk+1} ≤ |wk| ,
we have
|ηˆk| ≤ max{|δη| , |w0| , · · · , |wk−1|} = max{|δη| , ‖w[0,k−1]‖∞},
|ζk| = e−k |ζ0| ≤ (α2(|x0|) + |δζ|)e−k, (86)
Suppose (xk, ζk, ηˆk) ∈ S, ∀k ≥ 0, then from Conditions 2 and 3 in Corollary 6.4,
|xk| − α1(ζk)− γ1(ηˆk) ≤ V (xk, ζk, ηˆk) ≤ 0.
Hence we have
|xk| ≤ α1(ζk) + γ1(ηˆk) ≤ α1((α2(|x0|) + |δζ|)e−k) + γ1(max{|δη| , ‖w[0,k−1]‖∞}) (87)
Inequalities (86) and (87) show that when |δζ| , |δη| are small, the changes on the
upper bounds of |ηˆk| , |ζk| , |xk| are also small. Thus our design posses robustness with
respect to controller initialization error to some extent.
8.2 To achieve closed-loop ISS-like property
The synthesis problems considered in this paper require only that a desired bound is
achieved on the solutions of the plant states. In this section, we provide a technique that
can be used in order to achieve the ISS-like property for the closed-loop systems involving
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the controller states. We illustrate this for the state feedback ISS case. The other cases
can be dealt with similarly.
The idea is that we design our controller such that the plant state achieve a stronger
property similar to the input-to-state dynamical stability property [9], then we are able
to prove that the closed-loop system is actually ISS in the usual sense.
For the state feedback ISS case, we change the dynamics of ζ and ηˆ in (37) and consider
the system 




−1ζk, k ≥ 1
ηˆk+1 = max{a|ηˆk|, min
w∈W
{|w| : f(xk, uk, w) = xk+1}}, k ≥ 0
(88)
where 0 < a < 1 and the initial conditions are x0 ∈ B0, ζ0, ηˆ0 ∈ R. If we require
G(xk, ζk, ηˆk) = |xk| − α1(ζk)− γ1(ηˆk) ≤ 0, k ≥ 1, (89)




{|w| : f(xk, uk, w) = f(xk, uk, wk)} ≤ |wk| ,
we have
|ηˆk+1| ≤ max{a|ηˆk|, |wk|}, k ≥ 0 (90)
and furthermore,
ηˆk ≤ max{ak|ηˆ0|, ‖w[0,k−1]‖∞} ≤ ak|ηˆ0|+ ‖w[0,k−1]‖∞, k ≥ 0. (91)
Since we also have
ζk ≤ e−k(|ζ0|+ α2(|x0|)), k ≥ 0 (92)
by (89) we get
|xk| ≤ α1(ζk) + γ1(ηˆk) ≤ α1(e−k(|ζ0|+ α2(|x0|)) + γ1(max{ak|ηˆ0|, ‖w[0,k−1]‖∞})
≤ α1(e−k(|ζ0|+ α2(|x0|)) + γ1(ak|ηˆ0|) + γ1(‖w[0,k−1]‖∞}), k ≥ 1. (93)
Together with (91) and (92), we can get the closed-loop ISS inequality (ak → 0 because
0 < a < 1).
Now the crucial part is to achieve the requirement (89). We can achieve this by
applying our results on SFISS Problem twice as follows.
We choose the first control
u0 = u(x0, α2(|x0|), 0)
where u(x, ζ, ηˆ) is obtained by Corollary 6.4. Then for any w0 ∈ W, x1 = f(x0, u0, w0)
satisfies
|x1| ≤ α1(e−1α2(|x0|)) + γ1(min
w∈W
{|w| : f(x0, u0, w) = x1}), (94)
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Now for system (88) with arbitrary initial condition ζ0, ηˆ0 ∈ R, we have
|x1| ≤ α1(e−1(|ζ0|+ α2(|x0|))) + γ1(max{aηˆ0, min
w∈W
{|w| : f(x0, u0, w) = x1}})
= α1(ζ1) + γ1(ηˆ1).
(95)
Thus (89) holds for k = 1.
The consequent control is chosen as
uk = u
1(xk, ζk, ηˆk), k ≥ 1
where u1(x, ζ, ηˆ) can be obtained by solving the SFULIB problem for the auxiliary system
xk+1 = f(xk, uk, wk),
ζk+1 = e
−1ζk,
ηˆk+1 = max{a|ηˆk|,minw∈W{|w| : f(xk, uk, w) = xk+1}},







 : |x0| − α1(ζ0)− γ1(ηˆ0) ≤ 0
 , λ = 0. (97)
This will guarantee that (89) holds for all k ≥ 1.
Though the closed-loop ISS property can be achieved, it is hard to obtain a clear
result on what the achieved transient bound and asymptotic gain (in the ISS property
(93),(91),(92)) are as a function of the gains used in the controllers. It is even harder to
present the results on SF? Problem in a unified manner. This is a reason why we did not
present the results in this way.
8.3 Computational Complexity
The controller design methods proposed in this paper are expressed in terms of dynamic
programming equations (or inequalities). If a given dynamic programming equation (or
inequality) has a solution (satisfying some mild technical conditions), then the corre-
sponding synthesis problem is solvable. It is well known that explicit solutions for dy-
namic programming equations are not generally available and approximate or numerical
methods are required. Especially, in the measurement feedback case, numerical methods
can only be used when the set-valued observer is finite dimensional (e.g. interval, sphere).
Otherwise, approximate solutions have to be used. One possible way to find approximate
solutions for dynamic programming equations (or inequalities) is using the idea of relaxed
dynamic programming [17].
In the unified synthesis approach we provided in this paper, additional dimensions for
the dynamic programming problem are introduced in order to achieve the desired decay
rate and asymptotic gain. This further increases the computation burden. However, the
computational complexity is due to the nature of the generality of the problem. For
some particular problem, it may be possible to reduce the dimension of the problem by
introducing dynamics for the value function, like the Lyapunov function for the input-to-
state dynamical stability introduced by Grune [9].
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9 Conclusion
In this paper, we first provided a unified definition of different ISS-like properties, then
we considered the quantitative synthesis of ISS-like properties where the disturbances
gain and the transient bound are prescribed. The synthesis problems are shown to be
equivalent to an auxiliary synthesis problem of l∞ bounded robustness considered in [12].
It turns out that the design methods provided in [11, 12] is a powerful tool that can
be applied to the synthesis of different ISS-like properties for the plant dynamics. Both
the state feedback synthesis and measurement feedback synthesis problems can be solved
using dynamic programming techniques.
The approach in this paper provides a link between ISS synthesis and H∞ synthesis
literature [11, 12] but there is a lot of open questions left for future research. Further
research work include, for example, the synthesis problems to achieve the closed-loop
ISS-like properties, the synthesis problems to achieve optimal/suboptimal gains, and the
reduction of the computation complexity, etc.
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