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Estimation of the cubic moment -Conclusion Independently there is a great interest in upper bounds for the central values, in particular one desires to have a strong estimate in terms of the conductor. The Riemann hypothesis yields the best possible results for individual values, but still there are known unconditional estimates for the average value over distinct families which are as good as the Riemann hypothesis can do, or even slightly better (asymptotic formulas for power moments).
In this paper we consider two families of automorphic L-functions associated with the classical (holomorphic) cusp forms of weight k > 12 and the Maass (real-analytic) forms of weight k = 0, both for the group ? = ? 0 (q) (see the reviews in Section 2 and Section 3 respectively). Let = q be the real, primitive character of modulus q > 1. Throughout this paper we assume (for technical simpli cations) that q is odd, Research of both authors supported by the American Institute of Mathematics and in part by the NSF Grants DMS-95-00857, DMS-98-01642 so q is squarefree and (n) = ( n q ) is the Jacobi symbol. To any primitive cusp form f of level dividing q we introduce the L-function (1.1) L f (s; ) = 1 X 1 f (n) (n)n ?s :
The main object of our pursuit is the cubic moment (1.2) X f2F ?
where F ? is the set of all primitive cusp forms of weight k and level dividing q. For this we establish the following bound Theorem 1.1. Let k be an even number > 12 such that (?1) = i k . Then and our L f (s; ) is the L-function attached to f (z) . If f is a Hecke form then f is primitive (even if f is not itself primitive). However, the twisted forms f span a relatively small subspace of S k (? 0 (q 2 )). In view of the above embedding the cubic moment (1.2) looks like a tiny partial sum of a complete sum over the primitive cusp forms of level q 2 , nevertheless it is alone a spectrally complete sum with respect to the group ? 0 (q). This spectral completeness applies e ectively to the normalized cubic moment C k (q) which is introduced for this purpose in (4.14).
In principle our method works also for k = 2; 4; 6; 8; 10, but we skip these cases to avoid technical complications. One can gure out by examining our arguments that the implied constant in (1.3) is c(")k A , where A is a large absolute number (possibly A = 3). We pay some attention to the dependence of implied constants on spectral parameters at the initial (structural) steps, but not in the later analytic transformations. If q tends to 1 over primes, one should be able to get an asymptotic formula (1.4) C k (q) c k (log q) 3 with c k > 0, but our attempts to accomplish this barely failed. On the other hand the di culties of getting an asymptotic formula for C k (q) with composite moduli seem to be quite serious (Lemma 14.1 loses the factor 2 (q) which causes troubles when q has many divisors, see also Lemma 13.1).
The parity condition (?1) = i k in Theorem 1.1 can be dropped because if (?1) = ?i k then all the central values L f ( 1 2 ; ) vanish by virtue of the minus sign in the functional equation for L f (s; ).
Although our method works for the cubic moment of L f (s; ) at any xed point on the critical line we have chosen s = 1 2 for the property (1.5) L f ( 1 2 ; ) > 0:
Of course, this property follows from the Riemann hypothesis, therefore it was considered as a remarkable achievement when J. Waldspurger Wa] derived (1.5) from his celebrated formula, see also W. Kohnen and D. Zagier KZ] . Without having the non-negativity of central values one could hardly motivate the goal of estimating the cubic moment (still we would not hesitate to get an asymptotic formula). As a consequence of (1.5) we derive from (1.3) the following bound for the individual values. Corollary 1.2. Let f be a primitive cusp form of weight k > 12 and level dividing q, and let (modq) be the primitive real character (the Jacobi symbol). Then (1.6) L f ( 1 2 ; ) q 1 3 +" for any " > 0, the implied constant depending on " and k.
Let us recall that the convexity bound is L f ( 1 2 ; ) q 1 2 +" while the Riemann hypothesis yields L f ( 1 2 ; ) q " .
An interesting case is that for a Hecke cusp form f of level one and weight k (so k is an even integer > 12), f(z) = 1 X 1 a(n)n k?1 2 e(nz) 2 S k (? 0 (1)):
This corresponds, by the Shimura map, to a cusp form g of level four and weight k+1 2 , g(z) = 1 X 1 c(n)n k?1 4 e(nz) 2 Sk+1 2 (? 0 (4)):
We normalize f by requiring a(1) = 1, while g is normalized so that 1 6 Z ?0(4)nH jg(z)j 2 y k+1 2 d z = 1:
Then the formula of Waldspurger, as re ned by Kohnen-Zagier (see Theorem 1 of KZ]), asserts that for q squarefree with q (?1) = i k ( where the implied constant depends on " and the form f.
This result constitutes a considerable improvement of the estimates given in I1] and DFI]. It also improves the most recent estimate by V. A. Bykovsky By] who proved (1.8) with exponent 3=16 in place of 1=6.
Actually DFI] and By] provide estimations for L f (s; ) at any point on the critical line. To this end (like in many other papers, see the survey article Fr] by J. Friedlander) the second moment of relevant L-functions is considered with an ampli er which is the square of a short Dirichlet polynomial. In such a setting the property (1.5) is not needed, yet a sub-convexity bound is achieved by choosing properly the length and the coe cients of the ampli er.
Here is the second instance where the non-negativity of central values of automorphic L-functions plays a crucial role for their estimation (the rst case appears in IS] in the context of the Landau-Siegel zero). By comparison with the former methods one may interpret the cubic moment approach as a kind of ampli cation of L 2 f ( 1 2 ; ) by the factor L f ( 1 2 ; ). In this role as a self-ampli er the central value L f ( 1 2 ; ) is represented by a Dirichlet polynomial whose length exceeds greatly all of these in previous practice (here it has the length about q). Hence the question; what makes it possible to handle the present case? There are many di erent reasons (as are the preferences of di erent readers)|we emphasize the smoothness of the self-ampli cation.
Consequently, it can be attributed to our special ampli er L f ( 1 2 ; ) that at some point the character sums g( ; ) in two variable over nite eld crop (see (11.10)). From then on our arguments are powered by the Riemann hypothesis for varieties (Deligne's theory, see Section 13) . In fact our arguments penetrate beyond the Riemann hypothesis as we exploit the variation in the angle of the character sum (10.7) when estimating general bilinear forms (11.1).
To reduce the spectral sum (1.2) to the character sums in question we go via Petersson's formula to Kloosterman sums, open the latter and execute the resulting additive character sums in three variables (which come from a smooth partition of L 3 f ( 1 2 ; ) into Dirichlet polynomials) by Fourier analysis on R 3 . One may argue that our computations should be better performed by employing harmonic analysis on GL 3 (R);
yes, but we prefer to use only the classical tools (Poisson's formula) which are commonly familiar. In this connection we feel the demand is growing for practical tables of special functions on higher rank groups to customize them as much as the Bessel functions are on the GL 2 (R) . Still, there is a revealing advantage of direct computations; see our comments about the factor e(mm 1 m 2 =c) in (8.32) and (10.1), which presumably wouldn't be visible in the framework of GL 3 (R) . This technical issue sheds some light on the position of Bessel functions towards Kloosterman sums.
In this paper we also consider the spectral cubic moment of central values of L-functions attached to Maass forms of weight zero. Since the space of such forms is in nite we take only these with bounded spectral parameter, i.e. we consider ( where`(r) = r 2 (4 + r 2 ) ?1 . We refer the reader to Sections 3 and 5 to nd the terminology. Actually the Maass forms were our primary interest when we started. Here the special attraction lies in the subspace of the continuous spectrum which is spanned by the Eisenstein series E a (z; 1 2 + ir) (there are (q) distinct Eisenstein series associated with the cusps a of ? 0 (q)). Every Eisenstein series gives us the same L-function L(s ? ir; )L(s + ir; ) (however, with di erent proportion equal to the width of cusp, see (3.27)) whose central value is jL( 1 2 + ir; )j 2 , hence its cube is the sixth power of the Dirichlet L-function. Theorem 1.4. Let for any " > 0, and some absolute constant A > 1, the implied constant depending on ".
Here, as in the case of holomorphic cusp forms, the central values L j ( 1 2 ; ) are also known to be nonnegative without recourse to the Riemann hypothesis due to Katok-Sarnak KS] and Guo Gu] . Take a note that in the space of continuous spectrum this amounts to jL( 1 2 +ir; )j 2 > 0 which property is rather obvious. where the implied constant depends on " (in this way we relax the peculiar measure`(r)dr which vanishes at r = 0 to order two). Hence it follows Corollary 1.5. Let be a real, non-principal character of modulus q. Then for any " > 0 and s with where A is an absolute constant and the implied constant depends on ". It would not be di cult to produce a numerical value of A which is quite large. A hybrid bound which is sharp in both the s aspect and the q-aspect simultaneously (not only for the real character) was derived by R. Heath-Brown H-B] by mixing the van der Corput method of exponential sums and the Burgess method of character sums. In the q-aspect alone our bound (1.12) marks the rst improvement of the celebrated result of D. Burgess Bu] with exponent 3=16 in place of 1=6. Moreover, our exponent 1=6 matches the one in the classical bound for the Riemann zeta-function on the line Re s = 1 2 , which can be derived by Weyl's method of estimating exponential sums. Though Weyl's method has been sharpened many times (see the latest achievement of M. N. Huxley Hu] ) any improvement of (1.12) seems to require new ideas (we tried to introduce an extra small ampli cation to the cubic moments without success). On this occasion let us recall that the aforementioned methods of Weyl and Burgess yield the rst boundsbreaking convexity for the L-functions on GL 1 . Since then many re nements and completely new methods were developed for both the L-functions on GL 1 and the L-functions on GL 2 , see Fr] . We should also point out that Burgess established non-trivial bounds for character sums of length N q 1 4 + , while (1.12) yields non-trivial bounds only if N q 1 3 + . In particular, (1.12) does not improve old estimates for the least quadratic non-residue.
Our main goals (Corollary 1.2 and Corollary 1.5) could be accomplished in one space L k (? 0 (q)nH ) of square-integrable functions F : H ! C which transform by (1.13)
for all 2 ? 0 (q). In this setting the holomorphic cusp forms f(z) of weight k (more precisely the corresponding forms F(z) = y ?k=2 f(z)) lie at the bottom of the spectrum, i.e., in the eigenspace of = k 2 (1 ? k 2 ) of the Laplace operator (1.14) k = y 2 @ 2 @x 2 + @ 2 @y 2 ? iky @ @x ;
while the Eisenstein series still yield the Dirichlet L-functions on the critical line. We have chosen to present both cases of holomorphic and real-analytic forms separately to illustrate structural di erences until the end of Section 5. From this point on both cases are essentially the same so we restrict our arguments to the holomorphic forms.
Acknowledgement. Our work on this paper began and was nearly nished in July 1998 at the American Institute of Mathematics in Palo Alto, California. The second author is grateful to the Institute for the invitation and generous support during his visit. He also wishes to express admiration to John Fry for his unprecedented will to support research in mathematics in America and his deep vision of the AIM. Finally, we thank the referee for careful reading and valuable corrections. for all n with (n; q) = 1, i.e., T n f = f (n)f if (n; q) = 1. We call F the Hecke basis of S k (? 0 (q)). The eigenvalues f (n) are related to the Fourier coe cients of f(z). We write Note that if a f (1) = 0 then a f (n) = 0 for all n co-prime with q. The Hecke eigenvalues f (n) are real and they have the following multiplicative property For any orthonormal basis F of S k (? 0 (q) and any m; n > 1 we have the following Petersson formula (cf. for any " > 0, the implied constant depending only on ". Remarks. For the formula (2.12) see ILS]. The coe cient ! f is essentially (up to a simple constant factor) the inverse of the symmetric square L-function associated with f at the point s = 1. J. Ho stein and P.
A Review of
Lockhart HL] showed that ! f (kq) "?1 , but we do not need this bound for applications in this paper. The lower bound (2.12) can be established by elementary arguments.
Later we assume that k > 12 to secure a su ciently rapid convergence of the series of Kloosterman sums in (2.9). Indeed we have J k?1 (x) min(x k?1 ; x ?1=2 ) which yields (2.13) J(x) min(x 10 ; x ?3=2 ) x 10 (1 + x 2 ) ?23=4 :
A Review of Maass Forms.
In this section we introduce the notation and basic concepts from the theory of Maass forms of weight k = 0 in the context of the Hecke congruence group ? = ? 0 (q). There is no essential di erence with the theory of classical forms except for the existence of continuous spectrum in the space of Maass forms which is important for our applications since it brings us the Dirichlet L-function.
Let A(?nH ) denote the space of automorphic functions of weight zero, i.e., the functions f : H ! C which are ?-periodic. Let L(?nH ) denote the subspace of square-integrable functions with respect to the inner product (2.1) with k = 0. The Laplace operator = y 2 @ 2 @x 2 + @ 2 @y 2 acts in the dense subspace of smooth functions in L(?nH ) such that f and f are both bounded, it has a self-adjoint extension which yields the spectral decomposition L(?nH ) = C C(?nH ) E(?nH ). Here C is the space of constant functions, C(?nH ) is the space of cusp forms and E(?nH ) is the space of Eisenstein series.
Let U = fu j : j > 1g, be an orthonormal basis of C(?nH ) which are eigenfunctions of , say ( + j )u j = 0 with j = s j (1 ? s j ); s j = 1 2 + it j :
Since j > 0 we have Re s j = 1 2 or 1 2 6 s j < 1. Any u j (z) has the Fourier expansion of type
is the Whittaker function given by if Re s > 1 and by analytic continuation for all s 2 C . Here ? a is the stability group of a and a 2 SL 2 (R) is such that a 1 = a and ?1 a ? a a = ? 1 . The scaling matrix a of cusp a is only determined up to a translation from the right, however the Eisenstein series does not depend on the choice of a , not even on the choice of a cusp in the equivalence class. The Fourier expansion of E a (z; s) is similar to that of a cusp form, precisely where ' a = 1 if a 1 or ' a = 0 otherwise.
We can assume that U is the Hecke basis, i.e., every u j 2 U is an eigenfunction of all the Hecke operators (2.2) with k = 0,
(3.4) T n u j = j (n)u j if (n; q) = 1:
Moreover, the re ection operator R de ned by (Rf)(z) = f(? z) commutes with and all T n with (n; q) = 1 so we can also require (3.5) Ru j = " j u j :
Since R is an involution the space C(?nH ) is split into even and odd cusp forms according to " j = 1 and " j = ?1. All the Eisenstein series E a (z; s) are even and they are also eigenfunctions of the Hecke operators (3.6)
T n E a (z; s) = a (n; s)E a (z; s); if (n; q) = 1:
The analog of Petersson's formula (2.6) for Maass forms is the following formula of Kuznetsov (see Theorem 9.3 of I2]) X j h(t j ) j (m) j (n) + 
This formula holds for any orthonormal basis U of cusp forms in C(?nH ), for any mn 6 = 0 and any test function h(t) which satis es the following conditions;
(3.11) h(t) is holomorphic in jIm tj 6 (3.12) h(t) = h(?t) (3.13) h(t) (jtj + 1) ? for some > 1 2 and > 2. For the Fourier coe cients ' a ( n; s) of the Eisenstein series E a (z; s) we have (3.14) ' a ( n; s) = ' a (1; s) a (n; s)n ? 1 2 ; if n > 0, (n; q) = 1. For the coe cients j (n) of the Hecke-Maass form u j (z) we have a similar formula (3.15) j ( n) = j ( 1) j (n)n ? 1 2 ;
if n > 0, (n; q) = 1. Moreover (3.16) j (?1) = " j j (1):
To simplify presentation we restrict the spectral sum in (3.7) to the even forms; these can be selected by adding (3.7) for m; n to that for ?m; n. We obtain for m; n > 1; (mn; q) = 1 0 X j h(t j )! j j (m) j (n) + ! a (r) = 4 j' a (1; 1 2 + ir)j 2 =ch r:
The J-functions which are attached to the Kloosterman sums on the right-hand side of (3.17) are de ned by J (x) = x ?1 H (2 x). In our applications of (3.17) we assume that the conditions (3.11)-(3.13) hold with > 6 to ensure the bound H + (x) min(x 11 ; x ?1=2 ). For x > 1 this follows by J 2it (x) x ?1=2 ch t, and for 0 < x < 1 this follows by moving the integration in (3.9) to the horizontal line Im t = 6 and applying J s (x) x e jsj=2 . The same bound is derived for H ? (x) by similar arguments. In any case we get (3.20) J (x) min(x 10 ; x ?3=2 ) x 10 (1 + x 2 ) ?23=4 :
Recall that (3.17) requires the condition (mn; q) = 1. By the theory of Hecke operators (as in the case of (2.9)) the sum (3.17) can be arranged into a sum over primitive cusp forms of level dividing q with coe cients ! j satisfying (3.21) ! j (qjs j j) ?1?" :
In the case of continuous spectrum we know the Fourier coe cients ' a (n; s) quite explicitly. We compute them by using the Eisenstein series for the modular group E(z; s) = 1 2 y s X X 
Hecke L-Functions.
From now on we assume that q is squarefree, odd. Let = q be the real, primitive character of conductor q, i.e., is given by the Jacobi-Legendre symbol (4.1) (n) = n q :
To any primitive form f of level q 0 jq we associate the L-functions Remarks. By a theorem of Winnie Li L] the Euler product (4.3) and the functional equation (4.5) guarantee that f is primitive. Also, we can see more explicitly the dependence of w f ( ) on f and as follows. If
Clearly all the above properties of L f ( 1 2 ; ) (including the de nition (4.3)) remain true for any cusp form f from the Hecke basis F (because the character kills the coe cients with n not prime to q ).
Using the functional equation ( 
Observe that V (y) satis es the following bounds V (y) = 1 + O(y A );
(4.10) V (y) (1 + y) ?A ;
(4.11) V (`) (y) y A (1 + y) ?2A ;
(4.12) for 0 <`< A where the implied constant depends on that in (4.7). Actually V (y) depends on the weight k. One can choose G(s) depending on k so that V (y) k(1 + y=k) ?A ; therefore the series (4.9) dies rapidly as soon as n exceeds kq. If one is not concerned with the dependence of implied constants on the parameter k then one has a simple choice G(s) = ? (k=2) where the implied constant depends on " and k.
Applying (4.9) and (4.13) we write (4.14) as follows (nn 1 n 2 )S(n; n 1 n 2 ; c)J 2 p nn 1 n 2 c V n q ; n 1 q ; n 2 q :
5. Maass L-Functions. To any even cusp form u j in the Hecke basis U of L(?nH ) we associate the L-function Observe that V j (y) satis es the bounds (4.10)-(4.12).
To the Eisenstein series E a (z; 1 2 + ir) we associate the L-function (1 + 1 p ) j q (1 + 2ir)j 2 j (1 + 2ir)j 2 :
Note that the largest contribution to the continuous spectrum comes from the cusp of the largest width (which is the cusp zero). We have where D 0 is the contribution of the diagonal terms and S 0 (c) is the contribution of the Kloosterman sums to modulus c. Here D 0 is similar to D in (4.20) and S 0 (c) is similar to S(c) in (4.21). From this point on our treatments of C k (q) and C 0 h (q) are almost identical except for technical details. Both cases are based on the same properties of the involved functions J(x); J + (x) and J ? (x). Therefore, for notation economy, we choose to proceed further only with the classical cusp forms, i.e. we shall complete the proof of (4.16) and claim (5.16) by parallel arguments. The reader should note that the dependency on the spectral parameter in our estimates is polynomial at each step; hence the factor R A in (5.16) and (1.10).
Evaluation of the diagonal terms.
Recall that D is the contribution to the cubic moment A of the diagonal terms which is given by (4.20).
Using the bounds (4.10)-(4.12) one shows that 
A partition of sums of Kloosterman sums.
Recall that S(c) is the sum of Kloosterman sums S(n; n 1 n 2 ; c) to the modulus c 0(modq) given by (4.21) where n; n 1 ; n 2 run over all positive integers. The special function J(x) = 4 i k x ?1 J k?1 (2 x) for x = 2 p nn 1 n 2 =c which is attached to the Kloosterman sum S(n; n 1 n 2 ; c) in (4.21) is itself a continuous analog of the latter. But this analogy is merely visual. One can compute asymptotically J(2 p nn 1 n 2 =c) by the stationary phase method while the Kloosterman sum S(n; n 1 n 2 ; c) requires more advanced arguments from algebraic geometry (see Sections 13, 14).
All we need to know about the J-function is that it can be written as (see p. 206 of W]) (7.1)
where W(x) is a smooth function whose derivatives satisfy the bound (assuming k > 12) (7.2)
x`W (`) (x) x 10 (1 + x 2 ) ?23=4
for all`> 0 where the implied constant depends on k and`. One could display the dependence on k, but we abandon this feature for the sake of notational simplicity.
To get hold on the variables n; n 1 ; n 2 of summation in (4.17) we split the range by a smooth partition of unity whose constituents are supported in dyadic boxes (nn 1 n 2 )S(n; n 1 n 2 ; c)e(2 p nn 1 n 2 =c)W(n; n 1 ; n 2 ; c) where (7.5) W(x; x 1 ; x 2 ; c) = P(x; x 1 ; x 2 )V x q ; x 1 q ; x 2 q W(2 p xx 1 x 2 =c) and the P-functions are the constituents of the partition of unity. Precisely, we have (7.6) S(c) = 8Re X N S(W; c):
We shall treat the sums of Kloosterman sums (7.4) in full generality. All we need to know about the function W(x; x 1 ; x 2 ; c) is that it is smooth, supported in the box (7.3), and its partial derivatives satisfy the bound (7.7)
x`x`1 1 x`2 2 jW (`;`1;`2) (x; x 1 ; x 2 ; c)j 6 Q for 0 6`;`1;`2 6 A (A is a large constant) with some Q > 0.
We also restrict the modulus c to a dyadic segment (7.8) C 6 c 6 2C; c 0(modq) with C > q. Notice that our particular function (7.5) satis es (7.7) with (7.9) Q NN 1 N 2 C 2 5 by virtue of (4.12) and (7.2) (the factor log q appears from the summation in d in (4.18)).
Remarks. Using trivial estimate for the Kloosterman sums in (7.4) one obtains (7.10) S(W; c) cQNN 1 N 2 :
This bound is satisfactory for large c, but it is not su cient in all ranges. In order to improve (7.10) one has to exploit some cancellation of the terms in (7.4), which is due to the variation in the argument of the twisted Kloosterman sum (nn 1 n 2 )S(n; n 1 n 2 ; c)e(2 p nn 1 n 2 =c) with respect to n; n 1 ; n 2 (we shall get an extra cancellation by summing over c as well).
Completing the Sum S(W; c).
The character (nn 1 n 2 ) and the Kloosterman sum S(n; n 1 n 2 ; c) with c 0(modq) in (7.4) are periodic in n; n 1 ; n 2 of period c (however the exponential factor e(2 p nn 1 n 2 =c) is not). Thus splitting into residue classes and applying the Poisson summation formula for each class we obtain We choose the method of Fourier transform (because it is in a harmony with the forthcoming computations of the sum G(m; m 1 ; m 2 ; c) in Section 10) however the Mellin transform would do the job as well. Throughout D a stands for the di erential operator D a F(x; x 1 ; x 2 ) = x a x a1 1 x a2 2 F (a;a1;a2) (x; x 1 ; x 2 ) where F (a;a1;a2) is the partial derivative of order a = (a; a 1 ; a 2 ). Lemma 8.1. Let W(x; x 1 ; x 2 ) be a smooth function supported in the dyadic box (8.9) X = (x; x 1 ; x 2 ) : 1 6 x X ; x 1 X 1 ; x 2 X 2 6 2 with X; X 1 ; X 2 > 0, and its partial derivatives satisfy the bound (8.10) jD a W(x; x 1 ; x 2 )j 6 1 for any a = (a; a 1 ; a 2 ) 6 18 componentwise. Put whereL is the Fourier transform of L. One may say that Y is \dual" to X. Applying the operator D a with respect to the variables (y; y 1 ; y 2 ) we get D aL (y; y 1 ; y 2 ) = Z R 3 W(x; x 1 ; x 2 )(?2 xy) a (?2 x 1 y 1 ) a1 (?2 x 2 y 2 ) a2 e(2 p xx 1 x 2 ? xy ? x 1 y 1 ? x 2 y 2 )dx:
Hence D aL (y; y 1 ; y 2 ) Z 2 (jyjX) a (jy 1 jX 1 ) a1 (jy 2 jX 2 ) a2 by trivial estimation, however we can do better by partial integration. Since y = (y; y 1 ; y 2 ) = 2 Y we may assume without loss of generality that y is not in the segment 1 3 Y 6 y 6 3Y , so xy does not match 2 p xx 1 x 2 . If Z + jyjX > 1 then on integrating by parts with respect to x eighteen times we gain the factor (Z + jyjX) 18 , otherwise we do not integrate by parts with respect to x at all. In any case we save the factor (1 + Z + jyjX) 18 . The same operation can be applied simultaneously with respect to the other variables x 1 ; x 2 , provided y 1 ; y 2 do not satisfy 1 3 Y i 6 y i 6 3Y i , gaining the factors (1 + Z + jy i jX i ) 18 . If one or both variables y 1 ; y 2 do satisfy 1 3 Y i 6 y i 6 3Y i then we do not integrate by parts with respect to x i , but still claim the factor (1 + Z + jy i jX i ) 6 by borrowing it from the gain in the variable x. Thus for any y = (y; y 1 ; y 2 ) 2 R 3 outside the box Y and any a = (a; a 1 ; a 2 ) we have D aL (y; y 1 ; y 2 ) Z 2 (jyjX) a (jyj 1 jX 1 ) a1 (jy 2 jX 2 ) a2 (8.17)
(1 + Z + jyjX) ?6 (1 + Z + jy 1 jX 1 ) ?6 (1 + Z + jy 2 jX 2 ) ?6 : Applying D a to (8.12) we derive by (8.17) that D a K(y; y 1 ; y 2 ) Z 2 (jyjX + jyy 1 y 2 j) a (jy 1 jX 1 + jyy 1 y 2 j) a1 (jy 2 jX 2 + jyy 1 y 2 j) a2 (1 + Z + jyjX) ?6 (1 + Z + jy 1 jX 1 ) ?6 (1 + Z + jy 2 jX 2 ) ?6 :
Here we have jyjX + jyy 1 y 2 j 6 jyjXZ ?2 (1 + Z + jy 1 jX 1 )(1 + Z + jy 2 jX 2 ) and similar inequalities hold for the other two combinations. Therefore if a 6 2 and y = 2 Y we have D a K(y; y 1 ; y 2 ) Z 2 (jyjXZ ?2 ) a (jy 1 jX 1 Z ?2 ) a1 (jy 2 jX 2 Z ?2 ) a2 (8.18)
(1 + jyjX) ?2 (1 + jy 1 jX 1 ) ?2 (1 + jy 2 jX 2 ) ?2 :
Now we proceed to the estimation of D a K(y) in the box Y. In this range before integrating by parts we pull out the exponential factor e(?yy 1 y 2 ) from the Fourier integral (8.15). To this end we arrange the amplitude function 2 p xx 1 x 2 ? xy ? x 1 y 1 ? x 2 y 2 in the following form ?yy 1 y 2 + 1 y (x 1 ? yy 2 )(x 2 ? yy 1 ) ? 1 y (y p x ? p x 1 x 2 ) 2 : Introducing this into (8.15) and changing the variables of integration x = (x; x 1 ; x 2 ) into v = (v; v 1 ; v 2 ) by the formulas x 1 = (v 1 + y 2 p y) p y; x 2 = (v 2 + y 1 p y) p y and x = (v + p x 1 x 2 =y) 2 =y we get Clearly, we have p(v) log(1 + jv 1 v 2 j) on R 3 . Integrating (8.19) by parts we get K(y) = Z R 3 p(v) @ 3 H(v; y) @v@v 1 @v 2 dvdv 1 dv 2 :
Applying the operator D a and the restrictions (8.22) we derive the following estimate (8.24) D a K(y) @ 3 D a H(v; y) @v@v 1 @v 2 Z 3 2 log(1 + Z)
for some v = (v; v 1 ; v 2 ). We need (8.24) for all y 2 Y and a 6 2, therefore we have to di erentiate H(v; y) up to nine times. However we only show details for the rst order partial derivatives, the higher order ones, being estimated by repeating the arguments, are left for checking to careful readers. We begin by the following estimate (8.25) H(v; y) (XY ) 1 2 = Z 1 2 :
Next we estimate the partial derivatives of x(v; y) with respect to v; v 1 ; v 2 and y; y 1 ; y 2 in the range restricted by the support of W(x; x 1 ; x 2 ). By (8.21) we derive the following estimates @x @v = 2 v + (v 1 + y 2 p y) 1 2 (v 2 + y 1 p y) 1 2 ]y ?1 X Y y @x @y = f(: : : ) ? 1 2 (: : : ) 1 2 y 2 + (: : : ) 1 2 (: : : ) ? 1 2 y 1 g ]y ? 1 2 ? ] 2 y ?1 f(X 2 =X 1 ) 1 2 Y 2 + (X 1 =X 2 ) 1 2 Y 1 gX 1 2 + X = 3X y 1 @x @y 1 = y 1 (: : : ) 1 2 (: : : ) ? 1 2 ]y ? 1 2 Y 1 (XX 1 =X 2 ) 1 2 = X y 2 @x @y 2 = y 2 (: : : ) ? 1 2 (: : : ) 1 2 ]y ? 1 2 Y 2 (XX 2 =X 1 ) 1 2 = X:
Continuing the di erentiation along the above lines one shows that (8.26) D a x(v; y) X and (8.27) @ ( ; 1; 2) @v @v 1 1 @v 2 2 D a x(v; y) X(X 2 =X 1 ) 1 2 (X 1 =X 2 ) 2 2 Z ? 1 2 ( + 1+ 2) if ( ; 1 ; 2 ) 6 1 and a = (a; a 1 ; a 2 ) 6 2. Now we are ready to estimate the partial derivatives of H(v; y). By (8.20) we obtain the following estimates @H @v = y x 1 2 W + 2x @W @x @x @v 1 @H @v 1 = y x 1 2 W + 2x @W @x @x @v 1 + 2y p x @W @x 1 (X 2 =X 1 ) 1 2 + Y X 1 2 X ?1 1 = 2(X 2 =X 1 ) 1 2 @H @v 2 (X 1 =X 2 ) 1 2 (by interchanging variables) y @H @y = y @x @y ( y x ) 1 2 W + x @W @x Z 1 2 y 1 @H @y 1 = y 1 @x @y 1 ( y x ) 1 2 W + (xy) 1 2 @W @x + 2y 1 y(xy) 1 2 @W @x 2 Z 1 2 y 2 @H @y 2 Z 1 2 (by interchanging variable):
Continuing the di erentiation along the above lines one shows that (8.28) D a H(v; y) Z 1 2 (8.29) @ ( ; 1; 2) @v @v 1 1 @v 2 2 D a H(v; y) X 2 X 1 1 2 X 1 X 2 2 2 Z 1 2 (1? ? 1? 2) if ( ; 1 ; 2 ) 6 1 and a = (a; a 1 ; a 2 ) 6 2. In particular we have @ 3 D a H(v; y) @v@v 1 @v 2 Z ?1 :
Inserting this into (8.24) we conclude that for a 6 2 and y 2 Y (8.30) D a K(y) Z 1 2 log(1 + Z):
Finally we are ready to complete the proof of Lemma 8.1. Combining (8.18) and (8.30) we deduce that the Fourier transform of K(y; y 1 ; y 2 ) satis eŝ K(t; t 1 ; t 2 ) (1 + jtjX 1 X 2 ) ?2 (1 + jt 1 jXX 2 ) ?2 (1 + jt 2 jXX 1 ) ?2 (8.31) + Z 3 2 (1 + jtjY ) ?2 (1 + jt 1 jY 1 ) ?2 (1 + jt 2 jY 2 ) ?2 where the rst term comes by partial integration outside the box Y using (8.18), and the second term comes by partial intergration in the box Y using (8.30) (needless to say the transition through the boundary of Y is made with a smooth partition of unity to avoid boundary terms in partial integration). By (8.31 ) we obtain Z R 3 jK(t; t 1 ; t 2 )jdtdt 1 dt 2 Z ?4 + Z 1 2 log(1 + Z) which is the bound (8.13).
Remarks. The term Z ?4 is signi cant only if Z 6 1, it could be improved if we dealt with the factor e(yy 1 y 2 ) in the transition from (8.17) to (8.18) by stationary phase method rather than by the direct di erentiation. with Z = p NN 1 N 2 =C. We shall see that the factor e(?mm 1 m 2 =c) which we extracted from W(m; m 1 ; m 2 ; c) in (8.32) cancels out with the factor e(mm 1 m 2 =c) which appears in the formula (10.1) for the character sum G(m; m 1 ; m 2 ; c). Originally G(m; m 1 ; m 2 ; c) is de ned by (8.2); however, anticipating the cancellation of the above character, we introduce the modi ed sum where (m; m 1 ; m 2 ) = e(?mt ? m 1 t 1 ? m 2 t 2 ) for some real numbers t; t 1 ; t 2 .
It does not matter what the numbers t; t 1 ; t 2 are since in the following sections we are going to establish estimates for sums of type for any complex coe cients m for jmj 6 M and m1;m2 for jm 1 j 6 M 1 ; jm 2 j 6 M 2 which are bounded. Proposition 8.2. Let C > q > 1 and M; M 1 ; M 2 > 1. Let m and m1;m2 be complex numbers with j m j 6 1 for jmj 6 M and j m1;m2 j 6 1 for jm 1 j 6 M 1 ; jm 2 j 6 M. We for any " > 0, the implied constant depending only on ". 9. Estimation of the Cubic Moment -Conclusion.
Using Proposition 8.2 we are ready to nish the proof of Theorem 1.1. Recall that the cubic moment (4.14) was transformed by Petersson formula to (4.19) where D is the contribution of the diagonal terms and it is estimated in (6.1). The other terms S(c) are sums of Kloosterman sums. These are partitioned into dyadic boxes in (7.6). We also divided the range of the modulus c into dyadic segments (7.8). Now, given a box N of size N N 1 N 2 and C > q, we need to estimate Taking into account the bound for W given in (7.9) it is easy to see that the right-hand side of (9.3) multiplied by C " is the largest for C = p NN 1 N 2 and N = N 1 = N 2 = q, and it is bounded by O(q 3" ). Therefore (9.4) T (C) q 3" C ?" for any C > q and any " > 0, the implied constant depending on ". Finally gathering together all the pieces (9.4) and (6.1) into (4.19) we get C k (q) q 2" which completes the proof of Theorem 1.1.
Of course, we still have to prove Proposition 8.2 for which we spend the rest of this paper. Similarly the sum over a 1 ( mod c) vanishes unless a 2 d+m 1 0( mod r) in which case it is equal to r ( ) (d) ((a 2 + dm 1 )=r Clearly the character sum H r (m; m 1 ; m 2 ; q) is symmetric in m 1 ; m 2 by (10.1) and (8.2). Note also that it is multiplicative in q, precisely if (q 1 ; q 2 ) = 1 then (uv(u + 1)(v + 1))e q ((uv ? 1)w) :
Remark. We consider (10.7) as the de nition of H(w; q) for all q, not necessarily prime. Proof. We use the expression (10.2). If qjr then (10. Let q be squarefree. Notice that (10.4) and (10.5) are purely multiplicative in q while (10.6) satis es the twisted multiplication rule (10.11) H(w; q 1 q 2 ) = H(w q 1 ; q 2 )H(w q 2 ; q 1 ) if q = q 1 q 2 (here H(?; q) is de ned by (10.7) with = q for q = q 1 ; q 2 and q 1 q 2 respectively). Put Applying trivial estimates jR(m; k)j 6 (k) and jH(w;`)j 6`2 we obtain Corollary 10.3. Let c = qr with q squarefree. For any m; m 1 ; m 2 we have (10.16) jG(m; m 1 ; m 2 ; c)j 6 q 3 r 2 :
Recall that H(w; q) is the character sum de ned by (10.7) where = q is the real primitive character of conductor q (the Jacobi symbol). In this section we estimate general sums of type (11.1) H = X X X (rmn;q)=1 r;m n H(a rmn; q) with any complex coe cients r;m and n for 1 6 r 6 R; 1 6 m 6 M and 1 6 n 6 N: Although (11.1) is a triple sum we consider it as a bilinear form since the variables r and m are not separated. For convenience we assume that (11.2) j r;m j 6 1; but we make no conditions about = ( n ). We shall estimate H in terms of the`2-norm (11.3) k k = ( X n j n j 2 ) 1 2 : Lemma 11.1. Let (a; q) = 1. We have (11.4) H k k(q + RM) 1 2 (q + N) 1 2 (qRM) 1 2 +" for any " > 0, the implied constant depending only on ".
Actually we rst prove (11.4) for the following sum (uv(u + 1)(v + 1))e q ((uv ? 1)w): Let H(q) denote the above character sum restricted by the condition uv 1( mod q) instead of (uv?1; q) = 1.
For q prime H(q) = ? (?1), whence for any squarefree q we obtain H(q) = (q) q (?1) by the pure multiplicativity. Then by the twisted multiplicativity we derive (11.7) H(w; q) = X X q1q2=q (q 1 ) q1 (?1)H ( q 1 w; q 2 ):
Hence it is clear that (11.4) for H implies that for H. Now we can express the additive character e q ((uv ? 1)w) in H by means of the multiplicative characters where ( ) is the Gauss sum. Hence we obtain Before making further simpli cations we isolate the contribution to G(M; M 1 ; M 2 ; C) of the terms with mm 1 m 2 = 0; we denote this contribution by G 0 (M; M 1 ; M 2 ; C). For these terms on the right side of (12.2) we have h =`= 1 and k = q, therefore G 0 (M; M 1 ; M 2 ; C) Cq ?3 X X X mm1m2=0 (m; q)(m 1 ; q)(m 2 ; q)
where the summation is also restricted by jmj 6 M, jm 1 j 6 M 1 , jm 2 j 6 M 2 . Hence 
Estimation of g( ; ).
Our aim is to prove the bound (11.12) for the hybrid character sum g( ; ) with (modq) real, primitive character and (modq) any character. Since g( ; ) is multiplicative in the modulus it su ces to show Lemma 13.1. Let p be prime, (modp) the real, non-principal character, and (modp) any character. Lemma 13.2. Let q = p m and 2F q ; 6 = 1. Then (13.7) 1 q ? 1 X 2Fq jg( ; )j 2 = q 2 ? 2q ? 2:
Proof. By the orthogonality of characters the left-hand side of (13.7) is equal to X X X X u1v1=u2v2 (u 1 v 1 (u 1 + 1)(v 1 + 1) (u 2 v 2 (u 2 + 1)(v 2 + 1)) = X X X u1;v1;u22F q ((u 1 + 1)(v 1 + 1)) ((u 2 + 1)(u 1 v 1 + u 2 )) (u 2 ):
The sum over u 1 equals X u16 =0
(u 1 + 1) (u 1 v 1 + u 2 ) = (v 1 )(q ? 2) if u 2 = v 1 ? (v 1 ) ? (u 2 ) if u 2 6 = v 1 :
Now the sum over u 2 equals X u26 =0
(u 2 + 1) (u 2 ) X u16 =0 = q (v 1 + 1) + (v 1 ) + 1:
Finally the sum over v 1 equals X v16 =0
(v 1 + 1) X u26 =0 X u16 =0 = q(q ? 2) ? 2:
This completes the proof of 13.7.
Lemma 13.2 and the formula (13.5) imply (by choosing a suitable m) that all the weights k ;` are 6 2 except for at most one root of weight three for one character . If such a root exists then must be real, precisely = because for the trivial character 0 = 1 we have g( ; 0 ) = 1. This completes the proof of Lemma 13.1 for all 6 = . For = we shall estimate g( ; ) without recourse to the Riemann hypothesis.
There are several interesting expressions for g( ; ) with real character (modp). First recall that by the de nition (14.1) g( ; ) = X X u;v(modp) (uv(u + 1)(v + 1)(uv ? 1)):
Changing variables one gets Weil's estimate for the Kloosterman sums S(a; a; p), or Hasse's estimate for the number of points on the curve E =F p , yield jg( ; )j 6 2p 3=2 while our goal is Lemma 14.1. For the real character (modp); 6 = 1 we have (14.9) jg( ; )j 6 4p: Writing S(a; a; p) = 2 p p cos(! p (a)) we derive from (14.8) that g( ; ) = ( )(1 + (?1)) X a(modp) (a)e 2i!p(a) :
Therefore the estimate (14.9) reads as (14.10) X a(modp) (a)e 2i!p(a) 6 2 p p:
In other words one can say that the variation of the Kloosterman angle ! p (a) is quite independent of the sign change of the character (a).
Our proof of (14.9) is completely elementary. First notice that S(a; a; p) = S(ab; a b; p) for any b 6 0(modp). By means of this parameter we create p ? 1 copies of g( ; ). Moreover changing a into ac 2 with c 6 0(modp) we create all together (p ? 1) 2 copies of g( ; ). Thus we have p(p ? 1) 2 g 2 ( ; ) = The number of such solutions is (p ? 1) 2 . If d 1 + d 2 6 = 0 then the second equation of the system can be replaced by d 1 d 2 = d 3 d 4 . Given d 1 ; d 2 with d 1 d 2 (d 1 + d 2 ) 6 = 0 the d 3 ; d 4 are the roots of X 2 ?a(d 1 + d 2 )X + d 1 d 2 = 0, and the number of roots equals 1 + a 2 (d 1 + d 2 ) 2 ?4d 1 d 2 ]. Hence (a) = (p ? 1) 2 + X X d1d2(d1+d2)6 =0
(1 + a 2 (d 1 + d 2 ) 2 ? 4d 1 d 2 ]) = (p ? 1) 2 + (p ? 1) X d(d+1)6 =0
(1 + a 2 (d + 1) 2 ? 4d]) = (p ? 1) 2 + (p ? 1)(p ? 2) + (p ? 1) X d(d?1)6 =0 (a 2 d 2 ? 4d + 4):
The last sum is equal to ?3 + p (a 2 ), where (a) = 1 if a = 1, and (a) = 0 otherwise, therefore (14.13) (a) = 2(p ? 1)(p ? 3) + p(p ? 1) (a 2 ):
Inserting (14.13) into (14.12) we arrive at (14.14) T = 8p 2 (1 + (?1)):
This together with g 2 ( ; ) 6 T complete the proof of (14.9).
Remarks. Some of the ideas of our proof of Lemma 14.1 are reminiscent of the Kloosterman arguments Kl]. The method is capable to produce good results for the sum P (a)S 2 (a; a; p) with any character which assumes one value with large multiplicity. In particular it works well for a character of any xed order. We believe that (14.10) is true for any (mod q). A more advanced study of the Kloosterman angles ! p (a) can be found in the book Ka].
Added in Proof. W. Duke showed (in February, 1999) that g( ; ) = 2<J 2 ( ; ) where J( ; ) is the Jacobi sum and is a quartic character modulo p 1(mod4). He also pointed out that g( ; ) is the p-th Fourier coe cient of (4z) 6 2 S 3 (? 0 (12), so Lemma 14.1 follows from Ramanujan's conjecture (proved by P. Deligne).
N. Katz also informed us that g( ; ) can be computed explicitly.
