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S. Shelah C. Laflamme B. Hart∗
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Abstract. We present a general framework for carrying out the construc-
tions in [2-10] and others of the same type. The unifying factor is a com-
binatorial principle which we present in terms of a game in which the first
player challenges the second player to carry out constructions which would
be much easier in a generic extension of the universe, and the second player
cheats with the aid of ✸. §1 contains an axiomatic framework suitable for
the description of a number of related constructions, and the statement of
the main theorem 1.9 in terms of this framework. In §2 we illustrate the use
of our combinatorial principle. The proof of the main result is then carried
out in §§3-5.
∗This paper is based on lectures given by the first author while visiting the University
of Michigan. The research was partially supported by the BSF, the NSF and the NSERC.
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Contents
§1. Uniform partial orders.
We describe a class of partial orderings associated with attempts to man-
ufacture an object of size λ+ from approximations of size less than λ. We also
introduce some related notions motivated by the forcing method. The un-
derlying idea is that a sufficiently generic filter on the given partial ordering
should give rise to the desired object of size λ+.
We describe a game for two players, in which the first player imposes
genericity requirements on a construction, and the second player constructs
an object which meets the specified requirements. The main theorem (1.9) is
that under certain combinatorial conditions the second player has a winning
strategy for this game.
§2. Illustrative application.
We illustrate the content of our general principle with an example. We
show the completeness of the logic L<ω, defined by Magidor and Malitz [2]
for the λ+-interpretation assuming the combinatorial principles Dlλ and ✸λ+ .
§3. Commitments.
We give a preliminary sketch of the proof of Theorem 1.9. We then
introduce the notion of “basic data” which is a collection of combinatorial
objects derived from Dlλ and an object called a commitment describing the
main features of the second player’s strategy in a given play of the genericity
game. We state the main results concerning commitments, and show how
Theorem 1.9 follows from these results.
§4. Proofs.
We prove the propositions stated in §3 except we defer the proof of Propo-
sitions 3.6 and 3.7 to section §5. We use Dlλ to show that a suitable collection
of “basic data” exists. Then we verify some continuity properties applying
to our strategy at limit ordinals.
§5. Proof of Proposition 3.7.
We prove Proposition 3.7 as well as Proposition 3.6.
Notation
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If (Aα : α < δ) is an increasing sequence of sets we write A<δ for
⋃
α<δ Aα.
(Note the exception arising in lemma 1.3.)
Throughout the paper, λ is a cardinal such that λ<λ = λ.
P<λ(A) = {B ⊆ A : |B| < λ}.
otp (u) will mean the order type of u. Trees are well-founded, and if T is
a tree, η ∈ T , we write len (η) for otp {ν ∈ T : ν < η} (the level at which η
occurs in T ).
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1 Uniform partial orders
We will present an axiomatic framework for the construction of objects of
size λ+ from approximations of size less than λ, under suitable set theoret-
ical hypotheses. The basic idea is that we are constructing objects which
can fairly easily be forced to exist in a generic extension, and we replace
the forcing construction by the explicit construction of a sufficiently generic
object in the ground model.
We begin with the description of the class of partial orderings to which
our methods apply. Our idea is that an “approximation” to the desired final
object is built from a set of ordinals u ⊆ λ+ of size less than λ. Furthermore,
though there will be many such sets u, there will be at most λ constructions
applicable to an arbitrary set u. We do not axiomatize the notion of a
“construction” in any detail; we merely assume that the approximations can
be coded by pairs (α, u), where α < λ is to be thought of as a code for the
particular construction applied to u. An additional feature, suggested by
the intuition just described, is captured in the “indiscernibility” condition
below, which is a critical feature of the situation – though trivially true in
any foreseeable application.
Definition 1.1 A standard λ+-uniform partial order is a partial order ≤
defined on a subset P of λ × P<λ(λ
+) satisfying the following conditions,
where for p = (α, u) in P we write dom p = u, and call u the domain of p.
1. If p ≤ q then dom p ⊆ dom q.
2. For all p, q, r ∈ P with p, q ≤ r there is r′ ∈ P so that p, q ≤ r′ ≤ r and
dom r′ = dom p ∪ dom q.
3. If (pi)i<δ is an increasing sequence of length less than λ, then it has a
least upper bound q, with domain
⋃
i<δ dom pi; we will write q =
⋃
i<δ pi,
or more succinctly: q = p<δ.
4. For all p ∈ P and α < λ+ there exists a q ∈ P with q ≤ p and dom q =
dom p ∩ α; furthermore, there is a unique maximal such q, for which
we write q = p↾α.
5. For limit ordinals δ, p↾δ =
⋃
α<δ p↾α.
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6. If (pi)i<δ is an increasing sequence of length less than λ, then
(
⋃
i<δ
pi)↾α =
⋃
i<δ
(pi↾α).
7. (Indiscernibility) If p = (α, v) ∈ P and h : v → v′ ⊆ λ+ is an order-
isomorphism then (α, v′) ∈ P. We write h[p] = (α, h[v]). Moreover, if
q ≤ p then h[q] ≤ h[p].
8. (Amalgamation) For every p, q ∈ P and α < λ+, if p ↾ α ≤ q and
dom p ∩ dom q = dom p ∩ α, then there exists r ∈ P so that p, q ≤ r.
It should be remarked that a standard λ+-uniform partial order comes
with the additional structure imposed on it by the domain and restriction
functions. We will call a partial order λ+-uniform if it is isomorphic to a
standard λ+-uniform partial ordering. It follows that although a λ+-uniform
is isomorphic to a standard one as a partial order, there will be an induced
notion of domain and restriction. The elements of such a partial order will
be called approximations, rather than “conditions”, as we are aiming at a
construction in the ground model.
Observe that p↾ α = p iff dom p ⊆ α. Note also that for p ≤ q in P,
p↾ α ≤ q↾ α. (As p↾ α, q↾ α ≤ q, there is r ≤ q in P with p↾α, q↾ α ≤ r and
dom r = dom p↾α ∪ dom q↾ α = dom q↾ α; hence r = q↾ α by maximality of
q↾α, and p↾α ≤ q↾α.)
It is important to realize that in intended applications there will be λ
many comparable elements of a λ+-uniform partial order which have the
same domain (see the first example of the next section).
Typically the only condition that requires attention in concrete cases is
the amalgamation condition. It is therefore useful to have a weaker version of
the amalgamation property available which is sometimes more conveniently
verified, and which is equivalent to the full amalgamation condition in the
presence of the other (trivial) hypotheses. Such a version is:
Weak Amalgamation. For every p, q ∈ P, and α < λ+, if p↾α ≤ q,
dom p ⊆ α + 1, and dom q ⊆ α, then there exists r ∈ P with
p, q ≤ r.
To prove amalgamation from weak amalgamation, we define a continuous
increasing chain of elements rβ ∈ P for β ≥ α so that
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1. dom (rβ) ⊆ β and
2. rβ ≥ p↾β, q↾β.
Let rα = q↾α. For limit ordinals, use conditions 3 and 5 of the definition
of uniform partial order.
Suppose we have defined rβ and β 6∈ dom (p) ∪ dom (q). Let rβ+1 = rβ.
If β ∈ dom (q) \ dom (p) then p↾β + 1 = p↾β. Apply weak amalgamation
to rβ and q↾β. Using condition 2 of the definition now, we can define r↾β + 1.
If β ∈ dom (p)\dom (q) then we can apply weak amalgamation to p↾β + 1
and rβ.
Since these are all the possibilities, let γ = sup(dom (p) ∪ dom (q)) and
so rγ ≥ p, q. This verifies amalgamation.
Notation
For p, q ∈ P we write p ≤sd q to mean p ≤ q and dom p = dom q. (Here
“sd” stands for “same domain”.) If p, q ∈ P then we write p ⊥ q if p and q
are incompatible i.e. there is no r so that p ≤ r and q ≤ r.
We define the collapse pcol of an approximation as h[p] where h is the
canonical order isomorphism between dom p and otp (dom p).
Convention
For the remainder of this section we fix a standard λ+-uniform partial
order P, and we let
Pα = {p ∈ P : dom p ⊆ α}
for α < λ+. Note that Pλ+ = P.
Be forewarned that the following definition does not follow the standard
set theoretic use of the term “ideal”.
Definition 1.2 1. For α < λ+, a λ-generic ideal G in Pα is a subset of
Pα satisfying:
(a) G is closed downward;
(b) if Q ⊆ G and |Q| < λ then Q has an upper bound in G; and
(c) for every p ∈ Pα, if p 6∈ G then p is incompatible with some q ∈ G.
Gen(Pα) is the set of λ-generic ideals of Pα.
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2. If G ∈ Gen(Pα) then
P/G = {p ∈ P : p is compatible with every r ∈ G}.
Note that p ∈ P/G iff p↾α ∈ G.
3. We say an increasing sequence 〈gi : i < λ〉 is cofinal in G ∈ Gen(Pα) if
G = {r ∈ Pα : for some i, r ≤ gi}. Every G ∈ Gen(Pα) has a cofinal
sequence of length λ (possibly constant in degenerate cases). We will
often write (gδ)δ to mean 〈gδ : δ < λ〉.
4. We will say that G is generic if G ∈ Gen(Pα) for some α.
Lemma 1.3 Let Gi ∈ Gen(Pαi) for i < δ be an increasing sequence of sets,
and α = supi αi. Then there is a unique minimal λ-generic ideal of Pα
containing
⋃
i<δGi. This ideal will be denoted G<δ.
Proof: We may suppose that δ is a regular cardinal, δ ≤ λ. If δ = λ
then it is clear that
⋃
i<δGi ∈ Gen(Pα). Suppose now that δ < λ. For i < δ fix
an increasing continuous sequence (giγ)γ<λ cofinal in Gi. Fix i < j < δ. There
is a club Cij in λ such that for all γ ∈ Cij, g
i
γ = g
j
γ↾αi. Let C =
⋂
i<j<δ Cij .
If β ∈ C then define gβ =
⋃
i<δ g
i
β ∈ Pα. Then the downward closure of
(gβ : β < λ) is the required generic set in Pα. ✷
The notion of λ-genericity is of course very weak. In order to get a notion
adequate for the applications, we need to formalize the notion of a uniform
family of dense sets.
Definition 1.4
1. For α < λ+ and G ∈ Gen(Pα) or G = ∅ (in which case, in what follows,
read P for P/G) we say
D : {(u, w) : u ⊆ w ∈ P<λ(λ
+)} → P(P)
is a density system over G if:
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(a) for every (u, w), D(u, w) ⊆ {p ∈ P/G : dom p ⊆ w},
(b) for every p, q ∈ P/G, if p ∈ D(u, w), p ≤ q and dom q ⊆ w then
q ∈ D(u, w),
(c) (Density) For every (u, w) and every p ∈ P/G, with dom p ⊆ w,
there is q ≥ p in D(u, w); and
(d) (Uniformity) For every (u1, w1), (u2, w2), if w1 ∩ α = w2 ∩ α and
there is an order-isomorphism h : w1 → w2 such that h[u1] = u2,
then for every p ∈ P/G with dom p ⊆ w1
p ∈ D(u1, w1) iff h[p] ∈ D(u2, w2).
The term “density system” will refer to density systems over some
G ∈ Gen(Pα), for some α, and we write “0-density system” for density
system over ∅.
2. For G ∈ Gen(Pγ) and D any density system, we say G meets D if for
all u ∈ P<λ(γ) there is v ∈ P<λ(γ) so that u ⊆ v and G ∩D(u, v) 6= ∅.
We give now two examples of density systems which will be important
in the proof of Theorem 1.9. Both examples use the following notion. A
closed set X of ordinals will be said to be λ-collapsed if 0 ∈ X and for any
α ≤ sup X , [α, α + λ] ∩X 6= ∅. An order isomorphism h : Y ↔ X between
closed sets of ordinals will be called a λ-isometry if for every pair α ≤ β in Y
and every δ < λ, β = α + δ iff h(β) = h(α) + δ. Every closed set of ordinals
is λ-isometric with a unique λ-collapsed closed set; the corresponding λ-
isometry will be called the λ-collapse of Y , and more generally the λ-collapse
of any set Y of ordinals is defined as the restriction to Y of the λ-collapse
of its closure. Observe that a λ-collapsed set of fewer than λ ordinals is
bounded below λ× λ (ordinal product).
Example 1.5 We shall show that there is a family D of at most λ 0-density
systems such that for any α < λ+, if G ∈ Gen(Pα) meets all D ∈ D then
P/G is again λ+-uniform. (The amalgamation property must be verified.)
Construction
For p, q ∈ Pλ×λ and δ < λ × λ (where λ × λ is the ordinal product), we
define a density system Dp,q,δ as follows. Let u = (dom p ∪ dom q) ∩ δ. For
u′ ⊆ w′ ∈ P<λ(λ
+),
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if there is an order-isomorphism h : w′ → w ⊆ δ with h[u′] = u, then let
Dp,q,δ(u
′, w′) = {r : dom r ⊆ w′ and either there does not exist
s ≥ p, q, h[r], or there exists s ≥ p, q
so that s↾δ = h[r]}.
This definition is independent of the choice of h.
If there is no such h then let Dp,q,δ(u
′, w′) = {r : dom p ⊆ w′}. We claim
that Dp,q,δ is a 0-density system. It suffices to check the density condition
for u ⊆ w ⊆ δ, and this is immediate.
Application
We will now show that if G ∈ Gen(Pα) meets every density system of the
form Dp,q,δ then P/G is λ
+-uniform. In order to view P/G as encoded by
elements of λ × P<λ(λ
+), we let h : λ+\α ↔ λ+ be an order isomorphism,
and replace (β, u) in P/G by (β ′, h[u\α]) where β ′ is just a code for the
pair (β, u ∩ α). We need only check the amalgamation condition (8) of the
definition.
Let p, q ∈ P/G, β < λ+ with p↾ β ≤ q and dom q ∩ dom p = dom p ∩ β.
We must find r ≥ p, q with r ∈ P/G. Let X = dom p ∪ dom q ∪ {α} and let
h0 : X → X
′ be the λ-collapse of X . Let p′ = h0[p], q
′ = h0[q], α
′ = h0(α),
and u = dom q∩α. Now choose w ⊆ α with |w| < λ and r ∈ G∩Dp′,q′,α′(u, w).
Since X ′ is λ-isomorphic with X , we can extend h0 to an order-isomorphism
h : X ∪ w → X ′ ∪ w′ with h[w] = w′ ⊆ α′.
We claim that there is s ≥ p′, q′, h[r]. It suffices to find some s ≥ p, q, r.
Since p↾ α, q ↾ α, r are all in G, we may take r′ ≥ p↾ α, q ↾ α, r in G. Since
q ∈ P/G and r′ ∈ G then by amalgamation we can find qˆ ≥ q, r′ with
dom qˆ = dom q ∪ dom r′. But now dom p ∩ dom qˆ = dom p ∩ β and p↾β ≤ qˆ,
so we can find s ≥ p, qˆ. This is the desired s.
As r ∈ Dp′,q′,α′(u, w), it now follows that there exists s ≥ p
′, q′ so that
s↾ α′ = h[r], and hence h−1[s] ≥ p, q and (h−1[s])↾ α = r. So h−1[s] ∈ P/G
and h−1[s] ≥ p, q, verifying condition (8) for P/G.
Example 1.6 The next example will be useful in the following situation.
Suppose we have G ∈ Gen(Pα), β > α, and we want to build G
′ ⊇ G with
9
G′ ∈ Gen(Pβ). To ensure the genericity of G
′ we must arrange that for all
q ∈ Pβ, either q ∈ G
′ or else q is incompatible with some g ∈ G′. We will find
another family of at most λ 0-density systems Dp,q,r,δ which make it possible
to construct a suitable G′ ⊇ G if G meets all Dp,q,δ (from Example 1.5) and
Dp,q,r,δ.
Construction
For p, q, r ∈ Pλ×λ, δ < λ× λ such that:
p↾δ ≤ r; dom r ⊆ δ; and there does not exist s ≥ p, q, r,
we define Dp,q,r,δ as follows
Let u = (dom p ∪ dom q) ∩ δ. For u′ ⊆ w′ ∈ P<λ(λ
+), if there is an
order-isomorphism h : w′ → w where w ⊆ δ and h[u′] = u then let
Dp,q,r,δ(u
′, w′) = {s : dom s ⊆ w′ and h[s] is incompatible with r,
or h[s] ≥ r and there is some t ≥ p so that
t↾δ ≤ h[s] and t is incompatible with q}.
If there is no such h then let Dp,q,r,δ(u
′, w′) = {s : dom s ⊆ w′}.
We claim that Dp,q,r,δ is a 0-density system. Again we check only the
density condition for u ⊆ w ⊆ δ. So suppose we have s ∈ P, dom s ⊆ w, and
s is compatible with r. We seek s′ ≥ s in Dp,q,r,δ(u, w).
Choose s′ ≥ r, s with domain dom r ∪ dom s; so dom s′ ⊆ δ. Then s′ ≥
r ≥ p↾ δ and dom s′ ∩ dom p = dom p ∩ δ, so we can choose t ≥ s′, p so that
dom (t) = dom s′ ∪ dom p, and hence t is incompatible with q (since there
is no t′ ≥ p, q, r). Now t↾ δ ≥ s′ ≥ r, s, so if s′′ = t↾ δ then s′′ ≥ r, s, and
s′′ ∈ Dp,q,r,δ(u
′, w′) as desired.
Application
We return to the situation in which we have G ∈ Gen(Pα), β > α, and
we want to build G′ ⊇ G with G′ ∈ Gen(Pβ), assuming that G meets all
Dp,q,δ and Dp,q,r,δ. We will naturally take G
′ to be the downward closure of
a sequence (gi)i<λ which is constructed inductively, taking suprema at limit
ordinals. At successor stages, suppose that the i-th term of our sequence has
just been constructed, and let p = gi. Suppose q ∈ Pβ is fixed. We wish to
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“decide” q: that is, we seek pˆ ≥ p so that either pˆ is incompatible with q, or
else pˆ ≥ q.
If p is already incompatible with q then let pˆ = p. Otherwise, let X =
dom p ∪ dom q ∪ {α} and let h : X → X ′ be the λ-collapse of X . Let
p′ = h[p], q′ = h[q], and α′ = h(α). If u = X ∩ α, choose w ⊇ u and
r ∈ G∩Dp′,q′,α′(u, w). Extend h to an order-preserving function from X ∪w
to X ′ ∪ w′ ⊆ α′, and let r′ = h[r].
Suppose first that there is some s ≥ p′, q′ with s↾α′ ≤ r′. We may suppose
that dom s = dom p′ ∪ dom q′. In this case let pˆ = h−1[s]. As pˆ↾α ≤ r, we
have pˆ ∈ P/G, and q is decided by pˆ.
Now suppose alternatively that there is no s ≥ p′, q′, r′. We may assume
that p↾α ≤ r since p↾α ∈ G and G is directed. Let:
Y = dom p ∪ dom q ∪ dom r ∪ {α},
and let k : Y → Y ′′ be the λ-collapse of Y . Let p′′ = k(p), q′′ = k(q), r′′ =
k(r), and α′′ = k(α). Then p′′↾α′′ ≤ r′′, and there is no s ≥ p′′, q′′, r′′.
Let v = (dom q∪dom r)∩α, and choose z ⊇ v and s ∈ G∩Dp′′,q′′,r′′,α′′(v, z).
We can extend k to an order-isomorphism from Y ∪ z to Y ′′ ∪ z′′ with k[z] =
z′′ ⊆ α′′. Let s′′ = k[s].
Certainly r′′ and s′′ are compatible since r, s ∈ G. As s belongs to
Dp′′,q′′,r′′,α′′(u, z), we have k[s] ≥ r
′′, and there is some t′′ ≥ p′′ so that
t′′↾α′′ ≤ s′′ and t′′ is incompatible with q′′; in other words, s ≥ r, and there
is some pˆ ≥ p so that pˆ↾α ≤ s and pˆ is incompatible with q. Then pˆ ∈ P/G,
and pˆ decides q. ✷
We now introduce the genericity game. Our main theorem will state
that the second player has a winning strategy in this game, under certain
combinatorial conditions.
Definition 1.7 Let P be a λ+-uniform partial order. The genericity game
for P is the two-player game of length λ+ played according to the following
rules:
1. At the αth move, player II will have chosen an increasing sequence of
ordinals ζβ < λ
+, and will have defined an increasing sequence of λ-
generic ideals Gβ on Pζβ for all β < α. Player I will choose an element
gα ∈ P/G<α and will also choose at most λ density systems D
α
i over
G<α. Note that G<α ∈ Gen(Pζ<α) by Lemma 1.3.
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2. After player I has played his αth move, player II will pick an ordinal
ζα and a λ-generic ideal of Pζα.
Player II wins the P-game if the sequences ζα and Gα are increasing, and
for all α, and all indices i occurring at stage α: gα ∈ Gα, and for all β ≥ α,
Gβ meets D
α
i .
Our main theorem uses the following combinatorial principle.
Definition 1.8 Suppose λ is a regular cardinal. Dlλ asserts that there are
sets Aα ⊆ P(α), |Aα| < λ for every α < λ, such that for all A ⊆ λ:
{α ∈ λ : A ∩ α ∈ Aα} is stationary.
Easily, ✸λ or λ strongly inaccessible (or even λ = ℵ0) implies Dlλ. Also,
Kunen showed that Dlλ+ implies ✸λ+ . Gregory has shown that if GCH holds
and cf (κ) > ℵ0 then ✸κ+ holds. It is useful to note that Dlλ implies λ
<λ = λ.
Theorem 1.9 Dlλ implies that player II has a winning strategy for the P-
game.
This theorem will be proved in §§3-5. We illustrate its use in the next
section.
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2 Illustrative application
In this section we give an example of an application of the combinatorial
principle described in section 1.
In [2], Magidor and Malitz introduce a logic L<ω which has a new quan-
tifier Qn for each n ∈ ω, in addition to the usual first order connectives and
quantifiers. The κ-interpretation of the formula Qnϕ(x1, . . . , xn, y¯) is
“there is a set A of cardinality κ so that for any x1, . . . , xn ∈ A,
ϕ(x1, . . . , xn, y¯) holds.”
They then give a list of axioms which are sound for the κ-interpretation
when κ is regular, and show that these axioms are complete for the ℵ1-
interpretation under the assumption of ✸ℵ1 . They ask whether these axioms
are complete for the λ+-interpretation. We will show that their axioms are
complete when both Dlλ and ✸λ+({δ < λ
+ : cf(δ) = λ}) hold. This will
explain a remark at the end of [5]. See Hodges ([1]) for a treatment in the
same vein for the ℵ1-interpretation.
Fix a complete L<ω theory T , |T | ≤ λ. Let Q = Q1. We may assume that
that associated to each formula ϕ with free variables x1, . . . , xn, y1, . . . , ym,
L contains an (m+ 1)-ary function Fϕ, so that T proves Qx(x = x) and, for
any fixed y1, . . . ym, Fϕ(−, y1, . . . , ym) is one-to-one and
Qnx¯ϕ(x1, . . . , xn, y1, . . . , ym)→
∀z1 . . . zn(
∧
i<j
zi 6= zj →
∧
σ∈Sym(n)
ϕ(Fϕ(zσ(1), y¯), . . . , Fϕ(zσ(n), y¯), y¯)).
Strictly, it is not necessary to make this conservative extension to our lan-
guage and theory but it is convenient when handling the inductive step cor-
responding to Qn.
We add new constants {yα : α < λ
+} and {xαi : α < λ
+, i < λ} to L,
to obtain a language L1. The set of constants {yα} ∪ {x
α
i : i < λ} is called
the set of α-constants and yα is called the special α-constant. A constant is
said to be a w-constant if it is a β-constant for some β ∈ w; in particular a
constant is a (< α)-constant if it is a β-constant for some β < α.
We define a partial order P as follows: p ∈ P iff
1. p is a set of L<ω1 sentences consistent with T ;
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2. |p| < λ;
3. p is closed under conjunction and existential quantification; and
4. if ϕ(yα, z¯) ∈ p and the z¯ are (< α)-constants, then Qyϕ(y, z¯) ∈ p.
We now indicate how P may be viewed as a standard λ+-uniform partial
order. We order P by inclusion. Let Pα be
{p ∈ P : all constants occurring in a formula of p are (< α)-constants}.
The elements of Pλ will be called templates. For any template p, there is a
least β so that all formulas in p use only constants from {yi : i < β} ∪ {x
i
j :
i < β, j < λ}. Call this βp.
For any template p and any w ⊆ λ+ so that otp (w) = βp, fix an order-
isomorphism h : βp → w. Define p(w) as the set of formulas obtained by
replacing xij and yi by x
h(i)
j and yh(i) respectively for i < βp. Every element
of P can be obtained in this way from a template.
Let ι be any bijection between the set of templates and λ. Identify P
with the set {(ι[p], w) : p ∈ Pλ, w ∈ P<λ(λ
+) where otp (w) = βp} by sending
(ι[p], w) to p(w). Throughout the rest of this section we will treat P as if
it were in standard for although in practice we will use its original defini-
tion. We claim that P is λ+-uniform; it suffices to check the amalgamation
condition 8.
The following notation will be convenient. If ϕ(yα1 , z¯1, yα2, z¯2, . . . , yαn, z¯n)
is a formula with α1 > α2 > . . . > αn, and z¯i is a collection of [αi+1, αi)-
constants, then the string S of quantifiers:
∃x¯nQyn . . .∃x¯1Qy1
is called standard for ϕ where the x’s quantify over the z’s. Its dual is denoted
S∗:
∀x¯n¬Qyn¬ . . .∀x¯1¬Qy1¬
If p is a set of fewer than λ formulas of L<ω1 which is closed under conjunction,
then the following are equivalent:
1. p ⊆ q for some q ∈ P;
2. Sϕ ∈ T for all ϕ ∈ p where S is standard for ϕ.
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For p ∈ P and α < λ+, we have:
p ↾ α = {ϕ ∈ p : all constants in ϕ are < α-constants }.
To show that P satisfies amalgamation, we will show that it satisfies weak
amalgamation. Suppose p ∈ Pα+1, q ∈ Pα and p↾α ≤ q.
Suppose ϕ(x¯, yα, z¯) ∈ p where x¯ is all the α-variables except yα and z¯ is
the < α-variables. Then
Qy∃x¯ϕ(x¯, y, z¯) ∈ p↾α.
If ψ ∈ q then
SQy∃x¯(ψ ∧ ϕ)
where S is a standard sequence, is equivalent to
S(ψ ∧Qy∃x¯ϕ).
Since both of the conjuncts are in q, this last sentence is in T . This verifies
weak amalgamation.
Now the strategy is to build a set G which is the union of generics so
that the constant structure derived from G will form a model of T under the
λ+-interpretation. More precisely, we introduce an equivalence relation ∼ on
the set of nonspecial constants A = {xαj : α < λ
+, j < λ} by:
a ∼ b iff “a = b” ∈ G.
Let G¯ = {a/∼: a ∈ A} and define the functions and relations on G¯ in the
usual manner. We want to ensure that for any formula ϕ in L<ω1 we will
have:
G¯ |= ϕ(a1/∼, . . . , an/∼) iff ϕ(a1, . . . , an) ∈ G. (1)
If (1) is true, its proof naturally proceeds by induction on the complexity
of formulas. We now describe a strategy for Player I in the genericity game
which can only be defeated by achieving (1). In other words, we will specify
density systems and elements g ∈ P, to be played by Player I, such that a
proper response by Player II ensures that G allows an inductive argument
for (1) to be carried out. Our discussion will be somewhat informal, stopping
well short of actually writing down the density systems in many cases.
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We begin with the treatment of the ordinary existential quantifier. When-
ever ∃xϕ(x, z¯) ∈ G we will want (eventually) to have some a ∈ A so that
ϕ(a, z¯) ∈ G. In particular, for every α there will be some a ∈ A so that
yα = a ∈ G. The density systems which ensure this condition is met will in
fact be 0-density systems.
Next we consider the quantifier Q. For each formula Qxϕ(x) which is put
into G, at cofinally many subsequent stages we wish to add the formula ϕ(y)
for an unused special constant y. The first player will play such formulas as
“gα” from time to time. We will also have to deal with the case in which
¬Qxϕ(x), and we will return to this in a moment.
We now consider the quantifier Qn. Suppose that the formula Qnx¯ϕ(x¯, y¯)
is in G at some stage. This is where we use the function Fϕ. If G¯ is a model
of T then it has cardinality λ+. Moreover, Fϕ(−, y¯) is one-to-one. Since
Qnx¯ϕ(x¯, y¯) is in G, so is
∀z1 . . . zn(
∧
i<j
zi 6= zj →
∧
σ∈Sym(n)
ϕ(Fϕ(zσ(1), y¯), . . . , Fϕ(zσ(n), y¯), y¯)).
It follows that the range of Fϕ(−, y¯) is homogeneous for ϕ.
We are now left with the cases in which formulas of the form ¬Qnxϕ
(n ≥ 1) are placed in G. We deal first with the case n = 1. For this case, we
define a number of density systems depending on the following parameters:
1. j, j0, . . . , jm−1 < λ;
2. a formula ϕ(x, y0, . . . , ym−1); and
3. a function f : m→ m.
We associate with these data a density system D. If otp (u) 6= m+ 1, we
let D(u, w) be degenerate:
D(u, w) = {p ∈ P : dom (p) ⊆ w}.
If otp (u) = m + 1 then let g : m + 1 → u be an order preserving map, let
h = gf and set β = g(m) = maxu, and:
ψ(x) = ϕ(x, x
h(0)
j0
, . . . , x
h(m−1)
jm−1
).
We will then let D(u, w) consist of those p ∈ P for which, setting α = min(w),
we have:
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1. dom (p) ⊆ w;
2. If ¬Qxψ(x) ∈ p, then either ¬ψ(xβj ) ∈ p or x
β
j = x
α
i ∈ p for some i < λ.
We shall verify the density condition on D. Suppose q ∈ P and
¬Qxψ(x) ∈ q. The extension of q we are about to construct will only involve
the adjunction of formulas with (≤ β)-constants, so we may assume that q
itself contains only (≤ β)-constants.
If we cannot complete q∪{¬ψ(xβj )} to an element of P, then there is some
χ ∈ q so that:
S∃x(χ ∧ ¬ψ(x)) 6∈ T
where S∃x is a standard sequence for the formula χ ∧ ¬ψ. Note that by the
assumption that β is the maximal element of dom (q), we may assume that
the final quantifier in the standard sequence is an existential quantifier on
the constant x in ψ.
By the axioms for the Q-quantifier, for any θ ∈ q such that T ⊢ θ→ χ,
S∃x(θ ∧ ψ(x)) ∈ T.
As ¬Qxψ(x) ∈ q, repeated use of the Q-quantifier axiom:
Qx∃y∆(x, y)→ ∃xQy∆(x, y) ∨Qy∃x∆(x, y)
shows that ∃xS(θ ∧ ψ(x)) ∈ T .
If we now choose a constant xαi not occurring in q, where α = min(w),
one can conclude that q ∪ {xβj = x
α
i } can be completed to an element of P.
It is easy to see that if the foregoing density systems are met, then we
can carry out the argument from right to left in condition (1) above for
ϕ = Qxψ(x). We turn now to the treatment of the quantifiers Qn for n > 1.
By applying Fodor’s Lemma to the map sending δ to dom (f(δ)) ∩ δ we
obtain:
Lemma 2.1 If S ⊆ {δ : cf (δ) = λ} is stationary and f : S → P then
there is a stationary S ′ ⊆ S, a template p and σ < λ+ so that for δ ∈ S ′,
f(δ) = p(wδ) where wδ = dom (f(δ)) and wδ ∩ δ ⊆ σ.
It will be convenient to treat conditions as if they were single formu-
las. Extending our previous notation, for p ∈ P and S a standard sequence
covering some of the variables in p, we will write S(p) for the set:
{Sϕϕ : ϕ ∈ p}
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where Sϕ is the standard sequence for ϕ which we think of as a subsequence
of the possibly infinite standard sequence S.
Let (Aδ)cf (δ)=λ be a ✸-sequence. For u, v sets of ordinals, we write u < v
if for all β ∈ u, β < min v.
If cf (δ) = λ and Gδ ∈ Gen(Pδ), we will define certain associated density
systems over Gδ which depend on the following additional parameters:
1. an i < λ;
2. a formula ϕ(x1, . . . , xn, y¯) (we will suppress the y¯);
3. some k with 0 ≤ k < n;
4. templates p1, . . . , pk; and
5. ordinals γj < βpj for 1 ≤ j ≤ k.
The density system D that depends on this particular set of parameters
will be taken to have D(u, w) degenerate unless:
1. u = {ζ} ∪
⋃
1≤j≤k
wj;
2. δ < ζ < wk \ δ < . . . < w1 \ δ;
3. wj ∼= βpj ;
4.
⋃
1≤j≤k
pj(wj) can be extended to a member of P;
in which case we adopt the following notation. Let ζj be the γ
th
j element of
wj, and write z
β for xβi . Note that since γj < βpj we will have ζj > δ and
hence ζ < ζk < . . . < ζ1. Define the set r(α1, . . . , αn−k−1) for α1 < . . . <
αn−k−1 ∈ Aδ to be
S(
∧
1≤j≤k
pj(wj) ∧ ¬ϕ(z
α1 , . . . , zαn−k−1 , zζ , zζk , . . . , zζ1))
where S covers all the (> ζ)-variables.
We now define D(u, w) as the set of q ∈ P/G with dom (q) ⊆ w which
satisfy one of the following three conditions:
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1. q ⊥
⋃
1≤j≤k
pj(wj); or
2.
⋃
1≤j≤k
pj(wj) ⊆ q and for some α1 < . . . < αn−k−1 ∈ Aδ,
r(α1, . . . , αn−k−1) ⊆ q; or
3.
⋃
1≤j≤k
pj(wj) ⊆ q and for all α1 < . . . < αn−k−1 ∈ Aδ:
S∗0(q → S
∗
k(pk(wk)→ . . . S
∗
1(p1(w1)→
ϕ(zα1 , . . . , zαn−k−1 , zζ , zζk , . . . , zζ1)) . . .)) ∈ Gδ}
The third condition means that for every α1 < . . . < αn−k−1 ∈ Aδ, there
is a χ ∈ q and ψj ∈ pj(wj) so that
S∗0(χ→ S
∗
k(ψk → . . . S
∗
1(ψ1 → ϕ(z
α1 , . . . , zαn−k−1 , zζ , zζk , . . . , zζ1)) . . .)) ∈ Gδ
where Sj covers all the (≥ δ)-variables in ψj for j > 0, and S0 covers all the
(≥ δ)-variables in χ. Notice that the only overlap among the variables occur
in the (< δ)-variables.
Now suppose G¯ |= Qnx¯ϕ(x¯, a¯/∼). We would like to argue thatQnx¯ϕ(x¯, a¯) ∈
G. For convenience we will suppress the parameters a¯. We may also assume
that T ⊢ ϕ(x¯)→
∧
i<j xi 6= xj .
Since G¯ |= Qnx¯ϕ(x¯), there is a λ+-homogeneous subset B ⊆ G¯ for ϕ. We
may assume there is an i < λ so that every b ∈ B is of the form xαi /∼ for
some α. Let A = {α : xαi /∼∈ B and α is the least such in a given ∼-class }.
For any δ so that cf (δ) = λ, let ζδ = min(A \ Aδ). Note that if A ∩ δ = Aδ
then ζδ > δ.
We will now produce the following data. There will be:
1. stationary sets Sk for 0 ≤ k ≤ n with Sk+1 ⊆ Sk for all k < n and
S0 = {δ : cf (δ) = λ, and A ∩ δ = Aδ};
2. templates pk for 1 ≤ k ≤ n, and ordinals γk so that γk < βpk ;
3. a domain wkδ of the same order type as βpk for each δ ∈ Sk; a σk < Sk
so that if δ ∈ Sk then w
k
δ ∩ δ ⊆ σk; let ζ
k
δ be the γ
th
k element of w
k
δ ;
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4. For 0 ≤ k < n, if δ < δk < . . . < δ1 ∈ Sk are chosen so that
ζk+1δ < w
k
δk
\ δk < . . . < w
1
δ1
\ δ1
and D is the density system over Gδ corresponding to i, ϕ, k, p1, . . . , pk
and γ1, . . . , γk, then
pk+1(w
k+1
δ ) ∈ D({ζ
k+1
δ } ∪ w
k
δk
∪ . . . ∪ w1δ1 , w
k+1
δ ) ∩G
Using lemma 2.1 and the fact that G meets all the density systems intro-
duced at stages δ ∈ S0, this is straightforward.
Now suppose δn < . . . < δ1 ∈ Sn, so that w
n
δn
\ δn < . . . < w
1
δ1
\ δ1. Let
qk = pk(w
k
δk
).
Since B is a homogeneous set for ϕ, it follows that ϕ(zαδn , . . . , zα2 , zζδ1 ) ∈
G, for every αn < . . . < α2 < ζδ1 in Aδ. Since q1 ∈ G, using the density
systems defined before, we conclude that
S∗1(q1 → ϕ(z
ζδn , . . . , zζδ1 )) ∈ G
where S1 covers the w
1
δ1
-variables. Proceeding by induction and using the
definition of the density systems, we conclude that
S∗n(qn → S
∗
n−1(qn−1 → . . . S
∗
1(q1 → ϕ(z
ζδn , . . . , zζδ1 )))) ∈ G
where Sj covers the w
j
δj
-variables.
Of course, Snqn ⊆ G, so by the Magidor-Malitz axioms, Q
nx¯ϕ(x¯) ∈ G
and we finish.
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3 Commitments
In this section we begin the proof of Theorem 1.9. Our main goal at present
is to formulate a precise notion of a “commitment” (that is, a commitment
to enter a dense set – or in model theoretic terms, to omit a type). We will
also formulate the main properties of these commitments, to be proved in
§§4-5, and we show how to derive Theorem 1.9 from these facts.
Before getting into the details, we give an outline of the proof of Theorem
1.9.
General overview
Suppose that we wish to meet only the following very simple constraints.
We are given some 0-density systems Di over for i < λ, and some g0 ∈ P,
and we seek a λ-generic ideal G0 containing g0, and meeting each Di. Let
β = λ ∪ sup(dom (g0)), and enumerate Pβ as (ri : i < λ). Then we may
construct G0 by generating an increasing sequence (gδ)δ<λ beginning with
the specified g0, and taking G0 to be the downward closure of (gδ). We will
run through this in some detail.
Our first obligation is to make G0 λ-generic in Pβ. We will say that r ∈ Pβ
has been decided if we have chosen some gδ ∈ Pβ so that either r ⊥ gδ or else
r ≤ gδ. If the sequence (gδ)δ<λ ultimately decides every r ∈ Pβ, then G0 will
be λ-generic in Pβ. At stage δ + 1 we will ensure that rδ is decided. This
takes care of the basic λ-genericity requirement. At limit stages we can let
gδ be anything greater than g<δ. We will also take pains at limit stages to
meet the specified density systems Di. We enumerate the pairs (u,Di) with
u ∈ P<λ(β), using λ
<λ = λ, assigning one such pair to each limit ordinal
δ < λ. Suppose that (u,Di) is considered at stage δ. Let v = dom g<δ. By
the density condition on Di, we can find gδ ≥ g<δ with gδ ∈ Di(u, v).
Thus it is easy to deal with λ constraints of the type arising in one play
of our genericity game. Our strategy in that game will rely on this sort
of straightforward “do what you must when you have the time” approach,
but will encounter difficulties in “keeping up” at limit stages in the game.
We will use Dlλ to “guess” what additional commitments should be made
with regard to various density systems Di, so that any generic set which we
construct subsequently which meets these commitments will meet each Di.
The commitments themselves retain the feature that each of them can easily
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be met when necessary; deciding when these commitments should be met
requires another use of Dlλ.
At stage 0, player I selects some density systems, to which we may add
all the density systems from examples 1.5 and 1.6. From these we construct
some stage 0 commitments 0p, and a G0 meeting
0p.
At stage δ in the play of the game, Player II is attempting to extend
G<δ to a suitable Gδ. (At limit stages we also will need to check that G<δ
continues to meet suitable commitments). Since G<δ meets all the previous
commitments, in particular it meets all the density systems of examples 1.5
and 1.6, and therefore P/G<δ is λ
+-uniform. Consequently the construction
of G0 described at the outset also works in P/G<δ. Hence we need only
construct new commitments δp, add them to our previous commitments,
and construct Gδ meeting
δp as above. In this way, Player II wins the game.
There is a certain difficulty involved in coping with the freedom enjoyed
by Player I (in terms of obligations accumulating at limit stages in the game).
There are a priori λ+ sets u ∈ P<λ(λ
+) that may require attention. On the
other hand, at a given stage δ we are only prepared to consider fewer than
λ such sets. However, by uniformity, it will be sufficient to consider pairs
(u, w) ∈ P<λ(β + λ)×P<λ(β + λ), and hence λ such pairs suffice. This still
leaves Player II at a disadvantage, but with the aid of Dlλ, at limit stages we
will guess a relevant set of u’s of size less than λ.
It remains to show that this strategy can be implemented, and works.
We introduce the notion of basic data which will be provided by Dlλ.
Definition 3.1 A collection of basic data will contain
1. trees Tδ, subsets of Pλ (but not suborders), with orders <δ, for every
δ < λ;
2. for every generic set G ∈ Gen(Pα) for some α < λ
+, two stationary
subsets of λ, S(G) and S ′(G) and a club C so that C ∩ S ′(G) ⊆ S(G);
and
3. for every δ < λ, a set Uδ ⊆ P<λ(λ)
with the following properties
1. |Tδ| < λ, |Uδ| < λ for every δ < λ,
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2. if p ∈ Tδ then len (p) = α,
3. if p ≤δ q and len (p) = α then p = q↾α,
4. if p ∈ Tδ and α ≤ dom (p) then p↾α ∈ Tδ,
5. if (gδ)δ is a cofinal sequence for a generic set G ∈ Gen(Pα) then there
is a club C so that for δ ∈ C ∩ S(G), (g<δ)
col ∈ Tδ,
6. if G and G′ are generic sets so that G ⊆ G′ then there is a club C so
that C ∩ S(G′) ⊆ S(G) and
7. (oracle property) for α < λ+ and G ∈ Gen(Pα), u ∈ P<λ(α) and α =⋃
δ<λ wδ a continuous increasing union with wδ ∈ P<λ(α) and u ⊆ w0
then there is a club C so that for every δ ∈ C ∩ S ′(G) there is u′ ∈ Uδ
so that (wδ, u) ∼= (otp (wδ), u
′).
Remarks:
1. Although there is the possibility of confusion between the orders <δ
and < on Pλ, we will use < for both and the context should usually
make it clear which we mean.
2. The following will be true of the trees that we eventually build although
this property will not be needed in the proof: if q ∈ Tδ then there is
a generic set G with a cofinal sequence (gδ)δ so that q = (g
col
<α)↾ β for
some α and β
3. If (gδ)δ and (g
′
δ)δ are cofinal sequences for G and G
′ then there is a
club C so that if δ ∈ C and η = dom (gcol<δ ) then g
col
<δ = (g
′
<δ)
col↾ η. In
condition 6, we may assume that for particular cofinal sequences, C
satisfies this property as well as C ∩ S(G′) ⊆ S(G). We will often use
this version of condition 6.
4. It is important to notice the following about p ∈ Tδ for which dom (p)
is a limit ordinal. If α < dom (p) then p↾α ∈ Tδ and p↾α < p. Hence,
any such p is the limit of those elements of Tδ which are less than it.
Lemma 3.2 (Dlλ) There is a collection of basic data.
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We leave the proof of this until the next section. For the rest of the paper
except for the proof of Lemma 3.2, we will fix a particular choice of basic
data using the notation of definition 3.1.
Definition 3.3 A weak commitment is a sequence p = 〈pδ : δ < λ〉 where
pδ : Tδ → Pλ with the following properties:
1. pδ(η) ∈ Plen (η) (We usually write p
δ
η for p
δ(η).)
2. if η ≤ ν ∈ Tδ then p
δ
η ≥ p
δ
ν↾ len (η).
We define an order on weak commitments by p ≤ q if for almost all δ
(i.e. on a club), pδ ≤ qδ pointwise. We say that q is stronger than p.
We will identify two weak commitments p and q if p ≤ q and q ≤ p.
Notation: From the fixed collection of basic data one can extract a critical
weak commitment. Define ∗p = 〈∗pδ : δ < λ〉 where ∗pδη = η.
Definition 3.4 A commitment is a weak commitment which is stronger than
∗p.
Definition 3.5 Suppose G is generic with a cofinal sequence (gδ)δ and p
is a commitment. We say G meets p if there is a club C in λ so that
for every δ ∈ C ∩ S(G), ηδ =: (g<δ)
col ∈ Tδ and there is rδ ∈ G so that
dom (rδ) = dom (g<δ) and
rcolδ ≥ p
δ
η for all η ≤ ηδ.
Remark: If h : len (ηδ) → dom (g<δ) is an order isomorphism then in the
above definition the existence of rδ is equivalent to saying that h[p
δ
η] ∈ G for
all η ≤ ηδ.
Proposition 3.6 If Di, i < λ, are 0-density systems and g ∈ Pγ then there
is a commitment q(≥ ∗p) and some G ∈ Gen(Pγ), so that:
1. g ∈ G,
2. G meets q and
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3. if γ ≤ γ′ < λ+ and G′ ∈ Gen(Pγ′) meets q, then G
′ meets each Di.
Proposition 3.7 Suppose G ∈ Gen(Pα) and G satisfies
1. for all g ∈ P/G, h ∈ P there is g′ ∈ P/G with g′ ≥ g and either g′ ≥
h or g′ ⊥ h and
2. P/G is λ+-uniform.
For i < λ, let Di be a density system over G, and suppose g ∈ Pγ/G where
α ≤ γ < λ+ and p is some commitment that is met by G. Then there is a
commitment q ≥ p, and some G∗ ∈ Gen(Pγ), so that:
1. G ⊆ G∗, g ∈ G∗;
2. G∗ meets q;
3. If γ ≤ γ′ < λ+ and G′ ∈ Gen(Pγ′) contains G and meets q, then G
′
meets each Di.
Lemma 3.8 Let (αp)α<κ be an increasing sequence of commitments with
κ < λ+. Then the sequence has a least upper bound.
Notation 3.9
With the notation of the preceding lemma, we write⋃
α<δ
αp or <δp
for the least upper bound of the commitments αp.
Proposition 3.10 Suppose Gα ∈ Gen(Pζα) meets
αp for all α < δ, where
δ < λ+, and the Gα and
αp are increasing. Then G<δ meets
<δp.
By combining these results we immediately obtain a proof of Theorem
1.9.
Proof of Theorem 1.9: We define a sequence of ordinals ζα, a sequence of
commitments αp, and a sequence of λ-generic ideals Gα ∈ Gen(Pζα), so that:
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1. ζ<α ≤ ζα;
<δp ≤ δp; G<δ ⊆ Gδ for δ < λ
+
2. Gα meets the commitment
αp
3. If ζα ≤ β and G ∈ Gen(Pβ) contains Gα and meets the commitment
αp,
then G meets each α-density system Di over Gα proposed by Player I
at stage α of the genericity game.
At stage 0, Player I provides some g0 ∈ P and at most λ many 0-density
systems. To these Player II adds all the 0-density systems mentioned in
examples 1.5 and 1.6. We now apply Proposition 3.6 to all these 0-density
systems and g0. This will provide us with G0, ζ0 and
0p.
At stage δ, we will have ζ<δ, G<δ,
<δp defined, and by Proposition 3.10
G<δ meets
<δp. Now since G0 ⊆ G<δ, G<δ meets
0p and hence meets each of
the 0-density systems from examples 1.5 and 1.6. It follows that G<δ satisfies
the conditions on the generic set in Proposition 3.7. By Proposition 3.7 a
suitable choice of ζδ, Gδ,
δp can then be made.
Now we verify that Player II wins the genericity game using this strategy.
By construction, gα ∈ Gα for all α. Suppose that D is a density system over
G<α selected by Player I at stage α of the genericity game, and β ≥ α. As
Gβ meets the commitment
βp, βp ≥ αp, and Gβ ⊇ Gα, it follows that Gβ
meets D. ✷
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4 Proofs
In this section we give the proofs of the results stated in the previous section
except the proofs of Propositions 3.6 and 3.7 which are deferred to the next
section.
Proof of Lemma 3.2
The Lemma states that there is a collection of basic data.
Let (vδ)δ<λ be an enumeration of P<λ(λ) so that vδ ⊆ δ for all δ. Let
Vδ = {vβ : β < δ} for δ < λ. Using Dlλ and an encoding of
(λ× λ) ∪ (λ×P<λ(λ))
by λ, we can find sets Rδ ⊆ P(δ × δ) and Gδ ⊆ P(δ × Vδ), such that
|Rδ|, |Gδ| < λ for all δ < λ, and for any R ⊆ λ × λ, G ⊆ λ × P<λ(λ),
the set:
{δ : R ∩ (δ × δ) ∈ Rδ and G ∩ (δ × Vδ) ∈ Gδ}
is stationary.
Before defining the basic data we establish some notation. For each α <
λ+, we select a bijection iα : α ↔ |α|. For simplicity we assume |α| = λ
throughout in our notation below. For δ < λ, let αδ be the order type of
i−1α [δ], and let piαδ : α ∩ i
−1
α [δ] ≃ αδ, jαδ = piαδ ◦ i
−1
α : δ ↔ αδ.
Let
Rα = {(iα(β), iα(γ)) : β < γ < α};
Rαδ = Rα ∩ (δ × δ) (δ < λ).
Then jαδ : (δ, Rαδ) ≃ (αδ, <). It will be important that jαδ is determined by
Rαδ.
If G is a λ-generic ideal in Pα with α < λ
+, let:
Gˆ = {(β, iα[u]) : (β, u) ∈ G}
Gˆδ = Gˆ ∩ (δ × Vδ)
Gδ = {(β, u) ∈ G : (β, iα[u]) ∈ (δ × Vδ)}
G¯δ = {(β, piαδ[u]) : (β, u) ∈ Gδ}
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Again, we can go directly from Gˆδ to G¯δ by applying jαδ. Observe also
that piαδ induces an isomorphism pi
∗
αδ : Gδ ≃ G¯δ. We are primarily interested
in this collapsing map pi∗αδ, but Gˆ provides a better “encoding” of G because
the sets Gˆδ increase with δ, while the sets G¯δ do not.
Let C(G) be the set of δ < λ for which Gδ contains a cofinal increasing
subsequence. Then C(G) is a club in λ. For δ ∈ C(G), G¯δ has a least upper
bound, which will be denoted ∪G¯δ.
We are now ready to define the basic data. For δ < λ we define Tδ as:
{p ∈ P : ∃α < λ+ ∃G ∈ Gen(Pα) ∃γ : δ ∈ C(G),
Gˆδ ∈ Gδ, Rαδ ∈ Rδ, and p = [
⋃
G¯δ]↾γ.}
Notice that dom (p) is an ordinal for every p ∈ Tδ. To see that |Tδ| < λ, we
use the fact that Gˆδ, Rαδ together determine G¯δ, and also that any p in P has
fewer than λ distinct restrictions. For p, q ∈ Tδ, define the order by; p ≤ q iff
p = q↾dom (p).
Now for G a λ-generic ideal in Pα with α < λ
+, fix a cofinal sequence
(gGi )i<λ in G, and set:
S(G) = {δ < λ : [gG<δ]
col ∈ Tδ};
S ′(G) = {δ < λ : Gˆδ ∈ Gδ and Rαδ ∈ Rδ};
Uδ = {u : ∃v ∈ Vδ ∃R ∈ Rδ ∃α < λ
+ (δ, v, R) ≃ (α, u,<)}
Clearly Uδ ⊆ P<λ(λ) and |Uδ| < λ. It is also straightforward to see that
S ′(G) is stationary.
Let C1 be
{δ ∈ C(G) : gG<δ = ∪Gδ}
Then C1 is a club in λ, and if δ ∈ S
′(G) ∩ C1 then (g
G
<δ)
col ∈ Tδ so S(G) is
stationary. If (g′δ)δ is any other cofinal sequence for G then there is a club
C = {δ : g′<δ = g
G
<δ}
and for every δ ∈ C ∩ S(G), (g′<δ)
col ∈ Tδ.
Let G ⊆ G∗ be two λ-generic ideals in Pα, Pα∗ with S(G), S(G
∗) de-
termined by cofinal sequences (gGδ )δ, (g
G∗
δ )δ respectively. If one considers
C = {δ : gG
∗
<δ ↾α = g
G
<δ}, it is easy to see that C ∩ S(G
∗) ⊆ S(G).
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It remains to verify the oracle property (7) of Definition 3.1. We fix
α < λ+, G λ-generic in Pα, u ∈ P<λ(α), and we let α = ∪δ<λwδ be a
continuous increasing union with each |wδ| < λ and u ⊆ w0. On some club
C, otp wδ = αδ and if vα ⊆ δ then α < δ. So (wδ, u) ≃ (αδ, piαδ[u]). For
δ ∈ C ∩ S ′(G) we have
(δ, iα[u], Rαδ) ≃ (αδ, piαδ[u], <) ≃ (wδ, u, <).
Hence, piαδ[u] ∈ Uδ. ✷
Notation 4.1 In the next few results we make systematic use of the diag-
onal intersection of clubs. If (Cα)α<λ is a sequence of clubs in λ, the diagonal
intersection is defined correspondingly as:
∆αCα = {δ < λ : δ ∈
⋂
α<δ
Cα}.
The diagonal intersection of such a sequence of clubs is again a club.
Proof of Lemma 3.8 Let (αp)α<κ be an increasing sequence of commit-
ments with κ < λ+. We claim that the sequence has a least upper bound.
We may take κ to be a regular cardinal, with κ ≤ λ. We deal with the case
κ = λ; for κ < λ our use of a diagonal intersection below would reduce to an
ordinary intersection.
For β < λ let Cβ be a club such that for all α < β:
αpδ ≤ βpδ pointwise for δ ∈ Cβ.
Let C = ∆βCβ. For δ ∈ C and η ∈ Tδ, let p
δ
η = ∪α<δ
αpδη. Then p is a
commitment. We have αp ≤ p since αpδ ≤ pδ pointwise for δ ∈ C \ α.
Now we will check that p is the least upper bound of the sequence as a
commitment Let q be a second upper bound. Let
C∗α = {δ < λ : q
δ ≥ αpδ pointwise},
and let C∗ = ∆αC
∗
α. For δ ∈ C ∩ C
∗, and η ∈ Tδ, we have:
qδη ≥ ∪α<δ
αpδη = p
δ
η.
It follows that p is the least upper bound. ✷
We divide Proposition 3.10 into two parts.
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Proposition 4.2 Suppose that (Gi)i<κ is an increasing sequence with Gi ∈
Gen(Pαi), κ < λ
+, and that each Gi meets a fixed commitment p. Then ∪iGi
also meets the commitment p.
Proof: Let G =
⋃
i<κGi. By consulting the proof of Lemma 1.3, we
can see that there is a cofinal sequence (gj)j<λ for G so that if g
i
j = gj ↾ αi
then (gij)j<λ is a cofinal sequence in Gi. For each i < λ let Ci be a club
demonstrating that Gi meets p. In other words, for δ ∈ Ci ∩ S(Gi) we have
riδ ∈ G with:
1. dom riδ = dom g
i
<δ, η
i
δ = (g
i
<δ)
col ∈ Tδ; and
2. [riδ]
col ≥ pδη for all η ≤ η
i
δ.
By Definition 3.1.5, we may also suppose that Ci ∩ S(G) ⊆ S(Gi).
We consider the case κ = λ (Use ordinary intersection instead of diagonal
intersection when κ < λ).
Let
C = ∆iCi ∩ {δ < λ : sup dom g<δ = sup
i<δ
αi}
If δ ∈ C ∩ S(G) then we can find rδ ∈ G so that rδ ≥ r
i
δ for i < δ and
dom (rδ) =
⋃
i<δ
dom (gi<δ) =
⋃
i<δ
dom (g<δ↾αi) = dom (g<δ).
Clearly, rcolδ ≥ p
δ
η for all η < (g<δ)
col = ηδ ∈ Tδ. However, since p
δ
ηδ
↾ len (η) ≤
pδη for all η ≤ ηδ and p
δ
ηδ
=
⋃
η<ηδ
pδηδ↾ len (η), r
col
δ ≥ p
δ
ηδ
. ✷
Proposition 4.3 Suppose G ∈ Gen(Pα) meets an increasing sequence of
commitments (γp : γ < κ) where κ < λ+. Then G meets
⋃
γ<κ
γp.
Proof: Again, we treat only the case when κ = λ. Let (gi)i<λ be a
cofinal sequence in G. For each γ, let Cγ witness the fact that G meets
γp.
That is, for all δ ∈ Cγ ∩ S(G) there is r
γ
δ ∈ G so that:
1. dom rγδ = dom g<δ, ηδ = g
col
<δ ∈ Tδ; and
2. (rγδ )
col ≥ γpδη for all η ≤ ηδ.
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We may also suppose that Cγ witnesses the relation
ip ≤ γp for i < γ. Hence
we may assume riδ ≤ r
γ
δ for δ ∈ Cγ ∩ S(G). Let C = ∆γCγ.
For δ ∈ C ∩ S(G), let rδ =
⋃
i<δ r
i
δ. Then on C ∩ S(G), dom rδ = dom g<δ
and rcolδ =
⋃
i<δ[r
i
δ]
col ≥
⋃
i<δ
ipδη =
<κpδη for all η ≤ ηδ. The last equality
follows from the proof of Lemma 3.8. ✷
Proposition 3.10 is an immediate consequence of the preceding two propo-
sitions.
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5 Proof of Proposition 3.7
We recall the statement of Proposition 3.7.
Proposition 3.7
Suppose G ∈ Gen(Pα) and G satisfies
1. for all g ∈ P/G, h ∈ P there is g′ ∈ P/G with g′ ≥ g and either g′ ≥
h or g′ ⊥ h and
2. P/G is λ+-uniform.
For i < λ, let Di be a density system over G, and suppose g ∈ Pγ/G where
α ≤ γ < λ+ and p is some commitment that is met by G. Then there is a
commitment q ≥ p, and some G∗ ∈ Gen(Pγ), so that:
1. G ⊆ G∗, g ∈ G∗;
2. G∗ meets q;
3. If γ ≤ γ′ < λ+ and G′ ∈ Gen(Pγ′) contains G and meets q, then G
′
meets each Di.
We are also obliged to prove Proposition 3.6 as well. The proof is very
similar to the proof of Proposition 3.7 and so we will only highlight the formal
differences at the end of the proof.
Proof of Proposition 3.7: Let γ =
⋃
δ<λwδ be a continuous increasing
union with |wδ| < λ. Set γδ = otp (wδ) and choose ζδ so that γδ+ζδ ≥ ht (Tδ).
Let
hδ : γδ + ζδ → wδ ∪ [γ, γ + ζδ)
be an order isomorphism.
Fix a cofinal sequence (gδ)δ for G. Since G meets p, there is a club C so
that for all δ ∈ C ∩S(G) we have gcol<δ =: ηδ ∈ Tδ, and there is rδ ∈ G so that
dom (rδ) = wδ ∩ α and r
col
δ ≥ p
δ
η for all η ≤ ηδ. We may also assume that
dom (g<δ) = wδ ∩ α for all δ ∈ C.
Now we build the commitment q. If δ 6∈ C ∩ S(G) then let qδ = pδ. Fix
then δ ∈ C ∩ S(G). For i < δ, ζ ≤ ζδ and u ∈ Uδ, u ⊆ γδ + ζδ, let
Dζi (u) = {r ∈ Pγδ+ζ : hδ[r] ∈ Di(hδ[u], wδ ∪ [γ, γ + ζ))}
Let PG[Tδ] be the set of functions p¯ : Tδ → Pλ so that
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1. p¯(η) ∈ Plen (η) for all η ∈ Tδ,
2. if η ≤ ν then p¯(η) ≥ p¯(ν)↾ len (η) and
3. if η is comparable with ηδ then hδ[p¯(η)] ∈ P/G.
We will write p¯η for p¯(η).
Remark: Since G meets p, if δ ∈ C ∩ S(G) then pδ ∈ PG[Tδ]. To see this,
we must show that if η is comparable to ηδ then hδ[p
δ
η] ∈ P/G. If η ≤ ηδ then
since δ ∈ C ∩ S(G), hδ[p
δ
η] ∈ G. Suppose η ≥ ηδ. Now p
δ
η↾ len (ηδ) ≤ p
δ
ηδ
and
since wδ ∩ α = dom (g<δ) we have hδ[p
δ
η]↾α ≤ hδ[p
δ
ηδ
] so hδ[p
δ
η] ∈ P/G.
Proposition 5.1 There is a qδ ∈ PG[Tδ] with q
δ ≥ pδ pointwise and so that
for every u ∈ Uδ, i < δ if η
′ ∈ Tδ, η
′ ≥ ηδ with len (η
′) = γδ+ζ and u ⊆ γδ+ζ
then qδη′ ∈ D
ζ
i (u).
To obtain this qδ we use a claim whose proof we postpone.
Claim 5.2 If q¯ ∈ PG[Tδ], u ∈ Uδ, i < δ, ζ ≤ ζδ and η
∗ ∈ Tδ, η
∗ ≥ ηδ with
len (η∗) = γδ + ζ and u ⊆ γδ + ζ then there is r¯ ∈ PG[Tδ] so that r¯ ≥ q¯
pointwise and r¯η∗ ∈ D
ζ
i (u).
Proof of Proposition 5.1 To get the required qδ, one starts with pδ, at
limit stages take unions and at successor stages use the claim applied to some
particular i < δ, ζ ≤ ζδ, u ∈ Uδ and η
∗ ∈ Tδ. After at most |Uδ| · |δ| · |ζδ| · |Tδ|
stages we will have produced qδ. ✷
Now we turn to the construction of G∗, a λ-generic ideal in Pγ meeting q
with G ⊆ G∗ and g ∈ G∗, hence completing the proof of Proposition 3.7.
Fix an enumeration (sδ)δ of Pγ. G
∗ will be the downward closure of
an increasing sequence (g∗δ)δ which is constructed inductively starting with
g∗0 = g. We shall guarantee that g
∗
δ ∈ Pγ/G for each δ.
At stage δ, if δ ∈ C ∩ S(G), dom (g∗<δ) = wδ, (g
∗
<δ)↾α = g<δ and (g
∗
<δ)
col =
η∗ ∈ Tδ then let h : len (η
∗) → dom (g∗<δ) be an order isomorphism and let
gˆδ ∈ P/G be chosen so that dom (gˆδ) = dom (g
∗
<δ), gˆδ ≥ g
∗
<δ and gˆδ ≥ hδ[q
δ
η]
for every η ≤ η∗. This can be accomplished because P/G is λ+-uniform
by assumption and we guaranteed that hδ[q
δ
η] ∈ P/G when we built the
commitment q.
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If any of the above conditions fail, let gˆδ = g
∗
<δ. In either case, use the
assumption on G to find g∗δ so that g
∗
δ ∈ Pγ/G with gˆδ ≥ g
∗
<δ and either
g∗δ ≥ sδ or g
∗
δ ⊥ sδ.
It follows easily now that G∗ ∈ Gen(Pγ), G ⊆ G
∗ and g ∈ G∗. We now
show that G∗ meets q. Choose C1 so that C1 ∩ S(G
∗) ⊆ C ∩ S(G) and for
all δ ∈ C1, dom (g
∗
<δ) = wδ and (g
∗
<δ) ↾ α = g<δ. If δ ∈ C1 ∩ S(G
∗) then
(g∗<δ)
col = η∗ ∈ Tδ so from considerations at stage δ, gˆδ ∈ G
∗ and (gˆδ)
col ≥ qδη
for all η ≤ η∗. It follows that G∗ meets q.
Now suppose G′ meets q, G′ ∈ Gen(Pγ′) contains G with γ ≤ γ
′ < λ+.
Fix a cofinal sequence (g′δ)δ for G
′, a density system Di and u ∈ P<λ(γ
′).
We want to find w so that u ⊆ w and Di(u, w) ∩ G
′ 6= ∅. Write γ′ \ γ as a
continuous increasing union
⋃
δ<λ w
′
δ with w
′
δ ∈ P<λ(γ
′ \ γ).
There is a club C2 with the following properties:
1. if δ ∈ C2, (g
′
<δ)↾α = g<δ and dom (g
′
<δ) = wδ ∪ w
′
δ;
2. C2 ∩ S
′(G′) ⊆ C2 ∩ S(G
′) ⊆ C ∩ S(G);
3. for δ ∈ C2∩S(G
′) there is rδ ∈ G
′ with dom (g′<δ) = dom (rδ), g
′
<δ ≤ rδ,
(g′<δ)
col = η′δ ∈ Tδ and r
col
δ ≥ q
δ
η for all η ≤ η
′
δ; and
4. for δ ∈ C2 ∩ S
′(G′) there is u′ ∈ Uδ so that
fδ : (otp (wδ ∪ w
′
δ), u
′) ≃ (wδ ∪ w
′
δ, u).
This can be obtained by refering to the definition of basic data, Defini-
tion 3.1 and Lemma 3.2. In particular, condition 4 follows from the oracle
property.
Now choose δ ∈ C2 ∩ S
′(G′) with i < δ. Let ζ = otp (w′δ). Since
dom (g′<δ) = wδ ∪ w
′
δ and η
′
δ = (g
′
<δ)
col ∈ Tδ, we have that γδ + ζ ≤ ht (Tδ).
Moreover, ηδ = g
col
<δ ∈ Tδ and ηδ ≤ η
′
δ. Hence,
hδ[q
δ
η′
δ
] ∈ Di(hδ[u
′], wδ ∪ [γ, γ + ζ))
and rcolδ ≥ q
δ
η′
δ
with rδ ∈ G
′.
By the indiscernibility of the density systems, we have
fδ[q
δ
η′
δ
] ∈ Di(u, wδ ∪ w
′
δ)
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since
fδh
−1
δ : (wδ ∪ [γ, γ + ζ), hδ[u
′]) ≃ (wδ ∪ w
′
δ, u).
By the indiscernibility of P, we have rδ ≥ fδ[q
δ
η′
δ
]. Since rδ ∈ G
′,
fδ[q
δ
η′
δ
] ∈ G′ ∩Di(u, wδ ∪ w
′
δ)
so G meets Di. ✷
It remains to prove Claim 5.2.
Proof of Claim 5.2: Consider the set
S = {hδ[q¯η] : η ≤ η
∗}
which is a subset of P/G. By the compatibility condition in the definition
of PG[Tδ], S is also a compatible set so we can choose r
′
η∗ ∈ Plen (η∗) so that
r′η∗ ≥ q¯η for all η ≤ η
∗ and hδ[r
′
η∗ ] ∈ P/G since P/G is λ
+-uniform.
Now choose rη∗ ∈ D
ζ
i (u) so that rη∗ ≥ r
′
η∗ . This is possible since Di is a
density system over G. Define
r¯η =
{
rη∗↾ len (η) if η ≤ η
∗
q¯η otherwise.
It is easy to check that r¯ ∈ PG[Tδ]. ✷
To obtain a proof of 3.6, make the following changes in the above proof.
In the statement of 3.6, there is no G or p so at the start of the proof, one
must consider all δ < λ. The definition of Dζi (u) is the same. We replace
PG[Tδ] with P[Tδ] which is the same as PG[Tδ] but there is no third condition.
With few formal changes, Claim 5.2 can be proved which allows one to build
the required qδ ≥ ∗pδ.
The rest of the proof is almost identical except that instead of referring
to the two conditions on G in the statement of Proposition 3.7, one uses the
fact that P already possesses these qualities by virtue of being λ+-uniform.
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