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Povzetek
V zadnjem cˇasu postaja video nadzor vse pomembnejˇsi in s tem tudi sistemi za iskanje
in prepoznavo cˇlovesˇkih obrazov na slikah. Zato se v magistrskem delu ukvarjam s prob-
lemom iskanja obrazov na slikah.
Pri metodah za iskanje obrazov na podlagi barve smo velikokrat omejeni na cˇlovesˇke
obraze samo dolocˇene polti, same metode pa so tudi zelo odvisne od osvetlitve. V ma-
gistrskem delu zato poskusˇam s pomocˇjo kromaticˇnega barvnega prostora odvisnost od
osvetlitve zmanjˇsati. Preizkusil bom razlicˇne metode za barvno segmentacijo na osnovi
parametricˇnega in neparametricˇnega modela. S pomocˇjo teh modelov bom poskusˇal
modelirati kozˇno barvo pri razlicˇnih osvetlitvah in razlicˇnih kozˇnih polteh. Uspesˇnost
metod bom primerjal z metodo, ki deluje v barvnem prostoru RGB na osnovi eksplicitno
dolocˇenih mej.
Za potrjevanje oznacˇenih kozˇnih regij bom uporabil metodo na osnovi videza, ki nam
med vsemi metodami obljublja najboljˇse rezultate. Izdelal in preizkusil bom metodo BDF,
ki na osnovi naucˇenega vzorca obraza in neobraza s pomocˇjo Bayesovega klasifikatorja
najde frontalne obraze na sivinskih slikah.
Glavna slabost metod na osnovi videza je njihova cˇasovna zahtevnost, zato bom
poskusˇal izdelati metodo, ki bo kombinirala pristop na osnovi barv in pristop na osnovi
videza. S pomocˇjo tako izdelane metode bom poskusˇal dosecˇi hitro in ucˇinkovito iskanje
frontalnih obrazov na barvnih slikah.
Kljucˇne besede: iskanje cˇlovesˇkih obrazov, barvna segmentacija, kozˇna barva, barvni
prostori, razpoznavanje vzorcev, statisticˇna metoda, metoda na osnovi barv, metoda na
osnovi videza, metoda BDF
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Abstract
In recent years, the importance of video surveillance has been growing. The same is true
of systems for human face detection and recognition. Therefore, the following Master’s
degree deals with the human face detection in color images.
When using the color-based face detection methods one is repeatedly limited to human
faces of certain complexions only and the methods themselves are often dependent on
the lighting conditions. Therefore, I tried to diminish the dependence on the lighting
conditions by means of chrominance color space. Various methods for color segmentation
are going to be tested on the basis of parametric and non-parametric model. By means
of these models the skin color is going to be modelled at different exposures and skin
complexions. The efficiency of these methods will be compared to the one which functions
in RGB color space on the basis of explicitly defined skin regions.
To confirm the selected skin regions, the appearance-based method, which provides us
with the best results, will be used. The Bayesian Discriminating Features (BDF) method
for multiple frontal face detection by integrating feature analysis, modeling, and the Bayes
classifier will be introduced and tested.
The main disadvantage of the appearance-based methods is their temporal demand,
therefore, the method which will combine the color- and appearance-based approach, will
be used. By means of such a method, I will try to achieve fast and efficient face detection
in color images.
Key words: human face detection, color segmentation, skin color, color spaces, pat-
tern recognition, statistical method, color-based method, appearance-based method, BDF
method
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Poglavje 1
Uvod
S povsod navzocˇo informacijsko in vecˇpredstavno tehnologijo se razvijajo vse bolj napredne
in uporabniku prijazne metode za komunikacijo z racˇunalnikom, ki ne temeljijo na obicˇajnih
napravah, kot so tipkovnica, racˇunalniˇska miˇska in zaslon, temvecˇ na slikovnih informa-
cijah, pridobljenih iz video naprav, prikljucˇenih na racˇunalnike. K temu je pripomoglo
tudi zmanjˇsevanje razmerja med ceno in kakovostjo naprav za zajemanje videa. Sistemi
za zajemanje videa so sedaj vse pogostejˇsa oprema namiznih racˇunalnikov.
Hiter razvoj na podrocˇju raziskovanja cˇlovesˇkih obrazov nam obljublja, da bomo lahko
iz slike dobili informacije o identiteti osebe, stanju osebe in s tem tudi vsaj delni vpogled v
namen osebe. Racˇunalniki se bodo lahko na podlagi teh informacij primerno odzvali. Ko
bo racˇunalnik na primer prepoznal izraz na obrazu osebe, bo ustrezno odreagiral. Ravno
na podrocˇju prepoznavanja cˇlovekovega izraza je bilo v zadnjih petih letih narejenih veliko
raziskav in na podlagi tega je bilo izdelanih tudi veliko komercialnih izdelkov. V zadnjem
cˇasu, ko so teroristicˇne grozˇnje vse bolj prisotne, pa so sistemi za prepoznavo cˇlovesˇkih
obrazov sˇe posebej pomebni. Vse vecˇ prostorov je neprestano nadzorovanih s pomocˇjo
video kamer, ki iˇscˇejo na slikah obraze in jih primerjajo z obrazi iskanih oseb. Nekatere
drzˇave so za vstop, kot dopolnilo pristopnim obrazcem, zˇe uvedle sistem, ki identificira
osebo na podlagi biometricˇnih podatkov, pridobljenih iz prstnega odtisa in slike obraza.
Samo sˇe vprasˇanje cˇasa je, kdaj bomo morali tudi v bolj vsakodnevnih situacijah svojo
identiteto dokazovati na podlagi biometricˇnih podatkov.
Prvi korak pri katerem koli sistemu za analiziranje obraza pa je poiskati obraz na sliki.
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Samo iskanje obrazov na sliki je za raziskovalce pravi izziv zaradi raznolikosti v velikosti
obrazov, razlicˇnih lokacij obrazov na slikah, razlicˇnih polozˇajev (pokoncˇen, vodoraven)
ter razlicˇnih poz (od spredaj, od strani). Razlicˇni izrazi na obrazu, delno zakriti obrazi in
razlicˇne osvetlitve pa iskanje sˇe otezˇijo. Slika 1.1 prikazuje nekaj razlicˇnih primerov slik
obrazov.
a) b)
c) d)
e)
Slika 1.1: Razlicˇni primeri sliki obrazov: a) obrazi v razlicˇnih pozah, b) razlicˇnih velikosti,
c) z razlicˇnimi izrazi na obrazu, d) razlicˇno osvetljeni in e) obrazi razlicˇnih polti (vir:
podatkovna baza FERET [49] in podatkovna baza Yale [20]).
Cˇlovesˇki obraz je eden najpomembnejˇsih delov telesa, na podlagi katerega razlocˇujemo
ljudi med seboj. Tudi za cˇloveka je lahko samo razlocˇevanje zelo tezˇka naloga. Ljudje
med seboj zelo dobro locˇimo obraze iste polti kot je nasˇa, pri obrazih, ki imajo drugacˇno
kozˇno polt, pa imamo obcˇutek, da so si med seboj zelo podobni. Veliko problemov imamo
tudi pri razlikovanju obrazov, cˇe jih vidimo obrnjene narobe. Vsi ti primeri nakazujejo na
to, kako tezˇka je naloga prepoznave cˇlovesˇkega obraza tudi za cˇloveka, sˇe posebno kadar
imamo opraviti z obrazi, s katerimi nimamo veliko izkusˇenj (npr. zaradi drugacˇne polti).
Z raziskovanjem prepoznavanja cˇlovesˇkih obrazov na sliki je povezanih veliko nalog,
in ker se bomo v tej magistrski nalogi ukvarjali predvsem z iskanjem obrazov na sliki, si
podrobneje poglejmo definicijo te naloge.
Iskanje obrazov je postopek, s katerim dolocˇimo tocˇen polozˇaj in obseg obrazov na
sliki.
Izzivi, ki so tesno povezani z iskanjem obrazov, so:
3Poza: Obraz je lahko na sliki v razlicˇnih pozah (od spredaj, pod kotom 45 stopinj, od
strani, itd.) (slika 1.1a). Tezˇava, ki se pri tem pojavlja, je v tem, da so pri dolocˇenih
pozah znacˇilke obraza, kot so nos, obrvi in ocˇi, delno ali v celoti prikrite.
Prisotnost obraznih dodatkov: Znacˇilke obraza, kot so brada, brki in ocˇala, so lahko
prisotne ali pa ne. Sˇe dodatno, te znacˇilke so lahko zelo razlicˇnih oblik, barv in
velikosti (slika 1.1b).
Mimika obraza: Videz obraza je zelo povezan s samo mimiko obraza. Obraz lahko
izgleda zelo razlicˇno, cˇe se oseba na sliki cˇudi, smeji ali je zˇalostna (slika 1.1c).
Prekrivanje: Obrazi so lahko delno zakriti z razlicˇnimi predmeti, kot so: modni dodatki,
deli telesa, lasje. Na skupinski sliki pa se lahko obrazi med seboj prekrivajo.
Geometrija slike: Na sam izgled obrazov na sliki lahko vpliva tudi polozˇaj kamere glede
na opticˇni center. Na pravilni izgled slike pa vplivajo tudi razlicˇne geometrijske
napake lecˇ.
Pogoji pri zajemanju slike: Ko se slika zajame, nanjo zelo vpliva osvetlitev (mocˇ os-
vetlitve, spekter in porazdeljenost osvetlitve) (slika 1.1d). Na videz obrazov na
zajeti sliki vplivajo tudi same karakteristike naprav, s katerimi zajemamo sliko (npr.
obcˇutljivost senzorja).
Razlicˇna kozˇna barva: Ljudje razlicˇnih ras imajo med seboj zelo razlicˇno barvo polti
(slika 1.1e). Uporaba razlicˇnih licˇil pa lahko kozˇno barvo sˇe dodatno spremenijo.
S problemom iskanja obraza na sliki je povezanih veliko podobnih problemov, ki pa
jih moramo med seboj razlikovati:
Lokalizacija obraza: Namen je dolocˇiti, kje tocˇno se nahaja obraz na sliki. Gre za
poenostavljen problem iskanja obrazov, kjer slika vsebuje natanko en obraz.
Iskanje znacˇilk obraza: Ugotoviti je potrebno ali so znacˇilke prisotne in njihovo lokacijo
na obrazu. Znacˇilke so lahko ocˇi, nos, nosnici, obrvi, usta, lica, usˇesa, itd. Tudi
tukaj se predpostavlja, da je na sliki natanko en obraz.
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Prepoznava obraza ali identifikacija obraza: Pri tem problemu gre za primerjavo
vhodne slike obraza s slikami, ki so v podatkovni bazi. Kot rezultat dobimo vrednost
ujemanja slike obraza s podobnimi obrazi iz baze.
Potrjevanje obraza ali verifikacija: Namen je potrditi, predhodno najdene kandidate
za obraz, ali res ustrezajo dolocˇenemu obrazu ali ne.
Sledenje obrazu: Metoda, s katero v realnem cˇasu, neprekinjeno sledimo polozˇaju obraza
skozi zaporedje slik.
Prepoznavanje obrazne mimike: Prepoznavanje razpolozˇenja osebe (vesel, jezen, zˇa-
losten, itd.).
Iskanje obrazov na sliki je prvi korak pri izgradnji sistema, ki bo resˇeval zgoraj nasˇtete
probleme. Omeniti je potrebno, da veliko raziskovalcev definira svoje metode kot metode
za iskanje obrazov, cˇeprav njihove metode uspesˇno najdejo obraze samo na slikah z enim
obrazom. Te metode, ki bi jih lahko uvrstili med metode za lokalizacijo obraza, je potrebno
locˇevati od metod za iskanje obrazov, ki iˇscˇejo na slikah vecˇ obrazov.
Izmed vseh metod za iskanje obrazov so najvecˇ pozornosti pritegnile metode, ki
temeljijo na strojnem ucˇenju, saj so se izkazale za zelo uspesˇne. Te metode so seveda
zelo odvisne od ucˇne mnozˇice, zato je zelo pomembna ustrezna izbira le-te. Vendar se pri
taksˇnih metodah pojavi problem, kako posamezno metodo ustrezno ovrednotiti. Veliko
cˇlankov na temo iskanja obrazov primerja med seboj razlicˇne metode na podlagi sˇtevila
uspesˇno in napacˇno najdenih obrazov. Pri taksˇnih metodah pa so poleg tega pomembni
sˇe drugi parametri, kot so: cˇas ucˇenja, cˇas razvrsˇcˇanja ter sˇtevilo slik, ki so potrebne
za ucˇenje. Primerjava med razlicˇnimi metodami je zelo tezˇka, ker so posamezne metode
preizkusˇene na razlicˇnih testnih mnozˇicah slik. Poleg tega pa nekateri raziskovalci razlicˇno
definirajo pravilno in napacˇno najdene obraze. Potrebno je poenotiti izraze kot so:
• Pravilno najdeni obrazi (ang. detection rate, True Positives, TP): To
je sˇtevilo obrazov, ki so bili med vsemi obrazi na sliki (rocˇno presˇteti) uspesˇno
najdeni. Obraz je oznacˇen kot pravilno najden samo, cˇe se obseg najdenega obraza
za dolocˇen odstotek prekriva z rocˇno oznacˇenim obrazom. Sˇtevilo najdenih obrazov
5se najvecˇkrat predstavi procentualno, kot razmerje med sˇtevilom najdenih obrazov
in vsemi obrazi.
Pri iskanju obrazov se lahko pojavita dve vrsti napak:
• Obrazi, ki niso najdeni (ang. False Negative, FN): To merilo oznacˇuje tiste
obraze, ki jih s pomocˇjo programa za iskanje obrazov nismo nasˇli. Posledicˇno imamo
zaradi tega manjˇsi delezˇ pri najdenih obrazih.
• Napacˇno najdeni obrazi (ang. false detections, False Positives, FP): Pro-
gram za iskanje obrazov najde obraz, cˇeprav tam obraza ni.
Po teh merilih bi se morali ravnati vsi raziskovalci, ki preizkusˇajo svoje metode za
iskanje obrazov. Na ta nacˇin bi bile posamezne metode enostavneje primerljive. Pomem-
bno je tudi, da pri vsaki metodi navedemo vsa tri merila, saj si lahko posamezno metodo
prilagodimo tako, da nam daje zelo dobre rezultate pri najdenih obrazih (TP) v zameno
za visoko sˇtevilo napacˇno najdenih obrazov (FP).
je obraz ni obraza
nasˇel obraz TP (pravilno najdeni) FP (napacˇno najdeni)
ni nasˇel obraza FN (obrazi niso najdeni) TN (pravilno izlocˇeni)
Tabela 1.1: Merila, ki se uporabljajo pri sistemih za iskanje obrazov na sliki.
Tabela 1.1 nam ponuja pregled opisanih meril, s katerimi se srecˇamo pri preizkusˇanju
metod za iskanje obrazov. Skrajno levi stolpec oznacˇuje, ali je metoda nasˇla obraz ali
ne. Zgornja vrstica pa, ali je najdeni obraz dejansko obraz ali ne. Natancˇno moramo
tudi dolocˇiti, kaj je za nasˇ sistem obraz in kaj ni. Ali delno zakrit obraz sˇe sˇtejemo kot
obraz? Ali so iskani obrazi omejeni glede na velikost, nagib ali obrat obraza. V tabeli 1.1
lahko opazimo tudi oznako TN (True Negative), ki oznacˇuje pravilno izlocˇene neobraze.
To merilo nam pove, koliko neobrazov je metoda v fazi potrditve pravilno izlocˇila, da
niso obrazi. Uporablja se kot vmesno merilo metode, za koncˇni rezultat pa ni toliko
pomembno. Vse obraze, ki jih iˇscˇemo na sliki, nam podaja sesˇtevek: TP+FN.
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Slika 1.2 nam prikazuje posamezna merila, na podlagi katerih ocenjujemo uspesˇnost
iskanja obrazov na sliki. Prva slika nam prikazuje vhodno sliko, na kateri iˇscˇemo obraze.
Na sliki imamo 2 obraza. Na drugi sliki je metoda odkrila 6 kandidatov za obraz na
podlagi kozˇne barve. Na zadnji sliki je metoda na osnovi pravil ohranila samo 2 kandidata
za obraz. Vidimo lahko, da je metoda uspesˇno izlocˇila 3 kandidate za obraz, torej je
TN=3. Med najdenimi obrazi je en pravilno najden, TP=1 (oznacˇen s povdarjeno cˇrto)
in en napacˇno najden, FP=1 (oznacˇen z nepovdarjeno cˇrto). Metoda je napacˇno izlocˇila
oziroma ni nasˇla enega obraza, FN=1. Iz slike lahko preverimo, da je sesˇtevek TP+FN
enak sˇtevilu vseh obrazov, ker velja TP+FN=2.
Slika 1.2: Merila pri iskanju obrazov: a) vhodna slika, b) izbrani kandidati za obraz,
c) najdeni obrazi: pravilno najden obraz, napacˇno najden obraz in obraz, ki ni bil najden.
Raziskave na podrocˇju cˇlovesˇkih obrazov so v racˇunalniˇskemu vidu tudi zelo razsˇirile
podrocˇje prepoznavanja objektov. Pri prepoznavanju objektov je vecˇina raziskav, ki
temeljijo na modelih ali vizualnem izgledu, pa tudi na 3D modeliranju, omejena na toge
predmete, ki jih opazujemo pod razlicˇnimi koti in pod razlicˇnimi osvetlitvami. Na problem
iskanja obrazov lahko gledamo kot na problem prepoznavanja objektov z dvema mozˇnima
razredoma: izbrani del slike je lahko obraz in tako pripada razredu ”obrazov”, ali pa
ni obraz in pripada razredu ”neobrazov”. Klasifikacijske metode, ki iz slike razberejo
dolocˇeno informacijo, lahko velikokrat uporabljamo, poleg iskanja obrazov, tudi za iskanje
drugih objektov na sliki. Lahko jih uporabimo tudi pri klasifikaciji vzorcev ali pri postop-
kih ucˇenja.
Cˇe za vhod ucˇnega algoritma uporabimo vse slikovne elemente slik, bo dimenzija
taksˇne ucˇne mnozˇice izjemno velika. Taksˇno ucˇno mnozˇico bodo namrecˇ sestavljali vsi
7slikovni elementi slike. Zaradi tega se uporabljajo razlicˇne tehnike, ki iz ucˇnih primerov
slik obrazov in neobrazov izlocˇijo samo karakteristicˇne slikovne elemente, ki sliko zelo
dobro opisujejo. Tako opisane slike so najvecˇkrat predstavljene z vecˇdimenzionalno po-
razdelitveno funkcijo, katere robni pogoji so vecˇinoma nelinearne funkcije. Da dosezˇemo
ustrezno ucˇinkovitost pa morajo zˇe sami klasifikatorji iz ucˇne mnozˇice izbirati ustrezne
ucˇne primere.
V nadaljevanju bom naredil pregled razlicˇnih tehnik za iskanje obrazov na sliki. Spo-
znali bomo razlicˇne metode, ki jih bom smiselno zdruzˇil v sˇtiri skupine. Ker se bom v
magistrskem delu ukvarjal z iskanjem obrazov na barvnih slikah, je zelo pomembno, da
najprej spoznamo razlicˇne barvne prostore in metode za segmentacijo barv, cˇemur bo
namenjeno tretje poglavje. V cˇetrtem poglavju bom s pomocˇjo razlicˇnih metod poskusˇali
segmentirati kozˇno barvo v izbranem barvnem prostoru. V petem poglavju bomo spoznali
metodo BDF, ki na osnovi naucˇenih modelov obraza in neobraza s pomocˇjo Bayesovega
klasifikatorja iˇscˇe frontalne obraze na sivinski sliki. Glavni prispevek magistrske naloge pa
je predstavljen v sˇestem poglavju, kjer predstavim izboljˇsano metodo za iskanje frontal-
nih obrazov na barvnih slikah, ki kombinira metodo na osnovi barv in metodo BDF.
Predlagano metodo tudi preizkusim na testni mnozˇici barvnih slik, ki vsebujejo frontalne
obraze. Na koncu zdruzˇim ugotovitve, predlagam izboljˇsave nove metode ter izpostavim
poudarke in smernice za nadaljno raziskovanje.
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Poglavje 2
Pregled razlicˇnih tehnik za iskanje
obrazov na sliki
Za iskanje cˇlovesˇkih obrazov na slikah obstaja ogromno razlicˇnih tehnik, med katerimi
je zelo tezˇko izbrati najpomembnejˇse in jih ustrezno zdruzˇiti v tematske skupine. Tudi
cˇlankov na to temo je ogromno, kar sˇe povecˇa tezˇavnost izbire. V tem poglavju bomo
poslusˇali narediti pregled nad obstojecˇimi tehnikami za iskanje obrazov na sivinskih in
barvnih slikah. Cˇeprav nekatere metode uporabljajo razlicˇne pristope, jih vseeno lahko
razdelimo v sˇtiri glavne skupine [81]:
1. Metode na osnovi znanja (ang. Knowledge-based methods): Te metode
vsebujejo pravila, ki opisujejo cˇlovekovo poznavanje tipicˇnih karakteristik obraza.
Obicˇajno pravila opisujejo povezave med posameznimi znacˇilkami obraza. Te metode
se obicˇajno uporablja za lokalizacijo obraza.
2. Metode na osnovi nespremenljivih znacˇilk (ang. Feature invariant ap-
proaches): Cilj teh algoritmov je poiskati strukturne znacˇilke obraza, ki se ne
spremenijo, cˇe jih opazujemo pod razlicˇnimi koti, pozami ali pod razlicˇnimi osvetli-
tvami. Na podlagi teh znacˇilk nato iˇscˇemo obraz. Tudi te metode se uporabljajo
predvsem pri dolocˇitvi lokacije obraza.
3. Metode ujemanja s sˇablono (ang. Template matching methods): Obstaja
kar nekaj standardnih vzorcev ali sˇablon, ki opisujejo obraz ali posamezen del obraza
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oziroma znacˇilko obraza. Za iskanje obraza na sliki se izracˇuna ujemanje med vhodno
sliko in shranjenim vzorcem. Te metode se uporabljajo tako za lokalizacijo kot tudi
za iskanje obrazov.
4. Metode na osnovi videza (ang. Appearance-based methods): V primerjavi
s prejˇsnjo metodo se tukaj model ali vzorec dolocˇi s pomocˇjo ucˇne mnozˇice, ki
reprezentativno dolocˇa posamezne obrazne znacˇilnosti. Tako naucˇeni modeli nato
sluzˇijo za iskanje obrazov.
V posamezno, zgoraj opisano, skupino uvrsˇcˇamo veliko metod. V nadaljevanju bomo
podrobneje opisali glavne predstavnike posamezne skupine, sedaj pa nasˇtejmo vse metode,
ki se uporabljajo za iskanje obrazov na sliki, po posameznih skupinah:
Pristop na osnovi znanja (od zgoraj navzdol):
• metode na osnovi pravil nad razlicˇno velikimi slikami.
Pristop na osnovi znacˇilk (od spodaj navzgor):
• uporaba znacˇilk obraza,
• uporaba teksture obraza,
• uporaba barve kozˇe,
• kombinacija vecˇ znacˇilk.
Pristop na osnovi sˇablone:
• uporaba pred-pripravljenih sˇablon,
• uporaba spremenljivih sˇablon.
Pristop na osnovi videza:
• razcˇlenitev na podlagi lastnih vektorjev oziroma uporaba lastnih-obrazov (ang.
Eigenfaces),
• uporaba porazdelitvenih modelov,
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• uporaba nevronske mrezˇe,
• metoda podpornih vektorjev (SVM),
• Naivni Bayesov klasifikator,
• skriti Markov model (HMM),
• pristop na osnovi teoreticˇnih informacij (ang. Information-theoretical approach),
• uporaba induktivnega ucˇenja.
2.1 Pristop na osnovi znanja - od zgoraj navzdol
Pri temu nacˇinu metode za iskanje obrazov temeljijo na cˇlovesˇkem znanju o znacˇilnostih
obraza. Na osnovnih znacˇilnostih obraza lahko enostavno dolocˇimo nekatera pravila,
na podlagi katerih nato dolocˇimo znacˇilke obraza in njihovo medsebojno odvisnost. Na
primer: obraz na sliki velikokrat vsebuje dvoje simetricˇnih ocˇi, nos in usta. Medsebojno
odvisnost znacˇilk lahko predstavimo s pomocˇjo njihovega polozˇaja ali pa medsebojne
razdalje. Iz vhodne slike najprej izlocˇimo znacˇilke, nato pa kandidate za obraz preverimo
s pomocˇjo dolocˇenih pravil. To preverjanje je namenjeno predvsem izlocˇanju napacˇno
najdenih obrazov.
Problem metod na osnovi znanja se pojavi pri prenosu znanj o lastnostih obraza v
dobro definirana pravila. Cˇe so pravila prevecˇ natancˇna, lahko kaksˇen obraz izpustimo,
ker ne izpolnjuje vseh pravil. Cˇe pa so pravila prevecˇ splosˇna, lahko dobimo prevecˇ
napacˇnih zadetkov (ang. False Positives, FP). Tezˇava je tudi v tem, da taksˇne metode
zelo tezˇko razsˇirimo, da bi nasˇle obraze tudi v razlicˇnih polozˇajih, dokler seveda ne podamo
pravil za vse polozˇaje. Taksˇne hevristicˇne metode najbolje delujejo na frontalnih obrazih,
ki so na enolicˇnem ozadju.
Yang in Huang [76] sta uporabila hierarhicˇno metodo, ki temelji na osnovi znanja.
Njun sistem uporablja tri nivoje pravil. Na najviˇsjem nivoju pregledata celotno sliko in
na ta nacˇin najdeta kandidate za obraz. Na vsakem nivoju nizˇje definirata podrobnejˇso
obliko obraza. Na najnizˇjem nivoju so tako opisane posamezne znacˇilke obraza. Hierarhija
se gradi s pomocˇjo zmanjˇsevanja velikosti slike. Pri najnizˇji velikosti oziroma kvaliteti slike
se iˇscˇe obraz na podlagi sledecˇih pravil (Slika 2.1):
12 2. Pregled razlicˇnih tehnik za iskanje obrazov na sliki
1. srediˇscˇe obraza vsebuje 4 slikovne elemente z enotno intenzivnostjo,
2. ti slikovni elementi so obkrozˇeni s slikovnimi elementi enake intenzivnosti in
3. razlika v intenzivnosti med sredinskimi in slikovnimi elementi na robu je velika.
Slika 2.1: Primer obraza, ki se uporablja pri pristopu na osnovi znanja: pravila so defini-
rana na osnovi intenzivnosti slikovnih elementov obraznih znacˇilk.
Kandidati, izbrani na tem nivoju, se nato preverijo na naslednjem nivoju, kjer upora-
bimo pravila na sliki boljˇse kvalitete. Na tem nivoju se na izbranih kandidatih za obraz
uporabi lokalni histogram in metoda za iskanje robov. Kandidati, ki ustrezajo pravilom
na drugem nivoju se nato preverijo sˇe na tretjem nivoju, na katerem se iˇscˇejo znacˇilke,
kot so ocˇi in usta. Rezultati so pokazali, da je na bazi 60 slik, sistem uspesˇno lociral 50
obrazov z 28 napacˇno najdenimi obrazi. Cˇeprav metoda ne daje prevecˇ dobrih rezulta-
tov, je tukaj zelo pomemben pristop, ki uporablja hierarhijo razlicˇnih velikosti slike in
stopnjevanje pravil.
Kotropoulos in Pitas [35] sta predstavila metodo, ki se od prej opisane metode raz-
likuje v tem, da na prvem nivoju uporablja projekcijsko metodo. Naj bo I(x, y) vrednost
slikovnega elementa na polozˇaju (x, y) slike velikosti m × n. Horizontalna in vertikalna
projekcija slike je potem definirana kot: HI(x) =
∑n
y=1 I(x, y) in V I(y) =
∑m
x=1 I(x, y).
Najprej se izracˇuna horizontalni profil slike, na katerem dolocˇata lokalna minimuma levo
in desno stran glave. Vertikalni profil pa na podlagi lokalnih minimumov dolocˇa polozˇaj
obraznih znacˇilk, kot so: ocˇi, nos in usta. To metodo je uporabil tudi Kanade [31] za
uspesˇno odkrivanje robov obraza.
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Metoda je bila preizkusˇena na ACTS M2VTS (MultiModal Verification for Teleservices
and Security applications) podatkovni bazi [51], ki vsebuje video izseke 37 razlicˇnih ljudi.
Vsak posnetek vsebuje samo en obraz na enotnem ozadju. Metoda uspesˇno odkrije 86.5%
vseh obrazov. Metoda potrdi samo tiste kandidate za obraz, pri katerih so najdene vse
znacˇilke obraza. Metoda je neprimerna za sˇumno ozadje in v primeru, ko slika vsebuje vecˇ
obrazov. Za uspesˇnost metode je pomembna tudi pravilna izbira podrocˇja, nad katerim
se vrsˇi iskanje.
2.2 Pristop na osnovi znacˇilk - od spodaj navzgor
V primerjavi z metodami, ki temeljijo na znanju ali s tako imenovanimi metodami od
zgoraj navzdol, so nekateri raziskovalci poizkusili s preiskovanjem slike pri dnu, oziroma s
tako imenovanimi metodami od spodaj navzgor. Pri teh metodah se na sliki najprej poiˇscˇe
taksˇne znacˇilke obraza, ki se ne spreminjajo. Izhajali so namrecˇ iz ugotovitve, da cˇlovek
lahko enostavno prepozna na sliki obraz in objekte v razlicˇnih polozˇajih in osvetlitvah,
torej morajo obstajati taksˇne lastnosti ali znacˇilke, ki se pod temi pogoji ne spreminjajo.
Veliko metod predlaga, da se najprej poiˇscˇejo znacˇilke na podlagi katerih nato sklepamo,
ali je to obraz ali ne. Znacˇilke obraza, kot so obrvi, ocˇi, nos, usta in lasje, se vecˇinoma
iˇscˇe s pomocˇjo metod za iskanje robov. Na podlagi tako najdenih znacˇilk se nato zgradi
statisticˇni model, ki opiˇse njihovo medsebojno odvisnost in potrdi, ali znacˇilke dolocˇajo
obraz. Problem pri teh metodah je, da so znacˇilke velikokrat zakrite z drugimi objekti
ali slabo vidne zaradi razlicˇnih osvetlitev ali sˇuma na sliki. V nekaterih primerih so meje
med znacˇilkami zelo slabe, po drugi strani pa sence povzrocˇajo dodatne robove. Vse te
tezˇave skupaj imajo za posledico manjˇso uporabnost taksˇnih algoritmov. V nadaljevanju
si bomo pogledali posamezne metode, ki uporabljajo razlicˇne znacˇilke oziroma njihovo
kombinacijo za odkrivanje obrazov na slikah.
2.2.1 Metode na osnovi znacˇilk obrazov
Sirohey [61] je predlagal lokalizacijsko metodo za segmentacijo obraza iz sˇumnega ozadja.
Za odstranitev in zdruzˇitev robov je uporabil metodo za iskanje robov in hevristiko, tako
da so se ohranili samo robovi na obrazu. Obrisu obraza je nato prilagodil elipso, s katero
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je locˇil obraz od ozadja. Uspesˇnost tega algoritma je 80% na podatkovni bazi z 48 slikami
na sˇumnem ozadju.
Chetverikov in Lerch [12] sta predstavila enostavno metodo iskanja obrazov s pomocˇjo
regij (ang. blobs) in cˇrt, sestavljenih iz zaporedja isto usmerjenih robov. Njuni modeli so
vsebovali dve temni in tri svetle regije, ki so predstavljale ocˇi, licˇnici in nos. Cˇrte pa so
predstavljale obris obraza, obrvi in lica. Na podlagi dveh trikotnih kombinacij sta nato
iskala ustrezne regije, ki pripadajo obrazu. Tako izbrane regije, ki so jih omejevale cˇrte,
so bile nato potrjene kot kandidati za obraz.
Graf in sodelavci [23] so razvili metodo, ki dolocˇi polozˇaj znacˇilk in obraza na sivinskih
slikah. Po filtriranju s pasovnim (ang. ”band-pass”) filtrom so uporabili morfolosˇke (ang.
morphological) operacije, da so nasˇli regije z visoko intenziteto dolocˇenih oblik, kot so
na primer: ocˇi. Histogram slike je pokazal izrazito konico, na podlagi katere so dolocˇili
mejno vrednost za binarizacijo slike. Na binarni sliki so dolocˇili regije znacˇilk in njihovo
kombinacijo potrdili s klasifikatorjem. Metoda je bila preizkusˇena nad slikami 40 obrazov
in s pomocˇjo 5 video posnetkov, ki so vsebovali od 100 do 200 slik. Ni pa jasno, kako so
bile uporabljene morfolosˇke operacije in kako so bile znacˇilke kandidatov uposˇtevane pri
iskanju obraza.
Leung in sodelavci [38] so izdelali metodo, ki temelji na verjetnosti, za dolocˇitev pozicije
obraza na sˇumnem ozadju. Metoda je osnovana na metodah za iskanje lokalnih znacˇilk
in na preiskovanju nakljucˇnih grafov (ang. random graph matching). Njihov namen je
bil predstaviti problem lokalizacije obraza kot problem ujemanja nakljucˇnih grafov. Cilj
preiskovanja grafov je najti ustrezno postavitev znacˇilk obraza, ki predstavljajo vzorec
obraza. Za opis obraza so uporabili pet obraznih znacˇilk, kot so: obe ocˇesi, nosnici in spoj
med nosom in ustnicami. Med istimi pari znacˇilk so izracˇunali relativno razdaljo in dolocˇili
Gaussovo porazdelitev razdalj na vseh slikah. Koncˇni obrazni vzorec so dolocˇili s pomocˇjo
rezultatov razlicˇno obrnjenih in razlicˇno velikih slik, predhodno obdelanih z Gaussovim
filtrom. Znacˇilke obraza so nato dolocˇili s pomocˇjo primerjave slikovnih elementov z
obraznim vzorcem. Izbrali so dve najboljˇsi znacˇilki in na osnovi teh so nato poiskali ostale.
S pomocˇjo statisticˇnega modela razdalj so nato dolocˇili najboljˇse razporeditve znacˇilk.
Koncˇni kandidati znacˇilk so bili tako sestavljeni samo iz znacˇilk, ki so najbolje ustrezale
razdaljam, dolocˇenimi z modelom. Na ta nacˇin so dolocˇili najboljˇso kombinacijo znacˇilk,
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ki je najverjetneje dolocˇala obraz. Iskanje najboljˇse kombinacije znacˇilk so predstavili kot
problem ujemanja nakljucˇnih grafov. Vozliˇscˇa grafa so predstavljale znacˇilke, povezave
med njimi pa razdalje med znacˇilkami. Verjetnost pravilne postavitve znacˇilk so nato
preverili s pomocˇjo verjetnostne funkcije. Za preizkus so uporabili mnozˇico 150 slik, na
katerih so predpostavili, da je obraz pravilno dolocˇen, cˇe je sistem nasˇel tri znacˇilke v
pravem razmerju. Taksˇen sistem je uspesˇno nasˇel 86% vseh obrazov.
Leung in sodelavci [9, 39] so kasneje namesto medsebojnih razdalj med znacˇilkami
uporabili alternativno metodo, ki je temeljila na statisticˇni teoriji oblike (ang. statistical
theory of shape), ki so jo razvili Kendall [32] ter Mardia in Dryden [41]. Ta metoda
zdruzˇuje verjetnostno funkcijo gostote nad N tocˇkami znacˇilk. Prednost te metode je v
tem, da odkrije tudi delno zakrite obraze. Ni pa znano, ali uspesˇno najde tudi vecˇ obrazov
na sliki.
Yow in Cipolla [82, 83] sta predstavila metodo na osnovi znacˇilk, ki uporablja ve-
liko kolicˇino podatkov iz same slike. Na vhodni sliki najprej uporabita drugi odvod
Gaussovega filtra. Zanimive tocˇke, ki se pokazˇejo na lokalnih maksimumih po imple-
mentaciji filtra, predstavljajo mozˇne kandidate za znacˇilke. Okrog zanimivih tocˇk nato
poiˇscˇeta robove in jih zdruzˇita v regije. Robove zdruzˇujeta na osnovi njihove podobno-
sti v orientaciji in dolzˇini. Izracˇunane lastnosti posameznih regij, kot so dolzˇina robov,
poudarjenost robov in varianca intenzivnosti slikovnih elementov, tvorijo vektor znacˇilk.
Iz ucˇne mnozˇice obraznih znacˇilk nato izracˇunata sˇe povprecˇno vrednost in kovariancˇno
matriko posameznega vektorja znacˇilk. Izbrani del slike je oznacˇen za obrazno znacˇilko,
cˇe je Mahalanobisova razdalja od tako dolocˇenega vektorja znacˇilk pod mejno vrednostjo.
Oznacˇene znacˇilke nato zdruzˇita na podlagi modela znanj, da so med seboj v pravilnem
razmerju. Tako zdruzˇene znacˇilke nato preverita sˇe s pomocˇjo Bayesove mrezˇe. Opazna
prednost te metode je v tem, da najde obraze razlicˇnih orientacij in poz. Uspesˇnost
metode, preizkusˇene na 110 slikah obrazov razlicˇnih velikosti, orientacij in iz razlicˇnih
pogledov, je bila 85%. Neuspesˇna je bila v 28% in delovala je samo na obrazih vecˇjih od
60×60 slikovnih elementov. Naknadno pa je bila metoda dopolnjena sˇe z modeli aktivnih
obrisov (ang. Active contour models).
Han in sodelavci [24] so razvili tehniko na osnovi morfologije za ucˇinkovito iskanje tako
imenovanih ”ocˇem analognih” segmentov (ang. eye-analogue segments). Trdijo, da so
16 2. Pregled razlicˇnih tehnik za iskanje obrazov na sliki
ocˇi in obrvi najbolj poudarjene in nespremenljive znacˇilke obraza. Zaradi tega, dolocˇijo
za ”ocˇem analogne” segmente prav robove, ki so oblikovani v obliki ocˇi. Segmente, ki
predstavljajo ocˇi izlocˇijo s pomocˇjo morfolosˇkih operacij, na podlagi katerih nato iˇscˇejo
ostale znacˇilke obraza, ki so v pravem razmerju z ocˇmi. Najdene kandidate na koncu
sˇe preverijo s pomocˇjo nevronske mrezˇe. Njihovi preizkusi kazˇejo 94% tocˇnost na testni
mnozˇici 122 slik s 130 obrazi.
Amit in sodelavci [3] so predstavili metodo za iskanje oblike, ki so jo uporabili za
iskanje frontalnih obrazov na slikah. Najprej so se osredotocˇili na porazdeljenost robov,
ki je znacˇilna samo za obraze. S pomocˇjo induktivne metode so dolocˇili veliko razlicˇnih
kombinacij robov, ki so neodvisne od razlicˇnih transformacij slike in so bolj znacˇilne za
obraze kot za ozadje. S pomocˇjo algoritma CART [6] so zgradili klasifikacijsko drevo, na
podlagi katerega so nato dolocˇili ali je opazovani del slike obraz ali ne. Njihovi rezultati
na testni mnozˇici 100 slik iz Olivetti podatkovne baze [58] prikazujejo napake, in sicer za
FP 0.2% in za FN 10%.
2.2.2 Metode na osnovi teksture obraza
Cˇlovesˇki obraz ima dolocˇeno teksturo, na podlagi katere ga lahko razlikujemo od drugih
objektov. Augusteijn in Skufca [4] sta razvila metodo, ki sklepa na prisotnost obraza
na sliki na osnovi obrazu podobne teksture. Teksturo izracˇunata s pomocˇjo statisticˇnih
znacˇilk drugega reda (ang. second-order statistical features, SGLD) v slikah velikosti
16×16 slikovnih elementov. Uposˇtevani so trije tipi znacˇilk, kot so kozˇa, lasje in ostale
znacˇilke. Za klasifikacijo sta uporabila nevronsko mrezˇo, za tvorbo razlicˇnih razredov
posameznih znacˇilk pa Kohonenovo samoorganizacijsko mrezˇo znacˇilk (ang. Kohonen
self-organizing feature map). Glede na tocˇnost teksture kozˇe in las sta dolocˇila, ali pripada
dolocˇena tekstura obrazu. Kot rezultat sta podala samo vrednost pravilne klasifikacije
tekstur. Metode pa nista preizkusila za lokalizacijo ali iskanje obrazov.
Dai in Nakano [18] sta predlagano metodo SGLD uporabila tudi za iskanje obrazov.
Kot znacˇilko obraza sta uporabila kozˇno barvo. S pomocˇjo obrazne teksture sta izdelala
model iskanja obrazov na barvnih slikah, s pomocˇjo katerega sta oznacˇila vse barvne regije,
ki so vsebovale obraze. Prednost taksˇnega pristopa je v tem, da s to metodo najdemo
tudi obraze, ki niso nujno pokoncˇni in vsebujejo tudi druge obrazne dodatke, kot so brada
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ali ocˇala. Metoda se je zelo dobro izkazala na preizkusu nad testno mnozˇico 30 slik, ki so
vsebovale 60 obrazov.
2.2.3 Metode na osnovi barve kozˇe
Kozˇna barva se je izkazala za zelo ucˇinkovito znacˇilko, ki se lahko uporablja za iskanje
obrazov ali za sledenje drugim delom telesa, kot so na primer roke. Cˇeprav imajo razlicˇni
ljudje razlicˇno barvo kozˇe, je veliko sˇtudij dokazalo, da je glavna razlika med njimi v nji-
hovi svetlosti in ne toliko v njihovi barvi oziroma kromaticˇnosti barve (ang. chrominance).
Za opis kozˇne barve je bilo uporabljenih zˇe veliko barvnih prostorov: barvni prostor RGB,
normalizirani prostor RGB, barvni prostor HSV oziroma HSI, YCrCb, YIQ, YES, CIE
XYZ in CIE LUV. Posamezni barvni prostori so podrobneje opisani v 3. poglavju. Pred-
laganih je bilo tudi veliko razlicˇnih tehnik za izgradnjo barvnega modela. Najenostavneje
lahko model dolocˇimo s pomocˇjo mejnih vrednosti ali na podlagi pravil. Za kromaticˇni
barvni prostor CrCb, dolocˇimo na primer mejni vrednosti (Cr1, Cr2) in (Cb1, Cb2). Opa-
zovani slikovni element z barvnima komponentoma Cr in Cb torej pripada kozˇni barvi,
cˇe velja: Cr1 ≤ Cr ≤ Cr2 in Cb1 ≤ Cb ≤ Cb2.
Crowley in Coutaz [15, 16] sta kot barvni model uporabila histogram h(r, g) v nor-
maliziranem prostoru RGB. Posamezna barva je predstavljena s pomocˇjo dveh vred-
nosti r in g. Barvni element klasificiramo kot kozˇni, cˇe je h(r, g) ≥ τ . Vrednost τ
oznacˇuje mejno vrednost, ki je izbrana na podlagi histograma ucˇne mnozˇice. Kot naspro-
tje ne-parametricˇnim modelom, za katere se uporablja histogram, se uporabljajo tudi
Gaussovi modeli oziroma mesˇanice Gaussovih modelov (ang. mixture of Gaussians).
Parametri enojnih Gaussovih modelov se dolocˇijo s pomocˇjo metode najvecˇje verjetnosti
(ang. maximum-likelihod). Mesˇanico Gaussovih modelov se uporablja v primeru, cˇe kozˇna
barva razlicˇnih eticˇnih skupin tvori vecˇ razlicˇnih skupkov in ne samo enega samega, tako
kot pri enojnem Gausovem modelu. Parametre za taksˇen model pa obicˇajno dolocˇimo s
pomocˇjo EM algoritma [26, 79].
Jones in Rehg [29] sta izvedla preizkus dveh razlicˇnih tehnik nad priblizˇno enim bi-
lijonom kozˇni barvi podobnih slikovnih elementov v barvnem prostoru RGB. Primerjala
sta mesˇanico Gaussovih modelov in model na osnovi histograma. Na podlagi rezultatov
sta zakljucˇila, da je metoda na osnovi histograma ucˇinkovitejˇsa.
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Barvna informacija je zelo ucˇinkovito orodje za iskanje barvnih regij, kjer se nahaja
obraz ali za dolocˇevanja barvnih regij obraznih znacˇilk. Ta informacija pa je uporabna
samo, cˇe uspesˇno najdemo barvo tudi pod razlicˇnimi svetlobnimi pogoji. Izkazˇe se namrecˇ,
da je oznacˇevanje barv neucˇinkovito, cˇe se osvetlitev na sliki zelo mocˇno spreminja, kajti
videz barve se pod razlicˇno osvetlitvijo zelo spreminja. Zaradi tega pridejo v taksˇnih
primerih v posˇtev metode, ki ohranjajo barvno konstantnost.
McKenna in sodelavci [44] so predstavili prilagodljiv barvni model za sledenje obrazu
pod spremenljivimi svetlobnimi pogoji. Namesto, da se bi zanasˇali samo na barvni model
kozˇe, ki temelji na konstantnosti barve, so uporabili stohasticˇen model, ki se na podlagi
nenehnega ocenjevanja barvne porazdelitve prilagaja spremembam. Rezultati kazˇejo, da
lahko sistem uspesˇno sledi obrazu pod razlicˇnimi pogoji osvetlitve. Seveda pa predlagane
metode ne moremo uporabiti na mirujocˇih slikah.
Za iskanje obrazov na sliki pa samo barva kozˇe ne zadosˇcˇa, zato se metode na osnovi
barv velikokrat uporablja v kombinaciji z drugimi metodami, ki temeljijo na drugih
znacˇilkah. Nekaj taksˇnih sistemov bomo opisali v nadaljevanju.
2.2.4 Metode na osnovi kombinacije razlicˇnih znacˇilk
Predlaganih je bilo veliko metod, ki kombinirajo med seboj vecˇ obraznih znacˇilk. Vecˇina
s pomocˇjo globalnih znacˇilk (kot so barva kozˇe, velikost in oblika obraza), najprej poiˇscˇe
kandidate za obraz. Za potrditev kandidatov pa uporabijo lokalne, bolj podrobne znacˇilke
kot so ocˇi, obrvi, nos ali lasje. Tipicˇen pristop uporabi najprej kozˇi podobno barvo, da
ohrani samo kozˇno barvo. Nato s pomocˇjo metode ”rast regij”dolocˇi regije. Cˇe je oblika
tako zdruzˇenih regij ovalna, postanejo regije kandidati za obraz. Za potrditev kandidatov
za obraz se nato uporabi sˇe lokalne znacˇilke. Poenostavljen pristop uporablja tudi metoda
za iskanje obrazov pri interaktivni instalaciji ”15 sekund slave” [63].
Yachida in sodelavci [11, 75, 74] so predstavili metodo za iskanje obrazov na barvnih
slikah, ki temelji na mehki (ang. fuzzy) logiki. Uporabili so dva mehka modela za pred-
stavitev porazdeljenosti barve kozˇe in barve las v CIE XYZ barvnem prostoru. Za pred-
stavitev obraza na sliki so uporabili pet razlicˇnih modelov: en model za frontalni polozˇaj
obraza in 4 modele za pogled od strani. Vsak model je sestavljen iz m×n celic, ki vsebu-
jejo vecˇ slikovnih elementov. Vsaka celica je opisana s pomocˇjo dveh atributov, ki dolocˇata
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razmerji med kozˇno barvo in barvo las, glede na preostalo barvo celic. Na testni sliki je
lahko vsak slikovni element klasificiran kot obraz, lasje, lasje/obraz ali lasje/ozadje, na
podlagi porazdelitvenih modelov, ki dolocˇata lase in obraz. Tako oznacˇene regije obrazov
in las se nato primerjajo sˇe z obrazu podobnimi modeli in cˇe nato ustrezajo modelu, so
izbrane za kandidate za obraz. S pomocˇjo horizontalnih robov so preverili sˇe pare znacˇilk,
kot so ocˇi in obrvi ter nos in usta, in s tem potrdili, da so kandidati res obrazi.
Sobottka in Pitas [62] sta predlagala metodo za lokalizacijo obraza in izlocˇitev obraznih
znacˇilk na osnovi oblike in barve. Najprej sta sliko barvno segmentirala v HSV barvnem
prostoru. Na ta nacˇin sta na sliki ohranila samo kozˇi podobne regije, ki sta jih s pomocˇjo
metode ”rast regij” zdruzˇila. Zdruzˇevanje regij sta izvedla na pomanjˇsani sliki. Tako
izlocˇeno regijo sta predlagala za kandidata za obraz, cˇe se je ustrezno prilagodila elipsi.
Kandidate sta nato potrdila na podlagi najdenih znacˇilk znotraj elipse. Pri iskanju znacˇilk,
kot sta ocˇi in usta, sta izhajala iz predpostavke, da sta temnejˇse barve kot obraz.
Terrillon in sodelavci [67, 68] so za barvno segmentacijo uporabili Gaussov model. Za
dolocˇitev pravilne oblike obraza pa so izracˇunali 11 osnovnih geometrijskih momentov, s
pomocˇjo katerih so nato naucˇili nevronsko mrezˇo. Preizkuse so izvedli na bazi 100 slik in
dosegli 85% tocˇnost.
2.3 Pristop na osnovi sˇablone
Sˇablona v obliki obraza, ki se uporablja za iskanje obraza, je vecˇinoma pred-pripravljena
ali vnaprej dolocˇena s pomocˇjo parametrov, ki dolocˇajo primerjalne funkcije. Sliko primer-
jamo s sˇablono tako, da izracˇunamo stopnjo ujemanja vzorca z vsakim delcˇkom slike
posebej. Tudi za posamezni obrazni vzorec, kot je vzorec ocˇi, nosa in ust, izracˇunamo
vrednosti ujemanja, na podlagi katerih nato dolocˇimo obraz. Prednost tega pristopa je v
enostavni realizaciji. Dokazano pa je, da s pomocˇjo taksˇnega pristopa ne moremo najti
obrazov razlicˇnih poz, velikosti in oblik. Predlagane so bile razlicˇne tehnike, ki s spre-
menljivimi sˇablonami na razlicˇnih velikostih slik poskusˇajo dosecˇi neodvisnost metode od
velikosti in oblike iskanega obraza.
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2.3.1 Pred-pripravljene sˇablone
O enem od prvih poskusov iskanja frontalnih obrazov na fotografijah je porocˇal Sakai s
sodelavci [57]. Za modeliranje obraza so uporabili razlicˇne podsˇablone za ocˇi, nos, usta in
obris obraza. Vsaka od teh sˇablon je bila predstavljena kot odsek linije. Linije so iz vhodne
slike izlocˇili na podlagi najvecˇje spremembe njihovega naklona in jih nato primerjali s
podsˇablonami. V prvem koraku avtorji izracˇunajo korelacije med podslikami in sˇablono
obrisa obraza, s cˇimer dolocˇijo mozˇne lokacije obrazov. Nato na izbranih podrocˇjih slike
izvedejo sˇe primerjavo z ostalimi podsˇablonami. Povedano z drugimi besedami: v prvem
koraku dolocˇimo srediˇscˇe pozornosti oziroma podrocˇje zanimanja, v drugem koraku pa
poiˇscˇemo podrobnosti, da ugotovimo prisotnost obraza. Ta ideja, da bi obraze iskali s
pomocˇjo podsˇablon samo na izbranih zanimivih podrocˇjih, je bila kasneje sˇe velikokrat
uporabljena.
Craw in sodelavci [13] so predstavili metodo lokalizacije, ki temelji na sˇabloni frontalne
oblike obraza. Za izlocˇanje robov so uporabili Sobelov filter. Robove so nato zdruzˇili in
jih primerjali z obliko obraza. Ko so na sliki nasˇli obliko obraza, so postopek ponovili
pri razlicˇnih velikostih slike, z namenom poiskati posamezne znacˇilke, kot so ocˇi, obrvi in
usta. Kasneje so Craw in sodelavci [14] opisali metodo lokalizacije obrazov z uporabo 40
sˇablon za iskanje znacˇilk obrazov, ter kontrolne strategije ocenjevanja rezultatov, najdenih
s pomocˇjo na sˇablonah temeljecˇih iskalnikov znacˇilk.
2.3.2 Spremenljive sˇablone
Lenitis in sodelavci [36] so opisali obraz s pomocˇjo modela, ki je uposˇteval obliko obraza
in intenzivnost slikovnih tocˇk na obrazu. Na posameznih slikah iz ucˇne mnozˇice so rocˇno
oznacˇili obrise znacˇilk, kot so obris ocˇi, nosa, licˇnic. Nato so posamezne tocˇke obrisov
predstavili s pomocˇjo vektorja. Za predstavitev vseh vektorjev oblik so uporabili model
porazdelitve tocˇk (ang. point distribution model, PDM). Za opis videza obraza na osnovi
intenzivnosti slikovnih tocˇk so uporabili podoben pristop, kot sta ga uporabila zˇe Kirby in
Sirovich [33]. S pomocˇjo modelov tocˇk in modela aktivnih oblik (ang. active shape model,
ASM) so dolocˇili lokacijo obraza in izracˇunali parametre oblike. Obraz so nato pretvorili
v obicˇajno obliko in izlocˇili parametre intenzivnosti. Za klasifikacijo so uporabili obliko
2.4. Pristop na osnovi videza 21
obraza in parametre intenzivnosti. Na sliki 2.2 je prikazan postopek klasifikacije testne
slike obraza.
Slika 2.2: Postopek klasifikacije, ki jo je uporabil Lenitis s sodelavci [36]. Testna slika
se klasificira na podlagi modela oblike in izracˇunanih parametrov oblike ter parametrov
intenzivnosti slikovnih tocˇk.
2.4 Pristop na osnovi videza
V nasprotju s pristopom, ki temelji na sˇabloni, kjer obrazno sˇablono predhodno dolocˇi
ekspert, tukaj vzorec ali sˇablono dolocˇimo sami s pomocˇjo ucˇnih slik.
V glavnem imamo pri pristopu na osnovi videza opraviti s statisticˇno analizo in stroj-
nim ucˇenjem, na podlagi katerega dolocˇimo glavne karakteristike slik obrazov in slik neo-
brazov. Naucˇene karakteristike predstavimo s pomocˇjo modelov porazdelitve ali diskri-
minantnih funkcij (ang. disciminant functions). Sˇtevilo karakteristik pogosto zmanjˇsamo
z namenom vecˇje ucˇinkovitosti ucˇenja in izboljˇsanja delovanja metode.
Veliko metod, ki delujejo na osnovi videza, bi lahko uvrstili med verjetnostne metode.
Na vektor znacˇilk, ki ga dobimo iz slike, namrecˇ lahko gledamo kot na nakljucˇno spre-
menljivko x. To nakljucˇno spremenljivko x lahko oznacˇimo kot obraz ali kot neobraz na
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podlagi verjetnostne porazdelitvene funkcije p(x|face) in p(x|nonface). Za klasifikacijo,
izbrane slike na podlagi izracˇunane verjetnosti lahko uporabimo Bayesov klasifikator ali
metodo maksimalne verjetnosti (ang. maximum likelihood). Bayesovega klasifikatorja ne
moremo neposredno uporabiti iz vecˇ razlogov: dimenzija spremenljivke x je zelo velika,
verjetnostni funkciji p(x|face) in p(x|nonface) pa predstavljata kompleksen model.
Ostale metode, ki uporabljajo za iskanje obrazov pristop na osnovi videza, pa poskusˇajo
najti ustrezno diskriminantno funkcijo (t.i. odlocˇitveno ravnino, razdelitveno hiperravnino
ali mejno funkcijo), ki bo razlikovala med obrazi in neobrazi. Obicˇajno se diskriminantno
funkcijo poiˇscˇe tako, da se vzorce slik preslika v prostor z manjˇso dimenzijo in na podlagi
tega prostora se izoblikuje mejno funkcijo. Drugi nacˇin pa je, da s pomocˇjo nevronskih
mrezˇ poiˇscˇemo ustrezno nelinearno odlocˇitveno ravnino. Pri iskanju ustrezne locˇnice si
lahko pomagamo tudi s pomocˇjo metode podpornih vektorjev. Ta metoda deluje tako,
da vzorce slik predstavi v viˇsjedimenzijskem prostoru in na podlagi tega dolocˇi ravnino,
ki locˇuje med obrazi in neobrazi.
2.4.1 Lastni obrazi (ang. Eigenfaces)
Prvi, ki je uporabil metodo lastnih vektorjev na slikah obrazov je bil Kohonen [34]. Metodo
za prepoznavo normaliziranih obrazov je predstavil s pomocˇjo nevronske mrezˇe. Obraz
je opisal s pomocˇjo lastnih vektorjev korelacijske matrike posameznih slik obrazov. Tako
izracˇunane lastne vektorje slik obrazov so kasneje poimenovali lastni obrazi (ang. eigen-
faces).
Kirby in Sirovich [33] sta pokazala, da lahko mnozˇico razlicˇnih slik obrazov pred-
stavimo z zelo majhnim sˇtevilom linearno odvisnih slik. Za taksˇno predstavitev slik sta
uporabila analizo glavnih komponent (ang. principal component analysis) [27], imenovano
tudi transformacija Karhunen-Loeve ali transformacija Hotelling. Idejo je prvicˇ predstavil
zˇe Pearson leta 1901 in kasneje, leta 1993 sˇe Hotelling.
Vsako sliko dimenzijem×n predstavimo kot vektor dolzˇinem∗n. Bistvo ideje je v tem,
da poiˇscˇemo tisto linearno kombinacijo vektorjev, pri kateri bo srednja kvadratna napaka
preslikave poljubnega vektorja v izbran podprostor najmanjˇsa. Linearno kombinacijo
vektorjev, ki tvorijo podprostor imenujemo lastne slike. Lastne slike so v bistvu lastni
vektorji kovariancˇne matrike, izracˇunane iz vektorsko predstavljenih slik ucˇne mnozˇice.
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Poizkusi z ucˇno mnozˇico 100 slik so pokazali, da lahko sliko velikosti 91 × 50 slikovnih
elementov ucˇinkovito predstavimo s pomocˇjo 50 lastnih slik, pri cˇemer ohranimo dovolj
podobnosti na slikah. V tem poskusu se je ohranilo 95% variance ucˇne mnozˇice.
Turk in Pentland [70] sta analizo glavnih komponent uporabila tako za iskanje, kot
tudi za prepoznavo obrazov. Iz ucˇne mnozˇice sta izracˇunala lastne slike, imenovane tudi
lastni obrazi, ki so predstavljale podprostor vseh slik, oziroma tako imenovan obrazni
prostor. Slike obrazov, ki sta jih predstavila v obraznem prostoru, sta zdruzˇila v skupine.
Podobno sta tudi slike neobrazov predstavila v istem obraznem prostoru in jih zdruzˇila.
Medtem, ko se slike obrazov, predstavljene v obraznem prostoru, niso veliko spremenile,
so se slike neobrazov spremenile. Ali slika vsebuje obraze, sta tako ugotovila s pomocˇjo
izracˇuna razdalje med sliko in obraznim prostorom. Lokalni minimumi na tako izracˇunani
matriki razdalj so predstavljali obraze. Lastne vektorje za razcˇlenitev in povezljivost se
sˇe vedno pogosto uporabljala na podrocˇju iskanja in prepoznave obrazov ter za iskanje
znacˇilk obraza.
2.4.2 Metode na osnovi porazdelitev
Sung in Poggio [66] sta razvila metodo za iskanje obrazov, ki temelji na sistemu po-
razdelitvenih modelov. Pokazala sta, kako se lahko naucˇimo porazdeljenosti slikovnega
vzorca enega razreda s pomocˇjo negativnih in pozitivnih primerov tega razreda. Njun
sistem je sestavljen iz dveh komponent: iz porazdelitvenih modelov za razred obrazov
oziroma za razred neobrazov (Slika 2.3) ter klasifikatorja na osnovi vecˇnivojskega percep-
trona.
Posamezno ucˇno sliko obraza in neobraza sta najprej normalizirala in zmanjˇsala na
velikost 19 × 19 slikovnih elementov. Sliko sta nato obravnavala kot vektor dolzˇine 361
elementov. Tako zgrajene vektorje, oziroma vzorce obrazov in neobrazov, sta na pod-
lagi k-means algoritma razdelila v sˇest skupin. Vsako skupino sta predstavila s pomocˇjo
vecˇdimenzijske Gaussove funkcije s srednjo vrednostjo in kovariancˇno matriko. Na pod-
lagi tako zgrajenega porazdelitvenega modela vzorcev obraza in porazdelitvenega modela
vzorcev neobraza sta dolocˇila dve matriki razdalj. V prvi matriki so Mahalanobisove
razdalje med testnim vzorcem in srediˇscˇem posamezne skupine iz modela. Razdalje so
merjene v dimenzijsko zmanjˇsanem podprostoru, ki ga dolocˇa 75 najvecˇjih lastnih vektor-
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Slika 2.3: Porazdelitvena modela za razred obrazov in neobrazov, ki sta ju uporabila Sung
in Poggio v svojem delu [66]. Posamezen model sestavlja mesˇanica Gaussovih funkcij. Na
desni strani so prikazani centri Gaussovih funkcij.
jev modela. Druga matrika razdalj pa vsebuje evklidske razdalje med testnim vzorcem in
njeno projekcijo v omenjeni 75 dimenzijski podprostor. 12 tako dolocˇenih parov razdalj
nato pripeljeta na vhod nevronske mrezˇe, ki locˇuje obraze od neobrazov. Klasifikator je
naucˇen s standardnim postopkom vzvratnega razsˇirjanja (ang. backpropagation) na 47316
ucˇnih primerih. Od tega je bilo 4150 pozitivnih primerov, ki so predstavljali obraz, ostali
primeri pa niso vsebovali obraza. Poudariti je potrebno, da pozitivnih ucˇnih primerov,
ki predstavljajo obraze ni tezˇko izbrati. Tezˇje je izbrati reprezentativne primere, ki ne
vsebujejo obrazov. Zaradi tega je bila predlagana metoda razmnozˇevanja ucˇnih primerov
(ang. bootstrap), ki dopolnjuje ucˇno mnozˇico neobrazov med samim ucˇenjem. S pomocˇjo
nevronske mrezˇe, naucˇene na podlagi majhne ucˇne mnozˇice neobrazov, izvedemo iskanje
nad poljubnim zaporedjem slik in izberemo napacˇno klasificirane primere. Te primere
nato dodamo v ucˇno mnozˇico kot nove primere neobrazov. Taksˇna tehnika razmnozˇevanja
ucˇnih primerov resˇuje problem slabo dolocˇenih ucˇnih primerov neobrazov in je bila kasneje
sˇe velikokrat uporabljena [48, 53].
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2.4.3 Nevronske mrezˇe
Nevronske mrezˇe se velikokrat uporabljajo pri problemih prepoznavanja vzorcev, kot so
na primer opticˇno prepoznavanje pisave, prepoznavanje objektov ali avtomatsko krmil-
jenje robotov. Problem iskanja obrazov uvrsˇcˇamo med probleme prepoznavanja vzorcev
z dvema razredoma: razredom obrazov in razredom neobrazov, ki vsebuje primere, na ka-
terih ni obraza. Za tako specializiran problem je bilo predlaganih veliko razlicˇnih arhitek-
tur nevronskih mrezˇ. Prednost uporabe nevronskih mrezˇ pri ucˇenju obraznega vzorca
je vsekakor sposobnost mrezˇe, da se lahko naucˇi kompleksnosti vzorca. Za doseganje
sprejemljive uspesˇnosti ucˇenja mrezˇe, pa moramo znati zgraditi ustrezno mrezˇo: dolocˇiti
moramo pravo sˇtevilo nivojev in sˇtevilo nevronov na vsakem nivoju, primerno stopnjo
ucˇenja, itd.
Med vsemi metodami za iskanje obrazov, ki temeljijo na nevronskih mrezˇah, je najpo-
membnejˇse delo avtorja Rowleya s sodelavci [53, 54, 55]. S pomocˇjo vecˇnivojske nevronske
mrezˇe se je naucˇil razlikovati med obrazi in neobrazi, medtem ko je Sung [65] uporabil
nevronsko mrezˇo za dolocˇitev diskriminantne funkcije, ki locˇuje med obrazi in neobrazi.
Za razliko od drugih avtorjev [8, 71], ki so za ucˇenje uporabili eno ali dve nevronski
mrezˇi, je Rowley ucˇinkovitost povecˇal z uporabo vecˇ nevronskih mrezˇ in dodatnimi meto-
dami, s katerimi je izbiral med posameznimi izhodi nevronskih mrezˇ. Njegovo metodo
sestavljata dve glavni komponenti: nevronske mrezˇe za iskanje obrazov in odlocˇitveni
model, ki dolocˇi koncˇno odlocˇitev med vsemi izhodi nevronskih mrezˇ.
Na sliki 2.4 lahko vidimo primer nevronske mrezˇe, ki na vhod sprejme sliko velikosti
20× 20, na izhodu pa vracˇa rezultat v intervalu od -1 do 1. Torej nam za dano sliko na
vhodu vrne nevronska mrezˇa vrednost blizu -1, cˇe na vhodu ni obraza, ali pa vrednost blizu
1, cˇe je na vhodu slika obraza. S pomocˇjo tako definiranega klasifikatorja lahko obraze
na sliki najdemo tako, da preiˇscˇemo posamezne dele celotne slike. Cˇe hocˇemo poiskati
tudi obraze, ki so vecˇji od velikosti 20× 20, pa moramo vhodno sliko primerno zmanjˇsati,
za iskanje razlicˇno obrnjenih obrazov pa moramo preiskovati ustrezno obrnjeno sliko.
Za ucˇenje nevronske mrezˇe je Rowley uporabil okrog 1050 ucˇnih primerov slik obrazov
razlicˇnih velikosti, razlicˇnih polozˇajev in razlicˇnih osvetlitev. Na podlagi rocˇno oznacˇenih
znacˇilk obrazov je slike ustrezno normaliziral in svetlobno popravil. V drugem delu svoje
metode je poiskal obraze, ki so bili vecˇkrat odkriti, in se odlocˇil med posameznimi izhodi
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Slika 2.4: Diagram nevronske mrezˇe, ki jo je uporabil Rowley [53] v svoji metodi za iskanje
obrazov na sliki.
razlicˇnih nevronskih mrezˇ. Za odlocˇevanje je uporabil preprosto odlocˇitveno shemo, ki je
temeljila na logicˇnih operacijah AND in OR in tehniki glasovanja (ang. voting).
Sistem za iskanje obrazov, ki ga je razvil Rowley s sodelavci, je racˇunsko manj zahteven
od sistema, ki sta ga razvila Sung in Poggio [66] in dosega boljˇse rezultate. Oba sistema
pa imata to pomanjkljivost, da lahko najdeta samo obraze, ki so frontalni in pokoncˇni.
Rowley je kasneje svojo metodo nadgradil tako, da najde tudi obraze obrnjene za dolocˇen
kot. To je dosegel s pomocˇjo nevronske mrezˇe, ki ugotovi, za koliko je vhodna slika
obrnjena. Pravilno obrnjeno sliko nato pripelje na vhod prej predstavljene nevronske
mrezˇe, ki razlikuje med obrazi in neobrazi. Taksˇen sistem je od prejˇsnjega slabsˇi pri
pokoncˇnih obrazih, najde pa 76.9% vseh razlicˇno obrnjenih obrazov z zelo majhno napako.
2.4.4 Metoda podpornih vektorjev
Metodo podpornih vektorjev (ang. Support Vector Machines, SVM) je na obrazih prvicˇ
uporabil Osuna [48].
Metoda podpornih vektorjev omogocˇa nov nacˇin ucˇenja, drugacˇen kot smo ga do
sedaj poznali pri klasifikatorjih, kot so Bayesov ali nevronske mrezˇe. Vecˇina postop-
kov ucˇenja temelji namrecˇ na minimizaciji klasifikacijske napake (t.i. empiricˇnega tveg-
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anja), metoda podpornih vektorjev pa deluje na drugacˇen nacˇin. Njen cilj je minimizirati
zgornjo mejo pricˇakovane napake posplosˇitve, kar imenujemo minimizacija strukturnega
tveganja. Klasifikator na podlagi SVM-ja je linearni klasifikator, ki poskusˇa najti taksˇno
hiperravnino, da je pricˇakovana klasifikacijska napaka, za nek neznan primer, najmanjˇsa.
Taksˇno optimalno hiperravnino dolocˇimo s pomocˇjo utezˇene kombinacije majhne domene
ucˇnih vektorjev, ki jih imenujemo tudi podporni vektorji. Na iskanje optimalne hiper-
ravnine lahko gledamo tudi kot na resˇevanje linearnega kvadraticˇnega optimizacijskega
problema z omejitvami.
Metoda podpornih vektorjev je tako cˇasovno kot spominsko zelo zahtevna, kljub temu
pa je Osuna [48] na njeni osnovi izdelal ucˇinkovito metodo za iskanje obrazov. Metodo je
ucˇil na podlagi 10 milijonov ucˇnih primerov velikosti 19× 19 in dobil zelo majhno sˇtevilo
napak pri iskanju. Njegova metoda je tudi 30 krat hitrejˇsa od metode avtorjev Sung in
Poggio [66]. Kasneje so metodo podpornih vektorjev v kombinaciji z metodo valcˇkov (ang.
wavelets) vecˇkrat uporabili za iskanje obrazov in pesˇcev na slikah.
2.4.5 Naivni Bayesov klasifikator
V nasprotju s prej opisanimi metodami, ki modelirajo globalno predstavitev celotnega
obraza, sta Schneiderman in Kanade [59] s pomocˇjo naivnega Bayesovega klasifikatorja
ocenila skupno verjetnost lokalnih znacˇilk (t.i. podregij obraza) in njihov polozˇaj pri
razlicˇnih velikostih obraza. Uposˇtevala sta lokalni videz objekta, saj so nekateri lokalni
vzorci bolj pomembni kot stali. Na primer pri obrazu je vzorec okrog ocˇi veliko bolj izrazit
od vzorca na licih. Naivni Bayesov klasifikator, ki predpostavlja neodvisnost vhodnih
vzorcev, sta uporabila iz dveh razlogov. Prvicˇ, ker dobro dolocˇi samo funkcijo porazdelitve
za posamezne podregije. Drugicˇ pa zato, ker lahko s pomocˇjo naivnega Bayesovega klasi-
fikatorja dolocˇimo posteriorno verjetnost (ang. posterior probability). Pri razlicˇnih ve-
likostih sliko najprej razdelita na podregije. Te podregije nato s pomocˇjo metode PCA
preslikata v nizˇjedimezijski prostor in jih zdruzˇita v koncˇno mnozˇico vzorcev. Vsaki tako
preslikani podregiji priredita verjetnost na podlagi preslikanih vzorcev. Metoda dolocˇi,
da je na sliki obraz, cˇe je razmerje verjetnosti vecˇje od razmerja apriornih verjetnosti. S
93% tocˇnostjo se metoda lahko primerja z metodo na osnovi nevronskih mrezˇ, s tem, da
metoda najde tudi delno nagnjene obraze in obraze s profila.
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2.5 Zakljucˇek
S pomocˇjo predlaganih tehnik, ki smo jih predstavili v tem poglavju, je bilo razvitih zˇe
veliko metod za iskanje obrazov na sliki. Primerjava njihove ucˇinkovitosti pa ni enostavna,
ker veliko metod za preizkus svoje ucˇinkovitosti uporablja razlicˇne testne mnozˇice. Pri
tistih, ki uporabljajo iste mnozˇice slik pa se pojavita dva druga problema. Kot prvicˇ,
raziskovalci razlicˇno intrepetirajo, kaj je uspesˇno najden obraz, in kot drugicˇ, za ucˇenje
uporabljajo razlicˇne ucˇne mnozˇice.
Za preizkus metod sta najvecˇkrat uporabljeni testna mnozˇica MIT, avtorjev Sung
in Poggio [66] in testna mnozˇica CMU, avtorjev Rowley s sodelavci [55]. Mnozˇica MIT
vsebuje 125 slik z 483 obrazi in mnozˇica CMU vsebuje 32 slik z 136 obrazi. Tudi za preizkus
metode BDF (poglavje 5) smo uporabili testne slike, ki so vsebovale samo frontalne obraze
iz teh dveh testnih mnozˇic.
V tabeli 2.1 so zdruzˇeni rezultati pomembnejˇsih metod na osnovi videza, kot so metoda
na osnovi porazdelitev [66], metoda Nevronskih mrezˇ [55], metoda podpornih vektor-
jev [48] in Naivni Bayesov klasifikator, avtorjev Schneiderman in Kanade [59]. Vse metode
so bile preizkusˇene vsaj na eni izmed prej omenjenih testnih mnozˇicah MIT in CMU.
testna baza MIT testna baza CMU
Metoda uspesˇnost(TP) napacˇni(FP) uspesˇnost(TP) napacˇni(FP)
na osnovi porazdelitev ni podatka ni podatka 81.9% 13
nevronske mrezˇe 92.5% 862 90.3% 42
podporni vektorji ni podatka ni podatka 74.2% 20
naivni Bayes 93.0% 88 91.2% 12
Tabela 2.1: Preizkus razlicˇnih metod za iskanje obrazov na testni mnozˇici MIT in testni
mnozˇici CMU.
Poglavje 3
Razlicˇne metode in barvni prostori
za segmentacijo kozˇne barve
Ko gradimo sistem za iskanje obrazov na osnovi kozˇne barve se obicˇajno soocˇimo s tremi
glavnimi problemi. Najprej, kaksˇen barvni prostor naj izberemo, nato, kako naj po-
razdelitev barve kozˇe modeliramo, in koncˇno, na kaksˇen nacˇin naj nadalje obdelamo kozˇne
regije na sliki.
V poglavju 3.1 bom opisal posamezne barvne prostore s poudarkom na tistih, ki jih
lahko uporabimo za segmentacijo kozˇne barve. V naslednjem poglavju 3.2 pa bom naredil
pregled razlicˇnih metod, s pomocˇjo katerih lahko locˇimo kozˇno barvo od drugih barv.
3.1 Pregled barvnih prostorov
Preucˇevanje barv, razvoj racˇunalniˇske grafike in razlicˇni standardi za prenos video signalov
so prinesli razlicˇne barvne prostore z razlicˇnimi lastnostmi. Veliko barvnih prostorov se
uspesˇno uporablja tudi pri modeliranju kozˇe barve za potrebe iskanja obrazov na sliki.
V tem poglavju bomo preucˇili razlicˇne barve prostore in njihove lastnosti, ki ugodno
vplivajo na iskanje kozˇne barve obraza na sliki. V zakljucˇku bomo predlagali najboljˇsi in
najucˇinkovitejˇsi barvni prostor, ki ga bomo v nadaljevanju uporabili pri implementaciji
razlicˇnih metod.
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3.1.1 Barvni prostor RGB (ang. Red, Green, Blue)
Kratice oznacˇujejo posamezne barvne kanale: rdecˇi, zeleni in modri barvni kanal. Uporablja
se predvsem v sistemih, ki za opisovanje barv uporabljajo katodno cev (ang. Cathode Ray
Tube, CRT). Taksˇne naprave so predvsem analogni racˇunalniˇski zasloni. Barvni prostor
RGB uvrsˇcˇamo med barvne prostore, ki so odvisni od naprave. Pri zaslonih to pomeni, da
je prikazana barva odvisna od elektricˇnih karakteristik katodne cevi in samih nastavitev
zaslona. Barvo opiˇsemo s pomocˇjo kombinacije treh barvnih zˇarkov (rdecˇ, zelen, moder),
kjer predstavlja posamezna vrednost kolicˇino posamezne barve v odstotkih. Vrednosti za
posamezni kanal so tako v intervalu [0,1]. V racˇunalniˇstvu je posamezna vrednost barve
predstavljena kot 8 bitna vrednost (28 = 256 razlicˇnih vrednosti), zato posamezno barvo
predstavimo v racˇunalniˇstvu tudi z vrednostmi v intervalu [0, 255], kjer 100% zastopanost
posamezne barve predstavlja vrednost 255.
Barvni prostor RGB je eden izmed najbolj razsˇirjenih barvnih prostorov za obdelavo
in hranjenje digitalnih slik. Barvni prostor RGB si lahko predstavimo s pomocˇjo kocke v
kartezijskem koordinatnem sistemu, kjer os x obicˇajno predstavlja rdecˇo komponento (R),
os y modro (B) in os z zeleno (G) (slika 3.1). Diagonala ki povezuje cˇrno barvo (ang.
black), v tocˇki (0,0,0) in belo (ang. white) v tocˇki (1,1,1), opisuje vse mozˇne sivine
(cˇrtkana cˇrta).
Slika 3.1: Predstavitev barvnega prostora RGB s pomocˇjo kocke.
Barvni prostor RGB zaradi svojih lastnosti ni primeren za barvne analize ter za algo-
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ritme za razpoznavo predmetov. Neugodne lastnosti barvnega prostora RGB so: velika
korelacija med posameznimi barvnimi kanali, znacˇilna neenotna obcˇutljivosti in mesˇanje
kromaticˇnosti barve (ang. chrominance) s svetlostjo (ang. luminance). Posamezne vred-
nosti barvnih kanalov, R, G in B namrecˇ ne predstavljajo samo barve ampak tudi svetlost.
Cˇe sta dve barvi (r1, g1, b1) in (r2, g2, b2) med seboj v istem razmerju:
r1
r2
=
g1
g2
=
b1
b2
oznacˇujeta isto barvo, imata pa lahko razlicˇno svetlost.
Cˇlovesˇki sistem zaznavanja barv se prilagaja na razlicˇno svetlost in na razlicˇne vire
osvetlitev, tako da je zaznavanje barve v razlicˇno osvetljenih okoljih vedno konstantno. Iz
kozˇne barve lahko na taksˇen nacˇin izlocˇimo osvetlitev tudi v primeru, ko sprejemamo manj
barvne informacije. Za razlikovanje kozˇne barve je torej potrebna samo barva, brez infor-
macije svetlosti. Zaradi tega so se, pri sistemih za segmentacijo barve, uveljavili predvsem
barvni prostori, ki vsebujejo samo kromaticˇnost barve. Zaradi svoje enostavnosti pa se
velikokrat uporablja tudi barvni prostor RGB [5, 28]. Uporabljen je tudi za segmentacijo
kozˇne barve v instalaciji 15 sekund slave [63].
3.1.2 Normaliziran barvni prostor RGB ali barvni prostor rg
Normaliziran barvni prostor RGB lahko zelo enostavno dobimo s pomocˇjo normalizacije
treh barvnih vrednosti barvnega prostora RGB:
r =
R
R +G+B
, g =
G
R +G+B
, b =
B
R +G+B
. (3.1)
Ker je vsota vseh treh komponent znana (r + g + b = 1), je tretja komponenta odvecˇ in
jo lahko izpustimo. S tem zmanjˇsamo dimenzijo barvnega prostora iz 3D v 2D. Preostali
komponenti: r in g, obicˇajno imenujemo ”cˇisti barvi”(ang. pure colors).
Z normalizacijo zmanjˇsamo tudi odvisnost tako predstavljene barve od svetlosti (ang.
brightness). Pri predmetih brez leska in pri neuposˇtevanju okoliˇske svetlobe je barva,
predstavljena v tem barvnim prostoru, nespremenljiva na orientacijo opazovanega pred-
meta glede na vir svetlobe. Taksˇna lastnost je pri iskanju objektov na slikah pri razlicˇni
osvetlitvi zelo dobrodosˇla. Cˇe poudarimo sˇe enostavnost preslikave barvnega prostora
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rg iz barvnega prostora RGB vidimo, zakaj je ta barvni prostor tako priljubljen in tudi
najvecˇkrat uporabljen za segmentacijo kozˇne barve na sliki [7, 84, 47, 77].
3.1.3 HSI, HSV, HSL - Hue, Saturation, Intensity (Value, Light-
ness)
Posamezne komponente barvnih prostorov HSI, V, L dolocˇajo posamezne lastnosti barve,
ki se uporabljajo tudi v slikarstvu. Potreba po teh barvnih prostorih se je pojavila z zˇeljo,
da bi lahko posamezno lastnost barve dolocˇili sˇtevilcˇno. Prva vrednost predstavlja barvni
ton (ang. hue). Barvni ton je cˇlovesˇki obcˇutek s katerim presojamo ali je neka povrsˇina
podobna eni barvi oziroma kombinaciji dveh barv, ki jih lahko zaznavamo (rdecˇi, zeleni,
modri). Je funkcija valovne dolzˇine in obicˇajno barvni ton imenujemo kar barva (rdecˇa,
zelena, rumena, modra, itd.). Druga vrednost predstavlja barvno nasicˇenost (ang. satura-
tion). Barvno nasicˇenost lahko opredelimo kot barvitost povrsˇine glede na njeno svetlost
ali kot intenzivnost opazovane barve. Tretja vrednost (I, L, V ) predstavlja svetlost barve
(ang. lightness). Ker je ta vrednost povezana z razlicˇnimi pojmi, kot so intensity, bright-
ness, luminance in lightness, si v nadaljevanju poglejmo njihov pomen.
Intensity (svetilnost): Svetlobni izvor izzˇareva svetlobni tok v razlicˇnih smereh ter z
razlicˇno jakostjo. Vidno intenziteto radiacije v izbrani smeri imenujemo svetilnost (ang.
intensity). Pri slikah merimo s svetilnostjo mocˇ na dolocˇenem intervalu elektromagnetnega
spektra in obicˇajno nas zanima tista mocˇ, ki prihaja iz ali vpada na dolocˇeno povrsˇino.
Svetilnost obicˇajno imenujemo merilo za linearno svetlobo, ki jo predstavimo z enoto: vati
na kvadratni meter.
Brightness (svetlost): Ta izraz je bil definiran s strani CIE (fr. Commission Inter-
nationale de L’Eclairage), kot obcˇutek s katerim cˇlovek zazna, da je neka povrsˇina bolj
ali manj svetla. Ta vrednost obcˇutka je subjektivne narave in nima objektivne merilne
enote.
Luminance (svetlost): CIE je definiral ”luminance”, kot mocˇ svetilnosti, utezˇene s
funkcijo spektralne obcˇutljivosti znacˇilne za cˇlovesˇki vid. Svetlost je v sorazmerju s fizicˇno
mocˇjo. V tem pogledu je enaka svetilnosti (ang. intensity). Ampak spektralna sestava
svetilnosti je v tem primeru poveza z obcˇutljivostjo cˇlovesˇkega vida na svetlost. Svetlost
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lahko izracˇunamo kot vsoto primerno utezˇene linearne svetlobe rdecˇe, zelene in modre
barvne komponente (R,G,B). Po definiciji je svetlost definirana kot:
Y = 0.2125R + 0.7154G+ 0.0721B.
Oznacˇujemo jo tudi s simbolom Y709, kjer sˇtevilka 709 oznacˇuje standard, po katerem
so dolocˇene posamezne utezˇi.
Lightness (svetlost): S cˇlovesˇkim vidom zaznavamo svetlobo nelinearno. Na primer,
izvor svetlobe, ki ima svetilnost samo 18% manjˇso od referencˇne vrednosti svetilnosti, do-
jamemo kot pol svetlejˇse. Svetlost (ang. lightness), ki predstavlja dojemljivost cˇlovesˇkega
vida za svetilnost (Y ), je CIE definiral kot:
L∗ = 116 ∗
(
Y
Yn
) 1
3
− 16, 0.008856 < Y
Yn
,
kjer vrednost Yn oznacˇuje svetilnost referencˇne bele barve. Vrednosti Y/Yn > 0.008856
pripadajo zelo majhnim vrednostim Y in oznacˇujejo zelo temen spekter. V tem primeru
je svetlost kar linearna s koeficientom 903.3. Za prakticˇno uporabo majhne vrednosti
svetilnosti niso pomembne, je pa vazˇno da jo omejimo na vrednost 0. Vrednosti, ki jih
lahko zavzame svetlost so v intervalu [0,1].
Kot smo povedali zˇe v uvodu, sestavljajo barvne prostore HSI, V, L tri komponente,
ki oznacˇujejo barvni ton, nasicˇenost in svetlost barve.
Barvni ton (ang. hue) lahko zavzame vrednosti v intervalu [0,1]. V tem intervalu se
zvrstijo vse barve od rdecˇe, rumene, zelene, modre, vijolicˇaste in nazaj do rdecˇe. Rdecˇo
barvo oznacˇujeta namrecˇ dve vrednosti 0 in 1.
Tudi barvna nasicˇenost (ang. saturation) zavzame vrednosti v intervalu [0,1]. Izbrana
barva v dolocˇenem barvnem tonu je lahko zelo nasicˇena (ne vsebuje bele komponente) ali
pa nenasicˇena (vsebuje odtenke sive barve). Za barvno nasicˇenost lahko recˇemo tudi, da
oznacˇuje cˇistost oziroma zˇivost barve. Majhne vrednosti oznacˇujejo vecˇ bele barve, kar
predstavlja bolj pastelne barve. Zelo majhne vrednosti pa predstavljajo ”izprane”barve.
Za cˇiste barvne tone mora biti vrednost nasicˇenosti maksimalna. Tako imenovane akro-
maticˇne barve (cˇrna, bela, siva) imajo nasicˇenost enako 0.
34 3. Razlicˇne metode in barvni prostori za segmentacijo kozˇne barve
Svetlost (ang. lightness) lahko prav tako zavzame vrednosti v intervalu [0,1] in pred-
stavlja delezˇ cˇrne barve v barvem tonu oziroma kontrolira svetlost barve. Barva z veliko
vrednostjo je bolj svetla, z manjˇso pa manj. Maksimalna vrednost vedno predstavlja belo
barvo ne glede na ton barve, minimalna vrednost pa vedno cˇrno barvo.
Barvni prostor HSL lahko prikazˇemo z modelom dvojnega stozˇca (Slika 3.2a). Ver-
tikalna os predstavlja svetlost L (ang. lightness). Zacˇne se na dnu, pri vrednosti 0, ki
oznacˇuje cˇrno barvo in koncˇa na vrhu pri vrednosti 1, ki oznacˇuje belo barvo. Oddal-
jenost od srediˇscˇa osi predstavlja nasicˇenost S (ang. saturation). Vse tocˇke na vertikalni
osi imajo nasicˇenost enako 0, torej predstavljajo vse odtenke sivine. Tocˇke, ki so bolj
oddaljene od osi imajo vecˇjo nasicˇenost in predstavljajo bolj ”cˇiste”barve. Parameter H
oznacˇuje barvni ton, meri pa se kot velikost kota pri rotaciji okrog sˇesterokotnika.
Barvni prostor HSV pa lahko prikazˇemo z modelom enojnega stozˇca (slika 3.2b). Vred-
nost V ravno tako predstavlja svetlost L (ang. lightness) in zavzema vrednosti 0, na dnu
modela, ki predstavlja cˇrno barvo in vrednost 1 na vrhnji ploskvi, ki predstavlja belo
barvo.
a) b)
Slika 3.2: Predstavitev barvnih prostorov HSL in HSV.
Zaradi intuitivnosti posameznih komponent in eksplicitnega razlikovanja informacije
o svetlosti (ang. luminance) od informacije o barvi oziroma kromatocˇnosti (ang. chromi-
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nance), so ti barvni prostori zelo uporabni za segmenacijo barve [84]. Omenjeni barvni
prostori imajo sˇe druge dobre lastnosti, kot so n.pr. neodvisnost na premocˇno belo
svetlobo in neodvisnost na prostorsko svetlobo za povrsˇine brez leska in povrsˇine, ki
so neposredno obrnjene na izvor svetlobe.
Znane pa so tudi nekatere nezazˇelene lastnosti [52]. Te vkljucˇujejo nepovezanost
barvnega tona, ki je dolocˇen s kotnimi stopinjami in neskladnost izracˇunane svetlosti
barve s cˇlovesˇkim zaznavanjem svetlosti. Na primer, enako svetli barvi rumena in modra
se po izracˇunu med seboj razlikujeta za faktor sˇest.
Posamezne komponente barvnega prostora HSV dobimo s pomocˇjo transformacije:
H = arccos
1
2
((R−G) + (R−B))√
(R−G)2 + (R−G)(G−B) ,
S = 1− 3min(R,G,B)
R +G+B
,
V =
1
3
(R +G+B).
Alternativni izracˇun za komponenti H in S vkljucˇuje v izracˇun tudi logaritem, kar naj bi
zmanjˇsalo odvisnost kromaticˇnosti barve od njene svetlosti.
Polarne koordinate, v katerih merimo vrednost H, naredijo te barvne prostore nepri-
merne za modeliranje barvne kozˇe na podlagi ucˇne mnozˇice, zaradi tega se uporablja pred-
stavitev teh barvnih prostorov v kartezijskih koordinatah: X = S ∗ cosH, Y = S ∗ sinH.
3.1.4 TSL - Tint, Saturation, Lightness
Normaliziran barvni prostor TSL je spremenjen normaliziran barvni prostor RGB, tako
da so vrednosti bolj intuitivne glede na izbiro barvnega tona in nasicˇenosti. Pri temu
prostoru imamo opravka z RGB komponentami, ki so gama-korekcijsko popravljene in
tako popravljene vrednosti bomo oznacˇevali z R′, G′, B′. Za transformacijo iz barvnega
prostora R′G′B′ v barvni prostor TSL uporabimo sledecˇe formule:
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S =
√
9(r′2 + g′2)
5
,
T =

arctan(r′/g′)/2pi + 1/4; g′ > 0,
arctan(r′/g′)/2pi + 3/4; g′ < 0,
0; g′ = 0
L = 0.299R′ + 0.587G′ + 0.114B′,
kjer je r′ = r− 1/3, g′ = g − 1/3. Vrednosti r in g pa izhajata iz enacˇbe 3.1. Vrednost T
predstavlja barvni ton, vrednost S nasicˇenost barve in vrednost L svetlost barve (za gama-
korekcijsko popravljene barvne vrednosti R,G,B). Vrednosti S, T in L pred uporabo
normaliziramo na interval [0,1].
Terrillon [69] je primerjal med seboj devet razlicˇnih barvnih prostorov. Njihove barvne
komponente, ki predstavljajo kromaticˇnost, je uporabil za modeliranje barve kozˇe s pomocˇjo
Gaussove porazdelitvene funkcije. Ugotovil je, da je normaliziran barvni prostor TSL
dalecˇ najboljˇsi za taksˇno opravilo. Vrednosti T in S namrecˇ za barvo kozˇe tvorijo do-
volj ozek in enoten prostor, da ga lahko opiˇsemo z enim samim Gaussovim modelom
porazdelitve. Tudi Brown [7] je pri svojem delu uporabil ta barvni prostor.
3.1.5 Y’CrCb barvni prostor
V to skupino barvnih prostorov sodijo sˇe podobni barvni prostori kot so Y ′U ′V ′ ali EBU ,
Y ′I ′Q′, itd. Uporabljajo se pri televizijskih oddajnih sistemih. Y ′I ′Q′ in Y ′U ′V ′(EBU)
barvna prostora sta analogna in se uporabljata za televizijska standarda NTSC in PAL,
medtem ko je Y ′CrCb digitalni standard. Njihova glavna znacˇilnost je, da locˇijo RGB
komponente na svetlost (Y ′) in barvo (Cr,Cb). To je lahko uporabno v aplikacijah za
stiskanje slik (tako digitalnih kot analognih). Ti prostori pa niso pretirano intuitivni za
izbiro barv. Tudi pri teh prostorih uporabljamo gama-korekcijsko popravljene komponente
barvnega prostora RGB, ki jih lahko spremenimo v sami video kameri ali s pomocˇjo
korekcijske tabele. Vsaka od teh komponent prispeva drugacˇen delezˇ k osvetlitvi, ki jo
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oko zaznava, zaradi treh razlicˇnih tipov cˇepkov v cˇlovesˇkem ocˇesu. Novo vrednost Y ′, ki
se pojavlja v teh barvnih prostorih tako izracˇunamo kot:
Y ′ = 0.299R′ + 0.587G′ + 0.114B′.
Vrednost Y ′ imenujemo ”Luma”in oznacˇuje svetlost barve. Ker so vse tri popravl-
jene RGB vrednosti normalizirane je tudi vrednost Y ′ normalizirana na obmocˇju [0,1].
Komponenti, ki oznacˇujeta barvo oziroma kromaticˇnost barve pa oznacˇimo z U ′ in V ′.
Izracˇunamo pa ju kot razliko: U ′ = B′ − Y ′ in V ′ = R′ − Y ′. Njuno vrednost si
lahko predstavljamo kot vsebnost ali pomanjkanje modre oziroma rdecˇe komponente v
barvi. Ker so vse vrednosti R′, G′, B′ in Y ′ normalizirane na obmocˇju [0,1] ni tezˇko ugo-
toviti, da je vrednost U ′ dolocˇena na obmocˇju [−0.886,+0.886] in vrednost V ′ na obmocˇju
[−0.701,+0.701]. Normalizirani vrednosti za U ′ in V ′ oznacˇujemo s komponentama Cb
in Cr:
Cb = (U ′/2) + 0.5, Cr = (V ′/1.6) + 0.5.
Omenjeni barvni format Y ′CbCr se obicˇajno uporablja za digitalni video in racˇunalniˇsko
grafiko. Metode za stiskanje slik in videa predpostavljajo, da so slike predstavljene v tem
barvnem prostoru. Posebnost tega barvnega prostora je v tem, da je sprememba svetlosti
(Y ′) veliko bolj opazna kot sprememba barve (Cb,Cr). Metode za stiskanje zato poskusˇajo
pri zmanjˇsevanju informacij cˇimbolj ohraniti komponento Y , medtem ko lahko informa-
cijo o barvi zmanjˇsajo brez vecˇjih posledic za kvaliteto. Zaradi enostavne pretvorbe RGB
signala in razlikovanja svetlosti od barve je tudi Y ′CbCr barvni prostor zelo priljubljen
pri modeliranju kozˇne barve [50, 84, 45, 25, 1, 10].
Med ostalimi barvnimi prostori, ki so tudi linearne preslikave barvnega prostora RGB
in bi jih zaradi tega lahko uvrsˇcˇali v to skupino, so bili za segmentiranje kozˇne barve
uporabljeni sˇe barvni prostori Y ES [56], Y UV [42] in Y IQ [5, 17].
3.1.6 Barvna prostora CIE-Luv in CIE-Lab
Izraz ”kozˇna barva”ne oznacˇuje fizicˇne lastnosti objekta, ampak je bolj predmet zazna-
vanja in zaradi tega je ta pojem bolj povezan s subjektivnostjo cˇlovesˇkega zaznavanja.
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Zaradi tega bi predstavitev barve, ki je blizˇje cˇlovesˇkemu zaznavanju, lahko pripomogla k
boljˇsim metodam za iskanje kozˇne barve. Barvna prostora CIE Lab in CIE Luv sta skoraj
linearna glede na cˇlovesˇko zaznavanje barv oziroma se temu od vseh barvnih prostorov sˇe
najbolj priblizˇata. Izhajata iz barvnega sistema, ki ga je definiral CIE (fr. Commission
Internationale de L’Eclairage).
Barvni sistem XYZ
Zˇe leta 1931 je CIE standardiziral barvni sistem XY Z. Definiral ga je tako, da klasificira
barvo na osnovi sistema cˇlovesˇkega vida. S primerjanjem barve spektra s tremi barvnimi
svetlobnimi viri je CIE izmeril obcˇutljivost treh pasovnih sˇirin v ocˇesu. Porazdelitev
mocˇi spektra barve je razbita s funkcijami obcˇutljivosti tako, da dobimo kot rezultat tri
vrednosti X, Y in Z. Te tri vrednosti ne predstavljajo nobene prave barve, ampak lahko
z njihovo linearno kombinacijo, xX+yY + zZ dobimo katero koli barvo. Vrednosti x, y, z
so pozitivne in velja x+y+z = 1. Vrednost Y predstavlja svetlost, ostali dve komponenti
X in Z pa opisujeta barvo oziroma kromaticˇnost. Posamezno barvo v tem sistemu lahko
dolocˇimo s pomocˇjo vrednosti x in y in tako dobimo barvni prostor Y xy:
x =
X
X + Y + Z
, y =
Y
X + Y + Z
.
Dolocˇimo lahko tudi tretjo koordinato, vendar je ta nepotrebna, saj velja x+ y + z = 1.
Vse barve lahko tako prikazˇemo na pripadajocˇi ravnini na tako imenovanem CIE kro-
maticˇnem diagramu (Slika 3.3).
Cˇiste barve lezˇijo na krivulji, ki oznacˇuje valovne dolzˇine od 420nm do 660nm. Krivulja
ima obliko konjskega kopita. Oznacˇena tocˇka w na sredini oznacˇuje cˇisto belo barvo, ki
ni nasicˇena (vrednost saturation je 0) in se v praksi uporablja za primerjavo med belimi
barvami. Pripadajocˇi trikotnik, ki lezˇi znotraj krivulje, pripada RGB barvni lestvici.
Robovi trikotnika pripadajo posameznim barvnim komponentam R, G in B. Posamezne
barve pa dobimo z linearno kombinacijo posameznih komponent, kar predstavlja notran-
jost trikotnika. Iz slike lahko vidimo, da katere koli tri vrednosti komponent barvnega
prostora RGB ne morejo zajeti vseh barv, ki jih predstavlja notranjost krivulje. Iz tega
sledi, da s pomocˇjo barvnega prostora RGB ne moremo predstaviti vseh barv. Tezˇava Y xy
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Slika 3.3: CIE kromaticˇni diagram za prikaz barv v Y xy barvnem prostoru. Trikotnik
oznacˇuje barvni prostor RGB.
barvnega prostora pa je mocˇna nelinearnost glede velikosti enote, ki predstavlja razliko
med dvema barvama. Razlika med posameznima barvama namrecˇ ni konstantna.
CIE-YUV
CIE-Y uv(1960) je linearna transformacija prostora Yxy z namenom zmanjˇsati nelinear-
nost glede velikosti enote. S tem sistemom nelinearnost zmanjˇsamo, a sˇe vedno ne dovolj,
da bi bila razdalja med dvema barvama konstantna. Transformacija je sledecˇa:
u =
2x
6y − x+ 1.5 , v =
3y
6y − x+ 1.5 .
Dolocˇili bi lahko tudi tretjo koordinato, a je to nepotrebno, saj velja: u+ v + w = 1.
Da bi obstojecˇo nelinearnost zmanjˇsali se je pojavila sˇe linearna transformacija Y u′v′,
ki pa je sˇe vedno relativno neucˇinkovita z vidika zmanjˇsanja nelinearnosti. Vrednosti Y
in u sta ostali nespremenjeni:
u′ = u =
2x
6y − x+ 1.5 , v
′ = 1.5v
4.5y
6y − x+ 1.5 .
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CIE-Luv
Osnova za barvni prostor CIE-Luv je bil barvni prostor CIE-Y u′v′. Glavni namen uvedbe
tega barvnega prostora je bil sˇe vedno linearizacija vektorja razlik med barvami. CIE-Luv
je nelinearen barvni prostor, ki ima tudi obratno transformacijo. Barvna informacija je
centralizirana na vrednost bele tocˇke barvnega sistema, ki je v enacˇbi podpisana s cˇrko
n. Nelinearna transformacija vrednosti (Y/Yn), ki oznacˇuje relativno svetlost poskusˇa
posnemati logaritemsko odzivnost ocˇesa na svetlobo:
L =
116
(
Y
Yn
) 1
3 − 16; ce Y
Yn
> 0.008856
903.3
(
Y
Yn
) 1
3 − 16; ce Y
Yn
≤ 0.008856
u = 13(L)(u′ − u′n), v = 13(L)(v′ − v′n).
Vrednost L je definirana na intervalu [0,100] za relativno svetlost (Y/Y n), ki je defini-
rana na intervalu [0,1]. Obstajajo sˇe trije izpeljani parametri v polarnem koordinatnem
sistemu, ki dolocˇajo barvo, ki je blizˇje cˇlovesˇki predstavitvi: kromaticˇnost c, barvo tona
huv in nasicˇenost suv. Ti trije parametri dolocˇajo barvna prostora kot sta CIE-Lhs in
CIE-Lhc.
CIE-Lab
CIE-Lab barvni prostor ima vse lastnosti in znacˇilnosti barvnega prostora CIE-Luv, s
to razliko, da izhaja iz barvnega sistema CIE-Y XZ in ima zaradi tega tudi drugacˇno
transformacijo za vrednosti a in b. Vrednost L pa ostaja enaka.
a = 500 ∗ (f(X/Xn)− f(Y/Yn)),
b = 200 ∗ (f(Y/Yn)− f(Z/Zn)),
kjerje f(t) =
t
1
3 ; ce t > 0.008856,
7.787 ∗ t+ 16/116; ce t ≤ 0.008856.
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Tudi pri tem barvnem prostoru imamo mozˇnost boljˇse predstavitve barv s polarnimi
koordinatami. V tem sistemu ne moremo izraziti vrednosti nasicˇenosti barve (ang. sat-
uration), zato lahko izpeljemo samo barvni prostor CIE-Lch, kjer c dolocˇa kromaticˇnost
in h barvo tona.
Ko dolocˇamo transformacijo na sistemih s katodno cevjo, CRT, obicˇajno vzamemo za
referencˇno belo tocˇko kar belo tocˇko, ki je definirana na taksˇnem CRT sistemu. Barvna
prostora CIE-Luv in CIE-Lab najboljˇse posnemata cˇlovesˇko dojemanje svetlobe in barv.
K temu seveda pripomore zapletena pretvorba iz barvnega prostora RGB, kar vzame zelo
veliko racˇunskega cˇasa. Kljub temu se ta dva prostora veliko uporabljata pri iskanju kozˇne
barve na sliki. Barvna prostora CIE-Luv in CIE-Lab sta bila uporabljena v [79, 80, 84, 60].
Osnovni barvni prostor CIE-Yxy pa je v svojem delu uporabil Terrillon [69].
3.1.7 Razmerja med RGB kanali
Znano je, da barva kozˇe vsebuje zelo veliko rdecˇe barvne komponente. Zaradi tega se za,
iskanje kozˇne barve, veliko uporablja razmerje med rdecˇim barvnim kanalom in ostalima
barvnima kanaloma G in B. Razmerje R/G sta uporabila Wark in Sridharan [73]. Ostala
razmerja, kot so R/G in G/B pa so bila preizkusˇena v delu Branda in Masona [5].
3.2 Modeliranje kozˇne barve
Glavni cilj iskanja obrazov na osnovi barv je zgraditi taksˇno odlocˇitveno pravilo, ki bo
razlikovalo med slikovnimi elementi barve kozˇe in ostalih barv, ki predstavljajo ”nekozˇno
barvo”. To je obicˇajno povezano z merilom, ki meri oddaljenost slikovnega elementa
izbrane barve od barve kozˇe. V nadaljevanju bomo predstavili razlicˇne metode, s katerimi
lahko dolocˇimo taksˇno merilo. Pri prvi metodi omejimo barvni prostor na podlagi pravil,
pri drugih dveh pa zgradimo merilo na podlagi barvnega modela.
3.2.1 Eksplicitno dolocˇene meje
Najpreprostejˇsa metoda za izgradnjo klasifikatorja je eksplicitno dolocˇanje mej, ki ome-
jujejo podrocˇje kozˇne barve. Te meje dolocˇimo s pomocˇjo pravil. Podrocˇje znotraj teh
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meja dolocˇi tako imenovani klaster ali kozˇni grozd. Tako definirana pravila smo uporabili
tudi pri postopku izlocˇanja kozˇne barve v interaktivni instalaciji: ”15 sekund slave” [63].
Enostavnost te metode je pritegnila tudi veliko drugih raziskovalcev, ki so jo uporabili
pri segmentaciji kozˇne barve [1, 19, 30]. Prednost te metode je prav njena enostavnost,
ki omogocˇa izgradnjo zelo hitrega klasifikatorja. Glavna slabost pa je v tem, da moramo
za dobro klasifikacijo izbrati ustrezen barvni prostor in natancˇno dolocˇiti pravila.
Da bi premagali ti dve slabosti, je bila predlagana metoda, ki s pomocˇjo strojnega
ucˇenja dolocˇi primeren barvni prostor in izbere optimalno pravilo [22]. Avtorji zacˇnejo z
normaliziranim barvnim prostorom RGB in nato postopno izvajajo indukcijski algoritem
izgradnje (ang. Constructive induction algorithm), ki zgradi novo mnozˇico atributov. Ta
mnozˇica se zgradi na podlagi normalizirane trojice r, g in b in konstantne vrednosti 1/3
ter preprostih aritmeticˇnih pravil. Za vsako mnozˇico atributov nato dolocˇijo odlocˇitveno
pravilo, ki najbolje locˇuje med obrazi in ne-obrazi. Avtorji preprecˇijo iskanje prevecˇ
kompleksnih pravil, ker bi to lahko vodilo k prevelikemu ujemanju z ucˇno mnozˇico, ki se
lahko pojavi tudi, cˇe imamo opraviti s premalo reprezentativno ucˇno mnozˇico. S pomocˇjo
tako najdenih pravil so nad svojo testno mnozˇico dosegli boljˇse rezultate, kot z Baysovim
klasifikatorjem.
3.2.2 Neparametricˇno modeliranje
S pomocˇjo neparametricˇne metode zgradimo porazdelitev kozˇne barve iz ucˇnih primerov,
brez predhodno izpeljanega eksplicitnega modela. Taksˇno porazdelitev najvecˇkrat imenu-
jemo tudi SPM (ang. Skin Probability Map), ki vsaki diskretni vrednosti barvnega pro-
stora pripiˇse verjetnost, da ta pripada kozˇni barvi.
Normalizirana tabela stanj (ang. Lookup table, LUT)
Veliko algoritmov za iskanje in sledenje cˇlovesˇkemu obrazu uporablja za segmentacijo
obrazne barve metodo, ki temelji na barvnem histogramu [84, 29]. Barvni prostor oziroma
njegov kromaticˇni del se najprej razbije na enake dele. Vsak tako razdeljen del pripada
dolocˇenemu barvnemu podrocˇju parov v 2D barvnem prostoru ali trojic v 3D barvnem
prostoru. Tako zgrajen histogram v 2D ali 3D prostoru nato predstavimo s pomocˇjo tabele
3.2. Modeliranje kozˇne barve 43
stanj LUT (ang. lookup table). Posamezen del tabele vsebuje sˇtevilo, kolikokrat se je
dolocˇena barva, ki pripada temu obmocˇju, pojavila v ucˇni mnozˇici obrazov. Po koncˇanem
postopku gradnje histograma oziroma ucˇenja, dobljeni histogram normaliziramo tako, da
predstavljajo vrednosti histograma diskretno verjetnostno porazdelitev:
Pskin =
skin[c]
Norm
, (3.2)
kjer predstavlja skin[c] sˇtevilo pojavljanja dolocˇene barve c v histogramu. Norm je
normalizacijska konstanta, dolocˇena kot vsota vseh vrednosti v histogramu [28] ali mak-
simalna vrednost v histogramu, ki pripada dolocˇenemu obmocˇju [84]. Tako normalizirana
vrednost Pskin nam predstavlja verjetnost, da izbrana barva c pripada kozˇni barvi.
Bayesov klasifikator
Vrednost Pskin(c) dolocˇena v enacˇbi 3.2 je pravzaprav pogojna verjetnost P (c|skin).
Dolocˇa vrednost verjetnosti opazovane barve c, ob prepostavki da je to kozˇna barva.
Bolj primerno merilo za razlocˇevanje kozˇne barve bi bila vrednost P (skin|c), ki dolocˇa
vrednost verjetnosti kozˇne barve pri dolocˇeni barvi c. Za izracˇun te verjetnosti uporabimo
Bayesovo pravilo:
P (skin|c) = P (c|skin)P (skin)
P (c|skin)P (skin) + P (c|¬skin)P (¬skin) , (3.3)
Vrednosti za verjetnosti P (c|skin) in P (c|¬skin) izracˇunamo neposredno iz barvnega
histograma (enacˇba 3.2). Apriorni verjetnosti P (skin) in P (¬skin), pa lahko dolocˇimo iz
celotnega sˇtevila vseh primerov obrazov in neobrazov ucˇne mnozˇice [28, 84]. Kot pravilo
za iskanje obrazne barve lahko uporabimo neenacˇbo P (skin|c) ≥ Θ, kjer je Θ mejna
vrednost. Na podlagi pravila lahko nato izriˇsemo krivuljo ROC (ang. receiver operating
characteristic). Krivulja ROC prikazuje razmerje med pravilno in napacˇno klasificiranimi
barvnimi elementi kozˇe za dano pravilo, kot funkcijo mejne vrednosti Θ. Iz krivulje lahko
ugotovimo, da je klasifikacijsko pravilo P (skin|c) ≥ Θ neodvisno od izbire apriornih
verjetnosti. Ta ugotovitev izhaja zˇe iz same narave Bayesovega klasifikatorja. Iz tega
sledi, da izbira apriorne verjetnosti P (skin) vpliva samo na izbiro mejne vrednosti Θ.
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Izracˇunu vrednosti celotne verjetnosti po enacˇbi 3.3 se lahko izognemo, saj potrebu-
jemo samo primerjavo med P (skin|c) in P (¬skin|c), ki jo lahko zapiˇsemo kot:
P (skin|c)
P (¬skin|c) =
P (c|skin)P (skin)
P (c|¬skin)P (¬skin) . (3.4)
Primerjava enacˇbe 3.4 z mejno vrednostjo Θ nas pripelje do odlocˇitvenega pravila
za iskanje barve obraza oziroma neobraza. Po dolocˇenem preurejanju lahko odlocˇitveno
pravilo zapiˇsemo kot:
P (skin|c)
P (¬skin|c) > Θ, (3.5)
Θ = K × 1− P (skin)
P (skin)
(3.6)
To pravilo nam tudi pokazˇe, zakaj izbira apriornih verjetnosti ne vpliva na splosˇno
obnasˇanje klasifikacijske metode, kajti za katero koli apriorno verjetnost P (skin) je mogocˇe
izbrati primerno vrednost konstante K, ki nam bo dala enako mejno vrednost Θ.
Metoda SOM (ang. Self Organizing Map)
Samoorganizacijska mrezˇa (SOM), ki jo je v osemdesetih odkril Kohonen je danes najpop-
ularnejˇsa mrezˇa med nenadzorovanimi nevronskimi mrezˇami. V delu [7] so jo uporabili
za izgradnjo klasifikatorja, ki locˇuje barvo kozˇe. Zgradili so dve mrezˇi: prva predstavlja
samo barvo kozˇe, druga predstavlja tako barvo kozˇe kot tudi druge barve. Mrezˇo so
naucˇili s pomocˇjo ucˇne mnozˇice 500 rocˇno oznacˇenih slik obrazov. Ucˇinkovitost metode
so preizkusili na ucˇni in testni mnozˇici avtorjev ter na Compaqovi bazi obrazov [28].
Na SOM mrezˇi so bili uporabljeni razlicˇni barvni prostori, kot so normaliziran prostor
RGB, barvni prostor HS, kartezijski barvni prostor HS in kromaticˇni del barvnega pros-
tora TSL. Rezultati so pokazali, da uporaba razlicˇnih barvnih prostorov ne vpliva vidno
na ucˇinkovitost same metode. Metoda s pomocˇjo SOM mrezˇe je na avtorjevi preizkusni
mnozˇici primerov pokazala boljˇse rezultate kot pri uporabi Gaussovega modela, po drugi
strani pa je bila na Compaqovi bazi slabsˇa od metode na osnovi histograma barvnega
prostora RGB. Avtorji [28] so tudi poudarili, da metoda na podlagi SOM mrezˇe ocˇitneje
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manj obremeni vire v primerjavi z metodami na osnovi histograma oziroma na podlagi
modela. Mrezˇe SOM so primerne tudi za implementacijo v realnem cˇasu, na primerni
strojni opremi, ki podpira taksˇne mrezˇe.
Povzetek neparametricˇnih metod
Glavne prednosti neparametricˇnih metod so:
• hitrost pri ucˇenju in med samo uporabo,
• teoreticˇna neodvisnost od porazdelitve kozˇne barve.
Predvsem zadnja lastnost za ostali dve metodi (na osnovi pravil in parametricˇnih
metod) ne velja. Slabosti neparametricˇnih metod so:
• za delovanje potrebujejo veliko prostora,
• ne omogocˇajo interpolacije ali generalizacije ucˇnih podatkov.
Da zmanjˇsamo prostorsko zahtevnost metode in sˇe vedno dovolj locˇimo ucˇne primere,
lahko ustrezno zmanjˇsamo barvni prostor. Cˇe imamo na primer barvni prostor RGB
in vsako barvo predstavimo z 8 biti, moramo imeti 224 = 16 milijonov elementov, da
shranimo vse verjetnosti za barvo kozˇe. Preizkus razlicˇnih velikosti barvnega prostora
RGB je pokazal, da je izbira: 32× 32× 32 najprimernejˇsa [28].
3.2.3 Parametricˇne metode
Metode, ki temeljijo na neparametricˇnih modelih histogramov potrebujejo za svoje de-
lovanje veliko prostora, njihova uspesˇnost pa je mocˇno odvisna od ucˇne mnozˇice. Cˇe
potrebujemo bolj splosˇen model kozˇne barve, ki omogocˇa posplosˇevanje in interpolacijo
ucˇni primerov, moramo uporabiti modele kozˇne porazdelitve, ki so odvisni od parametrov
oziroma tako imenovane parametricˇne modele (ang. parametric models).
46 3. Razlicˇne metode in barvni prostori za segmentacijo kozˇne barve
Enojni Gaussov model
Porazdelitev kozˇne barve lahko modeliramo s pomocˇjo elipticˇne Gaussove verjetnostne
funkcije PDF (ang. probability density function), ki je definirana kot:
P (c|skin) = 1
2pi|Σs|1/2 · e
− 1
2
(c−µs)TΣ−1s (c−µs). (3.7)
Vhodni vektor c predstavlja barvo. Parametra porazdelitve µs in Σs oznacˇujeta vektor
povprecˇnih vrednosti in kovariancˇno matriko. Parametra µs in Σs, izracˇunamo iz ucˇne
mnozˇice slik obrazov:
µs =
1
n
n∑
j=1
cj, Σs =
1
n− 1
n∑
j=1
(cj − µs)(cj − µs)T (3.8)
Vrednost n predstavlja celotno sˇtevilo vseh ucˇnih primerov cj. V nasˇem primeru so
to slikovni elementi, ki predstavljajo kozˇno barvo. Izracˇunano verjetnost P (c|skin) lahko
uporabimo neposredno, kot merilo kako podobna je izbrana barva c kozˇni barvi [45].
Ekvivalentno pa lahko kot merilo uporabimo tudi razdaljo vektorja c od vektorja povprecˇij
µs ob uposˇtevanju kovariancˇne matrike Σs [69]:
λs = (c− µs)TΣ−1s (c− µs). (3.9)
Ta razdalja se imenuje Mahalanobisova razdalja (ang. Mahalanobis distance). Enojni
Gaussov model so v svojih delih uporabili [25, 79].
Mesˇanica Gaussovih modelov
Mesˇanica Gaussovih modelov (ang. Mixture of Gaussians) je sestavljena iz vecˇ Gausso-
vih modelov in omogocˇa modeliranje kompleksno porazdeljenih struktur. Je posplosˇitev
navadnega enojnega Gaussovega modela. Verjetnostno funkcijo porazdelitve v tem primeru
lahko zapiˇsemo kot:
P (c|skin) =
k∑
i=1
pii · Pi(c|skin), (3.10)
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kjer predstavlja k sˇtevilo vseh mesˇanih komponent. Mesˇani parametri so predstavljeni z
vrednostjo pii, katerih vsota je normalizirana konstanta:
∑k
i=1 pii = 1. Vrednosti Pi(c|skin)
pa predstavljajo posamezne funkcije Gaussove porazdelitve, vsaka s svojo povprecˇno vred-
nostjo in kovariancˇno matriko. Ucˇenje samega modela in s tem dolocˇitev parametrov mo-
dela dolocˇimo z dobro znanim iterativnim postopkom, znanim kot EM (ang. Expectation-
Maximization) algoritem. Ta algoritem predpostavlja vnaprej znano sˇtevilo mesˇanih kom-
ponent k. Sam postopek EM algoritma je opisan v [79, 69]. Klasifikacijo s pomocˇjo
mesˇanice Gaussovih modelov nato dolocˇimo s primerjavo izracˇunane verjetnosti P (c|skin)
z dolocˇeno mejno vrednostjo.
Zelo pomembna je pravilna izbira sˇtevila komponent k. Po eni strani mora model
dovolj dobro opisovati ucˇno mnozˇico, po drugi pa ne sme biti prevecˇ kompleksen, da se ne
prilagodi prevecˇ na ucˇno mnozˇico (ang. over-fitting). Sˇtevilo uporabljenih komponent se
od raziskovalca do raziskovalca zelo razlikuje. Nekateri uporabljajo samo 2 komponenti,
nekateri pa 16 komponent. S pomocˇjo preizkusˇanja sta avtorja Yang in Ahuja [79] izbrala
2 komponenti. Kot dober kompromis med tocˇnostjo in kompleksnostjo pa je Terrillon [69]
izbral 8 komponent. Mesˇanico Gaussovih modelov so uporabili tudi drugi avtorji [43, 47].
Model Elipticˇnih mej
S preucˇevanjem porazdelitev kozˇnih in nekozˇnih barv v razlicˇnih barvnih prostorih, sta
avtorja Lee in Yoo [37] ugotovila, da elipticˇni kozˇni skupek z Gaussovim modelom ni dovolj
dobro predstavljen. Zaradi nesimetricˇne oblike kozˇnega skupka glede na konico krivulje,
imamo pri simetricˇnem Gaussovem modelu veliko napacˇno najdenih kozˇnih elementov.
Zato sta predlagala drugacˇno metodo, ki uporablja tako imenovani model elipticˇnih mej
(ang. elliptical boundary model). Metoda je enako hitra in enostavna za ucˇenje in uporabo
kot metoda, ki temelji na Gaussovemmodelu. Model elipticˇnih mej se je izkazal za boljˇsega
na Compaqovi bazi v primerjavi z enojnim Gaussovim modelom in mesˇanico Gaussovih
modelov. Model elipticˇnih mej je definiran kot:
Θ(c) = (c− φ)TΛ−1(c− φ). (3.11)
Postopek ucˇenja je sestavljen iz dveh korakov. V prvem koraku zavrzˇemo vecˇ kot
5% vseh ucˇnih primerov, ki so redkeje zastopani v ucˇni mnozˇici. S tem se znebimo
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nepomembnih in sˇumnih podatkov. V drugem koraku dolocˇimo parametra φ in Λ, s
pomocˇjo enacˇb:
φ =
1
n
n∑
i=1
ci, Λ =
1
N
n∑
i=1
fi · (ci − µ)(ci − µ)T , (3.12)
µ =
1
N
n∑
i=1
fici, N =
n∑
i=1
fi. (3.13)
Paziti moramo, ker vrednost n ni sˇtevilo vseh barv v ucˇni mnozˇici ampak predstavlja
sˇtevilo vseh znacˇilnih barv ci v celotni ucˇni mnozˇici slikovnih elementov kozˇne barve.
Vrednost fi je sˇtevilo primerov posameznega barvnega vektorja ci. Barvni element z
dolocˇeno barvo c je tako klasificiran kot barvni element kozˇe, cˇe φ(c) < Θ, kjer je Θ neka
mejna vrednost. Avtorja trdita, da je njun model boljˇsi, ker nesimetricˇnost podatkov
ucˇne mnozˇice ne vpliva na izracˇun srednje vrednosti modela φ.
Povzetek parametricˇnih metod
Vedno, ko imamo opraviti z modeli, se pojavi vprasˇanje tocˇnosti oziroma pristnosti mo-
dela. Ocˇitno je, da je pri parametricˇnih metodah porazdelitev kozˇne barve in s tem
tudi prava izbira barvnega prostora bolj pomembna, kot pri neparametricˇnih metodah.
Pri uporabi razlicˇnih barvnih prostorov se uspesˇnost metode na podlagi parametricˇnega
modela zelo spreminja [69, 37].
Nekateri avtorji so v svoja dela vkljucˇili tudi teoreticˇno razlago, zakaj so uporabili
dolocˇen model v svojih raziskavah. Yang [77] je pokazal, da porazdelitev kozˇne barve
cˇloveka pri nespremenjeni svetlobi, v normaliziranem barvnem prostoru RGB, ustreza
Gaussovemu modelu. Avtorja Yang in Ahuja [79] sta s pomocˇjo statisticˇnega testa
potrdila hipoteze o pravilnosti elementov kozˇe v CIE-Luv barvnem prostoru in ustreznosti
mesˇanice dveh Gaussovih modelov za modeliranje kozˇne barve.
Ostali avtorji se zanasˇajo predvsem na obliko kromaticˇnega skupka kozˇne barve v
izbranem barvnem prostoru. Cˇe je kozˇni skupek priblizˇno elipticˇne oblike uporabijo enojni
Gaussov model ali kaj podobnega, cˇe pa gre za neelipticˇno obliko se odlocˇijo, da bodo
skupek poskusˇali opisati z vecˇjim sˇtevilo Gaussovih modelov oziroma s pomocˇjo modela,
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ki uporablja mesˇanico Gaussovih modelov. Nato na podlagi uspesˇnosti modela dolocˇijo,
ali je model sprejemljiv ali ne [37, 43, 69].
3.3 Izbira prave metode in ustreznega barvnega pro-
stora
Za segmentacijo kozˇne barve lahko uporabimo razlicˇne metode na razlicˇnih barvnih pros-
torih. Najenostavnejˇsa metoda eksplicitno dolocˇenih mej temelji na enostavnih pravilih.
Barvo kozˇe pa lahko predstavimo tudi s pomocˇjo modela, in sicer s pomocˇjo parametrov
kot parametricˇni model, ali pa s pomocˇjo histograma kot neparametricˇni model. Na pod-
lagi ucˇne mnozˇice in zˇelenih rezultatov se moramo odlocˇiti za najprimernejˇso metodo. Pri
reprezentativno veliki ucˇni mnozˇici, kjer nam cˇas in kompleksnost metode nista pomem-
bna, izberemo neparametricˇno metodo. Pri majhni ucˇni mnozˇici, kjer nas malce vecˇja
napaka nepravilno odkritih barvnih elementov ne moti in nam je pomembnejˇsa hitrost,
pa se odlocˇimo za parametricˇno metodo.
Ustrezen barvni prostor izberemo na podlagi metode, ki smo jo izbrali. Barvni pros-
tor je pomembnejˇsi pri parametricˇnih modelih, kjer je ugodno, da tvori barvni sku-
pek v izbranem barvnem prostoru. Za metodo na osnovi pravil in metodo na osnovi
neparametricˇnega modela pa barvni prostor ni kljucˇnega pomena.
3.3.1 Povzetek razlicˇnih metod
Glavna prednost metod, ki uporabljajo eksplicitno dolocˇene meje (razdelek 3.1), je nji-
hova preprostost in intuitivnost klasifikacijskih pravil. Njihova tezˇava pa je tako v izbiri
pravega barvnega prostora, kot tudi v izbiri primernih odlocˇitvenih pravil. Predlagana je
bila metoda, ki s pomocˇjo strojnega ucˇenja poiˇscˇe ustrezen barvni prostor in preprosto
odlocˇitveno pravilo [21]. S pomocˇjo te metode lahko omilimo omenjeno tezˇavo teh metod.
Neparametricˇne metode (razdelek 3.2) so hitre tako pri ucˇenju kot pri klasificiranju,
neodvisne so od oblike porazdelitve in posledicˇno tudi od barvnega prostora. Po drugi
strani pa potrebujejo za svoje delovanje veliko podatkovnega prostora in veliko reprezen-
tativno ucˇno mnozˇico.
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Parametricˇne metode (razdelek 3.2.3) so hitre, imajo pa sˇe to dobro lastnost, da
omogocˇajo interpolacijo in s tem posplosˇitev nepopolne ucˇne mnozˇice. Predstavlja jih
nekaj parametrov in za delovanje potrebujejo zelo malo podatkovnega prostora. Cˇe
uporabljamo mesˇanico Gaussovih modelov, so lahko parametricˇne metode tudi pocˇasne
in to tako pri ucˇenju, kot pri uporabi. Mocˇno so odvisne od oblike porazdelitve ucˇnih
primerov. Poleg tega veliko parametricˇnih metod uporablja za klasifikacijo samo model
kozˇne barve, ne pa modela nekozˇne barve. Posledicˇno imamo zaradi tega, v primerjavi
z neparametricˇnimi metodami, veliko napacˇno odkritih slikovnih elementov FP (False
Positives).
3.3.2 Povzetek razlicˇnih barvnih prostorov
Na prvi pogled se nam zdi izbira pravega barvnega prostora kljucˇnega pomena za iskanje
kozˇe s pomocˇjo barve, vendar temu ni tako. Poleg barvnega prostora sta pomembna tudi
tehnika modeliranja ter obsezˇnost problema, na katerem iˇscˇemo izbrano barvo. Pojavlja se
vprasˇanje: kateri je najboljˇsi barvni prostor za segmentacijo kozˇne barve? Ali bolj splosˇno:
ali sploh obstaja optimalni barvni prostor za barvno klasifikacijo obraza? Presenetljivo
veliko del, ki se ukvarjajo s segmentacijo na osnovi barve, ne omenja, zakaj je bil izbran
dolocˇen barvni prostor. Verjetno zato, ker bi izbira katerega koli barvnega prostora,
na njihovem omejenem problemu oziroma omejeni ucˇni mnozˇici, dal enake ali podobne
rezultate.
Kar nekaj del se ukvarja s problematiko izbire pravega oziroma najboljˇsega barvnega
prostora [84, 69, 21, 22]. Nekateri avtorji. ki se v svojih delih zavedajo pomembnosti
izbire pravega barvnega prostora, zato preizkusijo vecˇ barvnih prostorov [79, 77, 60].
Ustreznost barvnega prostora se ocenjuje na razlicˇne nacˇine. Prva metoda, s pomocˇjo
katere lahko ocenimo napako, izracˇuna napako med ucˇno in testno mnozˇico na podlagi
zgrajenega modela. Ta ocena nam jasno pove, kako dobro se model prilega dani mnozˇici.
Druga metoda temelji na prekrivanju barvnih elementov, ki pripadajo obrazu in elemen-
tov, ki ne pripadajo obrazu. Naslednja metoda ocenjuje, kako kompaktno so porazdeljeni
barvni elementi kozˇe v izbranem barvnem prostoru. Vse te ocene nam dajo nek splosˇni
pregled na porazdelitev barvnih elementov kozˇe in nekozˇe. Pravega merila, ki bo dolocˇilo
najboljˇsi barvni prostor, na taksˇen nacˇin ne moremo dobiti. Izbira pravega barvnega pros-
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tora je v veliki meri odvisna od modela, ki smo ga predhodno izbrali. In na podlagi tega
modela lahko nato izberemo tudi najustreznejˇsi barvni prostor. Izbira pravega prostora
je pri modeliranju izrednega pomena, kar tudi kazˇejo raziskave [69, 37]. Tudi metode, ki
temeljijo na pravilih [63, 21], so odvisne od barvnega prostora. Neparametricˇne metode,
kot so Bayes, SPM, SOM, LUT, pa so v glavnem neodvisne od barvnega prostora. Na te
metode izbira barvnega prostora v glavnem nima vpliva [84, 7]. Albiol je to tudi teoreticˇno
dokazal [2]. Seveda pa prekrivanje med slikovnimi elementi barve kozˇe in nekozˇe mocˇno
vpliva na tocˇnost parametricˇnih metod in metod na podlagi tabel, ker njihovi modeli tega
prekrivanja ne uposˇtevajo.
Veliko raziskovalcev, s podrocˇja iskanja obrazov na podlagi barv, iz barvnega prostora
odstrani komponento svetlosti (ang. luminance). Taksˇna izbira se zdi logicˇna, kajti cilj je
modelirati barvo kozˇe, ki je bolj dolocˇena z barvnimi komponentami kot s svetlostjo barve.
Neuposˇtevanje svetlosti barve tudi posledicˇno zmanjˇsa dimenzijo barvnega prostora, kar
je v veliki meri povezano z enostavnejˇso in hitrejˇso metodo iskanja obraza. Razlog za
neuposˇtevanje svetlosti je tudi v tem, da se cˇlovesˇka kozˇa od cˇloveka do cˇloveka razlikuje
predvsem po svetlosti in manj po barvi sami. Razlicˇne osvetlitve zelo vplivajo na barve,
zato je cilj vseh metod, ki temeljijo na barvah, da so cˇimbolj neodvisne od osvetlitve. S
pomocˇjo odstranitve svetlosti barve to delno dosezˇemo. Uposˇtevanje samo kromaticˇnosti
barve je sˇe posebej dobrodosˇlo, kadar imamo ucˇno mnozˇico, v kateri se pojavljajo zelo maj-
hne razlike v osvetlitvi. V tem primeru lahko zgradimo model, ki bo pravilno klasificiral
tudi barve kozˇe z drugacˇno osvetlitvijo od ucˇne mnozˇice.
3.3.3 Izbira primernega barvnega prostora
Na podlagi raziskav razlicˇnih barvnih prostorov za segmentiranje kozˇne barve [69] so se
najbolje izkazali kromaticˇni barvni prostori (rg, HS, TS, CrCb, xy, itd). To so tisti
barvni prostori, ki uposˇtevajo samo kromaticˇni del barvnega prostora in izpustijo svetlost
barve. Izkazalo se je tudi, da so za modeliranje s parametricˇnim modelom najprimerjenejˇsi
normalizirani barvni prostori (rg, TS, xy, itd). Neparametricˇni model je neodvisen od
izbire barvnega prostora, zato so predlagani normalizirani kromaticˇni barvni prostori
ravno tako ustrezni tudi za modeliranje s pomocˇjo neparametricˇnih modelov. Med izbra-
nimi barvnimi prostori smo izbrali barvni prostor rg, ki je najenostavnejˇsi in najhitrejˇsi
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pri pretvorbi iz barvnega prostora RGB.
3.3.4 Preizkus razlicˇnih metod
Kozˇno barvo smo poskusˇali modelirati s pomocˇjo dveh razlicˇnih modelov. S pomocˇjo
parametricˇnega modela in s pomocˇjo neparametricˇnega modela. Za parametricˇni model
smo izbrali Gaussov model, ki je najbolje ustrezal porazdelitvi ucˇne mnozˇice primerov. Za
neparametricˇni model smo uporabili 2D histogram porazdelitve kozˇne barve. Neparametricˇni
model smo nadgradili z dodatnim modelom nekozˇne barve, s pomocˇjo katerega smo
poskusˇali izlocˇiti nepravilno izbrane barve obraza.
V nadaljevanju bom podrobneje predstavil metodi na osnovi parametricˇnega in ne-
parametricˇnega modela. Najprej pa bom predstavil metodo eksplicitno dolocˇenih mej, s
katero bom primerjal rezultate obeh metod na osnovi modelov.
Poglavje 4
Implementacija razlicˇnih metod v
izbranem barvnem prostoru
V nadaljevanju bomo predstavili tri razlicˇne metode za modeliranje kozˇne barve. Najprej
bo predstavljena najenostavnejˇsa metoda, ki jo trenutno uporabljamo v instalaciji ”15
sekund slave” [63]. Metoda deluje pod dolocˇenimi svetlobnimi pogoji zelo dobro. Glavne
slabosti te metode so, da je zelo obcˇutljiva na osvetlitev, da prepozna samo kozˇo sve-
tle polti in da vcˇasih nepravilno izbere tudi barvo, ki ni kozˇa. S pomocˇjo drugih dveh
metod, ki temeljita na kromaticˇnem barvnem prostoru bomo poskusˇali omenjene prob-
leme odpraviti ali vsaj omiliti. Poskusili bomo modelirati kozˇno barvo pod razlicˇnimi
osvetlitvami in razlicˇnih kozˇnih polti. Medtem, ko pri drugi metodi modeliramo kozˇno
barvo s pomocˇjo parametricˇnega modela, uporabljamo pri tretji metodi neparametricˇni
model. Tretjo metodo lahko sˇe dodatno izboljˇsamo s pomocˇjo modela nezazˇeljenih barv
in s tem sˇe dodatno zmanjˇsamo nepravilne izbire. Na koncu bomo na podlagi preizkusov
na razlicˇnih bazah slik izbrali najustreznejˇso.
4.1 Metoda eksplicitno dolocˇenih mej
Metoda eksplicitno dolocˇenih mej temelji na preprostih pravilih v RGB barvnem prostoru.
Metoda vsebuje dve skupini pravil: prva skupina dolocˇa omejitve pri normalni osvetlitvi,
druga pa pri uporabi bliskavice ali pri majhni osvetlitvi.
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Trojica (R,G,B) je klasificirana kot barva kozˇe, cˇe:
1. pravilo: R > 95 in G > 40 in B > 20 in
2. pravilo: max{R,G,B} −min{R,G,B} > 15 in
3. pravilo: |R−G| > 15 in
4. pravilo: R > G in R > B.
Prvo pravilo omeji posamezne barvne kanale in dolocˇa barvo kozˇe pri enakomerni
osvetlitvi. Drugo pravilo dolocˇa, da posamezne komponente RGB ne smejo biti blizu
skupaj - na ta nacˇin izlocˇimo sivine. Tretje pravilo dolocˇa, da tudi barvna kanala R
in G ne smeta biti blizu skupaj - s tem se omejimo samo na svetlo polt. Zadnje, cˇetrto
pravilo pa dolocˇi, da je R najvecˇja komponenta, oziroma, da v barvi kozˇe prevladuje rdecˇa
komponenta.
Za klasifikacijo kozˇe ob uporabi bliskavice ali pri majhni osvetlitvi pa veljajo sledecˇa
pravila:
1.pravilo: R > 220 in G > 210 in B > 170 in
2.pravilo: |R−G| <= 15 in
3.pravilo: R > G in G > B.
Prvo pravilo navzdol omeji barvni prostor RGB, drugo pravilo dolocˇi, da sta kompo-
nenti R in G blizu skupaj, tretje pravilo pa, da je B najmanjˇsa komponenta.
Pravila uspesˇno segmentirajo kozˇno barvo svetle polti pri normalni osvetlitvi. Tezˇave
pa se pojavijo pri nestandardnih osvetlitvah. V takem primeru metoda izbere za kozˇno
barvo tudi druge barve (slika 4.1) ali pa kozˇne barve ne prepozna pravilno (slika 4.2).
Predstavljena pravila imajo sˇe to omejitev, da pravilno najdejo samo kozˇno barvo
svetle polti. Omenjene probleme je zelo tezˇko odpraviti s spreminjanjem obstojecˇih pravil
(t.j. s pomocˇjo dodatnih pravil ali posplosˇitvijo trenutnih pravil), zato smo se odlocˇili, da
poskusimo izlocˇiti kozˇno barvo iz slike s pomocˇjo metod na osnovi barvnega modela. Za
modeliranje smo najprej uporabili parametricˇni in nato sˇe neparametricˇni model.
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Slika 4.1: Nepravilno ohranjena barva.
Slika 4.2: Kozˇna barva, ki zaradi nestandardne osvetlitve ni bila prepoznana.
4.2 Metoda na osnovi parametricˇnega modela
Za modeliranje kozˇne barve smo uporabili kromaticˇni barvni prostor rg, ki se je med
preizkusˇenimi barvnimi prostori: CIExy, CIE-dsh, HSV, YIQ, YES, CIELuv, CIE-Lab in
TSL izkazal za zelo uspesˇnega [69]. Kljub temu, da se je za najboljˇsi barvni prostor izkazal
TSL barvni prostor, smo se odlocˇili za preprostejˇsi rg barvni prostor, ki po uspesˇnosti ne
zaostaja veliko, pa sˇe pretvorba iz RGB barvnega prostora je enostavnejˇsa:
r =
R
R +G+B
, g =
G
R +G+B
. (4.1)
S pomocˇjo te pretvorbe tudi zmanjˇsamo dimenzijo barvnega prostora iz tridimenzional-
nega v dvodimenzionalni prostor (2D → 3D). Porazdeljenost kozˇne barve lahko zaradi
tega opiˇsemo s pomocˇjo dvodimenzionalnega barvnega histograma.
Barvni histogram opisuje porazdeljenost barv v barvnem prostoru in se veliko uporablja
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pri analizi barvnih slik v racˇunalniˇskem vidu. Zˇe sredi osemdesetih let 20 stoletja so od-
krili, da tvori barvni histogram osvetljene nehomogene povrsˇine v 3D barvnem prostoru
ravnino [78]. Dokazano je bilo tudi, da se barve ne porazdelijo nakljucˇno po ravnini ampak
tvorijo barvne skupke v dolocˇenih tocˇkah. Te ugotovitve potrjuje tudi histogram kozˇne
barve. Slika 4.3 prikazuje obraz in njegov izrez kozˇne barve. Porazdelitev izrezane kozˇne
regije predstavimo s pomocˇjo 2D histograma v barvnem prostoru rg (slika 4.4). Vidimo
lahko, da kozˇna barva predstavlja samo majhen del celotnega kromaticˇnega barvnega
prostora rg oziroma povedano drugacˇe, samo majhen del vseh barv predstavlja kozˇno
barvo.
Slika 4.3: Primer obraza in oznacˇene kozˇne regije.
Slika 4.4: Porazdelitev kozˇne barve v kromaticˇnem barvnem prostoru.
Cˇe si porazdelitev kozˇne barve ogledamo blizˇje vidimo, da tvori histogram prav posebno
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obliko. Opazimo lahko, da oblika porazdelitve sovpada z Gaussovo porazdelitvijo (slika 4.5).
Slika 4.5: Porazdeljenost kozˇne barve in pripadajocˇ Gaussov model.
Torej lahko porazdelitev opiˇsemo s pomocˇjo enojnega Gaussovega modela N(µ,Σ)
dveh spremenljivk:
N(µ,Σ) =
1
2pi
√|Σ|e− 12λ2 , (4.2)
kjer λ oznacˇuje Mahalanobisovo razdaljo med slikovnim elementom c(i, j) in povprecˇno
vrednostjo µ(i, j) = [r(i, j) g(i, j)]t:
λ2 = [c− µ]tΣ−1[c− µ]. (4.3)
Enacˇba 4.3 dolocˇa elipticˇno povrsˇino v kromaticˇnemu prostoru velikosti λ in centrom
v tocˇki µ, elipticˇne osi pa dolocˇa kovariancˇna matrika Σ.
Povprecˇno vrednost µ = (r, g) in kovariancˇno matriko Σ pa izracˇunamo:
r =
1
n
n∑
i=1
ri, g =
1
n
n∑
i=1
gi, (4.4)
Σ =
1
n− 1
n∑
j=1
(cj − µ)(cj − µ)t, (4.5)
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kjer vrednost n oznacˇuje sˇtevilo vseh slikovnih elementov.
Postopek za izgradnjo kozˇnega modela je sledecˇ:
1. izberemo obraz ali pa mnozˇico obrazov, cˇe potrebujemo splosˇni model,
2. rocˇno izlocˇimo kozˇno regijo (slika 4.3),
3. izracˇunamo povprecˇno vrednost µ in kovarinacˇno matriko Σ kozˇne porazdelitve v
kromaticˇnem barvnem prostoru (enacˇbi 4.4 in 4.5),
4. izracˇunani vrednosti uporabimo za dolocˇitev Gaussove porazdelitve in s tem Gaussovega
modela (slika 4.5),
5. ker ima model samo sˇest razlicˇnih parametrov, ga je enostavno prilagoditi razlicˇnim
pogojem osvetlitve oziroma razlicˇnim kozˇnim barvam ljudi.
Da izlocˇimo kozˇno barvo iz vhodne slike, jo moramo primerjati z izracˇunanim modelom
kozˇne barve. Najprej vsak slikovni element vhodne slike pretvorimo v kromaticˇni barvni
prostor in ga primerjamo s porazdelitvijo kozˇne barve v modelu. Ujemanje dobimo s
pomocˇjo izracˇunane verjetnosti Gaussove funkcije:
p(c|skin) = 1
2pi|Σ|1/2 e
− 1
2
(c−µ)tΣ−1(c−µ) (4.6)
Vecˇja kot je vrednost p za izbrano barvo c, vecˇja je verjetnost, da barva c pripada
kozˇni barvi. Tako izracˇunano verjetnost p nato primerjamo z mejno vrednostjo Φp. Cˇe je
vrednost vecˇja od mejne vrednosti, izbrana barva c pripada kozˇni barvi, drugacˇe pa ne.
Mejno vrednost Φp dolocˇimo s pomocˇjo ucˇne mnozˇice slik obrazov in ucˇne mnozˇice
slik, na katerih ni kozˇne barve (t.i. mnozˇice neobrazov). Za ucˇno mnozˇico obrazov lahko
uporabimo kar ucˇno mnozˇico na podlagi katere smo zgradili model, to je pribljizˇno 10
slik velikosti 200 × 200 slikovnih elementov. Za ucˇno mnozˇico neobrazov pa vzamemo
razlicˇna ozadja obrazov, ki seveda ne smejo vsebovati kozˇne barve. Velikost ucˇne mnozˇice
naj bo vsaj toliko velika kot ucˇna mnozˇica obrazov. Na izbrani mnozˇici slik obrazov
dobimo razmerje med pravilno izbranimi slikovnimi elementi TP (ang. True Positives) in
vsemi slikovnimi elementi. Na mnozˇici slik ozadij, ki ne vsebujejo kozˇne barve pa dobimo
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razmerje med pravilno izlocˇenimi slikovnimi elementi TN (ang. True Negatives) in vsemi
slikovnimi elementi. Mejno vrednost Φp dolocˇa tista vrednost, ko sta razmerji TP in
TN enaki: TP = TN ali ekvivalentno, ko sta enaki razmerji FN za slike obrazov in FP
za slike neobrazov: FN = FP . Slika 4.6 prikazuje funkciji za pravilno oznacˇene slikovne
elemente (TP) in pravilno izlocˇene slikovne elemente (TN) pri razlicˇnih mejnih vrednostih
v intervalu [0, 150]. Funkciji se sekata pri mejni vrednosti 76, ko sta razmerji TP in TN
enaki vrednosti 94%.
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Slika 4.6: Grafa funkcij TP in TN za dolocˇitev mejne vrednosti Φp
Tako dolocˇeno mejno vrednost Φp lahko sedaj uporabimo za razlocˇevanje kozˇne barve
na poljubni vhodni sliki. Slikovne elemente vhodne slike primerjamo z mejno vrednostjo in
cˇe je vrednost Gaussove funkcije vecˇja od mejne vrednosti: p(c(i, j)|skin) > Φp, oznacˇimo
slikovni element na polozˇaju (i, j) z vrednostjo 1 (bela barva), drugacˇe pa z 0 (cˇrna barva).
Na taksˇen nacˇin dobimo binarno sliko, na kateri oznacˇuje bela barva kozˇno barvo in cˇrna
vse ostale barve (slika 4.7).
Seveda pa je uspesˇnost te metode zelo odvisna od ucˇne mnozˇice na podlagi katere je
bil zgrajen barvni model. Cˇe vhodna slika pripada isti podatkovni bazi, kot ucˇna mnozˇica
ali pa ustreza podobnim pogojem osvetlitve, so rezultati boljˇsi. V nadaljevanju bomo
metodo preizkusili na sˇestih razlicˇnih bazah barvnih slik, katerih slike se razlikujejo po
osvetlitvi.
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Slika 4.7: Dolocˇitev kozˇne barve na osnovi barvnega modela: a) vhodna slika, b) binarna
slika z ohranjenimi podrocˇji kozˇne barve.
Na podlagi ucˇnih primerov posamezne baze bomo za vsako bazo zgradili svoj model
in s tako zgrajenim modelom poskusˇali razlocˇevati kozˇno barvo na slikah iz baze na
kateri je bil model naucˇen. Rezultate bomo primerjali z rezultati trenutne metode na
osnovi eksplicitno dolocˇenih mej. Na koncu bomo poskusili zgradili splosˇen model, ki bo
uposˇteval ucˇne primere vseh podatkovnih baz in njegovo uspesˇnost preizkusili na slikah
iz vseh podatkovnih baz.
4.2.1 Postopek preizkusa uspesˇnosti metode
Cˇe bi hoteli natancˇno dolocˇiti uspesˇnost metode na osnovi barve, bi morali rocˇno oznacˇiti
slikovne elemente kozˇne barve vseh slik. Ker je taksˇen postopek zelo dolgotrajen in
zamuden smo se odlocˇili, da dolocˇimo uspesˇnost metod na drugacˇen nacˇin.
Na vseh testnih slikah smo rocˇno oznacˇili obraze in sicer locˇeno smo oznacˇili obraze
posnete od spredaj (rdecˇi krozˇec) in obraze posnete s strani (modri krozˇec) (slika 4.8) [72].
Nato smo s pomocˇjo metode izlocˇili vse barve, ki niso v barvi kozˇe. Ohranjeno kozˇno
barvo smo zdruzˇili v regije s pomocˇjo metode ”rast regij”(slika 4.9b). Tako oznacˇene
regije so predstavljale kandidate za obraz. Na koncu smo s preprostimi hevristicˇnimi
pravili preverili kandidate, cˇe ustrezajo karakteristikam obraza. Kandidat je bil izbran za
obraz (slika 4.9c), cˇe je ustrezal sledecˇim pravilom:
1. pravilo: delezˇ kozˇne barve znotraj regije > 40%,
2. pravilo: viˇsina/sˇirina regije ≤ 2.1,
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Slika 4.8: Primer slike z rocˇno oznacˇeni obrazi.
3. pravilo: sˇirina/viˇsina regije ≤ 1.6,
4. pravilo: minimalna sˇirina regije glede na velikost slike = 5%,
5. pravilo: minimalna viˇsina regije glede na velikost slike = 9%,
6. pravilo: maksimalna sˇirina regije glede na velikost slike = 66%,
7. pravilo: maksimalna viˇsina regije glede na velikost slike = 45%.
S pomocˇjo tako definiranih pravil izlocˇimo veliko napacˇno ohranjenih kozˇnih regij. S
pomocˇjo prvega pravila, ki dolocˇa, da mora imeti ohranjena regija vecˇ kot 40% kozˇne barve
izlocˇimo predvsem roke, ki so v dolocˇenem polozˇaju v ustreznem razmerju, ki ju dolocˇata
drugo in tretje pravilo. S pomocˇjo cˇetrtega in petega pravila omejimo velikost regij navzdol
in s pomocˇjo zadnjih dveh pravil omejimo velikost regij navzgor. Do posameznih vrednosti,
ki jih uporabljamo v pravilih smo priˇsli s preizkusˇanjem mejnih vrednosti, ki sˇe zadosˇcˇajo
karakteristikam obraza.
Za vse uspesˇno najdene obraze smo nato preverili, cˇe se srediˇscˇe predhodno oznacˇenega
obraza nahaja znotraj ohranjene regije. V primeru, cˇe je ohranjena regija vsebovala oz-
nako obraza, smo povecˇali sˇtevilo pravilno najdenih obrazov TP, cˇe pa regija ni vsebovala
oznake, smo povecˇali sˇtevilo napacˇno najdenih obrazov FP (slika 4.9c).
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Slika 4.9: Postopek preverjanja uspesˇnosti metode.
Kljub temu, da nam taksˇen nacˇin ni dal tocˇne mere za uspesˇnost metode, pa nam je
zelo dobro sluzˇil za primerjavo med razlicˇnimi metodami na osnovi barve.
V nadaljevanju bomo s pomocˇjo opisanega postopka primerjali med seboj razlicˇne
metode na osnovi barve, kot so metoda eksplicitno dolocˇenih mej, parametricˇna in nepa-
rametricˇna metoda.
4.2.2 Modeliranje kozˇne barve pod razlicˇnimi osvetlitvami
Za preizkus modeliranja kozˇne barve pod razlicˇnimi osvetlitvami smo uporabili sˇest raz-
licˇnih podatkovnih baz z barvnimi slikami razlicˇnih osvetlitev. Slike so bile zajete pod
razlicˇnimi osvetlitvami v razlicˇnih prostorih in z razlicˇnimi nastavitvami na sami napravi
za zajemanje slik (sliki 4.10 in 4.11).
Slike posameznih podatkovnih baz smo dobili s pomocˇjo instalacije 15 sekund slave [63]
in sicer na treh razlicˇnih lokacijah. Slike iz prvih treh baz so bile zajete na 8. mednarod-
nem festivalu racˇunalniˇske umetnosti v Mariboru. Slike iz naslednjih dveh baz (4. baza in
5. baza) so bile zajete na prireditvi InterINFOS v Cankarjevem domu v Ljubljani. Zadnja
baza slik pa je nastala v Finzˇgarjevi galeriji v Ljubljani.
Pri vseh bazah so viri osvetlitve zelo razlicˇni. Prva baza vsebuje slike, ki so bile zajete
pod naravno osvetlitvijo. Pri drugi bazi je bil vir osvetlitve reflektor, pri tretji bazi pa
je bil dodan svetlobni izvor vir iz lestenca, ki je oddajal rumeno svetlobo. Znacˇilnosti
prostora, v katerem so bile zajete slike prvih treh baz je, da so bile stene bele barve.
Tezˇave pri dolocˇanju kozˇne barve so se pojavile pri umetni osvetlitvi z rumeno svetlobo,
kjer so postale stene zelo podobne barvi kozˇe. Motecˇa so bila tudi lesena vrata v ozadju,
ki so bila pod dolocˇenimi svetlobnimi pogoji barvno zelo podobna kozˇni barvi. Naslednji
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Slika 4.10: Primer slike iz razlicˇnih podatkovnih baz.
Slika 4.11: Primer istega obraza pod razlicˇnimi osvetlitvami.
dve podatkovni bazi: cˇetrta baza in peta baza sta bili zajeti na razstavnem prostoru sejma
InterINFOS v Cankarjevem domu v Ljubljani. Pri cˇetrti bazi je bil vir osvetlitve naravna
svetloba iz ozadja in dodatne lucˇi od zgoraj ter reflektor od spredaj. Nastavitev beline
digitalnega fotoaparata je bila nastavljena na vir zˇarnice (ang. tungsten), zaradi tega so
tudi slike zajete pod temi nastavitvami modrikaste. Pri slikah iz pete podatkovne baze pa
je bil vir svetlobe izkljucˇno svetloba reflektorja. Znacˇilnosti slik v peti podatkovni bazi so,
da so slike zajete brez dodatne naravne svetlobe in so obrazi na slikah velikokrat zajeti iz
profila. Zaradi slabih svetlobnih pogojev so slike v tej bazi pogosto neostre. Slike zadnje
sˇeste podatkovne baze so bile zajete v galeriji, kjer je bila osvetlitev zelo slaba. Svetloba
je prihajala iz treh razlicˇnih virov navadnih zˇarnic postavljenih nad obrazi. Zelo motecˇe
so sence na obrazu, poleg tega so obrazi pogosto tudi premalo osvetljeni.
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V tabeli 4.1 so predstavljene sˇe ostale karakteristike posamezne podatkovne baze
barvnih slik obrazov, kot so: sˇtevilo slik v podatkovni bazi, sˇtevilo vseh obrazov in sˇtevilo
frontalnih obrazov na slikah.
kraj osvetlitev sˇt. slik sˇt. vseh obrazov sˇt. frontalnih obrazov
1. baza Maribor naravna 1027 2257 1526
2. baza Maribor reflektor 130 447 299
3. baza Maribor lestenec 63 140 112
4. baza INFOS naravna, lucˇi, lestenec 3647 8476 3665
5. baza INFOS lucˇi 451 970 381
6. baza galerija sˇibka svetloba lucˇi 1261 3862 1166
Tabela 4.1: Lastnosti posameznih podatkovnih baz barvnih slik obrazov.
Na podlagi rocˇno izbranih obrazov smo za vsako posamezno podatkovno bazo izdelali
svoj barvni model (slika 4.12). Ucˇna mnozˇica posamezne podatkovne baze je vsebovala
priblizˇno 10 razlicˇnih obrazov povprecˇne velikosti 200× 200 slikovnih tocˇk. Na sliki 4.12
lahko vidimo, da so si modeli med seboj zelo podobni in da vsi tvorijo majhen barvni
skupek v kromaticˇnem barvnem prostoru.
Na osnovi tako zgrajenih modelov smo preizkusili uspesˇnost metode na posamezni
podatkovni bazi slik iz katere smo zgradili model. Medtem ko smo model ucˇili na podlagi
10 nakljucˇno izbranih reprezentativnih slik iz podatkovne baze, smo metodo preizkusili
na vseh slikah izbrane podatkovne baze. Rezultate smo primerjali z metodo eksplici-
tno dolocˇenih mej (metoda 1) opisano v poglavju 4.1. Rezultate primerjave prikazuje
tabela 4.2.
1. baza 2. baza 3. baza 4. baza 5. baza 6. baza
metoda TP FP TP FP TP FP TP FP TP FP TP FP
1.metoda 76% 35% 55% 31% 28% 33% 69% 13% 60% 12% 39% 9%
2.metoda 84% 26% 59% 21% 59% 36% 79% 15% 71% 17% 60% 15%
Tabela 4.2: Preizkus metode na osnovi razlicˇnih parametricˇnih modelov na slikah razlicˇnih
osvetlitev.
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Iz tabele 4.2 lahko vidimo, da najde druga metoda, ki iˇscˇe obraze na osnovi parametri-
cˇnega modela vecˇ obrazov kot prva metoda, ki iˇscˇe obraze na osnovi eksplicitno dolocˇenih
mej. Izboljˇsanje se pokazˇe predvsem pri drugi in tretji bazi, katerih slike so posnete pod
nestandardno osvetlitvijo. Metoda izboljˇsa delezˇ pravilno najdenih obrazov tudi pri cˇetrti,
peti in sˇesti bazi, vendar se v zameno zato povecˇa odstotek nepravilno najdenih obrazov.
Cˇeprav je glavna prednost metode to, da deluje bolje pri nestandardni osvetlitvi lahko
vidimo, da je izboljˇsala uspesˇnost tudi na slikah prve baze, ki so bile zajete pri normalni
osvetlitvi. Prednost metode na osnovi modela je tudi ta, da je metoda prilagodljiva.
S pomocˇjo nastavitve mejne vrednosti lahko sami vplivamo na razmerje med pravilno
najdenimi in napacˇno najdenimi obrazi. Pri preizkusu smo mejno vrednost nastavili
tako, da smo dosegali, v primerjavi s prvo metodo, boljˇse rezultate pri pravilno najdenih
obrazih, hkrati pa smo ohranili majhen delezˇ napacˇno najdenih obrazov.
Slika 4.13 prikazuje primer slike, pri kateri je druga metoda na osnovi parametricˇnega
modela (slika 4.13b) v primerjavi s prvo metodo na osnovi eksplicitno dolocˇenih mej
(slika 4.13a), uspesˇneje ohranila kozˇne barve.
S pomocˇjo metode na osnovi parametricˇnega modela smo poskusˇali izdelati tudi splosˇen
model, na podlagi katerega bomo razlocˇevali kozˇno barvo razlicˇno osvetljenih obrazov
(slika 4.14). Slika 4.14 prikazuje razlicˇne kozˇne modele posameznih podatkovnih baz, ki
smo jih zdruzˇili v posplosˇen primer.
Model smo zgradili tako, da smo zdruzˇili ucˇne slike vseh podatkovnih baz in na podlagi
tako izdelanega modela smo izvedli poskus na slikah posamezne baze ter na vseh slikah
iz vseh baz. Rezultate prikazuje tabela 4.3.
Iz tabele 4.3 lahko vidimo, da so rezultati pri splosˇnem primeru veliko slabsˇi kot v
prejˇsnjem primeru, ko smo preizkusˇali s prilagojenim modelom. Pri tem preizkusu se
tudi izkazˇe, da prva metoda na osnovi eksplicitno dolocˇenih mej deluje boljˇse. Ugotovimo
lahko, da metoda na osnovi parametricˇnega modela izboljˇsa uspesˇnost samo na bazi slik,
iz katere je bil zgrajen model.
4.2.3 Modeliranje kozˇne barve razlicˇnih kozˇnih polti
Ker je predlagana metoda na osnovi parametricˇnega modela zelo prilagodljiva na razlicˇne
osvetlitve smo hoteli preizkusiti tudi, ali lahko izdelamo model, ki bo uspesˇno nasˇel tudi
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1. baza 2. baza 3. baza 4. baza 5. baza 6. baza
TP FP TP FP TP FP TP FP TP FP TP FP
1. metoda 76% 35% 55% 31% 28% 33% 69% 13% 60% 12% 39% 9%
2. metoda 56% 13% 44% 9% 36% 74% 65% 14% 59% 14% 53% 14%
skupaj
TP FP
1. metoda 56% 22%
2. metoda 50% 35%
Tabela 4.3: Preizkus metode na osnovi posplosˇenega parametricˇnega modela nad slikami
razlicˇnih osvetlitev.
razlicˇne kozˇne polti. Izbrali smo posamezne obraze razlicˇnih polti iz sedmih rasnih skupin
(slika 4.15):
• azijska rasa,
• azijska rasa srednje Evrope,
• cˇrnska oziroma afroameriˇska rasa,
• sˇpanska rasa,
• ameriˇska rasa,
• otosˇko-pacifisˇka rasa,
• bela rasa.
Model smo zgradili na osnovi majhne ucˇne mnozˇice desetih obrazov velikosti 100×100
slikovnih elementov iz podatkovne baze Color FERET [49]. Ucˇni primeri so vsebovali
kozˇno barvo razlicˇnih ras. Metodo smo preizkusli na testni sliki 4.15. Metoda na osnovi
parametricˇnega modela je uspesˇno segmentirala razlicˇne kozˇne barve (slika 4.16). S tem
smo pokazali, da je mogocˇe uspesˇno izdelati model za dolocˇitev kozˇne barve razlicˇnih
polti. Da bi lahko preizkusili uspesˇnost parametricˇne metode tako izdelanega modela pa
nismo imeli ustrezno velike testne baze. Iz enakega razloga tudi nismo mogli zgraditi
neparametricˇnega modela, za katerega potrebujemo veliko ucˇnih primerov.
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4.3 Metoda na osnovi neparametricˇnega modela
Za razliko od parametricˇnega modela, ki smo ga dolocˇili na podlagi parametrov Gaussove
porazdelitve, neparametricˇni model dolocˇimo na osnovi barvnega histograma. Kozˇno
barvo smo predstavili s pomocˇjo kromaticˇnih vrednosti r in g, in tako dolocˇili dvodimen-
zionalni histogram (slika 4.17).
Na osnovi tako izracˇunanega histograma kozˇne barve smo s pomocˇjo postopka opisanega
v poglavju 3.2.2 dolocˇili verjetnostno funkcijo Pskin:
Pskin =
skin[c]
Norm
, (4.7)
kjer skin[c] predstavlja sˇtevilo pojavitev barve c v histogramu (viˇsina stolpca na sliki 4.17),
konstanto Norm pa smo dolocˇili kot maksimalno vrednost v histogramu. Tako izracˇunana
vrednost verjetnosti Pskin nam je sluzˇila za razlocˇevanje kozˇne barve.
Mejno vrednost na podlagi katere smo oznacˇevali slikovne elemente smo dolocˇili po
postopku, opisanem v prejˇsnjem poglavju.
Tudi metodo na osnovi neparametricˇnega modela smo preizkusili po enakem postopku,
kot prej opisano metodo na osnovi parametricˇnega modela. Razlikoval se je samo postopek
ucˇenja modela. Ucˇna mnozˇica, s pomocˇjo katere smo zgradili neparametricˇne modele
je vsebovala priblizˇno 100 razlicˇnih obrazov. Za ugodno razmerje med velikostjo in
zmogljivostjo metode smo se odlocˇili, da bomo kozˇno barvo predstavili s pomocˇjo his-
tograma velikosti 128× 128 elementov. Rezultate, ki smo jih dobili na osnovi tako zgra-
jenih neparametricˇnih modelov prikazuje tabela 4.4.
1. baza 2. baza 3. baza 4. baza 5. baza 6. baza
TP FP TP FP TP FP TP FP TP FP TP FP
1. metoda 76% 35% 55% 31% 28% 33% 69% 13% 60% 12% 39% 9%
2. metoda 56% 13% 44% 9% 36% 74% 65% 14% 59% 14% 53% 14%
3. metoda 86% 32% 62% 30% 60% 42% 85% 20% 81% 19% 70% 18%
Tabela 4.4: Preizkus metode na osnovi razlicˇnih neparametricˇnih modelov na slikah ra-
zlicˇnih osvetlitev.
Vidimo lahko, da deluje metoda na osnovi neparametricˇnega modela (metoda 3) bolje,
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kot metoda na osnovi parametricˇnega modela (metoda 2) in s tem tudi bolje od prve
metode eksplicitno dolocˇenih mej (metoda 1). Povecˇan delezˇ najdenih obrazov pa pripo-
more tudi k povecˇanju delezˇa napacˇno najdenih obrazov, vendar lahko to pomanjkljivost
odpravimo s pomocˇjo Bayesovega klasifikatorja (poglavje 3.2.2) in dodatnega barvnega
modela s katerim predstavimo motecˇe barve.
Izgradnja neparametricˇnega modela motecˇih barv, ki ne predstavljajo kozˇne barve je
enak postopku izgradnje modela kozˇne barve. Za ucˇne primere izberemo barve ozadja,
obleke, predvsem pa tiste barve, ki jih metoda napacˇno klasificira, da pripadajo kozˇni
barvi. Na osnovi tako zgrajenih modelov kozˇne barve in modela ostalih motecˇih barv
klasificiramo slikovni element za kozˇno barvo, cˇe ustreza neenacˇbi:
P (c|skin)
P (c|¬skin) > Θ, (4.8)
kjer vrednost P (c|skin) oznacˇuje verjetnost, da barva c pripada kozˇni barvi in vrednosti
P (c|¬skin) oznacˇuje verjetnosti, da barva c pripada nekozˇni barvi. Mejno vrednost Θ
dolocˇimo po enakem postopku, kot smo jo dolocˇili pri metodi na osnovi parametricˇnega
modela (poglavje 4.2).
Slika 4.18 prikazuje primer slike, pri kateri nadgrajena neparametricˇna metoda z mo-
delom nezazˇelenih barv, izboljˇsa izlocˇanje nekozˇne barve.
4.4 Zakljucˇek
Po preizkusu vseh treh metod za segmentacijo kozˇne barve smo ugotovili, da delujeta
metodi na osnovi modelov zelo dobro, cˇe sta naucˇeni nad ucˇno mnozˇico primerov enake
ali podobne osvetlitve, kot testna mnozˇica. Splosˇni model, zgrajen na osnovi razlicˇnih
ucˇnih primerov iz vseh podatkovnih baz, pa nam vracˇa veliko napacˇno oznacˇenih regij.
Metode na osnovi modelov so zelo prilagodljive in so zato zelo primerne v okoljih, kjer
lahko prilagajamo model glede na trenutno osvetlitev. Metodo na osnovi parametricˇnega
modela izberemo, ko imamo malo ucˇnih primerov. Ta metoda namrecˇ omogocˇa interpo-
lacijo. Za boljˇso klasifikacijo pa uporabimo metodo na osnovi neparametricˇnega modela,
ki pa ga je tezˇje naucˇiti. Za ucˇenje namrecˇ potrebujemo veliko ucˇnih primerov, samo
ucˇenje pa je tudi cˇasovno in prostorsko zelo zahtevno. Prednost te metode pa je v tem,
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da lahko v kombinaciji z modelom nezazˇelenih barv mocˇno zmanjˇsamo sˇtevilo nepravilno
oznacˇenih regij nekozˇne barve.
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Slika 4.12: Porazdelitev kozˇne barve in pripadajocˇi Gaussov model za razlicˇne osvatlitve
posamezne testne baze v kromaticˇnem barvnem prostoru. Posamezni pari slik pripadajo
posamezni podatkovni bazi. Slika levo zgoraj in slika pod njo prikazujeta porazdelitev in
Gaussov model za slike prve baze.
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a)
a) vhodna slika b) ohranjena kozna barva c) ohranjene regije
b)
a) vhodna slika b) ohranjena kozna barva c) ohranjene regije
Slika 4.13: Primer ohranjanja kozˇne barve na testni sliki nestandardne osvetlitve s
pomocˇjo dveh metod: a) metoda eksplicitno dolocˇenih mej, b) metoda na osnovi
parametricˇnega modela.
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Slika 4.14: Obrisi Gaussovih krivulj modelov kozˇne barve slik razlicˇnih podatkovnih baz.
72 4. Implementacija razlicˇnih metod v izbranem barvnem prostoru
Slika 4.15: Primeri obrazov razlicˇnih rasnih skupin (vir: podatkovna baza FERET [49]).
Slika 4.16: Izlocˇene barve obrazov razlicˇnih rasnih skupin.
Slika 4.17: Kozˇna barva predstavljena z dvodimenzionalnim histogramom.
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a)
a) vhodna slika b) ohranjena kozna barva c) ohranjene regije
b)
a) vhodna slika b) ohranjena kozna barva c) ohranjene regije
c)
a) vhodna slika b) ohranjena kozna barva c) ohranjene regije
Slika 4.18: Primer slike segmentirane s pomocˇjo metod: a) eksplicitno dolocˇenih mej, b)
na osnovi neparametricˇnega modela, c) na osnovi neparametricˇnega modela, kateremu
smo dodali model neuspesˇno klasificirane rdecˇe barve tal.
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Poglavje 5
Iskanje obrazov na podlagi vzorcev
Kot smo opisali zˇe v uvodu, je na podrocˇju iskanja obrazov veliko metod, ki temeljijo
na vzorcih. Taksˇen pristop je za iskanje obrazov zelo primeren, saj lahko zˇe na pogled
opazimo, da so vsi obrazi od spredaj ovalne oblike in pri dovolj majhni locˇljivosti opazimo,
da so si med seboj zelo podobni - temnejˇsi vodoravni lisi na mestu ocˇi in ust, svetlejˇsa
horizontalna lisa na mestu nosu in obmocˇja lic ter cˇela, ki ne vsebujejo veliko teksture.
Vzorci, na osnovi katerih preiskujemo sliko, so lahko dolocˇeni vnaprej s strani ekspertov,
ali pa jih s pomocˇjo ucˇne mnozˇice dolocˇimo sami. Na podlagi tega, kako so dolocˇeni vzorci,
locˇimo dve skupini: metode ujemanja s sˇablono (ang. Template matching) in metode na
osnovi videza (ang. Appearance-based methods). Prav slednje so se na podrocˇju iskanja
obrazov izkazale za zelo uspesˇne.
Med vodilnimi metodami za iskanje obrazov na sliki veljata metodi na osnovi nevron-
skih mrezˇ [55] ter na osnovi Naivnega Bayesovega klasifikatorja [59]. V zadnjem cˇasu
pa se je med metodami pojavila sˇe Bayesova metoda diskriminantnih znacˇilk BDF(ang.
Bayesian Discriminating Features) [40], ki se po uspesˇnosti uvrsˇcˇa v sam vrh metod za
iskanju frontalnih obrazov na sivinskih slikah.
V nadaljevanju bomo podrobno predstavili metodo BDF in jo preizkusili na neodvisni
mnozˇici sivinskih slik obrazov.
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5.1 Bayesova metoda diskriminantnih znacˇilk
Bayesova metoda diskriminantnih znacˇilk (ang. Bayesian Discriminating Features) je na-
menjena iskanju frontalnih obrazov na sivinskih slikah. Metoda obsega tri glavne naloge:
1. analizo diskriminantnih znacˇilk vhodne slike,
2. statisticˇno modeliranje razredov obrazov in neobrazov in
3. uporabo Bayesovega klasifikatorja za iskanje frontalnih obrazov.
Za analizo diskriminantnih znacˇilk uporabimo slikovne elemente vhodne slike, njeno
predstavitev s Haarovimi valcˇki in njeno amplitudno preslikavo. Raziskave na podrocˇju
Haarovih valcˇkov so pokazale, da je predstavitev s pomocˇjo valcˇkov zelo primerna za
predstavitev slik, sˇe posebej pri iskanju obrazov in iskanju pesˇcev na slikah. Zaradi tega
smo tudi sami za enodimenzionalno predstavitev slik uporabil Haarove valcˇke. Ampli-
tudna preslikava, ki preslika sliko v vertikalni in horizontalni smeri predstavi simetricˇnost
slike v vertikalni smeri, in karakteristike obraza v horizontalni smeri. S taksˇno kombi-
nacijo vhodne slike, njene Haarove predstavitve in amplitudne preslikave, zgradimo vektor
znacˇilk, ki sˇe bolj poudari raznolikost posameznih znacˇilk.
Statisticˇna modela razredov obrazov in ne-obrazov pravzaprav ocenita gostoto pogoj-
ne verjetnosti teh dveh razredov. Za razliko od razreda obrazov, ki je obicˇajno modeliran
kot normalna porazdelitev vecˇ spremenljivk, je razred neobrazov tezˇje modelirati zaradi
dejstva, da slike neobrazov predstavljajo vso okolico obraza. Dolocˇitev taksˇne mejne kate-
gorije je v praksi zelo tezˇka. Mi smo podmnozˇico neobrazov dolocˇili tako, da smo izbrali
samo tiste slike, ki lezˇijo zelo blizu razreda obrazov in jih nato modelirali kot normalno
porazdelitev vecˇ spremenljivk. Idejo za uporabo podmnozˇice neobrazov pri izdelavi algo-
ritma za iskanje obrazov smo dobili v statisticˇni analizi, ki temelji na metodi podpornih
vektorjev (ang. Support Vectors Machine). Pri metodi podpornih vektorjev se pri grad-
nji sistema uposˇtevajo samo podporni vektorji oz. vzorci, ki lezˇijo blizu maksimalnega
odmika od hiperravnine. Analogija s to metodo je v tem, da tudi mi izberemo podmnozˇico
neobrazov oz. ”podporne neobraze”, s pomocˇjo katerih zgradimo model neobrazov.
Na koncu uporabimo Bayesov klasifikator, s pomocˇjo katerega iˇscˇemo frontalne obraze
na sliki. Bayesov klasifikator dopusˇcˇa minimalno napako pri znani verjetnosti razredov
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obrazov in neobrazov. Napaka, imenovana tudi Bayesova napaka, je optimalno merilo za
razlikovanje razredov razlicˇnih znacˇilk obrazov oziroma neobrazov.
V nadaljevanju bomo natancˇno opisali posamezne komponente BDF metode: analizo
diskriminantnih znacˇilk, izgradnjo modelov obrazov in neobrazov in izgradnjo Bayesovega
klasifikatorja za iskanje frontalnih obrazov. Pred tem pa si oglejmo postopek izbire ucˇnih
primerov slik obrazov, na podlagi katerih bomo dolocˇili znacˇilke, ki jih bomo kasneje
uporabili za izgradnjo modela obrazov.
5.2 Normalizacija ucˇnih slik
Na uspesˇnost metode lahko zelo vpliva izbrana ucˇna mnozˇica, zato je pravilna izbira
ucˇnih primerov zelo pomembna. Ucˇni primeri pripadajo dvema razredoma, t.j. razredu
”obrazov”in razredu ”neobrazov”. Medtem ko dolocˇitev mnozˇice obrazov ni tezˇka naloga,
je dolocˇitev mnozˇice neobrazov vecˇji izziv, saj lahko mnozˇica neobrazov vsebuje vse slike,
ki ne vsebujejo obrazov in teh je neskoncˇno. Zato je za uspesˇnost metode pomembna tudi
pravilna izbira mnozˇice neobrazov. Kot smo zˇe omenili v uvodu smo mnozˇico neobrazov
dolocˇili tako, da smo izbrali podmnozˇico taksˇnih slik, ki lezˇijo zelo blizu razreda obrazov.
Za dolocˇitev ucˇnih primerov obrazov smo uporabili podatkovno bazo obrazov
FERET [49]. Iz podatkovne baze smo izbrali 600 frontalnih obrazov v pokoncˇnem polozˇaju,
posnetih pri enakomerni osvetliti, velikosti 256×384 slikovnih elementov (slika 5.1). Ucˇne
primere za mnozˇico neobrazov pa smo izbrali iz desetih nakljucˇnih slik narave, na katerih
ni bilo obrazov (slika 5.2). Podroben postopek izgradnje ucˇne mnozˇice neobrazov je opisan
v poglavju 5.6.1.
Ucˇna mnozˇica obrazov je vsebovala slike 200 razlicˇnih oseb iz mnozˇice Batch 15 po-
datkovne baze FERET. Vsaka oseba je bila posneta trikrat in sicer najprej z obicˇajnim
izrazom na obrazu (slike skupine ba*.tif), nato z nasmehom (slike skupine bj*.tif) in
koncˇno pri drugacˇni osvetlitvi (slike skupine bk*.tif) (slika 5.3). Vsi obrazi pa so bili
posneti od spredaj in v pokoncˇnem polozˇaju. Nekateri obrazi so vsebovali tudi dodatke,
kot so brada ali brki. Nobena oseba iz ucˇne mnozˇice pa ni nosila ocˇal.
Same slike portretov ljudi, niso najbolj primerne za ucˇenje, saj poleg obraza vsebujejo
sˇe ostale motecˇe slikovne elemente, kot so obleka, lase ali ozadje. Zaradi tega smo na
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Slika 5.1: Primeri obrazov iz podatkovne baze FERET.
Slika 5.2: Primer slike narave, ki ne vsebuje obrazov.
podlagi polozˇaja ocˇi posamezno sliko normalizirali na enotno velikost 16×16 slikovnih
elementov. Izbrana velikost 16×16 je bila kasneje tudi velikost nasˇega ucˇnega vzorca.
Poleg same slike obraza je podatkovna baza FERET vsebovala sˇe pripadajocˇo datoteko
s koordinatami znacˇilk obraza (pozicijo levega in desnega ocˇesa, pozicijo nosu in pozicijo
sredine ustnic). Na podlagi tako dolocˇenih koordinat ocˇi smo posamezne slike normalizirali
po sledecˇem postopku (slika 5.4):
1. preberemo koordinate levega in desnega ocˇesa,
2. izracˇunamo nagib glave in ga ustrezno popravimo,
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Slika 5.3: Ucˇni primeri istih oseb iz mnozˇice obrazov.
3. dolocˇimo razdaljo med ocˇmi,
4. na podlagi razdalje sliko ustrezno zmanjˇsamo,
5. na podlagi pozicije ocˇi iz slike izrezˇemo samo obraz.
a) b) c) d)
Slika 5.4: Postopek normalizacije slike obraza: a) originalna slika obraza z oznacˇenimi
koordinatami ocˇi in nagibom glave, b) ustrezno zasukan obraz, c) zmanjˇsana slika obraza,
d) izrezan osrednji del obraza glede na pozicijo ocˇi.
Z opisanim postopkom smo normalizirali vseh 600 obrazov iz podatkovne baze FERET.
Normaliziran obraz je bil velikosti 16×16 slikovnih elementov. Nekaj tako normaliziranih
obrazov iz ucˇne mnozˇice prikazuje slika 5.5.
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Slika 5.5: Primeri normaliziranih obrazov ucˇne mnozˇice.
5.3 Analiza diskriminantnih znacˇilk
S pomocˇjo analize diskriminantnih znacˇilk zgradimo vektor znacˇilk, ki mocˇno povecˇa
razliko med znacˇilkami. Vektor znacˇilk vsebuje vhodno sliko, njeno enodimenzionalno
predstavitev s pomocˇjo Haarovih valcˇkov in amplitudno preslikavo slike. Haarovi valcˇki
so se izkazali za zelo ucˇinkovite pri iskanju obrazov in pesˇcev, s pomocˇjo amplitudne
preslikave pa zajamemo vertikalno simetrijo in horizontalne znacˇilnosti obraza.
Naj matrika I(i, j) ∈ IRm×n predstavlja vhodno sliko (t.j. ucˇno sliko razreda obrazov
oziroma neobrazov ali posamezen del testne slike) in vektor X ∈ IRmn naj vsebuje sliko,
kateri smo zdruzˇili vrstice (ali stolpce) matrike I(i, j). S pomocˇjo Haarove predstavitve
dobimo iz slike I(i, j) dve sliki, Ih(i, j) ∈ IR(m−1)×n in Iv(i, j) ∈ IRm×(n−1), ki predstavljata
horizontalno oziroma vertikalno sliko razlik.
Ih(i, j) = I(i+ 1, j)− I(i, j) 1 ≤ i < m, 1 ≤ j ≤ n (5.1)
Iv(i, j) = I(i, j + 1)− I(i, j) 1 ≤ i ≤ m, 1 ≤ j < n. (5.2)
Naj bosta Xh ∈ IR(m−1)n in Xv ∈ IRm(n−1) vektorja, ki zdruzˇujeta posamezne vrstice
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(ali stolpce) matrike Ih(i, j) in matrike Iv(i, j).
Amplitudna preslikava slike I(i, j) po vrsticah in po stolpcih oblikuje horizontalno in
vertikalno predstavitev slike, Xr ∈ IRm in Xc ∈ IRn.
Xr(i) =
n∑
j=1
I(i, j) 1 ≤ i ≤ m (5.3)
Xc(j) =
m∑
i=1
I(i, j) 1 ≤ i ≤ n. (5.4)
Postopek diskriminantne analize znacˇilk na povprecˇni sliki obraza in povprecˇni sliki
neobraza prikazuje slika 5.6. Prva slika predstavlja povprecˇni obraz, druga in tretja slika
sta Haarova predstavitev slike obraza, zadnja dva grafa pa prikazujeta njeno amplitudo.
Vidimo lahko da sta predstavitvi slik obraza in neobraza, ter njuni amplitudi zelo podobni.
Vzrok je izbira ucˇnih slik neobrazov, ki lezˇijo zelo blizu razreda obrazov.
a)
b)
Slika 5.6: Diskriminantna analiza znacˇilk povprecˇnega obraza in neobraza.
Preden zgradimo vektor znacˇilk, normaliziramo vektorje X, Xh, Xv, Xr in Xc tako, da
jim odsˇtejemo povprecˇno vrednost njihovih vrednosti in delimo z njihovimi standardnimi
deviacijami. Tako normalizirane vektorje oznacˇimo z, X˜, X˜h, X˜v, X˜r in X˜c. Novi vektor
znacˇilk Y˜ ∈ IRN je sedaj definiran kot skupek normaliziranih vektorjev:
Y˜ = (X˜t X˜th X˜
t
v X˜
t
r X˜
t
c)
t, (5.5)
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kjer je t oznaka za transponiranje in N = 3mn je dimenzija vektorja znacˇilk Y˜. Koncˇni
vektor znacˇilk Y ∈ IRN je normaliziran vektor Y˜. Tako normaliziran vektor Y pred-
stavlja koncˇni vektor znacˇilk, ki zdruzˇuje vhodno sliko, njeno enodimenzionalno Haarovo
predstavitev in amplitudno preslikavo:
Y =
Y˜ − µ
σ
, (5.6)
kjer sta µ in σ povprecˇna vrednost in standardna deviacija posameznih komponent vek-
torja Y˜.
5.4 Statisticˇna modela obrazov in neobrazov
Glavni cilj statisticˇnega modeliranja obrazov in neobrazov je ocena funkcije pogojne gos-
tote verjetnosti PDF (ang. conditional Probability Density Function) teh dveh razre-
dov. Medtem, ko vsebuje razred obrazov samo obraze, vsebuje razred neobrazov vse
ostalo, oziroma vse preostale slike. Razumljivo je predpostaviti, da tvori razred obrazov
vecˇrazsezˇno normalno porazdelitev, kar pa ne moremo trditi za razred neobrazov. Razred
neobrazov izberemo iz podmnozˇice slik, ki so blizu samemu modelu obrazov in jih tudi
modeliramo kot vecˇrazsezˇno normalno porazdelitev. Taksˇna resˇitev je podobna izbiri pod-
pornega vektorja pri metodi podpornih vektorjev SVM (ang. Support Vector Machines).
Podporni vektorji so tisti ucˇni primeri, ki so najblizˇji odlocˇitveni hiperravnini SVM-ja in
so zato tudi najpomembnejˇsi podatki pri dolocˇitvi optimalne pozicije odlocˇitvene hiper-
ravnine. Enako idejo smo uporabili pri nasˇi metodi, ko smo izbrali ”podporne neobraze”,
ki lezˇijo najblizˇje razredu obrazov. S tem smo dolocˇili optimalno odlocˇitveno ravnino med
obrazi in neobrazi.
5.4.1 Model obraza
Funkcija pogojne verjetnosti razreda obrazov, ωf je modelirana kot vecˇrazsezˇna normalna
porazdelitev:
p(Y|ωf ) = 1
(2pi)N/2|Σf |1/2 exp
{
−1
2
(Y −Mf )tΣ−1f (Y −Mf )
}
, (5.7)
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kjer sta Mf ∈ IRN in Σf ∈ IRN×N povprecˇna vrednost in kovariancˇna matrika razreda
obrazov ωf . Cˇe obe strani pomnozˇimo z naravnim logaritmom dobimo:
ln [p(Y|ωf )] = −1
2
{
(Y −Mf )tΣ−1f (Y −Mf ) +N ln(2pi) + ln |Σf |
}
. (5.8)
Kovariancˇno matriko Σf , lahko razcˇlenimo s pomocˇjo analize glavnih komponent PCA
(ang. Principal Component Analysis) v sledecˇo obliko:
Σf = ΦfΛfΦ
t
f , kjer velja: ΦfΦ
t
f = Φ
t
fΦf = IN , Λf = diag{λ1, λ2, ..., λN}, (5.9)
V enacˇbi 5.9 imamo matriko ortogonalnih lastnih vektorjev Φf ∈ IRN×N in na diagonali
matrike Λf ∈ IRN×N lastne vrednosti v padajocˇem vrstnem redu (λ1 ≥ λ2 ≥ ... ≥ λN).
Matrika IN je identicˇna matrika ali matrika identitete. Pomembna lastnost analize glavnih
komponent je optimalna konstrukcija signala v smislu najmanjˇse povprecˇne kvadratne
napake, kjer je za predstavitev glavnega signala uporabljena samo podmnozˇica glavnih
komponent. Glavne komponente so predstavljene z vektorjem Z ∈ IRN :
Z = Φtf (Y −Mf ). (5.10)
Iz enacˇb 5.8, 5.9, 5.10 nato sledi:
ln [p(Y|ωf )] = −1
2
{
ZtΛ−1f Z+N ln(2pi) + ln |Λf |
}
. (5.11)
Posamezne vrednosti vektorja Z so glavne komponente. Z uporabo lastnosti opti-
malne konstrukcije signala pri analizi glavnih komponent [46] uporabimo samo prvih M
(M ¿ N) glavnih komponent, s pomocˇjo katerih dolocˇimo funkcijo pogojne verjetnosti.
Nadalje uporabimo model, ki uposˇteva preostale komponente N −M lastnih vrednosti,
λM+1, λM+2, ..., λN s povprecˇenjem teh vrednosti:
ρ =
1
N −M
N∑
k=M+1
λk. (5.12)
V enacˇbi 5.10 imamo ‖Z‖2 = ‖Y −Mf‖2, kjer z oznako ‖.‖ oznacˇujemo normalno
normo. Ta enacˇba nam dokazuje, da transformacija s pomocˇjo analize glavnih komponent
ne spremeni norme. Sedaj iz enacˇb 5.11 in 5.12 sledi:
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ln [p(Y|ωf )] = −1
2
{
M∑
i=1
z2i
λi
+
‖Y −Mf‖2 −
∑M
i=1 z
2
i
ρ
+
ln
(
M∏
i=1
λi
)
+ (N −M) ln ρ+N ln(2pi)
}
, (5.13)
kjer so vednosti zi posamezne komponente vektorja Z, ki smo ga definirali z enacˇbo 5.10.
Iz enacˇbe 5.13 vidimo, da lahko funkcijo pogojne verjetnosti PDF dolocˇimo s prvimi M
vrednostmi glavnih komponent vektorja Z, z vhodno sliko Y, s povprecˇno vrednostjo
obraza Mf in z lastnimi vrednostmi razreda obrazov λi.
5.4.2 Model neobraza
Modeliranje razreda neobrazov se zacˇne z generiranjem vzorcev neobrazov iz slik, ki ne
vsebujejo obrazov. Za vsak vzorec, ki ga izrezˇemo iz vecˇje slike, izracˇunamo vrednost
funkcije iz enacˇbe 5.13. Na podlagi izracˇunane vrednosti izberemo samo tisto podmnozˇico
slik ali vzorcev, ki lezˇijo blizu razreda obrazov. Tako izbrana podmnozˇica je nato nasˇa
ucˇna mnozˇica neobrazov, s pomocˇjo katere dolocˇimo funkcijo pogojne verjetnosti za razred
neobrazov ωn, ki jo ravno tako kot mnozˇico obrazov modeliramo kot vecˇrazsezˇno normalno
porazdelitev:
p(Y|ωn) = 1
(2pi)N/2|Σn|1/2 exp
{
−1
2
(Y −Mn)tΣ−1n (Y −Mn)
}
, (5.14)
kjer sta Mn ∈ IRN in Σn ∈ IRN×N povprecˇna vrednost in kovariancˇna matrika razreda
neobrazov ωn.
Razcˇlenitev kovariancˇne matrike Σn s pomocˇjo analize glavnih komponent nam da:
Σn = ΦnΛnΦ
t
n, kjer velja: ΦnΦ
t
n = Φ
t
nΦn = IN , Λn = diag{λ(n)1 , λ(n)2 , ..., λ(n)N }, (5.15)
kjer je Φn ∈ IRN×N matrika ortogonalnih lastnih vektorjev, Λn ∈ IRN×N diagonalna
matrika lastnih vrednosti v padajocˇem vrstnem redu (λ
(n)
1 ≥ λ(n)2 ≥ ... ≥ λ(n)N ) in IN ∈
IRN×N identicˇna matrika. Vektor glavnih komponent U ∈ IRN je definiran kot:
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U = Φtn(Y −Mn). (5.16)
Preostanek vrednosti glavnih komponent N −M , λ(n)M+1, λ(n)M+2, ..., λ(n)N dolocˇimo s pov-
precˇjem:
ε =
1
N −M
N∑
k=M+1
λ
(n)
k . (5.17)
Funkcija pogojne verjetnosti PDF za razred neobrazov je tako dolocˇena z enacˇbo:
ln [p(Y|ωn)] = −1
2
{
M∑
i=1
u2i
λ
(n)
i
+
‖Y −Mn‖2 −
∑M
i=1 u
2
i
ε
+
ln
(
M∏
i=1
λ
(n)
i
)
+ (N −M) ln ε+N ln(2pi)
}
, (5.18)
kjer so vednosti ui posamezne komponente vektorja U, ki smo ga definirali z enacˇbo 5.16.
Iz enacˇbe 5.18 vidimo, da lahko funkcijo pogojne verjetnosti PDF dolocˇimo s prvimi M
vrednostmi glavnih komponent vektorja U, z vhodno sliko Y, s povprecˇno vrednostjo
neobraza Mn in z lastnimi vrednostmi razreda obrazov λ
(n)
i .
5.5 Bayesov klasifikator za iskanje frontalnih obrazov
Po izgradnji statisticˇnih modelov obrazov in neobrazov, uporabimo za iskanje obrazov na
sliki Bayesov klasifikator. Znacˇilnost Bayesovega klasifikatorja je v tem, da pri znanih
vrednostih porazdelitvenih funkcij razredov obrazov in neobrazov minimizira napako.
Napaka, imenovana tudi Bayesova napaka, predstavlja optimalno merilo za klasifikacijo
diskriminantnih znacˇilk, medtem ko preverja pripadnost posameznemu razredu.
Naj bo Y ∈ IRN vektor znacˇilk, ki predstavlja vhodni vzorec, izrezan iz testne slike.
Naj bodo aposteriorne (ang. posteriori) verjetnosti razreda obrazov (ωf ) in razreda neo-
brazov (ωn) pri znanem vektorju znacˇilk Y, P (ωf |Y) in P (ωn|Y). Vhodni vzorec se
klasificira v razred obrazov ali v razred neobrazov glede na Bayesovo odlocˇitveno pravilo:
86 5. Iskanje obrazov na podlagi vzorcev
Y ∈
ωf cˇe je P (ωf |Y) > P (ωn|Y)ωn sicer. (5.19)
Bayesovo pravilo optimizira locˇljivost med razredoma v smislu Bayesove napake, kar
pripomore k dolocˇitvi najboljˇsega klasifikatorja za iskanje obrazov.
S pomocˇjo Bayesovega teorema lahko dolocˇimo aposteriorni verjetnosti P (ωf |Y) in
P (ωn|Y) tako, da izracˇunamo pogojni verjetnostni p(Y|ωf ) in p(Y|ωn) s pomocˇjo enacˇb,
ki smo jih predstavili v poglavju 5.4.1 in 5.4.2:
P (ωf |Y) = P (ωf )p(Y|ωf )
p(Y)
, P (ωn|Y) = P (ωn)p(Y|ωn)
p(Y)
, (5.20)
kjer sta P (ωf ) in P (ωn) apriorni verjetnosti razredov obrazov (ωf ) in neobrazov (ωn) in
P (Y) porazdeljena verjetnost vektorja znacˇilk.
Iz enacˇb 5.13, 5.18 in 5.20 je Bayesovo pravilo za iskanje obrazov definirano takole:
Y ∈
ωf cˇe je δf + τ < δnωn sicer, (5.21)
kjer so posamezni parametri δf , δn in τ definirani takole:
δf =
M∑
i=1
z2i
λi
+
‖Y −Mf‖2 −
∑M
i=1 z
2
i
ρ
+ ln
(
M∏
i=1
λi
)
+ (N −M) ln ρ (5.22)
δn =
M∑
i=1
u2i
λ
(n)
i
+
‖Y −Mn‖2 −
∑M
i=1 u
2
i
ε
+ ln
(
M∏
i=1
λ
(n)
i
)
+ (N −M) ln ε (5.23)
τ = 2 ln
[
P (ωn)
P (ωf )
]
. (5.24)
Parametra δf in δn lahko izracˇunamo s pomocˇjo vhodnega vzorca Y, parametrov
razreda (povprecˇna vrednost obraza, prvih M lastnih vektorjev in prvih M lastnih vred-
nosti). Parameter τ pa je konstanta, ki sluzˇi kot kontrolni parameter: vecˇja kot je vred-
nost, manj je napacˇno najdenih obrazov (ang. false detection). Za boljˇso kontrolo napacˇno
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najdenih obrazov uporabljamo dodaten parameter θ, ki dodatno omeji razreda obrazov
in neobrazov. Z uposˇtevanjem obeh kontrolnih parametrov dobimo sledecˇe pravilo:
Y ∈
ωf cˇe je (δf < θ) in (δf + τ < δn)ωn sicer, (5.25)
Kontrolna parametra τ in θ dolocˇimo na podlagi preizkusa na mnozˇici primerov neod-
visnih od testne mnozˇice.
5.6 Preizkus metode
Ucˇno mnozˇico metode BDF smo zgradili s pomocˇjo 600 slik frontalnih obrazov podatkovne
baze FERET [49] in 10 panoramskih slik narave. Ucˇno mnozˇico obrazov smo razsˇirili sˇe
s simetricˇno preslikanimi slikami obrazov in tako dobili 1200 ucˇnih primerov. Na osnovi
taksˇne ucˇne mnozˇice smo nato zgradili model obrazov. Iz 10 panoramskih slik pa smo
izrezali 4500 primerov slik neobrazov, ki so lezˇali zelo blizu razredu obrazov. Na tako
izbrani ucˇni mnozˇici neobrazov smo zgradili model neobrazov. Za preizkus metode BDF
pa smo uporabili tri razlicˇne testne mnozˇice: SET1, SET2 in SET3. Mnozˇica SET1 je
vsebovala slike frontalnih obrazov iz podmnozˇic slik Batch 12, 13 in 14 iz podatkovne
baze FERET. Slike so vecˇinoma vsebovale samo obraz ali pa obraz in ramena (slika 5.7).
Mnozˇica SET2 je vsebovala slike frontalnih obrazov mnozˇice Batch 2 iz podatkovne baze
FERET. Baza je vecˇinoma vsebovala posnetke oseb do pasu (slika 5.8). Glavna razlika
med mnozˇicama SET1 in SET2 je tudi v tem, da mnozˇica SET2 vsebuje tudi osebe z ocˇali
in pri nekaterih med njimi se pojavi tudi odboj svetlobe.
Testna baza SET3 pa je vsebovala slike, ki so vsebovale frontalne obraze iz podatkovne
baze MIT-CMU [55, 66]. Mnozˇici SET1 in SET2, ki vsebujeta 511 in 296 slik vsebujeta
tudi enako sˇtevilo obrazov, saj vsaka slika vsebuje samo en obraz. Medtem ko vsebuje
mnozˇica SET3 80 slik s skupno 227 obrazi (tabela 5.1).
Ker iˇscˇe metoda BDF samo pokoncˇne frontalne cˇlovesˇke obraze, v testno mnozˇico
SET3 nismo dodali slik, ki so vsebovala mocˇno zasukane obraze, narisane obraze, obraze
risanih junakov, obraze figuric igralnih kart in zakrite obraze. Za razliko od testnih mnozˇic
SET1 in SET2, ki smo ju sestavili iz iste podatkovne baze FERET, zdruzˇuje mnozˇica
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baza Izvor sˇt. slik sˇt. obrazov
SET1 FERET (Batch 12, 13 in 14) 511 511
SET2 FERET (Batch 2) 296 296
SET3 MIT-CMU testna mnozˇica 80 227
Tabela 5.1: Testne baze: SET1, SET2 in SET3.
SET3 slike iz razlicˇnih virov. Mnozˇica SET3 vsebuje slike iz interneta, preslikane slike
iz kakovostnih fotografij ter iz cˇasopisnih cˇlankov ter slike zajete z videa. Slike vsebujejo
tudi razlicˇno velike obraze (slika 5.9), razlicˇno nagnjene obraze (slika 5.10), zelo velike
obraze (slika 5.11) ali pa zelo majhne obraze (slika 5.12), obraze na slikah slabe kvalitete
(slika 5.13) in delno zakrite ali rahlo obrnjene obraze (slika 5.14). V nadaljevanju bomo
predstavili postopek statisticˇnega ucˇenja metode BDF ter preizkus na vseh treh testnih
bazah slik.
5.6.1 Statisticˇno ucˇenje metode BDF
Za izgradnjo statisticˇnega modela obrazov in neobrazov, moramo s pomocˇjo ucˇnih primerov
dolocˇiti pripadajocˇe parametre teh dveh razredov . Parametre razreda obrazov izracˇunamo
po sledecˇem postopku:
1. Normaliziramo 600 slik iz podatkovne baze FERET [49] (poglavje 5.2).
2. Ucˇno mnozˇico dopolnimo z zrcalnimi slikami ucˇnih primerov in s tem povecˇamo
sˇtevilo ucˇnih primerov na 1200.
3. Izracˇunamo enodimenzionalno Haarovo predstavitev slike in njeno amplitudno pro-
jekcijo in skupaj z vhodno sliko sestavimo vektor znacˇilk, kot je podrobno opisano
v poglavju 5.3. Slika 5.6a prikazuje povprecˇno sliko obraza in njeno Haarovo ter
amplitudno predstavitev.
4. Izracˇunamo parametre razreda, kot so povprecˇna vrednost obraza, lastni vektorji
razreda in lastne vrednosti (poglavje 5.4.1).
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5. Dolocˇimo parameter M , ki dolocˇa sˇtevilo glavnih komponent, ki jih uporabimo za
modeliranje verjetnostne funkcije PDF razreda obrazov. Parameter M dolocˇa kom-
promis med uspesˇnostjo metode in kompleksnostjo izracˇuna. Za preizkus metode
smo uporabili vrednost 10.
Ucˇenje razreda neobrazov pa se zacˇne z zbiranjem ucˇnih primerov neobrazov iz desetih
panoramskih slik narave (slika 5.15), ki ne vsebujejo nobenega obraza. Na posameznemu
delu slike, standardne velikosti 16×16 slikovnih elemetov izracˇunamo verjetnostno funkcijo
PDF (enacˇba 5.13)razreda obrazov in med ucˇne primere neobrazov dodamo samo tiste
slike, ki lezˇijo zelo blizu razreda obrazov (funkcija PDF ima najnizˇjo vrednost). S pomocˇjo
tega postopka smo na podlagi panoramskih slik zbrali 4500 ucˇnih primerov neobrazov.
Slika 5.6b prikazuje povprecˇeno sliko neobraza in njeno Haarovo ter amplitudno pred-
stavitev. Zaradi dejstva, da so slike neobrazov izbrane tako, da lezˇijo zelo blizu razreda
obrazov lahko vidimo, da je predstavitev neobraza zelo podobna predstavitvi slike obraza.
Parametre razreda neobrazov izracˇunamo po enakem postopku, kot smo to storili za razred
obrazov.
Na koncu moramo dolocˇiti sˇe kontrolna parametra τ in θ, ki dolocˇata sˇtevilo napacˇnih
detekcij. Parametra smo izbrali na podlagi ucˇnih slik in sicer smo za parameter τ uporabili
vrednost 100 in za parameter θ vrednost 600.
5.6.2 Rezultati preizkusa
Metodo BDF smo preizkusili na treh testnih bazah: SET1, SET2 in SET3. Medtem, ko
sta bazi SET1 in SET2 iz podatkovne baze FERET vsebovali samo en obraz na sliki, je
bila testna mnozˇica SET3 kompleksnejˇsa in je vsebovala vecˇ obrazov. Tabela 5.2 prikazuje
uspesˇnost iskanja frontalnih obrazov na posameznih testnih mnozˇicah.
Vidimo lahko, da je metoda brez napacˇnih detekcij uspesˇno nasˇla 507 obrazov od 511
iz mnozˇice SET1. Slika 5.7 prikazuje primere slik iz testne mnozˇice SET1, kjer je najden
obraz oznacˇen z belim kvadratom. Velikost posamezne testne slike je 256× 384 slikovnih
elementov, iskanje pa je potekalo pri razlicˇnih velikostih. Posamezno sliko smo zmanjˇsali
za faktor 16/300 in jo postopoma za korak 5 povecˇevali do faktorja 16/130. Sˇtevilo x
v imenovalcu ulomka 16/x predstavlja tudi velikost obraza, ki ga metoda dobi pri tako
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sˇt. pravilno sˇt. napacˇno
baza sˇt. slik sˇt. obrazov najdenih (TP) najdenih (FP)
SET1 511 511 507 0
SET2 296 296 290 0
SET3 80 227 221 1
Skupaj 887 1034 1018 1
Tabela 5.2: Rezultati preizkusa na testnih bazah: SET1, SET2 in SET3.
izbranem faktorju. Na primer, cˇe metoda dobi obraz pri vrednosti imenovalca 16, to
pomeni, da smo na originalni sliki (16/16 = 1) nasˇli obraz velikosti 16 × 16, kar ravno
ustreza velikosti vzorca. V mnozˇici SET2 je metoda uspesˇno nasˇla 290 obrazov od 296,
ponovno brez napacˇnih detekcij. Na tej mnozˇici smo slike preiskovali od faktor 16/80
do faktorja 16/150 ustrezno zmanjˇsane slike. Slika 5.8 prikazuje primere slik iz mnozˇice
SET2, med katerimi so tudi osebe z ocˇali, pri katerih je viden svetlobni odsev. Tretjo
mnozˇico SET3 pa so sestavljali testni primeri slik podatkovne baze MIT-CMU [55, 66].
Mnozˇica je vsebovala 80 razlicˇnih slik, ki so skupaj vsebovale 227 obrazov. Slike 5.9, 5.10,
5.11 5.12 prikazujejo nekaj razlicˇnih primerov slik iz te testne mnozˇice. Ker so testne
slike mnozˇice SET3 vsebovale razlicˇno velike, ter razlicˇno nagnjene obraze, smo vsako
sliko preiskovali pri razlicˇnih velikostih, ter pri razlicˇnih nagibih. Tako smo za vsako
sliko zgradili piramido dvajsetih razlicˇnih velikosti od faktorja 16/20 do 16/55, kjer smo
imenovalec povecˇevali za korak 2. Da smo nasˇli tudi nagnjene obraze smo sliko zarotirali
za dolocˇen kot, ±5◦, ±10◦, ±15◦ in ±20◦. Metoda BDF se je izkazala za zelo uspesˇno
tudi na slabo kvalitetnih slikah (slika 5.13) ter na slikah, kjer je bil obraz delno zakrit
(slika 5.14).
Metoda ni nasˇla sˇestih obrazov iz mnozˇice SET3. Slika 5.16 prikazuje primer slike, pri
kateri metoda ni nasˇla skrajno levega obraza. Na vseh slikah mnozˇice SET3 je metoda
uspesˇno nasˇla 221 obrazov od 227. Napacˇno je nasˇla en obraz, ki je prav tako prikazan
na sliki 5.16. Cˇe zdruzˇimo vse rezultate nad vsemi testnimi mnozˇicami s skupno 1034
obrazi, lahko ugotovimo, da je uspesˇnost metode BDF 98.5%, z enim napacˇno najdenim
obrazom.
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5.6.3 Primerjava uspesˇnosti metode
Metodo BDF smo primerjali s trenutno najuspesˇnejˇso metodo na osnovi naivnega Bayesovega
klasifikatorja, ki sta jo razvila Schneiderman in Kanade [59]. Metoda je tudi javno
dostopna na internetnem naslovu : http://www.vasc.ri.cmu.edu/cgi-bin/demos/findface.cgi.
Metoda vsebuje dve mejni vrednosti, ki dolocˇata razmerje med uspesˇno najdenimi in
napacˇno najdenimi obrazi. Cˇe povecˇujemo mejni vrednosti, se zmanjˇsujeta tako uspesˇnost
kot tudi sˇtevilo napacˇno najdenih obrazov. Tabela 5.3 prikazuje primerjavo rezultatov
med metodo na osnovi naivnega Bayesovega klasifikatorja pri razlicˇnih mejnih vrednostih
in metodo BDF. Mejne vrednosti metode na osnovi naivnega Bayesovega klasifikatorja so
pripisane v oklepajih. Obe metodi smo preizkusili na testni mnozˇici SET3, ki je vsebovala
slike frontalnih obrazov iz podatkovnih baz MIT-CMU [55, 66].
metoda sˇt. pravilno
najdenih (TP)
sˇt. napacˇno
najdenih (FP)
uspesˇnost
naivni Bayes. klas. (1.0, 1.0) 218 41 96.0%
naivni Bayes. klas. (2.0, 2.0) 214 5 94.3%
naivni Bayes. klas. (3.0, 3.0) 208 1 91.6%
BDF 221 1 97.4%
Tabela 5.3: Primerjava dveh metod na testni mnozˇici SET3 z 227 obrazi.
Iz rezultatov vidimo, da je metoda BDF uspesˇnejˇsa od metode naivnega Bayesovega
klasifikatorja. Vedeti pa moramo, da iˇscˇe metoda BDF samo frontalne obraze, medtem
ko iˇscˇe druga metoda tudi obraze s profila.
5.7 Zakljucˇek
Na osnovi ucˇne mnozˇice smo zgradili modela obrazov in neobrazov, ter Bayesov klasifika-
tor, ki iˇscˇe frontalne obraze na sivinski sliki [40]. Uspesˇnost metode smo preizkusili na
testnih mnozˇicah SET1, SET2 in SET3 in jo primerjali s trenutno najuspesˇnejˇso metodo
na osnovi naivnega Bayesovega klasifikatorja, avtorjev Schneiderman in Kanade. Rezul-
tati so pokazali, da metoda BDF uspesˇno najde 98.5% vseh frontalnih obrazov na sliki.
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Glavni slabosti metode sta, da najde na sliki samo frontalne obraze, in njena cˇasovna
zahtevnost. Za sliko velikosti 320×240 potrebuje metoda v prototipni izvedbi, s pomocˇjo
programskega orodja Matlab, namrecˇ 112 sekund na 1.8 GHz racˇunalniku Pentium 4. Op-
timiziran program na 900 MHz Sunovi postaji pa potrebuje za to isto sliko 1 sekundo [40].
Kljub optimizaciji pa je metoda zelo pocˇasna, cˇe uposˇtevamo, da moramo sliko preiskovati
pri razlicˇnih velikostih in pri razlicˇno zasukanih slikah. Zaradi tega smo se odlocˇili zdruzˇiti
metodo na osnovi barve in metodo BDF, kar bomo predstavili v naslednjem poglavju.
5.7. Zakljucˇek 93
Slika 5.7: Primeri najdenih obrazov iz testne baze SET1.
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Slika 5.8: Primeri najdenih obrazov iz testne baze SET2.
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Slika 5.9: Primer iskanja razlicˇno velikih obrazov.
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Slika 5.10: Primer iskanja razlicˇno nagnjenih obrazov.
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Slika 5.11: Primer uspesˇno najdenega velikega obraza.
Slika 5.12: Primer uspesˇno najdenega majhnega obraza.
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Slika 5.13: Primer iskanja obrazov na sliki slabe kvalitete.
Slika 5.14: Primer delno zakritega obraza.
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Slika 5.15: Izbrani ucˇni primeri neobrazov na sliki iz narave.
Slika 5.16: Primer neuspesˇno najdenega obraza ter napacˇno najdenega obraza.
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Poglavje 6
Zdruzˇitev metode na osnovi barve in
metode BDF
V tem poglavju bom predstavili novo metodo, ki bo zdruzˇevala metodo na osnovi barv
(poglavje 4) in metodo BDF (poglavje 5). S pomocˇjo tako izdelane metode bom poskusˇal
dosecˇi vecˇjo hitrost in vecˇjo uspesˇnost pri iskanju frontalnih obrazov na barvnih slikah.
Metode na osnovi barv so zelo hitre metode. Glavna slabost teh metod pa je v tem,
da najdejo poleg obrazov tudi druge dele telesa, ki so tudi kozˇne barve. Sˇtevilo napacˇno
najdenih obrazov lahko zmanjˇsamo tako, da izbrane regije, ki predstavljajo kandidate
za obraz, preverimo s preprostimi pravili, na podlagi katerih zavrnemo izbrane regije,
ki so premajhne, prevelike ali nepravilnih razmerij (poglavje 4.2.1). Uporaba taksˇnih
hevristicˇnih pravil zelo zmanjˇsa sˇtevilo napacˇno najdenih obrazov, vendar sˇe vedno ne
dovolj (tabela 6.1).
Nasˇa metoda uporablja za potrjevanje obrazov metodo BDF, ki uspesˇno najde frontalne
metoda na osnovi barv sˇt. slik sˇt. obrazov najdeni (TP) napacˇno najdeni (FP)
brez pravil 472 923 100% 7330
s pravili 472 923 84.9% 304
Tabela 6.1: Uporaba metode na osnovi barv brez in z uporabo hevristicˇnih pravil na testni
mnozˇici 472 barvnih slik, ki vsebujejo samo frontalne obraze.
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obraze na sivinskih slikah. S pomocˇjo te metode bom izlocˇili kozˇne regije, ki ne vsebujejo
obrazov in poskusˇal ohraniti kozˇne regije, ki vsebujejo obraz. Postopek iskanja frontalnih
obrazov s pomocˇjo predlagane metode bom predstavili v nadaljevanju.
6.1 Postopek iskanja obraza
Sam postopek iskanja frontalnih obrazov na barvni sliki zdruzˇuje postopek, s pomocˇjo
katerega ohranimo kozˇno barvo, in postopek, s katerim iˇscˇemo na ohranjenih regijah
frontalne obraze s pomocˇjo metode BDF. Postopek iskanja je sledecˇ:
Algoritem 1 Postopek iskanja frontalnega obraza na barvni sliki.
- vhodno sliko najprej ustrezno pomanjˇsamo na velikost 320× 240 slikovnih elementov,
- na pomanjˇsani sliki ohranimo samo kozˇno barvo,
- ohranjeno barvo zdruzˇimo v regije,
- s pomocˇjo preprostih pravil ohranimo samo regije ustreznih velikosti,
for all ohranjene regije do
for all razlicˇne velikosti do
for all razlicˇni nagibi do
s pomocˇjo metode BDF iˇscˇi frontalne obraze
end for
end for
end for
S pomocˇjo opisanega postopka lahko najdemo znotraj ohranjenih regij frontalne obraze
razlicˇnih velikosti in nagibov, torej tudi obraze, ki imajo razlicˇen odklon od navpicˇne lege.
V nadaljevanju bomo podrobno opisali posamezen korak predlaganega postopka iskanja
obrazov.
Vhodno sliko najprej ustrezno zmanjˇsamo (slika 6.1a). Pri izbiri velikosti vhodne slike
moramo biti pozorni na to, da izberemo dovolj veliko sliko, da lahko na njej najdemo tudi
majhne obraze, ter da cˇasovna kompleksnost metode ni prevelika. Pri izbrani velikosti
320×240 slikovnih elementov metoda na osnovi barve sliko obdela v manj kot eni sekundi.
Optimizirana metoda BDF pa potrebuje za preiskovanje celotne slike v povprecˇju eno
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sekundo. V vecˇini primerov pa ne rabimo preiskovati celotne slike, saj je ohranjen samo
majhen del slike, ki ustrezna kozˇni barvi.
Na tako pomanjˇsani sliki nato izvedemo postopek iskanja kozˇne barve. V poglavju 4
smo predstavili tri metode, ki jih lahko uporabimo za ta postopek. V nadaljevanju bomo
uporabili metodo na osnovi neparametricˇnega modela, ki se je izkazala za najuspesˇnejˇso
metodo. S pomocˇjo izbrane metode ohranimo samo kozˇno barvo, ki jo nato s pomocˇjo
algoritma ”rast regij” zdruzˇimo v regije (slika 6.1b). Posamezno tako dobljeno regijo nato
preverimo s pomocˇjo preprostih hevristicˇnih pravil (poglavje 4.2.1):
Slika 6.1: Postopek ohranjanja kozˇne barve: a) pomanjˇsana vhodna slika, b) ohranjena
kozˇna barva zdruzˇena v regije, c) ohranjene regije, ki zadosˇcˇajo pravilom.
Pravila, ki smo jih uporabili v prejˇsnem preizkusu (tabela 6.1), smo nekoliko omilili,
da ne izlocˇijo prevecˇ regij in s tem tudi kaksˇne regije, ki vsebuje obraz. Ohranjene regije
(slika 6.2) nato uporabimo kot vhodne slike za metodo BDF. Na tako ohranjenih regijah
s pomocˇjo metode BDF izvedemo postopek preiskovanja slike. Da sˇe dodatno zmanjˇsamo
preiskovalni cˇas, iˇscˇemo obraze samo na podrocˇju ohranjene kozˇne barve (slika 6.3).
Ker iˇscˇe metoda BDF samo pokoncˇne frontalne obraze standardne velikosti 16 × 16
slikovnih elementov, preiskujemo ohranjene regije pri razlicˇnih nagibih in razlicˇnih ve-
likostih (slika 6.4). Na ta nacˇin lahko na sliki dobimo razlicˇno velike ter razlicˇno nagnjene
obraze (slika 6.5).
Na posamezni regiji zacˇnemo iskati obraze, ki ustrezajo velikostim sˇirine same regije,
pa do velikosti, ki ustreza polovici sˇirine ohranjene regije. Na primer, cˇe je sˇirina ohran-
jene regije 60 slikovnih elementov, ohranjeno regijo zmanjˇsamo za faktor 16/60 in jo po
korakih velikosti 2 povecˇujemo do faktorja 16/30, kjer lahko dobimo najmanjˇse obraze.
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Slika 6.2: Vhodna slika z oznacˇenimi ohranjenimi kozˇnimi regijami.
Slika 6.3: Maske ohranjenih regij, ki predstavljajo ohranjeno kozˇno barvo.
Na taksˇen nacˇin nam ni potrebno preiskovati regije pri vseh razlicˇnih velikostih, ampak
samo pri velikostih, ki ne odstopajo veliko od izbrane regije. Cˇe obraza ne dobimo pri
nobeni velikosti, regijo ustrezno nagnemo za korak petih stopinj. V nasˇem primeru smo
preiskovali obraze, ki so bili od navpicˇnega polozˇaja odklonjeni za najvecˇ 15 stopinj (t.j.
±5◦, ±10◦ in ±15◦). Postopek preiskovanja regije zakljucˇimo takoj, ko najdemo prvi
obraz. Slika 6.6 prikazuje rezultat iskanja obrazov z ustrezno oznacˇenimi regijami, ki jih
je ohranila metoda na osnovi barv (bel pravokotnik) in uspesˇno oznacˇenimi obrazi (ru-
men pravokotnik), ki jih je potrdila metoda BDF. Rdecˇi krogci oznacˇujejo rocˇno oznacˇene
obraze, ki so nam sluzˇili za preizkus uspesˇnosti metode, ki je opisan v naslednjem poglavju.
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a)
rotate=−15, size=16/25 rotate=−10, size=16/25 rotate=−5, size=16/25 rotate=0, size=16/25 rotate=5, size=16/25 rotate=10, size=16/25 rotate=15, size=16/25
b)
rotate=0, size=16/16 rotate=0, size=16/18 rotate=0, size=16/19
rotate=0, size=16/20 rotate=0, size=16/22
rotate=0, size=16/24 rotate=0, size=16/26
Slika 6.4: Ohranjena regija: a) pri razlicˇnih nagibih in b) razlicˇnih velikostih.
6.2 Preizkus metode in rezultati
Metodo smo preizkusili na testni mnozˇici barvnih slik, ki smo jih zajeli s pomocˇjo insta-
lacije ”15 sekund slave” [63]. Slike so bile posnete pod naravno osvetlitvijo. Med vsemi
slikami smo izbrali samo tiste slike, na katerih so bili vsi obrazi v frontalnem polozˇaju. Da
smo lahko preizkusili uspesˇnost metode, smo posamezen obraz na sliki oznacˇili z rdecˇim
krogcem v polozˇaju nosu (slika 6.7).
Tabela 6.2 prikazuje rezultat iskanja frontalnih obrazov na slikah testne mnozˇice. Prva
vrstica prikazuje rezultate po uporabi metode na osnovi barve. Vidimo lahko, da metoda
na osnovi barv ohrani veliko regij, ki niso obrazi. Taksˇne regije so vecˇinoma drugi deli
telesa, ki so tudi kozˇne barve (roke, noge, vrat, itd.). Druga vrstica pa prikazuje koncˇni
rezultat metode po tem, ko izvedemo preiskovanje nad ohranjenimi regijami, ki smo jih
ohranili s pomocˇjo metode na osnovi barv. Vidimo lahko, da metoda BDF mocˇno zmanjˇsa
sˇtevilo napacˇno najdenih obrazov in sˇe vedno ohrani visoko uspesˇnost. Cˇe uporabimo
samo metodo na osnovi barv in sicer z ostrejˇsimi hevristicˇnimi paravili, tudi zmanjˇsamo
sˇtevilo napacˇno najdenih obrazov, ampak sˇe vedno ne toliko, kot z nasˇo kombinirano
metodo (tabela 6.1).
Ker preiskuje metoda BDF samo znotraj ohranjenih regij lahko izracˇunamo tudi
uspesˇnot same metode BDF. Metoda BDF med vsemi ohranjenimi regijami, med kater-
imi je 825 obrazov in 604 neobrazov, uspesˇno najde 765 obrazov in med neobrazi uspesˇno
izlocˇi 597 neobrazov. Torej je uspesˇnost (TP) metode BDF nad ohranjenimi regijami nasˇe
testne baze slik 765/825=92,7% in uspesˇnost izlocˇanja nepravilno ohranjenih regij (TN)
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rotate=0, size=16/23
rotate=−10, size=16/19
Slika 6.5: Primer dveh razlicˇno velikih in razlicˇno nagnjenih obrazov, ki jih je metoda
uspesˇno nasˇla.
metoda sˇt. slik sˇt. vseh obrazov uspesˇnost (TP) sˇt. napacˇno najdenih (FP)
na osnovi barv 472 923 89.4% 604
kombinirana metoda 472 923 82.9% 7
Tabela 6.2: Uspesˇnost kombinirane metode na testni mnozˇici slik.
597/604=98,8%.
Slika 6.8 prikazuje primere slik, na katerih je metoda BDF uspesˇno nasˇla obraze.
Metoda uspesˇno najde razlicˇno velike obraze, obraze pri razlicˇnih nagibih glave (odklon od
navpicˇnega polozˇaja), obraze na delno obrnjenih glavah (odklon od frontalnega polozˇaja)
in delno zakrite obraze. V vseh primerih lahko tudi vidimo, da je metoda uspesˇno izlocˇila
nepravilno ohranjene regije.
Slika 6.9 prikazuje najpogostejˇse napake pri iskanju obrazov z nasˇo metodo. Pri
neuspesˇno najdenih obrazih bomo tukaj obravnavali samo tiste, ki jih nismo nasˇli s po-
mocˇjo metode BDF, cˇeprav jih je metoda na osnovi barve pravilno oznacˇila. Neuspesˇnost
metod na osnovi barv pa podrobneje obravnava poglavje 4. Primer nepravilno izlocˇene
regije, ki ni vsebovala obraza, pa prikazuje slika 6.10.
Najvecˇkrat obraza nismo nasˇli, ker je bil na sliki premajhen (slika 6.9a). Metoda BDF
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Slika 6.6: Primer slike z uspesˇno najdenima obrazoma.
najde namrecˇ samo obraze, ki so vecˇji od 16 × 16 slikovnih elementov, kolikor je tudi
standardna velikost vzorca. Vhodna slika, ki je v nasˇem primeru velika 320 × 240 mora
zato vsebovati dovolj velike obraze, da jih metoda sˇe lahko najde. Druga najpogostejˇsa
napaka pa so obrazi, ki so prevecˇ odstopali od frontalnega polozˇaja (slika 6.9a). Ker je
metoda BDF naucˇena, da iˇscˇe samo frontalne obraze, je neuspesˇna pri iskanju obrazov,
ki so prevecˇ obrnjeni k profilnemu polozˇaju. Veliko tezˇav je imela metoda tudi pri osebah
z ocˇali, cˇe je bil odsev ocˇal prevelik (slika 6.9c). Taksˇen obraz je imel v polozˇaju ocˇi
svetlejˇse slikovne elemente, kar ne ustreza vzorcu, ki ima v polozˇaju ocˇi temnejˇse slikovne
elemente.
Tezˇave pri iskanju so se pojavile tudi v primeru, cˇe je bila oznacˇena regija, ki jo
je oznacˇila metoda na osnovi barv, prevelika glede na velikost obraza znotraj te regije
(slika 6.11). Ker je bil obraz znotraj te regije premajhen, ga nismo dobili, cˇe smo preisko-
vali samo pri velikostih slike, ki so samo malo odstopale od velikosti oznacˇene regije.
Tezˇavo smo kasneje resˇili tako, da smo taksˇne regije preiskovali tudi z manjˇsim vzorcem
in uspesˇno nasˇli obraze tudi v taksˇnih primerih.
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Slika 6.7: Primer slike z rocˇno oznacˇenimi frontalnimi obrazi.
a) b)
c) d)
Slika 6.8: Primer slik z uspesˇno najdenimi obrazi: a) razlicˇno nagnjena glava, b) delno
obrnjena glava proti profilnemu polozˇaju, c) obrazi razlicˇnih velikosti, d) delno zakrit
obraz.
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a) b)
c) d)
Slika 6.9: Primer slik, na katerih metoda ni nasˇla obraza: a) obraz je premajhen, b) obraz
je prevecˇ obrnjen, c) prevelik odsev ocˇal in d) kozˇna regija je napacˇno oznacˇena.
Slika 6.10: Primer slike, kjer je metoda nepravilno nasˇla obraz.
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Slika 6.11: Primer prevelike ohranjene kozˇne regije glede na velikost obraza.
Poglavje 7
Zakljucˇek in nadaljnje delo
Na podrocˇju raziskav cˇlovesˇkih obrazov, med katere spada tudi iskanje cˇlovesˇkih obrazov
na sliki, je bilo objavljenih zˇe veliko del in predlaganih zˇe veliko razlicˇnih metod. Zaradi
tega v prvem poglavju naredim pregled vseh najaktualnejˇsih metod in jih smiselno raz-
poredim v sˇtiri glavne skupine. Za vsako skupino opiˇsem glavne predstavnike in na koncu
podam rezultate za trenutno najuspesˇnejˇse metode, ki delujejo na osnovi videza.
Ker je bil moj cilj v tej magistrski nalogi poiskati obraze na barvnih slikah, sem
kot prvo znacˇilko, na osnovi katere sem poiskal obraze, uporabil kozˇno barvo. Ker je
segmentacija barve odvisna od izbranega barvnega prostora, sem najprej opisal razlicˇne
barvne prostore in njihove lastnosti. Izkazalo se je, da so za segmentacijo kozˇne barve
najuspesˇnejˇsi normalizirani kromaticˇni barvni prostori, med katere spada tudi barvni
prostor rg, ki sem ga sam uporabil. Za segmentacijo kozˇne barve sem preizkusil tri
metode: metodo eksplicitno dolocˇenih mej, metodo na osnovi parametricˇnega modela in
metodo na osnovi neparametricˇnega modela. Metodi na osnovi modela, ki za razliko od
metode eksplicitno dolocˇenih mej uporabljata kromaticˇni barvni prostor rg, sta se izkazali
za boljˇsi in bolj robustni pri segmentaciji kozˇne barve. Metodi sta zelo prilagodljivi in
omogocˇata segmetacijo pri razlicˇnih osvetlitvah in razlicˇnih kozˇnih polteh. Ugotovil sem,
da dosezˇemo najboljˇse rezultate, cˇe se osvetlitev testnih slik ne razlikuje prevecˇ od slik,
na katerih je bil model naucˇen. Za najuspesˇnejˇso metodo se je izkazala metoda na osnovi
neparametricˇnega modela, ki jo lahko sˇe dodatno izboljˇsamo z modelom nezazˇelenih barv.
Na ta nacˇin lahko sˇe dodatno zmanjˇsamo sˇtevilo napacˇno klasificiranih barv. Prednost
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parametricˇnega modela glede na neparametricˇni model pa je ta, da potrebuje parametricˇni
model manj ucˇnih primerov ter je cˇasovno in prostorsko manj zahteven.
Pri pregledu razlicˇnih metod za iskanje obrazov, so se metode na osnovi videza izkazale
za najuspesˇnejˇse, zato sem realiziral metodo BDF, ki deluje na osnovi statisticˇne metode
razpoznavanja vzorcev. Metoda BDF uspesˇno najde frontalne cˇlovesˇke obraze na sivinskih
slikah. Preizkusil sem jo na treh testnih mnozˇicah frontalnih obrazov in dosegel uspesˇnost
98.5%, z enim napacˇno najdenim obrazom. Metodo sem primerjal tudi s trenutno na-
juspesˇnejˇso metodo na osnovi naivnega Bayesovega klasifikatorja in dosegel boljˇse rezul-
tate, seveda na slikah frontalnih obrazov.
Metoda BDF se je pri iskanju frontalnih obrazov izkazala za zelo uspesˇno metodo.
Ker sliko preiskujemo pri razlicˇnih velikostih in razlicˇnih nagibih, metoda uspesˇno najde
tudi razlicˇno velike in razlicˇno nagnjene obraze. Uspesˇno najde tudi delno zakrite obraze,
obraze na slikah slasˇe kvalitete in delno zasukane obraze. Ker pa je metoda naucˇena, da
iˇscˇe samo frontalne obraze, metoda ne najde obrazov s profila. Naslednja slabost metode
je tudi njena cˇasovna zahtevnost.
Z namenom, da bi zmanjˇsal cˇasovno zahtevnost, sem v magistrskem delu izelal svojo
metodo za iskanje frontalnih obrazov na barvnih slikah s kombinacijo dveh pristopov.
S pomocˇjo prvega pristopa na osnovi barv sem ohranil samo kozˇno barvo in na tako
segmentirani sliki se uporabil drugi pristop na osnovi videza oziroma metodo BDF. S
kombinacijo obeh pristopov sem dosegel 24 krat hitrejˇse iskanje, kot cˇe bi uporabil samo
metodo BDF, ter izboljˇsal uspesˇnost iskanja frontalnih obrazov, kot cˇe bi za to uporabil
samo metodo na osnovi barv in hevristicˇnih pravil. Metodo sem tudi preizkusil na testni
mnozˇici z 923 frontalnimi obrazi in dosegel uspesˇnost 82.9%, s sedmimi napacˇno najdenimi
obrazi. Uspesˇnost je nekoliko manjˇsa, kot cˇe bi uporabili samo metodo BDF, to pa zato,
ker je veliko obrazov napacˇno izlocˇila zˇe metoda na osnovi barv. Nekateri med ohranjenimi
obrazi pa so bili premajhni ali pa niso bili pravilno izbrani zaradi slabe segmentacije kozˇne
barve.
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7.1 Nadaljnje delo
Metode na osnovi barev bi bilo potrebno preizkusiti na obsezˇnejˇsi bazi obrazov razlicˇnih
kozˇnih polti. Za taksˇen preizkus potrebujemo veliko obrazov razlicˇnih polti, da lahko
zgradimo ustrezno veliki ucˇno in testno mnozˇico.
Metodo BDF, ki trenutno uspesˇno iˇscˇe samo frontalne obraze, bi bilo potrebno nad-
graditi, da bi iskala tudi obraze s profila. Ker sem v magistrski nalogi izdelal metodo BDF
s pomocˇjo jezika Matlab, bi bilo potrebno metodo izdelati v katerem od viˇsjeprogramskih
jezikiov, kot sta C++, C# ali Pascal in s tem metodo pohitriti in optimizirati. S tako
optimizirano metodo bi bili potem izvedljivi preizkusi nad obsezˇnejˇsemi podatkovnimi
bazami slik. V magistrskem delu namrecˇ nisem mogel preizkusiti uspesˇnosti metode BDF
na testni mnozˇici 472 slik, ki sem jo uporabil za preizkus uspesˇnosti kombinirane metode.
Preizkus na tej mnozˇici bi sˇe dodatno pokazal, kaksˇen del doprinese oziroma koliksˇen del
uspesˇnosti izgubimo, cˇe uporabimo novo kombinirano metodo. Iz istih razlogov tudi ne
moremo dolocˇiti, kolikokrat hitrejˇsa je nova kombinirana metoda od same metode BDF
na testni mnozˇici slik. Vse to bi lahko izvedli samo s hitrejˇso metodo BDF.
Moje nadaljnje raziskovanje bo obsegalo prepoznavo obrazov in prepoznavo mimike
obraza. S pomocˇjo uporabljene metode bom na sliki poiskal obraz, ga izrezal in ga
poskusˇal identificirati. S pomocˇjo prepoznave mimike pa bom poskusˇal prepoznati raz-
polozˇenje osebe.
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