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ABSTRACT 
The mammalian kidney is modeled by a multipoint boundary-value problem for a 
System of nonlinear ordinary differential equations. A corresponding inverse problem 
is presented, which allows the rigorous judgement of the potential of the given 
modeling technique. For its numerical Solution a discretization is proposed, which is 
tailor-made for kidney models. It leads to a nonlinear-programming problem with 
nonlinear equality and inequality constraints. The suggested methods are applied to 
current research problems in renal physiology. 
1. I N T R O D U C f l O N 
Düring the last two decades mathematical kidney models of increasing 
complexity have Jbecome an indispensable tool in the effbrt towards a 
complete understanding of hypertonic urine formation. Hypotheses on the 
renal concentrating mechanism cannot be judged by purely experimental 
results. They must pass a test in the form of a mathematical Simulation based 
on principles of local mass balance. In the ease of steady-state simulations, 
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these principles lead to a boundary-value problem for a S y s t e m of nonlinear 
ordinary differential equations. 
Naturally, this boundary-value problem depends on many geometric and 
thermodynamic p a r a m e t e r s , like solute permeabilities of the membranes in 
the various tubulär S e g m e n t s . Because of their biological nature, most of 
these data can be measured only with considerable uncertainty. 
A completely satisfactory kidney model must meet two requirements: 
First, it must use parameters within their ranges of measurements. Second, 
the model must predict steep concentration gradients in the inner medulla in 
accord with tissue-slice experiments. This requirement is the bottleneek for 
present-day kidney models [1]. As a consequence, it is absolutely essential to 
know which values of the parameters (within their ranges of uncertainty) 
predict the strengest increase of inner medullary concentration. This is the 
inverse problem, which is studied in the present paper. Commonly this task 
has been attacked by a mixture of heuristic arguments and trial-and-error 
strategies. 
The present paper suggests a more systematic approach: The boundary-
value problem is discretized in a semidiscrete manner. Thus, the original 
inverse problem is reduced to a nonlinear optimization problem with 100 
independent variables, 84 nonlinear equality constraints, and 38 inequality 
constraints. This can be solved effectively by the sequential quadratic pro-
gramming method. 
Besides the physiological insights that can be gained by this approach, the 
arising nonlinear optimization problem may also be of interest as a test 
problem for optimization Sof tware . 
The paper is struetured as f o l l o w s : The boundary-value problem modeling 
the kidney is formulated in Section 2. The inverse problem and its numerical 
Solution are presented in Section 3. Section 4 applies these techniques to 
current research in renal physiology. The consequences of these results are 
commented in the concluding remarks of Section 5. 
2. T H E B O U N D A R Y - V A L U E P R O B L E M M O D E L I N G T H E R E N A L 
C O N C E N T R A T I N G M E C H A N I S M 
The mammalian kidney consists of thousands of similar functional units, 
called nephrons. A schematic diagram of a S i n g l e nephron forming a counter-
current S y s t e m is given in Figure 1. Fluid flows in sequence through the 
descending and the ascending l i m b of Henle's loop ( D L H and A L H ) , the 
distal tubule (DT), and the collecting duet (CD). At its end the fluid emerges 
into the pelvis. A l l the nephrons are embedded in a common compartment, 
called the central core (CC; see [2, 3]). 
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Fic. 1. Schematic diagram of a Single long nephron. The indicated orientations of the 
arrows correspond to positive fluxes. DLH (ALH), descending (ascending) limb of Henle's loop; 
DT, distal tubule; CD, collecting duet; CC, central core; OM (IM), outer (inner) medulla. 
Two solutes are present in the model: salt (Z = 1) and urea (l = 2). 
Exchange between the nephron segments occurs through solute and water 
movement in the central core. The diagram reflects the impermeability of the 
A L H to water and the impermeability of the C D to salt (cf. the discussion in 
[4]). In äddition, Figure 1 defines a numbering of the various segments. 
The loops of Henle extend to varying depths within the renal medulla. In 
order to model the architecture of this tubulär System (which is described in 
[5]), the inner medulla is subdivided into three parts (Figure 2). The number 
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FIG. 2. Distribution of the 1536 loops of Henle. O M (IM), outer (inner) medulla. 
of loops of length bj is given by yy Altogether, 1536 loops are present in the 
model. This number is chosen because 1536 loops eventually merge into one 
C D . As a consequence, 
(1) 
The following paragraph describes the modeling of the D L H of length by. 
Let F{v and F{t denote the axial volume flow rate and the axial flow rate of 
solute l in this tubulär segment, rx its radius, and s the distance into the 
medulla from the corticomedullary border. The following System of differen-
tial equations results from the requirement of local mass balance: 
dFl in 
ds 
dFfr 
ds 
--2irri-j{e, j = l,...,4, 
= - 2 i r r 1 - / { „ i - 1 , 2 , j = l , . . . , 4 . 
(2) 
(3) 
According to th&laws of irreversible thermodynamics (see [6]) the transmural 
fluxes are given by 
Jl = L p , [ l . 8 2 o - u ( C 6 1 - C{x) + « r 1 2 ( C 6 2 - C{2)\ (4) 
(5) 
where Cd : = = ( C ^ + C 6 ; ) / 2 . The concentration of solute / in the D L H of 
length bj is given by 
C{, = F{,/F{V, 1 -1 ,2 , j = l , . . . , 4 . (6) 
It is assumed thät axial movement in the tubules is dominated by convection; 
thus diffusive flow is neglected in Equation (6). Physiological arguments in 
[7] and comparative computations in [8] justify this simplification. 
Further details of the notation may be found in the glossary of Symbols in 
Table 1. Note that Equations (2)-(6) are not self-contained, because they are 
coupled with other equations (which will be given below) via the C C 
concentrations C6i. 
The ascending limbs of Henle's loop are impermeable to water [9, 10], and 
the A L H System is modeled by 
ds 
dFh 
= 0, J - 1 . . . . . 4 , 
= - 2 i r r 2 - / ^ , J = l , 2 , J - 1 . . . . . . 4 . 
The transmural fluxes are given by 
Jli-Pu'(C{,-C«) + Tl, Clt-F^/Fl 2t?' 
(7) 
(8) 
(9) 
The active transport T£t is assumed to obey Michaelis-Menten kinetics, 
namely 
„ . Vm 2 ,C> , 
Ti, -
Km 2/ + Cii 
(10) 
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where V m 2 j is the maximum rate of transport, and Km2i is the Michaelis 
constant. In the model, only salt is transported actively (i.e. = 0), and this 
TABLE4 
G L O S S A R Y O F S Y M B O L S 3 
bj Lengths of loops of Henle (see Figure 2) [mm] 
jj Number of loops of length bj 
s Distance into the medulla from the corticomedullary border (s = 0) to 
the papillary tip (s = 10.5); independent variable (see Figure l ) b [mm] 
F/v Axial volume flow rate in the D L H (t - 1) and in the A L H (i « 2) of 
length bj [nl/min] 
F/i Axial flow rate of solute / in the D L H (i = 1) and in the A L H (i = 2) 
of length bj [1Ö~9 mmol/min] 
rt Radius of tube i [mm] 
J(i Transmural flux out of the D L H of length bj [nl min ~ 1 mm ~ 2 ] 
]{i Transmural flux of solute l out of the D L H (i = 1) and out of the A L H 
(t = 2) of length bj [10 " 9 mmol min ~ 1 mm " 2 ] 
C/j Concentration of solute / in the D L H (t = 1) and in the A L H (i = 2) 
of length bj [mmol/1] 
C,j Concentration of solute / in the DT (i = 3), in the CD (t = 4), in the 
pelvis (i = 5), and in the CC (t == 6) [mmol/1] 
Lp, Hydraulic water conductivity of the wall of segment i 
[nl mm ~ 2 min ~ 1 (mosmol/1) ~ 1 ] 
crit Reflection coefficient of the wall of segment i for solute / 
PiX Permeability of the wall of segment t for solute / [10 ~ 3 mm/min] 
Tn Active salt transport out of the A L H (t — 2) and out of the DT (i ~ 3) 
[10~9 mmol m i n - 1 mm - 2 ] 
V m a Maximum rate of the active salt transport out of the A L H (i = 2) and 
out of the DT (i - 3) [10" 9 mmolmin"1 mm" 2] 
K m a Michaelis constant of the active salt transport out of the A L H (i =* 2) and 
out of the DT (t » 3) [mmol/1] 
&lv Axial volume flow rate in the composite structure for the distal tubules 
(i = 3) and for the collecting ducts (t — 4); see text[nl/min] 
&"iX Axial flow rate of solute / in the composite structure for the distal tubules 
(i ~ 3) and for the collecting ducts (t ä 4); see text [10"9 mmol/min] 
Jiv Transmural water flux out of the DT (t = 3) and out of the CD (t = 4) 
[nl min" 1 mm - 2 ] 
] a Tranmsural flux of solute / out of the DT (t = 3), out of the C D (t = 4), 
and out of the pelvis 0 = 5) [10" 9 mmolmin" 1 mm" 2] 
Cp/ Concentration of solute / in the plasma [mmol/1] 
N C D ( S ) Number of collecting ducts present at depth s of the medulla 
P R U S Pelvic reflux of urea across the side wall of the CC 
(see Figure 1) [10 ~ 9 mmol/min] 
C F 5 ( S ) Circumference of the total medulla X 1536/(total number of loops of a 
kidney) [mm] 
Dt Diffusion coefficient of solute / [10 ~ 3 mm 2/min] 
A C ( S ) Cross-sectional area of the CC [mm2] 
F6v Axial volume flow rate in the CC [nl/min] 
F6l Axial flow rate of solute / in the CC [10~9 mmol/min] 
TABLE 1 (Continued) 
Q0 Volume flow rate entering the D L H [nl/min] 
L D T Length of distal tubule [mm] 
P R U C Pelvic reflux of urea across the cover wall of the CC (See Figure 1) 
[10~9 mmol/min] 
a In the order in which they appear in Equations (l)-(34). 
b For 1 — 3, s is measured along the distal tubule. D L H (ALH), descending 
(ascending) limb of Henle's loop; DT, distal tubule; CD, collecting duet; CC, 
central core. 
transport occurs Qnly in the outer medullary section of the A L H and in the 
distal tubule (passive mode [2, 11]). 
The distal tubules are modeled by a composite structure (cf. [7]). The 
flows 5*3,,, « ^ 3 / of the composite structure represent the sums of flows in the 
Sing le tubules, and the concentrations 
C 3 R = ^ 3 I / ^ 3 „ (11) 
of the fluid within the composite structure reflect the mixture of the fluids in 
the S i n g l e tubules. The 1536 distal tubules are modeled by 
dS^\ 
- ~ = -2wr3Xl536J3v, (12) 
— ^ = - 2 i r r 3 X l 5 3 6 / 3 „ Z = l , 2 . (13) 
as 
Here, s is measured along the distal tubules from s = 0 to s = L D X . Düring 
this passage, the fluid interacts with the cortical interstitium, where the 
solute concentrations are assumed to be the same as in the arterial plasma, 
namely Cpj and C p 2 . Consequently, 
hv ~ L p 3 [l.82a31(Cpx - C 3 1 ) + <7 3 2(Cp 2 - C 3 2 ) ] , (14) 
7 3 / * ^ r ( Q / - C P l ) + ( l - c r 3 / ) / 3 v C 3 / + r 3 , ,^ .' i - W , (15) 
where C3l»(C3/ + Cp;) /2 . Again, only salt is transported actively (i.e. 
T 3 2 = 0), and this active transport T 3 1 obeys Michaelis-Menten kinetics. 
The geometry of the collecting duet System is described in [5]: Six 
nephrons drain into one collecting duet. Their number remains constant in 
the outer medulla. In the inner medulla, the collecting ducts merge in a 
dichotomous manner on eight successive levels. Consequendy, the number of 
collecting ducts present at depth s of the medulla is modeled by the funetion 
(256 for 0 < « 
N C D ( « ) j i 28exp[ -0 .80867(5 -4 .5 ) ] for 4.5< 
r s < 4 . 5 
s < 10.5. 
Note that N C D ( 1 0 . 5 ) = 1 . Similarly to the distal tubules, the collecting-duct 
System is modeled by a composite structure: 
ds 
ds 
= - 2 7 r r 4 - N C D ( s ) - / 4 t ) , 
= - 2 i r r 4 ' N C D ( $ ) ' / 4 / , / = 1,2, 
(16) 
(17) 
where 
/ 4 „ = L p 4 [l.82<r 4 1(C 6 1 - C 4 1 ) + c r 4 2 ( C 6 2 - C 4 2 ) ] , (18) 
hi = P4r(C4l-C6l) + (l-o-4l)J4vC4„ (19) 
(20) 
_ _ w4l F _ C4l +. C6l 
The transmural flux of urea across the side wall of the C G is given by 
J52 = P52'(C52 """ Q 2 ) » (21) 
and the corresponding pelvic reflux amounts to Jrl0.5 C F 5 ( * ) / 5 2 ( * ) ^ ' 
8.25 
This equation allows a trivial transformation to the differential equation 
prus'(s) = cF5(s)J52(s): (22) 
If prus(8.25) = 0, then P R U S = prus(10.5). 
The differential equations (2)-(10), (16)-(22) are coupled by the C C 
concentrations C 6 / , which obey the central-eore equations 
Fei** FGVCGI- DiAC(s)~ 
dC 61 
ds ' 
1=1,2, (23) 
where Dt is the difiusion coefficient of solute h and A C ( $ ) denotes the 
cross-sectional area of the C C . Equation (23) allows solute movement along 
the C C axis by both difiusion and convection. The central-core flows F 6 | ? , F6l 
obey the following differential equations, which are derived from the require-
ment of mass balance: 
dF* 4 
ds 
" L r / 2 i r r J ^ + 2 i r r 4 N C D ( s ) 7 4 l ) , (24) 
dF* 
ds 
j-Ja 
4 
- E 7j(2vr1j{l+2irr2j(l) 
S-i. 
+ 2 i r r 4 N C D ( s ) / 4 , + C F 5 ( s ) / 5 , , J = l , 2 , (25) 
where / 5 1 s 0 for s e [0,10.5], / 5 2 ^ 0 for s6[0,8.25], and ja = v for « e 
[ V , U ( « = l - . , 4 ) . 
The boundary conditions for the system of differential equations (2)-(25) 
are given by 
- ' O o C P i . J - 1 . - . . . 4 , 
F / 2 (0) = g 0 X 2 C p 2 , j - 1 , . , . , 4 ; 
FUb^^-FUbj), j = l , . . . , 4 , 
Fli(bj) = ~ FUbj)' i - l . - v . 4 . f = l , 2 ; 
(26) 
(27) 
^ » . ( O ) - - L yjHM> ^ 3 / ( 0 ) = - I r j ^ o ) , * = i , 2 ; (28) 
j - i j - i 
• ^ ? ( 0 ) - ^ 3 . ( ^ D T ) ' . ^ ( 0 ) = ^ ( ^ D T ) . i - 1 . 2 ; (29) 
prus(8.25) = 0; (30) 
^ 2 ( 1 0 . 5 ) = ^ ; o ( l 0 . 5 ) C 5 2 + PRUs + P R u c ; (31) 
C 6 i ( 0 ) = C p „ / = 1,2; *• (32) 
F 6 o ( 10.5) = F 6 1 ( 10.5) - 0, F 6 2 (10.5) - - P R U C , (33) 
where P R U C denotes the pelvic urea reflux across the cover wall of the C C . It 
is given by 
P R U C - AC(10 .5 ) • P 5 2 [ C 5 2 - C 6 2 (10.5)] . (34) 
At the beginning of each tubule, the axial rate of flow of each constituent 
is fixed by the boundary conditions (26). The boundary conditions (27)-(29) 
serve to connect the ends of the descending limbs to the beginnings of the 
ascending limbs, the ends of the ascending limbs to the beginnings o f 
the distal tubules, and the ends of the distal tubules to the beginnings of the 
collecting ducts. The boundary condition (31) results from the requirement of 
mass balance in the pelvis. 
Equations (2)-(34) define a boundary-value problem f or a S y s t e m of 36 
simultaneous nonlinear differential equations of first order with the unknown 
functions F ^ F ^ F ^ F ^ ^ ^ ^ ^ p rus ,C 6 „ F 6 t ) , F 6 I ( 1 - 1 , 2 ; j 
= 1,...,4) and the unknown constant C 5 2 (eigenvalue problem). The geomet-
ric and thermodynamic parameters wil l be given in Section 4. 
R E M A R K 2.1. In the simulations of Section 4, the f o u r descending limbs 
have different lengths bjy but apart from that, their parameters are identical. 
Consequently, the model (2)-(34) is equivalent to a model with a Single 
descending limb. The index j in Equations (2)-(6), (26), in the transmural 
D L H fluxes of (24), (25), and in the D L H flows of (27) can be dropped. Thus 
the number of differential equations can be reduced to 27. 
R E M A R K 2.2. The Sys tems modeling technique used in this section has 
been employed previously by several authors to stud[y various aspects of the 
integrated renal fimction [1, 4, 7, 8, 12-20]. Finite-difference methods 
[12-14, 16, 20-23], quasilinearization [1, 24-27], invariant imbedding 
[27-31], and multiple shooting [4, 17, 32] have been suggested f or the 
numerical S o l u t i o n o f the resulting boundary-value problems. A semidiscrete 
method combining collocation and shooting has been given in [19, 33]. The 
classical theoretical results on the O r d e r s o f convergence for pure collocation 
[34] extend to this semidiscrete modification. 
3. T H E I N V E R S E P R O B L E M A N D ITS N U M E R I C A L S O L U T I O N 
The differential equations and boundary conditions o f Section 2 constitute 
a multipoint boundary-value problem 
z '=<D(s,z ;p) , (35) 
ß(z(bo;p)9...,z(b4;p);p)-09 (36) 
where p denotes a vector of parameters which are of thermodynamic and 
geometric nature. The values of these parameters can be determined only by 
difficult and time-consuming experimental teehniques, and they are known 
only with considerable uncertainty. In the inverse approach of the present 
paper, they are allowed to vary within certain intervals, i.e. 
l<p<u, (37) 
where / and u denote vectors of lower and upper bounds respectively. These 
intervals reflect the corresponding ranges of measurements, It has already 
been pointed out in Section 1 that a judgment of a given kidney model 
requires the knowledge of the optimal inner medullary concentration in-
crease which can be generated by this model. So the objective function is 
given by 
maximize[Osm 6 (10 .5 ;p) -Osm 6 (4 .5 ;p) ] , (38) 
v 
where 
O s m ^ ^ p J ^ l ^ C ^ ^ p J + C ^ ^ p ) (39) 
denotes the total osmolarity in compartment i . In addition to (37), f u r t h e r 
constraints are imposed on the parameters: First, experimental results [35] 
demonstrate that the osmolarity of the collecting duet fluid at the papillary 
tip is nearly the same as that of the fluid in the adjacent central core at the 
same level. This fact is modeled by the constraint 
0 .9Osm 4 (10 .5 ;p )<Osm 6 (10 .5 ;p )< l . lOsm 4 (10 .5 ;p ) . (40) 
Second, the volume flow rate emerging from the final collecting duet into the 
pelvis» exceeds a certain bound [36]: 
T F / P i n u l i n c D ( 10.5; p ) < 400, (41) 
where 
3 X 1 5 3 6 Q 0 
T F / P inulin C D ( S,; p) r~ (42) 
denotes the simulated tubule-fluid-to-plasma ratio for the inulin concentra-
tioii in the collecting duet at level s. Third, the salt concentration at the 
outer-inner medullary junetion of the central core is within certain bounds 
[37]: 
3 5 0 « C 6 i ( 4 . 5 ; p ) < 5 0 0 . (43) 
The numerical Solution of t h e inverse problem (35)-(43) follows t h e 
semidiscrete approach'give in [33]: It makes use of t h e sparsity of the S y s t e m 
(35) by exploiting the fact that the tubule equations are connected only via 
t h e central-core concentrations C6t. The method is based on splines as trial 
funetions for t h e s e concentrations and on collocation of the central-core 
equations (23). Once t h e s e trial funetions are given, the tubule equations and 
boundary conditions form a sequence of initial-value problems (each in the 
corresponding direction of flow). These initial-value problems are very stable. 
The definition of the trial funetions (splines) C A 6 1 and C A 6 2 requires the 
selection of a partition A = ( ^ ) j l 0 of the interval [0.0,10.5], 
0.0 = s0 < sY < s2 < • • • < sN = 10.5, (44) 
which has to include the points blyb2,b3 where the right-hand side <& of 
Equation (35) is discontinuous. For an adaptive placement of the partition 
points Sj, an adequately modified version of the code N E W N O T [38] is 
effective. The space of trial funetions is given by 
A n C [ 0 . 0 , 1 0 . 5 ] , 
where Hk A denotes the linear space of pieeewise polynomials of degree < k 
with partition points A . A reasonable choice is k = 3. 
Normalized ß-splines (cf. [38]) are used as basis funetions. Let 
kN + l 
:jlBj,k + l> 1 = 1,2 (45) 
be the ß-representations for the trial funetions. Because of the boundary 
conditions (32), a i ; = Cp/. So the 2fciV-dimensional vector 
a''=(a2l,...yakN+hlya22,...yakN^l2) (46) 
has to be determined such that C A 6 / approximate Cßl (1 = 1,2). For that 
purpose collocation is applied to the central-core equations (23): Let 
(i == 1,..., kN) denote the Gauss-Legendre collocation points (k per subinter-
val of the partition A , and distributed the same in each subinterval; see e.g. 
[38]). The trial funetions are forced to exactly satisfy the differential equations 
(23) at these points, i.e. . 
k(l(a,p)=0, (47) 
where 
F ^ E V ( O R I ^ A > P ) C ^ E I ( ( T I ' > A ) ' "
 F A , 6 / ( ^ , ^ > P ) 
D / A c ( c r i ; p ) 
= 0, 
t = l,...,fcJV, Z = l , 2 . 
Here, F A 6 t ? and F A 6 / together with F A l v , F A u , Fl 2 t ? , F^ 2 l , ^ 3 v , &± u , 
5^ 4 ( , , 5 ^ 4 ; , p rus A ,C A 5 2 denote the Solution of the differential equations 
(2)-(22), (24), (25) subject to the boundary conditions (26)-(31), (33), (34), 
where the concentrations Cel in the right-hand sides of the differential 
equations and in (34) are replaced by the trial funetions CA6l (l — 1,2). Note 
that aecording to Remark 2.1 the index j in the D L H flows can be dropped. 
Owing to the typical C o n n e c t i v i t y of the S y s t e m of the nephrons, the above 
funetions can be computed efficiently in a natural and straightforward 
manner: The initial-value problems (2)-(6), (26) for the D L H ; (7)-(10), (27) 
for the A L H ; (11)-(15), (28) for the DT; (16)-(20), (29) for the C D are 
computed in sequence. For these integrations, routines are used that control 
the discrejization error reliably, namely the programs D I F S Y I (Bulirsch-
Gragg-Stoer extrapolation method [39-41]), R K F 7 (Runge-Kutta-Fehlberg 
method of order 7 [42]), and D G E A R (backward differentation formulas (43]). 
Note that these integrations always take place in the stable direction of 
tubulär flow. At its end, the values of the funetions F A l v , F A u , F[2v, F[2l, 
« ^ A , 4 U » ^ A , 4 /
 a t *h e collocation points and at the endpoints of the interval 
[0.0,10.5] are available. 
Equations (21), (22), (31), (34) can be combined to 
^ ) 4 2 ( 1 0 . 5 ; a , p ) 
= C A ,52(«>P) 
X [^,4t>(10.5;a, p) + P 5 2 - ( f"*CF5(s;p) ds + A C ( 1 0 . 5 ; p) j 
~ P52'^f^CF5(S'*P)CAM(s^a) * + A c ( 1 0 . 5 ; p ) C A 6 2 ( 1 0 . 5 ; a ) j , 
and the constant C A 5 2 ( a , p) can be easily computed from this equation. 
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The computation of the functions fc^ is completed by integrating the 
differential equations (3), (8), (17), (25) from s = 10.5 to s - oj. This together 
with the boundary conditions (27), (33) yields (e.g. for 1 — 2) 
4, 
J=Jo 
- ^ A , 4 2 ( ^ ; « » P ) - / CF5(s;p)J^52(s;a9p)ds 
+ ^ 4 2 ( 1 0 . 5 ; a , p ) - P R U c . 
This equation describes the conservation of mass over the [cri910.5] section of 
the medulla. It allows the straightforward calculation of F A 6 2 (aj ;a , p). The 
values F A t 6 o ( o j ; a, p) and F A > 6 1 (o i ; a, p) ean be computed analogously. Hence, 
the functions fc l Z [cf. the definition (47)] can be evaluated in a stable and 
efficient manner. 
Let m he that index for which sm — 4.5 in the partition (44). Then the 
(discrete) nonlinear-programming problem which approximates the inverse 
problem (35)-(43) can be formulated: 
m a x i m i z e l . 8 2 ( a Ä ^ (48) 
where the independent variables (et, p) are subject to 
nonlinear equality constraints: 
f c , z ( a , p ) = 0 (t = l , . . . , f c N , i - 1 , 2 ) ; 
nonlinear inequality constraints: 
1 . 8 2 ^ t 4 1 ( 10.5; a , p) + ^ 4 2 ( 10.5; a , p) 
(49) 
0.9 
^ ) 4 ü ( 1 0 . 5 ; ä , p ) 
< l - 8 2 a t N + i > i + a j . Ä r + l i 2 
1 .82^ , 4 1 ( 10.5; a , p ) + ^ > 4 2 ( 10.5; a , p ) 
<1.1-
^ , 4 c ( 1 0 . 5 ; a,p) 
3 X l 5 3 6 O 0 
10< - , , n , r < 4 0 0 ; 
^ i 4 c ( 1 0 . 5 ; a , p ) 
(50) 
(51) 
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3 5 0 < a * m + 1 !<500, 
2 < p < u . 
(52) 
(53) 
Note that akN+lj = C A 6 /(10.5;a,p) and a^m + i , / = C A 6/(4.5;a,p). Hence, 
the objective fimetion (48) is an approximation of the original objective 
funetion (38). The equality constraints (49) are the collocation conditions 
(47) . The inequalities (50) and the right inequality of (51) reflect the 
constraints (40) and (41) of the original problem. Note also that the flows 
^ 4 ü(10.5; a, p) and ^ 4 /(10.5; a, p) are computed as a by-produet during 
the evaluation of the functions fc^(a,p). The left inequality of (51) avoids 
calculations in a physiologically meaningless ränge. The bounds (52) and (53) 
correspond to (43) and (37) respectively. 
For the numerical Solution of the nonlinear programming problem 
(48) -(53) canned Software is available. The package S L S Q P [44] has been used 
for the computations in Section 4. It implements the sequential quadratic-
programming method algorithm as developed in [45-50]. This technique is 
also referred to as Lagrange-Newton or S O L V E R method [51]. Extensive tests 
in [52] on a wide ränge of fest examples [53] have demonstrated its excellent 
efficiency in terms of funetion evaluations. This is a decisive feature because 
the evaluation of the constraint functions (49)-(51) is a rather time-consum-
ing task. 
In particular, S L S Q P uses the exaet L I penalty funetion of [46] as a test 
funetion within the steplength algorithm. The matriees approximating the 
Hessian matrix of the Lagrangian funetion are updated by the BFGS formula 
of [47, 48]. The quadratic-programming subproblems are transformed to 
linear least-squares problems [50], which are solved by the Software of [54]. 
4. S I M U L A T I O N S A N D R E S U L T S 
The techniques of Sections 2 and 3 have been applied during several 
simulations studying current research problems of renal physiology in [55]. 
The present section gives a small selection of these results. 
Table 2 lists those thermodynamic parameters which are held fixed during 
the computations. They are discussed and jüstified in [4, 19]. As far as 
possible values are those measured directly in isolated perfused tubules of 
the rabbit. In addition, Q0 = 10 n l /min , Cpj = 140 mmol/1, C p 2 = 9 mmol/1, 
K m 2 1 — K m 3 1 = 100 mmol/1. The radii of the individual tubes are: rl = 8 
/ im, r 2 = 10 /im, r 4 — 12 jLtm in the outer medulla, r 4 = 24 jxm in the inner 
TABLE 2 
F I X E D T H E R M O D Y N A M I C P A R A M E T E R S 8 
A L H C D 
OM IM DT OM IM 
Lp, nl cm 2 min 1 0 0 48.4 Var.b Var b 
X (mosmol/1)"1 
P ^ , K T 5 cm/s 6.27 25 0.8 0 0 
P u r e a , l ( r 5 c m / s 0 6.7 Lin. trans.c 0.097 Var.b 
— — 1 1 1 
i^urea — —- 1 Var.b Var.b 
a A L H , ascending limb of Henle's loop; Dt, distal tubule; CD, collecting 
duet; OM, outer medulla; IM, inner medulla; Lp, hydraulic water conduetiv-
ity; P s a h , permeability to salt; P u r e a , permeability to urea; crsa l t, reflection 
coefficient for salt; cr u r e a, reflection coefficient for urea. 
b Variable; see Table 3. 
c Linear transition from 0 to 1. 
medulla. The radius r 3 decreases linearly from 10 to 8 /xm. The length of the 
distal tubule is L D T = 2.625 mm. The cross-sectional area AC(S) of the central 
core and the circumference of the total medulla are chosen analogously to [4]. 
The other parameters are allowed to vary over certain intervals. These 
parameters constitute the vector p of Section 3. The corresponding lower 
and upper bounds are given in Table 3. The chosen upper bounds for the 
maximum rates of active salt transport, V m n , are relatively large in order to 
allow high flexibility. Note that in the results given below the computed 
optima for V m t l are much lower than these upper bounds. The intervals for 
the D L H parameters cover the various modes that have been studied in [7]. 
The intervals for the C D parameters reflect the ranges of measurements. Cf. 
[4, 7, 18, 19] (together with the references cited there) and the recent results 
of [56]. Again, most of these measurements are in rabbits. The consequences 
of various permeabilities for the reentry of pelvic urea into the papillary 
central core have been studied in [4] (but see the discussion below). The 
lower bound for the parameter px ensures that at least two-thirds of the loops 
are short loops [5]. However, no further restrictions are imposed on the loop 
geometry (within the frame inherent in the selection of four groups of loops 
with lengths b b 4 in Figure 2, of course). In the following, the above 
parameter set will be referred to as the base case. The bounds of Table 3 
define the vectors l and u of the inequalities (37). The objective funetion 
(38) and the constraints (40)-(43) complete the definition of the inverse 
problem. 
TABLE 3 
B O U N D S F O R V A R I A B L E P A R A M E T E R S 
Parameter Lower bound Upper bound 
Maximum rates of active transport 
V m 2 1 , 10 6 mmol cm" 
V m 3 1 , 1 0 " 6 
Descending limb of Henle's loop 
9 
Lp^ nl cm " 2 min ~ 1 (mosmol/l)~1 5 
P n , 10" 5cm/s 0 
P 1 2 , K T 5 cm/s 0 
0.36 
0.4 
12 
0*12 
Outer medullary collecting duet 
Lp 4 , nl cm ~ 2 min " 1 (mosmol/1)~1 23 
0.4 
Inner medullary collecting duet 
Lp 4 , nl cm " 2 min ~ 1 (mosmol/1) " 1 7.37 
P 4 2 , 10" 5 cm/s 
° 4 2 
2.4 
0.4 
Pelvis 
P 5 2 , 10" 5 cm/s 
Loop geometry 
P l : « r i / 1 5 3 6 
p 2 - y 2 / [ 1 5 3 6 ( l - p 1 ) ] 
p 3 : - y 3 / [ 1 5 3 6 ( l - p 1 X l - p 2 ) ] 
44 
44 
252 
47 
20 
1 
1 
48.4 
1 
92 
13.1 
0.75 
15 
For the numerical S o l u t i o n of this inverse problem a partition with 14 
subintervals and splines of degree < 3 are chosen (cf. Section 3). Thus, the 
discrete nonlinear-programming problem of Equations (48)-(53) consists o f 
100 independent variables, 84 nonlinear equality constraints, 4 nonlinear 
inequality constraints, and 34 bounds. 
Tables 4,5 and Figures 3-5 give the results of these eqmputations. The 
bounrls of Table 3 are repeated in Table 4 for the convenience of the reader. 
The computed optima for pvp2,Pz corresponded to yx = 1024, y 2 = 356, 
y3 » o , y4** 156. Both the computed salt concentration in the central core 
(Figure 3) and the computed urea concentration in the central core (Figure 
TABLE 4 
C O M P U T E D O P T I M A F O R T H E V A R I A B L E P A R A M E T E R S I N T H E B A S E C A S E 
Parameter Lower Computed Upper 
(for units see Table 3) bound optimum bound 
Maximum rates of active transport 
V M 2 1 0 14.76 44 
V m 3 1 0 8.82 44 
Descending limb of Henle's loop 
L P l 5 Upper bound 252 
p n 0 Lower bound 47 
Pl2 0 Lower bound 20 
^ 1 1 0.36 - 0.93 1 
0.4 Upper bound 1 
Outer medullary collecting duct 
Lp 4 23 Upper bound 48.4 
0.4 Upper bound 1 
Inner medullary collecting duct 
Lp 4 7.37 14.40 92 
2,4 Lower bound 13.1 
#42 0.4 Lower bound 0.75 
Pelvis 
1 Upper bound 15 
Loop geometry 
Pl | Lower bound 1 
P2 0 0.695 1 
Pz 0 Lower bound 1 
4) are in satisfactory agreement with slice concentration measurements. The 
increase of the osmolarity in the inner medullary central core is moderately 
strong (Figure 5). Note that this is the objective funetion (38). Thus, the 
present model cannot explain stronger increases of inner medullary concen-
trations. 
Some comments on the computed optima of the variable parameters in 
Table 4 seem in place: The second group of parameters in this table is 
related to the descending limbs of Henle's loops ( D L H ) . The computed 
optima for these parameters demonstrate that the water recycling mode of 
D L H equilibration is most effective. This confirms the direct parameter 
TABLE 5 
C O M P U T E R T U B U L E F L U I D - T O - P L A S M A RATIO F O R T H E I N U L I N C O N C E N T R A T I O N ( B A S E C A S E ) * 
Ratio 
s D L H 1 A L H 1 D L H 2 A L H 2 D L H 3 . A L H 3 D L H 4 A L H 4 C D 
0 3 8.77 3 9.55 — —' 3 20.83 36.22 
1.5 3.90 8.77 3.90 9.55 — — 3.90 20.83 51.09 
4.5 8.77 8.77 8.77 9.55 8.77 20.83 114.50 
6.0 9.55 9.55 — — 9.55 20.83 158.19 
8.25 — — 13.67 20.83 277.53 
10.5 20.83 20.83 400 
a D L H j (ALHj), descending (ascending) limb of Henle's loop of length by, 
CD, collecting duct. 
0 J , , 1 . j . j 1 ^ 
MEDULLARY DEPTH (mm) 
FIG. 3. Computed salt concentration for the base case in the central core (—) and in the 
collecting duct (-•-•); for comparison also measured slice concenfrations [37] are given 
(hatched area); OM (IM), outer (inner).medulla. 
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FIG. 4. Computed urea concentration for the base case in the central core (—), in the 
collecting duet (-•-•), and in the pelvis ( A); for comparison also measured slice concentrations 
[57] are given ( ); O M (IM), outer (inner) medulla. 
study in [7]. The computed optima for the last group of parameters in Table 4 
show that a decreasing loop-of-Henle population as a funetion of inereasing 
medullary depth is an important factor in the eoneentrating meehanism. The 
concentration capability of the present model is well above that of an 
otherwise similar model with only a S i n g l e type of nephrons (see [55]). This is 
consistent with the direct parameter studies in [16, 58, 59]. 
The computed O p t i m u m for the urea permeability of the wall separating 
the pelvis and the päpillary central core ( P 5 2 ) allows a rather large amount of 
pelvic urea reflux. This together with the low urea permeability of the inner 
medullary collecting duet has a "delay effect" (cf. [4]): The entry of a high 
percentage of the inner medullary collecting duet urea load into the central 
core is delayed to the innermost depths of the medulla. This Supports urea 
trapping in the inner medullary central core, which is a decisive feature for 
the passive concentration meehanism [2, 11]. 
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FIG. 5. Computed osmolarity for the base case in the central core (—) and in the collecting 
duet (-•-•); O M (IM), outer (inner) medulla. 
However, in a recent study [56] such urea reentry from the pelvis has 
been judged to be insignificant under normal steady-state conditions. More-
over, the corresponding permeability in the rabbit was measured to be an 
order of magnitude smaller than the computed O p t i m u m for P 5 2 in Table 4. 
For a nonrabbit species, similar results have been reported in [60]. 
A delay effect (see above) is not necessarily restricted to the presence of 
pelvic urea reflux. Recent experiments [56], which have been inspired by 
mathematical modeling studies in [18], demonstrate a remarkable hetero-
geneity with respect to urea permeability of the inner medullary collecting 
duet. The urea permeability in the innermost part of the inner medullary 
collecting is found to be significantly higher than that in the outer third of 
this tubulär segment. Obviously, this pattern allows a delay effect, too. 
In order to study the fimctional implications of this heterogeneity by the 
inverse approach, the inner medullary collecting duet is subdivided into 
three parts. In the outermost part (4.5 < s < 6.5), the urea permeability (P 4 2 , 
10" 5 cm/s) is allowed to vary between the bounds 1.1 [56] and 2.4 [61]. In 
the innermost part (8.25 < s < 10.5), the corresponding bounds are 2.4 [61] 
and 14.9 [56]. The interval 6.5 < s < 8.25 is modeled as a linear transition 
zone for P 4 2 . The upper bound for F 5 2 is an order of magnitude smaller than 
that in the base cäse [56], The other bounds for the variable parameters are 
the same as in the base case (Table 3). The fixed parameters (Table 2), the 
inequality constraints (40)-(43), and the objective funetion (38) are identical 
TABLE 6 
C O M P U T E D O P T I M A F O R T H E V A R I A B L E P A R A M E T E R S 
IN T H E H E T E R O G E N E O U S C O L L E C T I N G - D U C T C A S E 
Parameter Lower Computed upper 
(for units see Table 3) bound Optimum bound 
Maximum rates of active transport 
V m 2 1 0 16.84 44 
V m 3 I 0 5.70 44 
Descending limb of Henle'sloop 
LPi 5 Upper bound 252 
*n 0 Lower bound 47 
Pl2 0 Lower bound 20 
0.36 0.74 1 
^ 1 2 0.4 Upper bound 1 
Outer medullary collecting duct 
Lp 4 23 Upper bound 48.4 
0.4 0.85 1 
Inner medullary collecting duct 
Lp 4 7.37 12.90 92 
P 4 2:4.5 < s < 6.5 1,1 Lower bound 2.4 
8.25<5<10.5 2.4 12.31 14.9 
^42 0.4 Lower bound 0.75 
Pelvis 
1 Upper bound 1.5 
Loop geometry 
Ri | 0.78 1 
92 0 0.64 1 
P3 0 Lower bound 1 
TABLE 7 
C O M P U T E D T U B U L E F L U I D - T O - P L A S M A R A T I O F O R T H E I N U L I N C O N C E N T R A T I O N 
( H E T E R Q G E N E O U S C O L L E C T I N G - D U C T C A S E ) A 
Ratio 
s DLH1 ALH1 DLH2 ALH2 DLH3 ALH3 DLH4 ALH4 CD 
0 3 11.37 3 14.05 — — 3 22.48 38.64 
1.5 3.76 11.37 3.76 14.05 — — 3.76 22.48 59.14 
4.5 11.37 11.37 11.37 14.05 — —• ' 11.37 22.48 142.32 
6.0 14.05 14.05 _ — 14.05 22.48 208.78 
8.25 — — 20.20 22.48 320.14 
10.5 ~~ 22.48 22.48 400 
ttDLHj (ALHj), descending (ascending) limb of Henle's loop of length by, CD, 
collecting duct. 
0 4- . . » « . . . • -
0 2 4 6 8 10 
MEDULLARY DEPTH (mm) 
FIG. 6. Computed salt concentration for the heterogeneous collecting-duct case in the 
central core (—) and in the collecting duct (-•-•); for comparison also measured slice 
concentrabons [37] are given (hatched area); OM (IM) outer (inner) medulla. 
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FIG. 7. Computed urea concentration for the heterogeneous collecting-duct case in the 
central core (—), in the collecting duct (-•-•), and in the pelvis (A); for comparison also 
measured slice concentrations [57] are given ( ); O M (IM), outer (inner) medulla. 
to those of the base case as well. In the following, this inverse problem will 
be referred to as the heterogeneous collecting-duct case. 
Tables 6,7 and Figures 6-8 give the results of these computations. The 
computed optima for p 1 , p 2 , p 3 correspond to yx = 1195, y2 = 217, y 3 - 0, 
y4 = 124. The computed optima for P 4 2 are in accord with the delay effect 
suggested in [56]. Because of the optimal selection of the variable parameters 
by the inverse approach, the computed increase of the osmolarity in the 
inner medullary central core (cf. Figure 8) is considerably stronger than the 
corresponding increase in the simulations of [18]. Note that the latter 
simulations also model inner medullary collecting duct heterögeneity. 
Nethertheless, a comparison of Figures 6-8 with Figures 3-5 reveals that 
the delay effect prodüced by the collecting duct heterögeneity is less efficient 
than the corresponding delay effect in the base case, which is due to pelvic 
urea reflux. 
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FIG. 8. Computed osmolarity for the heterogeneous collecting-duct case in the central core 
(—) and in the collecting duct (-•-•); O M (IM), outer (inner) medulla. 
5. DISCUSSION 
The inverse approach presented in Sections 2-4 allows rigoroüs judge-
ment of the potential of a given kidney modeling technique by determining 
the optimal inner medullary concentration increase. Note that the central 
core is an idealization that does not take into account the possible dissipative 
losses due to the system of the vasa recta (see [1]). Thus, the computed 
optimal inner medullary concentration increases of the present paper are 
upper bounds for those increases that would be predicted by a model that 
includes the vasa recta as separate structures. In spite of this idealization, the 
results of the base case are consistent only with the Hattest measured inner 
medullary concentration profiles (cf. Figures 3, 4). If the pelvic urea reflux is 
restricted according to recent measurements (heterogeneous collecting-duct 
case), the agreement is not satisfactory (cf. Figures 6, 7). However, the 
Situation improves drastically, if a "salt transport cascade" [19, 62] is included 
in the model. Such a transport cascade occurs i f the upper parts of the long 
descending limbs of Henle's loops are able to secrete salt actively into the 
tubulär fluid. This feature has been included in a model which is otherwise 
similar to that given here [19]. For this model, the inverse approach was able 
to determine a parameter set which predicts a very strong concentration 
increase over the inner medullary central core (osmolarity at the inner outer 
medullary junction s = 4.5: 976 mosmol/1; at the papillary tip, s - 10.5: 4343 
mosmol/1; see [55]). 
At present, the assumption öf active salt transport into certain parts of the 
descending limbs of Henle's loops is backed only by morphological observa-
tions and lacks experimental evidence. However, it has been pointed out 
recently [63] that a salt transport cascade is not necessarily restricted to the 
presence of active salt transport into the descending limbs and could operate 
on the basis of the complementary processes of cycles and separations as 
well. A verification of this S u g g e s t i o n requires further modeling effbrts. 
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