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A PFAFFIAN FORMULA FOR THE MONOMER-DIMER MODEL ON
SURFACE GRAPHS
ANH MINH PHAM
Abstract. We consider the monomer-dimer model on weighted graphs embedded in sur-
faces with boundary, with the restriction that only monomers located on the boundary are
allowed. We give a Pfaffian formula for the corresponding partition function, which gener-
alises the one obtained by Giuliani, Jauslin and Lieb for graphs embedded in the disk [9].
Our proof is based on an extension of a bijective method mentioned in [9], together with the
Pfaffian formula for the dimer partition function of Cimasoni-Reshetikhin [3].
1. Introduction
The monomer-dimer model is one of the important models in both statistical physics and
theoretical computer science. As a classical lattice model, it was first introduced to describe
the absorption of a mixture of unequal-size molecules on crystal surfaces [6]. A brief history
of the study of this model in statistical mechanics, and some fundamental results can be
found in [10, 11]. Moreover, the impact and the interest of the monomer-dimer model goes
beyond physics: indeed the monomer-dimer problem represents a prototypical problem in
computational complexity theory [8].
This model can be defined as follows. Let G be a finite graph with vertex set V (G)
and edge set E(G); a monomer-dimer covering, or shortly, an MD covering of G is a pair
τ = (τD, τM ) ∈ E(G)×V (G) so that each vertex of G is covered by exactly one element of τD
(which we shall call a dimer) or one element of τM (which we shall call a monomer). Let us
denote by MD(G) the set of all MD coverings of G. If monomers are not allowed to appear,
that is, if τM = ∅, then we simply say that τ = τD is a dimer covering (aka perfect matching)
of G. We denote by D(G) the set of all dimer coverings of G. If G is endowed with an edge
weight system x = (xe)e∈E(G) and a vertex weight system y = (yv)v∈V (G), then the monomer-
dimer partition function (or simply the MD partition function) of the weighted graph (G,x, y)
is defined by
ZMD(G) := ZMD(G,x, y) =
∑
τ∈MD(G)
∏
e∈τD
xe
∏
v∈τM
yv.
Note that if we set all the vertex weights y = (yv)v∈V (G) equal to 0, which means that
monomers are not allowed to appear, then we get the dimer partition function of G.
A classical problem associated to the monomer-dimer model on a given weighted graph G is
to compute its partition function ZMD(G). Unfortunately, it turns out that this computation,
even for planar graphs, is intractable [13]. More precisely, it is proved in [13] that computing
the number of matchings (and so computing the number of MD coverings) for planar graphs
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is “#P complete”. Nevertheless, there are some particular cases in which we can compute
the MD partition function efficiently. Let us now discuss these cases.
If monomers are not allowed to appear, or if they are fixed, computing the monomer-dimer
partition function boils down to computing the dimer partition function of some resulting
graph. For the latter, one can use a Pfaffian formula, which expresses the dimer partition
function of any surface graph (i.e. graph embedded in a surface) as a linear sum of the
Pfaffian of some skew-adjacency matrices associated to the graph. In fact this formula was
first achieved by Fisher [5] and Kasteleyn [14] for the square lattice, and then by Kasteleyn
for every planar graph [15]. The result was extended later to general surface graphs by
Galluccio-Loebl [7] and Tesler [18] independently, and then by Cimasoni-Reshetikhin [3, 4, 2].
Furthermore, if monomers are allowed to appear, and if one restricts their locations, similar
Pfaffian formulas for MD partition functions can be obtained in some cases [17, 19, 16, 20, 9].
To the best of our knowledge, the most general Pfaffian formula for the MD partition function
was obtained only recently in the paper [9] of Giuliani, Jauslin and Lieb where the authors
consider graphs embedded in the disk with monomers restricted on the boundary of this disk.
There are two methods to prove their Pfaffian formula. One method is to define a suitable
matrix associated to a well-chosen orientation on the edges of the graph together with a good
labelling of its vertices so that the Pfaffian of this matrix is equal to the MD partition function
(see [9] for more details). Another method is based on a one-to-two mapping from the set of
MD coverings of the original graph to the set of dimer coverings of an auxiliary planar graph,
and the application of the Pfaffian formula for the dimer partition function to this auxiliary
graph (see [9, Appendix E]).
The aim of the present article is to generalise the Pfaffian formula obtained by Giuliani,
Jauslin and Lieb to graphs embedded in surfaces of arbitrary topology with any number of
boundary components, where monomers are still restricted on the boundary of the surface.
Roughly speaking, if G is embedded in an orientable surface of genus g with b boundary
components, the MD partition function of G (with monomers located only on the boundary)
is given by
ZMD(G) =
1
2g
∣∣∣∣
∑
K
±Pf(MK(G))
∣∣∣∣.
In this formula, the sum is over 22g+b−1 well-chosen orientations on G, and MK(G) is a
modified adjacency matrix of G with respect to the orientation K (see Definition 2.1 below).
The more precise statement of our formula can be found in Theorem 2.2. As a consequence,
if monomers are not allowed to appear, we get back the general Pfaffian formula for the dimer
partition function obtained in [2]. Also, if g = 0 and b = 1 we get back the Pfaffian formula
for the MD partition function given in [9].
Before concluding this introduction, let us give the idea of the proof of our formula.
In short, by extending the bijective method described in [9, Appendix E] to graphs em-
bedded in surfaces with boundary, we can define an auxiliary surface graph Gβ for each
β = (β1, . . . , βb) ∈ Z
b
2 with
∑b
k=1 βk even with the following property: the dimer partition
function of Gβ can be related to a partial MD partition function of G with the parity of the
number of monomers on each boundary component given by β. The former quantity then
can be computed by using the Pfaffian formula for the dimer partition function given in [2].
It follows that the MD partition function of G can be given by a linear sum of the Pfaffian of
skew-adjacency matrices associated to Gβ . Furthermore, one can show that the latter can be
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related to the Pfaffian of modified adjacency matrices of G mentioned above, and hence we
end up with the formula as stated.
In conclusion, it should be mentioned that using the same method as described above
together with the Pfaffian formula for the dimer partition function of graphs embedded in
(possibly) non-orientable surfaces [2], one can obtain a similar formula for the MD partition
function of graphs embedded in (possibly) non-orientable surfaces with boundary. The proof
of this formula is almost the same as in the orientable case, and therefore we only consider
the latter in the present work. Last but not least, for the dimer partition function of surface
graphs, the number of terms in the Pfaffian formula is precisely the order of the first homology
group over Z2 of the surface. By our formula, this is also the case when we consider the
monomer-dimer model.
The article is organised as follows. In Section 2 we define modified adjacency matrices
associated to graphs embedded in surfaces with boundary. We also describe particular orien-
tations on edges of graphs together with a specific labelling of vertices. Finally we state our
general Pfaffian formula for the monomer-dimer partition function (Theorem 2.2). Section 3
is devoted to review the dimer model on surface graphs (Section 3.1), and then to prove our
formula (Section 3.2).
Acknowledgments. This work was supported by a grant of the Swiss National Science
Foundation. The author would also like to thank his advisor David Cimasoni for helpful
comments and discussions.
2. Definitions and statement of the main result
In this section we will fix the setting for the rest of the paper, and introduce some basic
definitions and notations that are necessary to state our result. We then give our Pfaffian
formula for the MD partition function together with an example at the end of the section.
2.1. Setting. Throughout this article, we shall assume that G is a finite connected graph en-
dowed with an edge weight system x = (xe)e∈E(G) and a vertex weight system y = (yv)v∈V (G).
Note that G is allowed to have multiple edges, while loops can always be removed since they
do not play any role in our model. We also assume that G is embedded in an orientable
surface Σ of genus g with boundary ∂Σ consisting of b ≥ 1 components. Let us define the
boundary ∂G of G as the subgraph of G consisting of vertices and edges that can be connected
to ∂Σ by a path without crossing any other edge of G (cf. [9]).
Figure 1. Add suitable (dashed) edges and deform ∂Σ to get a boundary circuit.
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G
Bk
G′
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Figure 2. Add an edge (in dashed line) to the boundary circuit Bk of G to
get the graph G′ with the new boundary circuit B′k (in heavily bolded arcs).
Following [9], one can make the following assumptions without any loss of generality. First
of all, by adding suitable edges of weights 0 and by deforming the boundary of Σ if needed,
we can assume that ∂G consists of b circuits B1, . . . , Bb which coincide with the b components
C1, . . . , Cb of ∂Σ respectively (see Figure 1 when g = 1, b = 1). This means that one can
travel along each boundary component of G (as well as that of Σ) visiting each vertex in this
component exactly once. We refer the reader to [9, Section 4.1] for an explicit algorithm to
construct a boundary circuit for any planar graph, which is also valid for any graph embedded
in surfaces with boundary. Note that by this first assumption, we can identify ∂G with ∂Σ,
and hence the MD partition function with monomers restricted to ∂Σ coincides with the
“boundary MD partition function” defined in [9] for g = 0 and b = 1. For this reason we shall
also call the former one (which we want to compute) the boundary MD partition function,
and still denote it by ZMD(G). Let us now continue with the second assumption. Denoting
by Nk the number of vertices of G on Bk for 1 ≤ k ≤ b, one can assume that Nk is even for
every k. Indeed, if Nk is odd for some k, let G
′ be the graph obtained by transforming G as in
Figure 2: add an edge of weight 1 with one endpoint on Bk and the other one in the interior
of Σ. This added edge must be occupied by every MD covering of G′ whose monomers are
restricted to ∂G′. Then one can verify easily that ZMD(G) = ZMD(G
′), and that G′ has an
even number of vertices on its newly-created boundary circuit B′k. Finally, we can assume
that |V (G)| is even: otherwise, let G′′ be the surface graph obtained by adding a vertex of
weight 1 to an arbitrary face of G, and by connecting this vertex to all the vertices on the
boundary of this face by edges of weights 0; then it is clear that ZMD(G) = ZMD(G
′′), and
that |V (G′′)| is even. To sum up, from now on G will be assumed to have an even total
number of vertices, as well as an even number of vertices on each of its boundary circuit.
For further purpose, let us denote by Σ the closed surface of genus g obtained from Σ by
gluing a topological 2-disc Dk along each boundary component Ck for every 1 ≤ k ≤ b.
2.2. Modified adjacency matrices. We now define modified adjacency matrices of the
graph G with respect to some labelling of its vertices and some orientation K on its edges.
These matrices are actually inspired by the work of Giuliani, Jauslin and Lieb (cf. [9, Theorem
1.1]), however we slightly adjust their definition, and extend it to the general case when G
has more than one boundary circuit. More precisely, our matrices, which are parametrised
by elements of Zb2, are defined as follows.
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Figure 3. Labellings and orientations of interest for b = 2. γ1 = (1, 4, 3)
and γ2 = (4, 3, 2, 12, 11, 10) are oriented cycles having α1 and α2 on their
immediate left.
Definition 2.1. Let (G,x, y) be a weighted graph and K an orientation on its edges. Given
β = (β1, . . . , βb) ∈ Z
b
2 with
∑b
k=1 βk even, add an isolated vertex vk of weight 1 for each k such
that βk = 1. Labelling the vertices of G together with all such vk’s by a number set I ⊂ N,
we define the modified adjacency matrix MKβ (G) = (m
β
ij)i,j∈I of G as the skew-symmetric
matrix whose entries are given by
m
β
ij =
∑
e
ǫKij (e)xe + (−1)
i+jdijyiyj for i < j,
where the sum is taken over all the edge e between two vertices i, j while ǫKij (e) is equal to 1
if e is oriented by K from i to j, and equal to -1 otherwise. Moreover we define
dij =
{
1 if i, j belong to a same boundary component;
0 if not,
where the “virtual vertex” vk is always considered to be on the boundary component Bk.
Note that by definition, MKβ (G) does not only depend on the parameter β but also on the
orientation K and on the way we label the vertices of G (and the vk’s). We now describe a
specific labelling and an orientation of interest.
Let us begin with a specific labelling of the vertices of G. Recall that G is embedded in the
orientable surface Σ with boundary ∂Σ consisting of b circuits Bk’s. Then endowing Σ with
an orientation (pictured counterclockwise) induces a natural orientation (pictured clockwise)
on each Bk (cf. Figure 3). For each parameter β, we label the vertices on each Bk (together
with vk if βk = 1) by increasing consecutive numbers so that we see these vertices in that
order when we travel along Bk with its inverse orientation (and then vk if βk = 1). This
labelling is illustrated in Figure 3. Note that when travelling along Bk, the starting vertex is
not important. The vertices of G that do not belong to any Bk then can be labelled in an
arbitrary way.
We now continue by describing a specific orientation K of interest. Recall that the ori-
entable surface Σ is endowed with a pictured-counterclockwise orientation which also induces
an orientation on each face f of G, as well as its boundary ∂f . Firstly, following [14, 15, 3]
we require K to be Kasteleyn, that is, for each face f of G, the number nK(∂f) of edges
on its boundary where the orientation of ∂f is different from K is odd. Secondly, for each
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β = (β1, . . . , βb) ∈ Z
b
2 with
∑b
k=1 βk even, we want K to be specific on Bk for 1 ≤ k ≤ b as
follows: if βk = 0, then K is from big-labelled vertices to small-labelled vertices; if βk = 1
then K coincides with the natural orientation induced on Bk (see Figure 3). Let us denote
by Oβ the set of all orientations which are Kasteleyn and satisfy the above condition. For
β = (β1, . . . , βb) ∈ Z
b
2 with
∑b
k=1 βk even, the set Oβ (which will be shown to be nonempty
by Lemma 3.3) consists of the orientations we are interested in.
2.3. Main result. To state our Pfaffian formula, we need to choose a specific orientation
in each Oβ , that can be described as follows. Let {αi}1≤i≤2g be a set of closed curves that
are transverse to G and avoid ∂G so that their homology classes {[αi]}1≤i≤2g form a basis of
H1(Σ;Z2), the first homology group over Z2 of Σ. For each 1 ≤ i ≤ 2g, let γi be an oriented
cycle of G having αi on its immediate left, and choose Kβ ∈ Oβ so that n
Kβ(γi) is odd for
every 1 ≤ i ≤ 2g (see Figure 3 for example).
However, in general it is not obvious that there exists Kβ as required for each β =
(β1, . . . , βb) ∈ Z
b
2 with
∑b
k=1 βk even. Therefore, the proof of this fact will be postponed until
the next section (see Lemma 3.3). With this specific Kβ and with each ǫ = (ǫ1, . . . , ǫ2g) ∈ Z
2g
2 ,
let us denote by Kǫβ the orientation obtained by inverting Kβ on every edge e each time e
crosses αi with ǫi = 1. Then one can state our formula as follows.
Theorem 2.2. Let (G,x, y) be a weighted graph embedded in an orientable surface Σ of genus
g with b boundary components. Then the boundary monomer-dimer partition function of G
is given by
ZMD(G) =
1
2g
∑
β∈Zb
2∑
k βk even
∣∣∣∣
∑
ǫ∈Z2g
2
(−1)
∑
i<j ǫiǫjαi·αjPf(M
Kǫ
β
β (G))
∣∣∣∣.
In this formula the first sum is over all β = (β1, . . . , βb) ∈ Z
b
2 such that
∑b
k=1 βk is even,
while in the second sum, αi · αj denotes the intersection number of αi and αj.
Note that by our formula, the number of Pfaffians is equal to 22g+b−1, which is exactly the
order of H1(Σ;Z2). In particular, when g = 0 and b = 1, the MD partition function is given
by a single Pfaffian: this is precisely the formula stated in [9].
Remark. There exists another version of Theorem 2.2 which can be stated as follows. Let us
first denote by S the set of all β = (β1, . . . , βb) ∈ Z
b
2 with
∑b
k=1 βk even so that there exists a
matching Dβ of G that covers an even (resp. odd) number of vertices on Bk with βk = 0 (resp.
βk = 1) for every 1 ≤ k ≤ b. By [2, Theorem 3.5] (see also [4]), one can prove that for each
β ∈ S and for each matching Dβ as above, there exists a natural bijection ψ := ψDβ between
the set Q(Σ) of quadratic forms on Σ and the set {[K] : K ∈ Oβ} of all the equivalence classes
of orientations in Oβ (we refer the reader to [4, 2] for more details). Denoting by Arf(q) the
Arf invariant of the quadratic form q, then by [2, Theorem 3.8], the MD partition function of
the weighted graph (G,x, y) can be given by
ZMD(G) =
1
2g
∑
β∈S
∑
q∈Q(Σ)
±(−1)Arf(q)Pf(M
ψ(q)
β (G)).
This version of our main result is interesting from geometrical point of view, however in the
present work we will only focus on the more practical version stated in Theorem 2.2, and will
therefore not give further details.
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Figure 4. From left to right: the weighted graph G, the orientation K0,0
and the orientation K1,1 (together with a vertex labelling of G).
To conclude this section, we will show how the formula stated in Theorem 2.2 works in a
concrete example.
Example. Let G be the weighted graph embedded in the annulus (i.e. g = 0 and b = 2)
illustrated in Figure 4. Assume that the four vertices of G are weighted a, b, c, d while its
edges are all weighted 1. Following the argument after Definition 2.1, we label the vertices of
G corresponding to two parameters (0, 0) and (1, 1) and choose the specific orientations K0,0
and K1,1 as in Figure 4. Then by Theorem 2.2 we have
ZMD(G) =
∣∣Pf(MK0,00,0 ) + Pf(MK1,11,1 )∣∣
where the two matrices M
K0,0
0,0 and M
K1,1
1,1 are given by
M
K0,0
0,0 =


0 −2− bc −1 0
2 + bc 0 0 1
1 0 0 −2− ad
0 −1 2 + ad 0


and
M
K1,1
1,1 =


0 −bc c 1 0 0
bc 0 −b 0 1 0
−c b 0 0 0 0
−1 0 0 0 −ad d
0 −1 0 ad 0 −a
0 0 0 −d a 0


.
A direct calculation leads to
Pf(M
K0,0
0,0 ) = 5 + 2ad+ 2bc+ abcd Pf(M
K1,1
1,1 ) = ab+ cd
and so we obtain
ZMD(G) = 5 + 2ad+ 2bc+ abcd+ ab+ cd.
As a reality check, one can verify easily that Pf(M
K0,0
0,0 ) (resp. Pf(M
K1,1
1,1 )) counts all the
weighted MD coverings of G with an even (resp. odd) number of monomers on each boundary
component, and hence their sum is precisely equal to ZMD(G).
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3. Proof of the main result
This section is devoted to prove Theorem 2.2 stated above. Since its proof needs some
tools coming from the dimer model, let us first review some basis facts about this model and
state some main results that we will need for our proofs. We refer readers to [3] (resp. [2])
for the Pfaffian formula for the dimer partition function of graphs embedded in orientable
(reps. possibly non-orientable) closed surfaces, and to [4] for graphs embedded in surfaces
with boundary.
3.1. The dimer model on surface graphs. Let us first recall that the dimer partition
function of the graph G endowed with an edge weight system x = (xe)e∈E(G) is given by
ZD(G) =
∑
τD∈D(G)
∏
e∈τD
xe.
Recall also that an orientation K on the edges of G is called Kasteleyn if nK(∂f) is odd for
every face f of G, where for C an oriented cycle, nK(C) is the number of times that, travelling
along C by its orientation, we travel along an edge in the opposite direction to the one given
by K. We will need the following result which can be found in [4, Proposition 1].
Proposition 3.1. Let G be a graph embedded in an orientable surface Σ of genus g with b
boundary components C1, . . . , Cb, and let βk be 0’s or 1’s for 1 ≤ k ≤ b. Then there exists a
Kasteleyn orientation K on G such that 1 + nK(−Ck) ≡ βk (modulo 2) for all k if and only
if
∑b
k=1 βk has the same parity as |V (G)|. 
Next we will recall the Pfaffian formula for the dimer partition function of surface graphs.
Before doing that, let us quickly recall the definition of Pfaffians. Given a skew-symmetric
matrix A = (aij)1≤i,j≤2n, its Pfaffian is defined by
Pf(A) =
1
2nn!
∑
σ
sign(σ)aσ(1)σ(2) · · · aσ(2n−1)σ(2n) ,
where the sum is over the set of all permutations σ’s of {1, . . . , 2n}, and sign(σ) = ±1 is the
signature of σ. An important property of Pfaffians is that, if we add λ times a row r of A to
a row s, and do the same for corresponding columns, then the Pfaffian of A does not change
(cf. [1, Corollary 4]). We will use this property later in our proof.
In this subsection, we are interested in the Pfaffian of adjacency matrices. These matrices
can be defined as follows. If (G,x) is an edge-weighted graph of 2n vertices labelled by
{1, . . . , 2n} and K is an orientation on its edges, then the adjacency matrix of G with respect
to K, denoted by AK(G,x) = (aij)1≤i,j≤2n, has entries defined by
aij =
∑
e=(i,j)
ǫKij (e)x(e).
Here the sum is taken over all the edge e of G between two vertices i, j, and
ǫKij (e) =
{
+1 if e is oriented by K from i to j;
−1 if not.
The Pfaffian formula for the dimer partition function of surface graphs can be stated as
follows. Recall that the set {αi}1≤i≤2g consists of 2g closed curves transverse to G whose
homology classes form a basis of H1(Σ;Z2), and γi is an oriented cycle of G having αi on
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its immediate left for all i. Let K be a Kasteleyn orientation on G considered as a graph
embedded in Σ such that nK(γi) is odd for every 1 ≤ i ≤ 2g. For any ǫ = (ǫ1, . . . , ǫ2g) ∈ Z
2g
2 ,
denote by Kǫ the orientation obtained by inverting K on every edge e each time e crosses αi
with ǫi = 1 for every 1 ≤ i ≤ 2g. With all these notations, we have the following result [2,
Theorem 3.9].
Theorem 3.2. Considering (G,x) as an edge-weighted graph embedded in the closed surface
Σ, then the dimer partition function of G is given by
ZD(G) =
1
2g
∣∣∣∣
∑
ǫ∈Z2g
2
(−1)
∑
i<j ǫiǫjαi·αjPf(AK
ǫ
(G,x))
∣∣∣∣,
where AK
ǫ
(G,x) is the adjacency matrix of G with respect to the orientation Kǫ. 
We will use this theorem to prove our main result in the next subsection.
3.2. Proof of Theorem 2.2. In this subsection we will use the preliminaries given in the
previous part to prove Theorem 2.2. The proof is based on Theorem 3.2 stated above to-
gether with some bijections between monomer-dimer coverings of G and dimer coverings of
some auxiliary graphs. We then prove that Pfaffians of adjacency matrices of these auxiliary
graphs are equal to that of modified adjacency matrices of G (recall Definition 2.1) by some
elementary matrix transformations together with the Laplace expansion for Pfaffians.
Before going into details, let us recall that G is assumed to have the boundary circuits Bk
which coincide with the boundary components Ck of the surface Σ. We also recall that the
number Nk of the vertices of G on Bk is even for every 1 ≤ k ≤ b, as well as the total number
|V (G)| of the vertices of G. We now begin by proving that Oβ is non-empty, and that there
exists Kβ as required (recall the arguments after Definition 2.1).
Lemma 3.3. For each β = (β1, . . . , βb) ∈ Z
b
2 with
∑b
k=1 βk even, the set Oβ is nonempty.
Moreover, there exists Kβ ∈ Oβ such that n
Kβ(γi) is odd for every 1 ≤ i ≤ 2g.
Proof. Let us fix a β = (β1, . . . , βb) ∈ Z
b
2 with
∑b
k=1 βk even. Note that the length of Bk is
equal to Nk which is even, hence an element in Oβ firstly must be some Kasteleyn orientation
Lβ satisfying n
Lβ(−Bk) ≡ n
Lβ(Bk) ≡ βk + 1 modulo 2 for all 1 ≤ k ≤ b. Such an orientation
Lβ clearly exists by Proposition 3.1 since both |V (G)| and
∑b
k=1 βk are even. Moreover, one
can obtain an orientation belonging to Oβ from such Lβ by the following transformation: one
can transform Lβ to a Kasteleyn orientation L
′
β so that the restrictions of Lβ and L
′
β on Bk
are only different on any two arbitrary edges e1, e2 of Bk (1 ≤ k ≤ b). Then by repeating this
transformation if needed, one obtains an element in Oβ. Now to construct L
′
β we can do as
follows: draw a path γ from the interior of the disk Dk (whose boundary is Bk) first crossing
transversely e1, then some edges of G and then e2, finally coming back to the interior of Dk;
invert Lβ on every edge each time this edge is crossed by γ to obtain L
′
β. It is easy to see
that since Lβ is Kasteleyn, so is L
′
β. Moreover by the construction Lβ and L
′
β restricted to
Bk are only different on e1, e2. We have proved the first part of the lemma.
For the second part, to construct Kβ as required, let us pick an element Jβ ∈ Oβ . If
nJβ(γi) is odd for every 1 ≤ i ≤ 2g then we are done. If there exists i so that n
Jβ(γi) is even,
let us pick a closed curve α∗i transverse to G and disjoint from ∂Σ so that its homology class
in H1(Σ;Z2) is dual to that of αi. Inverting Jβ on every edge e each time e is crossed by α
∗
i
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results to change the parity of nJβ(γi) but not the parity of n
Jβ(γj) for every j 6= i. Repeating
this procedure for each i with nJβ(γi) even, we get the orientation Kβ as expected. 
We now continue by introducing some auxiliary graphsGβ which depends on the parameter
β = (β1, . . . , βb) ∈ Z
b
2 with
∑b
k=1 βk even. Inspired by [9, Appendix E], we define Gβ as the
graph obtained from G by adding a planar “shuriken” graph Sk of Nk “blades” on each
boundary circuit Bk of G (1 ≤ k ≤ b) so that all the “blade-tip” vertices of Sk coincide
with vertices on Bk (see Figures 5 and 6). Note that there are two types of shuriken graphs,
depending on whether βk is equal to 0 or 1. Moreover, if we label vertices on some boundary
circuit Bk of G by 1, . . . , Nk then we would like to label the remaining vertices of Sk, called
inner vertices, by Nk + 1, . . . , 2Nk (resp. by Nk + 1, . . . , 2Nk + 1) if βk is even (resp. odd)
consecutively following the inverse orientation of Bk. This labelling together with the specific
labelling of the vertices of G gives us a labelling of the vertices of Gβ that we will use from
now on. Additionally, we can require that the vertex j is adjacent to j +Nk − 1 and j +Nk
for each 2 ≤ j ≤ Nk and that the vertex 1 is adjacent to Nk + 1 and 2Nk (see Figure 6).
The corresponding edges connecting these vertices will be called blade edges, while the edges
whose two endpoints are inner vertices will be called inner edges. Furthermore we shall endow
Gβ with an edge weight system as follows. Let e be an edge of Gβ . If e is an edge of G then it
inherits the edge weight from G. If e is a blade edge, then by definition e is endowed with the
vertex weight of its endpoint on the boundary circuit of G. Otherwise e is weighted 1. From
now on, without stated explicitly, we will always consider parameters β = (β1, . . . , βb) ∈ Z
b
2
βk = 0 βk = 1
Figure 5. The shuriken graph Sk corresponding to βk = 0 and βk = 1 for Nk=4.
1
2
3
4
5
6
7
8
1
2
3
4
5
6
7
8 9
βk = 0 βk = 1
Figure 6. The vertex labelling and the orientation on Sk added to the
boundary circuit Bk for Nk = 4.
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with
∑b
k=1 βk even so that Gβ has an even number of vertices. We also consider Gβ as a
graph embedded in the closed surface Σ. Note that we label the vertices of Gβ by the way
mentioned above.
For β = (β1, . . . , βb) ∈ Z
b
2, let us denote byMD
β(G) the set of all MD coverings of G that
consist of an even (resp. odd) number of monomers on Bk with βk = 0 (resp. βk = 1) for
every 1 ≤ k ≤ b. Setting the partial MD partition function of G with respect to β by
Z
β
MD(G) := Z
β
MD(G,x, y) :=
∑
τ∈MDβ(G)
∏
e∈τD
xe
∏
v∈τM
yv,
the following lemma indicates the relation between this partial partition function and the
dimer partition function of Gβ .
Lemma 3.4. For every β = (β1, . . . , βb) ∈ Z
b
2 we have
ZD(Gβ) = 2
#{k:βk=0}
∏
k:βk=1
Nk Z
β
MD(G).
Proof. As mentioned before, we are interested in the case where
∑b
k=1 βk is even. Our aim
is to show that each MD covering τ ∈ MDβ(G) corresponds to 2#{k:βk=0}
∏
k:βk=1
Nk dimer
coverings τβ of Gβ whose weights are equal to the weight of τ . The idea is to keep the dimer
part τD of τ and match its monomer part τM to vertices of Gβ \ G suitably. For the latter,
it is clear that monomers of τ which lies on a boundary circuit Bk of G must be matched
to inner vertices of the shuriken graph Sk. Therefore, we only need to prove that to each
boundary circuit Bk of G, there are precisely 2 possibilities to match monomers of τ if βk = 0,
while there are precisely Nk possibilities if βk = 1. In the former case, observe that every
inner edge which is opposite to a monomer of τ can be ignored. Now if we remove from Sk
all such inner edges as well as all blade edges not adjacent to monomers of τ , we are left with
a circuit of even length, containing monomers of τ . This circuit gives exactly 2 matchings
covering these monomers and its remaining vertices. In the second case when βk = 1, we
see that there are exactly Nk possibilities to match the centre vertex of the shuriken graph
Sk. Hence we only need to show that each such matching can be extended uniquely to a
matching that covers monomers of τ lying on Bk and remaining vertices of Sk. Similarly to
the previous case, if we remove from Sk its centre vertex and the inner vertex matched to it
as well as all edges adjacent to these two, and also remove all inner edges that are opposite
to monomers of τ together with all blade edges not adjacent to monomers of τ , we are left
with a path of even length. This path, containing monomers of τ , gives an unique matching
covering them. Additionally, by definition the weight of τ and the weight of all the dimer
coverings τβ’s constructed above are equal.
Finally to conclude our proof, one needs to show that the collection {{τβ} : τ ∈MD
β(G)}
is a partition of D(Gβ). Indeed by the construction above if τ 6= τ
′, then τD 6= τ
′
D and so
{τβ} and {τ
′
β} are disjoint. Furthermore, if D is a dimer covering of Gβ , then D covers an
even (resp. odd) number of vertices of Bk with βk = 0 (resp. βk = 1) for every 1 ≤ k ≤ b.
Denote by τ the MD covering whose dimer part τD coincides with D restricted on G and the
monomer part τM consists of all vertices on ∂G which are matched by D with some inner
vertices of shuriken graphs. Then it is obvious that τ belongs to MDβ(G). Moreover, since
D matches the monomers of τ with some inner vertices of shuriken graphs, by the argument
at the beginning of the proof, D must coincide with one of the τβ’s. 
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Next we will describe some specific orientations on Gβ . For an orientation L ∈ Oβ , let
us define L as the orientation on Gβ which coincides with L on G and is determined on the
remaining edges of Gβ as follows. Recalling the labelling of vertices of Gβ mentioned before,
if βk = 1, on blade edges of Sk we require L to go out from j if j is even, and go toward j if
j is odd for all 1 ≤ j ≤ Nk. In addition, on inner edges, we require L to be from big-labelled
vertices to small-labelled ones except that it goes from Nk + 1 to 2Nk, whilst it goes from
the centre vertex of Sk to odd-labelled inner vertices, and toward this centre vertex from
even-labelled ones. If βk = 0, we require L on blade edges to be the same as in the previous
case, except that we invert the orientation on the edge between 1 and 2Nk. On inner edges,
we would like L to be from big-labelled vertices to small-labelled ones. This is illustrated in
Figure 6. It is straightforward to verify that the orientation L defined by this way is Kasteleyn
on Gβ ⊂ Σ for every L ∈ Oβ .
Recall that we label vertices of G in a specific way (cf. the argument after Definition 2.1),
that induces a vertex labelling of Gβ (described after Lemma 3.3). With these vertex labels
we have the following result.
Proposition 3.5. For L ∈ Oβ , let A
L(Gβ) be the adjacency matrix of Gβ with respect to the
orientation L. We have
Pf(AL(Gβ)) = (−1)
∑b
k=1Nk/22#{k:βk=0}
∏
k:βk=1
Nk Pf(M
L
β (G)).
The proof of this proposition will be left until the end of this subsection. We now show
how this proposition implies Theorem 2.2.
Proof of Theorem 2.2. Recall that {αi}1≤i≤2g is a set of closed curves whose homology classes
form a basis of H1(Σ;Z2), and that γi is an oriented closed cycle of G which is disjoint from
∂G and has αi on its immediate left for every 1 ≤ i ≤ 2g. Recall also that Kβ is an element
of Oβ satisfying that n
Kβ(γi) is odd for every i. By definition, Kβ is Kasteleyn on Gβ and
still satisfies that nKβ(Ci) is odd. Moreover, since αi is chosen to be disjoint from ∂G, it is
clear that Kβ
ǫ
= Kǫβ. Using this fact and applying Theorem 3.2 for Gβ and Kβ we get
ZD(Gβ) =
1
2g
∣∣∣∣
∑
ǫ∈Z2g
2
(−1)
∑
i<j ǫiǫjαi·αjPf(AKβ
ǫ
(Gβ))
∣∣∣∣
=
1
2g
∣∣∣∣
∑
ǫ∈Z2g
2
(−1)
∑
i<j ǫiǫjαi·αjPf(AK
ǫ
β (Gβ))
∣∣∣∣.
In the following, the sum over β will be understood as over β = (β1, . . . , βb) ∈ Z
b
2 such that∑b
k=1 βk is even. With this convention and by the equality above we can write
ZMD(G) =
∑
β
Z
β
MD(G)
Lem.3.4
=
∑
β
(
2#{k:βk=0}
∏
k:βk=1
Nk
)−1
ZD(Gβ)
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=
∑
β
(
2#{k:βk=0}
∏
k:βk=1
Nk
)−1∣∣∣∣
∑
ǫ∈Z2g
2
(−1)
∑
i<j ǫiǫjαi·αjPf(AK
ǫ
β (Gβ))
∣∣∣∣
Prop.3.5
=
1
2g
∑
β
∣∣∣∣
∑
ǫ∈Z2g
2
(−1)
∑
i<j ǫiǫjαi·αjPf(M
Kǫ
β
β (G))
∣∣∣∣.
This concludes the proof of Theorem 2.2. 
Now we are only left with the proof of Proposition 3.5. The idea of the proof is that, for
each K ∈ Oβ , we can transform the matrix A
K(Gβ) to a new matrix using only elementary
row-column operations so that their Pfaffians are equal, and then we relate the Pfaffian of
the latter to that of MKβ (G) using Laplace expansions. Hence before giving the proof of
Proposition 3.5, let us recall the Laplace expansion for Pfaffians, whose proof can be found
in [12, Proposition 2.3].
Lemma 3.6. If A = (aij) is a skew-symmetric matrix of size 2n, then for any i = 1, . . . , 2n
we have
Pf(A) =
2n∑
j=1
j 6=i
(−1)i+j+1+θ(i−j)aijPf(Aiˆjˆ),
where Aiˆjˆ is the matrix obtained from A by removing both i
th and jth rows and columns, while
θ is the Heaviside step function, that is, θ(l) is equal to 1 if l ≥ 0 and 0 otherwise.
Proof of Proposition 3.5. As mentioned above, for an orientation K ∈ Oβ, we will first trans-
form the matrix AK(Gβ) to a new matrix using row-column operations, and then use Laplace
expansions to relate the Pfaffian of the latter to that of MKβ (G). The point is that all these
operations and expansions, as we will see, are local and only depend on boundary circuits
individually. Therefore, without loss of generality, in the following we will only work with
the matrices AK(Gβ) and M
K
β (G) partially, that is, we will work with their submatrices cor-
responding to each of boundary circuits. However readers should keep in mind that what we
will show now works completely well in the global context. Throughout the rest of this proof,
let us fix a β ∈ Zb2 with
∑b
k=1 βk even, and an orientation K ∈ Oβ .
Let us begin with a boundary circuit Bk corresponding to βk = 0. Recalling the labelling
of Gβ on this boundary circuit as well as the orientation K, we can write the submatrix
corresponding to Bk of A
K(Gβ) as a block matrix
Ak =
(
A∂ A
−AT Ain
)
.
Here A∂ represents the adjacencies between vertices on Bk, A
in represents the adjacencies
between inner vertices of the shuriken graph Sk, while A represents adjacencies between
vertices of these two types. Note that all these matrices are of size Nk. More precisely,
denoting vertex weights of vertices on Bk by y1, . . . , yNk we can write A = (aij)1≤i,j≤Nk with
all of entries equal to 0 except a11 = −y1 = −a1,Nk and ai,i−1 = aii = (−1)
iyi for 2 ≤ i ≤ Nk.
Also we have Ain = (bij)1≤i,j≤Nk with b1,Nk = −bNk,1 = −1, bi,i+1 = −bi+1,i = −1 for
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1 ≤ i ≤ Nk − 1 and other entries equal to 0. Denoting by Mk the submatrix of M
K
β (G)
corresponding to Bk and writing Nk = 2nk for further purposes, our aim now is to prove that
Pf(Ak) = 2(−1)
nkPf(Mk).(1)
To do so, we will first transform the matrix Ak using row and column operations so that its
Pfaffian does not change. Let us denote by Rl(X) and Cl(X) the l
th row and the lth column
of a matrix X. Add (−1)lylRNk+1(Ak) to Rl(Ak) as well as (−1)
lylCNk+1(Ak) to Cl(Ak) for
each 2 ≤ l ≤ Nk step by step. Since bij = 0 if both i, j are odd, one can verify easily that
after each step all the odd columns of A (as well as odd rows of −AT ) do not change. By
the same reason, for each 1 ≤ m ≤ nk − 1 we can add (−1)
lylRNk+2m+1(Ak) to Rl(Ak) (and
similarly for corresponding columns) for every 2m+ 2 ≤ l ≤ Nk. Note that these operations
keep Ain unchanged. Moreover, by the definition of MKβ (G), it is straightforward to check
that after all these operations above, the matrix Ak becomes
A′k =
(
Mk A
′
−A′T Ain
)
whose Pfaffian is equal to the Pfaffian of Ak. Let us now determine the entries a
′
ij of A
′. By
the argument above, all the odd columns of A′ are equal to those of A. We will show that all
the even columns of A′ are 0 except the last one. Indeed, for 1 ≤ j ≤ nk − 1 we have
a′2j,2j = a2j,2j + y2j(b1,2j + b3,2j + · · ·+ b2j−3,2j + b2j−1,2j) = 0
since a2j,2j = y2j , b2j−1,2j = −1 while b1,2j = · · · = b2j−1,2j = 0. Similarly we have
a′2j+1,2j = a2j+1,2j − y2j+1(b1,2j + b3,2j + · · · + b2j−3,2j + b2j−1,2j) = 0
as a2j+1,2j = −y2j+1. If l < 2j then we have
a′l,2j = al,2j + (−1)
lyl(b1,2j + b3,2j + · · ·+ bp,2j)
with some p odd and p ≤ 2j − 3. Since in this case al,2j = 0, we get a
′
l,2j = 0. If l > 2j + 1,
we can write
a′l,2j = al,2j + (−1)
lyl(b1,2j + · · · + b2j−1,2j + b2j+1,2j + · · · + bq,2j)
with some q odd and q ≥ 2j+3. As in this case we also have al,2j = 0, b2j−1,2j = −b2j+1,2j =
−1 while others bi,2j’s are 0, we obtain a
′
l,2j = 0 as well. Finally let us look at the last
column of A′. Since all the entries of this column are determined only by the last entries of
RNk+1(Ak) and R2Nk−1(Ak) together with the last column of A, we simply get CNk(A
′) =
(y1,−y2, . . . , yNk−1,−yNk)
T .
Now let us make one more transformation. We add
∑nk
m=1RNk+2m−1(A
′
k) to R2Nk(A
′
k) as
well as
∑nk
m=1 CNk+2m−1(A
′
k) to C2Nk(A
′
k) so that we get
A′′k =
(
Mk A
′′
−A′′T Ain
)
.
Note that now the block A′′ of A′′k has all even columns equal to 0, and we still have Pf(A
′′
k) =
Pf(A′k) = Pf(Ak). Applying Lemma 3.6 for the last row of A
′′
k in which there are only 2 entries
different from 0, we get
Pf(A′′k) = −2Pf
(
Mk D
−DT E
)
.
Here E is the matrix obtained from Ain by removing its last two rows and last two columns,
while D is a matrix whose even columns consist of 0’s. Repeating this expansion for the new
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block matrix with a remark that now its last row contains only one nonzero element, and
using the fact that the top right block has all even columns equal to 0, by recursion we get
Pf(Ak) = Pf(A
′′
k) = 2(−1)
nkPf(Mk).
This concludes the proof of Equation (1).
Next we consider a boundary circuit Bk corresponding to βk = 1. In this case the corre-
sponding submatrix of AK(Gβ) to this circuit is given by
A1k =
(
A∂1 A1
−(A1)
T Ain1
)
Due to the differences of Sk and K in this case, the block A1 is obtained from A as follows:
we change the sign of a1,Nk , and then add a column of all 0’s to the right of A. Similarly, the
matrix Ain1 is obtained from A
in by changing the signs of b1,Nk and bNk,1, and by adding the
column (−1, 1, . . . ,−1, 1, 0)T to its rights and the row (1,−1, . . . , 1,−1, 0) to its bottom. Our
purpose now is to prove that
Pf(A1k) = (−1)
nkNkPf(M
1
k ).(2)
For each 0 ≤ m ≤ nk−1 let us add (−1)
lylRNk+2m+1(A
1
k) to Rl(A
1
k) and (−1)
lylCNk+2m+1(A
1
k)
to Cl(A
1
k) for every 2m + 2 ≤ l ≤ Nk as in the previous case. By the same argument we
obtain
(A1k)
′ =
(
Mk A
′
1
−(A′1)
T Ain1
)
so that Pf(A1k)
′ = Pf(A1k). However note that here Mk is only the submatrix of M
K
β (G)
corresponding to the circuit Bk without adding the vertex vk. More precisely, M
1
k is ob-
tained from Mk by adding the column (y1,−y2, . . . , yNk−1,−yNk)
T to its right and the row
(−y1, y2, . . . ,−yNk−1, yNk) to its bottom. Also A
′
1 and A
′ coincide on the first Nk−1 columns,
while their N thk columns are of opposite signs. Moreover, following our operations above and
by some simple calculations, we can find that the last column of A′1 is
(0,−y2, y3, . . . ,−iy2i, iy2i+1, . . . ,−(nk − 1)yNk−2, (nk − 1)yNk−1,−nkyNk)
T .
Now let us do some more transformations. First of all, similarly to the previous case we add
−
∑nk
m=1RNk+2m−1(A
1
k)
′ to RNk+2nk(A
1
k)
′ (and do similarly for corresponding columns) to get
(A1k)
′′ =
(
Mk A
′′
1
−(A′′1)
T (Ain1 )
′
)
so that Pf(A1k)
′′ = Pf(A1k)
′ and A′′1 has all even columns equal to 0. Also, (A
in
1 )
′ can be
obtained from Ain by adding the column (−1, 1, . . . ,−1, nk + 1, 0)
T to its right and the
row (1,−1, . . . , 1,−nk − 1, 0) to its bottom. Secondly we add
∑nk
m=1mRNk+2m−1(A
1
k)
′′ to
R2Nk+1(A
1
k)
′′ (and do similarly for corresponding columns) to obtain
(A1k)
′′′ =
(
Mk A
′′′
1
−(A′′′1 )
T (Ain1 )
′′
)
so that Pf(A1k)
′′′ = Pf(A1k)
′′, A′′′1 still has all even columns equal to 0 while (A
in
1 )
′′ is ob-
tained by adding the columns (−1, 0,−1, 0, . . . ,−1, Nk, 0)
T to the right of Ain and adding
16 ANH MINH PHAM
the row (1, 0, 1, 0, . . . , 1,−Nk, 0) to its bottom. Finally let us add
∑nk
m=2RNk+2m−1(A
1
k)
′′′ to
RNk+1(A
1
k)
′′′ (and similarly for columns) to get
Afinal =
(
Mk P
−P T Q
)
so that Pf(Afinal) = Pf(A
1
k)
′′′ and the matrix P has all even columns equal to 0, while its first
column is (−y1, y2, . . . ,−yNk−1, yNk)
T . Also one gets
Q =


0 0 0 0 · · · 0 0 ∗
0 0 −1 0 · · · 0 0 0
0 1 0 −1 · · · 0 0 ∗
0 0 1 0 · · · 0 0 0
...
...
...
...
. . .
...
...
...
0 0 0 0 · · · 0 −1 ∗
0 0 0 0 · · · 1 0 Nk
∗ 0 ∗ 0 · · · ∗ −Nk 0


is a skew-symmetric matrix of size Nk + 1 (where ∗ indicates non-important entries). Now
applying Lemma 3.6 for the (2Nk)
th row of Afinal in which there are exactly two entries
different from 0, namely 1 and Nk, we get
Pf(Afinal) = NkPf
(
Mk U
−UT XNk−1
)
− Pf
(
Mk V
−V T YNk−1
)
.(3)
In this equation, U, V are matrices with all even columns equal to 0 while Xm is the matrix
of size m of the following type

0 0 0 0 · · · 0 0
0 0 −1 0 · · · 0 0
0 1 0 −1 · · · 0 0
0 0 1 0 · · · 0 0
...
...
...
...
. . .
...
...
0 0 0 0 · · · 0 −1
0 0 0 0 · · · 1 0


.
Additionally Ym is obtained by adding the column of type (∗, 0, . . . , ∗, 0, 0)
T to the right of
Xm−1 and the row of same type to its bottom. To compute the first Pfaffian on the right
hand side of (3), one can apply Lemma 3.6 for the row corresponding to the second row of
XNk−1 in which the only nonzero element is -1. Note that by removing rows and columns
corresponding to this entry, we obtain a new matrix of the same type as before with size
decreased by 2. By induction, and by changing the sign of the last column (and the last
row) of the final matrix, we get the first term on the right hand side of (3) exactly equal to
Nk(−1)
nkPf(M1k ). By the same argument one can compute the second term of (3) equal to 0.
This leads to
Pf(A1k) = Pf(A
1
k)
′ = Pf(A1k)
′′ = Pf(A1k)
′′′ = Pf(Afinal) = Nk(−1)
nkPf(M1k )
which proves Equation (2).
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Finally, to conclude our proof, one only needs to combine Equation (1) and (2) together,
and remark that all the operations and expansions we show above work completely well in the
global context. This concludes the proof of Proposition 3.5, as well as of Theorem 2.2. 
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