tracking of the target in the sense of minimizing a linear combination of the tracking cost and the energy cost for steering the sensors the (uncontrolled) moving target and the (controlled) mobile sensors; they are coupled through the observation made available to the controlling agent (the fusion center).
To capture all aspects of such tracking problems in real applications, one needs full descriptions of both the uncontrolled dynamics of the target as well as the controlled dynamics of the mobile sensors. In the applications of interest, sensors are often placed on mobile vehicles; hence, the control system describing a mobile sensor is in itself a complicated non-linear system with a large state space.
As a consequence, a complete analysis of the whole tracking problem that comprises this complicated system interacting in a feedback loop with the target's dynamics is apparently a daunting task
In this paper, we present an efficient mobility management scheme that can be implemented in a fully distributed manner. With which the proposed mobility management scheme is a general framework that incorporates both the positive and negative consequences of node movement; it allows a node to autonomously decide whether it should move and where it should move to. It is based on concepts taken from Bayesian estimation theory.
II. Related Work
Since, sensor network requirements are different enough from those of traditional wired and wireless networks, where it is important in considering a design having the following features: 1.1 a) Data-Centric: Unlike traditional networks, a sensor node may not need an identity (e.g., an address). Rather, applications focus on the data generated by the sensors. In some situations, consider an example, for the querying a specific faulty sensor, the ability to address an individual sensor is clearly necessary. Data is named by attributes and applications request data matching certain attribute values. Most sensor data is associated with the physical context of the phenomena being sensed. Hence, spatial coordinates are a natural way to name data. This makes localization -determination of the position of the node in some coordinate system -an important problem. b) Application-Specific: Sensor networks can be designed to perform a number of functions. Individual sensor nodes in a network can perform the functions of information/data gathering, collecting data and storing and forwarding of information/data on request from known neighboring nodes. Where this is in contrast for a centralized structure in the case of routers that facilitate node-to-node packet switching in traditional networks. Individual sensors report their data to a central node, Then that will performs the computation required for the application. Where this centralized structure is definitely bad choice for several reasons: it provides a single point of failure, so that it can be energy inefficient, and also it doesn't scale for large networks. Thus, localized algorithms are better suited to sensor networks in which each sensor node communicates with neighboring nodes and computation is operated locally, yet the total/entire structure achieves a desired global objective. Finally the sensors are physically distributed, so that it is not unnatural to design sensor networks using distributed algorithms.
Routing
Conventional routing protocols are not very energy efficient. In the case of sensor networks, the nodes have very limited energy and there is no external source of battery input power. Hence, care must be taken as to how the information routing takes place. It should be such that there is a fine balance between shortest path selection and energy used. Routing protocols are either proactive or reactive.
In the former, updated routing information between all nodes is maintained in the routing tables. In the latter, the routes are created as and whenever they are to be needed. In any case, routing can considered to be either forward based (source initiated) or backward based (destination initiated). The simplest case of routing is flooding in which a node sends the information to all its neighboring nodes. However and whenever this scheme will suffers from the following problems: a) Implosion: If a node is a neighbor to nodes holding the same information, it will have duplicate copies of the same data resulting in a waste of resources. b) Resource Management: In this scheme, the nodes are not resource-aware and perform their activities regardless of the available energy. This is highly undesirable in a sensor network scenario. The problem of tracking targets with sensor networks has received attention from various angles. In [6] , the authors consider the case where a set of k targets need to be tracked with 3 sensors per target from the resource requirement viewpoint. This shows that the probability that all targets can be assigned 3 unique sensors shows phase transition properties as the level of communication between the sensors increases. In an information driven sensor collaboration mechanism is proposed.
In this mechanism, measures of information utility are utilized to decide future sensing actions. Collaborative signal processing aspects for target classification in sensor networks is addressed in [7] . Tracking based on relations in the targets is discussed in [13] .
Techniques for locating targets using a variety of mechanisms have been proposed in [5] , [11] , [10] . However, current literature does not address the issue of a scalable architecture for coordinating a sensor network for the purpose of target tracking. Nor is there any existing work which deals with the feasibility, minimization of computation and communication overheads and understanding the tradeoffs in such systems. In this paper we address these issues.
Negotiation Based Protocols
These protocols are called SPIN (Sensor Protocols for Information via Negotiation) protocols. As the name suggests, there is negotiation prior to transfer of date between them. Meta-data are information descriptors here and used to eliminate the transmission of redundant in data. In SPIN, track was kept of the energy level of the node. Prior to transmission, a node checks with it as to whether it has sufficient energy to carry out the transmission of that data. The three main types of messages passed between nodes in this family of protocols are: ADV: Whenever a node has some new data, it sends this message advertising to its neighbors. The message containing the meta-data as well. REQ: Whenever a node wishes to receive some of the data, it sends out of this message. DATA: This message contains the actual data along with a meta-data header. The following protocols constitute the SPIN family of protocols: a) SPIN-PP: This is a point-to-point communication protocol. In this, energy is not a constraint. The data is transmitted by the source as many times as there are requesting nodes and hence is very energy inefficient. It is thus not ideal for a wireless sensor network scenario. Whenever the node had some data, in which it sends out an ADV message. The neighboring node checks the meta-data header to see whether it has the data already that was stored. If not, then it was sends out a REQ message requesting for then that of data item. Upon receiving these messages, the originating node sends DATA message containing the data item. Thus, this will be surely a 3-way handshake protocol. The advantage in this protocol is that a node needs to know only about its single hop neighbors. b) SPIN-EC: This is also a 3-way handshake protocol but has energy constraints. A node participates in the protocol only if its energy level is greater than the energy threshold, i.e. it can complete all stages of the protocol. c) SPIN-BC: This protocol is for broadcast networks. The nodes use a single shared channel for communication purposes. Whenever a node which sends a message, all the nodes within a range receive that message. If the originating node receives a request it broadcasts the data item only once, even though it may have got multiple requests. In this if other node receives a REQ message, it cancels that request so there are no redundant requests for the same data item. Also, whenever a node receives an ADV message it cannot immediately respond with an REQ message and has to wait for a certain time before doing so. d) SPIN-RL: This is primarily an extension of the above protocol. In this, each node keeps track of all the advertisements it hears and the nodes it hears them from. If the node does not receive the requested data within a certain period of time, it sends out the request again. Where the originating nodes having a restriction on the frequency at which they can send the data messages
III. Proposed Method
We are focusing on We are currently working on more complicated prediction algorithms in order to achieve lower miss rates for a given tracking resolution. Additional work can also be conducted on interpolation mechanisms at cluster heads when a sensor reports multiple targets simultaneously. The relationship between energy consumed and prediction accuracy also remains an open issue. Another possible direction of work is to accommodate mobile sensors. With mobile sensors the scenario complicates considerably and significantly different approaches to the solution may be necessary
In this section we describe our proposed protocol for efficiently tracking mobile targets with sensor networks.
The Distributed Prediction Tracking (DPT) algorithm is specifically aimed at addressing the various challenges outlined in the Section II while accurately tracking moving targets. As the name suggests, this algorithm does not require any central control point, eliminating the possibility of a single point of failure and making it robust against random node failures. The tracking task is carried out distributively by sequentially involving the sensors located along the track of the moving target.
Our algorithm assumes a cluster based architecture for the sensor network and the choice was motivated by the need to ensure the sensor network's scalability and energy efficiency. A different number of clustering algorithms have been proposed in literature ( [1] , [8] and the references therein) and in this paper, we are not at all concerned with that of the details of the clustering mechanisms. Any suitable clustering mechanism from those proposed in literature may be used and we note that our protocol does not impose any specific require
IV. Assumptions Of The DPT Algorithm
We now describe the assumptions made by the DPT algorithm. While no assumption is made on the choice of the clustering algorithm, we assume that the Cluster Head (CH) has the following information about all sensors belonging to its cluster: (1) Sensor identity, (2) Location and (3) Energy level. When tracking a moving target and deciding which sensors to use for tracking, the cluster head's decision-making procedure will be based on this information.
The system consists of a large number of sensor nodes distributed over the region of interest. The distribution of the nodes is uniform to obtain maximum coverage of the entire region nodes. Then the entire region of interest is divided into a number of clusters. Each cluster has a Cluster Head (CH) and several normal nodes (NN).
The cluster heads perform computationally intensive tasks in that the cluster. Here the normal nodes are capable of sensing seismic, acoustic and also the magnetic activity. Where it is assumed that there is a high probability of targets originating outside the region of interest and entering through that periphery, therefore, here nodes with the higher capabilities are deployed at the periphery. Cluster heads then find out the neighboring nodes by broadcasting information to all the nodes in the close proximity of the cluster heads. The target originates from outside the region of interest and enters then to the coverage area, through that the periphery. It was assumed that there is a high probability of targets originating outside the region of interest and entering through the periphery, therefore, that the nodes with higher capabilities are deployed at the periphery.
Sensors transmit the sensed information using a single-hop or a multi-hop path to the base station. The base station processes the sensed data to determine the targets path, once the target is to be detected in a particular cluster or, a track manager is assigned and follows the target in that of the cluster.
The base station processes the sensor data, determines the target's trajectory and may provide the navigation guidance to the friendly object. The selection of sensors is dependent on the target type and the signature emitted by the target. For this paper, we assume that the sensors have both the detection as well as ranging capacity and the same is available to sensor node. A combination of passive infrared sensors and ultrasonic ranging sensors can be used to for object detection.
This forms the essential idea behind the DPT algorithm. We now introduce and explain the main components of the algorithm.
Target Descriptor Formulation Algorithm: In order to identify the target and provide the target's location information, cluster heads use a Target Descriptor (TD). The following items are incorporated in the TD: 1) Target identity 2) Target's present location 3) Target's next predicted location 4) Time stamp
V. Conclusion
In this paper we proposed a feasible solution for distributed tracking of mobile targets using sensor networks: the Distributed Predictive Tracking algorithm. DPT's essential idea is to predict the target's future location based on known previous locations. Since it is totally distributed, it scales well without having any central point of failure and can be easily extended to tracking in 3-dimension.
