Most studies on local rice in Nigeria were centred on increasing production, consumption or competitiveness with very few of them addressing the determinants of the price of rice in an economy. Filling this gap requires a study on the various factors that influence the price of rice. Food price instability is a frequent forerunner of macroeconomic shocks and political turmoil that can discourage long-run investment and curtail growth. In this study, secondary data were employed. The study used descriptive statistics tools to analyse the pattern of price variation over the period of 42 years in the study area. Similarly, various factors affecting price variation of rice were examined. The following recommendations were made: appropriate tax collection measures on producers should be implemented so as to curtail farmers from exploiting the masses by making excessive gains. Since the decrease in export results in an increase in price, the government should keep a balance between import and export to maintain the price of rice at a reasonable level. The price of rice can be reduced by the government when they implement measures to control the inflation rate in the economy. The government should put measures to regulate the quantity of land used by rice producers as well as to control the price of rice, since they both have a positive relationship.
Introduction
Time series data on prices are usually observed to have seasonality or cyclical fluctuations which may be attributed to fluctuations in supply that may be caused by economic trends, weather, planting and harvesting seasons. Because of supply fluctuations, traders practice speculative storage, which has impact on price levels year. The cyclical price variation is a pattern that repeats itself regularly with the passage of time.
In the past few years, many studies have been carried out to investigate the causes of and solutions to soaring food prices (Abbot et al., 2009; Gilbert, 2010) . They have examined and identified a set of drivers of food price upsurges including biofuel demand, speculation in commodity future markets, countries' aggressive stockpiling policies, trade restrictions, exchange rate and economic growth. In a developing economy like Nigeria, where export price fluctuates as a result of currency devaluation which is expected to be an incentive for export growth, the primary concern is the nature and magnitude of risk introduced by the price and exchange rate movements in agricultural exports. Many researchers who conducted researches on the effects of price and exchange rate movements on agricultural tradable products had inconclusive results, leaving a gap in this area. For instance, Kargbo (2006) found that prices, real exchange rates, domestic production capacity, and real incomes have significant impacts on the agricultural export. Studies by DeGrauwe (1988) show that exchange rate variability causes fluctuations in export revenue. While there is a certain consensus regarding the effects of weather, biofuel production and export restrictions on food prices, the problem is far from settled. In spite of the government effort to improve export, the agricultural sector is yet to respond to such policy signals. Instead, the performance of the agricultural exports remains dismal and discouraging. Of the massive documents on the effects of exchange rate volatility on macroeconomic variables, only very few have attempted to identify the role of third world countries' exchange rate volatility on domestic macroeconomic variables (Clark, 2004) . Most empirical studies focus primarily on granger causality tests to explain the role of speculation in price volatility (Irwin et al., 2009; Gilbert, 2010) . Some researchers identified an explosive increase in prices during the 2007-2008 spikes (Gilbert, 2009; Philips et al., 2011) . Pindyck and Rotemberg (1990) analyzed the comovement of seven unrelated commodities. They used various macro-economic variables such as interest, inflation, and exchange rates but also supply and demand conditions to explain the co-movement. However, they found that after controlling for these factors, the prices still moved together, a phenomenon Pindyck and Rotemberg dubbed as excess co-movement and which they attributed to herd behavior on commodity (futures) markets.
Most empirical studies focus primarily on granger causality tests to explain the role of speculation in price volatility (Irwin et al., 2009; Gilbert, 2010) . The adopted methodology in this study will shed light on the trend in price change over the years and also identify the effects of different factors on rice price variation. Akpan and Udoh (2009) used the ordinary least squares method to estimate grain relative price variability and inflation rate movement in different agricultural policy regimes in Nigeria. The major findings were that inflation had a positive significant impact (at the 5% significance level) on relative price variability of grains in Nigeria. Ettah et al. (2009) used ordinary least squares method to estimate effects of price and exchange rate fluctuations on agricultural exports in Nigeria. The major findings were that exchange rate fluctuations and agricultural credits positively affected cocoa exports in Nigeria.
This study goes a little further to analyze various factors that determine variation in the prices of rice. Since spikes and volatility are the major indicators of food crises, it uses the ordinary least squares method in its estimation.
Material and Methods

Scope of study
This study employed time series data of a period of 42 years, obtained from various sources spanning from 1970 to 2011. They are various AGROSTAT bulletins which include editions of National Bureau of Statistics review of external trade, National Bureau of Statistics summary and annual abstract of statistics, Central Bank of Nigeria's economic and financial review and an online database maintained by Food and Agricultural Organization (FAO).
Analytical technique Descriptive statistics
The descriptive and inferential statistical technique such as graph is used to show the pattern of price variation of rice. The percentage is used to get the price levels in order to represent them on a graph.
Unit root test
The Augumented Dickey-Fuller (ADF) (Dickey and Fuller, 1979) was used for this test. It is used to test for stationarity or non-stationarity. A stationary series is one with a mean value which will not vary within the sampling period. A nonstationary series will exhibit a time varying mean (Juselius, 2006) . Ordinary least squares can be used in time series analysis so far the variables are stationary (Gujarati, 2003) .
Ordinary least squares
The ordinary least squares (OLS) method is one of the most important ways for estimating the parameters of general linear models, because of its simplicity and rationality, the results are obtained when specific assumptions are achieved. But if these assumptions are violated, this (OLS) method does not assure the desirable results. The influence of the autocorrelated errors is one of these problems, which statistically leads to insignificant results and the two-stage least squares method is used to deal with it. Multicollinearity is another interesting problem; this occurs when the explanatory variables are correlated with each other, and the ridge regression method is used to deal with it. (Hussein et al. 2012 )
(1) where Pric = price of rice in year t, prod = production of rice in year t, imprt = import in year t, Exprt t = export in year t, Area = area of land in year t, ExchRa = exchange rate in year t, In laRate = inflation rate in year t, error term associated with time t, β is the intercept, β , β , β , β , β , β are the regression coefficients. Series of prices were all deflated by using Consumer Price Index (CPI). The real prices obtained were then used for the analyses.
Real price = nominal price x 100 (2) CPI Two-stage iterative ridge regression Two-stage least square and ridge regression are combined sequentially to form two-stage iterative ridge regression. This method is adopted to deal with the problem of autocorrelated error and multicollinearity. This concept was adopted from the work of Hussein (2012) . The following steps were taken to:
-Obtain the regression model of the variable using OLS;
-Use the ρ obtained from the OLS to transform the model;
-Apply the OLS estimator to estimate the transformed data sets and carry out a diagnostic test to check if the problem of autocorrelation has been handled; -If not handled, use the ρ obtained from the first transformed model to transform the model again until the ρ converges to zero; -Apply the OLS estimator to estimate the second transformed data sets and carry out a diagnostic test to check if the problem of autocorrelation has been handled;
-If the problem of autocorrelation has been solved, then apply ridge regression to the transformed data. The concept of ridge regression was introduced by Hoerl and Kennard (1970) . Ridge regression is a method of biased linear estimation which has been shown to be more effective than the OLS estimator when data exhibit multicollinearity. It reduces multicollinearity by adding a ridge parameter, K, to the main diagonal elements of X'X, the correlation matrix.
Results and Discussion
Descriptive statistics Table 2 shows descriptive statistics where mean production, minimum production and maximum production were analysed for the data series of rice. It shows that rice has an all-time maximum production of 4,567,320 tonnes and an all-time minimum production of 218,000 over the considered time period. The alltime maximum price is 196,202.30, while the maximum area of land used in production is 27,250,000 ha. Pattern of rice price It can be seen from Figure 1 that from 1970 the price of rice increased at an increasing rate until 1971 from which point it was relatively stable until 1972.
There was a significant increase from 1972 to 1974, the price of rice fell drastically all through the years to 1984 when it began to rise again at a high speed until 1988. There was a fall in price between 1988 and 1989. The price of rice increased at an alarming rate from 1989 to the highest point ever in 1993. The price of rice reached its highest point in 1993. Then there has been occasional rise and fall over the other years.
Pattern of rice price: Figure 1 . Source: Data analysis, 2014.
Augmented Dickey-Fuller (adf) test
The efficacy of a times series regression model in establishing the relationship among variables is conditional on the assumption that the variables must be stationary. Therefore, before fitting a regression model, the variables must be stationary. In the case of non-stationary time series, it implies that the variable may be co-integrated. Dickey-Fuller test is on the list of the available statistics for testing unit root (Gujarati, 2003) .
Pre-analysis information -The data obtained from export value were turned to dummy variables because of the outlier possibilities in the data, to avoid a spurious result.
-Yield quantity of rice was omitted from the analysis to reduce the existence of multicollinearity between the variables.
-All data except that of export (which is a dummy variable) were logged to reduce the possibilities of having a spurious result.
An econometric model for this study is specified as follows: (3) where = logarithm of price of rice in year t, = logarithm of production of rice in year t, = logarithm of import in year t, Exprt t = export in year t, = logarithm of area of land in year t, = logarithm of exchange rate in year t, f = logarithm of inflation rate in year t, error term associated with time t, is the intercept, , , , , , are the regression coefficients.
Unit root test Table 3 shows the results of the unit root test for stationarity in all variables using the augmented Dickey-Fuller (ADF) test. All the variables are stationary at different lag lengths either at 5% or 10% level of significance. 
Ordinary least squares, two-stage iterative ridge regression analyses
In an attempt to study the factors affecting price variation, the linear regression model (10) of original variables in their natural logarithms gives the results in Table 6 . From Table 4 , it can be seen that estimation based on the OLS estimator produces residuals that are normally distributed using Jarque-bera test. Also, the condition of constant variance is satisfied using a white test. Furthermore, the results reveal the existence of both multicollinearity (VIF>10) and autocorrelation (DW value = 0.9261 and DW P-value = 0.000) simultaneously. The problem of multicollinearity might be the reason for the wrong sign in the area, import and export. In this study, both problems were handled sequentially. In Table 5 , the original data from Table 4 were transformed using ρ =0.5320 (from Table 4 ) to correct the problem of autocorrelation by applying two-stage least squares and the variables were changed -LOGPROD was transformed to LOGPROD1, -LOGAREA was transformed to LOGAREA1, -LOGIMPORT was transformed to LOGIMPORT1, -LOGIFRATE was transformed to LOGIFRATE1, -LOGEXRATE was transformed to LOGEXRATE1 and -EXPORT was transformed to EXPORT1.
Opeyemi E. Ayinde et al. 88 New data were obtained after the transformation. The problem of autocorrelation still persisted in the transformed analysis (Table 7) , for instance (DW value = 1.5509 and DW P-value = 0.0290). The previously transformed data (in Table 5 ) were then transformed again using ρ 0.2060 (from Table 5 ) to re-correct the problem of autocorrelation by applying two-stage iterative least squares and the variables were changed; LOGPROD1 was transformed to LOGPROD2, LOGAREA1 was transformed to LOGAREA2, LOGIMPORT1 was transformed to LOGIMPORT2, LOGIFRATE1 was transformed to LOGIFRATE2, LOGEXRATE1 was transformed to LOGEXRATE2 and EXPORT1 was transformed to EXPORT2. In Table 6 , a whole set of data showed an improvement in the R-squared (0.8707). After the transformation, summary statistics of the analysis indicated that the problem of autocorrelation has been handled since DW value = 1.7939 and DW P-value = 0.1576, but there still exists the problem of multicollinearity since VIF>10. With the presence of multicollinearity in a dataset, the signs of parameters can be found to be different from expectations. In Table 7 , the problem of multicollinearity is corrected using ridge regression, because a bias estimator was used to solve the problem of multicolinearity. We can only talk of the positive and negative effects of the variables on price and not the significance of the variables.
Change in production results in a directional change in the price of rice. This is believed to be true because Nigerian agricultural production has been on the sleep for a while now. In Nigeria, there is need for an increase in the importation of some essential raw materials and equipment in order to boost production. Thus, necessitating an increasing variation in the price of rice, and also a change in the area used for planting rice will result in a directional change in the price of rice. Government interventions that stop or allow importation of rice will lead to price variation in any of two directions, whether positive of negative and this is in line with the work of Lui (2001) . An increase in the inflation rate in the country results in a very high price in the purchase of rice and reduces people's access to rice which is a major staple food in the country and this is not contrary to theoretical expectations. Export and exchange rates have a negative effect on the price of rice in Nigeria.
Conclusion
From the results of the empirical analysis, the price responds negatively to export and exchange rates. A positive effect is realized when the inflation rate and import rate are reduced, thus, the price of rice will be reduced. Increasing the amount of land used in the production of rice increases the price of rice.
Based on the results from this study, the following recommendations are necessary: since an increase in the price brings about an increase in production, which is in line with the theory of supply; government should implement policies that will subsidize the price of rice to consumers and increase the level of food security in the country. Appropriate tax collection measures on producers should be implemented so as to curtail farmers from exploiting the masses by making excessive gains. Since a decrease in export gives an increase in price, government should keep a balance between import and export to maintain the price of rice at a reasonable level. The price of rice can be reduced by the government when they implement measures to control the inflation rate in the economy. The government should put measures to regulate the quantity of land used by rice producers so as to control the price of rice, since they both have a positive relationship.
