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This work aims to develop a FVM-based structural solver that can seamlessly be integrated with Com-
putational Fluid Dynamics (CFD) solvers for fluid-structure interaction (FSI) problems. For flexibility in 
gridding and efficient computation, hexahedral multi-block grids are adopted which are locally struc-
tured, but globally unstructured. Besides, ghost cells are introduced to solve the partial derivatives and 
displacements at the boundaries of the computational domain. Time-accurate solutions are obtained by 
employing a matrix-free, dual time stepping approach, and the implicit residual value smoothing method 
is used to increase the convergence rate. Stresses are evaluated using Green’s theorem based on the gra-
dients of the displacement of the cells. The proposed method is applied to static and dynamic response 
of 3D cantilevers. Results are found to agree well with analytical solutions, and the amplitude error of 
the dynamic response is less than 1.5%. Besides, resonance and beating phenomena were clearly observed 
and compared to Finite Element approaches in accuracy and efficiency. Finally, the dynamic response of 
a cantilever beam with NACA0012 airfoil is analyzed preliminarily.
© 2021 Published by Elsevier Masson SAS.
0. Introduction
Fluid-structure interaction (FSI) is one of the most important problems in aeronautical engineering design and analysis. There are many 
applications of the FSI in body vibration of hypersonic inlets [1], aeroelastic deformation of wings and rotors [2], and missile design [3]. 
The main components of the FSI framework include a CFD solver, a CSD solver, and a grid deformation method [4]. With the development 
of grid deformation technology [5][6], more and more attention has been paid to the CFD/CSD coupling method. The finite volume method 
(FVM) is usually used to solve the fluid term equation, and the finite element method (FEM) is used to solve the structure mechanics. 
Unlike the FEM that only satisfies the relevant conservation principles and equilibrium of forces in a global sense, the FVM is conservative 
from the whole domain scale to the element or control volume level. To emphasize the different control volumes used by the finite 
element and finite volume methods the domain, in Fig. 1, is split with the left-hand portion representing the finite element method 
and the right-hand portion representing the finite volume method. Essentially, the finite element method integrates the equilibrium or 
conservation equations over these control volumes and uses numerical integration (i.e. Gauss quadrature) techniques to approximate the 
volume integrals in three dimensions or area integrals in two dimensions. The essence of the finite volume discretization technique is to 
integrate the equilibrium or conservation equations over control volumes and then use the divergence theorem to transform the volume 
integrals to surface integrals (in three dimensions and area integrals into line integrals in two dimensions). The quantities within the 
surface integrals are then approximated at integration points located within the grid elements on the surface of the control volumes. A 
continuum field which undergoes motion is governed by the Cauchy’s equation which is valid for structural and fluid dynamics.
Their different attributes, applications and development directions have led to software implementations of FEM and FVM for CFD 
and CSD being different in almost every aspect, which leads to compatibility issues between CFD and CSD software. As a result, the 
progress in finding a unified FVM solver to simulate the multi-physical problems of fluid-structure interaction is hindered. Unless the 
fluid-structure coupling problem studied is unidirectional or only needs a small amount of information exchange, the data transfer from 
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I the unit tensor
μ and λ Lamé’s coefficients
v p control volume
s surface of volume
τ pseudo time step
t real time step
M bending moment
Iz Area moment of inertia
Fig. 1. Grid element and control volumes for both finite elements and finite volume.
one grid to another may lead to poor convergence and energy losses. FEM is generally considered to be more accurate for self-joint 
problems, which are typical of CSD. However, the essential difference between FEM and FVM in the numerical discretization of second-
order partial differential equations is rather limited, and for some cases, the two methods are equivalent [7][8]. The fact that the form 
of equations of Stokes flows is similar to the form of equations of isotropic incompressible linear elastic solids has motivated many 
researchers to implement CFD methods, developed for the solution of incompressible fluid flows, for modelling displacement in solids.
Over the last thirty years, the FV method has been applied to an extensive range of problems in CSD, appearing in several distinct 
forms: “Standard” FVM approaches, Matrix-free approaches and other approaches. The “standard” FVM approaches [9–21] employ implicit 
solution methodologies, where a system of linear algebraic equations is solved via iterative or direct methods. These implicit methods 
require the formation and inversion of a sparse matrix, where the surface force term within the momentum equation is discretized 
implicitly in terms of the primitive variables. In contrast, the matrix-free approaches evaluate the surface force term using the older 
time-step values of the primitive variable, avoiding the construction of a linear matrix system [22]. Given the distinction in solution 
methodology, matrix-free methods merit separate consideration; however, these approaches typically adopt vertex-centred, and in some 
cases, cell-centred, spatial discretizations and could equally be considered under those headings. Lv et al. [23] and Xia et al. [24][25]
developed a vertex-based finite volume approach with non-overlapping control volumes that do not use shape functions. Sabbagh-Yazdi 
and co-workers [26–29] developed a similar vertex-centre d approach, which has been used to analyze 2-D elastic thermo-elastic problems 
including crack propagation in concrete; they followed the Galerkin finite volume method, and implemented in an in-house tool called 
NASIR (Numerical Analyzer for Scientific and Industrial Requirements). The Galerkin finite volume method here uses a piecewise constant 
distribution of the primary variables. Similar approaches were developed by Chen and Yu [30] for impact analysis of thin plates, by Zhu et 
al. [31] for stress wave propagation, by Tsui et al. [32] for fluid-solid interactions, and by Suliman et al. [33] for bending beams. Alagappan 
et al. [34][35] developed a novel staggered grid finite volume technique for wave propagation problems in viscoelastic solids, where the 
displacement is calculated at alternating nodes to the stress. Hejranfar and Azampour [36] compared performance of cell-centred and cell-
vertex approaches, and the results indicated that the two approaches are equivalent in terms of accuracy and convergence rate on regular 
grids. Selim et al. [37] developed a cell-centred matrix-free dual time-stepping method for fluid-solid interaction problems, where the solid 
spatial discretization closely resembles the standard Demirdzic and Muzaferija method. However, the results are relatively simple, and only 
the free end response of cantilever under steady load excitation is compared with the results of FEM. So far, no detailed grid independence 
analysis, convergence and efficiency analysis have been carried out for 3D dynamics. It is not clear whether the matrix-free finite volume 
method has the same accuracy in simulating forced vibration under higher harmonic loads like FEM. Besides, in the development of the 
matrix-free finite volume method, the structured grid has not been adopted to calculate and analyze the CSD problems. In the case of 
the same number of grid points, the memory and CPU time requirement for unstructured grids may be more expensive than that for 
structured grids [38] (more prominent in the case of three-dimensional). Besides, when an unstructured grid is used for discretization, 
the precision depends to the isotropy of the grid distribution. The structured grid can be easily indexed, and the corresponding memory 
is reduced. When the computational domain is relatively simple, a single-domain body-fitted structure grid can be used. Multi-block 
structured methods [39] will be adopted here as the complexity of the research problem increases.
In this paper, the hexahedral structural grids are introduced to a matrix-free finite volume method of cell-centred scheme for 3D linear 
elasticity problems. Ghost cells are applied to compute the partial derivatives and displacements at the boundary of the computational do-
main. Multi-block grids are adopted to obtain flexibility in gridding as well as efficient computation. Time-accurate solutions are obtained 
by employing a matrix-free dual time stepping approach, which is solved using the five-stage Runge-Kutta integration method and can 
reduce computational efforts and storage requirements. The physical time is discretized using an implicit second-order accurate backward 2
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66differencing scheme, and the implicit residual value smoothing method is used to increase the convergence rate. The proposed method is 
applied to static and dynamic response of 3D cantilevers. Results agree well with analytical solutions, and the amplitude error of dynamic 
response is less than 1.5%. This is a first step towards the development of a finite volume FSI methods for aeroelastic studies.
1. Numerical methodology
1.1. Governing equations
The governing equations for a moving structure can be written as,
∂ (ρV )
∂t
− ∇ · σ + ρC ∂U
∂t
= ρ f (1)





⎦ is the displacement vector, ρ is the density, C is the damping coefficient, f is the body force 





⎦ is the stress tensor.
1.2. Constitutive relation
The generalized form of Hook’s law provides the following stress-strain relationship for isotropic homogeneous material undergoing 
small strains:
σ = 2με + λ∇ • U I (2)
Where, I is the unit tensor and μ and λ are Lamé’s coefficients, relating to Young’s modulus of elasticity E , and the Poisson’s ratio ν as:
μ = E





(1+ν)(1−2ν) Plane strain and 3D
(3)




∇U + (∇U )T
]
(4)










= ρ f (5)
1.3. Discretization method
Integrating Eq. (5) over a control volume v p with boundary ∂v p as the control surface and applying the Gauss’ theorem, and Eq. (5)




















ρ f dv p (6)
1.4. Spatial discretization
In CSD, similar to CFD, FVM has been classified into two approaches, cell centred and cell-vertex. For the cell-centred method (see 
Fig. 2 (a)), the control volumes are the actual grid elements. The cell-vertex method represented in Fig. 2 (b) uses control volumes are 
generated by effected centres of the grid elements to the mid points of their faces. This creates subcontrol volumes that contribute to the 
overall control volume of a node. Combining all the subcontrol volumes from grid elements related to a node, gives polyhedral-type cells 
that surround each node representing the vertices of the grid elements. The cell-centred FV approach has been the most common method 
in CFD and it can efficiently support most of the CFD codes for the simulation of fluid flows in an accurate and efficient manner.
The governing equation (5) is discretized on a hexahedral element, as shown in Fig. 3. O is the centre of the cell, and for cell-centred 
formulation, the calculated variables are stored in O. The six surfaces of the element constitute the corresponding control volume surface, 
and are used to calculate the strain, stress and external force.











μ∇U + μ(∇U )T + λ∇ • U I
]
(7)
where s is the face area vector.3
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66Fig. 2. Different finite volume procedures.
Fig. 3. Schematic of a 3D hexahedral grid element.
1.5. Dual time-stepping scheme




dv = ρv p
[




where V n +1 = V (t + t) , V n = V (t) and V n −1 = V (t − t).
By assembling all terms and performing the integrations, we obtain:
ρv p
[












C V n − F ) = 0 (9)
Following the standard Dual Time-Stepping based finite volume method [37], the displacement gradients are evaluated numerically at 





n • U f ace
⎤
⎦/v p (10)
where n is the normal vector. The ∇U and U of the cell surface is obtained by averaging the adjacent cell centre, as shown in Fig. 4:
∇U i+1/2, j = 12
(∇U i, j + ∇U i+1, j)
U i+1/2, j = 12
(
U i, j + U i+1, j
) (11)
To achieve a matrix-free operation and to use a larger time step size, a dual time-stepping scheme is adopted by adding a pseudo time 
derivative term to the left-hand side of Eq. (9). This dual-time-stepping procedure is independent of the spatial discretization approach 













3V n+1 − 4V n + V n−1
2t
]
− (C V n − F ) = Res (U n+1) (12)
Then, the solution is sought by marching in τ to a converged state. A five-stage Runge-Kutta scheme is used to integrate Eq. (12) for 
stability and fast convergence. According to this method:4
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66Fig. 4. Schematic diagram of the displacement gradient calculation on a cell surface.
V (0) = V (n,m),
V (1) = V (0) + α1τ Res(0),
V (2) = V (0) + α2τ Res(1),
V (3) = V (0) + α3τ Res(2),
V (4) = V (0) + α4τ Res(3),
V (5) = V (0) + α5τ Res(4),
V (n,m+1) = V (5),
(13)
where the superscript m denotes the pseudo time level and the coefficients for the five-stage Runge-Kutta time integration are taken as 
α1 = 0.25, α2 = 0.167, α3 = 0.375, α4 = 0.500, α5 = 1.000.
After the velocity is obtained, the displacement is calculated using the average of V n and V n+1 as
U t+1 = U t + t
2
(
V t+1 + V t) (14)
The residuals are given by the following:
R E Stotal =
√∑
cells
(U n+1 − U n)2/Ncell (15)
The dual-time stepping procedure is a conditionally stable scheme since it is explicit in pseudo-time, meaning a limit exists on the 
pseudo-time step size τ . However, the procedure is implicit in real-time, and the scheme is stable for any choice of the real-time step 
size t . To ensure stability, the pseudo time step must be less than the critical pseudo time step, which is defined by the following 
expression:0







Here L is the effective length scale of the grid spacing, and K is the bulk modulus which is defined as
κ = E
3 (1 − 2ν) (17)
To improve the convergence rate, residual smoothing [15] is adopted, which only destroys time accuracy in pseudo time without 
affecting the accuracy in real time. The idea behind this is to replace the residual at one vertex with a smoothed or weighted average of 
the residuals at the neighbouring vertices. The averaged residuals are calculated implicitly in order to increase the local pseudo time step 
size, thus increasing the convergence rate. The smoothing equation for a vertex k can be expressed as:
− ε I R∗I−1, J ,K + (1 + 2ε I )R∗I, J .K − ε I R∗I+1, J .K = R I, J ,K
− ε J R∗∗I, J−1,K + (1 + 2ε J )R∗∗I, J ,K − ε J R∗∗I, J+1,K = R∗I, J ,K
− εK R∗∗∗I, J ,K−1 + (1 + 2ε J )R∗∗∗I, J ,K − ε J R∗∗∗I, J ,K+1 = R∗∗I, J ,K
(18)
where R∗, R∗∗, R∗∗∗ represent the residual values of I, J, K directions after smoothing, and ε I , ε J , εK represents the residual smoothing 
coefficients of the three calculated coordinates, which can be defined as
ε = max
{
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66Fig. 5. Boundary condition sketch of multi-block and ghost grid.
Here, τ ∗ is the maximum τ of the basic scheme. The implicit operator in equation (18) is similar to the second-order central difference, 
so it is also called the central scheme residual smoothing. Generally, the pursuit method of the tridiagonal matrix is used to solve 
equation (18).
1.6. Boundary conditions and multi-block grids
Traditionally, cell-centred FVM incorporates boundary conditions directly into the discretized equations for the control volumes adjacent 
to boundaries [37][41][42][44]. However, an implicit calculation of tangential gradients along near-boundary faces becomes complicated. 
In this work, ghost cells [43] are introduced to deal with boundary conditions. It should be emphasized that not only displacement and 
gradient boundary conditions, but also velocity boundary conditions on fixed end must be introduced in matrix-free FVM to solve solid 
dynamic problems, otherwise numerical oscillation was occurred.
(A) For fixed boundary conditions, the following conditions are applied:
(a) U i,0 = −U i,1
(b) V fixed end = 0
(c) ∇U i,0 = ∇U i,1
(B) For traction boundary conditions, the following conditions are applied:
(a) U i,0 = 3U i,1 − 2U I,2
(b) ∇U i,0 = −∇U i,1
(C) For the boundary between adjacent grid blocks (see Fig. 5), the Ui, j and ∇Ui, j on the ghost grid are directly obtained from the 
internal points of the connected grid blocks.
Finally, Eq. (11) is used to solve the displacement and gradient on the cell faces for the whole calculation domain. The ghost cells make 
the spatial discretization easier.
1.7. Grid deformation
The grid deformation of FVM is realized by node coordinates plus node displacement. The value of the cell node is obtained from the 










2. Numerical results and analyses
2.1. Verification of grid independence in 3D dynamics
A standard problem in structural mechanics is that of a fixed-free cantilever supporting a distributed force load on its upper surface 
[24][37][24][44]. Table 1 lists the material and geometric specifications of the cantilever beam.6
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Cantilever dimensions and material properties.
Dimension Value Property Value
Length, L 2 m Density 1000 Kg m−3
Width, d 0.2 m Young’s modulus 15.293 MPa
Height, b 0.2 m Poisson’s 0.3
Fig. 6. Schematic of the cantilevered beam under a distributed pressure load.
Table 2
Grid size and convergence steps of the 3D cantilevered beam.
Grid Cells Nodes CFLmax Convergence steps to 10−8
No.1 5 × 5 × 20 756 8 21
No.2 5 × 5 × 50 1836 20 28
No.3 5 × 10 × 50 3366 8 76
No.4 10 × 10 × 50 6171 10 79
No.5 10 × 10 × 100 12221 18 87
No.6 20 × 20 × 200 88641 20 288








where I is the moment of inertia. According to Eq. (21), the basic natural frequency of the cantilever beam is 1 Hz, and the vibration 
period is 1 s. A uniform distributed pressure is added as shown in Fig. 6, and the applied uniform pressure, P , value was set to 510.0 Pa.
To compare with the finite element method, the commercial software ANSYSTM is applied for numerical simulation. A 3D formulation 
is used with Ux , U y , U z degrees of freedom and transient analysis is applied to simulate the dynamic response. The equation is solved by 
preconditioned conjugate gradient (PCG), and Newton-Raphson is used to improve convergence.
Firstly, the dynamic (undamped) response was simulated. Based on the analytical solution and the calculated natural frequency, the 
maximum dynamic deflection at the free end of the beam is 0.2 m and takes place at t = 0.5 seconds. The physical time step was set to 
1 × 10−3 seconds, and the order of convergence is 10−8. For all cases, the load was suddenly applied at t = 0 seconds and kept till the 
end of the simulation. Moreover, the structure was assumed to be initially stationary.
The details of the calculations shown in Table 2. As grids become finer, the iterations steps also increase, and for more orthogonal 
grids, the CFL can reach a larger value, which effectively improves the convergence speed.
Fig. 7 and Table 3 show the dynamic tip response of the cantilevered beam with different grid sizes. There is about more than 10% 
errors in phase and amplitude predictions on grids 1(5 × 5 × 20) and 2(5 × 5 × 50). With the increase of grid cells, the accuracy of 
amplitude and phase results improved rapidly. The maximum amplitude for grid 6(20 × 20 × 200) is 0.1974 m, and the error is reduced to 
−1.290%, while the error of the FEM method is 2.150%. After 2.5 periods of vibration, the phase error is 0.640%, and the error is defined 
as:
Error = Ucal − UAnalytic
UAnalytic
× 100% (22)
Compared with the analytical solution, the amplitude is under predicted by the FVM solution, and over predicted by the FEM. The 
percentages of the errors in the z displacement are listed in Table 3. A percentage error of 1.845% is found with grid 4. Thus grid 4, 5, 
6 are deemed to fine enough, and are chosen for further analysis. Selim [44] represents a 2% amplitude error and a 1.6% frequency shift 
with 20,000 unstructured grid points.
The iteration steps converging to 10−8 for each pseudo time step and CFLmax are shown in Table 2. As grids become refined, the 
iterations also increased, and CFL could reach get a larger value for cube grids. The residuals of the six grids are shown in Fig. 8. The 
convergence of grid 6 is obviously lower than that of the other five grids. Besides, since grid 6 is the most refined and the matrix-free 
FVM integrates on faces, the time required for each iteration increases.
Both FVM and FEM have been performed using i7-4790 processors, using single thread computing. The single processor CPU time 
for each grid is presented in Table 3. Even if the grid size is small, the FEM method maintains high accuracy, and the solution time is 
proportional to the number mesh cells. The matrix-free FVM has higher computational efficiency than FEM. This is mainly due to that 
every real time step of FEM needs to solve large-scale linear equations, and the matrix-free FVM solved the displacement response by 
pseudo time step. However, the solution time of FVM is not proportional to the number of grid points, because the convergence of the 
dual time step iteration is also related to the CFL number. The results show that the efficiency and accuracy of FVM could be higher than 7
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66Fig. 7. Dynamic response of the cantilevered under uniform distributed pressure with different grid sizes.
Fig. 8. Convergence plots with different grid sizes.
Table 3
Comparison of CPU time and accuracy of FVM and FEM.
Grid Total time of FVM (s) Total time of FEM (s) Error of FVM (%) Error of FEM (%)
5 × 5 × 20 50.1 956 −13.045 2.21
5 × 5 × 50 138 2142 −11.93 2.20
5 × 10 × 50 570 4848 −2.29 2.16
10 × 10 × 50 1110 10116 −1.84 2.15
10 × 10 × 100 2670 18630 −1.43 2.15
20 × 20 × 200 44924 157215 −1.29 2.15
FEM on a refined grid. It can be observed that grid 5 shows high efficiency while ensuring good calculation accuracy, and will be used in 
the following calculations.
The displacement distribution with the velocity boundary condition is shown in Fig. 9, and it can be observed that there were violent 
numerical oscillations at the fixed end of the cantilever when no velocity boundary condition was applied. If the mesh is refined enough, 
this may lead to negative cell volumes after grid deformation, calculation failure, and large errors in the root stress analysis. The oscillations 
gradually weaken along the axial direction.
Fig. 10 shows the stress distribution of fixed end at 0.5 s. The distributed force causes a moment in the lagging direction at the fixed 
end, leading to σxx being larger than the other components.
Fig. 11 shows the main view of computed stresses with time. It can be clearly seen that the stresses gradually concentrate to the fixed 
end in the first 0.5 seconds.8




































































































































66Fig. 9. Comparison of vertical displacement along the axis with different boundary conditions in 0-0.5 s.
Fig. 10. Side view of the computed stresses at t = 0.5 (s) (Grid6: 20 × 20 × 200) (Values are in Pa).
Table 4
Comparison of computational efficiency of different time steps.
Real time step size(s) CFLmax Iteration steps per pseudo time Total steps per 0.005 s
0.005 4 3648 3648
0.001 18 87 435
0.0005 35 40 400
0.0002 60 8 200
0.0001 30 7 350
0.00005 15 6 600
2.2. Analysis of time step on accuracy and convergence
The effect of the time step on the accuracy is shown in Fig. 12, and the convergence plots for different real time steps at each pseudo 
time are shown in Fig. 13. It can be observed that the smaller time step not only improves the prediction accuracy of the amplitude but 
also affects the calculation efficiency. The FVM will converge quickly with a smaller time step, but will need to run for more time steps to 
simulate the same duration of real time. Table 4 counts the total number of iteration steps when the pseudo time step converges to 10−8
and cover 0.005 s. It can be observed that when t = 0.0002 s (1/500T, where T is the natural period of the cantilever), it only takes 200 
steps to complete the operation, and the CFLmax can be 60.L. Ma, G.N. Barakos and Q. Zhao Aerospace Science and Technology ••• (••••) ••••••9




































































































































66L. Ma, G.N. Barakos and Q. Zhao Aerospace Science and Technology ••• (••••) ••••••
Fig. 11. Main view of the computed stress contours and variety with time (Grid6: 20 × 20 × 200) (Values are in Pa).
Fig. 12. Time step study for the 3D cantilever of grid 5 (10 × 10 × 100).




































































































































66Fig. 14. General non orthogonal grid diagram.
Fig. 15. Hexahedron grid study for the 3D cantilever.
2.3. Analysis of grid orthogonality on accuracy and convergence
To study the influence of grid orthogonality on the calculation accuracy of the FVM, the following six grids were used for analysis. 
These are shown in Fig. 14, where (a) is Cartesian grid, while the orthogonality of grids B-E is reduced.
The physical time step was set to 1 × 10−3 seconds, and the CFL was set to 10. The effect of the grid quality is shown in Fig. 15. The 
results show that the grid with high orthogonality can achieve higher accuracy, and the amplitude error of grid E is about 4%. Fig. 16
shows the residual convergence plots, and suggests that orthogonality can slightly improve the convergence speed. Generally speaking, 
good grid quality can effectively improve both the accuracy and efficiency. For application in helicopter blades or wings with complex 
shape, the multi block grid method can be used to improve mesh quality.
2.4. Application of multi block grid
Multi-block grids have been studied in this section. The computational domain is divided into four blocks (see Fig. 19), but the total 
number of cells in the computational domain remains unchanged. Information transfer between blocks is carried out through ghost cells. 
In addition, the MPI parallel library is used to improve the computational efficiency. It can be seen from Fig. 17 and Fig. 18 that compared 
with the single block grid, the multi-block method can also capture the amplitude and phase with high accuracy, and the computing 
efficiency can be improved nearly four times when computed in parallel.
Fig. 19 shows the vertical displacement contours of the single block and multi-block (4 blocks) grid. The displacement gradient does 
not change obviously at the interface between blocks. The results suggest that the block interface data exchange is successful. The results 
indicate that multiblock grid does have a slight effect on convergence and accuracy.JID:AESCTE AID:106980 /FLA [m5G; v1.307] P.11 (1-19)




































































































































66JID:AESCTE AID:106980 /FLA [m5G; v1.307] P.12 (1-19)
L. Ma, G.N. Barakos and Q. Zhao Aerospace Science and Technology ••• (••••) ••••••
Fig. 16. Convergence plots with general non orthogonal grids.
Fig. 17. Multi block grid study for the 3D cantilever.
Fig. 18. Convergence plots with multi block grid.12
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66Fig. 19. Vertical displacement contours of 1 block and multi-block (4 blocks) grid (Values are in m).
Fig. 20. Response due to distributed pressure with 1.5% damping ratio.
2.5. Analysis of static state solution of cantilever
The static state solution was obtained by underdamped response of the cantilever using the proposed FVM. The static solution for this 
type of problem is determined analytically to be




The applied uniform pressure was 510.0 Pa which would result in a maximum static deflection of 0.1 m at the free end of the beam. 
The influence of grid deformation on the results is studied in this section. The forced vibration of the cantilever under constant load F can 














1 − ζ 2
]
e−ζωnt sinωdt − Fk (24)
ωn and ωd are undamped and damped natural frequencies of the cantilever. ζ = C2√km is critical damping ratio, which represents damping 
in the structure. k = 3E I
l3
is the stiffness of the structure [24][45]. Then the Eq. (1) could be written as:
∂ (ρV )
∂t
− ∇ · σ + 2ς√kρ ∂U
∂t
= ρ f (25)
Then the underdamped response of the cantilever with 1.5% damping ratio is also calculated. Fig. 20 shows the underdamped response 
of the cantilever. The simulation converges to 0.0989 maximum deflection with about 1.1% deviation at the free end of the deformed beam, 
and 0.9% deviation for the undeformed beam. The results show that the undeformed beam model is closer to the analytical solution, and 
this may be related to the mesh quality after the deformation process.
Fig. 21 shows the displacement contours of the static solution, the left plots are for the undeformed beam, and the right for the 
deformed beam. It can be observed that the deformed beam has little effect on the lagging and vertical displacement. However, the axial 
displacement is changed significantly.
Fig. 22 shows the axial displacement contours by FEM. Compared with Fig. 21(e) and (f), the maximum error of the surface axial 
displacement of the deformed beam is large, and the result of FVM is only about half of the FEM. The reason is that the FE model is based 
on the large deformation theory, while the linear elastic model with small deformation is applied in this paper.13
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66Fig. 21. Comparison of displacement contours with 1.5% damping ratio by FVM.
Fig. 22. Comparison of axial displacement contours with 1.5% damping ratio obtains by the FEM.
Fig. 23. Computed stress contours of the stability state (Values are in Pa).
The maximum bending stress at the root of the cantilever occurs at the upper surface [46], which is calculated as




With the 510 Pa load, the maximum bending stress at the root of the cantilever is 153,000 Pa. The distribution of σxx obtained on 
grid 5 is presented in Fig. 23. The stress on the upper surface at the root of cantilever registers a value of 152,100 Pa, with about 0.5% 
deviation from the analytical results of 153,000 Pa.14




































































































































66Fig. 24. Response due to a sinusoidal force input F = 20 sin(2πt).
Fig. 25. Response due to a sinusoidal force input F = 20 sin(1.9πt).
2.6. Verification of dynamic response of cantilever under harmonic excitation
To investigate the response accuracy of FVM under harmonic forcing, we replaced the distributed force with a concentrated force on 
the tip. The beam grid is composed of multi-block grids. The grid size is 10 × 10 × 100. Fig. 24 shows the flexural deformation of the 
tip due to a sinusoidal force input F = 20 sin(2πt), where 1 Hz is equal to the natural frequency of the beam. As anticipated, resonance 
occurs as shown in the solutions.
Fig. 25 shows a beating phenomenon when the forcing frequency of the previously applied load is 0.95 Hz. In both cases, the FVM 
solution was in perfect agreement with the FEM.
Fig. 26 shows the flexural deformation of the beam tip under the same load in conditions but for a forcing frequency of 50 Hz, and 
time step set to 10−5 s. The developed FVM method can accurately capture the high-order harmonic loads.
2.7. Analysis of a cantilevered beam with NACA0012 airfoil cross-section
To verify that the method can be applied to structures with complex shapes, the dynamic characteristics of a cantilever beam of 
NACA0012 cross-section are calculated and analyzed. Table 5 list the dimensions and material parameters of the beam.
As shown in Fig. 27(a), since there is no thickness at the trailing edge of the airfoil simulated, to prevent abnormal deformation of the 
trailing edge, we linearly reduce the applied constant load from the leading edge to the trailing edge of the airfoil to 0 Pa at 0.9C, where 
C is the chord length. The time step is taken as 0.001 s. The finite element method and the finite volume method developed were used 
to analyze the calculation results. The finite element results are calculated by ANSYS software. The multi-block grid is applied to generate 
the FVM grid, which is shown in Fig. 27(b). It can be seen that multi-block grid can greatly improve the quality of the grid inside the 
cantilever. The cell count is 180000.
Fig. 28 shows the dynamic tip response of the leading edge. The harmonic vibrations of the cantilever beam are captured by both 
methods. The amplitude and phase predictions of the two methods are basically consistent. This further proves that the current method 
can be applied to the solid dynamic analyses of general hexahedral multi-block grids.L. Ma, G.N. Barakos and Q. Zhao Aerospace Science and Technology ••• (••••) ••••••15




































































































































66L. Ma, G.N. Barakos and Q. Zhao Aerospace Science and Technology ••• (••••) ••••••
Fig. 26. Response due to a sinusoidal force input F = 20 sin(100πt).
Table 5
Cantilever dimensions and material properties.
Property Value
Cantilever length 3 m
Chord length 1 m
Density 2600 Kg m−3
Young’s modulus 10 MPa
Poisson’s 0.3
Fig. 27. FVM mesh and cantilever beam subjected to a linear force along the chord.
Fig. 28. Dynamic response of the cantilevered beam with NACA0012 airfoil.16
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66Fig. 29. 3D view of the computed stress contours (σzz) at t = 3 s (Values are in Pa).
Fig. 30. Computed stress contours (σzz) and variety with time on the lower surface of the cantilever (Values are in Pa).
Fig. 29 is a three-dimensional plot of the normal stress (σzz) distribution of the cantilever beam. The stress is mainly concentrated on 
the upper and lower surfaces of the fixed end.
Figs. 25 and 26 show the displacement and stress contours of the lower surface of the cantilever beam in the first three seconds. The 
chord direction of the cantilever will be deformed when the Young’s modulus of the material is small, resulting in changes in the shape 
the airfoil. (See Figs. 30 and 31.)
3. Conclusion and further work
A 3D cell-centred structured, multi-block finite volume method is proposed in this work for static and dynamic analyses of solids. 
Stresses are evaluated using Green’s theorem based on grid cells. To obtain time accurate dynamic solutions, the implicit dual time-
stepping scheme is employed. Local time-stepping, and residual smoothing in pseudo time are implemented to improve convergence. 
Numerical experiments prove that the method is accurate and efficient in the analysis of structural deformation and dynamics.
(1) The calculation error of FVM is large when the grid size is coarse. The accuracy of FVM could be improved significantly by increasing 
the grid size and reach as the same level as FEM. In the example of a 3D cantilever beam tested in this paper, the maximum error of 
static displacement was 0.9%, the maximum error of dynamic displacement was 1.290%, and the phase error was 0.640%. Resonance 
and beating phenomenon were clearly observed and correct pressure distributions were obtained in comparison to analytical results. 
The proposed numerical algorithm provides a good balance between accuracy and speed of computation.17
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66Fig. 31. Computed displacement contours (v) with time on the lower surface of the cantilever (Values are in Pa).
(2) The smaller time step not only improves the prediction accuracy of the amplitude but also affects the calculation efficiency. When 
t = 0.002 s (1/500T, where T is the natural period of the cantilever), it only takes 200 steps to complete the operation, and the 
CFLmax can be 60. Besides, good grid quality can effectively improve the accuracy and efficiency.
(3) This method can be applied to the general hexahedral grids, and good grid quality can achieve the same accuracy as a Cartesian grid. 
The developed multi-block, finite volume method is suitable for use with the numerical discretization schemes used in the CFD solver, 
allowing efficient CFD/CSD coupling with no data interpolations. In the future applications of the method to aeroelastic problems is 
planned and will be reported separately.
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