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Given a non-necessarily Hausdorff, topologically free, twisted e´tale groupoid (G,L ), we consider its essential
groupoid C*-algebra, denoted C∗ess(G,L ), obtained by completing Cc(G,L ) with the smallest among all C*-
seminorms coinciding with the uniform norm on Cc(G(0)). The inclusion of C*-algebras〈
C0(G
(0)) , C∗ess(G,L )
〉
is then proven to satisfy a list of properties characterizing it as what we call a weak Cartan inclusion. We
then prove that every weak Cartan inclusion 〈A,B〉, with B separable, is modeled by a topologically free,
twisted e´tale groupoid, as above. In our second main result we give a necessary and sufficient condition
for an inclusion of C*-algebras 〈A,B〉 to be modeled by a twisted e´tale groupoid based on the notion of
canonical states. A simplicity criterion for C∗ess(G,L ) is proven and many examples are provided.
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1. Introduction.
This paper has several main goals. The first is to give a groupoid model for inclusions of C*-algebras
satisfying certain properties inspired by, although much weaker than, the properties characterizing Cartan
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inclusions, as defined by Renault in [27]. The second main goal is intimately related to the first: we define
the essential groupoid C*-algebra associated to a not necessarily Hausdorff, topologically free, e´tale groupoid
G, equipped with a Fell line bundle L .
Let G be such a groupoid. Well-known constructions associate two norms on the *-algebra Cc(G,L )
formed by the continuous local cross-sections of L : the maximum and the reduced norms, respectively
(see (14.3) for the precise definition). Their completions yield the full and the reduced twisted groupoid
C*-algebras of G, usually denoted by C∗(G,L ) and C∗red(G,L ).
When G is topologically free, that is, when the units of G with trivial isotropy form a dense set, we
show in Theorem (15.6) that there is a very canonical third choice, namely the smallest among all C*-
seminorms on Cc(G,L ) coinciding with the uniform norm on Cc
(G(0)). The completion of Cc(G,L ) under
this C*-seminorm is the essential groupoid C*-algebra referred to above, which we denote by
C∗ess(G,L ).
In case G is Hausdorff, this algebra turns out to be isomorphic to C∗red(G,L ), but otherwise this is not
necessarily so. In fact we show in (11.10.iii) that, in the general case, there exists a largest ideal
Γred E C
∗
red(G,L ),
having a trivial intersection with C0
(G(0)), which we call the gray ideal , and such that
C∗ess(G,L ) ≃ C∗red(G,L )/Γred.
The pair of C*-algebras 〈
C0
(G(0)), C∗ess(G,L )〉 (1.1)
is then taken to be the groupoid model for inclusions mentioned above. Given an inclusion of C*-algebras
〈A,B〉, (1.2)
that is, A and B are C*-algebras with A ⊆ B, satisfying certain natural properties, we then show that there
exists a topologically free, twisted e´tale groupoid G, such that (1.2) and (1.1) are isomorphic inclusions.
The reader familiar with Kumjian’s work [18] on C*-diagonals, or Renault’s paper [27] on Cartan
subalgebras, will be correct in guessing that regularity [27: Definition 4.1] is an important condition in our
characterization, but although also a natural guess, maximal commutativity is not included. In fact, our
level of generality goes much beyond that, even allowing us to treat situations where both A and B are
commutative C*-algebras. To mention but one of the commutative examples fitting our theory, the inclusion
of C(S1) in C([0, 1]) obtained by viewing functions on the circle as periodic functions on the interval, also
falls under our grasp.
Instead of maximal commutativity, one of the main properties appearing in our characterization is
related to the unique extension of pure states, a property which also plays a predominant role in [18]. To
be precise, we assume that the first component of our inclusion, namely the C*-algebra A, is commutative,
and hence has the form C0(X), where X is a locally compact Hausdorff space. For each x in X , we consider
the pure state ϕx on A given by evaluation at x. It is well known that ϕx admits an extension to a state on
B, but such an extension is often not unique. When uniqueness holds, we say that x is a free point . This is
in analogy with the groupoid case in which uniqueness holds if and only if the isotropy group of x is trivial,
as proven in (14.14). Still in analogy with groupoids, we say that a regular inclusion 〈A,B〉 is topologically
free if the set of free points is dense in X . Indeed, in the above context of a twisted e´tale groupoid we have
that G is topologically free if and only if either one of the inclusions〈
C0(G(0)), C∗(G,L )
〉
, and
〈
C0(G(0)), C∗red(G,L )
〉
are topologically free, in the above sense.
However topological freeness, in itself, is not sufficient for our purposes, requiring a deeper analysis of
the uniqueness question, which is what we do by introducing the notion of relatively free points . To explain
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what we mean by this, let b be a fixed element in B. A point x in X is then called free relative to b, provided
all extensions of ϕx coincide on b. It is obvious that a free point is also free relative to every b but, on the
other hand, there may be many more points which are only free relative to a given b.
An element of B whose set of relatively free points has a dense interior is called smooth. This notion
is again inspired by groupoids since the better behaved normalizers of (1.1), namely the cross-sections
of L which are continuous and compactly supported on some open bisection, are smooth whenever G is
topologically free (14.15).
This brings us to the precise definition of one of the two crucial properties involved in our characteriza-
tion, namely we say that a regular inclusion 〈A,B〉 is smooth when there exists a *-semigroup N of smooth
normalizers such that NA spans a dense subspace of B.
The reader acquainted with [18] and [27] is probably anticipating some further condition relating to
the existence of a faithful conditional expectation, but unless we want to restrict our study to Hausdorff
groupoids, which we do not, conditional expectations must not be required. Instead, we prove that, for a
topologically free inclusion 〈A,B〉, the set
Γ =
⋂
x∈F
BJx,
where F is the set of free points, and Jx is the kernel of ϕx, is a two sided ideal of B which we call the gray
ideal .
Incidentally, in case G is topologically free, we prove in (15.5) that the inverse image of the gray ideal
of C∗red(G,L ) under the left regular representation
Λ : C∗(G,L )→ C∗red(G,L ),
coincides with the gray ideal of C∗(G,L ). So, when these ideals are moded out, we are left with an
isomorphism of quotient algebras
C∗(G,L ) C∗red(G,L )................................................Λ
C∗(G,L )
Γ
C∗red(G,L )
Γred
...............................
.....
...............................
.....
≃ = C∗ess(G,L )
For Hausdorff groupoids the gray ideal of C∗red(G,L ) vanishes by (15.9.ii), and this is perhaps the reason
why it has not been intensely studied before, but for a general topologically free inclusion it may well be
nonzero. In any case, for topologically free inclusions, the gray ideal is always the largest ideal of B having
a trivial intersection with A, as proved in (11.10.iii).
This property of the gray ideal is of course related to the ideal intersection property, meaning the
property describing the fact that every nonzero ideal ofB has a nonzero intersection with A. For topologically
free inclusions we then conclude that the ideal intersection property is equivalent to the vanishing of the
gray ideal (12.6).
We therefore say that 〈A,B〉 is a white inclusion when the gray ideal of B vanishes, and this turns out
to be the second fundamental property in our characterization.
In order to give a unified name to the objects under our radar we say that 〈A,B〉 is a weak Cartan
inclusion when it is both smooth and white. Theorems (15.8) and (18.4), two of main results, may then be
precisely described by saying that the class of weak Cartan inclusions 〈A,B〉, with B separable, coincides
with the class of inclusions (1.1), with G topologically free and second countable.
In our third main result, namely Theorem (20.6), we give a characterization of (possibly exotic) twisted
groupoid C*-algebras via a condition (existence of canonical states) which holds for any twisted e´tale groupoid
by (20.2). This is therefore likely to be the first necessary and sufficient condition for an inclusion of C*-
algebras to be modeled by a twisted e´tale groupoid.
As a byproduct of our theory, in (18.6) we give a very clear cut criterion for the simplicity of the essential
groupoid C*-algebra, which states that if G is topologically free, then C∗ess(G,L ) is simple if and only G is
minimal.
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A purely algebraic version of (18.6) has been obtained by Nekrashevych in [20: Proposition 4.1], where
it is also shown that the algebraic version of the gray ideal of a certain groupoid algebra associated to the
Grigorchuk group [20: Example 4.5] is nontrivial.
Unfortunately this sheds little light on the questions listed near the end of the introduction in [6], except
maybe to reinterpret them in terms of the gray ideal. From our point of view the second question in that list
asks for conditions on a twisted, topologically free e´tale groupoid for the gray ideal of C∗red(G,L ) to vanish.
Our modest contributions to this question are two: one positive and one negative. On the bright side,
in (20.6.ii) we are able to give sufficient conditions for a white inclusion to be modeled by the reduced (as
opposed to the essential) C*-algebra of its Weyl groupoid, in terms of the existence of canonical states. The
reduced groupoid C*-algebra is then shown to have a vanishing gray ideal.
Our negative result, on the other hand, consists in showing that the vanishing of the gray ideal is not
just determined by the structure of G, as it is influenced by the line bundle as well! Precisely, in section (23)
we give an example of a non-Hausdorff e´tale groupoid which admits two Fell line bundles, such that the gray
ideal of C∗red(G,L ) vanishes for one such line bundle, but not for the other.
This paper is the result of a collaboration which took place during an extended visit of the first named
author to the Mathematics Department of the University of Nebraska – Lincoln, and he would like to express
his sincere thanks to all of the members of the Department, especially to his hosts D. Pitts and A. Donsig,
for their warm hospitality.
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PART I – INCLUSIONS
2. Local modules.
One of the most basic aspects of our techniques, to be developed in this and the following section, is the study
of the algebraic relationship between ideals in a C*-algebra A, on the one hand, and a larger C*-algebra B
containing A, on the other. During this section we will therefore assume the following:
2.1. Standing Hypotheses I.
(i) 〈A,B〉 will be a fixed inclusion of C*-algebras, that is, B is a C*-algebra and A is a closed *-subalgebra
of B,
(ii) I and J will be fixed, closed 2-sided ideals of A,
(iii) for K ∈ {I, J}, we will let {uKi }i be an approximate unit for the corresponding ideal and we will put
vKi = 1− uKi .
We are making no assumption about the existence of units in our algebras. Thus the occurrence of “1”
above is to be interpreted in M(B), the multiplier algebra of B, so vKi ∈M(B).
Also notice that the two approximate units above may be assumed to be indexed on the same directed
set.
2.2. Lemma. Given any b in B, one has that
(i) b ∈ IB ⇔ lim
i→∞
uIib = b ⇔ lim
i→∞
vIi b = 0,
(ii) b ∈ BJ ⇔ lim
i→∞
buJi = b ⇔ lim
i→∞
bvJi = 0,
(iii) b ∈ IBJ ⇔ lim
i→∞
uIibu
J
i = b,
(iv) IBJ = IB ∩BJ .
Proof. The verification of (i) and (ii) are left to the reader. Given b in IB ∩BJ , we have for all i that
‖b− uIibuJi ‖ ≤ ‖b− uIib‖+ ‖uIib− uIibuJi ‖ ≤ ‖b− uIib‖+ ‖uIi‖‖b− buJi ‖,
which converges to zero by (i) and (ii), so
b = lim
i→∞
uIibu
J
i . (2.2.1)
This shows that b ∈ IBJ , and hence that IB ∩ BJ ⊆ IBJ . Since the reverse inclusion is obvious, we
have proven (iv).
Given b in IBJ , we then have that b ∈ IB ∩ BJ , so the above argument yields (2.2.1), hence showing
(⇒) of (iii). The converse is also clear, so the proof is complete. 
In this work whenever we speak of the product of two or more linear subspaces of B, such as IBJ , above,
we will always be referring to the closed linear span of the set of individual products. In many cases the
Cohen-Hewitt factorization Theorem [17: 32.22] implies that the closed linear span is actually no bigger than
the set of individual products, but this will not always be of great importance to us. Also, when speaking of
the sum of two linear subspaces, we will always be referring to the closure of the set of all sums.
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2.3. Proposition. Setting
CIJ =
{
c ∈ B : cJ ⊆ IB, Ic ⊆ BJ},
one has that A ⊆ CJJ , and
IJ ⊆ ICIJ = CIJJ = IBJ ⊆ CIJ .
Proof. The fact that A ⊆ CJJ being trivial, let us next prove that IBJ ⊆ CIJ . For this pick x ∈ I, b ∈ B,
and y ∈ J , and observe that
xbyJ ⊆ xB ⊆ IB, and Ixby ⊆ By ⊆ BJ,
so xby ∈ CIJ , proving that IBJ ⊆ CIJ . Given x in I and c in CIJ , observe that
xc ∈ Ic ⊆ BJ,
so we see that ICIJ ⊆ BJ . Since one obviously has ICIJ ⊆ IB, it follows that
ICIJ ⊆ IB ∩BJ (2.2.iv)= IBJ.
Having already proven that
ICIJ ⊆ IBJ ⊆ CIJ ,
we may left-multiply everything by I to get
ICIJ ⊆ IBJ ⊆ ICIJ ,
whence ICIJ = IBJ . The proof that CIJJ = IBJ is done along similar lines.
In order to prove the last remaining inclusion, notice that
IJ ⊆ IBJ ⊆ CIJ ,
so
IJ = IIJ ⊆ ICIJ . 
2.4. Definition. The local module, or the isotropy module of the inclusion 〈A,B〉 at the pair of ideals (I, J)
is the quotient Banach space
B(I, J) =
CIJ
HIJ
.
where
HIJ := ICIJ = CIJJ = IBJ.
We will denote the quotient map by
pIJ : CIJ → B(I, J).
Finally, in case I = J , we will write B(J) as a short hand for B(J, J), and we will refer to it as the local
algebra, or the isotropy algebra of the of the inclusion 〈A,B〉 at the ideal J .
2.5. Proposition. If, in addition to I and J , we are given a third ideal K E A, then
(i) CIJCJK ⊆ CIK ,
(ii) (CIJ)
∗ = CJI ,
(iii) there exists a bi-linear map (denoted simply by juxtaposition)
B(I, J)×B(J,K)→ B(I,K),
such that
pIJ(a)pJK(b) = pIK(ab), ∀ a ∈ CIJ , ∀ b ∈ CJK ,
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(iv) there exists an anti-linear map
∗ : B(I, J)→ B(J, I),
such that
pIJ(a)
∗ = pJI(a
∗), ∀ a ∈ CIJ .
Proof. (i) Given c1 ∈ CIJ and c2 ∈ CJK, we have
c1c2K ⊆ c1JB ⊆ IBB ⊆ IB,
and similarly
Ic1c2 ⊆ BJc2 ⊆ BBK ⊆ BK,
so c1c2 lies in CIK .
(ii) Given c in CIJ , we have that
c∗I = (Ic)∗ ⊆ (BJ)∗ = JB,
and similarly Jc∗ ⊆ BI, so c∗ is in CJI .
(iii) Multiplying both sides of (i) on the left by I, and then again on the right by K gives,
ICIJCJK ⊆ ICIK , and CIJCJKK ⊆ CIKK = ICIK .
Denoting by “µ” the corresponding restriction of the multiplication operation of B, we then see that
the composition of maps
CIJ × CJK µ−−→ CIK pIK−−−−→ CIK
ICIK
= B(I,K),
vanishes on
HIJ × CJK, and on CIJ ×HJK,
so it factors through the Cartesian product of quotient spaces
CIJ
HIJ
× CJK
HJK
= B(I, J)×B(J,K),
producing the required bi-linear map.
(iv) We have
(ICIJ)
∗ = C∗
IJ
I∗ = CJII = JCJI ,
so the composition
CIJ
∗−−→ CJI pJI−−−−→ CJI
JCJI
= B(J, I),
vanishes on HIJ , and hence it factors through the quotient producing the desired anti-linear map. 
In the special case that I = J = K, the above result implies that CJJ is a C*-algebra, and (2.3) says
that that HJJ is a two-sided ideal in CJJ . Consequently the local algebra B(J, J) is indeed a C*-algebra.
2.6. Proposition. Setting
LIJ = IB +BJ,
(closed linear sum) we have for any given b in B, that
b ∈ LIJ ⇔ lim
i→∞
vIi bv
J
i = 0 ⇔ b = lim
i→∞
uIib + bu
J
i − uIibuJi .
Proof. The second “⇔” is evident, so we prove only the first one, beginning with “⇒”. Observing that
lim
i→∞
vIix = 0 = lim
i→∞
yvJi , ∀x ∈ I, ∀ y ∈ J,
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we deduce that for every x ∈ I, y ∈ J , and every a, c ∈ B, the element b = xa+ cy, satisfies
lim
i→∞
vIi bv
J
i = 0.
Since the set of all b’s considered above spans a dense subspace of LIJ , and since the linear maps
b ∈ LIJ 7→ vIi bvJi ∈ B
are uniformly bounded, the conclusion follows. In order to prove the first “⇐”, suppose that a given b in B
satisfies the condition in the hypothesis. Then
0 = lim
i→∞
vIi bv
J
i = lim
i→∞
(1− uIi)b(1− uJi ) = lim
i→∞
b− uIib− buJi + uIibuJi ,
so that
b = lim
i→∞
uIib + bu
J
i − uIibuJi ∈ IB +BJ = LIJ . 
2.7. Proposition. Besides the map pIJ of (2.4), let
qIJ : B → B
LIJ
,
denote the quotient map. Then:
(i) For every b in B, one has that ‖qIJ(b)‖ = lim
i→∞
‖vIi bvJi ‖,
(ii) There is an isometry
Ψ : B(I, J)→ B
LIJ
,
such that Ψ
(
pIJ(c)
)
= qIJ(c), for all c in CIJ .
Proof. (i) Given b in B and x in LIJ , we have that
‖b− x‖ ≥ lim sup
i→∞
‖vIi bvJi − vIixvJi ‖
(2.6)
= lim sup
i→∞
‖vIi bvJi ‖.
Taking the infimum as x range in LIJ , we deduce that
‖qIJ(b)‖ = dist(b, LIJ) ≥ lim sup
i→∞
‖vIi bvJi ‖ ≥ lim inf
i→∞
‖vIi bvJi ‖ =
= lim inf
i→∞
‖b− uIib− buJi + uIibuJi ‖ ≥ ‖qIJ(b)‖.
Equality therefore holds throughout, so lim
i→∞
‖vIi bvJi ‖ exists and coincides with ‖qIJ(b)‖.
(ii) Since HIJ ⊆ LIJ , the composition
CIJ →֒ B qIJ−→ B
LIJ
vanishes on HIJ , and therefore it factors through the quotient providing a continuous linear map Ψ, as in
the statement, with ‖Ψ‖ ≤ 1, such that
Ψ
(
pIJ(c)
)
= qIJ(c), ∀ c ∈ CIJ .
We will next prove that Ψ is isometric, which is to say that
‖pIJ(c)‖ = ‖qIJ(c)‖, ∀ c ∈ CIJ .
Since ‖Ψ‖ ≤ 1, it is clear that ‖qIJ(c)‖ ≤ ‖pIJ(c)‖. On the other hand, the reverse inequality is proved as
follows:
‖pIJ(c)‖ = ‖pIJ(vIi cvJi )‖ ≤ ‖vIi cvJi ‖.
Taking the limit as i→∞, we get by (i) that ‖pIJ(c)‖ ≤ ‖qIJ(c)‖, showing that Ψ is indeed an isometry. 
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2.8. Corollary. One has that CIJ ∩ LIJ = HIJ .
Proof. In order to prove “ ⊇”, notice that ICIJ ⊆ CIJ by (2.3), while
HIJ = ICIJ ⊆ IB ⊆ LIJ .
Regarding the reverse inclusion, choose c in CIJ ∩ LIJ . Then
0 = qIJ(c) = Ψ
(
pIJ(c)
)
,
so pIJ(c) = 0, which says that c ∈ HIJ , as required. 
An elementary case of (2.7.i) which will be useful later is as follows:
2.9. Lemma. Let A be any C*-algebra and let J be an ideal in A. Also let {ui}i be an approximate unit
for J and put vi = 1− ui ∈ M(A). Then
‖π(a)‖ = lim
i→∞
‖viavi‖, ∀ a ∈ A.
where π : A→ A/J denotes the quotient map.
Proof. Plugging in (A,A, J, J) in place of (B,A, I, J) in (2.1) observe that
LIJ = JA+AJ = J,
so the map qIJ of (2.7) becomes π and the conclusion follows immediately from (2.7.i). 
3. Regular ideals and the localizing projection.
At the very beginning of this section we will keep the same standing hypothesis as before, namely (2.1). The
purpose here is to introduce a property for pairs of ideals which will be of fundamental importance later on.
3.1. Definition. We shall say that (I, J) is a regular pair of ideals if the map Ψ introduced in (2.7.ii) is
surjective. In case (J, J) is a regular pair, we shall simply say that J is a regular ideal .
A useful characterization of regular pairs is as follows:
3.2. Proposition. (I, J) is regular if and only if
B = CIJ + LIJ .
Proof. Given b in B notice that qIJ(b) lies in the range of Ψ if and only if there exists c in CIJ such that
qIJ(b) = qIJ(c), which in turn is equivalent to saying that b ∈ CIJ + LIJ . 
From now on we will boost our standing hypotheses by assuming that:
3.3. Standing Hypotheses II. Besides the assumptions of (2.1), from now on we will suppose that (I, J)
is a regular pair.
Under the present assumptions we then have that Ψ−1 is a well defined map so we may consider the
map
EIJ : B → B(I, J),
given by
EIJ = Ψ
−1 ◦ qIJ . (3.4)
3.5. Definition. The map EIJ described above will be called the localizing projection of the inclusion
〈A,B〉 at (I, J).
Useful properties of EIJ are as follows:
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3.6. Proposition. For every c in CIJ , and b in B, one has that
(i) EIJ(c) = pIJ(c),
(ii) b− c ∈ LIJ ⇔ qIJ(b) = qIJ(c) ⇒ EIJ(b) = pIJ(c).
Proof. Left for the reader. 
A first useful application of the methods above allows for the description of certain functionals on B.
3.7. Proposition. The correspondence f → f |CIJ establishes a bijection from the set of all continuous
linear functionals f on B vanishing on LIJ , and the set of all continuous linear functionals on CIJ vanishing
on HIJ , which in turn is obviously in a one-to-one correspondence with the set of all continuous linear
functionals on the local module B(I, J).
Proof. Given that f vanishes on LIJ , it is clear that f |CIJ vanishes on HIJ by (2.8). Moreover, if f |CIJ = 0,
then f itself vanishes by (3.2), so we see that our correspondence is one-to-one.
In order to show surjectivity, let g be a continuous linear functional on CIJ vanishing on HIJ . Then g
factors through the quotient producing a continuous linear functional g˙ on CIJ/HIJ = B(I, J), such that
g(c) = g˙
(
pIJ(c)
)
, for every c in CIJ . Setting f = g˙ ◦ EIJ , it is clear that f vanishes on LIJ , and for every c
in CIJ we have that
f(c) = g˙
(
EIJ(c)
) (3.6.i)
= g˙
(
pIJ(c)
)
= g(c),
so we see that f |CIJ = g. 
3.8. Lemma. If I, J and K are (not necessarily regular) ideals in A, then CIJLJK ⊆ LIK and LIJCJK ⊆
LIK.
Proof. We have
CIJLJK = CIJ(JB +BK) ⊆
⊆ CIJJB + CIJBK (2.3)= ICIJB + CIJBK ⊆ IB +BK = LIK.
This proves the first assertion and the remaining one follows by taking adjoints. 
We will later obtain conditional expectations based on the localizing projections and the following result
will be the technical basis for that.
3.9. Proposition. For every c ∈ CII , d ∈ CJJ and b ∈ B, one has that
EIJ(cb) = pII(c)EIJ(b), and EIJ(bd) = EIJ(b)pJJ(d).
Proof. Given c in CII , and b in B, choose c1 in CIJ , and k in LIJ , such that b = c1 + k, by (3.2). We then
have that
cb = cc1 + ck,
and since ck ∈ CIILIJ ⊆ LIJ by (3.8), we conclude that
EIJ(cb)
(3.6.ii)
= pIJ(cc1) = pII(c)pIJ(c1)
(3.6.ii)
= pII(c)EIJ(b).
This proves the first part of the statement and the second one may be proved similarly. 
◮ For the remainder of this section we will focus on the special case in which I = J , therefore implicitly
assuming that J is a regular ideal. Accordingly, whenever the pair (I, J) occurs in the notations introduced
above, we will replace it by J . For example CIJ will be denoted by CJ , and LIJ will be written as LJ .
3.10. Proposition. Let ψ be a state on B. Then ψ vanishes on J if and only if ψ vanishes on LJ .
Proof. The “if” part is obvious because J ⊆ LJ . Conversely, if ψ vanishes on J , then for every x in J , and
every b in B, we have by the Cauchy-Schwartz inequality that
|ψ(xb)|2 ≤ ψ(xx∗) ψ(b∗b) = 0,
so ψ(xb) = 0, and similarly ψ(bx) = 0. This proves that ψ vanishes on JB +BJ = LJ . 
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3.11. Proposition. Let ϕ be a state on CJ vanishing on J . Then
(i) ϕ vanishes on HJ ,
(ii) ϕ extends uniquely to a state ψ on B. Moreover, the extended state is given by
ψ = ϕ˙ ◦ EJ ,
where ϕ˙ is the state on B(J) = CJ/HJ obtained by passing ϕ to the quotient.
Proof. The first point follows by applying (3.10) to the inclusion 〈A,CJ 〉. Regarding (ii), let ψ be a state on
B extending ϕ. Then ψ necessarily vanishes on J and hence also on LJ by (3.10). Given any b in B, write
b = c+ k, with c ∈ CJ , and k ∈ LJ , by (3.2). So
ψ(b) = ψ(c+ k) = ψ(c) = ϕ(c) = ϕ˙
(
pJ(c)
) (3.6.i)
= ϕ˙
(
EJ(b)
)
. 
3.12. Proposition. EJ is a positive map from B to B(J).
Proof. Let us first prove that EJ preserves self-adjoint elements. For this, assume that b is a self-adjoint
element in B. Write b = c+ k, with c ∈ CJ , and k ∈ LJ , by (3.2) and notice that
b =
b+ b∗
2
=
c+ c∗
2
+
k + k∗
2
= c′ + k′,
where c′ and k′ are the real parts of c and k, respectively. Since both CJ and LJ are self-adjoint, we have
that c′ ∈ CJ , and k′ ∈ LJ , so
EJ(b)
(3.6.ii)
= pJ(c
′),
which is self-adjoint, given that pJ is a homomorphism of C*-algebras. This shows that EJ indeed preserves
self-adjoint elements, so let us show that it also preserves positive elements.
We thus pick any positive element b in B. In order to show that EJ(b) is positive, it is now enough to
show that ρ
(
EJ(b)
) ≥ 0, for all states ρ of B(J). Given any such ρ, put ϕ = ρ ◦ pJ , so that ϕ is a state on
CJ vanishing on J , and clearly ϕ˙ = ρ.
Using the fact that every state on a closed *-subalgebra admits an extension to a state on the ambient
algebra, choose a state ψ on B extending ϕ. By (3.11) we have that ψ = ϕ˙ ◦ EJ . Therefore
ρ
(
EJ(b)
)
= ϕ˙
(
EJ(b)
)
= ψ(b) ≥ 0. 
3.13. Definition. Let D be a C*-algebra equipped with a *-homomorphism ι : A → M(D). A positive,
linear map E : B → D is called a generalized conditional expectation [28: Definition 4.12] if ‖E‖ ≤ 1, and
E(ab) = ι(a)E(b), and E(b) = E(b)ι(a),
for all a in A and all b in B. Should we want to highlight the role of the map ι, we will also say that E is a
generalized conditional expectation relative to ι.
Observe that A ⊆ CJ , so we may consider the *-homomorphism
ι : A→ CJ
HJ
= B(J) (3.14)
given as the restriction of the quotient map pJ to A. The result below follows directly from our findings so
far:
3.15. Proposition. The localizing projection EJ is a generalized conditional expectation from B to B(J).
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In the context of (3.13) it is sometimes important to require that ι be non-degenerate in the sense
that ι(A)D = D. However we currently do not have the means to prove the non-degeneracy of the map ι
introduced in (3.14), although this would change once we require, as we eventually will, that A contains an
approximate unit for B.
Approximate units in fact allow for the following convenient workaround, which applies quite generally.
3.16. Proposition. Assuming that A contains an approximate unit for B, let E : B → D be a generalized
conditional expectation as in (3.13). Consider the closed *-subalgebra D¯ of D generated by E(B). Then
(i) ι(a) is a multiplier of D¯, for every a in A,
(ii) viewing ι as a map from A to M(D¯), one has that ι is non-degenerate,
(iii) E is a generalized conditional expectation from B to D¯ relative to ι,
(iv) if B is separable, then so is D¯.
Proof. (i) Given a in A, it follows from the definition that both ι(a)E(B) and E(B)ι(a) are contained in
E(B). Therefore ι(a)D¯ and D¯ι(a) are both contained in D¯, which is to say that ι(a) is a multiplier of D¯.
(ii) Choosing an approximate unit {wi}i for B contained in A, we claim that
lim
i→∞
ι(wi)x = x, ∀x ∈ D¯. (3.16.1)
Indeed, if x = E(b), for some b in B, then
lim
i→∞
ι(wi)x = lim
i→∞
ι(wi)E(b) = lim
i→∞
E(wib) = E(b) = x.
Since E(B) generates a dense subalgebra of D¯, and since ‖ι(wi)‖ ≤ 1, it follows that (3.16.1) indeed holds
for all x in D¯, and hence that ι(A)D¯ = D¯.
(iii) Obvious.
(iv) If {bi}i∈N is a dense subset of B, then {E(bi)}i∈N is a countable set of generators for D¯. 
The following consequence of (3.12) will be very useful in the sequel. In a sense this is the reason for
the introduction of local algebras and localizing projections.
3.17. Corollary. Given any state ρ on B(J), the composition
ψ : B
EJ−−−→ B(J) ρ−−→ C
is a state on B vanishing on J . Moreover, the correspondence ρ → ψ establishes a bijection from the state
space of B(J) and the set of all states on B vanishing on J .
Proof. Given a state ρ, as above, we have that ρ ◦ EJ is a positive linear functional on B by (3.12), which
clearly vanishes on J , since qJ also does.
Let us compute the norm of ψ. Since ρ is a state, we have that ‖ρ‖ = 1, so for every ε > 0, there
exists some element w in B(J) such that ρ(w) = 1, and ‖w‖ < 1 + ε. By definition of the quotient norm on
B(J) = CJ/HJ , there exists some c in CJ , such that pJ(c) = w, and ‖c‖ < 1 + ε. We then have that
ψ(c) = ρ
(
EJ(c)
) (3.6.i)
= ρ
(
pJ(c)
)
= ρ(w) = 1.
Therefore
1 = ψ(c) ≤ ‖ψ‖‖c‖ < ‖ψ‖(1 + ε),
from where we conclude that ‖ψ‖ > (1 + ε)−1. Since ε is arbitrary we get ‖ψ‖ ≥ 1. Clearly also ‖ψ‖ ≤ 1,
so ψ is indeed a state on B, as required.
In order to prove that our correspondence is injective it is enough to observe that EJ is a surjective
map. On the other hand, to prove that our correspondence is surjective, pick any state ψ on B vanishing on
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J , and hence also vanishing on LJ by (3.10). The restriction of ψ to CJ then vanishes on HJ , so it factors
through the quotient, providing a state ρ on B(J), such that
ρ
(
pJ(c)
)
= ψ(c), ∀ c ∈ CJ .
Given any b in B, use (3.2) to choose c in CJ , such that b− c ∈ LJ . Then, recalling that ψ vanishes on
LJ , we get
ψ(b) = ψ(c) = ρ
(
pJ(c)
) (3.6.ii)
= ρ
(
EJ(b)
)
,
so ψ = ρ ◦ EJ , as desired. 
3.18. Proposition. In addition to (3.3), assume that A contains an approximate unit for B. Then the
following are equivalent:
(i) any state on A vanishing on J admits a unique state extension to B,
(ii) pJ(A) = B(J),
(iii) B = A+ LJ .
Proof. (i)⇒(ii) Assuming by contradiction that pJ(A) 6= B(J), we have that the former is a closed, *-
subalgebra of B(J). So, using the Hahn-Banach extension Theorem we may find a nonzero continuous linear
functional ϕ on B(J) vanishing on pJ(A). Defining
ψ(b) = ϕ(b) + ϕ(b∗), ∀ b ∈ B(J),
we have that ψ is a self-adjoint functional, which also vanishes on pJ(A). Letting ψ+ and ψ− be the
components of the Hanh decomposition of ψ into positive linear functionals we have that
ψ = ψ+ − ψ−,
so ψ+ and ψ− agree on pJ(A). Given an approximate unit {wi}i for B contained in A, it is easy to see that
{pJ(wi)}i is an approximate unit for B(J), so
‖ψ+‖ = sup
i
ψ+(pJ(wi)) = sup
i
ψ−(pJ(wi)) = ‖ψ−‖,
so ψ+ and ψ− have the same norm which, upon multiplying by a suitable positive scalar, we might assume
is equal to 1. Consequently ψ+ and ψ− are distinct states on B(J), coinciding on pJ(A).
Observe that the states ψ+ ◦ EJ and ψ− ◦ EJ coincide on A because for all a in A, one has
ψ+
(
EJ(a)
) (3.6.i)
= ψ+
(
pJ(a)
)
= ψ−
(
pJ(a)
)
= ψ−
(
EJ(a)
)
.
However, since EJ is onto B(J) we have that ψ+ ◦ EJ 6= ψ− ◦ EJ , contradicting (i).
(ii)⇒(iii) Given any b in B, use (3.2) to choose c in CJ , such that b − c ∈ LJ . By (ii) we then have that
pJ(c) = pJ(a), for some a in A, whence c− a ∈ HJ . We then have that
b = a+ (c− a) + (b − c) ∈ A+HJ + LJ ⊆ A+ LJ .
This proves (ii).
(iii)⇒(i) Follows immediately from (3.10). 
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4. Regular inclusions.
The work done in the last two sections should be considered as preparatory for our discussion of regular
inclusions, which is the fundamental objective of this article. In this short section we will review the most
important properties of this class of inclusions, mostly based on Kumjian’s pioneering work on C*-diagonals
[18].
4.1. Definition. Let B be a C*-algebra and let A be a closed *-subalgebra of B.
(i) An element n ∈ B is said to be a normalizer of A in B, if nAn∗ ⊆ A, and n∗An ⊆ A.
(ii) The set of all normalizers of A in B will be denoted by N(A,B).
(iii) We will say that A is a non-degenerate subalgebra of B, if A contains an approximate unit for B.
(iv) We will say that 〈A,B〉 is a regular inclusion, if A is a non-degenerate subalgebra and the closed
linear span of N(A,B) is dense in B.
Throughout this section we will adopt the assumptions listed below.
4.2. Standing Hypotheses III.
(i) 〈A,B〉 will be a fixed regular inclusion,
(ii) we will moreover assume that A is abelian and we will let X denote the Gelfand spectrum of A.
Notice that (4.1.iii) is equivalent to saying that AB = B, which in turn is to say that the inclusion of
A into B is non-degenerate. This is of course related to our discussion right after (3.15).
Let us now list some important facts proved by Kumjian in [18]. In doing so, we will adopt the notation
〈a, x〉 (4.3)
to represent the value of a given element a ∈ A, seen as a function on X via the Gelfand transform, applied
to a point x ∈ X . Alternatively, if x is seen as a character on A, this is meant to represent the value of this
character applied to a.
4.4. Proposition. For every normalizers n,m ∈ N(A,B), one has that
(i) n∗n and nn∗ lie in A,
(ii) there exists a homeomorphism
βn : dom(n)→ ran(n),
where
dom(n) = {x ∈ X : 〈n∗n, x〉 6= 0}, and ran(n) = {x ∈ X : 〈nn∗, x〉 6= 0},
such that
〈n∗an, x〉 = 〈a, βn(x)〉〈n∗n, x〉, ∀ a ∈ A, ∀x ∈ dom(n).
(iii) βnm = βn ◦βm, where the composition is defined on the biggest domain where it makes sense, namely
on dom(nm) = β−1m
(
ran(m) ∩ dom(n)),
(iv) β−1n = βn∗ .
The following elementary result will be used many times throughout this work. We leave its proof as
an easy exercise to the reader.
4.5. Lemma. Let n be any element of any C*-algebra. Then there exists a sequence {ri}i of real polyno-
mials such that
n = lim
i→∞
ri(nn
∗)nn∗n = lim
i→∞
nn∗nri(n
∗n).
4.6. Lemma. Given a normalizer n, let Fix(n) denote the set of fixed points for βn, namely
Fix(n) = {x ∈ dom(n) : βn(x) = x}.
Then na = an, for every a in A which vanishes on
(
dom(n) ∪ ran(n)) \ Fix(n).
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Proof. Given that a vanishes on
(
dom(n) ∪ ran(n)) \ Fix(n), we claim that
〈n∗an, x〉 = 〈a, x〉〈n∗n, x〉, ∀x ∈ X. (4.6.1)
We will prove this first for x in Fix(n), then for x in X \ dom(n), and finally for x in dom(n) \ Fix(n).
The case x ∈ Fix(n) follows immediately from (4.4.ii), so we next pick x in X \dom(n). Then 〈n∗n, x〉 =
0, so the right-hand-side of (4.6.1) vanishes and we must prove that so does the left-hand-side.
Letting {ri}i be as in (4.5), we have that
〈n∗an, x〉 = lim
i→∞
〈
n∗ari(nn
∗)nn∗n, x
〉
= lim
i→∞
〈
n∗ari(nn
∗)n, x
〉〈n∗n, x〉 = 0,
as desired.
Finally, picking x in dom(n) \ Fix(n), we have that 〈a, x〉 = 0, by hypothesis, so the right-hand-side of
(4.6.1) again vanishes, and we must once more prove that the left-hand-side vanishes as well. In order to
do this we claim that βn(x) is in ran(n) \ Fix(n). Otherwise βn(βn(x)) = βn(x), implying that βn(x) = x,
which is ruled out by our assumption. Therefore 〈a, βn(x)〉 = 0, so also
〈n∗an, x〉 = 〈a, βn(x)〉〈n∗n, x〉 = 0.
Since
X =
(
X \ dom(n)) ∪ (dom(n) \ Fix(n)) ∪ Fix(n),
we have verified (4.6.1). We then conclude that n∗an = an∗n, so
‖an− na‖2 = ‖(an− na)∗(an− na)‖ = 0,
from where we see that na = an. 
4.7. Proposition. Given a normalizer n, the following are equivalent:
(i) βn is the identity on dom(n),
(ii) n ∈ A′.
Proof. Assuming (i), notice that Fix(n) = dom(n) = ran(n), so
(
dom(n) ∪ ran(n)) \ Fix(n) is empty.
Therefore every element a in A satisfies the condition in the last sentence of (4.6) and hence commutes with
n. Therefore n ∈ A′.
(ii)⇒(i) Obvious. 
We will later be interested in the A-A-bimodule generated by a single normalizer, so it is worth noticing
the following simple result.
4.8. Proposition. Given a normalizer n, one has that
(i) An = AnA = nA,
(ii) if m = na, where a is an element of A not vanishing on any point of dom(n), then An = Am.
Proof. (i) Referring to the polynomials ri of (4.5), we have for every a and b in A, that
anb = lim
i→∞
ann∗nri(n
∗n)b = lim
i→∞
n(n∗an)ri(n
∗n)b ∈ nA.
This proves that AnA ⊆ nA. Since n belongs to An by (4.1.iii), the reverse inclusion is clear, so
AnA = nA,
and the last equality in (i) follows similarly.
(ii) Given that a does not vanish on dom(n), one easily proves that {(aa∗)1/k}k∈N acts as an approximate
unit for C0(dom(n)) (although it might not belong there). Since n
∗n lies in C0
(
dom(n)
)
, we may employ
the polynomials pkj and q
k
j used in the proof of (4.5), to compute
n∗n = lim
k→∞
(aa∗)1/kn∗n = lim
k→∞
lim
j→∞
pkj (aa
∗)n∗n = lim
k→∞
lim
j→∞
aa∗qkj (aa
∗)n∗n ∈ aA.
By (4.5) we also have that n ∈ nn∗nA, so
nA ⊆ nn∗nA ⊆ naA = mA,
Since the reverse inclusion is obvious, (ii) is proved. 
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5. Invariant ideals.
We begin this short section by returning to (2.1), with stricter hypotheses explicitly stated when needed.
The goal here is not so much to subsidize our main work on regular inclusions, but to collect some useful
facts that will be later used to prove some secondary results about simplicity.
5.1. Definition. Let 〈A,B〉 be an inclusion. A closed 2-sided ideal J E A is said to be invariant if
BJ = JB.
If J in an invariant ideal of B, notice that
CJ = B, and HJ = LJ = BJ = JB,
and that the latter is an ideal in B. Moreover
B(J) =
CJ
HJ
=
B
LJ
.
The isometry Ψ of (2.7.ii) is therefore the identity map, whence J is regular.
5.2. Proposition. If J E A is an invariant ideal, then J = (JB) ∩ A.
Proof. Clearly
J = JJ ⊆ JB,
so J ⊆ (JB) ∩ A. Conversely, if a ∈ (JB) ∩ A, then, picking an approximate unit {ui}i for J , we have that
a
(2.2.i)
= lim
i→∞
uia ∈ J. 
5.3. Definition. We will say that A is B-simple if A has no nontrivial closed invariant 2-sided ideals.
5.4. Proposition. If B is simple, then A is B-simple.
Proof. Let J be an invariant ideal of A. One then has that JB is an ideal of B, so either JB = B, or
JB = {0}. Using (5.2) we deduce that either J = A, or J = {0}. So A is B-simple. 
For regular inclusions there is a standard procedure to produce invariant ideals:
5.5. Proposition. Suppose that 〈A,B〉 is a regular inclusion, with A abelian. If K E B is a closed 2-sided
ideal, then K ∩ A is an invariant ideal.
Proof. Letting J = K ∩ A, let us prove that BJ ⊆ JB or, equivalently, that
ba ∈ JB, ∀ b ∈ B, ∀ a ∈ J.
Since our inclusion is regular, we may assume that b = n, where n is a normalizer. Using the polynomials ri
of (4.5) we then have
na = lim
i→∞
nn∗nri(n
∗n)a = lim
i→∞
nan∗nri(n
∗n).
Observing that nan∗ ∈ K ∩A, we deduce from the calculation above that na lies in JB, proving our claim.
By taking adjoints we see that also JB ⊆ BJ , so J is invariant. 
Recall that an inclusion 〈A,B〉 is said to satisfy the ideal intersection property when every nontrivial
closed 2-sided ideal of B has a nontrivial intersection with A.
5.6. Proposition. Suppose that 〈A,B〉 is a regular inclusion, with A abelian. Suppose moreover that
〈A,B〉 satisfies the ideal intersection property. Then A is B-simple, if and only if B is simple.
Proof. One direction has already been taken care of in (5.4), so let us concentrate on the other one.
Assuming that A is B-simple, let K be a closed 2-sided ideal of B, and put J = K ∩ A. Then J is an
invariant ideal by (5.5), so either J = A, or J = {0}. In the first case we have
B = BA = BJ ⊆ BK ⊆ K,
so B = K. In the second case, we have that K = {0} by the ideal intersection property. So B is simple. 
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6. Extended multiplication for normalizers.
Given a normalizer n in N(A,B), recall that dom(n) = {x ∈ X : 〈n∗n, x〉 6= 0}, so dom(n) is an open subset
of X , and it is easy to see that the closed 2-sided ideal of A generated by n∗n is precisely C0(dom(n)).
Moreover, using the polynomials ri of (4.5) it is easy to see that, n
∗an vanishes outside dom(n), for every a
in A, meaning that
n∗an ∈ C0
(
dom(n)
)
, ∀ a ∈ A. (6.1)
Denoting by M be the closed A-A-bimodule generated by n, namely
M = span AnA,
it is easy to see that MM∗M ⊆ M , so M is a ternary ring of operators , according to Zettl [30]. It then
follows easily that M∗M and MM∗ (closed linear span) are C*-algebras.
In order to understand, say, M∗M , let a1, a2, a3, a4 ∈ A, and notice that
(a1na2)
∗(a3na4) = a2(n
∗a∗1a3n)a4
(6.1)∈ C0(dom(n)).
Observing that n∗n also lies in M∗M , it becomes apparent that
M∗M = C0
(
dom(n)
)
,
and a similar argument shows that MM∗ = C0
(
ran(n)
)
.
Notice that, in addition, M is a Hilbert MM∗-M∗M -bimodule with the operations inherited by B. As
a consequence, the multiplier algebras of MM∗ and of M∗M act as adjointable operators on M on the left
and on the right, respectively.
Speaking of the right-hand-side, say, this means that for every bounded, continuous complex valued
function f on dom(n), i.e. a member of Cb(dom(n)), which is well known to be the multiplier algebra of
C0
(
dom(n)
)
, it makes sense to speak of nf , once this is interpreted in terms of Hilbert modules.
The following is a shortcut which does not involve any Hilbert modules:
6.2. Proposition. Let n be a normalizer and let f ∈ Cb(dom(n)) (resp. g ∈ Cb(ran(n))). Then there
exists an element in B, which we denote by nf (resp. gn), such that
lim
i→∞
n(uif) = nf,
(
resp. lim
i→∞
(gui)n = gn
)
,
for every approximate unit {ui}i of C0
(
dom(n)
)
(resp. C0
(
ran(n)
)
).
Proof. Before actually going into the proof, notice that uif is a well defined element of C0
(
dom(n)
)
, and
hence lies in A. In particular, there is nothing wrong about the term n(uif). On the other hand, the
parenthesis are indeed necessary since otherwise (and before having the present result available), writing
(nui)f makes no sense.
Choosing any approximate unit {ui}i∈I for C0
(
dom(n)
)
, let us prove the Cauchy condition for the net
{n(uif)}i. For this we take two indices i and j in I, and compute(
n(uif)− n(ujf)
)∗(
n(uif)− n(ujf)
)
=
= uif
∗n∗nuif − uif∗n∗nujf − ujf∗n∗nuif + ujf∗n∗nujf.
where we have done away with the parentheses because now everything makes sense within Cb
(
dom(n)
)
.
The norm of the above term is then equal to
‖n(uif)− n(ujf)‖2 ≤ ‖uif∗f‖‖n∗n(ui − uj)‖ + ‖ujf∗f‖‖n∗n(ui − uj)‖,
from where the Cauchy condition follows easily. This shows that the limit in the statement exists for our
choice of approximate unit, so it now remains to prove that the limit does not depend on such a choice.
Thus, given another approximate unit, say {vj}j∈J , we must show that
lim
i→∞
n(uif) = lim
j→∞
n(ujf).
Repeating our calculation above after formally replacing every uj by vj , leads to
‖n(uif)− n(vjf)‖2 = ‖uif∗f‖‖n∗n(ui − vj)‖ + ‖vjf∗f‖‖n∗n(ui − vj)‖.
so the conclusion follows by taking the limit as i→∞ and j →∞.
The statement about left-multiplication by g may either be reproved in a similar way or deduced by
taking adjoints. 
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The advantage of introducing this extended multiplication is evidenced in the following:
6.3. Proposition. Let n be a normalizer. For each g in Cb
(
ran(n)
)
, denote by gn the function in
Cb
(
dom(n)
)
, defined by
gn(x) = g
(
βn(x)
)
, ∀x ∈ dom(n).
Then gn = ngn.
Proof. Choosing any approximate unit {vj}j for Cb
(
ran(n)
)
, and using (4.4.ii), it is easy to see that, for
every j, one has that
n∗(gvj)n = n
∗n(gvj)
n = n∗nvnj g
n.
Taking the limit as j →∞, we then get n∗gn = n∗ngn, so
(gn− ngn)∗(gn− ngn) = n∗g∗gn− n∗g∗ngn − g¯nn∗gn+ g¯nn∗ngn = 0,
and the proof is concluded. 
There is an extra case to be considered when two normalizer are involved and which will be relevant
later on:
6.4. Proposition. Let n and m be normalizers and let a ∈ Cb(dom(n)). Then, observing that
am = a ◦ βm
is a well defined, bounded and continuous function on
dom(nm) = β−1m
(
ran(m) ∩ dom(n)),
one has that
nam = nmam.
Proof. Letting {ui}i and {vj}j be approximate units for C0
(
dom(n)
)
and C0
(
ran(m)
)
, respectively, we have
that uiavj ∈ C0
(
dom(n) ∩ ran(m)), so
nam = lim
i→∞
lim
j→∞
nuiavjm = lim
i→∞
lim
j→∞
nm(uiavj)
m = lim
i→∞
lim
j→∞
nm(uivj)
mam =
= lim
i→∞
lim
j→∞
nuivjma
m = nmam. 
7. Regularity of maximal ideals in regular inclusions.
We continue working under (4.2). As the title suggests, our purpose here is to prove that every maximal
ideal of A is regular, as defined in (3.1). Since maximal ideals are in a one to one correspondence with pure
states, these will also play an important role.
7.1. Definition. For each x in X we will denote by Jx the ideal of A given by
Jx = {a ∈ A : 〈a, x〉 = 0}.
If y is another point in X , we will also let
Cyx = CJyJx ,
Hyx = HJyJx ,
B(y, x) = B(Jy, Jx),
pyx = pJyJx ,
Lyx = LJyJx ,
qyx = qJyJx ,
and, in case x = y, we will denote these simply as Cx, Hx, B(x), px, Lx and qx respectively.
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7.2. Lemma. Given x, y ∈ X , and given any continuous linear functional ψ on B, one has that ψ vanishes
on Lyx, if and only if
ψ(ab) = 〈a, y〉ψ(b), and ψ(ba) = ψ(b)〈a, x〉, ∀ a ∈ A, ∀ b ∈ B.
Proof. Throughout this proof we fix an approximate unit {wi}i for B contained in A. Assuming that ψ
vanishes on Lyx, let a ∈ A, and b ∈ B. Then
ψ(ab) = lim
i→∞
ψ(awib) = lim
i→∞
ψ
(
awib− 〈a, y〉wib + 〈a, y〉wib
)
=
= lim
i→∞
ψ
(
(awi − 〈a, y〉wi)b) + 〈a, y〉ψ(wib
)
= lim
i→∞
ψ
(
cib) + 〈a, y〉ψ(wib
)
= · · ·
where
ci := awi − 〈a, y〉wi.
Observing that ci ∈ Jy, we have that cib ∈ JyB ⊆ Lyx, so ψ
(
cib) = 0, and hence the above equals
· · · = lim
i→∞
〈a, y〉ψ(wib) = 〈a, y〉ψ(b).
This shows the first identity displayed in the statement, and the second one follows by a similar argument.
In order to prove the converse, pick a1 ∈ Jy, a2 ∈ Jx and b1, b2 ∈ B. Then a1b1 + b2a2 is a typical element
of JyB +BJx = Lyx, and
ψ(a1b1 + b2a2) = 〈a1, y〉ψ(b1) + ψ(b2)〈a2, x〉 = 0,
so the result follows from the fact that the elements considered span a dense subspace of Lyx. 
The consequence for states is as follows.
7.3. Lemma. Any state ψ on B vanishing on Jx satisfies
ψ(ab) = 〈a, x〉ψ(b) = ψ(ba), ∀ a ∈ A, ∀ b ∈ B.
Proof. If ψ is a state vanishing on Jx, then it also vanishes on Lx by (3.10), so the conclusion follows from
the above result. 
The next technical lemma will be of crucial importance. Its purpose is to understand the relationship
between the position of a given point x relative to dom(n), on the one hand, and the interplay between the
normalizer n and the various subspaces of B determined by Jx, on the other.
7.4. Lemma. Given x and y in X , and given a normalizer n in N(A,B), one has that:
(i) If x /∈ dom(n), then n ∈ BJx.
(ii) If x ∈ dom(n), then Jβn(x)n ⊆ BJx.
(iii) If x ∈ dom(n), and βn(x) 6= y, then n ∈ JyB +BJx = Lyx.
Proof. (i) If 〈n∗n, x〉 = 0, then surely n∗n belongs to Jx, so
n = lim
k→∞
n(n∗n)1/k ∈ BJx.
(ii) For every a in Jβn(x), notice that
〈n∗an, x〉 = 〈a, βn(x)〉〈n∗n, x〉 = 0,
so we see that n∗an ∈ Jx. Letting {ri}i be the sequence of polynomials given by (4.5), we have
an = lim
i→∞
ari(nn
∗)nn∗n = lim
i→∞
ri(nn
∗)nn∗an ∈ BJx.
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(iii) Assuming that y 6= βn(x), we may choose v1 and v′2 in A, such that
〈v1, y〉 = 1,
〈
v′2, βn(x)
〉
= 〈n∗n, x〉−1, and v1v′2 = 0.
Setting v2 = n
∗v′2n, we then have
〈v2, x〉 = 〈n∗v′2n, x〉 = 〈v′2, βn(x)〉〈n∗n, x〉 = 1,
and
v1nv2 = v1nn
∗v′2n = v1v
′
2nn
∗n = 0.
We next put u1 = 1− v1, and u2 = 1− v2, viewing them in the multiplier algebra of B. We then claim
that
u1n ∈ JyB, and nu2 ∈ BJx.
To see this, let {wi}i be an approximate unit for B contained in A, and notice that
u1wi = (1− v1)wi = wi − v1wi,
which belongs to A, and clearly vanishes on y, whence u1wi ∈ Jy. Therefore
u1n = lim
i→∞
u1win ∈ JyB.
The proof that nu2 ∈ BJx is similar. We then have that
0 = v1nv2 = (1 − u1)n(1 − u2) = n− u1n− nu2 + u1nu2,
so
n = u1n+ nu2 − u1nu2 ∈ JyB +BJx. 
We now have the tools to prove the main result of this section.
7.5. Proposition. Given x, y ∈ X , put
Nyx =
{
n ∈ N(A,B) : x ∈ dom(n), and βn(x) = y
}
.
Then
(i) Nyx ⊆ Cyx,
(ii) for every normalizer n, one has that qyx(n) 6= 0, if and only if n ∈ Nyx,
(iii) for every normalizer n, one has that Eyx(n) 6= 0, if and only if n ∈ Nyx,
(iv) if N is a subset of N(A,B) with dense linear span, then B(y, x) is the closed linear span of pyx(N ∩
Nyx),
(v) (Jy, Jx) is a regular pair of ideals.
Proof. Given n in Nyx, notice that Jyn ⊆ BJx by (7.4.ii). On the other hand it is well known that βn∗ is the
inverse of βn, so we have that βn∗(y) = x, and then it again follows from (7.4.ii) that Jxn
∗ ⊆ BJy. Taking
adjoints this leads to nJx ⊆ JyB, so we see that n lies in Cyx, proving (i).
We next claim that
qyx(n) = 0, ∀n ∈ N(A,B) \Nyx. (7.5.1)
To prove this, observe that, for any such n, at least one of the conditions defining Nyx must fail, so we suppose
first that x is not in dom(n), which is to say that 〈n∗n, x〉 = 0. Then by (7.4.i) we have that n ∈ BJx ⊆ Lyx,
so qyx(n) = 0, as desired. If, on the other hand, n lies in dom(n), then necessarily βn(x) 6= y, so (7.4.iii)
gives n ∈ Lyx, whence qyx(n) = 0. This proves (7.5.1) and hence also the “only if” part of (ii).
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In order to prove “if” part, suppose that n is in Nyx. Then n is also in Cyx by (i), so (2.7.ii) gives
‖pyx(n)‖ = ‖qyx(n)‖, and we see that it is enough to prove that pyx(n) is nonzero which is the same as
saying that n is not in Hyx = CyxJx. Otherwise, given any approximate unit {ui}i for Jx, one would have
〈n∗n, x〉 (2.2.ii)= lim
i→∞
〈n∗nui, x〉 = lim
i→∞
〈n∗n, x〉〈ui, x〉 = 0.
This is in contradiction with the fact that x ∈ dom(n), so we see that n /∈ Hyx, whence pyx(n) is nonzero,
completing the proof of (ii). Since ‖qyx(n)‖ = ‖Eyx(n)‖ by (2.7.ii), we see that (iii) follows from (ii).
Focusing now on point (v) of the statement, we need to show that the map
Ψyx : B(y, x) =
Cyx
Hyx
−→ B
Lyx
,
introduced in (2.7.ii) is surjective.
Let N ⊆ N(A,B) be any subset whose linear span is dense in B, as in (iv). We then have that qyx(B)
is generated by the set of all qyx(n), as n run in N . Since the range of Ψyx is closed by (2.7.ii), it is
then enough to show that qyx(n) lies in the range of Ψyx, for every n ∈ N . But this follows easily since
qyx(n) = Ψyx(pyx(n)), for n in N ∩Nyx, by (i), whereas qyx(n) = 0, for n in N \Nyx.
Observe that the argument above in fact shows that B/Lyx is generated by qyx(N ∩ Nyx). Since we
now know that Ψyx is an isometry from B(y, x) onto B/Lyx, it follows that B(y, x) is generated by
Ψ−1yx
(
qyx(N ∩Nyx)
)
= pyx(N ∩Nyx).
This proves (iv). 
7.6. Definition. Given x in X , we will let Orb(x) be the orbit of x, namely
Orb(x) = {βn(x) : n ∈ N(A,B), dom(n) ∋ x}.
It should be noticed that y is in Orb(x) if and only if Nyx is nonempty. Moreover, when y /∈ Orb(x),
the above result says that B(y, x) = {0}, and hence B = Lyx.
Once we know that the pair of ideals (Jy, Jx) is regular, the localizing projection EJyJx of (3.4) becomes
available and we will refer to it by the simplified notation Eyx, or just Ex when x = y.
Even though we are not assuming either A or B to be unital algebras, the local algebras are always
unital as we will now prove.
7.7. Lemma. Let x be in X . Then
(i) given y ∈ Orb(x), a ∈ A, h ∈ B(y, x), and k ∈ B(x, y), one has that
hpx(a) = hEx(a) = 〈a, x〉h, and px(a)k = Ex(a)k = 〈a, x〉k,
(ii) B(x) is a unital C*-algebra,
(iii) for every a in A, one has that Ex(a) = px(a) = 〈a, x〉1.
Proof. (i) Let {wi}i be an approximate unit for B contained in A. Then, for every a in A, we have that
awi − 〈a, x〉wi ∈ Jx ⊆ JxCx,
so we see that
px(awi) = 〈a, x〉px(wi).
Given h in B(y, x), choose c in Cyx, such that pyx(c) = h, and note that
hEx(a)
(3.6.i)
= hpx(a) = pyx(c)px(a) = lim
i→∞
pyx(c)px(awi) =
= 〈a, x〉 lim
i→∞
pyx(c)px(wi)
(2.5.iii)
= 〈a, x〉 lim
i→∞
pyx(cwi) = 〈a, x〉pyx(c) = 〈a, x〉h,
proving the first part of (i). The second part follows either by a similar argument, or by taking adjoints.
Choosing a0 in A such that 〈a0, x〉 = 1, and applying (i) to the case that y = x, we deduce that
hpx(a0) = px(a0)h = h, ∀h ∈ B(x, x),
so it follows that px(a0) is the unit of B(x), proving (ii).
Regarding (iii), for all a in A we have that a− 〈a, x〉a0 ∈ Jx, so
0 = px
(
a− 〈a, x〉a0
)
= px(a)− 〈a, x〉1 = Ex(a)− 〈a, x〉1. 
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8. Extension of pure states, relative free points and smooth normalizers.
We shall continue to work under (4.2). Nevertheless the reader might notice that, up to (8.7), we need
only assume the milder standing hypothesis that 〈A,B〉 is an inclusion of C*-algebras, with A abelian, its
spectrum being denoted X .
The purpose of this section is to conduct an in depth study of the uniqueness of extensions of pure
states of A to B. The notions of free points and of smooth normalizers will spring from this study, and they
will be revealed as central ingredients in our main results.
Given x in X , consider the associated pure state on A, namely
ϕx : a ∈ A 7→ 〈a, x〉 ∈ C. (8.1)
It is well known that ϕx admits at least one extension to a state on B, and we will now discuss to what
extent such an extension is unique.
8.2. Definition. Given b in B, we shall say that a given point x in X is free relative to b, if for every two
states ψ1 and ψ2 extending ϕx, one has that ψ1(b) = ψ2(b). The set of all such points will be denoted by
Fb. We will moreover denote by εb the complex valued function defined for every x in Fb by
εb(x) = ψ(b),
where ψ is any state extension of ϕx.
No claim is being made about the regularity of Fb, and in fact examples show that they may be very
badly behaved sets. In (21.6), below, we will exhibit an example in which X is a closed interval of the real
line while Fb consists of the irrational numbers in this interval.
8.3. Proposition. Given b in B and a in A, one has that
(i) Fab = Fba,
(ii) Fb ⊆ Fab,
(iii) εba = εab = a εb, on Fb.
Proof. Given x in Fab, let ψ1 and ψ2 be two states on B extending ϕx. Then
ψ1(ba)
(7.3)
= ψ1(ab) = ψ2(ab)
(7.3)
= ψ2(ba),
so x lies in Fba. This shows that Fab ⊆ Fba, and the reverse inclusion follows similarly.
Given x in Fb, let ψ1 and ψ2 be two states on B extending ϕx. Then
ψ1(ab)
(7.3)
= 〈a, x〉ψ1(b) = 〈a, x〉ψ2(b) (7.3)= ψ2(ab).
This shows that x lies in Fab and also that εab(x) = 〈a, x〉εb(x). Therefore εab = a εb, on Fb.
The proof that εba = a εb, on Fb may be done in a similar way. 
Even though Fb may be badly behaved, εb does not follow suit.
8.4. Proposition. For every b in B, one has that εb is a continuous function on Fb.
Proof. Suppose by way of contradiction that {xλ}λ∈Λ is a net in Fb, converging to some x in Fb, but such
that {εb(xλ)}λ∈Λ does not converge to εb(x). Therefore there exists some positive number r such that
|εb(xλ)− εb(x)| ≥ r, (8.4.1)
for every λ in a co-final subset Λ1 ⊆ Λ. Observing that the subnet {xλ}λ∈Λ1 also converges to x, and upon
replacing Λ by Λ1, we may assume without loss of generality that (8.4.1) in fact holds for all λ in Λ.
For each λ in Λ let us choose a state ψxλ on B extending ϕxλ . Using Alaoglu’s Theorem we know that
the set P formed by all positive linear functionals on B, of norm no greater that one, is compact in the weak*
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topology. Therefore there exists a subnet {ψxλµ}µ converging in P , whose limit we denote by ψ. Given any
a in A, we then have that,
ψ(a) = lim
µ→∞
ψxλµ (a) = limµ→∞
〈a, xλµ〉 = 〈a, lim
µ→∞
xλµ〉 = 〈a, x〉,
so we see that ψ extends ϕx, and also that ‖ψ‖ = 1, so ψ is a state1. Since x lies in Fn, we may use any
state extension of ϕx to compute εb(x) so, in particular,
εb(x) = ψ(b) = lim
µ→∞
ψxλµ (b) = limµ→∞
εb(xλµ),
which is in contradiction with (8.4.1). This concludes the proof. 
8.5. Definition. We shall say that a given element b in B is:
(i) continuous if Fb is dense in X ,
(ii) smooth if the interior of Fb is dense in X .
The next result will find no later use in this work but it is perhaps an interesting curiosity.
8.6. Proposition. The closure in B of the set of smooth elements consists of continuous elements.
Proof. Let {bi}i∈N be a sequence of smooth elements converging to some b in B. By Baire’s theorem we
have that
Y :=
⋂
i∈N
Fbi
is dense. The result will therefore be proved once we show that Y ⊆ Fb. So pick x in Y , and let ψ1 and ψ2
be states on B extending ϕx. Then
ψ1(b) = lim
i→∞
ψ1(bi) = lim
i→∞
ψ2(bi) = ψ2(b),
the middle equality due to the fact that x lies in Fbi . This shows that x lies in Fb, concluding the proof. 
From now on, and until the end of this section, we shall make effective use of (4.2).
Given a normalizer n ∈ N(A,B), consider its associated partial homeomorphism βn : dom(n)→ ran(n),
and recall that Fix(n) denotes the set of fixed points for βn. As usual we denote the interior of Fix(n) by
Fıx
◦
(n), and we will put
∂Fix(n) = Fix(n) \ Fıx◦ (n).
Since Fix(n) is closed relative to dom(n), we see that ∂Fix(n) is the boundary of Fix(n) relative to dom(n).
However notice that ∂Fix(n) is not necessarily the boundary of Fix(n) relative to X , as it might not even
be closed there.
8.7. Proposition. Let n be a normalizer in N(A,B). Then
(i) any point x not belonging to Fix(n) is free relative to n, that is, X \ Fix(n) ⊆ Fn,
(ii) εn vanishes on X \ Fix(n).
Proof. Pick x in X \ Fix(n), and let ψ be a state on B extending ϕx. Observe that, since ψ vanishes on Jx,
it follows from (3.10) that ψ also vanishes on Lx = JxB +BJx.
If x /∈ dom(n), we have by (7.4.i) that n ∈ BJx ⊆ Lx, so ψ(n) = 0. On the other hand, if x ∈ dom(n),
then βn(x) 6= x by hypothesis so, plugging y = x in (7.4.iii), again leads to n ∈ Lx, so ψ(n) = 0. This proves
both (i) and (ii). 
As uniqueness of state extensions is among our biggest worries, it is worth pointing out the following
situation in which uniqueness is hopeless.
1 Observe that the set of states in a non-unital C*-algebra is not necessarily compact.
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8.8. Proposition. Given a normalizer n in N(A,B), one has that
(i) for every x in Fix(n), there exists a state ψ on B extending ϕx, such that ψ(n) 6= 0,
(ii) ∂Fix(n) ⊆ X \ Fn,
(iii) in particular, for each x in ∂Fix(n), there are at least two distinct states on B extending ϕx.
Proof. (i) Given x in Fix(n), we have that n ∈ Nxx, so (7.5.iii) implies that Ex(n) 6= 0. We may therefore
find a state ρ on B(x) with ρ
(
Ex(n)
) 6= 0, so (3.17) implies that the state
ψ := ρ ◦ Ex
vanishes on Jx, while clearly ψ(n) 6= 0. The restriction of ψ to A is then a positive linear functional which
clearly vanishes on Jx. One also has that ψ|A is a state on A by (4.1.iii), so it is clear that ψ|A = ϕx. This
proves (i).
(ii) Given x in ∂Fix(n), suppose by contradiction that x lies in Fn. Referring to the state ψ given by (i),
we then have that
εn(x) = ψ(x) 6= 0.
On the other hand, choosing a net {xi}i in dom(n) \ Fix(n) converging to x, we have that
εn(x) = lim
i→∞
εn(xi)
(8.7.ii)
= 0,
a contradiction. This proves that x is not in Fn.
(iii) Follows immediately from (ii). 
Putting together our last two results, observe that
∂Fix(n) ⊆ X \ Fn ⊆ Fix(n).
9. Free points.
We shall continue to work under (4.2). In our previous section we studied free points relative to a given
element of B. Now we will be interested in another, non-relative version of freeness.
9.1. Definition.
(i) A point x in X will be called free when the state ϕx on A given by evaluation at x admits a unique
extension to a state on B.
(ii) The set of all free points of X will henceforth be denoted by F .
As already observed, the states on B extending ϕx are exactly those vanishing on Jx. Consequently we
have that x is free if and only Jx satisfies the equivalent conditions of (3.18).
The following reconciles the two version of freeness so far discussed.
9.2. Proposition. Let S be a subset of B which generates B as an A-A-bimodule, meaning that ASA
spans a dense subspace of B. Then
F =
⋂
b∈S
Fb.
Proof. We leave it for the reader to ponder the obvious reasons behind “⊆”, while we concentrate on the
reverse inclusion. Given any x in
⋂
b∈S Fb, and given any two states ψ1 and ψ2 on B extending ϕx, we have
for every b in S, and a and a′ in A that
ψ1(aba
′)
(7.3)
= 〈a, x〉ψ1(b)〈a′, x〉 = 〈a, x〉ψ2(b)〈a′, x〉 (7.3)= ψ2(aba′),
so we see that ψ1 and ψ2 coincide on ASA, and hence everywhere since ASA spans a dense subspace. So
x ∈ F . 
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The following is a useful characterization of free points. It is also the motivation behind the name
“isotropy algebra”.
9.3. Proposition. Given x inX , one has that x is free, if and only if the isotropy algebraB(x) is isomorphic
to C.
Proof. Follows immediately from (3.18) and (7.7.iii). 
There are several complex numbers associated to each free point, and each element of B, which turn
out to coincide:
9.4. Proposition. Given x in F , let ψx be the unique state on B extending ϕx, and recall that Ex denotes
the localizing projection at the ideal Jx. Then, identifying B(x) with C in the obvious way, we have that
Ex(b) = ψx(b) = εb(x), ∀ b ∈ B.
Proof. Observe that ψx vanishes on Jx, so we may use the last sentence of (3.17) to produce a state ρ on
B(x), such that ψx = ρ ◦ Ex. However, under the present hypothesis we have that B(x) = C in view of
(9.3), so the state ρ must necessarily be the identity map, whence Ex = ψx.
Plugging S = B in (9.2), we deduce that x is necessarily in Fb, for every b in B, so the second equality
displayed in the statement follows from the definition of εb. 
9.5. Proposition. For b in B, let Pf(b) be the bounded function on F given by
Pf(b) x = ψx(b), ∀x ∈ F,
where ψx is the unique state on B extending ϕx. Then Pf(b) is continuous on F .
Proof. Follows immediately from (8.4) and the fact that Pf(b) is the restriction of εb to F , according to (9.4).

We may therefore view Pf as a map
Pf : B → Cb(F ).
9.6. Proposition. The map Pf defined above is a generalized conditional expectation from B to C
b(F ),
relative to the restriction map
ι : a ∈ A 7→ a|F ∈ Cb(F ).
We will therefore refer to Pf as the free expectation for the inclusion 〈A,B〉.
Proof. It is evident that Pf is a positive, continuous map, with ‖Pf‖ ≤ 1. Moreover, for all a in A, b in B,
and x in F , one has that
Pf(ab) x = ψx(ab)
(7.3)
= 〈a, x〉ψx(b) = 〈a, x〉Pf(b) x,
so Pf(ab) = aPf(b) on F , and it is also clear that Pf(ba) = Pf(b)a. This concludes the proof. 
10. Fourier coefficients.
We continue under (4.2). As seen in (7.5.v), every pair of ideals of the form (Jy, Jx) is regular, hence
yielding the localizing projection Eyx. In this section we would like to show that, for every fixed b in B, the
correspondence
(y, x) ∈ X ×X 7→ Eyx(b) ∈ B(y, x)
behaves somewhat like the classical Fourier transform. See also [26: II.4.2].
As already observed after (7.5), if y is not in the orbit of x under the action of the βn, then B(y, x) = {0},
so Eyx(b) vanishes for every b. It is therefore sensible to discard this superfluous information.
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10.1. Proposition. Given x and y in X , the following are equivalent:
(i) y ∈ Orb(x),
(ii) Nyx 6= ∅,
(iii) B(y, x) 6= {0},
(iv) there exists some b in B, such that Eyx(b) 6= 0.
In addition, writing
x ∼ y,
to express that the above equivalent conditions hold, we have that “∼” is an equivalence relation on X .
Proof. Evidently (iv)⇒(iii), while (iii)⇒(ii) by (7.5.iv). The equivalence (i)⇔(ii) follows immediately from
the definitions, and we finally have that (ii)⇒(iv) by (7.5.iii). The last sentence in the statement is an
obvious consequence of (4.4). 
We may therefore consider the set
X(2) =
{
(y, x) ∈ X ×X : x ∼ y},
which, in strict technical terms, is the equivalence relation introduced above. As usual we may view X(2) as
a groupoid under the multiplication operation such that (w, z)(y, x) is defined if and only if z = y, in which
case the product is set to be (w, x). We shall not be concerned with topological aspects of X(2), so we will
see it simply as a discrete groupoid (we nevertheless call the reader’s attention to question (24.2)).
10.2. Proposition. Let
B =
⊔
(y,x)∈X(2)
B(y, x),
(disjoint union) and, for each x, y, z ∈ X , such that both (z, y) and (y, x) lie in X(2), consider the bi-linear
operation
B(z, y)×B(y, x)→ B(z, x)
introduced in (2.5.iii) as well as the anti-linear map
∗ : B(y, x)→ B(x, y)
of (2.5.iv). Then B is a Fell bundle [19] over the discrete groupoid X(2).
Proof. Among the ten axioms listed in [19: §2], we check only the last two, leaving the remaining ones for
the reader.
Given (y, x) ∈ X(2), and given any element e ∈ B(y, x), we may write e = pyx(c), for some c ∈ Cyx. So
e∗e = pyx(c)
∗pyx(c)
(2.5.iv)
= pxy(c
∗)pyx(c)
(2.5.iii)
= pxx(c
∗c) =
= pxx(|c|2) = pxx(|c|)∗pxx(|c|) ≥ 0.
This proves [19: 2.1.x]. In addition, from the above it follows that
‖e∗e‖ = ‖pxx(c∗c)‖ = · · · (10.2.1)
Observe that by (2.3), we have that
Jx ⊆ JxCxx = CxxJx E Cxx.
Choosing an approximate unit {ui}i for Jx, we then have that {ui}i is also an approximate unit for JxCxx,
so if we set vi = 1− ui, it follows from (2.9) that (10.2.1) equals
· · · = lim
i→∞
‖vic∗cvi‖ = lim
i→∞
‖cvi‖2 ≥ lim
i→∞
‖pyx(cvi)‖2 = ‖pyx(c)‖2 = ‖e‖2.
This proves [19: 2.1.ix]. 
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We will shortly show that B is a saturated Fell bundle [19: 2.4] but, in order to do so, we need the
following technical fact:
10.3. Lemma. Given x and y in X , and given n in Nyx, one has
B(z, y)pyx(n) = B(z, x)
Proof. The inclusion from left to right is proved as follows:
B(z, y)pyx(n) ⊆ B(z, y)B(y, x)
(2.5.iii)
⊆ B(z, x).
On the other hand, given any h ∈ B(z, x), write h = pzx(c) for some c in Czx. Since n∗ is in Nxy, we have
cn∗ ∈ CzxCxy ⊆ Czy.
Therefore
B(z, y)pyx(n) ∋ pzy(cn∗)pyx(n) = pzx(cn∗n) = pzx(c)pxx(n∗n) (7.7)= 〈n∗n, x〉h.
Since B(z, y)pyx(n) is a linear space and since 〈n∗n, x〉 6= 0, we conclude that h ∈ B(z, y)pyx(n). 
10.4. Proposition. B is a saturated Fell bundle.
Proof. Given x, y, z in X , such that (z, y) and (y, x) belong to X(2), we need to prove that
B(z, x) = B(z, y)B(y, x)
(closed linear span). Choosing a normalizer n in Nyx, we get by (10.3) that
B(z, x) = B(z, y)pyx(n) ⊆ B(z, y)B(y, x).
Since the reverse inclusion is evident, the proof is complete. 
10.5. Definition. Given b in B, the Fourier transform of b is the section of the bundle B given by
bˆ : (y, x) ∈ X(2) → Eyx(b) ∈ B(y, x).
In order to avoid duplication of notation we will continue to use Eyx(b), rather than bˆ(y, x), the relevance
of the above Definition being restricted to calling attention to the relationship between our present context
and classical Fourier analysis.
The next result is reminiscent of the fact that, for a periodic function f on the real line, one has that
f̂∗(n) = f(−n).
10.6. Proposition. Given b in B, and (y, x) in X(2), one has that
Eyx(b)
∗ = Exy(b
∗).
Proof. Pick c in Cyx such that b− c ∈ Lyx, and observe that
b∗ − c∗ ∈ (Lyx)∗ = (JyB +BJx)∗ = BJy + JxB = Lxy,
so
Exy(b
∗)
(3.6.ii)
= pxy(c
∗)
(2.5.iv)
= pyx(c)
∗ (3.6.ii)= Eyx(b)
∗. 
Our next medium term goal is to prove a result related to the well known fact that the Fourier transform
of the product of two functions is the convolution product of the corresponding Fourier transforms. This will
require some preparations so we begin by identifying what might be loosely thought of as the trigonometrical
polynomials in our context.
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10.7. Proposition. Let B0 be the linear span (no closure) of N(A,B) in B. Then B0 is a dense *-
subalgebra of B. Moreover, for every b in B0, and for every x in X , the sets
{y ∈ X : Eyx(b) 6= 0}, and {z ∈ X : Exz(b) 6= 0}
are finite.
Proof. That B0 is a *-subalgebra follows from the fact that N(A,B) is closed under multiplication and
adjoint. It is dense in B as a consequence of our assumption that 〈A,B〉 is regular. Writing any given b in
B as
b =
∑
n∈N
n,
where N is a finite subset of N(A,B), and given y in X , suppose that
0 6= Eyx(b) =
∑
n∈N
Eyx(n).
It obviously follows that there exists some n in N such that Eyx(n) 6= 0, so (7.5.iii) implies that n ∈ Nyx,
which is to say that y = βn(x), besides of course that x ∈ dom(n). The upshot is that Eyx(b) can only be
nonzero for y in the finite set
{βn(x) : n ∈ N, dom(n) ∋ n},
from where we see that the first set displayed in the statement is finite. The proof that the same holds for
the second set is similar. 
The announced version of the convolution formula in Fourier analysis may now be given, at least in a
special case.
10.8. Proposition. Given a, b ∈ B0, and given (y, x) ∈ X(2), one has that
Eyx(ab) =
∑
z∈Orb(x)
Eyz(a)Ezx(b).
Proof. By (10.7) we see that the above sum has at most finitely many nonzero terms, so convergence is not
yet an issue.
Since both sides of the equation under analysis represent linear maps in each variable a and b, we may
assume without loss of generality that a and b are themselves normalizers, so we will refer to them as m and
n, respectively.
Let us assume first that Eyx(mn) 6= 0. We then deduce from (7.5.iii) thatmn ∈ Nyx and that Eyx(mn) =
pyx(mn). Therefore
y = βmn(x) = βm
(
βn(x)
)
.
Setting z = βn(x), we then have that n ∈ Nzx and m ∈ Nyz, and moreover
Eyz(m)Ezx(n) = pyz(m)pzx(n)
(2.5.iii)
= pyx(mn) = Eyx(mn),
and the conclusion will be reached once we show that the sum in the statement has no nonzero terms other
than the one discussed above. To see this, assume that
Eyz′(m)Ez′x(n) 6= 0,
for some z′. This implies in particular that Ez′x(n) 6= 0 so, as argued above, z′ = βn(x) = z, proving the
desired uniqueness.
Assuming now that Eyx(mn) = 0, let us prove that the right-hand-side also vanishes. Otherwise, there
exists some z in X such that Eyz(m)Ezx(n) 6= 0, so we again deduce from (7.5.iii) that βm(z) = y, and
βn(x) = z. Consequently βmn(x) = y, and using (7.5.iii) once more, we obtain Eyx(mn) 6= 0, a contradiction.

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We will now extend a few other technical facts of classical Fourier analysis to be used in proving the
conclusion of the above result for arbitrary pairs of elements in B.
10.9. Lemma. Given a and b in B, x in X , and given a finite subset Y ⊆ Orb(x) one has that
(i) (Bessel’s inequality) ∑
y∈Y
Exy(b
∗)Eyx(b) ≤ Exx(b∗b),
(ii) (Cauchy-Schwartz inequality)
∥∥∥∑
z∈Y
Eyz(a)Ezx(b)
∥∥∥ ≤ ∥∥∥∑
z∈Y
Eyz(a)Eyz(a)
∗
∥∥∥1/2∥∥∥∑
z∈Y
Ezx(b)
∗Ezx(b)
∥∥∥1/2,
for every y in Orb(x),
Proof. (i) Assume first that b lies in B0. We may then use (10.8) to get
Exx(b
∗b) =
∑
y∈Orb(x)
Exy(b
∗)Eyx(b).
Summing only for y in Y we get (i). Since both sides of (i) represent continuous functions, and since B0 is
dense in B, the general case follows by taking limits.
(ii) Considering B as a Fell bundle over the (discrete) groupoid X(2), let Cc(B) be the *-algebra formed
by all finitely supported sections of B, equipped with the operations described in [19: 3.1]. This admits a
faithful representation on a Hilbert space H by [19: 3.4]. Identifying each B(y, x) with its canonical image
in Cc(B) we may then suppose that the B(y, x) are faithfully represented in B(H).
Since the B(x, x) are C*-algebras, the above representations must necessarily be isometric on each
B(x, x), and the same must be the case for all the B(y, x) due to [19: 2.1.ix].
The result then follows from the familiar inequality
∥∥∥ k∑
i=1
aibi
∥∥∥ ≤ ∥∥∥ k∑
i=1
aia
∗
i
∥∥∥1/2∥∥∥ k∑
i=1
b∗i bi
∥∥∥1/2,
which holds whenever a1, . . . , ak, b1, . . . bk are operators on H. 
The main result of this section is the following:
10.10. Theorem. Given a, b ∈ B, and given (y, x) ∈ X(2), one has that
Eyx(ab) =
∑
z∈Orb(x)
Eyz(a)Ezx(b),
the series being unconditionally summable in Cyx.
Proof. Let Z be the collection of all finite subsets of Orb(x), seen as a partially ordered set under inclusion.
Evidently Z is a directed set so, given a and b in B, we may consider the net {SZ(a, b)}Z∈Z , defined by
SZ(a, b) =
∑
z∈Z
Eyz(a)Ezx(b), ∀Z ∈ Z.
To say that the series in the statement is unconditionally summable to Eyx(ab) is thus to say that
lim
Z→∞
SZ(a, b) = Eyx(ab). (10.10.1)
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Observe that (10.8) already gives (10.10.1), provided a and b lie in B0. In order to extend this to an
arbitrary pair (a, b), it therefore suffices to observe that B0 is dense in B, but first we need to show that the
SZ form an equicontinuous family of functions. In order to do so, note that
‖SZ(a, b)‖ =
∥∥∥∑
z∈Z
Eyz(a)Ezx(b)
∥∥∥ (10.9)≤
≤
∥∥∥∑
z∈Z
Eyz(a)Eyz(a)
∗
∥∥∥1/2∥∥∥∑
z∈Z
Ezx(b)
∗Ezx(b)
∥∥∥1/2 (10.6)=
=
∥∥∥∑
z∈Z
Eyz(a)Ezy(a
∗)
∥∥∥1/2∥∥∥∑
z∈Z
Exz(b
∗)Ezx(b)
∥∥∥1/2 (10.9.i)≤
≤ ‖Eyy(aa∗)‖1/2‖Ezz(b∗b)‖1/2 ≤ ‖a‖‖b‖.
The equicontinuity of the SZ now follows easily. This allows us to extend the conclusion of (10.8) for all a
and b in B, concluding the proof. 
10.11. Corollary. (Parseval’s identity) For every b in B and for every x ∈ X , one has that
Exx(b
∗b) =
∑
y∈Orb(x)
Eyx(b)
∗Eyx(b)
the series being unconditionally summable in Cxx.
Proof. Follows immediately from (10.10) upon letting y = x and a = b∗. 
11. Black and gray ideals.
We shall continue working under (4.2), namely assuming that 〈A,B〉 is a regular inclusion and that A is
abelian.
As already mentioned in the paragraph right after (3.15), observe that the map ι : A→ B(J), introduced
in (3.14), requires extra hypotheses, not yet available there, to be a non-degenerate map. However, in view
of the fact that we are now assuming that A is regular in B, and hence that A contains an approximate unit
for B, it is clear that ι is a non-degenerate map. Consequently Exx, which we have already agreed to call
Ex, is a generalized conditional expectation in the stronger sense suggested after (3.15).
In a sense, our next result shows that, collectively, the Ex dominate all other generalized conditional
expectations.
11.1. Proposition. Let D be a commutative C*-algebra equipped with a *-homomorphism ι : A→M(D).
Also let E : B → D be a generalized conditional expectation in the sense of (3.13). Given b in B such that
Ex(b) = 0, for all x in X , then E(b) = 0.
Proof. Observe that, even though ι is not supposed to be non-degenerate, we may use (3.16) to replace D
with a subalgebra D¯, relative to which ι is non-degenerate. In other words, we may suppose without loss of
generality that ι is non-degenerate.
Writing Dˆ for the spectrum of D, it is well known that M(D) may be naturally identified with the
C*-algebra Cb(Dˆ) formed by all bounded continuous functions on Dˆ. Moreover the non-degeneracy of ι
implies that there exists a proper continuous map θ : Dˆ → X , such that
ι(a) = a ◦ θ, ∀ a ∈ A.
This allows us to extend ι to the corresponding multiplier algebras, obtaining the map
ι˜ : a ∈M(A) = Cb(X) 7−→ a ◦ θ ∈M(D) = Cb(Dˆ).
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Arguing by contradiction, suppose that E(b) 6= 0, so there is some y in Dˆ such that 〈E(b), y〉 6= 0. Setting
x = θ(y), and m =
∣∣〈E(b), y〉∣∣,
observe that for all v ∈ M(A), one has that
‖vbv‖ ≥ ‖E(vbv)‖ = ‖ι(v)E(b)ι(v)‖ ≥ |〈ι(v)E(b)ι(v), y〉| ≥
≥ |〈ι(v), y〉| |〈E(b), y〉| |〈ι(v), y〉| = m|〈v, x〉|2. (11.1.1)
Choosing an approximate unit {ui}i for Jx, and putting vi = 1− ui, we have that 〈vi, x〉 = 1, for every i, so
(11.1.1) yields
‖vibvi‖ ≥ m.
On the other hand, since Ex(b) = 0, one has that b lies in Lx, so (2.6) implies that
lim
i→∞
vibvi = 0,
a contradiction. 
Let us now study the joint left-kernel of the Ex.
11.2. Proposition. Let
∆ =
{
b ∈ B : Ex(b∗b) = 0, for all x ∈ X
}
.
Then
(i) ∆ =
⋂
x∈X BJx =
⋂
x∈X JxB,
(ii) ∆ is a closed two-sided ideal of B,
(iii) if there exists a faithful generalized conditional expectation E : B → D, in the sense of (3.13), then
∆ = {0}.
Proof. Given b in B, and x in X , let {ui}i be an approximate unit for Jx and set vi = 1− ui. Then
Ex(b
∗b) = 0 ⇐⇒ b∗b ∈ Lx (2.6)⇐⇒ lim
i→∞
vib
∗bvi = 0 ⇐⇒
⇐⇒ lim
i→∞
bvi = 0
(2.2.ii)⇐⇒ b ∈ BJx.
This proves the first equality in (i) and hence it is clear that ∆ is a left ideal. In order to prove that ∆ is
also a right ideal, it is enough to show that
∆n ⊆ BJx,
for every normalizer n, and for every x in X . Assuming that 〈n∗n, x〉 = 0, we have by (7.4.i) that n ∈ BJx,
so
∆n ⊆ ∆BJx ⊆ BJx.
Otherwise, if 〈n∗n, x〉 6= 0, let y = βn(x). Then Jyn ⊆ BJx, by (7.4.ii), so
∆n ⊆ BJyn ⊆ BBJx ⊆ BJx.
This shows that ∆ is a two-sided ideal. It moreover follows that ∆ is self-adjoint, from where one deduces
the second equality in (i).
In order to prove (iii), let E be a faithful generalized conditional expectation and pick b in ∆. Then
Ex(b
∗b) = 0, for every x, whence E(x∗x) = 0, by (11.1). Since E is faithful, we deduce that b = 0, as required.

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11.3. Proposition. Given b in B, a necessary and sufficient condition for b to lie in ∆ is that
Eyx(b) = 0, ∀ (x, y) ∈ X(2).
Proof. Given b in B, we have for every x in X that
Exx(b
∗b)
(10.11)
=
∑
y∈Orb(x)
Eyx(b)
∗Eyx(b),
from where the conclusion follows immediately. 
The above result may be interpreted as saying that ∆ is invisible from the point of view of Fourier
coefficients.
11.4. Definition. We shall say that ∆ is the black ideal relative to the inclusion 〈A,B〉.
The following result resembles the fact that the diagonal subalgebra in a matrix algebra is maximal
abelian.
11.5. Proposition. Given b in B, the following are equivalent
(i) Eyx(b) = 0, whenever x 6= y,
(ii) for all a in A, the commutator [a, b] = ab− ba lies in ∆.
Proof. (i)⇒(ii) Given any x and y in X , we have by (10.10) that
Eyx(ab− ba) =
∑
z∈Orb(x)
Eyz(a)Ezx(b)− Eyz(b)Ezx(a) =
= Eyy(a)Eyx(b)− Eyx(b)Exx(a) (7.7.i)= 〈a, y〉Eyx(b)− 〈a, x〉Eyx(b).
If x = y, this vanishes for obvious reasons, and otherwise it does so by hypothesis. Consequently ab− ba lies
in ∆.
(ii)⇒(i) Given that x 6= y, choose a in A such that 〈a, y〉 = 1, while 〈a, x〉 = 0. Then the above computation
gives
0 = Eyx(ab− ba) = 〈a, y〉Eyx(b)− 〈a, x〉Eyx(b) = Eyx(b),
as desired. 
There is another relevant ideal of B which we would like to study, but first we need to prove a technical
result regarding the set of F of free points introduced in (9.1).
11.6. Lemma. F is invariant under the equivalence relation “∼” introduced in (10.1).
Proof. Given that x ∼ y ∈ F , choose a normalizer n in Nyx, so that βn(x) = y. Supposing that ψ1 and ψ2
are two state extensions of ϕx, consider the positive linear functionals ρi on B given by
ρi(b) =
ψi(n
∗bn)
〈n∗n, x〉 .
For a in A we then have that
ρi(a) =
ψi(n
∗an)
〈n∗n, x〉 =
〈n∗an, x〉
〈n∗n, x〉
(4.4.ii)
= 〈a, βn(x)〉 = 〈a, y〉 = ϕy(a).
so ρi is a state, and ρi extends ϕy. Since y is a free point we deduce that ρ1 = ρ2, which implies that
ψ1(n
∗bn) = ψ2(n
∗bn), ∀ b ∈ B.
Plugging in nbn∗ in place of b in either side above, we get for every i = 1, 2, that
ψi(n
∗nbn∗n)
(7.3)
= 〈n∗n, x〉2ψi(b).
Taking into account that 〈n∗n, x〉 6= 0, we conclude that ψ1 = ψ2, and hence that ϕx admits a unique state
extension. Consequently x ∈ F , and the proof is complete. 
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In the following definition one should pay attention to the fact that F will take the place previously
occupied by X .
11.7. Proposition. Let
Γ =
{
b ∈ B : Ex(b∗b) = 0, for all x ∈ F
}
.
Then
(i) Γ =
⋂
x∈F BJx =
⋂
x∈F JxB,
(ii) Γ is a closed two-sided ideal of B,
(iii) a necessary and sufficient condition for a given b in B to lie in Γ is that
Eyx(b) = 0, ∀x, y ∈ F.
Proof. The first equality in (i) is proved in the exact same way as the corresponding statement in (11.2.i).
As before this implies that Γ is a left ideal. To prove that Γ is also a right ideal we again follow the argument
given in the proof of (11.2), observing that if x is in F , then the element y = βn(x) referred to there is also
in F , thanks to (11.6). With this, (i) and (ii) are proved as before.
Finally, the proof of (iii) may be done as in (11.3) by considering only elements of F , and observing
that if x is in F , then Orb(x) ⊆ F , by (11.6). 
While the black ideal is invisible from the point of view of every Fourier coefficient, the above result
says that Γ has that same property, except that only free Fourier coefficients do not see it.
11.8. Definition. We shall say that Γ is the gray ideal relative to the inclusion 〈A,B〉.
Recalling that Pf denotes the free expectation introduced in (9.5), the following is an obvious consequence
of the definitions:
11.9. Proposition. One has that
Γ = {b ∈ B : Pf(b∗b) = 0},
so Pf is a faithful expectation if and only if the gray ideal of B vanishes.
Much has been said regarding inclusions 〈A,B〉 satisfying the ideal intersection property, namely when
every nontrivial ideal (always assumed closed and two-sided) of B has a nontrivial intersection with A. It is
therefore interesting to notice the following:
11.10. Proposition.
(i) The black ideal ∆ has trivial intersection with A.
(ii) Γ ∩ A consists of all elements of A vanishing on F (and hence also on F ).
(iii) If F is dense in X , then the gray ideal is the largest ideal of B whose intersection with A is trivial.
Proof. (i) If a is in ∆ ∩ A, and if {ui}i is an approximate unit for Jx, for a given x in X , the fact that a
belongs to BJx implies that
a
(2.2.ii)
= lim
i→∞
aui,
so 〈a, x〉 = 0, and since x is arbitrary, we deduce that a = 0.
(ii) Observe that for every a in A, and for every x in F , one has that
Ex(a
∗a)
(9.4)
= ψx(a
∗a) = 〈a∗a, x〉 = |〈a, x〉|2.
The proof of (11.10.ii) then follows.
(iii) Under the present hypothesis, (ii) implies that Γ ∩ A = {0}. On the other hand, suppose that K is an
ideal in B with K ∩ A = {0}. We may then consider the quotient inclusion〈
A
K ∩ A ,
B
K
〉
,
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which should actually be written as 〈
A ,
B
K
〉
,
given that the above denominator under A is trivial. Given any x in F , consider the pure state ϕx on A
given by evaluation at x. Seeing A as a subalgebra of B/K, we may then find a state ρ on B/A extending
ϕx. Writing
π : B → B/K,
for the quotient map, observe that ρ ◦ π is a state on B which clearly also extends ϕx. Consequently ρ ◦ π
coincides with the unique state extension of ϕx, which we have been calling ψx.
Given b in K we then have
Ex(b
∗b)
(9.4)
= ψx(b
∗b) = ρ
(
π(b∗b)
)
= 0,
since this holds for every x in F , we conclude that b ∈ Γ, hence that K ⊆ Γ. 
12. Topologically free inclusions.
We shall continue working under (4.2).
It is easy to see that the collection N(A,B) of all normalizers of A in B forms a *-semigroup under
multiplication. From now on we will be interested in its subsemigroups.
12.1. Definition. We shall say that a *-subsemigroup N ⊆ N(A,B) is
(i) admissible when span {n∗na : n ∈ N, a ∈ A} = A,
(ii) generating when span {na : n ∈ N, a ∈ A} = B.
Notice that the set referred to in the left-hand-side of the equality in (i), above, is precisely the closed
ideal of A generated by {n∗n : n ∈ N}. Regardless of whether or not N is admissible, this ideal is clearly
the set of elements in A which vanish outside the union of the open supports of the n∗n, as n range in N .
Thus, we have:
12.2. Proposition. A *-subsemigroup N ⊆ N(A,B) is admissible if and only if⋃
n∈N
dom(n) = X.
Regarding generating semigroups, recall that if n is any normalizer, then the closed linear span of nA,
An and AnA coincide with each other by (4.8). Therefore, for any subset N ⊆ N(A,B), one has that
span NA = span AN = span ANA.
For further reference we thus highlight the following:
12.3. Proposition. A *-subsemigroup N ⊆ N(A,B) is generating if and only if
B = span ANA.
12.4. Proposition. Every generating semigroup is admissible.
Proof. Let N ⊆ N(A,B) be a generating semigroup and suppose, by way of contradiction, that
J := span {n∗na : n ∈ N, a ∈ A} 6= A.
Observing that J is then a proper ideal in A, it must be contained in some maximal ideal, meaning that
J ⊆ Jx, for some x in X . So
〈n∗n, x〉 = 0, ∀n ∈ N.
Letting ψx be any state on B extending ϕx, Cauchy-Schwartz gives for all a in A that
|ψx(an)|2 ≤ |ψx(aa∗)| |ψx(n∗n)| = |〈aa∗, x〉| |〈n∗n, x〉| = 0,
This says that AN is contained in the null space of ψx, contradicting the fact that N is generating. 
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As the title of this section suggests, we will now introduce several variations of the notion of topological
freeness for regular inclusions which will become relevant in this work.
12.5. Definition. Let 〈A,B〉 be a regular inclusion with A abelian (as in (4.2)). We shall say that 〈A,B〉
is a:
(i) topologically free inclusion if the set F of free points is dense in the spectrum of A,
(ii) smooth inclusion if there exists a generating *-semigroup consisting of smooth normalizers,
(iii) white inclusion if the gray ideal of B vanishes,
(iv) weak Cartan inclusion if it is both smooth and white.
Notice that (11.9) says that the gray ideal is precisely the left kernel of Pf , so, being white is equivalent
to the free expectation Pf introduced in (9.6) being faithful.
Besides the built in implications “weak Cartan” ⇒ “smooth”, and “weak Cartan” ⇒ “white”, the
following explores the relationship between the above notions:
12.6. Proposition. Let 〈A,B〉 be a regular inclusion with A abelian. Then
(i) 〈A,B〉 is a white inclusion if and only if it is topologically free and satisfies the ideal intersection
property,
(ii) if 〈A,B〉 is smooth and B is separable, then 〈A,B〉 is topologically free.
Proof. (i) Assume that 〈A,B〉 is a white inclusion. In order to prove that F is dense in X it is enough to
show that every a in A vanishing on F , must itself vanish. Given that a vanishes on F , we have that a lies
in Γ by (11.10.ii), so a = 0 by hypothesis. This proves that F is dense in X , so 〈A,B〉 is topologically free.
Once we know that F is dense, the ideal intersection property follows from (11.10.iii), while the converse
implication is also a consequence of (11.10.iii).
(ii) Let N be a generating semigroup of smooth normalizers. Since B is separable, then so is N , hence there
exists a countable dense subset N0 ⊆ N . By (12.3) we have that ANA spans a dense subspace of B, whence
so does AN0A. By (9.2) we then have that
F =
⋂
n∈N0
Fn,
and since the interior of each Fn is dense in X , we obtain the conclusion by Baire’s Theorem. 
Regarding (12.6.i) it is perhaps worth observing that the ideal intersection property alone does not
imply that an inclusion is white, a counter example being given by
〈
C, C∗red(F2)
〉
. However we refer the
reader to (12.17), below, for a case in which these two properties are equivalent.
For future reference let us summarize some of of our previous results using the terminology introduced
above.
12.7. Proposition. Let 〈A,B〉 be a white inclusion. Then
(i) every nonzero ideal of B has a nonzero intersection with A,
(ii) B is simple if and only if A is B-simple.
Proof. The first point is just a rephrasing of the ideal intersection property which holds for white inclusions
by (12.6). The second point then follows from (5.6). 
Let us now study morphisms between inclusions.
12.8. Proposition. Let 〈A,B1〉 and 〈A,B2〉 be two inclusions of the same abelian C*-algebra A, with
spectrum denoted by X , and suppose that µ : B1 → B2 is a surjective *-homomorphism whose restriction
to A is the identity. Then
(i) µ
(
N(A,B1)
) ⊆ N(A,B2),
(ii) if A is a non-degenerate subalgebra of B1, then A is also a non-degenerate subalgebra of B2,
(iii) if 〈A,B1〉 is a regular inclusion, then so is 〈A,B2〉.
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Moreover, under the conditions of (iii), one also has that
(a) if b ∈ B1, then Fb ⊆ Fµ(b),
(b) if b ∈ B1 is continuous, then so is µ(b),
(c) if b ∈ B1 is smooth, then so is µ(b),
(d) if x is a B1-free point of X , meaning free relative to B1, then x is also B2-free,
(e) if x is B1-free, then
E1x = E
2
x ◦ µ,
where Eix denotes the localizing projection of 〈A,Bi〉 at the ideal Jx, for every i = 1, 2,
( f ) denoting the gray ideal of Bi by Γi, for every i = 1, 2, one has that µ
−1(Γ2) ⊆ Γ1,
(g) Ker(µ) ⊆ Γ1,
(h) if 〈A,B1〉 is topologically free, then so is 〈A,B2〉,
( j ) if 〈A,B1〉 is smooth, then so is 〈A,B2〉,
(k) if 〈A,B1〉 is white, then µ is an isomorphism,
( l ) if 〈A,B1〉 is topologically free, then µ−1(Γ2) = Γ1.
Proof. We leave the first three easy points to the reader.
(a) Assuming that x is not in Fµ(b), we have that ϕx admits two state extensions to B2, say ψ and ψ
′, such
that ψ(µ(b)) 6= ψ′(µ(b)). It then obvious that ψ ◦ µ and ψ′ ◦ µ are states on B1 extending ϕx, taking on
distinct values on b, so x is not in Fb. This proves (a).
(b&c) Follow immediately from (a).
(d) Follows immediately from (a) and (9.2).
(e) Assuming that x is B1-free, and hence also B2-free by (d), let ψx be the unique state extension of ϕx to
B2. Since ψx ◦ µ is a state on B1 extending ϕx, we deduce that ψx ◦ µ is the unique state on B1 extending
ϕx. Consequently, for every b in B1, we have
E2x
(
µ(b)
) (9.4)
= ψx
(
µ(b)
) (9.4)
= E1x(b).
(f) Given b in µ−1(Γ2), we have for every B1-free point x, that
E1x(b
∗b)
(e)
= E2x
(
µ(b∗b)
)
= E2x
(
µ(b)∗µ(b)
)
= 0,
so b is in Γ1.
(g) We have
Ker(µ) = µ−1({0}) ⊆ µ−1(Γ2)
(f)
⊆ Γ1.
(h) Follows immediately from (d).
(j) Follows immediately from (c).
(k) Follows immediately from (g) and the fact that Γ1 vanishes.
(l) We first claim that µ(Γ1) ∩ A = {0}. To see this let us pick b in Γ1 such that a := µ(b) ∈ A. It follows
that µ(a− b) = 0, so
a− b ∈ Ker(µ)
(g)
⊆ Γ1,
from where we see that a lies in Γ1, whence a = 0 by (11.10.iii). This shows that indeed µ(Γ1) ∩ A = {0}
and, using (11.10.iii) once more, we conclude that µ(Γ1) ⊆ Γ2. So
Γ1
(g)
= Γ1 +Ker(µ) = µ
−1
(
µ(Γ1)
) ⊆ µ−1(Γ2).
Combined with (f), this concludes the proof. 
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Let us quickly discuss invariant ideals in the above context.
12.9. Proposition. Let 〈A,B1〉 and 〈A,B2〉 be two inclusions of the same abelian C*-algebra A, and
suppose that µ : B1 → B2 is a surjective *-homomorphism whose restriction to A is the identity. Let
moreover J be a closed ideal in A. Then:
(a) if J is B1-invariant (that is, invariant relative to B1, according to (5.1)), then J is also B2-invariant,
(b) if 〈A,B1〉 is regular, and J is B2-invariant, then J is also B1-invariant,
(c) if A is B2-simple, then it is also B1-simple,
(d) if 〈A,B1〉 is regular, and A is B1-simple, then it is also B2-simple.
Proof. (a) Applying µ to the identity B1J = JB1 gives the conclusion.
(b) As already observed in the proof of (5.5), in order to prove that B1J ⊆ JB1, if suffices to check that
na ∈ JB1,
for every normalizer n ∈ N(A,B1), and for every a in J . Setting m = µ(n), we have that m lies in N(A,B2)
by (12.8.i), and since J is assumed to be B2-invariant, we have for every a in J , that
ma ∈ B2J = JB2,
so
mam∗ ∈ (JB2) ∩ A (5.2)= J.
Since µ is the identity on A, and since µ(nan∗) = mam∗, we conclude that nan∗ ∈ J , whence, employing
the polynomials ri of (4.5), we have
na = lim
i→∞
nn∗nri(n
∗n)a = lim
i→∞
nan∗nri(n
∗n) ∈ JB1.
This proves that B1J ⊆ JB1, and the reverse inclusion follows similarly, so J is B1-invariant.
(c) Follows immediately from (a).
(d) Follows immediately from (b). 
Returning to (4.2), and assuming that 〈A,B〉 is a topologically free inclusion, we have by (11.10.iii) that
Γ ∩ A is trivial, so the quotient map
π : B → B/Γ
restricts to a one-to-one map on A, and then A may be identified with the subalgebra π(A) ⊆ B/Γ. Setting
B¯ = B/Γ,
we may then consider the inclusion 〈A, B¯〉, and therefore (12.8) applies to the inclusions 〈A,B〉 and 〈A, B¯〉,
together with the quotient map π. Spelling out some of the consequences, we arrive at an important result:
12.10. Theorem. Suppose that 〈A,B〉 is a topologically free inclusion and let B¯ be the quotient of B by
its gray ideal. Then 〈A, B¯〉 is white.
Proof. Stressing that the definition of topologically free inclusions requires regularity, we have that 〈A, B¯〉
is regular by (12.8.iii). That 〈A, B¯〉 is topologically free then follows from (12.8.h).
Denoting by Γ and Γ¯ the gray ideals of B and B¯, respectively, we have that
Γ¯ = π
(
π−1(Γ¯)
) (12.8.f)⊆ π(Γ) = {0},
so the gray ideal of B¯ vanishes, concluding the proof. 
The next result describes what happens when we mod out the gray ideals of the two inclusions at the
same time.
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12.11. Proposition. Let 〈A,B1〉 be a topologically free inclusion, with A abelian. Also let 〈A,B2〉 be
another inclusion of the same C*-algebra A, equipped with a surjective *-homomorphism µ : B1 → B2
whose restriction to A is the identity. Then
(i) 〈A,B2〉 is also a topologically free inclusion,
(ii) letting B¯1 and B¯2 be the quotients of B1 and B2 by their respective gray ideals Γ1 and Γ2, with
quotient maps denoted by π1 and π2, one has that B¯1 and B¯2 are isomorphic, via an isomorphism µ¯,
such that the diagram
B1 B2.........................................................
.
µ
B¯1 B¯2........................................................
..
µ¯
............................................
.....
π1
............................................
.....
π2
≃
commutes.
Proof. The first point follows from (iii) and (h) in (12.8). Regarding (ii), consider the composition
τ : B1
µ−−→ B2 π2−−−→ B¯2,
and observe that
Ker(τ) = Ker(π2 ◦ µ) = µ−1
(
Ker(π2)
)
= µ−1(Γ2)
(12.8.l)
= Γ1,
so τ factors through the quotient B¯1 = B1/Γ1, providing the required map. 
Let us conclude this section by briefly discussing inclusions in the commutative setting.
◮ For the remainder of this section we will therefore assume that both algebras in the inclusion referred
to in (4.2) are commutative, and also unital for simplicity. We may therefore assume that A = C(X) and
B = C(Y ), where X and Y are compact Hausdorff spaces, and A is seen as a subalgebra of B by means of
an injective *-homomorphism of the form
f ∈ C(X) 7→ f ◦ π ∈ C(Y ),
where π : Y → X is a continuous surjection.
12.12. Definition. A continuous surjection
π : Y → X
is said to be essential if there is no proper closed subset Y ′ ⊆ Y , such that π(Y ′) = Y .
12.13. Proposition. The inclusion 〈C(X), C(Y )〉 satisfies the ideal intersection property if and only if π
is an essential surjection.
Proof. Let U be any open subset of Y and put Y ′ = Y \ U . Considering the map C(Y ) → C(Y ′) given by
restricting functions in C(Y ) to Y ′, observe that the composition
C(X)→ C(Y )→ C(Y ′)
is dual to π|Y ′ , so it is injective if and only if π(Y ′) = X , which is therefore equivalent to saying that the
ideal C0(U) has trivial intersection with C(X). The absence of such ideals is therefore equivalent to the
inexistence of closed sets Y ′, as above, thus completing the proof. 
The next result clarifies the meaning of free points in the commutative case.
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12.14. Proposition. A point x in X is free if and only if π−1({x}) is a singleton. In this case,
Ex(b) = b(y), ∀ b ∈ C(Y ),
where y is the unique element of π−1({x}).
Proof. If y is any element in π−1({x}), it is clear that the evaluation state ϕx on C(X) is extended by the
state ψy on C(Y ) given by evaluation at y. Therefore, if x is a free point of X , one necessarily has that
π−1({x}) is a singleton.
Conversely, due to the fact that C(Y ) is commutative, one has that
Lx = JxC(Y ) + C(Y )Jx = JxC(Y ),
which is clearly a two-sided ideal in C(Y ), and one may prove that it consists precisely of the continuous
functions on Y vanishing on π−1({x}). Under the hypothesis that the latter is a singleton, say
π−1({x}) = {y},
we deduce that Lx is a maximal ideal, namely the ideal of C(Y ) formed by the functions vanishing on y.
If ψ is any state on C(Y ) extending ϕx, then ψ vanishes on Lx by (3.10), so ψ must be the character of
C(Y ) associated to y. Therefore ψ is the unique state extension of ϕx. This proves that x is free, and the
last sentence of the statement follows easily. 
As observed in the paragraph immediately after the proof of (12.6), the ideal intersection property alone
does not imply topological freeness. However in the commutative, metrizable case we have the following
result.
12.15. Theorem. If Y is metrizable and 〈C(X), C(Y )〉 satisfies the ideal intersection property, then this
is also a topologically free inclusion.
Proof. For each x in X , let ∆(x) denote the diameter of π−1(x) and, for any given ε > 0, set
Wε := {x ∈ X : ∆(x) < ε}.
We then claim that Wε is open. To see this, pick x in Wε and suppose by contradiction that there is a
sequence {xn}n in X \Wε converging to x. Then for every n we have that ∆(xn) ≥ ε, so there are yn and
zn in (the compact set) π
−1(xn), such that d(yn, zn) ≥ ε. By passing to a subsequence we may assume that
yn → y, and zn → z, for suitable y and z in Y . Therefore
π(y) = lim
n→∞
π(yn) = lim
n→∞
xn = x,
and similarly π(z) = x. Therefore {y, z} ⊆ π−1(x), so
∆(x) ≥ d(y, z) = lim
n→∞
d(yn, zn) ≥ ε,
a contradiction. This shows that Wε is open.
We next claim that Wε is dense. Given any nonempty open set U ⊆ X , pick any y in π−1(U), and let
δ > 0 be such that the ball
Bδ(y) ⊆ π−1(U).
Replacing δ by min{ε/2, δ}, we may assume that δ < ε. Next notice that
Y ′ := Y \Bδ(y)
is a proper closed subset of Y , so π(Y ′) 6= X , by (12.13). Choosing x in X \ π(Y ′) we then have that no
point of Y ′ maps to x, hence all points of Y mapping to x must be outside Y ′, i.e.,
π−1(x) ⊆ Y \ Y ′ = Bδ(y).
This shows that ∆(x) ≤ δ < ε, so x ∈ Wε. Clearly also
x ∈ π(π−1(x)) ⊆ π(Bδ(y)) ⊆ π(π−1(U)) ⊆ U,
so x ∈ Wε ∩U , and hence Wε ∩U is nonempty, proving that Wε is dense. By Baire’s Theorem we then have
that ⋂
n∈N
W1/n
is dense and this is clearly the set of points with a single inverse image under π, hence the free points by
(12.14). This shows that 〈C(X), C(Y )〉 is a topologically free inclusion. 
39
As a consequence we have:
12.16. Corollary. If 〈C(X), C(Y )〉 is a white inclusion, then π is an essential surjection. In case X is
metrizable, the converse also holds.
Proof. If 〈C(X), C(Y )〉 is a white inclusion, then it satisfies the ideal intersection property by (12.6.i), so the
first statement follows at once from (12.13). Regarding the second sentence in the statement, the hypothesis
implies that 〈C(X), C(Y )〉 satisfies the ideal intersection property by (12.13), and is topologically free by
(12.15). So the conclusion follows from (12.6.i). 
A slightly different way to put the above is:
12.17. Corollary. If X is metrizable, then 〈C(X), C(Y )〉 is a white inclusion if and only if it satisfies the
ideal intersection property.
Proof. Follows from (12.17) and (12.13). 
13. Pseudo expectations.
The set F of free points of a regular inclusion 〈A,B〉 is often rather badly behaved from a topological point
of view. Illustrating this fact, in (21.6) below, we will see an example in which X is a closed interval in the
real line while F consists of the set of irrational numbers in that interval.
However, if one adopts a more lenient point of view, the irrational numbers are perhaps not so badly
behaved, since they at least form a dense Gδ set. In fact, in most instances in this work where we prove that
an inclusion is topologically free, namely in (12.6.ii) and (12.15) above, as well as (14.15.iii⇒i) and (18.3)
below, the punch line comes as an application of Baire’s theorem, so the set of free points is actually proven
to contain a dense Gδ set.
One might therefore suspect that topologically free inclusions whose set of free points satisfy the above
property might be worth considering, and this is in fact the case, as we would now like to show.
In order to describe what we have in mind, we need to use the concept of injective envelopes and we
refer the reader to [24: Section 2.1] for a brief survey of the basic details. Given a compact topological space
X , let us denote the injective envelope of C(X) by I
(
C(X)
)
. By a result of Dixmier [8], one has that
I
(
C(X)
) ≃ B(X)/M(X),
where B(X) is the algebra of all bounded Borel functions on X , and M(X) is the ideal in B(X) formed by
the functions that vanish off a meager set. The canonical inclusion
ι : C(X)→ I(C(X)), (13.1)
an important ingredient of the injective envelope, may be described as the restriction to C(X) of the quotient
map
q : B(X)→ B(X)/M(X).
Given any Borel subset F ⊆ X containing a dense Gδ subset, consider the composition
j : C(X)→ Cb(F )→ B(X),
where the leftmost arrow is the restriction map, and the rightmost arrow sends any f in Cb(F ) to its extension
to X set to vanish off F . Since the complement of F in X is meager, for every f in C(X) one has that f
coincides with j(f) modulo M(X), and this in turn implies that the composition
C(X)→ Cb(F )→ B(X) q−−→ B(X)/M(X) ≃ I(C(X))
coincides with the canonical inclusion ι of (13.1). In particular we see that ι factors through Cb(F ) and
since this factorization is crucial for what we are about to do, let us name the relevant maps in the following
commutative diagram
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C(X)
Cb(F )
...........................
..ρ
I
(
C(X)
)
...
...
...
...
...
...
...
........
χ
.....................................................
..ι
13.2. Proposition. Let 〈A,B〉 be a regular inclusion with A abelian and unital, and suppose that the
set F of free points in the spectrum of A contains a dense Gδ subset. Denoting by Pf the free expectation
introduced in (9.6), the composition
B
Pf−−−→ Cb(F ) χ−−→ I(A),
is the unique pseudo expectation [24: Definition 1.3] from B to I(A).
Proof. Writing E for the composition of maps referred to in the statement, and using the above commutative
diagram, it is easy to see that E is a pseudo expectation.
Before turning to the uniqueness question, let us discuss the map ι of (13.1) from the point of view of
spectra. Letting Y be the spectrum of I
(
C(X)
)
, and considering the map
κ : Y → X,
dual to ι, it is easy to see that κ is surjective, as a consequence of the injectivity of ι. We then claim that
κ−1(F ) is dense in Y . In order to prove this let us denote by Y ′ the closure of κ−1(F ) in Y . We then have
that
F ⊆ κ(κ−1(F )) ⊆ κ(Y ′),
so κ(Y ′) is seen to be a compact set containing a dense subset, hence κ(Y ′) = X . By [16: Corollary 2.18]
we have that κ is essential, as defined in (12.12), so Y ′ = Y , proving that κ−1(F ) is dense, as claimed.
Finally focusing on the uniqueness question, assume that E′ : B → I(A) is another pseudo expectation.
For each y in κ−1(F ), consider the positive linear functional ψy on B given by
ψy(b) = 〈E′(b), y〉, ∀ b ∈ B.
Given a in A, we then have that
ψy(a) = 〈E′(a), y〉 = 〈ι(a), y〉 = 〈a, κ(y)〉 = ϕκ(y)(a),
so we see that ψy is a state on B extending ϕκ(y), and hence it is the unique such state because κ(y) is free,
thanks to the choice of y in κ−1(F ).
Since the paragraph above applies just as well for E in place of E′, we deduce that
〈E(b), y〉 = ψy(b) = 〈E′(b), y〉, ∀ b ∈ B.
Having seen that κ−1(F ) is dense in Y , we conclude that E(b) = E′(b), hence the required uniqueness. 
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PART II – GROUPOIDS
14. Topologically free groupoids.
Rather than starting from an inclusion, our raw material in this section will be a twisted groupoid. As we
move into new territory, we shall drastically change our standing hypotheses.
14.1. Standing Hypotheses IV. We shall fix a (not necessarily Hausdorff), e´tale groupoid G whose unit
space, denoted G(0) or more often X , is Hausdorff and locally compact. In addition we will assume that G
is equipped with a fixed Fell line bundle L [19].
Considering the associated circle bundle
Σ = {ξ ∈ L : ‖ξ‖ = 1},
we may then speak of the twisted groupoid (G,Σ) but we’d rather emphasize the line bundle L .
Let us now briefly go over the basics of the theory of groupoid C*-algebras both for the benefit of the
reader and also to fix our notation.
As usual we will denote by s and r the source and range maps of G, respectively, and we will let
G′ = {γ ∈ G : s(γ) = r(γ)}
be the isotropy group bundle. For x in X we will also let
Gx = {γ ∈ G : s(γ) = x}, and G(x) = {γ ∈ G : s(γ) = r(γ) = x},
the latter being called the isotropy group of G at x.
If U is an open bisection in G, we will denote by C0(U,L ) the set of all continuous cross-sections of the
restricted line bundle L |U vanishing at ∞, while Cc(U,L ) will denote the subset of C0(U,L ) consisting of
the compactly supported cross-sections. With the slightly different notations
C0(U,L ), and Cc(U,L ) (14.2)
we will denote the set of all cross-sections of L defined on the whole of G obtained by extending the members
of C0(U,L ) and Cc(U,L ), respectively, to G by setting them to be zero off U .
One then defines
Cc(G,L ) (14.3)
to be the linear span of the union of the Cc(U,L ), for all open bisections U , and Cc(G,L ) is then made into
a *-algebra with the operations
(f ∗ g)(γ) =
∑
γ1γ2=γ
f(γ1)g(γ2), and (f
∗)(γ) = f(γ−1)∗, (14.4)
for all f, g in Cc(G,L ), and all γ in G. The full twisted groupoid C*-algebra, denoted C∗(G,L ), is then
defined to be the completion of Cc(G,L ) with the largest C*-norm.
In order to define the reduced algebra one adopts a different strategy, based on a collection of regular
representations , defined as follows: for each x inX , let ℓ2(Gx,L ) denote the Hilbert space of square integrable
cross-sections of the restriction of L to Gx.
42
For f in Cc(G,L ), and ξ in ℓ2(Gx,L ), the formula(
πx(f)ξ
)|γ = ∑
γ1γ2=γ
f(γ1)ξ(γ2), ∀ γ ∈ G(x), (14.5)
gives a well defined element πx(f)ξ of ℓ
2(Gx,L ). The resulting operator πx(f) may then be shown to be
bounded, and the correspondence f 7→ πx(f) becomes a *-representation of Cc(G,L ) on ℓ2(Gx,L ).
The reduced twisted groupoid C*-algebra, denoted C∗red(G,L ), is then defined to be the completion of
Cc(G,L ) with the norm
‖f‖red = sup
x∈X
‖πx(f)‖, ∀ f ∈ Cc(G,L ). (14.6)
It is well known that both C∗(G,L ) and C∗red(G,L ) induce the uniform norm on Cc(U,L ), for every
bisection U , so the relative closure of the latter in either one of these algebras is isomorphic to C0(U,L ),
which will therefore be identified as a subspace of both C∗(G,L ) and C∗red(G,L ).
For each γ in Gx choose any element ξγ in the fiber Lγ with |ξγ | = 1, and let eγ denote the cross-section
of L over Gx mapping γ to ξγ , and vanishing everywhere else. One then has that {eγ}γ∈Gx is an orthonormal
basis for ℓ2(Gx,L ).
Given any f in Cc(G,L ), and given γ in Gx, observe that〈
πx(f)ex, eγ
〉
=
(
πx(f)ex
)
γ
eγ(γ)
∗ =
=
∑
γ1γ2=γ
f(γ1)ex(γ2)eγ(γ)
∗ = f(γ)ex(x)eγ(γ)
∗ = f(γ)ξxξ
∗
γ = f(γ)ξ
∗
γ ,
where the last step requires the we choose ξx to be the unit of the fiber Lx which, in retrospect, we assume
has been done. Consequently,
f(γ) =
〈
πx(f)ex, eγ
〉
ξγ , ∀ f ∈ Cc(G,L ),
from where it follows that |f(γ)| ≤ ‖f‖red, and hence the correspondence
f ∈ Cc(G,L ) 7→ f(γ) ∈ Lγ ,
is seen to extend to a continuous linear map ϕγ on C
∗
red(G,L ). By abuse of language, we write
f(γ) := ϕγ(f), ∀ f ∈ C∗red(G,L ), ∀ γ ∈ G,
so f defines a section of L , which is uniformly bounded but often discontinuous. It is easy to see that if f is
an element of C∗red(G,L ) lying in the kernel of every ϕγ , then f = 0, so we may identify f with the section
of L it defines. This practice will in fact be adopted throughout this work.
It may also be proved that the formulas (14.4) hold for every f and g in C∗red(G,L ), so we may actually
think of C∗red(G,L ) as an algebra of cross-sections of L with the above operations. The only tricky aspect
of doing so is that no simple criteria appears to exist in order to determine if a given cross-sections of L
belongs to C∗red(G,L ). This is akin to the difficulty in determining which bounded sequences {an}n∈N are
given by the Fourier coefficients of a continuous function on the circle.
Since the reduced norm ‖ · ‖red is of course smaller than the maximum norm, there exists a *-homomor-
phism
Λ : C∗(G,L )→ C∗red(G,L ), (14.7)
extending the identity map on Cc(G,L ), often called the left regular representation of C∗(G,L ). Given any
f in C∗(G,L ), we will occasionally also speak of f(γ), actually meaning Λ(f)(γ), as above, although one
should notice that if f(γ) vanishes for every γ, all we can say is that Λ(f) = 0, which does not necessarily
imply that f = 0.
We shall then be concerned with the inclusion 〈A,B〉, where
A = C0(X),
and
B =
{
C∗(G,L )
C∗red(G,L )
(14.8)
meaning that, unless indicated, B could be either C∗(G,L ) or C∗red(G,L ). It is well known that
C0(U,L ) ⊆ N(A,B),
for any open bisection U (whichever version of B one chooses).
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14.9. Definition. The union of all C0(U,L ), as U ranges in the collection of all open bisections of G, will
henceforth be denoted by NG .
It may be easily proved that NG is *-subsemigroup of N(A,B), and that
A ⊆ NG , and span(NG) = B,
so 〈A,B〉 a regular inclusion, and NG is a generating *-semigroup.
For Hausdorff groupoids, and under certain favorable hypotheses, NG includes all normalizers [27: Propo-
sition 4.2] but this is no longer true in the non-Hausdorff case, even though the other favorable hypotheses
are kept in place [14: 3.2].
Given n in NG , let Un be the open support of n, namely
Un = {γ ∈ G : n(γ) 6= 0}. (14.10)
Choosing any open bisection U such that n ∈ C0(U,L ), one sees that Un is an open subset of U , hence Un
is an open bisection as well, and n ∈ C0(Un,L ). The domain dom(n) of βn, as defined in (4.4.ii), is then
easily seen to coincide with s(Un), and for each x in s(Un), one has that
βn(x) = r(γ), (14.11)
where γ is the unique element in Un such that s(γ) = x.
The next result is the technical support allowing us to relate the classical notion of topological freeness
to our version of it.
14.12. Proposition. Given x in X , suppose that for each γ in G(x) we are given a normalizer nγ in NG ,
such that nγ(γ) 6= 0. Observing that each nγ necessarily lies in Nx := Nxx, and hence also in Cx by (7.5.i),
consider the set
Gx =
{
px(nγ) : γ ∈ G(x)
}
.
Then Gx is a linearly independent subset of the isotropy algebra B(x) with dense linear span. Consequently
the dimension2 of B(x) coincides with the order of G(x).
Proof. Let ψx be the state on B given by
ψx(f) = f(x), ∀ f ∈ B.
For any γ1, γ2 ∈ G(x), we have that
ψx(n
∗
γ1nγ2) =
(
n∗γ1nγ2
)
(x) =
∑
γ∈s−1(x)
nγ1(γ)
∗nγ2(γ).
Observing that γi is the only element in s
−1(x) on which nγi is nonzero, we conclude that
ψx(n
∗
γ1nγ2) =
{
|nγ1(γ1)|2, if γ1 = γ2,
0, otherwise.
It is evident that ψx vanishes on Jx, so we may use (3.17) to write ψx = ρ ◦ Ex, where ρ is a state on
B(x). It then follows that
ρ
(
px(nγ1)
∗px(nγ2)
)
= ρ
(
px(n
∗
γ1nγ2)
) (3.6.i)
= ρ
(
Ex(n
∗
γ1nγ2)
)
= ψx(n
∗
γ1nγ2),
2 When we speak of dimension here we do not distinguish between the cardinality of infinite sets, identifying as a single
infinite, any dimension which is not finite.
44
which, as seen above, is nonzero if and only if γ1 = γ2. The fact that the px(nγ) are linearly independent
now follows easily.
In order to prove that Gx linearly generates B(x), recall from (7.5.iv) that B(x) is linearly generated
by px(NG ∩ Nx). It therefore suffices to prove that, for every n in NG ∩ Nx, one has that px(n) lies in the
linear span of Gx.
Given n in NG ∩Nx, let Un be the open support of n, so that n ∈ C0(Un,L ). Since n is in Nx, we have
that βn(x) = x, which means that there exists some γ in Un such that s(γ) = x = r(γ), so that γ ∈ G(x). It
then easily follows that
(
n∗nγ
)
(x) 6= 0, so x lies in the open support of n∗nγ , which we henceforth denote
by V . We may then choose some v in A = C0(X), vanishing off V ∩X , such that v(x) = 1.
Setting a := n∗nγv, notice that the open support of a lies in
V · (V ∩X) ⊆ X,
so a ∈ A, and clearly 〈a, x〉 6= 0. We then have that
px(n)〈a, x〉 (7.7.iii)= px(n)px(a) = px(na) = px(nn∗nγv) =
= px(nn
∗)px(nγ)px(v)
(7.7.iii)
= 〈nn∗, x〉px(nγ)〈v, x〉 = 〈nn∗, x〉px(nγ),
from where it follows that
px(n) =
〈nn∗, x〉
〈a, x〉 px(nγ),
as desired. 
The notions of freeness for groupoids have evolved along the years and have been known by various
names which are not always consistent with one another. Below we list some of these, although we will only
be concerned with (14.13.ii), below.
14.13. Definition. An e´tale groupoid G is said to be
(i) principal when G(x) = {x}, for every x in X ,
(ii) topologically free, or topologically principal , if the subset of X formed by the points x for which
G(x) = {x}, is dense in X ,
(iii) essentially principal [26: Definition II.4.3], when for every invariant closed subset Y ⊆ X , the set of
points x in F for which G(x) = {x}, is dense in Y ,
(iv) effective [21: page 137], when the interior of G′ coincides with X .
We observe that the expression essentially principal has also been used in [27: Definition 3.1], to mean
(14.13.iv), rather than (14.13.iii).
An easy consequence of (14.12) is the following characterization of free points of X relative to the
inclusion under analysis.
14.14. Corollary.
(i) A point x in X is free relative to 〈A,B〉 if and only if the isotropy group G(x) coincides with {x}.
(ii)
〈
C0(X), C
∗(G,L )〉 is a topologically free inclusion (see Definition (12.5)), if and only if G is a
topologically free groupoid.
(iii)
〈
C0(X), C
∗
red(G,L )
〉
is a topologically free inclusion if and only if G is a topologically free groupoid.
(iv) If x is a free point in X , then the localizing projection Ex associated to x is given by
Ex(f) = f(x), ∀ f ∈ B.
Proof. (i) Follows immediately from (14.12) and (9.3).
(ii & iii) Follow from (i).
(iv) Observe that for every x in X , the correspondence
f 7→ f(x)
defines a state on B which evidently extends the state ϕx on C0(X) given by evaluation at x. In case x is
a free point, this must necessarily be the state ψx of which (9.4) speaks, whence (iv). 
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This therefore reconciles the classical notion of topological freeness with the weakest among the notions
listed in (12.5). However, for inclusions determined by groupoids and line bundles, as the ones we are
currently studying, there is more than meets the eye.
14.15. Proposition. Consider the following statements:
(i) G is topologically free,
(ii) the interior of G′ \X is empty,
(iii) every normalizer in NG is smooth.
Then (i)⇒(ii)⇒(iii). If G is second countable then also (iii)⇒(i).
Proof. (i)⇒(ii) Suppose by way of contradiction that V is a nonempty open set contained in G′ \X . Then
s(V ) is a nonempty open subset of X containing no free points, conflicting with the fact that the free points
are dense, hence proving (ii).
(ii)⇒(iii) Pick n in NG , and recall that n lies in C0(Un,L ), where Un is as in (14.10). It then follows from
(ii) that the interior of
W := Un ∩ G′ \X
is empty. Observing that G′ is closed and X is open, it follows that W is a closed subset of Un, and hence
that W is rare in Un. We leave it as an easy exercise for the reader to prove that
s(W ) ⊆ s(W ) ∪ ∂s(U),
where the closure and boundary above are taken relative to X .
Still working within X , we next claim that s(W ) has empty interior. To prove it, assume that V is a
nonempty open set contained in s(W ), whence also
V ⊆ s(W ) ∪ ∂s(U).
Since ∂s(U) is the boundary of an open set, it clearly has no interior, so V cannot be entirely contained
in ∂s(U). Thus V \ ∂s(U) is a nonempty open set contained in s(W ), contradicting the fact that W has
empty interior.
The grand conclusion so far is that
X \ s(W )
is a dense open set, and we will conclude the proof by showing that all of the points in this set are free
relative to n. We will actually prove a bit more, namely that every point not in s(W ) is free relative to n.
For this let x in X \ s(W ). If x is not in Fix(n), then (8.7.i) takes care of our needs, so assume that x
is in Fix(n), which is the same as saying that βn(x) = x, so (14.11) implies that there exists some γ in Un
such that s(γ) = x and r(γ) = x. This γ is then in Un ∩ G′, but it cannot be in W , since
s(γ) = x /∈ s(W ).
A quick glance at the definition of W , to be found near the beginning of this proof, will convince the
reader that γ belongs to X . Therefore γ also lies in Un ∩X . Choosing some v in A, supported in Un ∩X ,
such that 〈v, x〉 = 1, one may now show that nv lies in A so, if ψ1 and ψ2 are states on B extending ϕx, one
has that
ψ1(n) = ψ1(n)〈v, x〉 (7.3)= ψ1(nv) = ϕx(nv) = ψ2(nv) (7.3)= ψ1(n)〈v, x〉 = ψ1(n),
proving that x is indeed free relative to n. This proves our claim that X \ s(W ) ⊆ Fn, so the smoothness of
n follows, verifying (iii).
(iii)⇒(i) Assuming that G is second countable, we have that C∗red(G,L ) is separable, hence so is NG . One
may therefore find a countable dense *-subsemigroup N ⊆ NG , which is therefore also generating. Using
(9.2) we then have that
F =
⋂
n∈N
Fn,
and the conclusion follows from (iii) and Baire’s Theorem. 
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It is interesting to contrast (14.13.iv) with (14.15.ii): it is obvious that the former implies the latter,
that is
(G′)◦ = X ⇒ (G′ \X)◦ = ∅,
but the converse fails in general (see (19.5) and the discussion following it), although it holds when G is
Hausdorff, as the reader may easily prove based on the fact that X is closed in G.
As a consequence of (14.15), we have the following improvement of (14.14.ii&iii).
14.16. Corollary. Let 〈A,B〉 denote any one of the inclusions〈
C0(X), C
∗(G,L )〉, and 〈C0(X), C∗red(G,L )〉.
If G is a topologically free groupoid, then 〈A,B〉 is a smooth inclusion. If, in addition G is second countable,
then the converse also holds.
Proof. Assuming that G is topologically free we have by (14.15) that NG consists of smooth normalizers,
meeting all of the conditions for a smooth inclusion. If G is second countable, then B is separable, so the
converse follows from (12.6.ii). 
15. The essential groupoid C*-algebra.
In this section we will introduce a new version of the twisted C*-algebra for a topologically free groupoid,
which should be viewed as an alternative to the reduced algebra in the non-Hausdorff case. Supporting this
point of view is the fact that these algebras may be abstractly characterized, much in the same way Renault
has characterized Cartan algebras in [26], as will be proved in our main result, Theorem (18.4), below.
Under (14.1), which we assume throughout this section, it is easy to see that the set F of free points is
an invariant subset of X , in the sense that if γ ∈ G, then
s(γ) ∈ F ⇔ r(γ) ∈ F. (15.1)
Regardless of the perhaps badly behaved topology of F (it is often not locally compact) we shall next
consider the reduction of G to F .
15.2. Definition. We shall denote by Gf the reduction of G to F , namely
Gf = {γ ∈ G : s(γ) ∈ F}.
We shall refer to Gf as the free component of G.
15.3. Proposition.
(i) The black ideal of C∗red(G,L ) is trivial.
(ii) The gray ideal of B (recall from (14.8) that B denotes either the full or the reduced groupoid C*-
algebra) is given by
Γ =
{
f ∈ B : (f∗f)(x) = 0, for all x ∈ F
}
=
{
f ∈ B : f(γ) = 0, for all γ ∈ Gf
}
.
Proof. The map
Pred : f ∈ C∗red(G,L ) 7→ f |X
is a faithful generalized conditional expectation from C∗red(G,L ) to the algebra of all bounded functions on
X , hence the first point follows from (11.2.iii).
The first equality in (ii) follows immediately from (14.14.iv) and the definition of Γ given in (11.7).
Given f in B, and given any x in F , observe that
(f∗f)(x) =
∑
γ−1γ=x
f∗(γ−1)f(γ) =
∑
γ∈Gx
|f(γ)|2,
so the second equality in (ii) follows. 
47
The generalized conditional expectation referred to in the proof of (15.3.i) may fail to be faithful on
C∗(G,L ) if G is not amenable, hence the omission of the full groupoid C*-algebra there.
Since we are interested in white inclusions we will consider the following:
15.4. Definition. The essential groupoid C*-algebra of (G,L ) is the quotient C*-algebra
C∗ess(G,L ) = C∗(G,L )/Γ,
where Γ is the gray ideal. The quotient map
qess : C
∗(G,L )→ C∗ess(G,L )
will moreover be referred to as the essential projection.
If the free component of G is too small, then clearly C∗ess(G,L ) might loose a lot of information. In
the extreme non-free case, namely when G is a group, the gray ideal is clearly the whole of C∗(G,L ), and
hence C∗ess(G,L ) reduces to zero. One would therefore prefer to consider this construction only for groupoids
whose free component is not too small, such as for topologically free groupoids.
The occurrence of the full groupoid C*-algebra in the above construction suggests that there should
be a reduced version of C∗ess(G,L ), built by moding out the gray ideal of C∗red(G,L ), instead. However the
following result shows that there isn’t.
15.5. Proposition. If G is topologically free, the left regular representation
Λ : C∗(G,L )→ C∗red(G,L ),
described in (14.7), factors through the respective gray ideals Γ and Γred of C
∗(G,L ) and C∗red(G,L ), leading
up to an isomorphism
C∗ess(G,L ) =
C∗(G,L )
Γ
≃ C
∗
red(G,L )
Γred
.
Proof. Since
〈
C0(X), C
∗(G,L )〉 is a topologically free inclusion by (14.14.ii), and since the restriction of Λ
to C0(X) is the identity map, the result follows from (12.11). 
In other words, even for non-amenable groupoids, there is no distinction between C∗ess(G,L ) and its
reduced version C∗red(G,L )/Γred.
Recalling that both C∗(G,L ) and C∗red(G,L ) are defined to be the completion of Cc(G,L ) with ap-
propriate C*-norms, our next result presents another compelling reason to consider the essential groupoid
C*-algebra.
15.6. Theorem. Under (14.1), assume that G is topologically free. Then, among the collection of all C*-
seminorms on Cc(G,L ) coinciding with the uniform norm on Cc(X), there exists a smallest member, namely
the seminorm given by
‖b‖min = ‖qess(b)‖, ∀ b ∈ Cc(G,L ).
The completion of Cc(G,L ) under this seminorm is consequently the essential groupoid algebra C∗ess(G,L ).
Proof. Let ‖·‖1 be any C*-seminorm on Cc(G,L ) coinciding with the uniform norm on Cc(X), and let
C∗1 (G,L ) be the corresponding completion. Evidently the maximum C*-seminorm is bigger than ‖·‖1, so
there is a *-homomorphism
Φ : C∗(G,L )→ C∗1 (G,L )
obtained by extending the identity map on Cc(G,L ). By assumption Φ is isometric on Cc(X), and hence
it is injective on C0(X). Identifying the corresponding copies of C0(X), we may therefore assume that Φ is
actually the identity map on C0(X).
Since G is a topologically free groupoid, we have that 〈C0(X), C∗(G,L )〉 is a topologically free inclu-
sion by (14.14.ii), so we may apply (12.11) to conclude that Φ factors through the quotients providing an
isomorphism
C∗(G,L )
Γ
≃ C
∗
1 (G,L )
Γ1
,
where Γ1 is the gray ideal of C
∗
1 (G,L ). Denoting by q1 the quotient map modulo Γ1, we then have for every
b in Cc(G,L ) that
‖qess(b)‖ = ‖q1(b)‖ ≤ ‖b‖1,
concluding the proof. 
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One concrete way to express the above seminorm ‖·‖min is the following variation of the expression for
the reduced norm in (14.6), in which the supremum is taken over the set F of free points, rather than over
X .
15.7. Proposition. For every f in Cc(G,L ), one has that
‖f‖min = sup
x∈F
‖πx(f)‖,
where the πx are as in (14.5). The completion of Cc(G,L ) under the seminorm given by the right-hand-side
above is consequently the essential groupoid algebra C∗ess(G,L ).
Proof. For each x in X , it is clear that πx is bounded relative to the maximum norm on Cc(G,L ), and
therefore it extends to a *-representation of C∗(G,L ), which we will still denote by πx, by abuse of language.
Given γ in Gx, a simple computation shows that〈
πx(f)eγ , eγ
〉
= f
(
r(γ)
)
,
for all f in Cc(G,L ), and hence also for all f in C∗(G,L ), by continuity. In particular
(f∗f)
(
r(γ)
)
=
〈
πx(f
∗f)eγ , eγ
〉
= ‖πx(f)eγ‖2.
It then follows from (15.3.ii) and the invariance of F , mentioned in (15.1), that f lies in the gray ideal if
and only if πx(f) = 0, for every x in F . Put another way, the gray ideal is the kernel of the representation
of C∗(G,L ) given by
π =
⊕
x∈F
πx,
and hence we see that ‖qess(f)‖ = ‖π(f)‖. Therefore
‖f‖min (15.6)= ‖qess(f)‖ = ‖π(f)‖ = sup
x∈F
‖πx(f)‖,
concluding the proof. 
See section (24) for further discussions regarding ways to build the essential groupoid C*-algebra.
As mentioned in the preamble for this section, the essential groupoid C*-algebra will later be charac-
terized abstractly, so here are the crucial algebraic properties of our model inclusion:
15.8. Theorem. Under (14.1), and assuming that G is topologically free, the essential projection qess
introduced in (15.4) is injective on C0(X), and hence C0(X)may be identified with a subalgebra of C
∗
ess(G,L ).
Once this identification is made one has that〈
C0(X), C
∗
ess(G,L )
〉
is a weak Cartan inclusion, as defined in (12.5.iv).
Proof. Since G is topologically free, we have that
〈A,B〉 := 〈C0(X), C∗(G,L )〉
is a topologically free inclusion by (14.14.ii). Therefore the inclusion in the statement is white by (12.10).
As seen in (14.16), one has that 〈A,B〉 is smooth, so the conclusion follows from (12.8.j). 
As the reader might have noticed, our main interest is to study groupoids which are not necessarily
Hausdorff. However one might of course wonder what happens if a Hausdorff groupoid is plugged into our
construction.
15.9. Proposition. Under (14.1), assume that G is Hausdorff and topologically free. Then, considering
the inclusions described in (14.8), one has that
(i) the gray ideal of C∗(G,L ) coincides with the kernel of the left regular representation Λ mentioned
in (14.7),
(ii) the gray ideal of C∗red(G,L ) vanishes,
(iii) C∗ess(G,L ) ≃ C∗red(G,L ).
Proof. It is well known that the restriction of every f in C∗(G,L ) to X is a continuous map. Points (i)
and (ii) may then be deduced from (15.3.ii), and the density of the set F of free points. The last point then
follows from (ii). 
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16. The relative Weyl groupoid.
Our description of the Weyl groupoid and twist for a given inclusion of C*-algebras will be based on [18]
and [27], but for various reasons we need to make some small adjustments. This section should therefore be
seen as a survey of the well known construction, dotted with what we hope are some small improvements.
As such, we will often omit proofs of the results which are either explicitly in [18] and [27], or may be easily
adapted from there.
The main adjustment we need to make is to base the construction of the twisted Weyl groupoid on
a chosen *-subsemigroup N ⊆ N(A,B). The resulting Weyl groupoid and twist will therefore depend
on N . In fact it will become apparent that the dependence on N is an important feature of the non-
Hausdorff/expectationless situation. One could obviously take N = N(A,B), itself, in which case one gets
the well known Weyl groupoid and twist.
Another significant difference with respect the usual Weyl groupoid is that we use a different notion of
germs, based on [22: page 140] (see also [13: Section 4] and [4: Section 3.1]), rather than the classical notion
of germs used by Renault in his definition of the Weyl groupoid. In the case of Cartan subalgebras, or for
essentially principal groupoids, there is not much difference between the two notions because the pseudo
groups involved have few fixed points. However, since we plan to treat much more general situations, such
as inclusions in which both algebras are commutative, the classical notion of germs seems inappropriate.
We should also say that our notion of germs appears implicitly in Kumjian’s proof of [18: Theorem 3.1].
Another slight technical difference is that, rather than building the twist, and then looking at the
associated line bundle, we feel it is simpler, and perhaps a bit more elegant, to go straight after the line
bundle. It is well known that twists and Fell line bundles are interchangeable [7] but, after all, it is from the
line bundle, rather than the twist, that one constructs the twisted groupoid C*-algebra. Our procedure is
in fact to pack the construction of the twist, and from there to the line bundle, in just one go. Should the
twist ever be necessary, one may easily recover it as the corresponding circle bundle.
We should also note that the groupoid coming out of our construction is not expected to be Hausdorff.
Our assumptions throughout this section will be as follows:
16.1. Standing Hypotheses V. In addition to (4.2), namely that 〈A,B〉 is a regular inclusion with A
abelian, we shall fix a generating (see (12.1)) *-subsemigroup N ⊆ N(A,B).
The reader might want to note that until (17.13), all of our results and proofs hold under the weaker
assumption that N is admissible.
In order to describe the Weyl groupoid of 〈A,B〉, we start by considering the set
S = {(n, x) ∈ N ×X : 〈n∗n, x〉 6= 0},
where we will introduce the following equivalence relation:
16.2. Definition. Given (n1, x1) and (n2, x2) in S, we shall say that (n1, x1) ∼ (n2, x2) provided x1 = x2,
and there are a1 and a2 in A, such that
n1a1 = n2a2, and 〈a1, x1〉 6= 0 6= 〈a2, x2〉.
The underlying set for the Weyl groupoid is then defined to be the quotient
G = S/∼
and we shall denote by [n, x] the equivalence class of any given element (n, x) in S.
Given two elements, say [m, y] and [n, x] in G, we define their product if and only if βn(x) = y, in which
case we set
[m, y][n, x] = [mn, x],
observing that
〈n∗m∗mn, x〉 (4.4.ii)= 〈m∗m,βn(x)〉 〈n∗n, x〉 = 〈m∗m, y〉 〈n∗n, x〉 6= 0,
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by hypothesis, so that (mn, x) is indeed a member of S. The inverse operation may then be deduced from
the above, but it may also be explicitly defined by
[n, x]−1 = [n∗, βn(x)].
Given any n in N , as well as an open subset U ⊆ dom(n), we put
Ω(n, U) =
{
[n, x] : x ∈ U}.
The topology on G is then defined to be the one generated by the collection of all Ω(n, U).
As it turn out, the Ω(n, U) indeed form a basis for that topology. The crucial check supporting this
assertion is done as follows: given
γ ∈ Ω(n1, U1) ∩ Ω(n2, U2),
we may write
γ = [n1, x] = [n2, x],
so we may pick a1 and a2 as in (16.2). Setting m := n1a1 = n2a2, we then have that
γ ∈ Ω(m,V ) ⊆ Ω(n1, U1) ∩ Ω(n2, U2),
where V is any open neighborhood of x such that V ⊆ U1 ∩ U2, and neither a1 nor a2 vanish on V .
As in [18] and [27] one may now prove that G is an e´tale groupoid such that each Ω(n, U) is an open
bisection. However it is impossible to prove that G is Hausdorff, as this property indeed fails in many
examples.
Given any γ = [n, x] in G, observe that
γ−1γ = [n∗, βn(x)] [n, x] = [n
∗n, x]. (16.3)
In the particular case that the above normalizer n lies in A, so perhaps we should write γ = [a, x], with
a ∈ A, and 〈a, x〉 6= 0, one checks that
γ−1γ = [a∗a, x] = [a, x],
so we see that [a, x] is a unit of G.
For a general normalizer n in N , since n∗n lies in A, our calculation in (16.3) implies that every unit of
G is of the above form, hence
G(0) = {[a, x] : a ∈ A, 〈a, x〉 6= 0}.
The correspondence
[a, x] ∈ G(0) 7→ x ∈ X, (16.4)
may then be shown to be a homeomorphism, so we may identify the unit space of G with X .
When checking that the above map is onto X , we need to show that for every x in X , there exists some
a in N ∩ A, such that 〈a, x〉 6= 0, and since N is admissible, we may indeed find some a of the form n∗n,
with n in N , by (12.2).
In order to define the relevant line bundle we again bring the set S into play, introducing one more
equivalence relation, this time on C× S.
16.5. Definition. Given (λ1, n1, x1) and (λ2, n2, x2) in C× S, we shall say that
(λ1, n1, x1) ≈ (λ2, n2, x2)
provided x1 = x2, and there are a1 and a2 in A, such that
n1a1 = n2a2, and
λ1
〈a1, x1〉 =
λ2
〈a2, x2〉 ,
where the terms in the denominator are implicitly required not to vanish. We also put
L =
C× S
≈
and we shall denote by [λ, n, x] the equivalence class of any given element (λ, n, x) in C× S.
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Using brackets to denote equivalence classes for both “∼” and “≈” does not seem to be a reckless choice
since the number of coordinates inside those brackets gives away which equivalence relation one is referring
to.
Observing that
(λ1, n1, x1) ≈ (λ2, n2, x2) ⇒ (n1, x1) ∼ (n2, x2),
we see that the formula
π
(
[λ, n, x]
)
= [n, x], ∀ (λ, n, x) ∈ C× S,
gives a well defined function from L to G. Given any γ in G, one then defines the fiber of L over γ, by
Lγ = π
−1({γ}).
In order to give a sensible description of Lλ, write γ = [m,x] and notice that Lγ consists precisely of
all elements [λ, n, x] such that [n, x] = [m,x]. Given any such element, we may then find a and b in A, with
〈a, x〉 6= 0 6= 〈b, x〉, and na = mb. Setting
µ =
λ〈b, x〉
〈a, x〉 ,
it is easy to see that [λ, n, x] = [µ,m, x], so we see that
L [m,x] =
{
[µ,m, x] : µ ∈ C}.
In addition, the correspondence
µ ∈ C 7→ [µ,m, x] ∈ L [m,x]
is easily seen to be a bijection from the “complex line” to L [m,x], through which we give L [m,x] the structure
of a one-dimensional complex vector space.
Let us now describe the Fell bundle structure [19] of L . Besides the above linear structure on each
fiber, we need multiplication operations
Lγ1 ×Lγ2 → Lγ1γ2 ,
for every pair (γ1, γ2) in the set G(2) of multiplyable pairs , as well as adjoint operations
∗ : Lγ → Lγ−1 ,
for every γ in G. Regarding the former, write γi = [ni, xi], so that x1 = βn2(x2). Any pair of elements in
Lγ1 ×Lγ2 may then be written uniquely as(
[λ1, n1, x1], [λ2, n2, x2]
)
,
for λ1, λ2 ∈ C, and we then set their product to be
[λ1, n1, x1] · [λ2, n2, x2] = [λ1λ2, n1n2, x2].
Likewise, given [λ, n, x] ∈ L [n,x], we define
[λ, n, x]∗ =
[
λ¯, n∗, βn(x)
]
.
The uniqueness of the representation [λ, n, x] for any given element of Lγ only stands after one chooses
to represent γ as [n, x], so all of the above operations must still be shown not to depend on the choice of
representatives. Let us therefore verify this, at least in the stickier case, which is
[λ1, n1, x1] = [λ
′
1, n
′
1, x1] ⇒ [λ1λ2, n1n2, x2] = [λ′1λ2, n′1n2, x2]. (16.6)
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In the statement of our task it is, of course, implicit that
x1 = βn2(x2) ∈ dom(n1) ∩ dom(n′1) ∩ ran(n2),
and the hypothesis implies that there are a and a′ in A, such that
n1a = n
′
1a
′, and
λ1
〈a, x1〉 =
λ′1
〈a′, x1〉 .
Choosing any v in A, vanishing off ran(n2), and such that 〈v, x1〉 6= 0, we may replace a and a′
respectively by av and a′v, after what we may assume that both a and a′ lie in C0
(
ran(n2)
)
. Consequently
an2 , a′
n2 ∈ C0
(
dom(n2)
) ⊆ A,
and then
n1n2a
n2 (6.3)= n1an2 = n
′
1a
′n2
(6.3)
= n′1n2a
′n2 ,
while
λ1λ2
〈an2 , x2〉 =
λ1λ2
〈a, βn2(x2)〉
=
λ1λ2
〈a, x1〉 =
λ′1λ2
〈a′, x1〉 =
λ′1λ2
〈a′, βn2(x2)〉
=
λ′1λ2
〈a′n2 , x2〉 ,
proving (16.6).
These operations may now be shown to satisfy all of the 10 axioms listed in [19: 2.1], except for their
topological aspects, as we have not yet equipped L with any topology.
Even though each fiber Lγ is a one-dimensional vector space, it does not come equipped with a canonical
basis, meaning a canonical generator. This is in contrast to the fibers over unit elements of G, which
are invariant under the multiplication and adjoint operations, and hence possess the structure of a one-
dimensional C*-algebra. In this case Lγ does indeed possess a very canonical linear generator, namely its
unit.
Since the unit in a one-dimensional C*-algebra is its only nonzero idempotent element, we may search
for it among the solutions of the equation ξ2 = ξ.
Given γ in G(0), say γ = [a, x], with a in N ∩ A satisfying 〈a, x〉 6= 0, write ξ = [λ, a, x], so the above
equation takes the form
[λ, a, x] = [λ, a, x]2 = [λ2, a2, x],
This means that (λ, a, x) ≈ (λ2, a2, x), so, for suitable b and c in A, we have
ab = a2c, and
λ
〈b, x〉 =
λ2
〈c, x〉 .
The solution may then be found by observing that λ 6= 0, so
λ =
〈c, x〉
〈b, x〉 =
〈a2, x〉〈c, x〉
〈a2, x〉〈b, x〉 =
〈a2c, x〉
〈a, x〉〈ab, x〉 =
1
〈a, x〉 .
The conclusion is then that the unit of the one-dimensional C*-algebra L [a,n] is given by
1 = [〈a, x〉−1, a, x]. (16.7)
This also allows us to compute the absolute value of any given ξ = [λ, a, x], as follows∣∣[λ, a, x]∣∣ = ∣∣∣λ〈a, x〉[〈a, x〉−1 , a, x]∣∣∣ = ∣∣λ〈a, x〉∣∣ |1| = ∣∣λ〈a, x〉∣∣. (16.8)
More generally, given an arbitrary element γ = [n, x] in G, and any
ξ = [λ, n, x] ∈ L [n,x],
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we have
|ξ|2 = ∣∣ξ∗ξ∣∣ = ∣∣[λ¯, n∗, x][λ, n, x]∣∣ = ∣∣[λ¯λ, n∗n, x]∣∣ (16.8)= |λ|2〈n∗n, x〉.
Consequently ∣∣[λ, n, x]∣∣ = |λ| 〈n∗n, x〉1/2. (16.9)
Speaking of providing a topology for L , we shall introduce one based on [15: II.13.18] and [5: Appendix
B], a construction that requires a collection of local cross-sections of L . In order to produce such a collection,
choose n in N , and let
a ∈ Cb(dom(n)).
We will often choose such a’s by restricting some member of A to dom(n), but we will see that it is useful
to introduce the following for any bounded continuous function on dom(n), regardless of whether or not a
extends to a continuous function on X . A hint about the relevance of this choice is that Cb
(
dom(n)
)
is the
multiplier algebra of C0
(
dom(n)
)
, as in (6.2). Considering the bisection
Ω(n) := Ω
(
n, dom(n)
)
, (16.10)
let
ξn,a : [n, x] ∈ Ω(n) 7→
[
a(x), n, x
] ∈ L [n,x]. (16.11)
We evidently have that π ◦ ξn,a is the identity map on Ω(n), so ξn,a is a local cross-section of L . Observe
that ∣∣ξn,a([n, x])∣∣ = ∣∣[a(x), n, x]∣∣ (16.9)= |a(x)| 〈n∗n, x〉1/2, (16.12)
which is a continuous function of the variable x, and hence also of the variable [n, x], due to the fact that
Ω(n) is a bisection and hence [n, x] ↔ x is a homeomorphism. We may then use [15: II.13.18] to give L a
unique topology, making each ξn,a a continuous local cross-section.
The careful reader will have noticed that [15: II.13.18] assumes that the base topological space is Haus-
dorff, but the proof given there makes no fundamental use of that hypothesis and hence may be adapted to
our present situation in which G is not necessarily Hausdorff. See also [5: Appendix B].
One may then prove that both the multiplication and the adjoint operations are continuous with respect
to this topology, so we see that L is a bona fide Fell line bundle over G.
16.13. Definition. Let 〈A,B〉 be a regular inclusion with A abelian, and let N ⊆ N(A,B) be a generating
*-semigroup. Then the groupoid G and the line bundle L introduced above are called respectively the Weyl
groupoid and the Weyl line bundle relative to N . Should we want to emphasize the important fact that our
construction depends on the choice of N , we will denote them respectively by
GN , and LN .
17. Fell bundles over inverse semigroups.
The standing assumptions for this section will be (16.1). Our main purpose is to find a natural *-homomor-
phism from C∗
(GN ,LN) to B. The primary tool to be used here is the theory of Fell bundles over inverse
semigroups introduced by Sieben in unpublished work and later developed in [12], where the reader is referred
to for the definition and basic concepts. We thus begin by discussing the relevant inverse semigroup.
Speaking of the bisections defined in (16.10), given n and m in N , observe that (4.4.iii) implies that
Ω(n)Ω(m) = Ω(nm), while (4.4.iv) gives Ω(n)−1 = Ω(n∗). Therefore the collection of all bisections
SN =
{
Ω(n) : n ∈ N} (17.1)
forms a *-subsemigroup of the inverse semigroup of all open bisections of G. Consequently SN is an inverse
semigroup in its own right.
Recall from [13: 5.4.ii] and [4: Definition 2.14] that, in order to verify that SN is wide, one needs to
prove that SN is a cover of G, and for every U, V in SN , and every γ ∈ U ∩ V , there must exist W in SN ,
such that γ ∈W ⊆ U ∩ V .
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17.2. Proposition. The inverse semigroup SN introduced in (17.1) is wide.
Proof. By construction, it is clear that SN covers G. Given n and m in N , let γ ∈ Ω(n) ∩Ω(m), so we may
write
γ = [n, x] = [m,x],
for some x in dom(n) ∩ dom(m). The two representatives for γ implicit above lead to a pair of elements a
and b in A, with na = mb, and 〈a, x〉 6= 0 6= 〈b, x〉. It follows that
γ = [na, x] ∈ Ω(na) ⊆ Ω(n) ∩ Ω(m),
completing the proof. 
Given the important role played by inverse semigroups here, many ingredients of our construction will
have to be parametrized by SN , although they are currently parametrized by N . We will therefore need
to gain a good understanding of the correspondence n → Ω(n). We thus start with the following auxiliary
device.
17.3. Lemma. Given n and m in N , the following are equivalent:
(i) Ω(n) ⊆ Ω(m),
(ii) dom(n) ⊆ dom(m), and there are a and b in C0
(
dom(n)
)
, both of which are nonzero on every point
of dom(n), and such that na = mb.
Proof. (ii)⇒(i) Obvious.
(i)⇒(ii) Since the source of Ω(n) is dom(n), and similarly for Ω(m), we have that dom(n) ⊆ dom(m). We
next claim that, for every x in dom(n), there are ax and bx in C0
(
dom(n)
)
, such that
0 ≤ ax ≤ 1, 〈ax, x〉 = 1, and nax = mbx.
To prove the claim, pick any x in dom(n), and notice that [n, x] lies in Ω(n), hence also in Ω(m). The only
element of Ω(m) whose source coincides with that of [n, x] is [m,x], so we must necessarily have
[n, x] = [m,x],
and hence we may choose a and b in A, such that 〈a, x〉 6= 0 6= 〈b, x〉, and na = mb. Upon multiplying
both a and b by some v in C0(dom(n)) satisfying 〈v, x〉 = 〈a, x〉−1, we may assume that both a and b lie in
C0
(
dom(n)
)
, and 〈a, x〉 = 1.
We next consider the subsets of X given by
V =
{
y ∈ X : |〈a, y〉| > 2/3}, and K = {y ∈ X : |〈a, y〉| ≥ 1/3},
and we notice that V is open, K is compact, and
x ∈ V ⊆ K ⊆ dom(n).
Using Tietze’s extension Theorem, let f be a bounded function on X , such that
f(y) =
1
〈a, y〉 , ∀ y ∈ K,
and choose v in A, supported on V , such that 〈v, x〉 = 1, and 0 ≤ v ≤ 1. Then af coincides with 1 on the
support of v, so
ax := afv = v,
and clearly
nax = nafv = mbfv = mbx,
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where bx = bfv, so ax and bx form the desired pair of functions, and the claim is thus verified. Let us
introduce the open subset of dom(n) given by
Ux = {y ∈ X : 〈ax, y〉 > 0},
which clearly contains x. Evidently {Ux}x∈dom(n) is an open cover for dom(n), and we claim that it admits
a countable subcover. To see this, write
dom(n) =
⋃
k∈N
{x ∈ X : 〈n∗n, x〉 ≥ 1/k},
from where we deduce that dom(n) is a countable union of compact sets. If, for each such compact set, we
select a finite subcover of the above cover, altogether we will get the claimed countable subcover for dom(n),
say {Uxk}k∈N. Setting
rk = max{‖axk‖, ‖bxk‖},
we finally define
a =
∞∑
k=1
axk
rk2k
, and b =
∞∑
k=1
bxk
rk2k
.
Again we have that na = mb, while a is strictly positive on dom(n). Regarding b, notice that for every x in
dom(n) we have that
|〈b, x〉|2〈m∗m,x〉 = 〈b∗m∗mb, x〉 = 〈a∗n∗na, x〉 = |〈a, x〉|2〈n∗n, x〉 > 0
so 〈b, x〉 6= 0, and the proof is concluded. 
As an immediate consequence of (17.3) we have:
17.4. Corollary. Given n and m in N , the following are equivalent:
(i) Ω(n) = Ω(m),
(ii) dom(n) = dom(m), and there are a and b in A, none of which vanish on dom(n), such that na = mb.
Based on the above one could introduce an equivalence relation on N by saying that n and m are
equivalent if and only if the equivalent conditions in (17.4) hold. The quotient space will then evidently
be in a one-to-one correspondence with the inverse semigroup SN introduced in (17.1). Referring to SN ,
instead, will therefore save ourselves of the trouble of introducing a further equivalence relation to our already
long list.
Recall that for each U in SN ,
C0
(
U,LN
)
,
denotes the set of all continuous cross-sections of LN defined on U , and vanishing at infinity.
Speaking of the cross-section ξn,a described in (16.11) in terms of a given n in N , and a given a in
Cb
(
dom(n)
)
, we have that ξn,a is continuous by construction. Moreover, staring at (16.12), while keeping in
mind that n∗n lies in C0
(
dom(n)
)
, and a lies in Cb
(
dom(n)
)
, we see that
ξn,a ∈ C0
(
Ω(n),LN
)
.
17.5. Proposition. Given any n in N , one has that the set{
ξn,a : a ∈ A
}
is a dense linear subspace of C0
(
Ω(n),LN
)
.
Proof. Observing that the correspondence a → ξn,a is clearly linear, we see that the above set is a linear
subspace. Its density then follows from [15: II.14.1].
Incidentally notice that, as a bisection, Ω(n) is homeomorphic to dom(n), and hence a locally compact
Hausdorff space. 
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Besides dealing with Fell bundles over groupoids, as defined by Kumjian in [19], such as our Fell line
bundle LN , we will also be working with Fell bundles over inverse semigroups [12], two concepts which are
intrinsically linked to each other, although formally rather distinct.
The terminology “Fell bundle” might therefore be a bit confusing, since it refers to these two distinct
concepts, but in this section we will only be dealing with one example of each kind, referring to the first
one as the Fell line bundle LN over GN , as we have been doing, while we will now introduce the second Fell
bundle of interest, this time over an inverse semigroup.
The inverse semigroup to be used is precisely the semigroup SN introduced in (17.1), and the Fell
bundle over SN we have in mind is given by{
C0
(
U,LN
)}
U∈SN
(17.6)
The structural operations required by [12: Definition 2.1] may be obtained by viewing each C0
(
U,LN
)
as a
subset of the twisted groupoid C*-algebra C∗(GN ,LN ), and borrowing the multiplication operation
C0
(
U,LN
)× C0(V,LN)→ C0(UV,LN ),
and the adjoint operation
∗ : C0
(
U,LN
)→ C0(U−1,LN )
from the latter. Regarding the maps js,t required by [12: Definition 2.1], whenever two given U and V in
SN satisfy U ≤ V , namely when U ⊆ V , it is clear that
C0
(
U,LN
) ⊆ C0(V,LN),
so we take jV,U to be simply the inclusion map.
In order to get a glimpse into the structure of this object, it pays to analyze the behavior of the product
and adjoint operations on the basic local cross-sections of (16.11).
17.7. Proposition. Let
n,m ∈ N, a ∈ Cb(dom(n)), and b ∈ Cb(dom(m)).
Then, observing that bna is well defined, bounded and continuous on dom(mn), we have
(i) ξm,b ξn,a = ξmn,bna, and
(ii) ξ∗n,a = ξn∗,a¯n∗ .
Proof. Since ξm,b is supported in Ω(m) and ξn,a is supported in Ω(n), their product is supported in Ω(mn).
Picking any γ in Ω(mn), we may then write γ = [mn, x], for some x in dom(mn), so that x lies in dom(n),
while βn(x) is in dom(m). We then have
(ξm,b ξn,a)(γ) =
∑
γ1γ2=γ
ξm,b(γ1)ξn,a(γ2) = · · · (17.7.1)
There is only one meaningful way to factor γ as γ1γ2, i.e., so that ξm,b(γ1) and ξn,a(γ2) are both liable to
be nonzero, which is
γ = [mn, x] = [m,βn(x)][n, x],
so we have that (17.7.1) equals
· · · = ξm,b
(
[m,βn(x)]
)
ξn,a
(
[n, x]
)
=
[
b(βn(x)),m, βn(x)
][
a(x), n, x
]
=
=
[
(bna)(x),mn, x
]
= ξmn,bna(γ),
proving (i). Regarding (ii) observe that both ξ∗n,a and ξn∗,a∗ are supported on Ω(n
∗), so let us pick γ in
Ω(n∗), necessarily of the form γ = [n∗, x], where x ∈ dom(n∗). Then
ξ∗n,a(γ) = ξn,a(γ
−1)∗ = ξn,a([n, βn∗(x)])
∗ =
= [a(βn∗(x)), n, βn∗(x)]
∗ = [a¯n
∗
(x), n∗, x] = ξn∗,a¯n∗ [n
∗, x]. 
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We eventually want to be able to describe our originally given inclusion 〈A,B〉 in terms of the pair
(GN ,LN ). A first point of contact between these is given by the following:
17.8. Proposition. Given any n in N , there is a linear isometry
ρn : C0
(
Ω(n),LN
)→ B,
whose range coincides with nA, and such that ρn(ξn,a) = na, for all a in A.
Proof. Denote by Cn the linear subspace of C0
(
Ω(n),LN
)
described in (17.5). For any given a in A, notice
that ∥∥ξn,a∥∥ = sup
x∈dom(n)
∣∣ξn,a([n, x])∣∣ (16.12)= sup
x∈dom(n)
|〈a, x〉| 〈n∗n, x〉1/2 =
= sup
x∈X
〈a∗n∗na, x〉1/2 = ‖a∗n∗na‖1/2 = ‖na‖.
We therefore get a well defined linear isometric map
ρn : Cn → B,
by putting ρn(ξn,a) = na, for all a in A. Since Cn is dense in C0
(
Ω(n),LN
)
by (17.5), we may therefore
extend ρn to C0
(
Ω(n),LN
)
, obtaining the required map. 
We would now like to use the above ρn to build a representation of the Fell bundle in (17.6). We thus
need to show that the correspondence Ω(n)→ ρn is well defined.
17.9. Lemma. Let n,m ∈ N be such that Ω(n) ⊆ Ω(m), and choose a, b ∈ A as in (17.3), so that neither
a nor b vanish on dom(n), and na = mb. Then, for every c in Cc
(
dom(n)
)
, one has that
ξn,c = ξm,c′ ,
where c′ =
bc
a
.
Proof. Observe that the above expression for c′ gives a well defined member of Cc
(
dom(n)
)
because a does
not vanish on dom(n), and c is compactly supported. Given any element of Ω(n), write it as [n, x], for some
x in dom(n), and observe that [n, x] = [m,x]. Then
ξn,c([n, x]) = [〈c, x〉, n, x] (!)= [〈c′, x〉,m, x] = ξm,c′([m,x]) = ξm,c′([n, x]),
where the equality marked with (!) is justified by the fact that
na = mb, and
c(x)
〈a, x〉 =
c′(x)
〈b, x〉 .
This shows that ξn,c = ξm,c′ on Ω(n). For γ in Ω(m) \ Ω(n), one has that ξn,c(γ) clearly vanishes, and we
claim that also ξm,c′(γ) = 0. To see this, write γ = [m,x], for some x in dom(m). Then x cannot be in
dom(n), or otherwise [m,x] = [n, x] ∈ Ω(n). So
|ξm,c′(γ)| = |ξm,c′([m,x])| (16.12)= |c′(x)|〈m∗m,x〉|1/2 = 0.
This concludes the proof. 
17.10. Proposition. Let n and m be normalizers in N such that Ω(n) ⊆ Ω(m). Then the restriction of
ρm to C0
(
Ω(n),LN
)
coincides with ρn.
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Proof. In order to prove that ρn and ρm agree on C0
(
Ω(n),LN
)
, it is enough to prove that they coincide on
the dense subset given by (17.5), namely to prove that
ρn(ξn,c) = ρm(ξn,c), (17.10.1)
for every c in A. If {ui}i is an approximate unit for C0
(
dom(n)
)
contained in Cc
(
dom(n)
)
, we claim that
lim
i→∞
ξn,cui = ξn,c.
To see this we compute
‖ξn,cui − ξn,c‖2
(17.8)
= ‖ncui − nc‖2 = ‖n(cui − c)‖2 =
= ‖(cui − c)∗n∗n(cui − c)‖ ≤ ‖cui − c‖‖n∗ncui − n∗nc)‖,
which converges to zero since n∗nc belongs to C0
(
dom(n)
)
. With this we see that it is enough to prove
(17.10.1) for c in Cc
(
dom(n)
)
.
Using that Ω(n) ⊆ Ω(m), we next choose a and b in C0
(
dom(n)
)
as in (17.3), so that neither a nor b
vanish on dom(n), and na = mb. Defining
c′ =
bc
a
,
we have that c′ lies in Cc
(
dom(n)
)
, and from (17.9) it follows that ξn,c = ξm,c′ , so
ρm(ξn,c) = ρm(ξm,c′) = mc
′ = m
bc
a
= nc = ρn(ξn,c),
verifying (17.10.1) and therefore concluding the proof. 
As a consequence of (17.10) we have:
17.11. Corollary. If n,m ∈ N are such that Ω(n) = Ω(m), then ρm = ρn.
In view of the above result, for every U in SN , we may unambiguously define
ρU = ρn,
where n is any element in N chosen such that U = Ω(n).
17.12. Proposition. The collection of maps{
ρU : C0
(
U,LN
)→ B}
U∈SN
forms a representation of the Fell bundle introduced in (17.6) within the C*-algebra B.
Proof. According to [12: 3.1] we need to show that, for every U and V in SN , every ξ in C0(U,LN ), and
every η in C0(V,LN ), one has
(a) ρU (ξ)ρV (η) = ρUV (ξη),
(b) ρU (ξ)
∗ = ρU∗(ξ
∗),
(c) if V ⊆ U , then the restriction of ρU to C0
(
V,LN
)
coincides with ρV .
Writing U = Ω(m) and V = Ω(n), with n and m in N , let us first prove (a). Using (17.5) it suffices to take
ξ = ξm,b and η = ξn,a, with a and b in A. Once these choices are made we have
ρUV (ξη) = ρmn(ξm,bξn,a)
(17.7.i)
= ρmn(ξmn,bna) = mnb
na
(6.4)
= mbna =
= ρm(ξm,b)ρn(ξn,a) = ρU (ξ)ρV (η).
Leaving (b) as an exercise, we note that (c) has been proved in (17.10). 
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The main result of this section may now be proven. Even though we have so far only used that N is
admissible, it will now be crucial that N is also generating.
17.13. Theorem. Let 〈A,B〉 be a regular inclusion with A abelian, and let N ⊆ N(A,B) be a generating
*-subsemigroup. Then there exists a surjective *-homomorphism
Φ : C∗
(GN ,LN)→ B,
restricting to the identity map from
C0
(G(0)N ) = C0(X) −→ C0(X) = A,
and such that,
Φ(ξn,a) = na, ∀n ∈ N, ∀ a ∈ A,
where the local cross-section ξn,a is given by (16.11).
Proof. Denoting by B the Fell bundle introduced in (17.6), and by C∗(B ) its cross-sectional C*-algebra [12
: 3.4], we may use the universal property [12: 3.5] of C∗(B ) to obtain a *-homomorphism
Φ : C∗(B )→ B,
collectively extending all of the ρU . Since SN is wide by (17.2), we may apply [5: Corollary 5.6] to conclude
that C∗(B ) is naturally isomorphic to C∗
(GN ,LN), from where the existence of the required map follows.
Since N is generating, we have that NA spans a dense subspace of B, so we see that Φ is surjective. 
18. Topological freeness of the Weyl groupoid and the main Theorem.
In this section we continue adopting (16.1). The existence of the map Φ provided by (17.13) is the first step
in the search for a groupoid model for the inclusion 〈A,B〉. However we should worry that perhaps the null
space of Φ might be to big for us to claim victory. For example, if A = C, then any unitary element of
B is a normalizer, and if we choose to build the relative Weyl groupoid out of N = N(A,B), the resulting
groupoid will be the whole unitary group of B equipped with the discrete topology. Although the map Φ
above is still available, the difference between C∗
(GN ,LN) and B will be too big, invalidating any claims
that the former could be used to describe the latter. The key to avoid an excessively big kernel is to show
that the Weyl groupoid is topologically free, and this will be the first medium term goal of this section.
18.1. Definition. Given n in N , we will say that a given point x in dom(n) is trivial relative to n, if there
exists v in A such that 〈v, x〉 = 1, and nv ∈ A. The set of all such points will be denoted by Tn.
For x in dom(n), observe that x is trivial relative to n if and only if the germ [n, x] is a unit in the Weyl
groupoid.
The next result is the technical basis for proving the topological freeness of GN .
18.2. Lemma. For every n in N one has that
(i) Tn is open,
(ii) Tn ⊆ Fn ∩ Fix(n),
(iii) If 〈A,B〉 is a white inclusion, then Tn = F ◦n ∩ Fıx◦ (n).
Proof. (i) Obvious.
(ii) Given x in Tn, choose v in A such that 〈v, x〉 = 1, and nv ∈ A. For any two states ψ1 and ψ2 on B
extending ϕx, we then have that
ψ1(n)
(7.3)
=
ψ1(nv)
〈v, x〉 =
ϕx(nv)
〈v, x〉 =
ψ2(nv)
〈v, x〉
(7.3)
= ψ2(n),
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so x ∈ Fn. Moreover,
βn(x) = βn
(
βv(x)
)
= βnv(x) = x,
so x ∈ Fix(n). This concludes the proof of (ii).
(iii) By (i) and (ii) it is clear that
Tn ⊆ F ◦n ∩ Fıx◦ (n),
so we next set out to prove the reverse inclusion. Given x in F ◦n ∩ Fıx◦ (n), we may choose an open set W
with
x ∈W ⊆ Fn ∩ Fix(n).
Picking any v in A vanishing off W , and such that 〈v, x〉 = 1, set m = nv. Then
βm = βnv = βnβv = βn|dom(v),
so βm is the identity map and we have by (4.7) that m lies in A
′.
Regarding the function εm introduced in (8.2), observe that it is only defined on Fm, but let us instead
consider the complex valued function g defined on the whole of X by setting it to coincide with εm on Fm,
and with zero on the complement of Fm. We then claim that g lies in C0(X). To see this observe that, for
every y in Fm, one has that
|εm(y)| = |εnv(y)| (8.3.iii)= |εn(y)〈v, y〉| ≤ ‖n‖ |〈v, y〉|. (18.2.1)
This implies that εm vanishes on Fm \W , and hence that g vanishes on X \W .
To analyze the behavior of g within W , note that
W ⊆ Fn
(8.3.ii)
⊆ Fnv = Fm,
so we see that g is continuous on W by (8.4). In addition, notice that the restriction of g to W actually lies
in C0(W ) by (18.2.1). This said, it is now easy to see that g is in C0(X), as claimed. The crucial property
of g that will be relevant to us is that
g(y) = εm(y), ∀ y ∈ Fm. (18.2.2)
We next claim that m−g belongs to the gray ideal of B. To see this, notice that given y ∈ F , we clearly
have that also y ∈ Fm, whence
Eyy(m− g) = Ey(m− g) (9.4)= εm(y)− g(y) (18.2.2)= 0.
Since both m and g lie in A′, we have for every y 6= z in F , that
Eyz(m) = 0 = Eyz(g),
by (11.5), so in fact
Eyz(m− g) = 0, ∀ y, z ∈ F,
regardless of whether y = z or not. Consequently m− g ∈ Γ, by (11.7.iii), as claimed. Since we are assuming
that the gray ideal Γ vanishes, we then conclude that m = g, so
nv = m = g ∈ A,
thus proving that x is trivial relative to n. 
The following result is the motivation for the first part of the title of the present section:
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18.3. Proposition. Under (16.1) suppose that:
(i) 〈A,B〉 is a white inclusion,
(ii) N is countable,
(iii) every element of N is smooth.
Then the relative Weyl groupoid GN is topologically free.
Proof. For every n in N we have by the definition of smoothness that F ◦n is dense in X . Since N is countable,
Baire’s Theorem says that
F ′ :=
⋂
n∈N
F ◦n ,
is dense in X . The proof will therefore be concluded once we show that the isotropy group GN (x) is trivial
for every x in F ′. Fixing x in F ′, let us pick any γ in GN (x), which we write as [n, x], where n is in N , and
x ∈ dom(n). We then have that the range of [n, x] coincides with its source, which translates into saying
that βn(x) = x, so x ∈ Fix(n). Moreover
x ∈ Fn
(8.8)
⊆ X \ ∂Fix(n),
so x is necessarily in Fıx
◦
(n). Consequently
x ∈ F ◦n ∩ Fıx◦ (n)
(18.2.iii)
= Tn,
so we see that
γ = [n, x] ∈ G(0)N .
This shows that GN (x) is trivial for every x in F ′, so GN is topologically free. 
The promised characterization of inclusions involving essential groupoid C*-algebras is the main result
of this paper.
18.4. Theorem. Let 〈A,B〉 be a weak Cartan inclusion, with B separable and A abelian, the spectrum of
the latter denoted by X . Choose a countable, generating subsemigroup N ⊆ N(A,B) consisting of smooth
normalizers, and let GN and LN be the associated relative Weyl groupoid and line bundle, respectively.
Then there exists a *-isomorphism
Ψ : C∗ess(GN ,LN )→ B
carrying C0(X) onto A.
Proof. We should first observe that, since 〈A,B〉 is a smooth inclusion, there exists a generating subsemigroup
M ⊆ N(A,B) consisting of smooth normalizers. Since B is separable, then so is M . Taking any countable
dense subset of M , and letting N be the *-semigroup generated by this set, we get a semigroup with the
properties listed in the statement. Employing (18.3) we then deduce that GN is topologically free, so the
inclusion 〈
C0(X), C
∗
(GN ,LN)〉
is topologically free by (14.14.ii). Considering the *-epimomorphism
Φ : C∗
(GN ,LN)→ B
given by (17.13), which restricts to the identity on the corresponding copies of C0(X), we may then apply
(12.11) which says that Φ becomes an isomorphism after it is factored through the quotients by the corre-
sponding gray ideals. In the case of C∗
(GN ,LN), the quotient is C∗ess(GN ,LN ), by definition, and in the
case of B, the quotient is B itself, by hypotheses. This concludes the proof. 
As a consequence of the last result and (15.8), we obtain:
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18.5. Corollary. The class of all weak Cartan inclusions 〈A,B〉, with B separable and A abelian, coincides
with the class of all inclusions 〈
C0(X), C
∗
ess(G,L )
〉
,
with G second countable and topologically free.
Besides providing the model for separable weak Cartan inclusions, there are other strong reasons to
consider essential groupoid C*-algebras. Among them we point out that C∗ess(G,L ) does not suffer from
many of the problems plaguing the classical reduced C*-algebras of non-Hausdorff groupoid, such as those
described in [14].
18.6. Theorem. Assume that G is topologically free. Then,
(i) every nonzero ideal of C∗ess(G,L ) has a nonzero intersection with C0(X),
(ii) C∗ess(G,L ) is simple if and only if G is minimal.
Proof. The first point is an immediate consequence of (15.8), which says that our inclusion is weak Cartan,
and hence also white, together with (12.7.i).
Regarding (ii), it is well known that the minimality of G is equivalent to C0(X) being C∗(G,L )-simple,
hence it is also equivalent to C0(X) being C
∗
ess(G,L )-simple by (12.9.c&d). The conclusion then follows from
(12.7.ii) 
We remark that a purely algebraic version of the above Theorem has been obtained by Nekrashevych
in [20: Proposition 4.1].
19. Semi-masas.
The reader might have noticed that the notion of maximal abelian subalgebras, which is absolutely central
in the study of effective Hausdorff groupoids or Cartan subalgebras, has been conspicuously absent until
now. Indeed we have so far based our development on the notion of topological freeness and this has proved
a fruitful approach. However, should one insist in uncovering the role of masas in the present context, there
are many relevant things to be said.
In this section we will return to (4.2), namely we will assume that 〈A,B〉 is a regular inclusion, with A
abelian.
19.1. Definition.
(i) We will say that A is a maximal abelian subalgebra of B, masa for short, if the relative commutant
A′ = {b ∈ B : ba = ab, ∀a ∈ A},
coincides with A.
(ii) When there exists a generating *-subsemigroup N ⊆ N(A,B), such that
(NA) ∩ A′ ⊆ A,
we will say that A is a semi-masa relative to N , or simply a semi-masa if N is understood.
Observe that if A is a masa, then it is also a semi-masa relative to N(A,B). In other words, the property
of being a semi-masa is indeed weaker than being a masa.
Given n in N , recall from (8.2) that Fn denotes the set of all free points relative to n, while Tn refers
to the set of trivial points relative to n, as defined in (18.1).
19.2. Lemma. Suppose that A is a semi-masa relative to a given semigroup N of normalizers. Given n in
N and a in A, put m = na. Then
(i) if βm coincides with the identity on dom(m), then m ∈ A,
(ii) For every x in Fıx
◦
(m), there exists v in A, such that 〈v, x〉 = 1, and mv ∈ A,
(iii) Fıx
◦
(m) = Tm,
(iv) ∂Fix(m) = X \ Fm.
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Proof. (i) Assuming that βm coincides with the identity on dom(m), we have that m lies in A
′ by (4.7).
Therefore m ∈ (NA) ∩ A′ ⊆ A.
(ii) Given x in Fıx
◦
(m), choose v in A vanishing off Fix(m), and such that 〈v, x〉 = 1. We then have that
βmv = βm ◦ βv = βm ◦ iddom(v) = βm|dom(v) = iddom(v).
Noticing that mv = nav ∈ NA, it then follows from (i) that mv ∈ A.
(iii) By (18.2.ii) we have that Tm ⊆ Fix(m), and hence also that Tm ⊆ Fıx◦ (m), because the former is open.
The reverse inclusion then follows from (ii).
(iv) We have already seen in (8.8.ii) that ∂Fix(m) ⊆ X \ Fm. In order to prove the reverse inclusion, pick
any x in X \ Fm. Using (8.7.i), we have that x lies in Fix(m), so it is either in Fıx◦ (m) or in ∂Fix(m), and
our task is thus to rule out the first alternative. But this is easy because
Fıx
◦
(m)
(ii)
= Tm
(18.2.ii)
⊆ Fm. 
As a consequence we have:
19.3. Proposition. If A is a semi-masa relative to a given semigroup N ⊆ N(A,B), then every n in N is
smooth.
Proof. By (19.2.iv) we have that Fn = X \ ∂Fix(n), and since ∂Fix(n) is a nowhere dense set, the interior
of Fn is dense, thus proving n to be smooth. 
From our point of view, the main connection between semi-masas and the theory we have been developing
in the previous sections is as follows:
19.4. Theorem. Let 〈A,B〉 be a white inclusion such that A is a semi-masa. Then 〈A,B〉 is weak Cartan.
Proof. From the previous result it follows that our inclusion is also smooth. 
Under the above assumptions, if B is also separable, one may then apply our main Theorem (18.4) in
order to describe B as an essential groupoid C*-algebra. However, there are many inclusions for which our
main Theorem applies, even though the semi-masa property fails. The most striking such examples are those
for which B is commutative, as we shall see in section (22), below.
For second countable, Hausdorff groupoids, topological freeness (14.13.ii) and effectiveness (14.13.iv)
are equivalent concepts [26: Proposition 3.1]3 and in fact they are also equivalent to the fact that C0(X) is a
masa in C∗red(G,L ) [26: II.4.7]. However, for non-Hausdorff groupoids things become a lot more complicated
and we would now like to discuss the relationship between these and several related properties.
19.5. Theorem. Under (14.1), suppose that G is second countable, and consider the following statements:
(i) C0(X) is a masa in C
∗
red(G,L ),
(ii) G is effective,
(iii) C0(X) is a semi-masa relative to NG ,
(iv) C0(X) is a semi-masa (relative to some *-semigroup of normalizers),
(v) G′ \ G(0) has empty interior,
(vi) G is topologically free.
Then (i)⇒ (ii)⇔ (iii)⇒ (iv)⇒ (v)⇔ (vi). If G is moreover assumed to be Hausdorff, then all of the above
statements are equivalent to each other.
3 The reader should be warned that the expression essentially principal used in [26] should be taken to mean effective,
according to (14.13.iv).
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Proof. Throughout this proof we will let B = C∗red(G,L ), and A = C0(X), whenever this helps to lighten
up notation.
(i)⇒(ii) Assuming that G is not effective, there exists some γ in the interior of G′ which is not in X . So
we may pick an open bisection U such that γ ∈ U ⊆ G′. We may then choose n in Cc(U,L ) such that
n(γ) 6= 0. Since U is contained in G′, we have that βn is the identity on its domain, whence n lies in A′ by
(4.7). Assuming that A is a masa, we get that n belongs to A, contradicting the fact that n(γ) 6= 0.
(ii)⇒(iii) It is clear that NG is a generating *-subsemigroup of N(A,B), so all we need to do is show that
(NGA)∩A′ ⊆ A. Moreover, it is easy to see that NGA = NG , so it actually suffices to prove that NG∩A′ ⊆ A.
Picking n in NG ∩A′, note that we have two descriptions of βn, the first one being given by (4.4.ii), and
under our hypothesis it clearly implies that βn is the identity on dom(n). The second description, namely
(14.11), then implies that the open support Un of n is contained in G′. Since Un is open, it is actually
contained in the interior of G′, which coincides with X by virtue of G being effective. In other words, we
have that Un ⊆ X , so n lies in C0(X) = A, as required.
(iii)⇒(ii) Choose γ in the interior of G′ and let U be an open bisection with γ ∈ U ⊆ G′. Pick n in Cc(U,L ),
such that n(γ) 6= 0, and observe that βn is the identity by (14.11). Consequently n lies in A′ by (4.7), and
hence n belongs to A by hypothesis. Since n(γ) 6= 0, it follows that γ ∈ X .
(iii)⇒(iv) Obvious.
(iv)⇒(vi) If C0(X) is a semi-masa relative to a *-semigroup N , then every n in N is smooth by (19.3),
whence 〈A,B〉 is a smooth inclusion. Since G is second countable we have that B is separable so we deduce
from (12.6.ii) that 〈A,B〉 is a topologically free inclusion, and hence that G is a topologically free groupoid
by (14.14.iii).
(vi)⇔(v) Follows from (14.15).
(v)⇒(i) Assuming that G is Hausdorff, this follows from [27: Propositions 3.1 & 4.2]. 
Except for the Hausdorff case, the above conditions are not all equivalent to each other. In particular
(i) is not a consequence of (ii), a counter example being given by [14: 2.3]. Moreover (v) does not imply (iv)
due to the two-headed snake, namely the well known non-Hausdorff space obtained by adding an extra point
1′ at the right-end of the unit interval [0, 1]. That space has the structure of an e´tale groupoid, where all
points in [0, 1] are units, while the extra point 1′ is an involution in the isotropy group of 1. This groupoid
clearly satisfies (v) but C0(X) is not a semi-masa in C
∗
red(G) since the latter is abelian.
The only “one way implication” among the statements of (19.5) not yet discussed is (iii) ⇒ (iv) and we
unfortunately haven’t been able to decide whether or not the two conditions involved are equivalent.
20. Canonical states.
The groupoid GN occurring in Theorem (18.4) is not guaranteed to be be Hausdorff, and indeed in many
interesting examples it is not. However, when GN happens to be Hausdorff, e.g. when 〈A,B〉 is a Cartan
pair [27: Proposition 5.4], one would conclude from (15.9.iii) that
B ≃ C∗ess(GN ,LN ) ≃ C∗red
(GN ,LN),
recovering in this way the main result of [27], namely Theorem (5.6).
The present section is dedicated to providing milder sufficient conditions for the above isomorphism to
exist, which can hold even when GN fails to be Hausdorff. A concrete example illustrating this situation is
described in section (23), below, near (23.1).
The standing hypotheses for this section will be (16.1).
Given x in X , and given any state ψ on B extending ϕx, let us analyze the possible values of ψ(n) for
a given normalizer n in N . If x is a free point relative to n, i.e., if x lies in Fn, then of course ψ(n) = εn(x),
so that is the end of the story. On the other hand, if x is not in Fn, there is no way of guessing the value of
ψ(n) without further information about ψ, since by definition there are at least two choices of ψ producing
distinct values at x.
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20.1. Definition. A state ψ on B will be called an N -canonical state relative to a given x in X , provided
(i) ψ extends ϕx, and
(ii) ψ(n) = 0, for every normalizer n in N , for which x 6∈ Tn.
In case N is understood, we will simply say that ψ is a canonical state relative to x.
A typical situation where canonical states exist in abundance is as follows:
20.2. Proposition. Let (G,L ) be as in (14.1), and let 〈A,B〉 be the inclusion described in (14.8) (so that
B is either the full or the reduced twisted groupoid C*-algebra). Given x in X , define
ψx(f) = f(x), ∀ f ∈ B.
Then ψx is an NG-canonical state relative to x, where NG is the generating *-semigroup of normalizers
introduced in (14.9).
Proof. It is clear that ψx is a state on B extending the evaluation state ϕx. Given n in NG , with x /∈ Tn, we
must then prove that ψx(n) = 0.
If x is not in dom(n), then x lies in BJx, by (7.4.i), so ψx(n) = 0, by (3.10). So let us now suppose that
x is in dom(n). Let Un be the open bisection defined in (14.10), so that n ∈ C0(Un,L ), and dom(n) = s(Un).
It then follows that there exists a unique γ in Un such that x = s(γ), and we claim that x 6= γ. To see this,
assume otherwise, so that x ∈ Un. Choosing any element v of C0(X) vanishing off Un ∩X , with 〈v, x〉 = 1,
it is easy to see that nv lies in C0(X), so x is in Tn, contradicting our assumptions.
This shows that x 6= γ, whence x is not in Un, as γ is already an element of Un whose source is x.
Therefore n(x) = 0, which is to say that ψx(n) = 0, as required. 
Back to the general situation of (16.1), given a state ψ extending ϕx, let us discus exactly what it takes
to check (20.1.ii) for a given normalizer n. Observing that X = Fn ∪Fix(n), by (8.7), and partitioning X as
X = X \ Fix(n) ⊔ X \ Fn ⊔ Fix(n) ∩ Fn ∩ (X \ Tn) ⊔ Tn,
there is of course nothing to be done in case x ∈ Tn, but otherwise we need to check that ψ(n) = 0.
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Diagram (20.2)
In case x lies in X \Fix(n), then (8.7.ii) says that any extension ψ necessarily vanishes on n, so again there
is nothing to be done. There is not much to be said if x lies in X \ Fn, but when x is in the third set in the
above partition of X , then every extension ψ satisfies
ψ(x) = εn(x),
but εn(x) 6= 0, thanks to (8.8.i), so there is no hope of finding an N -canonical state relative to such an x.
We therefore have the following:
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20.3. Proposition. There is no N -canonical state relative to any point x lying in⋃
n∈N
Fix(n) ∩ Fn ∩ (X \ Tn).
For all other points x in X , one has that
(i) a state ψ is N -canonical relative to x, if and only if ψ(n) = 0, for all n in N for which x ∈ X \ Fn,
(ii) there is at most one N -canonical state relative to x.
Proof. After what was said in the paragraph before the statement, it suffices to prove (ii). Given an N -
canonical state ψ1, and given n in N , observe that by (i)
ψ1(n) =
{
εn(x), if x ∈ Fn,
0, if x 6∈ Fn.
If ψ2 is another N -canonical state, we then have for all a in A, that
ψ1(na)
(7.3)
= ψ1(n)〈a, x〉 = ψ2(n)〈a, x〉 (7.3)= ψ2(na),
so ψ1 and ψ2 coincide on NA, and hence everywhere since N is generating. 
For the case of semi-masas, we have the following convenient way to check that states are N -canonical:
20.4. Proposition. In addition to (16.1), assume that 〈A,B〉 is a semi-masa relative to N , and let x ∈ X .
Then
(i) given a state ψ on B extending ϕx, one has that ψ is N -canonical relative to x, if and only if ψ(n) = 0,
for every n in N , for which x ∈ ∂Fix(n),
(ii) if x is a free point, then the unique extension of ϕx to a state on B is N -canonical.
Proof. Focusing on (i), let us first prove that the set Fix(n) ∩ Fn ∩ (X \ Tn), appearing in (20.3), is empty
for every n in N . Indeed, assuming that x lies in this set, observe that x cannot be in ∂Fix(n) by (8.8.ii), so
x ∈ Fıx◦ (n) (19.2.iii)= Tn,
a contradiction. This shows that x is among the points referred to as “all other points” in (20.3), and hence
ψ is N -canonical if and only if ψ(n) = 0, for all n in N , for which
x ∈ X \ Fn (19.2.iv)= ∂Fix(n).
This concludes the proof of (i). Point (ii) then follows from (i), since a free point is never in any ∂Fix(n),
by (8.8.ii). 
Following Brown and Guentner [1], Buss, Echterhoff and Willett [2], [3] introduced the notion of an
exotic crossed product for a C*-dynamical system (A,G, α), which turns out to be a C*-algebra obtained by
completing Cc(G,A) under a norm sitting in between the full and the reduced norms. An exotic crossed prod-
uct is in fact required to satisfy certain functoriality properties [2: Definition 3.5.(2)], but let us nevertheless
give the following simplified definition which completely ignores any functoriality aspects.
20.5. Definition. Given a twisted e´tale groupoid (G,L ), and given any C*-norm µ on Cc(G,L ), with
‖f‖red ≤ µ(f) ≤ ‖f‖max, ∀ f ∈ Cc(G,L ),
where ‖f‖max is the maximum C*-norm4, we will denote by C∗µ
(G,L ) the completion of Cc(G,L ) under µ,
and we will call it an exotic twisted groupoid C*-algebra for (G,L ).
4 The second inequality above is superfluous since any norm is obviously bounded by the maximum one.
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When µ is the reduced C*-norm we of course get the reduced C*-algebra, while the same holds for the
maximum norm and the full C*-algebra. Observe however that the norm ‖ · ‖min of (15.6) is technically not
included since it does not always sit in between ‖ · ‖red and ‖ · ‖max.
The main result of this section is as follows:
20.6. Theorem. Let 〈A,B〉 be an inclusion, with A non-degenerate and abelian. Also let N ⊆ N(A,B)
be a generating *-subsemigroup and assume that there exists an N -canonical state relative to every x in the
spectrum X of A. Then:
(i) B is isomorphic to some exotic groupoid C*-algebra C∗µ
(GN ,LN), under an isomorphism
Ψ : C∗µ
(GN ,LN)→ B
carrying C0(X) onto A.
(ii) If the gray ideal of B vanishes, the above exotic groupoid C*-algebra can be taken to be the reduced
one. In particular the gray ideal of C∗red
(GN ,LN) vanishes.
Proof. Let
Φ : C∗
(GN ,LN)→ B
be the *-epimomorphism given by (17.13).
Given x in X , as well as an N -canonical state ψ relative to x, we claim that
ψ
(
Φ(f)
)
= f(x), ∀ f ∈ C∗(GN ,LN). (20.6.1)
Observe that when we speak of f(x), above, we are of course identifying x with its canonical image in the
unit space of GN , as in (16.4).
By (17.5), in order to prove our claim we may assume that f = ξn,a, where n ∈ N , and a ∈ A.
Given n and a, as above, suppose first that x is not in Tn. Then
ψ
(
Φ(f)
)
= ψ
(
Φ(ξn,a)
)
= ψ(na)
(7.3)
= ψ(n)〈a, x〉 = 0,
because ψ is N -canonical. We must therefore prove that f(x) = 0, as well. Assuming by contradiction that
this is not so, it follows that x lies in the support of f , and hence also in Ω(n), but this can only happen if
x ∈ dom(n), and the germ [n, x] is trivial, in which case necessarily x lies in Tn, contrary to our hypothesis.
Let us now assume that x lies in Tn, so we may find v in A, such that 〈v, x〉 = 1, and
c := nv ∈ A.
It follows that nv2 = cv, and since 〈v2, x〉 6= 0 6= 〈v, x〉, we deduce that [n, x] = [c, x]. So,
ψ
(
Φ(f)
)
= ψ
(
Φ(ξn,a)
)
= ψ(na)
(7.3)
=
ψ(nv2a)
〈v2, x〉 =
ψ(cva)
〈v2, x〉 =
〈cva, x〉
〈v2, x〉 =
〈ca, x〉
〈v, x〉 .
On the other hand,
f(x) = f([c, x]) = ξn,a([n, x]) = [〈a, x〉, n, x] =
[ 〈ca, x〉
〈v2, x〉 , v, x
]
,
where the last step is justified by the fact that nv2 = vc, and
〈a, x〉
〈v2, x〉 =
〈ca,x〉
〈v2,x〉
〈c, x〉 .
We then conclude from the above that
f(x) =
〈ca, x〉
〈v, x〉 [〈v, x〉
−1, v, x]
(16.7)
=
〈ca, x〉
〈v, x〉 1,
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completing the proof of (20.6.1).
We next consider the map P from B to the algebra of all bounded, complex functions on X , given by
P (b)
x
= ψx(b), ∀ b ∈ B, ∀x ∈ X,
where ψx is the unique N -canonical state relative to x. Given f in C
∗
(GN ,LN) we then have for every x in
X that
P
(
Φ(f)
)
x
= ψx
(
Φ(f)
) (20.6.1)
= f(x),
which is to say that
P
(
Φ(f)
)
= f |X . (20.6.2)
With these preparations we may now prove that
Ker(Φ) ⊆ Ker(Λ),
where Λ is the left regular representation mentioned in (14.7), because for every f in C∗
(GN ,LN), one has
that
Φ(f) = 0 ⇒ P (Φ(f)∗Φ(f)) = 0 ⇔ (20.6.3)
⇔ P (Φ(f∗f)) = 0 (20.6.2)⇔ (f∗f)|X = 0 ⇔ Λ(f) = 0.
It follows that there exists a natural *-epimomorphism
C∗
(GN ,LN)
Ker(Φ)
−→ C
∗
(GN ,LN)
Ker(Λ)
= C∗red
(GN ,LN),
so the algebra in the left-hand-side above, which is evidently isomorphic to B, is an exotic groupoid C*-
algebra for (G,L ). This proves (i).
In order to prove (ii), assume that the gray ideal of B vanishes. Recalling that Pf denotes the free
expectation introduced in (9.6), notice that
P (b)|F = Pf(b), ∀ b ∈ B,
so, for every b in B, we have that
P (b∗b) = 0 ⇒ Pf(b∗b) = 0 (11.9)⇒ b ∈ Γ ⇒ f = 0,
so we see that P is faithful. Therefore the “⇒” in (20.6.3) may be replaced by an “⇔”, hence showing that
actually Ker(Φ) = Ker(Λ).
Once the kernel of Φ is modded out, one is therefore left with an isomorphism
Ψ : C∗red
(GN ,LN)→ B,
proving (ii). 
We should point out that, unlike (18.4), or any one of the various results in the literature on Cartan
subalgebras, the above Theorem characterizes twisted groupoid C*-algebras, albeit possibly exotic ones, via
a condition (existence of canonical states) which holds for any twisted e´tale groupoid by (20.2).
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PART III – EXAMPLES AND OPEN QUESTIONS
21. Example: non-smooth normalizers.
As we have seen, the notion of smooth normalizers is a central piece of our strategy for dealing with regular
inclusions. In this section we would like to exhibit a white inclusion of abelian C*-algebras containing a
normalizer n, with a big dense set of relative free points which nevertheless has empty interior. Consequently
n is continuous but not smooth. This will also illustrate how badly behaved can the set of free points be.
Let X be a compact space, D ⊆ X be a dense subset, and let us fix a continuous function
h : D → T, (21.1)
where T denotes the unit circle. We should remark that we are not requiring that h extend to a continuous
function on X , and in fact all of the fun resides on the failure of such an extension to exist. Define
H : x ∈ D 7→ (x, h(x)) ∈ X ×T,
and put Y = H(D). In other words, Y is the closure of the graph of h.
Letting q : X ×T → X denote the projection on the first coordinate, observe that q(Y ) = X , because
q(Y ) is compact and contains the dense set D. Therefore the *-homomorphism
ι : C(X)→ C(Y ),
dual to q, is injective and hence we may view C(X) as a subalgebra of C(Y ). Precisely, C(X) is identified
with the set of functions in C(Y ) which factor through q.
Considering the inclusion
〈A,B〉 = 〈C(X), C(Y )〉,
observe that, since both algebras are commutative, the only condition for an element b in B to be a normalizer
is that b∗b belong to A. In particular, every unitary element of B is a normalizer, and since B is linearly
spanned by its unitary elements, the inclusion is evidently regular.
21.2. Proposition.
(i) D is contained in the set F of free points.
(ii) For every b in C(Y ), and every x in D, one has that Ex(b) = b
(
x, h(x)
)
.
(iii)
〈
C(X), C(Y )
〉
is a white inclusion.
Proof. By (12.14), in order to prove (i), it suffices to show that, for x in D, one has that q−1({x}) is a
singleton, but since H(x) necessarily lies in q−1({x}), our task is to show that
q−1({x}) ⊆ {H(x)}. (21.2.1)
Given any member of q−1({x}), we may write it as (x, λ), for some λ in T. Since Y is the closure of H(D),
we may also write
(x, λ) = lim
i
(
xi, h(xi)
)
,
with xi ∈ D. We then have that xi → x, and since h is continuous at x we get
h(x) = lim
i
h(xi) = λ,
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so (x, λ) = (x, h(x)) = H(x), as desired. Stressing that
(
x, h(x)
)
is the unique point in q−1({x}), we see
that (ii) follows from the last sentence in (12.14).
Turning now to (iii), let b be in the gray ideal of C(Y ), so that for every free point x of X , and in
particular for ever x in D, one has
0 = Pf(b
∗b)
x
= Ex(b
∗b) =
(
b∗b)
(
x, h(x)
)
=
∣∣b(x, h(x))∣∣2.
If follows that b vanishes on H(D), and hence that b = 0. This shows that the gray ideal of C(Y ) vanishes,
so our inclusion is indeed white. 
The above construction leads to a very natural normalizer, namely the function on Y given by
n(x, λ) = λ, ∀ (x, λ) ∈ Y. (21.3)
Since C(Y ) is commutative, any unitary element of C(Y ) is clearly a normalizer of C(X), and it is obvious
that our n above is such an element. By (21.2.i) we have that
D ⊆ F ⊆ Fn, (21.4)
so there is no question that n is a continuous normalizer according to (8.5.i). Regarding the function εn
defined on Fn, we may easily compute it on D, observing that, for x in D, we have
εn(x)
(9.4)
= Ex(n)
(21.2.ii)
= n
(
x, h(x)
)
= h(x). (21.5)
Whether or not n is smooth, this will of course depend on our initial data, namely the function h chosen
in (21.1). Our goal here is to produce a non-smooth normalizer by choosing a highly irregular function h,
and we will do so based on [29: Remark 4.31]5. We in fact need to make a small adaptation to it since we
would like X to be compact.
Let X be the interval [0, 2π], and let D = X \Q. Choose an enumeration {qn}n∈N of X ∩Q and, for
every x in D, let us define
f(x) =
∑
n:qn<x
2−n.
We leave it as an exercise for the reader to prove that f is continuous on D, and that it cannot be
extended continuously to any proper superset6 of D.
Observing that f is positive and bounded above7 by 2, its range is mapped homeomorphically to an arc
in T via the exponential map t→ eit, so the function
h : x ∈ D 7→ eif(x) ∈ T
is also continuous on D but it cannot be extended continuously to any proper superset.
21.6. Proposition. Considering the inclusion
〈
C[0, 2π], C(Y )
〉
discussed in (21.2) and built with the above
function h, and considering the normalizer n given by (21.3), one has that
F = Fn = D = [0, 2π] \Q,
and hence n is a non-smooth normalizer.
Proof. We have already seen in (21.4) that D ⊆ Fn. Supposing by contradiction that D is a proper subset
of Fn, observe that εn is a continuous function on Fn by (8.4), while εn extends h by (21.5). However this
is a contradiction with the already established fact that h admits no continuous extension.
In order to prove that F also coincides with D, it is enough to notice that
D
(21.2.i)
⊆ F
(9.2)
⊆ Fn = D. 
5 We thank Nate Eldredge for pointing out this example to us through his answer to our question posted in
https://mathoverflow.net/questions/317463.
6 Should we have chosen the more popular interval X = [0, 1], instead, one would be able to continuously extend f to
D ∪ {1}. This would in fact be the case for any interval with a rational right-end point. For this reason we have decided to
choose [0, 2pi], which is of course almost as popular, although we have no intention of wrapping our interval around the circle!
7 In case one thinks of N as starting at 1, f would also be bounded by 1.
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22. Example: periodic functions on the interval.
This is an example based on an extremely familiar inclusion, presenting a very unusual and unexpected
behavior.
Letting
A = C(T), and B = C[0, 1],
we shall identify A as a subalgebra of B via the familiar point of view according to which a function on the
circle corresponds to a function f on the unit interval such that f(0) = f(1).
We observe that this inclusion may also be obtained via (21.2), where h is any continuous branch of
the complex square root function defined on the set D = T \ {1}. Either pursuing this lead, or proving it
directly, one finds that
〈
C(T), C[0, 1]
〉
is a white inclusion, whose set of free points is given by F = T \ {1},
where 1 is supposedly the point in the circle where the two ends of the unit interval are sent under the
Gelfand transform of the inclusion map C(T) →֒ C[0, 1].
With so many free points, every normalizer is smooth. Consequently our inclusion is smooth, whence
also weak Cartan, and therefore (18.4) applies enabling us to describe it by means of a relative Weyl groupoid
and line bundle, but we must first choose a generating semigroup of normalizers N .
As already mentioned the only condition for an element b in C[0, 1] to be a normalizer is that b∗b belong
to A. In other words, all we need is
|b(0)| = |b(1)|. (22.1)
Speaking of a generating semigroup of normalizers, there are many to choose from, and an important
condition is that N should include at least one element b with b(0) 6= b(1), or else (12.1.ii) will not be
satisfied. Let us therefore assume we have chosen a generating semigroup N , and let us briefly describe the
relative Weyl groupoid GN .
Given n in N , and given x in T with 〈n∗n, x〉 6= 0, let us analyze the germ [n, x]. Assuming first that
x 6= 1, and choosing any v in T such that 〈v, x〉 = 1, and 〈v,1〉 = 0, we see that nv ∈ A, so
[n, x] = [nv, x] ∈ G(0)N .
In other words, the reduction of GN to T \ {1} is entirely made of units.
The germs of the form [n,1], on the other hand, are not necessarily trivial. In fact, observe that if n
and m are two normalizers in N , with
〈n∗n,1〉 6= 0 6= 〈m∗m,1〉,
then [n,1] = [m,1] if and only if that there are a and b in A, such that 〈a,1〉 6= 0 6= 〈b,1〉, and na = mb.
Since a and b are periodic, it follows that
n(1)
m(1)
=
〈b, 1〉
〈a, 1〉 =
〈b, 0〉
〈a, 0〉 =
n(0)
m(0)
=⇒ n(1)
n(0)
=
m(1)
n(0)
,
so the number
λ(n) :=
n(1)
n(0)
is an invariant of the germ [n,1], and in fact it is a complete invariant. Observing that (22.1) forces λ(n) to
have unit norm, we get an isomorphism
λ : GN (1)→ T,
onto some subgroup of the circle.
Precisely which subgroup of T will show up depends on the chosen generating semigroup N , but the
reader could certainly imagine many different choices producing quite different isotropy groups at 1. Any
countable subgroup of the circle is in fact possible and, should we temporarily disregard the requirement
that N be countable, any subgroup whatsoever could turn up, although of course GN (1) will always carry
the discrete topology.
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As we have seen, the groupoid algebras C∗
(GN ,LN) vary wildly with each choice of N but, as proven
in (18.4), once we mod out the gray ideal we have that
C∗ess(GN ,LN ) ≃ C[0, 1].
We would now like to discuss a specific choice of N which stands out due to the fact that it leads
to a twisted Weyl groupoid whose reduced C*-algebra has a vanishing gray ideal. Consider the element
n ∈ C[0, 1], given by
n(t) = epiit, ∀ t ∈ [0, 1].
Observing that n(0) = 1, and n(1) = −1, we see that n satisfy (22.1), so it is a normalizer, evidently a
unitary one. Let us therefore pick the *-semigroup
N = {nk : k ∈ Z},
and let us consider the twisted Weyl groupoid built in terms of N .
The first important point we’d like to make is that the state ψ on C[0, 1] given by
ψ(f) =
f(0) + f(1)
2
, ∀ f ∈ C[0, 1]
is an N -canonical state relative to 1. Leaving for the reader to check that ψ extends ϕ
1
, observe that for
every p ∈ Z, one has that
n2p(1) = e2ppii = 1 = n2p(0),
so n2p is periodic and hence it lies in C(T). Consequently the set Tn2p of trivial points is the whole of T,
and in particular 1 ∈ Tn2p , so (20.1.ii) is vacuously satisfied for n2p. For odd k, on the other hand, we have
that
ψ(nk) =
1 + ekpii
2
=
1− 1
2
= 0.
This shows that ψ is indeed an N -canonical state relative to 1.
Regarding N -canonical states relative to the remaining points, let x ∈ T \ {1}. We then claim that x is
a trivial point relative to any normalizer nk in N . To see this, it suffices to choose v in C(T) with 〈v, x〉 = 1
and 〈v,1〉 = 0, and to observe that nkv lies in C(T). This said we conclude that the unique extension of
ϕx to C([0, 1]) is an N -canonical state, since (20.1.ii) is again vacuously satisfied. We therefore see that the
hypotheses of (20.6.ii) hold, so we conclude that
C∗red
(GN ,LN) ≃ C[0, 1],
without the need to mod out the gray ideal which, after all, must vanish.
23. Example: the gray ideal of twisted groupoid C*-algebras.
One of the most pressing unsolved problems regarding the theory of non Hausdorff groupoids is the question
of determining the precise necessary and sufficient conditions the ingredients of (14.1) should satisfy for〈
C0(X), C
∗
red(G,L )
〉
to be a weak Cartan inclusion.
Topological freeness of G is certainly a necessary condition but examples such as [14], show that it is
by no means sufficient. According to (14.16), topological freeness implies smoothness, so the missing link is
whether or not the gray ideal vanishes.
Having spent a significant energy in trying to solve this problem, perhaps the only sensible thing we
have to say is actually something that makes the problem look even more ominous: the vanishing of the gray
ideal does not depend only on the structure of the groupoid. It is influenced by the line bundle as well!
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In this section we would therefore like to show an example of a topologically free e´tale groupoid G such
that the gray ideal relative to the inclusion
〈
C0(X), C
∗
red(G,L )
〉
vanishes for a certain choice of L , but not
for all.
The groupoid G we have in mind is precisely the groupoid of [14: Section 2], which we shall now describe
for the convenience of the reader and also because a slightly different point of view is better adapted to our
purposes.
Consider the topological spaceX consisting of the union of four intervals joined by one end, here denoted
“0”, as in the diagram below.
....
....
....
....
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....
.....
.....
....
.......................................................
.........................................................
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....
.....
....
....
....
....
....
....
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..
•
••
••
L1 R1
L2 R2
0
Let us consider an action of the Klein four-group Z2 × Z2 on X , according to which one of the two
standard generators, say σ = (1, 0), acts by interchanging the left two arms, and fixing the right ones, while
the second generator τ = (0, 1) interchanges the right two arm and fixes the left ones.
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..........................................................
..........................................................
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•
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L2 R2
..............................................
....
...
... ...
.
σ 0
Viewing the Klein group as generating a pseudogroup on X , we let G be the groupoid of germs. It
should perhaps be stressed that G is not meant to be the transformation groupoid, but the groupoid built
out of the classical notion of germs.
For x in any one of the right two arms, we therefore have that the germ of σ at x, denoted by [σ, x],
coincides with [id, x], where id denotes the identity map on X , simply because there exists a neighborhood
of x, e.g. the arm where it sits, where σ coincides with id. In fact there is no group element fixing such an x,
other than those having a trivial germ at x, so its isotropy group is trivial. On the other hand, the isotropy
group of the center point 0 is non trivial as it is easily seen to be isomorphic to the Klein group itself.
Consequently the set F of free points coincides with X \ {0}, so G is topologically free.
Choosing the trivial line bundle over G, let us consider the inclusion〈
C0(X), C
∗
red(G)
〉
,
and let us show that its gray ideal is non trivial. Given any g ∈ Z2 × Z2, let Ug be the clopen bisection
Ug = {[g, x] : x ∈ X},
and denote by ng the characteristic function of Ug. As discussed in [14], one has that
f := n1 − nσ − nτ + nστ
vanishes on all points of G, except on those in the isotropy group G(0). For every free point x in X , namely
for every x 6= 0, one therefore has that
Ex(f
∗f) = Ex(4f)
(14.14.iv)
= 4f(x) = 0,
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where we have used that f∗f = 4f , as an easy computation shows. We then see that f is a nonzero element
of the gray ideal Γ, proving that Γ 6= 0.
We will next choose a nontrivial line bundle L over the same groupoid G, and we will show that the
gray ideal relative to the inclusion 〈
C0(X), C
∗
red(G,L )
〉
,
is trivial. Although not the most direct and geometric way, the easiest description of the line bundle we have
in mind is as the Weyl line bundle LN for an inclusion whose Weyl groupoid happens to be G.
Consider the C*-algebra
B = C
(
[−1, 1],M2(C)
)
consisting of all continuous functions from the interval [−1, 1] to the algebra of 2 × 2 complex matrices.
Consider also the subalgebra A of B consisting of all functions f such that
f(t) ∈ D, ∀t ∈ [−1, 0], and
f(t) ∈ D′, ∀t ∈ [0, 1],
(23.1)
where D is the set of all diagonal matrices and
D′ =
{[
a b
b a
]
: a, b ∈ C
}
.
It should be noted that D′ = UDU−1, where U is the unitary matrix
U =
1√
2
[
1 1
−1 1
]
,
so what is happening in the left half of the interval [−1, 1] is mirrored on the right half by the inner
automorphism determined by U .
It is interesting to remark that, since 0 lies in [−1, 0] as well as in [0, 1], both conditions in (23.1) apply,
forcing f(0) to be a multiple of the identity.
Since D and D′ are commutative algebras, A is a commutative subalgebra of B and one may easily
show that its spectrum is homeomorphic to the space X above. It is moreover easy to see that the unitary
matrices
nσ =
[
0 1
1 0
]
, and nτ =
[
1 0
0 −1
]
,
seen as constant functions on [−1, 1], both lie in N(A,B). Since it is trivial to prove that A ∪ {nσ, nτ}
generates B, the inclusion 〈A,B〉 is seen to be regular.
The *-subsemigroup N ⊆ N(A,B) generated by nσ and nτ is then a group of unitaries, and it looks
very much like the Klein-four group, but not quite. It is actually a central extension of Z2 × Z2, with a
nontrivial cocycle, since
nσnτ = −nτnσ.
As signs do not matter at all in the equivalence relation defining germs in GN , meaning that
[n, x] = [−n, x],
whenever [n, x] is a well formed germ, the above cocycle plays no big role in the construction of GN , and in
fact one may easily see that GN is isomorphic to the groupoid G of our first example above. The Weyl line
bundle LN , on the other hand, is no longer trivial, in part due to the the above cocycle.
The reader is urged to try to understand the fun structure of LN , but we will instead prove the vanishing
of the gray ideal of the inclusion 〈
C0(X), C
∗
red(G,LN )
〉
in an indirect form, using (20.6.ii), so we need to verify the hypotheses of this Theorem.
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As a first step, we will prove that A masa in B. For this, pick any f in A′. Given x in [−1, 0), let us
prove that f(x) is a diagonal matrix. In fact, for every d in D one may pick some a in A, such that a(x) = d.
Since f commutes with a, it follows that f(x) commutes with a(x) = d, so f(x) lies in the commutant of
D, and hence in D, because D is well known to be a masa in M2(C). The same argument applies to show
that f(x) ∈ D′, for every x in (0, 1], since D′ is clearly also a masa in M2(C). By continuity we therefore
see that f(0) ∈ D∩D′, so we conclude that f lies in A, and hence that A is indeed a masa in B, as claimed.
Evidently it also follows that A is a semi-masa relative to the *-semigroup N , mentioned above.
Let us next prove that 〈A,B〉 is a white inclusion. To see this we leave for the reader the task of verifying
that the set F of free points in the spectrum of A coincides with X \ {0}, as before. Next one checks that,
for each x in F , the unique state extension of ϕx is given by
ψx(b) =

b11(x), if x ∈ L1,
b22(x), if x ∈ L2,
b11(x) + b12(x) + b21(x) + b22(x)
4
, if x ∈ R1,
b11(x)− b12(x) − b21(x) + b22(x)
4
, if x ∈ R2,
where we view L1 and L2 as two copies of the interval [−1, 0), while R1 and R2 are seen as two copies of
(0, 1].
The last two slightly more complicated formulas above have a simple interpretation: sinceD′ = UDU−1,
the expression for ψx(b) above, say for x in R1, is obtained by conjugating b by U , and then applying the
upper left entry of the resulting matrix of functions to x.
Once this description is agreed upon, let us prove that the free expectation Pf of (9.6) is faithful. For
this suppose that b ∈ B is such that Pf(b∗b) = 0. Then, for every x in [−1, 0) we have that
tr
(
(b∗b)(x)
)
= (b∗b)11(x) + (b
∗b)22(x) = ψx1(b
∗b) + ψx2(b
∗b) = 0,
where x1 and x2 are the points of L1 and L2 corresponding to x. Since tr is a faithful state on M2(C), we
deduce that (b∗b)(x) = 0, and hence also that b(x) = 0. The same phenomena plays out on the right-hand-
side, although the computations become a bit obscured under conjugation by U . In any case, if Pf(b
∗b) = 0,
then b(x) = 0, for all x in [−1, 0), as well as for all x in (0, 1]. Since b is continuous, we then deduce that
b(0) = 0, as well, so indeed b = 0. This proves that Pf is faithful, and hence that 〈A,B〉 is a white inclusion.
As we already mentioned, our intention is to apply (20.6.ii) to our inclusion, so we must provide an
N -canonical state relative to each x in X . Besides the case x = 0, this follows immediately from (20.4.ii), so
it is enough to find an N -canonical state relative to 0, but this is easily accomplished by taking
ψ0(f) =
tr
(
f(0)
)
2
,
and observing that ψ0(n) = 0, for every n in N , except for n = I and n = −I, these being normalizers in N
for which 0 lies in Fıx
◦
(n), rather than ∂Fix(n).
Having verified all of the hypotheses, we may apply (20.6.ii) to conclude that the inclusions
〈C0(X) , C∗red(G,LN )〉 , and 〈A,B〉
are isomorphic, and that the gray ideal of C∗red(G,LN ) vanishes.
23.2. Conclusion. We have exhibited a non-Hausdorff, e´tale groupoid G, equipped with two different Fell
line bundles, one trivial and the other one, called LN , nontrivial. In the first case, the gray ideal of the
inclusion
〈
C0(X), C
∗(G)〉 is nonzero, while in the second case, the gray ideal of 〈C0(X), C∗red(G,L )〉 vanishes.
We remark that Nekrashevych has shown that the algebraic version of the gray ideal of a certain groupoid
algebra associated to the Grigorchuk group [20: Example 4.5] is nontrivial.
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24. Some open questions.
Let us begin this section assuming (14.1). The description of the gray ideal of C∗(G,L ) given in (15.3.ii),
contrasted with the definition of the essential groupoid C*-algebra as the quotient of C∗(G,L ) by its gray
ideal, gives a somewhat intriguing picture of C∗ess(G,L ) which we have not pursued with sufficient vigor, but
which perhaps deserves some further thought. So let us begin by briefly outlining a few consequences of our
results, emphasizing this point of view, as well as some unresolved questions.
Viewing the free component Gf as a discrete groupoid, it is clearly principal, i.e., each element γ in
Gf is determined by the pair (r(γ), s(γ)), so in fact Gf is isomorphic to the principal groupoid obtained by
restricting the orbit equivalence relation “∼” of (10.1) to the set of free points F , so we are allowed to make
the identification
Gf =
{
(x, y) ∈ F : x ∼ y}.
Let us denote by Lf the restriction of L to Gf , so that, once its topology is ignored, Lf becomes a bona fide
Fell line bundle over Gf .
So far so good but, from now on, things start to look a bit strange: let
C
∗(Gf ,Lf)
be the set of all cross-sections of Lf obtained by restricting the elements of C
∗(G,L ) to Gf . The correspon-
dence
f ∈ C∗(G,L )→ f |Gf ∈ C ∗(Gf ,Lf)
clearly defines a linear map onto C ∗(Gf ,Lf), whose null space is precisely the gray ideal by (15.3.ii), so it
factors through the quotient, providing a linear bijection
C∗ess(G,L )→ C ∗(Gf ,Lf).
One could use this bijection to export the *-algebra structure from C∗ess(G,L ) to C ∗(Gf ,Lf), but in view
of (10.10), the operations may be described intrinsically by the formulas
(f∗g)(x, y) =
∑
z∈Orb(x)
f(x, z)g(z, y),
and
f∗(x, y) = f(y, x)∗,
which hold for every f and g in C ∗(Gf ,Lf), and for all (x, y) ∈ Gf .
The fact that C∗ess(G,L ) and C ∗(Gf ,Lf) are isomorphic therefore allows for an equivalent definition of
the former, but if one is to give a free standing alternative definition, one should be able to spell out precisely
which sections of Lf belong to C
∗(Gf ,Lf).
One possibility is of course to do as above, namely to say that the sections we are interested in are the
ones obtained by restricting the elements of C∗(G,L ), but it would be desirable to give a more intrinsic
definition using only the algebraic and topological information that can be read out of Gf and Lf .
Given the dire topological properties of F illustrated by the example on section (21), we feel this might
be a difficult task, but let us nevertheless pose the following:
24.1. Question. Is it possible to construct C ∗(Gf ,Lf), and hence also C∗ess(G,L ), using only algebraic and
topological information that can be read out of Gf and Lf?
A similar question regards the Fourier coefficients of section (10). In the context of (4.2), consider
the Fell bundle B over the discrete groupoid X(2) given by (10.2). Every element b in B gives rise to a
cross-section of B by means of the correspondence
(y, x) ∈ X(2) 7→ Eyx(b) ∈ B(y, x).
When b is in the black ideal, the above cross-section is zero by (11.3), so one should actually see the
Eyx(b), above, as depending on the class of b modulo ∆. The question is then:
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24.2. Question. Under (4.2), can the quotient C*-algebra B/∆ be described as some sort of cross sectional
C*-algebra of B ?
In the context of (4.2), recall from (12.5.ii) that an inclusion 〈A,B〉 is called smooth when there exists a
generating *-semigroup consisting of smooth normalizers. This implies that the set of all smooth normalizers
spans a dense subspace of B, so it makes sense to ask:
24.3. Question. Let 〈A,B〉 be a regular inclusion with A is abelian, and suppose that the set of all smooth
normalizers spans a dense subspace of B. Is 〈A,B〉 a smooth inclusion?
The difficulty here is that the set of all smooth normalizers is not necessarily closed under multiplication,
so it may not form a semigroup. In order to illustrate this phenomena, consider the action θ of Z×Z on T
such that θ(1,0) is a given irrational rotation while θ(0,1) is the identity map. Regarding the inclusion〈
C(T), C(T) ⋊ (Z× Z)〉
it is clear that each implementing unitary up,q is a normalizer, and that βup,q coincides with θp,q. Therefore,
whenever p is nonzero, the set Fix(up,q) of fixed points for βup,q is empty, whence the set Fup,q of relative
free points coincides with T by (8.7.i), and consequently up,q is a smooth normalizer. In particular both u1,0
and u−1,1 are smooth, but the reader will have no difficulty in checking that their product, namely
u1,0 u−1,1 = u0,1
is not smooth. This shows that the product of two smooth normalizers may indeed fail to be smooth, but it
does not seem to provide a counter example for (24.3) since the smooth normalizers in this case do not appear
to generate C(T)⋊ (Z×Z) as a right C(T) module, as required by (12.5.ii) (although {up,q : p 6= 0}∪C(T)
certainly generates C(T) ⋊ (Z× Z) as a C*-algebra).
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free expectation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9.6
Fourier transform . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10.5
black ideal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11.4
gray ideal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11.8
79
admissible *-semigroup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12.1
generating *-semigroup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12.1
topologically free inclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12.5
smooth inclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12.5
white inclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12.5
weak Cartan inclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12.5
essential surjection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12.12
left regular representation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14.7
principal groupoid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14.13
topologically free groupoid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14.13
topologically principal groupoid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14.13
essentially principal groupoid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14.13
effective groupoid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14.13
free component of groupoid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15.2
essential groupoid C*-algebra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15.4
essential projection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15.4
Weyl groupoid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16.13
Weyl line bundle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16.13
trivial point relative to a normalizer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18.1
masa . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19.1
semi-masa relative to a *-semigroup of normalizers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19.1
N-canonical state . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20.1
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