under selection from crosses to obtain relatively homozygous lines (Orf et al., 2004) . One of these strategies is the single-seed descent scheme (Boerma and Cooper, 1975) . This strategy aims to obtain a limited-size population of near-homozygous lines that retains as much genetic diversity as possible. The evaluation of traits measured on plots generally begins around the F 5 generation. The amount of phenotypic data required for such evaluation depends on the trait considered. With phenotypic evaluation generally beginning around the F 5 generation and taking at least 2 yr, the selection cycle is long and costly. Genomic selection is expected to provide a tool for selection for traits such as yield (which is a polygenic trait with low repeatability).
Genomic prediction (Meuwissen et al., 2001 ) is a statistical method that predicts genetic values of individuals on the basis of genomic data and genotype-phenotype modeling. A model is calibrated using a training population for which genomic and phenotypic data are available. The model can then be applied on genomic data of individuals that have not been phenotyped. Different models can be used to account for different assumptions on marker-effect distribution, genetic components, or prior information (information about known causal polymorphisms, for instance). Since genomic selection simultaneously estimates the effects of all available markers, genomic selection avoids the prior selection of markers. Thus, it avoids overestimation of effects for selected markers and can account for polymorphisms having small effects on the phenotype. Therefore, genomic selection is expected to predict performances for complex traits more accurately than traditional marker-assisted selection, because there may be a loss of valuable information in marker-assisted selection by discarding single-nucleotide polymorphisms (SNPs) with small effects (Heffner et al., 2009 ). This approach has potential to help breeders in their selection work, particularly for traits with low repeatability or traits for which phenotyping is costly (Heffner et al., 2009; Endelman et al., 2014; Heslot et al., 2015) An increasing number of studies are available on empirical estimation of accuracy for different traits and crops (cereals such as wheat [Triticum aestivum L.] , barley [Hordeum vulgare L.] , and oat [Avena sativa L.] and trees like palm trees and fruit trees) (Lin et al., 2014) . In fact, determining in advance the prediction accuracy for a specific population and a specific trait is difficult, because accuracy is influenced by many factors (Lin et al., 2014) . Indeed, accuracy depends on factors such as the marker density relative to the effective population size, the linkage disequilibrium between markers and quantitative trait loci (QTL), the suitability of the prediction model with regards to the population genetics (relationship between individuals in the population, genetic structure), and the architecture of the trait of interest (involving more or less nonadditive effects, for instance). Some studies have attempted to develop formulas to estimate the prediction accuracy before collecting genotypic data (Brard and Ricard, 2015) . An adequate formula could enable the estimation of population size and number of markers required to obtain an adequate accuracy for a given population and a given trait. Brard and Ricard (2015) , however, showed that one parameter entering these formulas, the effective number of independent chromosome segments, is difficult to estimate and particularly influences the estimate of accuracy.
For soybean, studies have reported genomic selection accuracy for production traits, development traits, or resistance to pathogens ( Jarquín et al., 2014; Bao et al., 2015; Zhang et al., 2016) . Jarquín et al. (2014) reported the prediction accuracies for yield and other agronomic traits obtained using genotyping-by-sequencing data. Zhang et al. (2016) reported results from association analysis and assessed genomic prediction accuracy for seed weight, which is a component trait of grain yield. In both studies, the authors concluded that genomic selection holds good potential to expedite genetic gain for yield in soybean breeding programs.
This study aimed to evaluate the accuracy of genomic selection for yield and seed protein content in the breeding program of the Rouergue Auvergne Gévaudan Tarnais (RAGT) group. The RAGT program focuses on releasing cultivars adapted to European cropland. It assesses a relatively large range of maturity groups (MG, from MG 000 to MG II). We based our analyses on historical phenotypic data from the RAGT soybean program and genotypic data from the BARCSoySNP6k array for a panel of selected lines. We first conducted a descriptive analysis for the population of inbred lines and for the available phenotypic data. We studied the genetic structure of our population because it has been reported as a factor influencing prediction accuracy (de Roos et al., 2009) . We then compared different genomic estimated best linear unbiased prediction (GBLUP) models and several Bayesian models for their accuracy of prediction. Results are discussed with regard to the implementation of genomic selection in the soybean breeding program.
MATERIALS AND METHODS

Genotypic Data
Genetic material consisted of F 6 lines from the RAGT breeding program and controls used in multienvironment trials. In total, this represented 1284 lines, with approximately equal proportions of early lines (MG 00 and MG 000) and late lines (MG 0 to MG II). We had genotypic data from a genotyping performed with the BARCSoySNP6K BeadChip array, an array comprising probes for 5403 SNPs . These SNPs were selected from the ones targeted in the larger SoySNP50K Illumina iSelect BeadChip array (Song et al., 2013) . Song et al. (2014) analyzed data acquired with the SoySNP50K Illumina iSelect BeadChip on the entire USDA Soybean Germplasm collection to design the smaller set of markers included in BARCSoySNP6K BeadChip array. They Adjusted means were obtained from the multienvironment trials by applying the following model separately for each subpopulation: ]. All random variables were mutually independent. This model was computed by using ASReml (Gilmour et al., 2009 (Table 2) . We did not use the mean number of environments or observations per genotype because the mean is sensitive to extreme values, and our data included some highly phenotyped lines. Explanations will be given in results.
To study genetic correlations between traits, we applied a multitrait model on our data, separately for each subpopulation:
where Y ijrt is the phenotypic value of genotype i (i Î {1,I}) for trait t (t Î {1,T}) in environment j ( j Î {1,J}) and replication r (r Î {1,R}). The overall phenotypic mean m t and the environmental effect e jt were treated as fixed effects. The genetic value g it , the interaction effect between genotype and environment (ge) ijt , and the residual error e ijrt were treated as random variables distributed according to multivariate Gaussian distributions. For each random variable, covariances were assumed to be null between different genotypes, environments, or replications, whereas covariances between each pair of traits were defined as unknown parameters to be estimated. With phenotypes ordered by traits within replications within environments within genotypes, we have ~(0, )
reported criteria such as capture of haplotype diversity, repartition between euchromatic or heterochromatic regions, even spacing between chosen SNP, and their minor allele frequency. The design of the BARCSoySNP6K Illumina iSelect BeadChip seems to be suitable to obtain genotypic data required for building a genomic selection model in a breeding population, at least for polygenic traits. We discarded from genotypic data lines or SNPs with >20% missing data, lines presenting >10% heterozygosity, and SNPs with >15% heterozygosity. Filtering was also performed to retain only those SNPs with minor allele frequency of >0.05. Cleaned data consisted of 1242 lines genotyped using 4141 SNPs with 2.1% missing data. Missing data were imputed using Beagle (Browning and Browning, 2007) and allowing heterozygous state of SNPs.
Structure Analysis
We performed a principal component analysis (PCA) of centered and scaled genotypic data to analyze the dispersion of individuals. We tested the significance of population structure as it was described in Patterson et al. (2006) 
Phenotypic Data
Phenotypic data were extracted from data collected in multienvironment trials. Data for seed yield (in hundreds of kilograms per hectare, on a dry-matter basis), seed protein content (in percentage on a dry-matter basis), and protein yield (product of the two previous traits) were collected. The amount of available data varied according to the traits (Table 1) . , where S g , S ge , and S e are T ´ T matrices of variance-covariance among traits for genetic values, genotype-by-environment interactions, and model residuals, respectively, and Ä denotes the Kronecker product. All random effects were mutually independent. We computed the multitrait model by using REMLF90 (Misztal et al., 2002) .
Genomic Selection Models
Several genomic selection models were compared, which can be clustered in two categories: GBLUP models and Bayesian models.
GBLUP Models
We used the classical GBLUP modeling additive genetic effects to compare prediction accuracies obtained after model calibrations performed within or across subpopulations. We also compared the classical GBLUP with a GBLUP adapted to a multigroup-structured population (Chen et al., 2013) . An additive GBLUP model predicts the additive genetic value of genotypes on the basis of their genomic additive relationship, modeled using the genomic relationship matrix K. We used a realized additive genomic relationship matrix described in VanRaden (2008) :
where m il is the allelic dose of genotype i (i Î {1,I}) for SNP l (l Î {1,L}), m l is the mean of allelic dose for SNP l, and 2 l s is the variance of allelic dose for this SNP. The following model was applied: ]. Due to practical considerations, we used two different tools to compute this model: R (R Core Team, 2014) and package rrBLUP (Endelman, 2011) for repetitive training testing and ASReml (Gilmour et al., 2009 ) for cross validations.
The GBLUP model adapted to a structured panel was implemented as described in Chen et al. (2013) , except for the estimation of variance of allelic dose for each SNP, which was not inferred on the basis of Hardy-Weinberg equilibrium but rather computed on our dataset. In this model, coefficients of relationship between genotypes were computed groupwise: ]. This model was computed using R (R Core Team, 2014) and package rrBLUP (Endelman, 2011) .
In the intragroup calibration scenario, the additive GBLUP model was also compared with a GBLUP model of additive effects and additive-by-additive epistatic effects, as described in Su et al. (2012) . In this model, there are two genomic relationship matrices: the additive genomic relationship matrix, denoted as K u , which is obtained as described for the additive GBLUP model, and the genomic relationship matrix accounting for additive-by-additive epistasy, denoted as K uu . Coefficients of the genomic relationship matrix K uu were obtained as square products of coefficients of the additive genomic relationship matrix, as described in Su et al. (2012) :
where ij u k and uu ij k are coefficients of genomic relationship between individuals i and j in matrices K u and K uu , respectively. The model can be written:
where y i is the adjusted mean for genotype i, m is the overall phenotypic mean, u i is the additive genetic value of genotype i [ ]. This model was computed by using ASReml (Gilmour et al., 2009 ).
Bayesian Models
All Bayesian models used in this study can be written: distribution is a conjugate prior of the multinomial distribution. "Flat" (improper) distributions were assigned to 2 u s and 2 e s . For each Bayesian method, we set the burn-in period and the total number of iterations of the Markov Chain Monte Carlo algorithm to 20,000 and 50,000, respectively.
Estimation of Genomic Prediction Accuracy
As a measure of prediction accuracy, we used correlation between adjusted means and genetic values predicted by genomic selection model.
For comparisons of accuracies obtained with different GBLUP models, we estimated the prediction accuracy over 500 random samplings of test set. For each sampling, each of the two subpopulations was randomly split into a training set and a test set, which represent 90 and 10% of the subpopulation, respectively. In Table 3 , we reported the sample sizes for each trait and subpopulation. As the population included two subpopulations, we first compared the accuracies obtained with additive GBLUP models calibrated either within each subpopulation or over the two subpopulations. For each test set, we made three predictions of additive genetic values with different models: (i) an additive GBLUP model calibrated using the corresponding training set from the same subpopulation, and two models calibrated on the training sets from the two subpopulations pooled together; (ii) a GBLUP model assuming an homogeneous population; and (iii) a GBLUP model taking population structure into account. Finally, we also made predictions of genetic values for each test set with a GBLUP model of additive and additive-by-additive epistatic effects, calibrated on the training set from the same subpopulation.
For comparisons involving GBLUP and Bayesian models, we used 10-fold cross validations. We computed the mean of accuracies obtained over 10 cross validations for each model, each trait, and each subpopulation.
RESULTS
Panel Structure
In this study, we used a soybean breeding population that comprised five successive MGs, from MG 000 to MG II. Our soybean population could be divided into two subpopulations: one constituted of MG 000 and MG 00 (early lines), and the other of MG 0 to MG II (late lines). Artificial crosses are preferentially set within these two subpopulations. As a result, allelic frequencies might have diverged between the two subpopulations. Therefore, the two subpopulations might exhibit a genetic differentiation. Moreover, these two groups were adapted to different environments. This adaptation for different environments can be related to differences in some specific genomic regions. Therefore, before the analysis of genomic selection efficiency in the program, we analyzed our genomic data to control for whether or not the soybean breeding program exhibited a genetic structure in two subpopulations.
A PCA performed on the genomic data highlighted the presence of two genetically distinguishable subpopulations (Fig. 1) . The first axis, which explained ~7.7% of where y i is the adjusted mean for genotype i (i Î {1,I}), m is the overall phenotypic mean, m il is the allelic dose of genotype i for SNP l (l Î {1,L}), q l is the additive effect of marker l, and e i is the model residual [
]. Random variables were mutually independent. The Bayesian models differed according to the prior distributions set for marker effects.
Bayesian ridge regression is the Bayesian counterpart of ridge regression, which is equivalent to the GBLUP model (Habier et al., 2007 s is an inverse c 2 distribution with two degrees of freedom, scaled such that expectation equals the value obtained from a GBLUP model. We computed Bayesian ridge regression using GS3 (Legarra et al., 2014) .
Bayesian LASSO is the Bayesian counterpart of LASSO. We used a Bayesian LASSO implemented by Legarra et al. (2014) as described in Tibshirani (1996) and, under the name BL2Var, in Legarra et al. (2011) . A Laplace prior distribution is set for marker effects [q i |l ~ Laplace (m = 0, b = 1/l)]. The prior distribution for l is a uniform distribution U [0,10 7 ]. The prior distribution for 2 e s is an inverse c 2 distribution with four degrees of freedom, scaled such that expectation equals the value obtained from a GBLUP model.
BayesCp assumes that a proportion p of markers have a small to moderate effect, and other markers have no effect. The conditional distribution of marker effects is the following:
The prior distribution of p is a uniform distribution, U [0, 1] . The prior distribution for 2 q s is an inverse c 2 distribution with four degrees of freedom, scaled such that expectation equals the value:
s is the genetic variance obtained from a GBLUP model and p l is the allelic frequency of an arbitrary chosen allele of SNP l. The conjugate prior distribution for 2 e s is an inverse c 2 distribution with two degrees of freedom, scaled such that expectation equals the value obtained from a GBLUP model. We computed BayesCp model using GS3 (Legarra et al., 2014) .
The BayesR model (Erbe et al., 2012) assumes that some markers have no effect and that the effects of the other markers are distributed according to a mixture of Gaussian distributions:
(  (    (    (    (     2  2  1  2   2  2  3 (1,1,1,1) because the Dirichlet the variability present in the genomic data, roughly separated early lines from late lines. We tested the statistical significance of population structure with a test described in Patterson et al. (2006) . We rejected the hypothesis of absence of population structure using P = 0.01. The two subpopulations were not perfectly differentiated along this axis. This result confirmed the genetic structure of our population in two groups having some admixture. The admixture might be due to the fact that a few crosses are made across the two subpopulations each year. The relative dispersion of the point clouds revealed the presence of greater diversity among early lines than among late lines.
Next, we characterized the genetic structure observed in our data. In addition to differences in allelic frequencies along the whole genome, the two subpopulations might exhibit some specifically differentiated genomic regions because they are adapted to different environments. Factors such as photoperiod and temperature influence the flowering date in soybean (Cober et al., 2014) , and early and late lines are adapted to different territories because their requirements for flowering are different. We calculated differentiation index F ST for each marker while considering the structure in two subpopulations (early and late lines, Supplemental Fig. S1 ). The F ST index measures the proportion of genetic variability explained by structure in a population. The F ST values largely exceeded the significance threshold in a large region on chromosome 6. The values were just above the significance threshold in two other regions, one on chromosome 4 and the other on chromosome 19. However, these differentiation signals were shown by fewer markers and were considerably less significant than those observed for chromosome 6.
According to these results, we can conclude that a structure was effectively present in the population under study. This information must be considered while analyzing genomic selection accuracy in the population. Indeed, the presence of a genetic structure within the population might prevent the sharing of identical marker effects across subpopulations.
Phenotypic Data Analysis
Genotypes have been evaluated for their performances with regard to yield and seed protein content in multienvironment trials. Performances for protein yield were computed by the product of values for seed yield and seed protein content when they were both available for a plot. We computed a single adjusted average phenotypic value for each inbred line from the multienvironment data and performed genomic selection on these adjusted means.
Trials were conducted in suitable environments with respect to the lines considered. As early and late lines are adapted to different environments, we had two sets of environments in our phenotypic data based on observations of connectivity between environments (data not shown). If environments are not connected (i.e., there is no line in common among the sets of lines tested in each environment), environment effects and genetic values of lines cannot be estimated. If the connectivity is restrained, Fig. 1 . Scatterplot of genotypes on the two first axes of a scaled principal component analysis performed on genotypic data. Each sampling consists in a random split of each subpopulation (early lines or late lines) into a 90% training set and a 10% test set. Models: All and All_S, additive models calibrated on both training sets (early and late), assuming homogeneous (All) or structured (All_S) population; W_A and W_AI, models calibrated on the training set of the subpopulation to be predicted, including additive effects alone (W_A) or together with additive-by-additive epistatic effects (W_AI). As a measure of single-sample prediction accuracy, we used Pearson's correlation between predicted genetic values and adjusted means.
there might be a confounding of environment and genetic effects. Having two clusters of environments based on observations of connectivity, if we had done one adjustment, environment and genetic effects could have been confounded. Therefore, we adjusted phenotypic values within each subpopulation.
Given the variance components estimated in the model (Eq. [1]), we computed heritability on a plot basis and on an entry-mean basis for each trait and subpopulation (Table 2) .
Heritability on a plot basis is the fraction of genetic variance over variance of raw phenotypic values. As expected, heritability on a plot basis was low for yield, with a value ~0.3 in the two subpopulations, and was higher for seed protein content, with a value ~0.5 in the two subpopulations.
We computed the heritability on an entry-mean basis, which is the proportion of genetic variance relative to the variance of adjusted means obtained from trials. The variance of adjusted means is reduced compared with the variance of raw phenotypic values because the adjustment over multiple measurements reduces the amount of variance due to genotype-by-environment interactions and errors. Therefore heritability on an entry-mean basis depends on the design of multienvironment trials, and it is expected to be greater than heritability on a plot basis. We used the median numbers of environments and observations per genotype as factors of reduction of phenotypic variance due to genotype-by-environment interactions and errors because the mean is sensitive to extreme values. We reported statistics on the number of environments per genotype in Table 1 . The means were close to or greater than the third quartiles, indicating that the means were largely influenced by extreme values. We noted that, for every trait or subpopulation, the median number of environments and observations per genotype were identical (Table 2 ). This indicated that the variance of genotypeby-environment interactions was estimated using a few genotypes that were replicated in some environments. With the amount of measures available for yield, the estimate of heritability on an entry-mean basis almost reached twice the estimate of heritability on a plot basis. Heritability on an entry-mean basis was higher for seed protein content because of the higher heritability on a plot basis for this trait. In early lines, values of heritability were at the same level for yield and for protein yield, whereas in late lines, values of heritability were lower for protein yield.
The means for seed protein content were close to 41% for both early and late lines (distributions of adjusted means were reported in Supplemental Fig. S2 for each trait and subpopulation). For yield, the adjusted mean was ~3.4 t ha −1 in either subpopulation on average. Finally, for protein yield, the adjusted mean was ~1.4 t ha −1 in either subpopulation on average.
We compared the adjusted means for protein yield (direct estimate) with the product of adjusted means for yield and seed protein content (indirect estimate). Correlation between the two estimates (direct and indirect) was lower for late lines than for early lines (0.94 and 0.97 in late and early lines, respectively). Moreover, the mean and range of values were different between the two estimates in late lines (Supplemental Fig. S3 ).
The breeding program was intended to deliver cultivars superior in yield, as well as seed protein content, to ensure the progressive improvement of protein yield. When several traits need to be improved, genetic correlations between these traits need to be carefully considered. We estimated the genetic correlations between the traits analyzed in this study by applying a multitrait model to our data. Like the trait by trait adjustment model, the multitrait model estimates genetic variance for each trait, but also the genetic covariances between traits. In the subpopulation of late lines, yield and seed protein content exhibited a negative correlation of −0.45, whereas the value of this correlation was −0.09 in early lines. Because of the high amplitude of yield variability, protein yield was always strongly correlated with yield in both subpopulations. This correlation was even stronger in late lines (r g » 0.93) than in early lines (r g » 0.88). A positive correlation between protein content and protein yield was noted in early lines (r g » 0.4), but not in late lines (r g » −0.1).
Genomic Selection Accuracy
The final objective of our study was to determine the efficiency of genomic selection implementation during the soybean selection process. The first step with regard to this objective was to determine the potential accuracy of genomic selection in predicting the genetic value of inbred lines for the traits of interest.
Our population exhibited a genetic structure and we separated the adjustments of phenotypes for the two subpopulations; therefore, calibrating a model of genetic effects within each subpopulation seems more appropriate. However, a single calibration for the entire population might also be required. If sufficiently accurate, a single calibration would use all the information available and enable the prediction for progenies of crosses made between the two subpopulations. We investigated the precision of a model calibrated for the entire population and compared it with calibrations performed within subpopulations. In this study, we used an additive GBLUP model, since it is often reported as being a computationally efficient model and a robust model in terms of efficiency with respect to the prediction of different traits (Daetwyler et al., 2010 Zhang et al., 2011; de los Campos et al., 2013) . We further assessed the resulting accuracy after a unique calibration by modeling the population structure as proposed by Chen et al. (2013) . In this model, genomic relationships between individuals were computed according to allelic frequencies in each subpopulation, and subpopulation means were added as a fixed effect in the genomic selection model. Figure 2 shows variability for single-sample prediction accuracies. Average prediction accuracies are reported in Table 3 . Models calibrated within subpopulations tended to provide accuracies slightly above those obtained using models calibrated over training sets from the two subpopulations. In most cases, when calibration was done across subpopulations, the GBLUP model adapted to a structured population provided an accuracy that was the closest to the accuracy obtained using model calibration within the subpopulations. However, there was still a better accuracy with calibrations within subpopulations in several cases. The difference was particularly important for protein yield in the late lines, representing ~5.9% extra phenotypic variance predicted with a model calibrated within the subpopulation of late lines. This gain needs to be considered together with population size, which was about twice as small when model calibration was done within subpopulations.
Irrespective of the trait investigated, higher average prediction accuracy was obtained for the subpopulation of late lines. Depending on the trait considered, average prediction accuracy was between 0.55 and 0.62 for late lines, whereas it was 0.46 to 0.48 for early lines (considering only calibrations within subpopulations). For more preciseness, accuracies obtained for late lines represented about 32 and 39% of phenotypic variation predicted for seed protein content and yield, respectively. For these two traits in early lines, about 26 and 24% of phenotypic variation was predicted, respectively.
We attempted to determine whether the modeling of additive-by-additive epistasy could improve prediction accuracy. An increase in prediction accuracy for one trait would indicate that the epistatic component was not negligible within the genetic architecture of the trait. The GBLUP model comprising additive and additive-byadditive epistatic effects provided slightly better average prediction accuracy than the GBLUP model comprising additive effects alone. Prediction accuracy with the modeling of epistatic effects explained an extra 1 to 5% of phenotypic variance. We reported variance components and the resulting explained variance for the different GBLUP models in Table 4 . Additive variance was lower by ~23 to 52% in the model comprising epistatic effects than in that comprising additive effects alone. Residual variance dropped remarkably in the model that included the epistatic component. The strongest reductions of residual variance were obtained for seed protein content, with 55 and 53% of reduction for early and late lines, respectively. Reductions of residual variance were almost identical for yield and protein yield, with about 29 and 27% reduction in late lines and 40 and 35% reduction in early lines.
Finally, we compared the accuracies obtained using GBLUP models and some Bayesian models. The latter were models of additive genetic effects that differed by the prior distributions set for marker effects. In Table  5 , we reported the mean of accuracies obtained after Fig. 2 . Boxplots of single-sample prediction accuracy of different genomic estimated best linear unbiased prediction (GBLUP) models over 500 samplings of test sets. Each sampling consists in a random split of each subpopulation (early lines or late lines) into a 90% training set and a 10% test set. Models: All and All_S, additive models calibrated on both training sets (early and late), assuming homogeneous (All) or structured (All_S) population; W_A and W_AI, models calibrated on the training set of the subpopulation to be predicted, including additive effects alone (W_A) or together with additive-by-additive epistatic effects (W_AI). As a measure of single-sample prediction accuracy, we used Pearson's correlation between predicted genetic values and adjusted means.
10 independent 10-fold cross validations for each subpopulation and for each trait. Using Bayesian models, we obtained overall values of accuracy that were lower or close to the values obtained using the additive GBLUP model. We obtained the highest increase in accuracy between the additive GBLUP model and a Bayesian model for protein yield in late lines: the accuracy was 0.613 with the BayesR model and 0.593 with the additive GBLUP model.
DISCUSSION
In this study, we reported estimates of prediction accuracy for yield and seed protein content in a soybean breeding population. Further, we considered protein yield as a separate trait, it being the product of the two former traits.
We had to consider the presence of two subpopulations in the program. This genetic structure is present notably because crosses are preferentially set within each group, but the differentiation into two subpopulations is also linked to selection for different environments. A PCA of genotypic data highlighted the genetic structure in two subpopulations, with one subpopulation (early lines) being more diverse than the other (late lines). The two subpopulations are adapted to different environments; therefore, a signature of this selection might be present in some genomic regions. We computed the F ST and showed that a segment on chromosome 6 was differentiated between the two subpopulations. This large region likely corresponded, at least in part, to the pericentromeric region, as indicated by the weak genetic distance relative to the physical distance between some SNP located in the center of this region. Xia et al. (2012) reported a large-effect QTL associated with flowering time and delay of maturity, namely locus E1, in this region. They showed that the dominant allele at this locus represses flowering and delays maturity. These results indicate that, as expected, structure is at least partly linked to a selection involving some specific genomic loci. Table 4 . Variance components estimated using restricted maximum likelihood in genomic estimated best linear unbiased prediction (GBLUP) models. For each trait, model, and subpopulation, we reported the variance components ("Add" for additive, "Epis" for epistatic, and "Res" for residual) and ratios of variance explained by additive variance component, epistatic variance component, and their sum. We also showed evidence of genetic difference between the two subpopulations: a negative genetic correlation was found between yield and seed protein content in only one of the subpopulations. A correlation might be because of tight linkage between causal genes of the two traits or pleiotropy of some genes. From a breeder's point of view, a negative correlation between two traits implies that, for the population considered, improving one trait while maintaining or also improving performance for the other trait might be difficult.
Due to their fitness for different areas, the two groups were evaluated in separate sets of environments; therefore, we adjusted phenotypes separately for each group. Except for protein yield in late lines, the estimates of heritability on an entry-mean basis indicated that we obtained adjusted means with a satisfactory accuracy. Because the accuracy of genomic selection models was measured by comparing predicted values with adjusted means, it is important to study the trait heritability to determine the quality of adjusted values.
The use of a genomic selection model that assumes a homogeneous population and the calibration of this model using a structured population might result in a loss of accuracy. In fact, a possible heterogeneity of marker effects between subpopulations might induce inconsistent sharing of information between genotypes belonging to different groups. The heterogeneity of marker effects might be attributed to differences in allelic frequencies or in linkage disequilibrium between causal polymorphisms and adjacent markers. Therefore, because our population was structured, we might have to perform one model calibration per subpopulation. We compared the accuracies obtained using a unique calibration over subpopulations and calibrations performed within each subpopulation.
With our data, calibrations within subpopulations provided slightly better prediction accuracies, even if the training population size was smaller when this calibration strategy was selected. This supports the idea that subpopulations exhibit heterogeneous marker effects. We attempted to use a model adapted to a structured population. Our results suggest that the use of this model limited the loss of accuracy linked to a unique calibration. However, the calibrations performed within each subpopulation were still more efficient. The loss of accuracy linked to a unique calibration could come from the separate adjustments for the two subpopulations. The two sets of genotypic values might have been differentially reduced during their respective adjustment. This could have influenced the collection of the two sets of adjusted means to make a unique model calibration. We attempted to deregress the genotypic values while computing the adjusted means, as described in Garrick et al. (2009) . We compared the two calibration strategies using the deregressed values for calibrating the models. We did not obtain a different result, and accuracies were equivalent or worse (data not shown). Therefore, the deregression was probably not a solution to obtain better accuracies when using a unique calibration.
The loss of accuracy obtained using models calibrated over the two training sets suggest differences in marker effects between the two subpopulations. One cause might be that the linkage between markers and QTL differ between the two subpopulations, due to the presence of different QTL or to separate recombination events. The heterogeneity of marker effects between the subpopulations could have been expected given genetic correlations between traits. The value of the coefficient of genetic correlation between yield and seed protein content was −0.45 in late lines, whereas it was −0.09 in early lines. This difference in genetic correlation between the two traits suggests that the underlying genomic effects differ between the two subpopulations, at least for one trait. The loss of accuracy obtained using models calibrated over the training sets of the two subpopulations indicates that the genetic value prediction for descendants from crosses performed across subpopulations might be inaccurate. However, some crosses of this type are established at each selection cycle.
We expected to obtain a satisfactory level of prediction accuracy from genomic selection using a moderate amount of markers (~4000 SNP) because our studies were concerned with a breeding program applied to an autogamous species. In fact, in the genome of autogamous species, linkage disequilibrium tends to be more extended. Therefore, the need of markers to follow segregation of chromosomal segments might correspond to fewer markers than those required in allogamous species. Furthermore, at least two studies dealing with genomic selection in soybean attributed a robustness of prediction accuracy for a complex trait to the use of different marker densities. Jarquín et al. (2014) reported robustness of prediction accuracy for yield when using different sets of markers in a panel of experimental lines from a breeding program. Zhang et al. (2016) reported results from association analyses and assessment of genomic prediction accuracy for seed weight, a component trait of yield, in a panel of accessions from the USDA germplasm collection. This type of panel is expected to exhibit a greater genetic diversity than panels constituted of lines from breeding programs. Zhang et al. (2016) confirmed that seed weight was under the influence of many minor-effect loci in their panel, and they obtained an equivalent prediction accuracy using 2000 or 31,045 SNPs.
We obtained satisfactory accuracies for late lines using the additive GBLUP model (0.62 for yield, 0.55 for protein content, and 0.59 for protein yield). Our level of accuracy for this group and for yield was at the same level as the accuracy obtained by Jarquín et al. (2014) . They obtained a maximum predictive ability (a term used in their paper, corresponding to our prediction accuracy) of 0.59 for grain yield. Although comparison between the two studies is difficult, because they apply different populations and phenotyping experiments, this result is encouraging. We obtained somewhat lower accuracies for early lines (0.47 for yield, 0.48 for protein content, and 0.46 for protein yield). This can at least partly be explained by the greater genetic diversity among these lines, as highlighted by the representation of results from PCA on the genotypic data.
Genomewide association studies concerning soybean seed protein content are available (Hwang et al., 2014; Wen et al., 2015) . These studies can provide information on the genetic architecture of the traits considered, thus influencing the choice of models well suited for genomic selection on these traits. Hwang et al. (2014) used a population comprising USDA germplasm accessions. They reported the presence of several QTL, including a QTL on chromosome 20, a region where a major QTL has already been reported by previous studies. This region is known to exhibit a polymorphism with a protein-rich allele introgressed from the wild soybean G. soja Siebold & Zucc. (Bolon et al., 2010) . Wen et al. (2015) used a large population of elite American cultivars. They reported nine loci containing 14 associated markers that each explained only 2 to 3% of phenotypic variance. Two of these markers were on chromosome 20. Despite their genotyping density (genotyping was done with the BARCSoySNP50K array), this indicates that they did not detect any major QTL. This suggests that, depending on the population under study, the statistically detected architecture of seed protein content can correspond to a polygenic architecture or can include at least one major QTL.
The additive GBLUP model assumes a polygenic architecture. We also investigated the use of Bayesian models: Bayesian ridge regression, Bayesian LASSO, BayesCp, and BayesR. Bayesian ridge regression is the Bayesian model that is the closest to the additive GBLUP model. The other models corresponded to different assumptions about marker effect distribution. Bayesian LASSO assumes the presence of a few markers having a large effect and numerous markers having a minor effect. BayesCp and BayesR models assume the presence of markers having no effect and other markers having a moderate effect, more or less finely tuned, depending on the model. We obtained accuracies lower than or close to accuracies obtained with the additive GBLUP model in most cases. However, our results indicate that the BayesR model may be the best model among the additive models that were compared to predict the additive genetic values for protein yield in late lines.
Whatever the trait and subpopulation considered, we obtained a better accuracy in all cases (each trait and subpopulation) by using a model of additive effects and additive-by-additive epistatic effects compared with a model of additive effects only. The difference in accuracy between the additive model and the model of additive and additive-by-additive epistatic effects can be slight or can represent up to ~5% extra phenotypic variance predicted. Jarquín et al. (2014) also tested the adequacy of the GBLUP model with an epistatic component. They used two models, of which one was the model of Su et al. (2012) . Jarquín et al. (2014) concluded that the inclusion of epistasis did not improve the accuracy of prediction. They also reported a reduction of additive genetic variance in the GBLUP model by the inclusion of epistasis. Consistent with their findings, we observed this reduction of additive genetic variance between the additive GBLUP model and the model also modeling epistasy. As discussed by Jarquín et al. (2014) , this indicates that the two matrices, corresponding to genomic relationship between individuals for additive and additive-by-additive epistatic effects, were not orthogonal in the model of Su et al. (2012) . Therefore, we cannot conclude that we succeeded in separating additive and additive-by-additive epistatic effects, and we cannot speculate about their respective importance in the genetic architectures of the traits analyzed in this study. However, we obtained better accuracies using the GBLUP model, which accounted for additive and additive-by-additive epistatic effects; therefore, the use of such a model needs to be considered when implementing genomic selection in the breeding strategy.
In conclusion, we obtained encouraging accuracies with respect to our objective of implementing genomic selection in the selection process. Further studies are warranted to determine the usefulness of genomic selection to help breeders in selection for yield and seed protein content. In fact, research is needed for an efficient insertion of genomic selection in breeding programs (Heslot et al., 2015) . Genomic selection can be used at almost every stage of a selection cycle, from the choices of parents to the release of cultivars. Several scenarios for the implementation of genomic selection in the selection process need to be compared for determining their influence on the genetic gain per unit time and cost. The gain in efficiency coming from the use of genomic selection will not necessarily come from a reduction in cost or duration of selection cycle. The improvement of genetic gain per unit of time and cost can be achieved through an improvement of selection accuracy at some step or through an improvement in the choice of crosses to be made. For instance, crosses could be chosen based on the expected mean value of their best progenies. This value can be obtained by simulation of progenies and prediction of their genetic value (Mohammadi et al., 2015) . Predicted values could be additive genetic values or total genetic values (including epistasis), depending on the model used. This strategy only causes a slight increase in the budget due to the obtention of genotypic data for the new potential parents that are selected at each selection cycle. Several scenarios for the implementation of genomic selection in the selection process need to be compared for determining their influence on the genetic gain per unit time and cost.
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