We consider a version of multiprocessor scheduling with the special feature that jobs may be rejected for a certain penalty. An instance of the problem is given by m identical parallel machines and a set of n jobs, each job characterized by a processing time and a penalty. In the on-line version the jobs arrive one by one and we have to schedule or reject a job before we have any information about future jobs. The objective is to minimize the makespan of the schedule for accepted jobs plus the sum of the penalties of rejected jobs.
ing lower bound shows that this is the best possible algorithm working for all m. For fixed m we give improved bounds, in particular for m = 2 we give an optimal q5 M 1.618 competitive algorithm.
For the off-line problem we present a fully polynomial approximation scheme for fixed m and an approximation algorithm which runs in time O(nlog n) for arbitrary m and guarantees 2 -& approximation ratio.
Introduction
Scheduling of jobs on parallel machines is a classical problem that has been widely studied for more than three decades [3, 9] . In this paper we consider a version of the problem that has the special feature that jobs can be rejected for a certain price.
We call this problem Multiprocessor Scheduling with Rejection and use the abbreviation MSR. We have m identical machines and n jobs. Each job is characterized by its processing time and its penalty. A job can be either rejected, in which case we pay its penalty, or scheduled on one of the machines, in which case it contributes its processing time to the completion time of that machine. The processing time is the same for all the machines, as they are identical. Preemption is not allowed, i.e., each job is assigned to a single machine. The objective is to minimize the sum of the makespan and the penalties of all rejected jobs. Makespan (the length of the schedule) is defined as the maximum completion time taken over all machines.
In the on-line version of MSR jobs arrive one by one, and decision to either reject a job or to schedule it on one of the machines has to be made before any information about next jobs is disclosed. On-line algorithms are evaluated by the competitive ratio, an on-line algorithm is c-competitive if for each input the cost of the solution produced by the algorithm is at most c times larger than the cost of an optimal solution (cf. [ll] ).
The main goal of an on-line MSR algorithm is to choose the correct balance between the penalties of the jobs rejected and the increase in the makespan for the accepted jobs. At the beginning it might have to reject some jobs, if the penalty for their rejection is small compared to their processing time. However, at a certain point it would have been better to schedule some of the previously rejected jobs since the increase in the makespan due to scheduling those jobs in parallel is less than the total penalty incurred.
In this scenario the on-line MSR problem can be seen as a non-trivial generalization of the well-known ski rental problem introduced by L. Rudolph (see [8] ).
Our main result is an optimal 1+ 4 x 2.618 competitive algorithm for the on-line MSR problem, where 4 = (1 +fi)/2 is the golden ratio. We prove that no deterministic algorithm can achieve a better competitive ratio for all m.
For small values of m we give better upper and lower bounds.
In particular for m = 2 we obtain an optimal 4 M 1.618 competitive algorithm. For m = 3 we obtain 2-competitive algorithms and show a lower bound of 1.839.
Our results should be compared with the current knowledge about on-line algorithms for the classical multiprocessor scheduling problem. In that problem, each job has to be scheduled, hence it is equivalent to a special case of our problem where each penalty is larger than the corresponding processing time. Graham's list scheduling algorithm schedules each job on the currently least loaded machine and is 2 -& competitive [5] . It is known that for m > 3 list scheduling is not optimal [4] , and in fact there exist 2 --E competitive algorithms for small constant E > 0 [l, 71. The best competitive ratio is known to be between 1.837 and 1.945 (see [2, 7] ), but its precise value is unknown. In contrast, for the more general on-line MSR problem we do find the optimal competitive ratio. More surprisingly, our optimal algorithms schedule the accepted jobs using list scheduling, which is inferior when rejections are not allowed!
Next we consider the off-line MSR problem. The classical multiprocessor scheduling problem without rejections is known to be NPcomplete for m 2 2, it admits a fully polynomial approximation scheme for fixed m [3] and a polynomial approximation scheme when the number of machines is part of the input [63.
We show that for the MSR problem a fully polynomial time approximation scheme based on a dynamical programming formulation of the problem exists for any fixed m. We also present an approximation algorithm with a 2 -$ approximation ratio running in time O(nlog n) for arbitrary m. Obviously, the MSR problem on a single machine is easily solved by scheduling every job whose processing time does not exceed its penalty, and for m > 2 it remains NP-complete.
The on-line algorithms and lower bounds are presented in Sections 3 and 4. Section 5 contains the results about the off-line problem. 2 
Notation
An instance of the MSR problem consists of the number of machines m and a set of jobs J, IJI = n. We abuse the notation and denote the jth job in the input sequence by j. Each job j E J is characterized by a pair (tj,pj), where tj is its processing time and pj is its penalty.
For a set of jobs X C J, P(X) = Cj~xpj is the total penalty of jobs in X, and M(X) = Cj~x tj/m is the sum of the loads of jobs in X. The load of a job j is defined by tj/m. The set B = {j ) pi 2 tj/m} contains jobs with penalty less than their load.
Using list scheduling, the makespan of a schedule is bounded by the processing time of the job that finishes last plus the sum of the loads of all other scheduled jobs [5] . Thus, it is natural to reject all jobs in B, since their penalty is smaller than their load.
Given a solution produced by an on-line algorithm, R denotes the set of all rejected jobs, A denotes the set of all accepted job, T denotes the largest processing time of all accepted jobs. For the optimal solution we use A, A, p to denote the set of rejected jobs, accepted jobs, and the longest processing time of an accepted job. CoPT denotes the total cost of the optimal solution for a given instance of the problem, and CoN is the cost achieved by the on-line algorithm.
The algorithm is c-competitive if CON 5 c ' @PT.
The golden ratio is denoted by 4 = (fi + 1)/2 x 1.618.
On-line scheduling
In the first part of this section we present an online MSR algorithm which works for arbitrary m and achieves the best possible competitive ratio in that case. The corresponding lower bound is given in Section 4.2. For a fixed m 2 3 this algorithm gives the best competitive ratio we are able to achieve, however we are not able to prove a matching lower bound. In the second part we present a different algorithm which is optimal for the case of two machines. The corresponding lower bound is given in Section 4.1.
Arbitrary number of machines
Suppose all the jobs have the same processing time. A natural idea is to reject the first few jobs until the penalty paid reaches a certain threshold, and then schedule the remaining jobs. In addition, it is natural to reject all jobs in B. Our algorithm uses these two rules, suitably refined for the case of different processing times. It has a parameter (Y > 0, which specifies the threshold mentioned above.
Algorithm RTP( a) (REJECT-TOTAL-PENALTY@))
(i) If a job from B arrives, reject it.
(ii) Let P be the total penalty of all jobs from J -B rejected so far. If a job j = (tj, pj) that is not in B arrives, we reject it if P + pj 5 atj, otherwise we schedule it on a least loaded machine. 
= (M(A) t P(R -S) t M(S)) t ((1 -$T t P(S) -M(S)).
We compare the contribution of each job to the first part of the right-hand side above and to the optimal cost. Since for all jobs not rejected in Step (i), the load is smaller than the penalty, while on the other hand for all jobs rejected in
Step (i), the penalty is at most the load, we obtain
To finish the proof, it is now sufficient to prove
and notice that due to our conditions on c (3.1) this is at most
All jobs in S are scheduled in the optimal solution and hence have processing time at most T. The algorithm never rejects such a job if this would increase the penalty above of, and hence P(S) 2 cd* The choice of a and the analysis above are tight for any m, as shown by the following two examples. First, consider the sequence of two jobs (t, cr -$) and (1, $ + E), where t is chosen so that the first job is rejected in step (ii) and E > 0 is small; the competitive ratio on this sequence is arbitrarily close to 1 + (1 -$)$. Second, consider one job (1, a + E), m -2 jobs (1, $ + E), and one job (1,l) ; the competitive ratio is arbitrarily close to 2 + cx -i. This leads to the same inequalities as (3.1).
Two machines
To obtain an optimal &competitive algorithm for two machines we use another approach. We simply reject all jobs with penalty at most $ -1 of their processing time.
Algorithm RP((r) (REJECT-PENALTY(o))
If a job j = (tj,pj) arrives, we reject it if Pi 5 Qtj7 otherwise we schedule it on a least loaded machine. Now we distinguish two cases. First, let ! E A:, i.e., the optimal solution rejects the job !. The same approach can be used for larger m, too. However, for m > 3 this is worse than the previous algorithm.
An interesting situation arises for m = 3. We obtain a 2-competitive algorithm, which matches the previous section.
This algorithm rejects all jobs with penalty up to l/2 (of their processing time), whereas the previous algorithm rejects all jobs with penalty up to l/3 and also larger jobs if the total penalty is up to 2/3. We can combine these two approaches and show that any algorithm that rejects all jobs with penalty CX, for some l/3 < (Y 2 l/2, and also larger jobs if the total penalty is up to 1 -CX, is 2-competitive, too. However, no such combined algorithm is better.
Lower bounds
In the first part of this section we give the lower bound for a small number of machines. In particular it shows that the last algorithm is optimal for m = 2. In the second part we show the lower bound on algorithms working for all m.
Small number of machines
Assume that there exists a c-competitive on-line algorithm for m machines. We prove that c satisfies If the on-line algorithm accepts one among the first m -1 jobs, say the Ic-th, then the sequence is stopped after the first accepted job. The optimal solution rejects all the jobs, and hence
Otherwise we consider the sequence of all m jobs. The optimal solution schedules all jobs in parallel, with cost 1. The on-line cost is equal to the sum of the weights of the first m -1 jobs plus 1, independent of whether the last job is accepted or rejected.
Thus, CON = 1 +cy.- ' 5. This has to be at most c, szthe algorithm is c-competitive, and (4.9) follows. q COROLLARY 4.1. For two machines, no algorithm is less than $-competitive.
Arbitrary number of machines
Now we prove the lower bound on algorithms working for all m. The sequence of jobs starts as in the previous section, but additional ideas are necessary. The penalty the algorithm pays on those jobs is b;/u;. Since there are less than m jobs, the optimal cost is at most 1. Thus the total penalty incurred by the on-line algorithm must be at most ,B, and in particular there exists J! 5 k such that be/al < p/k < 3/k. Fix such !. The sequence is identical up to the jobs of weight l/at, and hence the on-line algorithm behaves identically. In particular, it also rejects b; jobs of weight l/a;, for i 5 1, and pays penalty Cf='=, &/a; for them.
The on-line algorithm has to reject all the first log m jobs, using the same argument as in Section 4.1. The penalty paid for them is at least C!Jzim(l + 4)-j = (1 -(1 + $)'Osrn)/4 2 4 -1 -l/m. The algorithm has to accept all jobs of weight 6, since there are at most 2m total jobs, and hence the optimal cost is at most 2. By summing the numbers, it follows that the on-line algorithm schedules exactly m + 1 jobs. Thus, its makespan is at least 2, and its total cost is at least 1 + 4 -l/m.
To finish the proof, it is sufficient to present a schedule with cost 1 + o (l) .
Consider the schedule that rejects log m + 1 jobs of weight l/al, br jobs of weight l/as, b2 jobs of weight l/as, be-2 jobs of weight l/at-r, be-1 + bp jobs of weight l/q, and schedules all remaining jobs optimally. First we verify that this description is legal, i.e. there are always sufficiently many jobs of given weight. By definition of a;, b; 5 a; 5 a;+~. For sufficiently large m, we have log m < al, and due to our choice off?, we also have be-1 + bp 5 ae-I + Sue/k I ae.
In the optimal solution one more job is rejected than in the solution produced by the on-line algorithm, and hence there are only m jobs to be scheduled.
Thus the optimal makespan is 1. The penalty paid is 101 = The sum in the second term is less than the penalty paid by the on-line algorithm, and hence this term is bounded by 0( l/ log m). The last term is bounded due to our choice of f!, namely it is 0(1/k) = O('"~~~~). Thus the total penalty paid is O(loi!Jz,) = o (l) , and the total cost is 1 + o (l) . 0 5 Off-line scheduling
An approximation algorithm
In this section we give a (2 -$)-approximation algorithm for MSR on m machines. Our lower bounds imply that such a ratio cannot be achieved by an on-line algorithm. The algorithm rejects all jobs in the set B = {j 1 pj < $tj}.
From all other jobs it accepts some number of jobs with the smallest running time, and chooses the best among such solutions.
Algorithm APPROX (i) Sort all jobs in J -B according to their processing times in the nondecreasing order.
(ii) Let Si, 0 5 i < (J -BI, be the solution that schedules first i jobs from J -B using list scheduling and rejects all other jobs. Choose the solution Si with the smallest cost.
Note that
Step (ii) of the algorithm takes only linear time, as we can built the schedules incrementally and the bookkeeping of penalties for rejected jobs is simple.
Thus the whole algorithm runs in time O(nlogn), independet of m. A performance analysis leads to the following worst-case ratio. PROOF. We assume that the jobs from J-B are ordered according to the ordering given by Step (i) of the algorithm.
If the optimal solution rejects all jobs from J -B, so does the solution Se, and CH = CoPT.
Otherwise let e be the last job from J -B accepted in the optimal solution. Consider the solution Se, which schedules all jobs up to e. Let A = {l,... ,.!} be the set of all jobs scheduled in Se. The job L has the largest running time of all scheduled jobs, and since we use the list scheduling, the makespan of Se is at most M(A) + (1 -$)tt. Now we have
The first inequality follows since the cost of the .algorithm is at most the cost of Se. The second inequality follows since the optimal solution rejects all the jobs that Se rejects, except possibly some jobs in B. 0
That the ratio is tight is shown by the following instance with m jobs (and m machines): tl = . . . = t, = 1, pr = 1 -E, and p2 = . . . = p, = A( 1 -E). The heuristic will reject all jobs resulting in CH = (1 + e)( I-6). In the optimal solution all jobs are accepted, whence CoPT = 1. For E close to 0 , && is arbitrarily close to 2 -A. This example also shows that any heuristic that rejects all jobs in the set B, has a worst-case ratio no better than 2 -$, since there is no scheduling at all involved in it. Thus, the only way in which an improvement might be obtained is by accepting possibly also jobs in the set B.
A FPTAS for fixed m
For the off-line MSR problem there exists a fully polynomial approximation scheme for fixed m.
The proof uses a rounding technique [3] based on dynamic programming. CLAIM 5.1. The MSR problem with integer processing times and penalties can be solved in time polynomial in n and (CoPT)".
PROOF. We use dynamic programming. Let A4i represents the current load of machine i, i = l,..., m. Clearly it is sufficient to compute for each Ml,. . . , Mm 5 CoPT the minimal value of penalty that can be achieved with these loads. We denote this value after j jobs are processed by Pj(Ml, . . . . Mm) and define it to be co whenever Mi < 0 for some i. For iM, 7 ***, Mm 2 0 it 'can be computed recursively as follows: 
, Mm)). i
We compute the values in the order of increasing mm A&, keeping track of the cost of the current optimal solution. As soon as max; A& reaches the cost of the current optimal solution, we stop, as we know it is a global optimum. 0 We obtain the optimal solution of I' by Claim 5.1, and derive an approximate solution for I by scheduling the respective jobs on the same machines as in the optimal solution for I'.
The cost CA of the approximate solution is away from the optimal solution for I by at most nk = &CH/2. Therefore, by applying the lower bound CoPT 2 CH/2 we obtain For the off-line problem better heuristics may be found by improving the rejection strategy proposed in the algorithm in Section 5.1.
