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We study the perturbative approach to the Wilsonian integration of
noncommutative gauge theories in the matrix representation. We begin by
motivating the study of noncommutative gauge theories and reviewing the
matrix formulation. We then systematically develop the perturbative treat-
ment of UV states and calculate both the leading and next to leading order
one- and two-loop corrections to the quantum effective action. Throughout,
we discuss how our formalism clarifies problems associated with UV-IR mix-
ing, a particular emphasis being placed on the dipole structure imposed by
noncommutative gauge invariance. Ultimately, using the structural under-
standing developed in this work, we are able to determine the exact form of
perturbative corrections in the UV regime defined by θΛ2 ≫ 1. Finally, we
apply our results to the analysis of the divergence structure and show that 3+1
and higher dimensional noncommutative theories that allow renormalization
beyond one-loop are not self-consistent.
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Chapter 1
Introduction and Motivation
The most significant outcome of purely theoretical physics in the last
thirty years is string theory. String theories, which naturally live in 9 + 1
dimensions, seem to provide a unified perturbative description of all known
interactions – including gravity. In more recent years, however, it has been
discovered that even string theories appear to be unified into a mysterious
10+1 dimensional theory known asM-theory, which is believed to exist even
at the non-perturbative level.
One of the most interesting and also most challenging aspects of M-
theory is that it appears to admit a large number of equivalent descriptions,
each with its own set of degrees of freedom and interactions. Equivalences
of this type are known as dualities. By their very nature, dualities impose
severe difficulties on the formulation of a background independent description
of the theory, because some degrees of freedom are more natural in certain
backgrounds but none are universally favored. Furthermore,M-theory seems
to incorporate a radical concept called holography, which requires that the
number of degrees of freedom in a region of space grows as the area enclosing
the region, instead of the volume. For this reason, holography also obscures
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the background independence of the theory, since one must choose a particular
“holographic screen” on which to “project” a description of the physics. More-
over, it is not known the extent to which duality and holography interplay in
M-theory.
Nonetheless, one conceivable way to formulate a theory which embodies
duality or holography in a background independent fashion is to make man-
ifest a symmetry whose action is equivalent to a duality transformation or
changing the choice of holographic screen. In other words, one may choose to
intentionally formulate the theory in a highly redundant language. After all,
historically, this method has been proven correct in formulating gauge theo-
ries, which are somewhat analogous. From this point of view, different dual
descriptions of the same physics or different choices of holographic screen are
merely different (partial) gauge choices. Moreover, the reduction in degrees of
freedom implied by holography would presumably arise from eliminating all
(or most of) the gauge freedom. The problem is that duality and hologra-
phy imply such a rich structure that it is not known how to parameterize any
symmetry that could describe their full effect. Although, there has been some
evidence that suggests manifestly duality invariant theories may be formulated
in backgrounds with more than one time-like dimension [1].
Following this line of reasoning, the key to discovering a tractable back-
ground independent formulation of M-theory may be to study nontrivial ex-
tensions of local gauge symmetry. Perhaps the most conservative step in this
direction is to study noncommutative gauge theories, which are important in
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their own right because they are known to emerge from string theory through
various decoupling limits [2, 3]. However, in the context of the present dis-
cussion, noncommutative gauge theories could provide some clues about the
nature of whatever mysterious symmetry castsM-theory in its most symmet-
ric form.
It turns out that noncommutative gauge theories do indeed contain an
essential ingredient which is necessary to accommodate holography – UV-IR
mixing. UV-IR mixing, or the UV-IR connection, refers to a nondecoupling of
UV and IR degrees of freedom. Clearly, a nondecoupling of this type is required
in any holographic theory because the total number of degrees of freedom in a
region – a quantity dependent on the UV – is related to the area enclosing the
region – a quantity dependent on the IR. In noncommutative gauge theories,
UV-IR mixing arises from elementary dipole degrees of freedom whose trans-
verse length is proportional to their center-of-mass momentum [3]. Thus, UV
dipoles grow long in spatial extent and mediate instantaneous long-distance
interactions that are relevant in the IR. What is more, the dipole character of
noncommutative gauge theories is intimately related to the structure imposed
by gauge invariance.
However, while it may be plausible that the study of noncommutative
gauge invariance can shed some light on duality and holography, the main
objective of this work is to probe the effects of UV-IR mixing in the context
of noncommutative gauge theories. In particular, we perturbatively analyze
Wilsonian integration in the UV regime defined by θΛ2 ≫ 1. Although not as
3
fundamental in nature, this problem is quite interesting and challenging due to
the inherent involvement of both spatial nonlocality and UV-IR nondecoupling.
In fact, both of these properties present major difficulties in the understanding
of noncommutative quantum field theories.
The most popular approach to studying noncommutative field theories
has been to work in the star product representation and apply the conventional
techniques that were originally developed for local quantum field theories.
Not surprisingly, UV-IR mixing results in a tremendous amount of confusion
regarding such things as the renormalization of UV divergences [4, 5, 6], the
treatment of IR divergences [7, 8], and Wilsonian integration [9, 10]. Moreover,
the noncommutative gauge invariance is not preserved order by order in the
standard perturbative expansion [11]. Rather, gauge invariance is achieved
by an infinite resummation of diagrams [12, 13, 14]. Finally, there is a sort of
naturalness problem with the conventional approach in that the intrinsic dipole
structure of the elementary field quanta is not completely clear, although some
suggestive results have been obtained [12].
On the other hand, in the matrix formulation of noncommutative gauge
theory, the noncommutative gauge invariance is manifest [15], as is the dipole
character of the elementary quanta [16, 17]. In fact, the matrix approach al-
lows for a clear separation between the quantum effects of UV and IR dipoles.
In particular, it has been shown that one can make sense of Wilsonian inte-
gration despite UV-IR mixing, and corrections to the quantum effective action
resulting from integrating out the UV states were explicitly calculated at both
4
the one- and two-loop orders. The resulting interactions were found to dom-
inate the long-distance behavior, which shed some light on UV-IR mixing in
noncommutative gauge theory, as well as the nonanalytic dependence of the
quantum theory on the noncommutativity parameter θ. Also, [18] provides
a different point of view on how the matrix formulation naturally leads to a
bi-local representation. Thus, the dipole structure imposed by the manifest
gauge invariance of the matrix formulation seems to hold the key to resolving
the ambiguities associated with UV-IR mixing.
In this work, we will review and build upon the recent developments in
the perturbative approach to Wilsonian integration of noncommutative gauge
theories in the matrix formulation. In Chapter 2, we discuss the matrix for-
mulation of noncommutative gauge theories in some detail. The presentation
is based on [19, 20], although the proofs of orthogonality and completeness
of the Fourier matrix basis are new. Then in Chapter 3, which is essentially
drawn from [16, 17], we discuss the perturbative Wilsonian treatment of non-
commutative gauge theories in the UV regime given by θΛ2 ≫ 1. Finally,
Chapter 4 addresses the divergence structure that arises from the integration
of UV modes. To some extent this part is based on [17], although there are
new discussions concerning diagrammatical combinatorics and the relationship
between renormalization beyond one loop and UV-IR divergences. We end in
Chapter 5 with some discussion of our results and outlook toward the open
problem of understanding the IR regime defined by θΛ2 . 1. The Appendices
contain the technical details and explicit calculations.
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Chapter 2
Matrix Representation of Noncommutative
Gauge Theories
2.1 Introduction
Before systematically developing the perturbative Wilsonian treatment
of noncommutative gauge theories in the matrix formulation, we must first
discuss the matrix representation of the noncommutative plane. To that end,
we will first define the noncommutative plane algebraically and then briefly
discuss its novel properties. We then derive the matrix representation of func-
tions defined on the noncommutative plane and discuss the correspondence
with the star product representation. Finally, we formulate noncommutative
gauge theories in the matrix representation.
2.2 Matrix Representation of the Noncommutative Plane
The noncommutative 2p-plane is most conveniently defined by its alge-
bra
[xi, xj] = iθij , (2.1)
where xi are the coordinates and θij is an antisymmetric tensor of SO(2p).
Clearly, the novel feature of the noncommutative plane is that the coordinates
6
generally do not commute. However, we may still think of the coordinates as
any other observable in our Hilbert space, and therefore, represent them as
infinite dimensional Hermitian matrices xˆi. The difference in the noncommu-
tative case is that Eq. (2.1) leads to a nontrivial uncertainty relation between
the coordinate operators
∆xi∆xj & θij. (2.2)
In words, Eq. (2.2) states that, on the noncommutative plane, configurations
that are localized in a given direction are necessarily delocalized in the trans-
verse direction.
Furthermore, when combined with the standard position-momentum
uncertainty relation, Eq. (2.2) implies that high momentum configurations are
necessarily to some extent delocalized. As we shall see in Chapter 3, these novel
properties of the noncommutative plane will lead to spatial nonlocality and
UV-IR nondecoupling, which poses some technical obstacles to understanding
noncommutative quantum field theories. However, the matrix representation
is particularly well-suited to describe this type of behavior, and will therefore
be the preferred language in which to formulate noncommutative field theories.
In order to quantify the notion of “configurations” that are discussed
above, we must first give a definition to arbitrary functions of noncommutative
coordinates. In the matrix representation, we can think of functions defined
on the noncommutative plane as matrices. Moreover, in analogy with the
familiar Fourier expansion of ordinary functions, it will prove convenient to
define functions of noncommutative coordinates by means of an expansion in
7
a special basis of matrices
F =
∫
d2pk
(2π)2p
eik·xˆF˜ (k). (2.3)
When expressed this way, F is a Weyl ordered function of xˆi since the expo-
nential is.
The validity of Eq. (2.3) follows from the orthogonality and complete-
ness relations that are derived in Appendix A
(2π)p(detθ)1/2Tr
(
eik·xˆe−ik
′·xˆ
)
= (2π)2pδ2p(k − k′) (2.4)∫
d2pk
(2π)2p
(
eik·xˆ
)
ij
(
e−ik·xˆ
)
kl
=
δilδkj
(2π)p(detθ)1/2
. (2.5)
Eqs. (2.4) and (2.5) imply that the Fourier coefficients are given by
F˜ (k) = (2π)p(detθ)1/2Tr
(
e−ik·xˆF
)
. (2.6)
In what is to follow, we shall define f(xˆ) as the matrix whose Fourier coeffi-
cients are
f˜(k) =
∫
d2px e−ik·xf(x). (2.7)
Eq. (2.7) is the canonical choice because it implies that, as a function of its
argument, f(xˆ) reduces to f(x) in the commutative limit. However, perhaps
the most convenient aspect of Eq. (2.7) is that it implies
(2π)p(detθ)1/2Trf(xˆ) =
∫
d2px f(x), (2.8)
which will play a crucial role in constructing the action for noncommutative
field theories.
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An immensely important consequence of Eq. (2.7) is that it immediately
provides a one-to-one correspondence between matrix functions and ordinary
functions
f(xˆ)←→ f(x). (2.9)
Thus, to f(xˆ), we may attribute a profile in position and momentum space
given by f(x) and f˜(k), respectively. It is, however, important to realize that
there is a crucial difference between the algebra of functions defined on the
noncommutative plane and those defined on the ordinary plane. For example,
consider the product of two matrix functions f(xˆ) and g(xˆ). From Eqs. (2.7)
and (2.9) it follows that
f(xˆ)g(xˆ)←→ (f ⋆ g)(x) ≡ exp
(
i
2
∂iθ
ij∂′j
)
f(x)g(x′)
∣∣∣∣
x′=x
. (2.10)
Thus, if we choose to represent the matrix functions f(xˆ) and g(xˆ) by the
ordinary functions f(x) and g(x), we must deform the ordinary product into
the star product as shown in Eq. (2.10). This choice corresponds to the star
product representation. From the perspective of the Weyl ordering convention,
Eq. (2.10) states that the Weyl ordered product of two Weyl ordered functions
f(xˆ) and g(xˆ) is (f ⋆g)(xˆ). More physically, Eq. (2.10) represents the quantum
nature of the noncommutative plane.
Although there is a complete duality between the matrix and star prod-
uct representations, it is generally more convenient to work in the matrix rep-
resentation in order to avoid the technical complications that are introduced
by the star product. Furthermore, there is an added benefit to the matrix
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formulation in that the noncommutative gauge invariance, which is discussed
in Section 2.3, is manifest order by order in perturbation theory. Therefore,
from this point on, we will work in the matrix representation.
2.3 Matrix Formulation of Noncommutative Gauge The-
ories
In Section 2.2 we introduced all of the ingredients necessary to construct
noncommutative gauge theories in the matrix formulation. The correspon-
dence given by Eq. (2.9) guarantees that an arbitrary gauge field configuration
can be represented by
Aµ(xˆ, t) =
∫
d2pk
(2π)2p
eik·xˆ ⊗ A˜µ(k, t). (2.11)
The tensor product in Eq. (2.11) refers to the product between the matrix
structure of the exponential function of xˆi and the matrix structure of the
Fourier coefficients, which we take to live in the adjoint representation of
U(N).
When formulating noncommutative gauge theories in the matrix rep-
resentation, it is convenient to define the quantity
X i(t) = xˆi ⊗ 1N + θijAj(xˆ, t). (2.12)
Eq. (2.12) implies that gauge transformations are properly realized if and only
if X i transforms in the adjoint representation of the noncommutative gauge
group, which we take to be U(N)NC
X i → U †X iU ⇐⇒ Aj → U †AjU + iU †∂jU. (2.13)
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Furthermore, space derivatives are simply given by taking the commutator
[X i(t),Φ(xˆ, t)] = iθij(DjΦ)(xˆ, t), (2.14)
where Φ(xˆ, t) can be any field transforming in the adjoint representation of
the gauge group and DjΦ ≡ ∂jΦ − iAj ⋆ Φ + iΦ ⋆ Aj is the gauge covariant
derivative of Φ. Of course, time derivatives are defined in the standard way,
and gauge covariance is achieved by introducing a gauge field A0(t) = A0(xˆ, t)
transforming as
A0 → U †A0U + iU †U˙ (2.15)
under noncommutative gauge transformations.
Using the definitions of the fields X i and A0, it is straight forward to
show that
X˙ i − i [A0, X i] = θijF0j(xˆ)
−i [X i, Xj] = θikθjl (Fkl(xˆ)− θ−1kl ) , (2.16)
where Fµν ≡ ∂µAν − ∂νAµ− iAµ ⋆Aν + iAν ⋆Aµ is the noncommutative gauge
field strength. Therefore, up to total derivative terms, the Lagrangian for
2p+ 1 dimensional noncommutative Yang-Mills (NCYM)
L =
∫
d2px trN
(
1
2
GijF0i(x)F0j(x)− 1
4
GijGklFik(x)Fjl(x) + total deriv
)
,
(2.17)
can be recast in terms of a 0 + 1 dimensional theory of matrix fields
L = Tr
(
1
2
(
X˙ i − i [A0, X i])2 + 1
4
[
X i, Xj
] [
X i, Xj
])
, (2.18)
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where the inverse spatial metric of the field theory Gij = θikθkj. Note that for
convenience, we have chosen units such that (2π)2pdet(θ) = 1.
At this point, some remarks are in order. Eq. (2.17) shows that the
matrix description of NCYM given by Eq. (2.18) includes some contributions
that are total space derivatives from the field theory perspective. While this is
expected to be significant non-perturbatively, at least at the perturbative level,
it is irrelevant because the equations of motion are unchanged. Thus, we can
capture the perturbative behavior of NCYM theory by studying Eq. (2.18),
which is exactly what we shall do. Another point is that this same construction
can be generalized in an obvious manner to include fermions or any other
matter field transforming in the adjoint representation of the gauge group.
For example, the theory can be easily supersymmetrized, which we will explore
in more detail in Chapters 3 and 4. Lastly, it should be noted that we can
describe theories with d additional commutative spatial dimensions by simply
promoting Eq. (2.17) from 0 + 1 dimensions to d + 1 dimensions. We will
frequently rely on this correspondence in Chapters 3 and 4 when we discuss
3 + 1 dimensional noncommutative theories.
Before moving on to the perturbative behavior of NCYM, it is worth
while discussing the noncommutative gauge invariance in more detail. From
the tensor product structure of Eq. (2.12), we see that the noncommutative
gauge group, which we take to be U(N)NC, can be decomposed as U(∞) ⊗
U(N), both factors generally being time-dependent. The U(N) factor encodes
the spatially constant part of the gauge transformation, while the U(∞) ≡
12
U(1)NC factor encodes the spatial dependence of the gauge transformation.
However, due to the matrix structure of U(∞), which connects spatial points
nonlocally, it is clear that noncommutative groups are a much larger group
of symmetries than ordinary groups. As such, the structure imposed by the
noncommutative gauge invariance will be much more rigid than that of or-
dinary gauge theories, and in fact all orders of the conventional perturbative
expansion will contribute to gauge invariant quantities. Understanding this
structure will be a central theme of this work.
13
Chapter 3
Perturbative Wilsonian Formalism for
Noncommutative Gauge Theories
3.1 Introduction
In Chapter 2, we showed how noncommutative gauge theories are for-
mulated in the matrix representation. We will now develop Wilsonian pertur-
bation theory in this language in order to probe the physical effects of UV-IR
mixing. We begin by rewriting Eq. (2.18) in the background field gauge, which
is generally convenient in the Wilsonian approach. We then derive the prop-
agator for the UV modes and utilize it to calculate both the leading and the
next to leading order one- and two-loop corrections to the Wilsonian quantum
effective action. Finally, we determine the general gauge invariant structure of
perturbation theory that is valid to all loop orders in the UV regime defined
by θΛ2 ≫ 1.
3.2 Background Field Gauge Fixing
Ultimately, we are interested in performing a Wilsonian integration of
the UV modes. In order to separate the quantum effects of UV and IR states,
it is convenient to work in the background field language. In this approach,
14
we expand the fields A0 = B0 + A and X
i = Bi + Y i, where the background
fields B0 and B
i contain the IR degrees of freedom, while the fluctuating fields
A and Y i contain the UV degrees of freedom. Of course, we can think of the
background fields in the usual way, B0 = A0(xˆ) and B
i = xˆi ⊗ 1N + θijAj(xˆ),
using the definition given by Eq. (2.11). The fluctuating fields then have the
natural interpretation as fluctuations in A0 and Ai. The imposition of the
Wilsonian cutoff is somewhat subtle, however, so that point will be deferred
until Section 3.3.
In order to define the functional integral over A and Y i, we must gauge
fix the Lagrangian. This can be accomplished by adding both a gauge fixing
and the corresponding ghost term to the Lagrangian
Lgf + Lgh = Tr
(
−1
2
(
−A˙− i [Bi, Y i])2 + ˙¯c(c˙− i[A, c])+ [Bi, c¯] [X i, c]) .
(3.1)
Note that, for convenience, we have used the residual gauge symmetry of the
background fields to set B0 = 0, although we may restore B0 at any time
simply by gauge covariantizing the time derivatives. However, it is important
to realize that no additional gauge fixing terms are required because the back-
ground fields are not to be integrated out. Upon expanding in fluctuations,
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the action takes the form L = L0 + L1 + L2 + L3 + L4 where
L0 = Tr
(
1
2
B˙i2 +
1
4
[Bi, Bj ][Bi, Bj ]
)
;
L2 = Tr
(
1
2
Y˙ j2 +
1
2
[Bi, Y j ]2 − 1
2
A˙2 − 1
2
[Bi, A]2 − 2iB˙i[A, Y i]
+[Bi, Bj][Y i, Y j] + ˙¯cc˙+ [Bi, c¯][Bi, c]
)
;
L3 = Tr
(
[Bi, Y j][Y i, Y j]− [Bi, A][Y i, A]− iY˙ i[A, Y i]
−i ˙¯c[A, c] + [Bi, c¯][Y i, c]
)
;
L4 = Tr
(
1
4
[Y i, Y j ][Y i, Y j ]− 1
2
[A, Y i]2
)
. (3.2)
Notice that we have neglected the linear term L1, which generically
will contribute to the dynamics of the background field through tadpoles.
In the language of perturbation theory, this amounts to corrections that are
both higher order in the gauge coupling and higher order in derivatives of the
background field. Therefore, the linear term, is suppressed if we require both
that the coupling be sufficiently weak so that the loop corrections are small
and that the states we integrate out be of sufficiently high momenta relative
to the scale set by the background so that the higher derivative corrections are
small, as well. In fact, both of these conditions will be met in our perturbative
Wilsonian approach, so for the sake of simplicity, we have neglected the linear
interactions in Eq. (3.2). Of course, consistency requires L1 be included in
a complete perturbative analysis, but it does not contribute to any of the
quantities that we calculate in this work.
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The structure of the quadratic term L2 plays a central role in perturba-
tion theory. We see from Eq. (3.2) that all of the fluctuating fields have simi-
lar quadratic terms up to interactions proportional to iB˙i and [Bi, Bj ], which
Eq. (2.16) implies are proportional to the background gauge field strength. As
is well known, the background field dependence of the terms quadratic in the
fluctuating fields can either be treated exactly or perturbatively, depending on
the definition of the propagator. In our calculation, it will be most convenient
to treat the field strength terms perturbatively, while absorbing the remaining
background dependence into the propagator. From a physical standpoint, our
treatment of L1 and L2 corresponds to a derivative expansion of the back-
ground field, which is valid when UV modes are integrated out. In fact, in
this work, we only consider the effects of integrating out states of energy and
momentum much higher than any other scale in the problem, including the
noncommutativity parameter θ.
Finally, before deriving the propagator for the fluctuating fields, let us
discuss the structure of expectation values in the background field language.
When we compute the effects of the interaction terms in Eq. (3.2) perturba-
tively, we will encounter expectation values involving both background and
fluctuating fields. Since the background fields are still quantum operators in
the Wilsonian scheme, we cannot simply remove them from the expectation
value. However, since the background and fluctuating fields contain entirely
different degrees of freedom, the expectation value factorizes into a product
of the expectation value of the background fields and the expectation value
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of the fluctuating fields. In order to integrate out only the fluctuating fields,
we evaluate the expectation value of the fluctuating fields and interpret the
residual expectation value of background fields as arising from a term in the
quantum effective action.
3.3 Propagator in the Matrix Representation
As discussed above, all of the fluctuating fields, Φ = (Y i, A, c¯, c) cor-
responding to gauge field degrees of freedom, appear similarly in quadratic
terms of the form
Tr
(
1
2
Φ˙2 +
1
2
[
Bi,Φ
]2)
. (3.3)
In Eq. (3.3), Φ is manifestly in the adjoint representation of the noncommu-
tative gauge group. However, it will prove convenient to express the adjoint
representation as the tensor product of the fundamental and antifundamental
representations. In index notation, the tensor product realization of Eq. (3.3)
becomes
1
2
Φab
(
−δbcδda
d2
dt2
− Bibe Biec δda − δbcBide Biea + 2Bibc Bida
)
Φcd, (3.4)
which implies the following matrix structure
1
2
ΦT
(
−1 ⊗ 1 d
2
dt2
− (Bi ⊗ 1 − 1 ⊗Bi)2)Φ. (3.5)
In the Wilsonian scheme, we are only interested in integrating out vir-
tual states with frequencies ω ≫ 1/T , T being the time scale set by the
background. For these high frequency modes, the backreaction coming from
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the background time dependence is a subleading effect. Therefore, the ma-
trix propagator for virtual states with frequencies above a Wilsonian cutoff,
Λ≫ 1/T , can be expressed in the following Fourier integral form
G(t− t′) =
∫
Λ
dω
2π
e−iω(t−t
′)
ω2 −M2 + . . . (3.6)
where M2 = (Bi ⊗ 1 − 1 ⊗Bi)2 and the . . . represent subleading terms that
are suppressed by factors of (TΛ)−1 ≪ 1. In the following, we consider only
the leading order term.
To relate this 0+1 dimensional matrix quantity to a 2p+1 dimensional
field theory quantity, we choose a convenient representation which is derived
in Appendix B
1
ω2 −M2
=
∫
d2pk
(2π)2p
e−ik·(B⊗1−1⊗B)
∫
θΛ
d2px
eik·(x−x
′)
ω2 − (x− x′)2 (3.7)
=
∫
d2pk
(2π)2p
e−ik·B ⊗ eik·B
∫
θΛ
d2px eik·(x−x
′)G˜
(
ω, θ−1(x− x′)) ,
where G˜(ω, p) = (ω2 − piGijpj)−1 is the field theory momentum space propa-
gator for a massless state. As discussed in Appendix B, there is a lower cutoff
applied to the integral over x such that |x − x′| > θΛ ≫ θ/L where L is the
length scale set by the curvature of the background. Moreover, the physical
reason for imposing the cutoff on the position integral is now clear, since po-
sition apparently plays the role of momentum. Putting everything together,
19
the matrix propagator can be written in the following form
G(t− t′) =
∫
θΛ
d2px
∫
Λ
dω
2π
∫
d2pk
(2π)2p
e−iω(t−t
′)+ik·(x−x′)
× G˜ (ω, θ−1(x− x′)) e−ik·B(t) ⊗ eik·B(t). (3.8)
We can now identify the various ingredients of the 0 + 1 dimensional
propagator given by Eq. (3.8) from a 2p + 1 dimensional perspective. As
suggested by the notation, (ω, k) is to be identified with the spacetime energy-
momentum, and likewise, (t, x) is the corresponding spacetime coordinate.
The integral over x is then understood in terms of the nonlocality of the non-
commutative field theory, but perhaps more surprising is the role played by the
field theory propagator, G˜. Evidently, the small-k – large-x region of the in-
tegral corresponding to low-momentum – large-distance receives contributions
from high momentum field theory states and vice-versa. Actually, this type
of behavior has a very natural interpretation in terms of the dipole degrees of
freedom that we expect from the decoupling limit in which noncommutative
gauge theory emerges from string theory.
In the decoupling limit, the noncommutative field quanta can be thought
of as dipoles with a transverse size proportional to the center of mass momen-
tum (x−x′)i = θijpj . It is clear that this effect is encoded in Eq. (3.8), since the
momentum argument of the field theory propagator G˜(ω, p) is p = θ−1(x−x′).
It is also clear that, due to the Fourier integral over position, these dipole
states probe a transverse momentum scale ki ∼ 1/(x − x′)i. Combining the
two relations, we arrive at 1 ∼ piθijkj , which is equivalent to the stationarity
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of the Moyal phase factors that appear in the star product formulation [7]. In
essence, this relation means that integrating out high momentum states can
lead to low momentum effects – a symptom of UV-IR mixing. Thus, it seems
that Eq. (3.8) naturally describes the dipole degrees of freedom that appear
in noncommutative gauge theories.
However, it is important to realize that the representation of the prop-
agator given by Eq. (3.8) is only valid for dipoles of high energy and momen-
tum. More precisely, if the background changes on time and length scales
T and L, respectively, we can only integrate over frequencies ω ≫ 1/T and
momenta p = θ−1(x − x′) ≫ 1/L; otherwise, the time derivatives and com-
mutators involving the background field that were dropped in the derivation
of Eq. (3.8) are no longer negligible. Therefore, the cutoff Λ is chosen such
that Λ ≫ 1/T and 1/L, in which case the higher order commutator and time
derivative corrections are suppressed by factors of (LΛ)−1 and (TΛ)−1 ≪ 1.
Moreover, since the cutoff is chosen relative to the scale of the background, Λ
is naturally interpreted in the Wilsonian sense.
The matrix structure of the 0 + 1 dimensional propagator, which is
contained entirely in the tensor product of operators of the form exp(ik · B),
also has an important field theory interpretation. As derived in Appendix C,
we can identify
eik·B(t) = eik·xˆ⊗1N+ik·θ·A(xˆ,t) ←→ P⋆ei
∫
1
0
dσk·θ·A(x+σθ·k,t) ⋆ eik·x, (3.9)
where P⋆ denotes path ordering of the exponential using the star product. This
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object transforms in the adjoint under gauge transformation, and in particular,
the trace is gauge invariant
Tr
(
eik·B(t)
)←→ ∫ d2pxeik·xtrN (P⋆ei ∫ 10 dσk·θ·A(x+σθ·k,t)) . (3.10)
We immediately recognize this object as the Fourier transform of an open
Wilson line . In fact, this structure was essentially guaranteed by the noncom-
mutative gauge invariance [21].
When we use the matrix propagator for perturbative calculations of the
quantum effective action, we will frequently encounter the Fourier transform
of Eq. (3.10). Following [15], we define the operator
ρ(x, t) =
∫
d2pk
(2π)2p
eik·xTr
(
e−ik·B(t)
)
. (3.11)
Although ρ(x) is generally a spatially nonlocal field theory operator, for θ · k
sufficiently small such that Eq. (3.8) is valid, it is approximately local on
length scales given by the background configuration, as can be easily seen
from Eqs. (3.10) and (3.11). In fact, all gauge invariant Wilson line operators,
which differ only by extra operator insertions, will share this property. For
example, an insertion of an arbitrary operator O into the end of the Wilson
line gives
ρO(x, t) =
∫
d2pk
(2π)2p
eik·xTr
(O(t)e−ik·B(t)) . (3.12)
The interpretation of the matrix propagator in terms of dipole degrees
of freedom is made more concrete in Sections 3.4 and 3.5 by calculating the
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(a) Single matrix diagram is mani-
festly gauge invariant and implicitly
contains all leading background de-
pendence.
(b) Gauge invariance achieved by
summing over all background inser-
tions on both the outer and inner
boundaries.
Figure 3.1: One-loop contributions in the matrix versus the star product ap-
proach.
leading and next to leading order one- and two-loop corrections to the Wilso-
nian quantum effective action. We will find that integrating out UV virtual
states gives rise to long-distance interaction terms that are naturally inter-
preted in the dipole context discussed above.
3.4 One-loop Corrections to the Effective Action
We begin the computation of the quantum effective action at one-loop,
where the advantage of the matrix formulation becomes immediately clear.
The leading one-loop contribution is manifestly gauge invariant and can be
expressed in a single diagram drawn in ’t Hooft double line notation as shown in
Fig. 3.1(a). This is to be contrasted with the field theory star product approach
in which an infinite number of diagrams of the form shown in Fig. 3.1(b) must
be summed up in order to achieve gauge invariance [12, 13, 14].
Using the matrix representation of the propagator given by Eq. (3.8),
the evaluation of the matrix diagram is simple. The contraction of matrix
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indices, as indicated by the double line diagram, gives a double trace contri-
bution proportional to
(NB −NF )
∫
dtdt′δ(t− t′)Tr logG(t− t′) (3.13)
= (NB −NF )
∫
dtd2px1d
2px2ρ(x1, t)ρ(x2, t)
∫
dω
2π
log G˜(ω, θ−1x12),
where x12 ≡ x1 − x2, and NB and NF are the numbers of on-shell bosonic
and fermionic polarization states, respectively. Note that, although we have
discussed only the gauge degrees of freedom explicitly, fermions and other
matter fields will generally contribute quantities of the same form as the pure
gauge calculation, but they will differ in the constant of proportionality, as in
Eq. (3.13) above. Furthermore, the integrals are always assumed to be cutoff
as previously discussed, even though the cutoff will often be suppressed.
Now let us understand the structure of Eq. (3.13) a bit more in terms of
the conventional field theory diagrams that are illustrated in Fig. 3.1(b). First
of all, we choose to expand ρ(x) = trN (1 ) +∆(x). The significance of ∆(x) is
that it contains only fluctuations of the background field around the vacuum
state. In particular, ∆(x) vanishes for trivial configurations gauge equivalent
to Ai(x) = 0, which can be seen from Eqs. (3.10) and (3.11). Therefore,
the field theory interpretation of ∆(x) is that it represents the gauge invariant
contribution from the insertions of the background gauge field into a boundary
of the loop. On the other hand, the constant term of ρ(x) is gauge field
independent, and therefore, must descend from field theory diagrams with no
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background insertions into the corresponding outer or inner boundary.
For example, we can conclude that the ∆0 term involves no insertions on
either the outer or the inner boundary, and therefore, comes from field theory
vacuum diagrams. Using the same reasoning, we find that the ∆1 terms involve
background insertions on only one boundary, and therefore, are due to non-
vacuum planar field theory diagrams. Finally, the ∆2 term involves insertions
on both the outer and the inner boundary, and therefore, arises from nonplanar
field theory diagrams. Thus, the single matrix diagram in Fig. 3.1(a) contains
contributions from both planar and nonplanar field theory diagrams.
However, Eq. (3.13) only reproduces the leading order terms of the
expansion in external momenta, as can be verified by a direct field theory
calculation [15]. The reason is that in deriving Eq. (3.8), the matrix formu-
lation naturally leads to an expansion in commutators and time derivatives.
The subleading terms, as we have seen, are suppressed by factors of (LΛ)−1,
1/L being the scale of the external momenta and Λ the scale of the Wilsonian
cutoff. This must correspond to the expansion in external momenta of the
field theory propagators in the loop diagrams, since the expansion parameter
is the same. On the other hand, the external momentum dependence of the
Moyal phase factors is determined exactly by noncommutative gauge invari-
ance. In terms of the structure that we discussed in Section 3.3, the expansion
in the external momenta of the propagators manifests itself as higher dimen-
sional operator insertions into the end of the Wilson lines as in Eq. (3.12),
while the Wilson lines themselves are the manifestation of both the additional
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propagators and the Moyal phase factors associated to the external insertions.
Thus, as alluded to earlier, the physical nature of our approximation is that
of a standard derivative expansion of the background. In fact, order by order,
the matrix approach reproduces the momentum expansion of the field theory
propagators if higher order commutators and time derivatives are retained.
Back to the evaluation of Eq. (3.13), the vacuum diagrams, correspond-
ing to the ∆0 term, are divergent. It is easy to see that they are proportional
to
(NB −NF )N2V
∫
dt
dω
2π
d2px12 log G˜(ω, θ
−1x12)
= (NB −NF )N2V
∫
dt
dωd2pp
2π(2π)2p
log G˜(ω, p). (3.14)
In fact, this is nothing but the usual one-loop UV vacuum divergence that is
familiar from ordinary field theories. The leading one-loop divergent contri-
bution from other non-vacuum planar diagrams, which corresponds to the ∆1
term, vanishes because
∫
d2px∆(x) = 0, as can be seen from Eq. (3.11). Thus,
in the case of planar field theory diagrams, the leading one-loop correction
reduces to known results.
On the other hand, the nonplanar diagrams represented by the ∆2
interaction
(NB −NF )
∫
dtd2px1d
2px2∆(x1, t)∆(x2, t)
∫
dω
2π
log G˜(ω, θ−1x12), (3.15)
demonstrates an entirely new effect. This term illustrates how UV dipoles
can mediate long-distance interactions. When the virtual dipoles in the loop
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PSfrag replacements
x1 x2
Figure 3.2: High momentum virtual dipoles grow long in the transverse di-
rection and mediate instantaneous interactions between distant background
fluctuations at x1 and x2.
have high momentum, Fig. 3.1(a) “stretches out” into a long cylinder that
joins distant points x1 and x2. Each boundary of the cylinder contributes a
trace which yields a gauge invariant Wilson line operator corresponding to low
momentum background insertions into the field theory diagrams. This process
is depicted in Fig. 3.2. Thus, we can interpret the double lines of the matrix
diagram as literally representing the end points of the virtual dipole quanta as
they propagate around the loops.
In fact, by performing the integration over frequency, we can calculate
the interaction strength between ∆(x1) and ∆(x2)∫
dω
2π
log G˜(ω, θ−1x12) ∼ |x1 − x2|+ constant. (3.16)
Thus, in the presence of this term, the theory is strongly interacting at long
distances. This fact has been recognized in [15], and it was shown that these
strong long-distance interactions are due to the leading IR pole singularities
that appear in nonsupersymmetric noncommutative theories. The appearance
of nonanalytic behavior in external momenta has also been discussed in the
star product formulation in [4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14]. However, if
the theory is supersymmetric, then NB = NF and the leading order one-loop
interaction given by Eq. (3.13) vanishes.
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We must now consider the next to leading order one-loop contribution,
which has also been discussed from the star product perspective in [13]. As
alluded to earlier, the precise result requires that we keep the next to leading
order commutators and time derivatives that were dropped in the derivation
of the propagator, as well as extra insertions of the background field strength
coming from terms in L2 that were also excluded from the propagator. How-
ever, power counting as well as symmetry arguments imply that the next to
leading order one-loop contribution will be of the same order as Fig. 3.1(a)
with two extra insertions of the field strength
.
This contribution alone suffices to demonstrate the qualitative features of the
next to leading order one-loop behavior. It has the added virtue that the cal-
culation can be done with the leading order propagator Eq. (3.8) because the
field strength insertions are already higher order. A straight forward calcula-
tion outlined in Appendix D leads to a term in the action of the form∫
dtd2px1d
2px2
[
c1ρFF (x1, t)ρ(x2, t) + c2ρF (x1, t)ρF (x2, t)
]
×
∫
dω
2π
G˜(ω, θ−1x12)G˜(ω, θ−1x21), (3.17)
where the subscript F denotes an insertion of the field strength into the end
of the Wilson line.
At this point, there are several comments to be made. First of all, it
is clear that Eq. (3.17) describes the instantaneous interaction between two
28
points x1 and x2, which is consistent with the long dipole picture depicted in
Fig. 3.2. Moreover, all one-loop matrix diagrams, which differ only by higher
dimensional operator insertions, must have a similar double trace structure,
and hence, give rise to two-body interactions. Secondly, note that the ap-
pearance of the propagator G˜ is again consistent with our intuition from field
theory. In fact in Section 3.5, we will see that this property is a direct result of
the gauge invariant structure of perturbative corrections. Lastly, we can iden-
tify a term in Eq. (3.17) that leads to one-loop renormalization of the gauge
coupling.
The one-loop renormalization comes from a UV divergence in the planar
sector, corresponding to the constant part of ρ in the first term of Eq. (3.17).
The integral over position then factorizes into
N
∫
dtd2px1ρFF (x1, t)
∫
dω
2π
d2px12G˜(ω, θ
−1x12)2
= N
∫
dtTr
(
B˙i2 + [Bi, Bj]2
)∫ dωd2pp
2π(2π)2p
G˜(ω, p)
2
. (3.18)
This quantity is easily recognized as the familiar one-loop contribution to
the renormalization of the gauge coupling. Although a systematic treatment
of renormalization will have to wait for Chapter 4, we can already see from
Eqs. (3.14) and (3.18) that UV dipoles in planar diagrams can lead to UV
divergences and conventional renormalization of the parameters in the theory.
Of course, we shall assume a negative beta function so that our perturbative
Wilsonian approach is valid.
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3.5 Higher Loop Corrections to the Effective Action
In the analysis of one-loop corrections to the quantum effective action,
we found that matrix diagrams naturally lead to multi-trace operators, which
had the physical interpretation of instantaneous multi-body interactions me-
diated by long dipoles. We will now extend our analysis to include higher
order loop effects. Ultimately, we will determine the general gauge invariant
structure of perturbation theory which will be exploited in the Chapter 4 to
compute the divergence structure of noncommutative gauge theory.
One of the entirely new features of higher order loops is the appearance
of nonplanar matrix diagrams. For example, in the case of the leading order
two-loop diagrams, we have nonplanar cubic and quartic diagrams
+
.
As discussed in Appendix E, nonplanar matrix diagrams correspond to field
theory diagrams in which the loops are linked in a nonplanar fashion. How-
ever, nonplanar diagrams seem to correspond to physics not described by the
dipole degrees of freedom that form the basis for our perturbative analysis.
Therefore, the validity of our analysis requires that we suppress the contribu-
tion of nonplanar matrix diagrams to the Wilsonian integration. It was shown
in Appendix E that when θΛ2 ≫ 1, nonplanar matrix diagrams are negligible
compared to planar ones due to exponential suppression from Moyal phase
factors. Thus, in the UV domain of Wilsonian integration given by θΛ2 ≫ 1,
the contribution from nonplanar matrix diagrams is negligible.
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Continuing with the leading order two-loop planar matrix diagrams
+
,
we find triple trace contributions indicated by the double line notation. As
calculated in Appendix E, the quartic diagram gives an interaction term in
the effective action proportional to∫
dtd2px1d
2px2d
2px3ρ(x1, t)ρ(x2, t)ρ(x3, t)
×
∫
dω1
2π
dω2
2π
G˜(ω1, θ
−1x13)G˜(ω2, θ−1x23), (3.19)
and the cubic diagram gives a term proportional to∫
dtd2px1d
2px2d
2px3ρ(x1, t)ρ(x2, t)ρ(x3, t)
×
∫
dω1
2π
dω2
2π
(ω1ω2 − x12 · x23)G˜(ω1, θ−1x12)
×G˜(ω2, θ−1x23)G˜(ω1 + ω2, θ−1x31). (3.20)
Indeed, as expected based on our intuition, Eqs. (3.19) and (3.20) describe
long-distance interactions that arise from high momentum dipoles growing
large in spatial extent and “stretching out” the matrix diagrams, as depicted
in Fig. 3.3. Furthermore, these expressions bear a close resemblance to what
is expected from ordinary field theory, and in fact, the general structure of
perturbative corrections is starting to emerge.
To each boundary of the double line diagram we should associate a
point in space and a trace which yields a gauge invariant Wilson line. The po-
sition dependence of the interaction strength between the Wilson lines follows
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(a) An illustration of the contribu-
tion from the first order treatment
of quartic interaction terms given by
(3.19).
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(b) An illustration of the contribu-
tion from the second order treatment
of cubic interaction terms given by
(3.20).
Figure 3.3: Long distance three-body interactions corresponding to high mo-
mentum dipoles propagating in two-loop diagrams.
from an integral over frequencies with the integrand being given by a partic-
ular function of both the dipole frequencies and momenta as defined by the
separation between the space points associated to the boundaries of the double
line diagram. In fact, the particular function of dipole frequencies and mo-
menta corresponds precisely to the structure of momentum space field theory
propagators that appear in the analogous process in ordinary field theory.
The subleading terms in the derivative expansion must have a similar
trace structure but Wilson lines modified to include higher derivative opera-
tor insertions as in Eq. (3.17). Naturally, the subleading terms will include
a different function of dipole frequencies and momenta that reflects the extra
propagators that are required by the operator insertions. Since powers of mo-
mentum are equivalent to powers of separation for dipole degrees of freedom,
the inclusion of more powers of momentum in the denominator naively leads
to faster falloff with distance, which is expected from subleading terms in a
32
derivative expansion. However, quantum corrections coming from higher loop
orders are generally strong, as we will discuss in Chapter 4. To further rein-
force these ideas, we have included an outline of the calculation of the next to
leading order two-loop planar matrix diagrams in Appendix F.
Let us now exploit our understanding of the general gauge invariant
structure to obtain a result that holds to all orders of perturbation theory.
First of all, it is clear that at L-loop order the leading interactions will involve
L+ 1 Wilson lines with no operator insertions, such as Eq. (3.13) in the case
L = 1 and both Eq. (3.19) and Eq. (3.20) in the case L = 2. The crucial obser-
vation is that since the vacuum diagrams are contained in interactions of this
form, as shown explicitly by Eq. (3.14) in the one-loop case, the leading order
terms must vanish entirely if the vacuum diagrams vanish. For example, this
result implies that for supersymmetric noncommutative theories the leading
interactions must cancel at each order in perturbation theory. This statement
is a generalization to all loop orders of the cancellation that we have already
seen in the case of the leading one-loop interactions given by Eq. (3.13). It
reflects the fact that supersymmetric theories are softer in the UV, and hence,
the IR behavior that is generated by UV-IR mixing is not as strong. The
relation between the amount of supersymmetry and the cancellation of non-
analytic terms in external momenta has been discussed in [10, 11] from the
field theory perspective.
Actually, we can extend this line of reasoning much farther. In order
to do so, let us take some time to discuss the proportionality constants that
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we have thus far ignored. Consider the content of the matrix diagrams from
a field theory point of view. First of all, the double line matrix diagrams
themselves only contain information pertaining to the contraction of gauge
indices, which encodes the planarity and nonplanarity of both the external
operator insertions and the internal propagators. Thus, the double line dia-
grams contain purely topological information, not specific to any particular
gauge theory – ordinary or noncommutative. In terms of the framework that
we have discussed up to this point, this topological information only fixes the
ratio of coefficients between terms with a similar propagator structure but dif-
ferent Wilson line structure. For example, in Eq. (3.17) the ratio between c1
and c2 is fixed by purely topological considerations. It also follows that the
coefficients of nonplanar matrix diagrams are fixed relative to the coefficients
of the corresponding planar diagrams (Note that factors of N result from the
traces that are included in the Wilson lines and loops and are not contained in
the coefficients as we have defined them). The essential point is that topolog-
ical quantities, such as the ratio between coefficients of diagrams involving a
similar propagator structure, are independent of most characteristics specific
to the theory in question such as the field content, coupling constants, and
whether the theory is noncommutative or not. Topological quantities can only
depend on properties that determine how double lines can be “glued” together
to form diagrams.
Nonetheless, the coefficients of matrix diagrams involving a similar
propagator structure all share a common normalization factor that depends
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on the number and type of modes that propagate around the loops. Thus, the
overall normalization factor does depend on characteristics specific to a partic-
ular theory, such as the field content and the coupling constants. However, the
noncommutativity of the theory enters only through the Moyal phase factors
inside the momentum integrals of nonplanar field theory diagrams; noncom-
mutativity does not affect the coefficient multiplying the integral. After all,
the combinatorics associated with the contraction of fields is the same in both
cases. Thus, the coefficients of double line matrix diagrams in a given non-
commutative gauge theory are equal to the corresponding coefficients of double
line diagrams in the ordinary counterpart gauge theory.
It follows immediately that the nonrenormalization theorems enjoyed
by ordinary supersymmetric theories generalize to noncommutative supersym-
metric theories. For example, we already know that even minimal supersym-
metry leads to the vanishing of the leading order matrix diagrams – both
planar and nonplanar – to all orders in perturbation theory. However, we can
now make some much stronger statements. For example, by imposing 3 + 1
dimensional N = 2 supersymmetry, we can eliminate all corrections to the
gauge coupling beyond one loop. In this case, the next to leading order one-
loop correction given by Eq. (3.17) is not constrained, but supersymmetry does
impose restrictions at the two-loop level. As discussed in Appendix F, b6 con-
tains the two-loop correction to the beta function, which must vanish. Since
b7 and b8 are also proportional to b6 by the arguments above, Eq. (F.3) must
vanish entirely for 3+1 dimensional N = 2 noncommutative Super Yang-Mills
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(NCSYM) theory. In the case of 3 + 1 dimensional N = 4 NCSYM theory,
none of the next to leading order interactions are allowed at all.
In summary, we have shown how dipole degrees of freedom naturally
emerge from a manifestly gauge invariant perturbative treatment of noncom-
mutative gauge theories in the UV regime defined by θΛ2 ≫ 1. The essential
result of this Chapter, however, was the determination of the gauge invariant
form of perturbative corrections to the Wilsonian quantum effective action. In
particular, we were able to relate the proportionality constants of double line
matrix diagrams that appear in noncommutative gauge theories to the corre-
sponding constants in ordinary gauge theories, with which we are familiar and
many results are known. In Chapter 4, we shall exploit this isomorphism to
its fullest extent in order to make powerful statements about the divergence
structure of noncommutative gauge theories.
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Chapter 4
Application of the Perturbative Wilsonian
Formalism to the Divergence Structure
4.1 Introduction
We will now systematically analyze the divergence structure of the per-
turbative corrections to the Wilsonian quantum effective action. In the process
of integrating out UV modes, in addition to UV divergences, we encounter
new divergences having dual UV and IR interpretations. Using the struc-
tural results discussed in Chapter 3, we are able to show that, to all orders
in perturbation theory, the pure UV divergences can be cancelled by standard
renormalization of the parameters in the theory, but the UV-IR divergences
can only be cancelled by adding terms of an entirely new form to the action.
We then discuss self-consistency conditions on noncommutative gauge theo-
ries and nonrenormalization theorems that prevent the appearance of UV-IR
divergences. We also briefly discuss IR divergences that arise from the naive
perturbative treatment of the quantum effective action.
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4.2 Divergences and UV-IR Mixing
In Section 3.4, we calculated the one-loop divergences. They were
shown to be of the standard UV form and merely contribute to the renor-
malization of the vacuum energy and the gauge coupling. However, we shall
now show that the effect of UV-IR mixing on the divergence structure enters
at the two-loop level and qualitatively changes the types of divergences that
can appear. There are pure UV divergences, dual UV-IR divergences, and
pure IR divergences.
Let us start by discussing the IR divergences. These divergences do
not arise directly from the Wilsonian integration of the UV modes, but rather,
arise from the integration of IR modes in the context of a naive perturba-
tive treatment of the quantum effective action. The most primitive two-loop
example comes from the interactions given by Eq. (3.13). To see this, it is
convenient to Fourier transform to momentum space, in which case we get∫
dt
dωd2pp
(2π)(2π)2p
d2pk
(2π)2p
eip·θ·kρ˜(k, t)ρ˜(−k, t) log G˜(ω, p). (4.1)
We now perturbatively expand the Wilson lines
ρ˜(k, t) = N(2π)2pδ2p(k) + ik · θ · trN A˜(k, t) + . . . , (4.2)
and contract the terms linear in the gauge field. The result is proportional to
NV
∫
dωd2pp
(2π)(2π)2p
dω′d2pk
(2π)(2π)2p
k2eip·θ·kG˜(ω′, k) log G˜(ω, p), (4.3)
38
where the UV loop momentum p > Λ and the IR loop momentum k < Λ. To
recast Eq. (4.3) into a more familiar form, we must rewrite
k2eip·θ·k = −ik · θ−1 · ∂p
(
eip·θ·k
)
, (4.4)
and integrate by parts to obtain
NV
∫
dωd2pp
(2π)(2π)2p
dω′d2pk
(2π)(2π)2p
ik · θ · peip·θ·kG˜(ω′, k)G˜(ω, p). (4.5)
Again, we manipulate Eq. (4.5) by rewriting
−ik · θ · peip·θ·k = ∂σeiσp·θ·k
∣∣
σ=1
. (4.6)
After re-scaling the frequencies and momenta, it is easy to see that Eq. (4.5)
reduces to the familiar form of the IR divergent two-loop nonplanar vacuum
diagram whose contribution is given by Eq. (E.5). Therefore, this well-known
IR divergence that is ubiquitous in noncommutative quantum field theories is
actually contained in the contribution to the effective action of the one-loop
planar matrix diagram. In fact, it is clear that in our Wilsonian framework, IR
divergent nonplanar diagrams always appear from the contraction of external
insertions on distinct boundaries of UV divergent planar matrix diagrams. The
reason is that, due to Moyal phase factors, nonplanar loop diagrams contribute
only when some loop momenta are in the UV, while others are in the IR. Thus,
the existence of IR divergences in nonplanar loop diagrams is directly related
to the existence of UV divergences in planar matrix diagrams.
It follows that the IR divergences can be cancelled by any mechanism
that cancels the UV divergent planar diagrams, such as minimal supersym-
metry in 2 + 1 dimensions or maximal supersymmetry in 3 + 1 dimensions.
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Although, it should be noted that it is possible that the IR divergences do not
need to be cancelled. Perhaps IR divergences can be dealt with by reorganizing
the perturbative expansion in some manner. For example, the resummation of
the leading nonanalytic momentum dependence into the propagator has been
proposed in [7], but this technique only works for theories containing a matter
content such that the leading nonanalytic term has the proper sign for the
summation not to lead to an instability [13, 15]. Other authors have studied
the IR behavior of noncommutative gauge theories in the context of the star
product formulation of Wilsonian integration [10]. However, it could well be
that a deeper structural understanding of the theory is required in order to
resolve the problem of IR divergences. In fact, it may turn out that the weakly
coupled dipoles that are valid for θΛ2 ≫ 1 may not be the correct degrees of
freedom when θΛ2 . 1 and nonplanar matrix diagrams become important. In
any event, we expect that the gauge invariant Wilson loop structure associated
with nonplanar diagrams will play a prominent role in resolving this issue.
A further discussion of the systematic treatment of IR divergences is
beyond the scope of this work. Instead, we seek to understand the divergences
that emerge directly from the Wilsonian integration of UV modes. Let us
consider the leading order two-loop diagrams, which can be combined into the
form of Eq. (3.19). It is now straight forward to isolate the divergent terms
by using the splitting scheme ρ(x) = trN (1 ) + ∆(x) that was discussed in
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Section 3.4. The constant term in either ρ(x1) or ρ(x2) gives∫
dtd2px1d
2px3ρ(x1, t)ρ(x3, t)
∫
dω1
2π
G˜(ω1, θ
−1x13)
∫
dω2d
2pp2
2π(2π)2p
G˜(ω2, p2).
(4.7)
Apparently, Eq. (4.7) involves the one-loop UV divergent contribution to the
mass term of the field theory propagator G˜ appearing in Eq. (3.13), which
is a familiar type of correction from our experience with ordinary quantum
field theories. Of course, gauge invariance prevents these type of corrections
to the gauge field propagator, and more generally, supersymmetry can be
employed to cancel them in all cases. Nonetheless, the meaning of Eq. (4.7)
is that it represents a one-loop correction to the one-loop interaction given by
Eq. (3.13); it does not contain an inherently two-loop correction to the theory.
Furthermore, the diagrammatical interpretation of Eq. (4.7) is that it contains
the contribution from a one-loop planar subdiagram, which necessarily involves
a loop integration that is decoupled from the Moyal phase factors. Since Moyal
phase factors are the source of UV-IR mixing, this means that divergences in
planar subdiagrams always have a purely UV interpretation.
The other distinct group of terms in the contribution of the leading
order two-loop diagrams comes from the constant term of ρ(x3)∫
dtd2px1d
2px2ρ(x1, t)ρ(x2, t)
∫
dω1
2π
dω2d
2pp3
2π(2π)2p
G˜(ω21, p3 − θ−1x12)G˜(ω2, p3).
(4.8)
First, we consider the UV divergent contributions from the planar subdia-
grams contained in Eq. (4.8). The leading order contribution from planar
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non-vacuum diagrams vanishes, as usual, because
∫
d2px∆(x) = 0. However,
the vacuum diagrams, which are contained in the constant terms of ρ(x1) and
ρ(x2), give the two-loop correction to the renormalization of the vacuum en-
ergy. This is to be contrasted with the vacuum diagrams contained in Eq. (4.7),
which give the mass correction to the propagators in the one-loop vacuum dia-
grams. In fact, this example shows how the structure added by the background
insertions removes all ambiguities associated with overlapping divergences.
The nonplanar diagrams contained in Eq. (4.8), corresponding to the
∆2 term, evidently represent a two-loop quantum correction to the interaction
strength of Eq. (3.15). The growth in |x1 − x2| of this correction is given by∫
dω1
2π
dω2d
2pp3
2π(2π)2p
G˜(ω21, p3 − θ−1x12)G˜(ω2, p3), (4.9)
which is clearly divergent for p ≥ 1. In order to understand the meaning
of divergent loop diagrams with nonplanar external insertions, such as those
contained in Eq. (4.8), it is instructive to look at the interaction in momentum
space∫
dt
d2pk
(2π)2p
∆˜(k, t)∆˜(−k, t) dω1d
2pq
2π(2π)2p
dω2d
2pp
2π(2π)2p
eik·θ·qG˜(ω21, p− q)G˜(ω2, p),
(4.10)
because the role of the Moyal phase factors is clarified. We can first perform
the integrals over ω2 and p by introducing a Schwinger parameter and an UV
cutoff M , as in [7]. Then the integral over ω1 and q is regular, and we are left
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with a quantity proportional to∫
dt
d2pk
(2π)2p
∆˜(k, t)∆˜(−k, t)
(k2 + 1/M2)2p−1
=
∫
dtd2px1d
2px2∆(x1, t)∆(x2, t)
∫
d2pk
(2π)2p
eik·(x1−x2)
(k2 + 1/M2)2p−1
. (4.11)
Now theM →∞ limit results in a divergence in the IR region of integration in
a Fourier transform instead of the UV region of integration in a loop integral,
and 1/M plays the role of an IR cutoff. The transform back into position space
yields a leading order interaction strength of the form |x1 − x2|2p−2 log(|x1 −
x2|2/M2), which could also be determined directly from Eq. (4.9).
Apparently, divergences in loop diagrams with nonplanar external in-
sertions have a dual UV-IR interpretation. In the case of Eq. (4.10), the origin
of this duality can be traced to the Moyal phase factor exp(ik · θ · q), which
represents the nonplanarity of the background insertions and gives rise to UV-
IR mixing. In particular, the UV loop integrals over virtual states, labelled
by momenta p and q, produce nonanalytic dependence on the background mo-
mentum k that becomes important in the IR. In other words, the divergence
comes from integrating over UV states, but on the other hand, it can be recast
into the form of an IR singular Fourier transform.
Actually, this type of UV-IR mixing has a simple interpretation in
terms of dipole degrees of freedom. The separation between the endpoints of
the dipoles is the dual variable to the external momenta k. Therefore, the
IR singular Fourier transform gives rise to corrections to interaction strengths
which grow strong with large separation. However, since powers of separation
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are equivalent to powers of dipole momentum, these strong corrections can
also be thought of as arising from UV divergences in the theory. Thus, the
dipole intuition that emerges from the matrix formulation seems to shed new
light on the proposal of [5] concerning the dual interpretation of divergences
in nonplanar diagrams, although our treatment of UV-IR divergences will be
much different than theirs.
Although we have surveyed only the contribution from the leading or-
der two-loop diagrams explicitly, it is straight forward to perform a similar
analysis on the next to leading order two-loop diagrams that were calculated
in Appendix F. It is easy to see that the next to leading order divergence
structure is qualitatively similar. In fact, the divergence structure of all the
subleading terms in the derivative expansion will be qualitatively similar to
the examples that we have discussed explicitly, although in 3 + 1 dimensions
or fewer, power counting implies that there are no divergences of any kind
beyond the next to leading order. However, it remains to be seen what the
effect of higher order loop corrections will mean for the quantum-mechanical
self-consistency of noncommutative gauge theories.
4.3 Treatment of UV and UV-IR Divergences
In Section 4.2, we gained a two-loop introduction to the types of di-
vergences that appear in noncommutative theories. We found pure UV diver-
gences, dual UV-IR divergences, and pure IR divergences. While the proper
treatment of the IR divergences lies beyond the scope of this work, we will
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be able to understand the structure of both the UV and UV-IR divergences.
Ultimately this divergence structure follows from the gauge invariant form of
perturbative corrections that we determined in Section 3.5 and the diagram-
matical combinatorics, which we shall discuss below.
As we have seen explicitly at the one- and two-loop levels, the divergent
loop integrations appearing in planar subdiagrams have a pure UV interpre-
tation and are structurally consistent with the renormalization of parameters
such as the vacuum energy, mass, and gauge coupling. In fact, it is easy to see
that the UV divergence structure is consistent with parameter renormalization
to all loop orders. Moreover, there are no ambiguities posed by overlapping
divergences due to the structure added by the external background insertions,
which are automatically included in this formalism. However, it is not yet
clear whether the combinatorics of the planar subdiagrams is consistent with
renormalizability to all orders in perturbation theory.
Actually, it turns out that the diagrammatical combinatorics of non-
commutative theories is isomorphic to that of the ordinary counterpart theo-
ries. To see this, it is helpful to consider the contribution from matrix diagrams
– at any order in the derivative expansion, planar, or nonplanar – in energy-
momentum space. For example, Eq. (3.13) becomes∫
d2p+1p
(2π)2p+1
d2p+1k
(2π)2p+1
eip·θ·kρ˜(k)ρ˜(−k) log G˜(p), (4.12)
where ρ˜(k) = N(2π)2p+1δ2p+1(k) + ∆˜(k). Clearly, the contribution from any
matrix diagram can be written this way by Fourier transforming the Wilson
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lines and loops and interpreting the separation between the endpoints of the
virtual dipoles as a momentum variable instead of a separation variable. The
point is that, other than the Moyal phase factor and the particular form of
∆˜(k), Eq. (4.12) it identical to what is expected from ordinary gauge theory.
Furthermore, this statement is true for any matrix diagram whatsoever – the
interpretation is that ∆˜(k) encodes the gauge invariant contribution of back-
ground insertions of net momentum k into the boundary of the diagram; while
the delta function term reduces to the contribution from diagrams with no
insertions on the corresponding boundary.
The crucial observation is that the diagrammatical combinatorics, which
follows from expanding ρ˜ as above, is completely independent of the Moyal
phase factors and the particular form of ∆˜. Therefore, the diagrammati-
cal combinatorics of a particular noncommutative gauge theory is absolutely
identical to that of the ordinary counterpart, which we shall assume to be
renormalizable. Since we know that renormalizability can be understood in
the context of the 1/N expansion, which separates planar and nonplanar con-
tributions, it follows immediately that the UV divergences that occur in pla-
nar subdiagrams of noncommutative theories can be cancelled by parameter
renormalization to all orders in perturbation theory. It does not matter that
nonplanar diagrams are no longer UV divergent when the theory is noncommu-
tative; it only matters that the combinatorics are such that the divergences in
the planar subdiagrams can be cancelled by parameter renormalization. Thus,
renormalizability of UV divergences is a property inherited by noncommutative
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gauge theories from their ordinary counterparts.
It follows that a necessary condition for the removal of the UV cut-
off in a given noncommutative gauge theory is that the ordinary counterpart
gauge theory be renormalizable. Therefore, we can only consider (spatially)
noncommutative theories living in either 2 + 1 or 3 + 1 dimensions, if we de-
mand that the theory be self-consistent quantum-mechanically. Of course, this
was to be expected based on our intuition from ordinary quantum field theo-
ries. However generally, there are still UV-IR divergent terms which appear as
corrections to the strength of lower order long-distance interactions, which are
described by purely nonplanar diagrams. In fact, we can reduce the divergence
structure down to purely nonplanar form by extracting all of the UV diver-
gences from planar subdiagrams via renormalization. Then, any remaining
divergence must come from purely nonplanar diagrams, and therefore, must
be of the UV-IR type.
Actually, as shown explicitly at the two-loop order in Section 4.2, the
existence of UV-IR divergences is directly related to the existence of higher
loop order corrections to the renormalization of the theory. The reason is
that the UV-IR divergences that are new at a given loop order can only come
from the group of terms containing the UV divergent planar diagrams that
contribute a higher loop order correction to renormalization, because all other
planar subdiagrams simply amount to lower order loop corrections. Put an-
other way, UV-IR divergent nonplanar diagrams correspond precisely to the
contribution from otherwise planar subdiagrams that would give higher order
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corrections to renormalization were it not for extra nonplanar external inser-
tions. Therefore, UV-IR divergences will generally appear in noncommutative
theories that allow renormalization beyond the one-loop order.
Actually, there is an accidental exception to this rule which is due to
g2 having mass dimension one in 2 + 1 dimensions. To see this, we need only
consider the leading order terms in the derivative expansion, since only they
allow divergences in this case. Furthermore, it is easy to see that the two-body
∆2 interactions∫
dtd2x1d
2x2∆(x1, t)∆(x2, t)
(
|x1 − x2|+ higher loop corrections
)
, (4.13)
are the only dangerous terms. Based on dimensional analysis, the two-loop
term in Eq. (4.13) is of the form g2 log(|x1−x2|2/M2), which is also consistent
with Eq. (4.9). However, in this case, the actual logarithmic divergence does
not contribute due to
∫
dx∆(x) = 0. Moreover, three-loop and higher correc-
tions are finite since the degree of divergence is lower at each order. Therefore,
in 2 + 1 dimensions, UV-IR divergences do not appear. Of course, this same
argument does not work in 3 + 1 dimensions because there are new logarith-
mic divergences at each order in perturbation theory. In the particular case
of Eq. (4.13), the higher loop corrections in 3 + 1 dimensions are of the form
of powers of the dimensionless quantity g2 log(|x1 − x2|2/M2) multiplying the
one-loop term, which goes as |x1 − x2|2 log(|x1 − x2|2/M2).
Thus, UV-IR divergences occur in noncommutative gauge theories of
dimension 3 + 1 or higher if and only if renormalization beyond one loop is
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allowed. Furthermore, these UV-IR divergences cannot be cancelled by param-
eter renormalization, because structurally they contribute entirely new terms
to the action. For this reason, quantum-mechanical self-consistency requires
that the appearance of UV-IR divergences, and hence renormalization beyond
one loop, is not allowed. Of course, nonrenormalization properties of this type
require supersymmetry, which is simply a statement that softer UV behavior
is necessary to control the proliferation of UV-IR divergences arising from UV-
IR mixing. In fact, it is interesting that in 3 + 1 dimensions minimal N = 1
supersymmetry is not sufficient; at least N = 2 is required to protect against
renormalization beyond one-loop order, and hence, UV-IR divergences.
One must keep in mind, however, that the consistent removal of the
UV cutoff does not necessarily imply the theory is well behaved in the IR.
In fact, our analysis in Section 4.2 implies that if UV divergences are allowed
at all, IR divergences will appear in the naive perturbative treatment of the
Wilsonian quantum effective action. For example, 3 + 1 dimensional N = 2
NCSYM, which allows only a one-loop renormalization of the gauge coupling,
contains IR divergences in the next to leading order nonplanar diagrams such
as
.
In 2+1 dimensions, IR divergences generally appear in the leading order two-
loop nonplanar diagram. In fact, the only way to eliminate these IR problems
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completely in the context of the conventional perturbative expansion discussed
in this work, is to demand at least minimal supersymmetry in 2+1 dimensions
and maximal supersymmetry in 3+1 dimensions. As discussed in Section 4.2,
it remains an interesting and important open problem as to whether or not
this is necessary for consistency.
On another note, it is tempting to extend our results to noncommu-
tative theories other than gauge theories. After all, the intuition that we
have gained appears to be quite generic and most likely applies to any non-
commutative theory. For example, it seems unlikely that 3 + 1 dimensional
noncommutative scalar theory is self-consistent quantum-mechanically, when
nonsupersymmetric 3 + 1 dimensional gauge theories are not. It even seems
reasonable that self-consistency could break down in N = 1 and N = 2 su-
persymmetric noncommutative theories that do not include gauge degrees of
freedom, in light of the fact that any extra hypermultiplets of matter that are
added to N = 2 NCSYM theory must form particular representations which
do not allow all orders of wave function renormalization.
Nonetheless, arguments have been put forward for the quantum con-
sistency of many noncommutative theories that are excluded by our analysis
[6]. Although, these works have involved different approaches which have en-
coded UV-IR mixing in one way or another, none have employed a manifestly
dipole construction such as the matrix formulation. Since the dipole behavior
of the elementary quanta is the fundamental origin of UV-IR mixing in non-
commutative theories, it seems that the physical interpretation that naturally
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emerges from the matrix approach is the most reliable. We believe that this
is a tremendous advantage when discussing the divergence structure, because
traditionally, the proper treatment of divergences has resulted from a sound
physical interpretation for their meaning. Of course, the physical content of
noncommutative theories is independent of the language used to discuss them;
we are simply suggesting that the physics is more clear in the matrix repre-
sentation.
Ultimately, the essential difference between our work and [6] is the in-
terpretation and treatment of the dual UV-IR divergences that occur in non-
commutative quantum theories. Other authors have employed independent
UV and IR cutoffs in their analysis. They have found that the UV divergences
can be renormalized and the UV cutoff removed while the UV-IR and IR di-
vergences are cutoff independently in the IR (Actually, they do not distinguish
between UV-IR and IR divergences). Of course, this result is not inconsistent
with our analysis, but at some point the IR cutoff must be removed in which
case the UV-IR divergences reappear. In other words, by independently cut-
ting off the IR, they inadvertently hide the UV-IR divergences which actually
come directly from the UV region of integration, and therefore, must be dealt
with before the UV cutoff is removed. In fact, independent UV and IR cutoffs
are not even consistent with UV-IR mixing because UV and IR degrees of
freedom cannot be separately removed from the theory due to their mutual
nondecoupling. Thus, the results of [6] may not be entirely reliable.
Before closing, let us make a few comments concerning the scope of our
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results from the perspective of string theory. Our analysis has been limited
to noncommutative gauge theories, and given these dipole degrees of freedom,
we have shown that both a sufficiently high degree of supersymmetry and low
spacetime dimensionality is necessary to ensure the quantum mechanical con-
sistency of the theory. However, this result does not imply that other degrees
of freedom cannot be added to the theory to give a consistent completion.
For example, [22] shows that there is an UV completion of some higher dimen-
sional NCSYM theories in the form of noncommutative open string theories, in
which the closed string sector has decoupled but there are still stringy modes
from the open string sector that remain. Yet another distinct possibility is
that, in the case of theories with a lesser degree of supersymmetry, there could
be some closed string modes that survive the decoupling limit and render the
theory consistent [23]. The point is that any theory that emerges from an
exact decoupling limit of string theory must be consistent; our results only
imply that the decoupled theory can conceivably be a noncommutative gauge
theory in only very special cases.
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Chapter 5
Discussion and Outlook
In this work, we have developed the perturbative Wilsonian treatment
of noncommutative gauge theories in the matrix formulation. These methods
proved to be instrumental in understanding the effects of UV-IR mixing. In
particular, we were able to make significant progress in two main respects.
First, we were able to directly observe the fundamental dipole structure
of the elementary quanta. These dipoles had the property that they extended
proportionately in the transverse direction to their center of mass momen-
tum, which is expected from a string theory analysis of the decoupling limit
that leads to noncommutative gauge theory. Furthermore, we found that the
dipole character emerged naturally from the matrix representation and was
manifestly embodied by the propagator. When UV states were integrated
out, the perturbative corrections to the Wilsonian quantum effective action
included nonlocal interaction terms that were structurally consistent with the
dipole behavior of the intermediate virtual quanta. In the end, UV-IR mixing
could be understood as originating from the dipole nature of the theory: UV
dipoles grow long in spatial extent and mediate instantaneous long-distance
interactions that are relevant in the IR.
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Secondly, we found that UV-IR mixing has a profound effect on the di-
vergence structure of the theory. In the process of integrating out UV modes,
we encountered divergences having pure UV and dual UV-IR interpretations.
The pure UV divergences were shown to contribute to the renormalization of
parameters in the theory when the dimensionality does not exceed 3 + 1. On
the other hand, the dual UV-IR divergences, which were shown to appear in
dimensionality greater than 2+ 1, could not be cancelled by parameter renor-
malization. Instead, we had to invoke a minimum of N = 2 supersymmetry
in 3 + 1 dimensions. Furthermore, it was shown that a naive perturbative
analysis of the Wilsonian quantum effective action results in IR divergences
in any dimensionality. The general treatment of these IR divergences required
a structural understanding beyond the scope of this work; although, it was
shown that minimal supersymmetry in 2 + 1 dimensions and maximal super-
symmetry in 3 + 1 dimensions were sufficient to eliminate all IR divergences
from the theory.
The main tool that we employed in our analysis was noncommutative
gauge invariance. The understanding of the gauge invariant structure of per-
turbative corrections to the quantum effective action enabled us to extend our
analysis to all orders of perturbation theory, both in terms of what nonlocal
interactions and divergences are allowed to appear. Moreover, the gauge in-
variant structure, particularly in regards to the connection between Wilson
loops and nonplanar diagrams, is likely to play a central role in understanding
the IR regime of Wilsonian integration in noncommutative gauge theories. In
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particular, it is not even known how to describe the IR degrees of freedom
that are valid when θΛ2 . 1; our analysis, based on dipole degrees of freedom,
is only reliable in the UV regime given by θΛ2 ≫ 1. Nonetheless, we expect
that the IR degrees of freedom receive large contributions from the UV, and
are likely described by manifestly nonlocal objects such as Wilson lines and
loops. Understanding the IR regime of Wilsonian integration is perhaps the
most interesting and important problem that remains unsolved in the subject
of noncommutative gauge theories.
However, as discussed in the introduction, there are more fundamental
reasons to understand the role of noncommutative gauge invariance. While
the preliminary steps in analyzing the behavior of noncommutative gauge the-
ories have not obviously shed much light on either duality or holography, we
have been able to gain some intuition for how nonlocal gauge invariance (not
to be confused with invariance under global symmetries) can give rise to spa-
tially extended degrees of freedom that exhibit UV-IR mixing. Both of these
ingredients are necessary in any holographic theory, so it is possible that some
hint of progress has been made in this direction. Duality, on the other hand,
does not seem to be illuminated at all by our study of noncommutative gauge
symmetry, although it is possible that some sort of duality emerges between
the degrees of freedom in the UV and those in the IR [24].
Nevertheless, this work is significant in the sense that it contributes to
the development of noncommutative gauge theories themselves. Fundamen-
tal physics aside, noncommutative gauge theories are interesting in their own
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right, mainly because they exhibit manifest spatial nonlocality and UV-IR
nondecoupling. Both of these properties have posed major challenges to the
understanding of noncommutative quantum field theories. This work has shed
a great deal of light on how to formulate and interpret the physics of such the-
ories, as well as open the door for future studies in the area. We look forward
to finding out where this line of research will ultimately lead.
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Appendix A
Orthogonality and Completeness Relations for
the Fourier Matrix Basis
In this Appendix, we will derive the orthogonality and completeness
relations for the Fourier matrix basis discussed in Section 2.2. Our approach
will be to explicitly derive the results in the case of two noncommutative
dimensions, the generalization to arbitrary dimensionality being obvious.
It is convenient to rewrite the matrix coordinates, which satisfy [xˆ1, xˆ2] =
iθ1 , in terms of operators satisfying [a, a†] = 1
xˆ1 =
√
θ
2
(a† + a) xˆ2 = i
√
θ
2
(a† − a). (A.1)
In this case, the Fourier basis matrices become
exp
(
i
√
θ
2
(k1 + ik2)a
† + i
√
θ
2
(k1 − ik2)a
)
(A.2)
= exp
(
−θ
4
(k21 + k
2
2)
)
exp
(
i
√
θ
2
(k1 + ik2)a
†
)
exp
(
i
√
θ
2
(k1 − ik2)a
)
.
We can now compute the matrix element 〈z1|eik·xˆ|z2〉, where
|z〉 = exp
(
−|z|
2
2
)∑
n
(za†)n
n!
|0〉 (A.3)
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is the normalized eigenstate of a with eigenvalue z. Using Eqs. (A.2) and (A.3)
we get
〈z1|eik·xˆ|z2〉 = e− θ4k2+i
√
θ
2
(k1+ik2)z¯1+i
√
θ
2
(k1−ik2)z2〈z1|z2〉 (A.4)
〈z1|z2〉 = e− 12 |z1|2− 12 |z2|2+z¯1z2 . (A.5)
By performing the integrals in radial coordinates defined by z = reiφ,
it is easy to show that the trace can be expressed as
Tr
(
eik·xˆ
)
=
∫
dzdz¯
2πi
〈z|eik·xˆ|z〉. (A.6)
Using Eq. (A.4) and rewriting z = 1√
2θ
(x1+ ix2), we find Eq. (A.6) is equal to
∫
d2x
2πθ
eik·x−
θ
4
k2 =
(2π)2δ2(k)
2πθ
, (A.7)
which can be easily generalized to the 2p-dimensional case by taking p tensor
products of independent two-planes. In the end, we arrive at Eq. (2.4). Again
using Eq. (A.4), it is straight forward to show that∫
d2k
(2π)2
〈z1|eik·xˆ|z2〉〈z3|e−ik·xˆ|z4〉 = 〈z1|z4〉〈z3|z2〉
2πθ
(A.8)
by performing the gaussian k integrals. The fact that Eq. (A.8) holds for
arbitrary z1, z2, z3, and z4 implies Eq. (2.5) after generalizing to 2p dimensions.
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Appendix B
Propagator in the Fourier Matrix Basis
In order to clarify the field theory interpretation of the matrix propa-
gator, we seek a representation of the form
1
ω2 −M2 =
∫
d2pk
(2π)2p
e−ik·(B⊗1−1⊗B)c˜(k). (B.1)
The Fourier coefficients, c˜(k), can be constrained by acting with ω2 −M2
1 =
∫
d2pk
(2π)2p
(
ω2 −M2) e−ik·(B⊗1−1⊗B)c˜(k) (B.2)
=
∫
d2pk
(2π)2p
(
ω2 + ∂2k
)
e−ik·(B⊗1−1⊗B)c˜(k) + . . . ,
where the . . . represent commutator terms that are necessary to resolve the
ordering of the noncommuting matrices, Bi⊗1 −1 ⊗Bi. It is easy to see that
the commutator corrections are negligible if
Bi ≫ [k · B,Bi] , [k ·B, [k · B,Bi]] , . . . (B.3)
Using Eqs. (2.12) and (2.14) along with the expression for Bi, we see that
[k · B, ] = k · θ · D where Di is the gauge covariant derivative. Therefore
the commutators are small if θ · k ≪ L, L being the length scale set by the
curvature of the background.
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Assuming that the commutators are negligible, we may keep only the
leading term in above equation. Then, upon an integration by parts, the
condition on the fourier coefficients becomes
(
ω2 + ∂2k
)
c˜(k) = (2π)2pδ2p(k). (B.4)
From this equation, we arrive at the integral expression
c˜(k) =
∫
d2px
eik·(x−x
′)
ω2 − (x− x′)2 . (B.5)
Note that the consistency condition θ ·k ≪ L can be implemented by imposing
|x − x′| ≫ θ/L. As we will see in Section 3.3, there is a physical reason to
impose the cutoff on the x integral rather than the k integral. Therefore, we
will apply a cutoff of the form |x − x′| > θΛ ≫ θ/L. Putting everything
together, up to commutator terms that are suppressed by factors of (LΛ)−1 ≪
1, we obtain the desired representation given by Eq. (3.7).
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Appendix C
Equivalence Between the Fourier Basis
Matrices and Wilson Lines
In this Appendix, we shall verify that the Fourier basis matrices eik·xˆ
correspond to Wilson lines, which was first obtained in [21]. We begin by
rewriting
eik·B =
(
e
i
N
k·B
)N
. (C.1)
Substituting in the expression for the background field Bi = xˆi + θijAj(xˆ), we
obtain (
e
i
N
k·xˆ+ i
N
k·θ·A(xˆ)
)N
=
(
e
i
N
k·xˆe
i
N
k·θ·A(xˆ)+...
)N
, (C.2)
where the . . . represent higher derivatives of the gauge field given by powers
of 1
N
k · θ · ∂ acting on k · θ · A(xˆ). However, for arbitrary A(xˆ) satisfying
the physical boundary condition that the field configuration vanish at infinity,
we may choose N large enough to suppress the higher derivative terms. In
particular, we have
eik·B = lim
N→∞
(
e
i
N
k·xˆe
i
N
k·θ·A(xˆ)
)N
. (C.3)
We can now expand the product as follows
N∏
n=1
(
ei
n
N
k·xˆe
i
N
k·θ·A(xˆ)e−i
n
N
k·xˆ
)
eik·xˆ =
N∏
n=1
(
e
i
N
k·θ·A(xˆ+ nN θ·k)
)
eik·xˆ. (C.4)
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Again, we use the fact that physical field configurations must vanish at infinity,
so that in the N → ∞ limit we may keep only up to order 1/N in each
exponential factor
lim
N→∞
N∏
n=1
(
e
i
N
k·θ·A(xˆ+ nN θ·k)
)
= lim
N→∞
N∏
n=1
(
1 +
i
N
k · θ ·A
(
xˆ+
n
N
θ · k
))
. (C.5)
It is now convenient to introduce the discrete path ordered exponential
P expN
(
N∑
n=1
i
N
k · θ ·A
(
xˆ+
n
N
θ · k
))
≡ (C.6)
1 +
N∑
J=1
∑
n1<···<nJ
i
N
k · θ · A
(
xˆ+
n1
N
θ · k
)
· · · i
N
k · θ · A
(
xˆ+
nJ
N
θ · k
)
︸ ︷︷ ︸
J factors
,
which is defined as the finite sum of N + 1 terms, as in Eq. (C.6) above, and
approaches the standard path ordered exponential in the N → ∞ limit. By
using Eqs. (C.3), (C.4), (C.5), and (C.6) and taking the continuum limit, we
have
eik·B = Pei
∫
dσk·θ·A(xˆ+σθ·k)eik·xˆ. (C.7)
Finally, using the correspondence defined by Eqs. (2.9) and (2.10) we arrive
at Eq. (3.9).
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Appendix D
Next to Leading Order One-Loop Diagram
As discussed in Section 3.4, the structure of the next to leading order
one-loop contribution can be obtained by computing
.
A straight forward second order perturbative treatment of the interaction term
in L2 that is proportional to [B
i, Bj] yields a quantity of the form∫
dt1d
2px1dt2d
2px2
∫
dω1d
2pk1
2π(2π)2p
dω2d
2pk2
2π(2π)2p
e−iω1(t1−t2)+ik1·x1e−iω2(t2−t1)+ik2·x2
×G˜(ω1, θ−1x1)G˜(ω2, θ−1x2)
[
c1Tr
( [
Bi, Bj
]
(t1)e
ik1·B(t1) [Bi, Bj] (t2)
×e−ik2·B(t2)
)
Tr
(
e−ik1·B(t1)eik2·B(t2)
)
+ c2Tr
( [
Bi, Bj
]
(t1)e
ik1·B(t1)
×e−ik2·B(t2)
)
Tr
( [
Bi, Bj
]
(t2)e
−ik1·B(t1)eik2·B(t2)
)]
. (D.1)
Since we only integrate out virtual states with high energy and momentum,
time derivatives of the background as well as higher commutator terms are
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further suppressed. Therefore, to lowest order, we obtain∫
dtd2px1d
2px2
∫
dω
2π
d2pk1
(2π)2p
d2pk2
(2π)2p
eik1·x1eik2·x2G˜(ω, θ−1x1)G˜(ω, θ−1x2)
×
[
c1Tr
( [
Bi, Bj
]
(t)
[
Bi, Bj
]
(t)ei(k1−k2)·B(t)
)
Tr
(
e−i(k1−k2)·B(t)
)
+c2Tr
( [
Bi, Bj
]
(t)ei(k1−k2)·B(t)
)
Tr
( [
Bi, Bj
]
(t)e−i(k1−k2)·B(t)
)]
.
(D.2)
Note that the global SO(2p, 1) symmetry of Eq. (2.18) requires that the time
derivatives appear in the combination given by B˙i2 + [Bi, Bj]2. Upon Fourier
transforming to position space, we are finally left with Eq. (3.17).
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Appendix E
Leading Order Two-Loop Diagrams
The leading two-loop diagrams come from the first order perturbative
treatment of the quartic interaction terms in L4 and the second order per-
turbative treatment of the cubic interaction terms in L3. A straight forward
evaluation of the relevant matrix elements gives quantities proportional to∫
dtd2px1d
2px2
∫
dω1d
2pk1
2π(2π)2p
dω2d
2pk2
2π(2π)2p
eik1·x1eik2·x2G˜(ω1, θ−1x1)G˜(ω2, θ−1x2)
×
[
Tr
(
eik1·B(t)
)
Tr
(
e−ik2·B(t)
)
Tr
(
e−ik1·B(t)eik2·B(t)
)
−Tr
(
eik1·B(t)eik2·B(t)e−ik1·B(t)e−ik2·B(t)
)]
, (E.1)
in the case of the quartic interactions and∫
dt1dt2d
2px1d
2px2d
2px3
∫
dω1d
2pk1
2π(2π)2p
dω2d
2pk2
2π(2π)2p
dω3d
2pk3
2π(2π)2p
e−iω1(t1−t2)+ik1·x1
×e−iω2(t1−t2)+ik2·x2e−iω3(t1−t2)+ik3·x3G˜(ω1, θ−1x1)G˜(ω2, θ−1x2)
×G˜(ω3, θ−1x3)
(
ω1ω2 +
∂
∂k2
· ∂
∂k3
)[
Tr
(
eik1·B(t1)eik2·B(t1)
)
Tr
(
e−ik1·B(t1)
×eik3·B(t2)
)
Tr
(
e−ik2·B(t1)e−ik3·B(t2)
)
− Tr
(
eik1·B(t1)e−ik3·B(t2)e−ik2·B(t1)
×e−ik1·B(t1)eik3·B(t2)eik2·B(t1)
)]
, (E.2)
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in the case of the cubic interactions. The structure of the triple trace terms is
by now familiar, and they correspond to the planar matrix diagrams
+
.
Using by now familiar techniques, we neglect the higher order commutators
and time derivatives in order to obtain Eq. (3.19) from Eq. (E.1) and Eq. (3.20)
from Eq. (E.2), after a Fourier transformation to position space.
The single trace terms, on the other hand, are qualitatively new, and
they correspond to the nonplanar matrix diagrams
+
.
Let us take some time to understand the structure of these contributions. In
the case of the single trace term from Eq. (E.1), using Eq. (3.9), we can simplify
the trace as follows
Tr
(
eik1·Beik2·Be−ik1·Be−ik2·B
)
= eik1·θ·k2
∫
dx3trN
(
P⋆e
i
∮
C
dγ·A(x3+γ)
)
, (E.3)
where the contour C = C(k1, k2) is the parallelogram defined by the vectors θ ·
k1 and θ·k2. Using similar techniques, it is easy to see that the single trace term
in Eq. (E.2) reduces to a Wilson loop defined by a hexagonal contour. Thus,
in the case of nonplanar matrix diagrams, the gauge invariant contribution of
background gauge field insertions can form Wilson loops, in addition to Wilson
lines.
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We can shed further light on the meaning of nonplanar matrix dia-
grams by considering the vacuum diagram associated with the single trace
term of Eq. (E.1), which is obtained by setting Ai = 0. This leaves a quantity
proportional to
NV
∫
dtd2px1d
2px2
∫
dω1d
2pk1
2π(2π)2p
dω2d
2pk2
2π(2π)2p
eik1·x1eik2·x2
×eik1·θ·k2G˜(ω1, θ−1x1)G˜(ω2, θ−1x2). (E.4)
Upon performing the k integrals, we are left with
NV
∫
dt
dω1d
2pp1
2π(2π)2p
dω2d
2pp2
2π(2π)2p
eip1·θ·p2G˜(ω1, p1)G˜(ω2, p2), (E.5)
where we have changed variables of integration to p = θ−1x. Eq. (E.5) is
easily recognized as the contribution to the effective action from the two-loop
nonplanar field theory vacuum diagram
.
Thus, nonplanar matrix diagrams correspond to field theory diagrams with
the loops linked in a nonplanar fashion.
However, when θΛ2 ≫ 1, nonplanar loop diagrams do not contribute
to the Wilsonian integration. To see this, consider the integration over ω, p in
Eq. (E.5) ∫
Λ
dω1d
2pp1
2π(2π)2p
dω2d
2pp2
2π(2π)2p
eip1·θ·p2G˜(ω1, p1)G˜(ω2, p2)
∼
∫
Λ
d2pp1
|θp1|
d2pp2
|θp2| e
ip1·θ·p2 ∼ Λ4p−2e−θΛ2, (E.6)
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where the final integration can be performed with Schwinger parameters in
the stationary phase approximation. Thus, in the UV domain of Wilsonian
integration, the contribution from nonplanar matrix diagrams is exponentially
suppressed due to Moyal phase factors and, therefore, negligible compared to
planar matrix diagrams. In fact, we will restrict our analysis to the θΛ2 ≫ 1
regime in order to avoid nonplanarity. The reason is that, according to the
intuition that we have so far developed, each trace is associated with a point
in space, and therefore, the reduction in the number of traces that occurs
in nonplanar matrix diagrams is most naturally interpreted as some kind of
short-distance effect. Since the intuitive picture of UV dipoles propagating
in loops that we discussed in Section 3.4 is not compatible with the notion
short-distance quantum corrections, we regard the nonplanar contributions
that emerge when θΛ2 . 1 as indicating the presence of different degrees of
freedom in the IR – possibly Wilson loop in nature.
Nonetheless, nonplanar matrix diagrams can, in principle, be treated
in the context of the background derivative expansion. As usual, one thinks
of the k variables as small, and therefore, expands the Wilson loop. This
provides the insertion of higher dimensional operators into the trace as well as
higher powers of k, which are equivalent to more powers of momentum in the
denominator by means of integration by parts. However, one cannot expand
the exp(k1 ·θ·k2) factor, since it leads to the Moyal phase factor that ultimately
suppresses the contribution.
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Appendix F
Next to Leading Order Two-Loop Diagrams
As in the next to leading order one-loop calculation, to get the precise
result we must retain higher order commutators and time derivatives that were
dropped in the derivation of the matrix propagator Eq. (3.8) as well as the
field strength terms in L2 that were also excluded from the the propagator.
However, after already developing some intuition for the structure of terms
that can appear, a lengthly calculation is not necessary. We simply need to
keep track of all the distinct possibilities in which the field strength insertions
can appear in the diagrams. For example, in the case of the quartic diagram,
both insertions can go into one loop or each loop can get a single insertion
or
.
Of course, each insertion requires an extra field theory propagator to appear
in the corresponding loop, and for each loop, there are two boundaries in
which the insertion can go. Therefore, the first diagram corresponding to
both insertions going into the same loop contributes two terms∫
dtd2px1d
2px2d
2px3
∫
dω1dω2G˜(ω1, θ
−1x13)3G˜(ω2, θ−1x23)
×
[
b1ρFF (x1, t)ρ(x2, t)ρ(x3, t) + b2ρF (x1, t)ρ(x2, t)ρF (x3, t)
]
,(F.1)
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while the second diagram corresponding to one insertion going into each loop
contributes three terms∫
dtd2px1d
2px2d
2px3
∫
dω1dω2G˜(ω1, θ
−1x13)2G˜(ω2, θ−1x23)2
×
[
b3ρF (x1, t)ρ(x2, t)Fρ(x3, t) + b4ρ(x1, t)ρ(x2, t)ρFF (x3, t)
+b5ρF (x1, t)ρ(x2, t)ρF (x3, t)
]
. (F.2)
There are many more possibilities in the case of the cubic graph. For
simplicity, we will enumerate them in four propagator form, which is obtained
after the cancellation of one propagator by the momenta in the numerator of
the integrand. There are three combinations of field theory propagators that
emerge: the first can be included in Eq. (F.1), the second can be included in
Eq. (F.2), and the third is given by∫
dtd2px1d
2px2d
2px3
∫
dω1dω2G˜(ω1, θ
−1x12)
2G˜(ω2, θ
−1x23)
×G˜(ω1 + ω2, θ−1x13)
[
b6ρFF (x1, t)ρ(x2, t)ρ(x3, t) + b7ρF (x1, t)ρF (x2, t)
×ρ(x3, t) + b8ρF (x1, t)ρ(x2, t)ρF (x3, t)
]
. (F.3)
Thus, we can parameterize the inequivalent next to leading order two loop
contributions by proportionality constants b1 through b8. Note that by focusing
on the constant part of ρ, as we did in the one-loop next to leading order
calculation, we obtain two-loop corrections to Eq. (3.17). In particular, the
two-loop contribution to the beta function is contained in Eq. (F.3).
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