Undirected graphs and acyclic digraphs (ADGs), as well as their mutual extension to chain graphs, are widely used to describe dependences among variables in multivariate distributions. In particular, the likelihood functions of ADG models admit convenient recursive factorizations that often allow explicit maximum likelihood estimates and that are well suited to building Bayesian networks for expert systems. Whereas the undirected graph associated with a dependence model is uniquely determined, there may, however, be many ADGs that determine the same dependence (= Markov) model. Thus, the family of all ADGs with a given set of vertices is naturally partitioned into Markov-equivalence classes, each class being associated with a unique statistical model. Statistical procedures, such as model selection or model averaging, that fail to take into account these equivalence classes, may incur substantial computational or other inefficiencies. Here it is shown that each Markov-equivalence class is uniquely determined by a single chain graph, the essential graph , that is itself Markov-equivalent simultaneously to all ADGs in the equivalence class. Essential graphs are characterized, a polynomial-time algorithm for their construction is given, and their applications to model selection and other statistical questions are described.
Introduction.
The use of directed graphs to represent possible dependencies among statistical variables dates back to Wright (1921) and has generated considerable research activity in the social and natural sciences. Since 1980, particular attention has been directed at graphical Markov models specified by conditional independence relations among the variables, i.e., by the Markov properties determined by the graph. Both directed and undirected graphs have found extensive applications, the latter in such areas as spatial statistics and image analysis. The recent books by Whittaker (1990) and Lauritzen (1995) conveniently summarize the statistical perspective on these developments. † Research supported in part by the U. S. National Science Foundation and the U. S. National Security Agency. *Address for correspondence: Department of Statistics, GN-22, University of Washington, Seattle, WA 98105, USA. (michael@stat.washington.edu) Graphical Markov models determined by acyclic directed graphs (ADGs) admit especially simple statistical analyses. In particular, ADG models admit convenient recursive factorizations of their joint probability density functions ), provide an elegant framework for Bayesian analysis (Spiegelhalter and Lauritzen (1990) ), and, in expert system applications, allow simple causal interpretations (Lauritzen and Spiegelhalter (1988) ). In the multinomial and multivariate normal cases, the likelihood function (i.e., both the joint probability density function and the parameter space) factorizes and admits explicit maximum likelihood extimates. Furthermore, the only undirected graphical (UDG) models that provide these conveniences are the decomposable models, i.e., the UDG models which have the same Markov properties as ADG models , Andersson et al (1995a) ).
For these reasons, ADG models have become popular across an extraordinary range of applications; see, for example, Lauritzen and Spiegelhalter (1988) , Pearl (1988) , Neapolitan (1990) , Spiegelhalter and Lauritzen (1990) , Spiegelhalter et al (1993) , Madigan and Raftery (1994) , and York et al (1995) . Indeed, the vibrant "Uncertainty in Artificial Intelligence" community focuses much of its effort on ADG models.
Much of this applied work has adopted a Bayesian perspective: "experts" specify a prior distribution on competing ADG models. These prior distributions are combined with likelihoods (typically integrated over parameters) to give posterior model probabilities. Model selection algorithms then seek out the ADG models with highest posterior probability, and subsequent inference proceeds conditionally on these selected models (Cooper and Herskovits (1990) , Buntine (1994) , Spiegelhalter et al (1993) , Heckerman et al (1994) , Madigan and Raftery (1994) ). Non-Bayesian model selection methods proceed in a similar manner, replacing posterior model probabilities by, for example, penalized maximum likelihoods (Chickering (1995) ). Heckerman et al (1994) highlighted a fundamental problem with this general approach. Because several different ADGs may determine the same statistical model, i.e., may determine the same set of conditional independence restrictions among a given set of random variates, the collection of all possible ADGs for these variates naturally coalesces into one or more classes of Markov-equivalent ADGs, where all ADGs within a Markov-equivalence class determine the same statistical model. Model selection algorithms that ignore these equivalence classes face three main difficulties:
1. Repeating analyses for equivalent ADGs leads to significant computational inefficiencies.
Ensuring that equivalent ADGs have equal posterior probabilities imposes severe
constraints on prior distributions.
3. Weighting individual ADGs in Bayesian model averaging procedures to achieve specified weights for all Markov-equivalence classes is impractical without an explicit representation of these classes.
Treating each Markov-equivalence class as a single model would overcome these difficulties. As Heckerman et al (1994) have pointed out, however, a tractable characterization of these equivalence classes has not been available. In the present paper we show that for every ADG D, the equivalence class [D] can be uniquely represented by a certain Markov-equivalent chain graph 1 D*, the essential graph 2 associated with the equivalence class. Furthermore, we present an explicit characterization of those graphs G such that G = D* for some ADG D , then we apply this characterization to obtain a polynomial-time algorithm for constructing D* from D.
This characterization and construction lead to more efficient model selection and model averaging procedures for ADG models, based on essential graphs. Such procedures are discussed briefly in Section 7 and at greater length in Madigan and Perlman (1995) .
We suggest, therefore, that graphical modellers, both Bayesian and non-Bayesian, may wish to focus their attention on the class of essential graphs rather than ADGs.
Some basic definitions, terminology, and results concerning graphs, graphical
Markov models, and their Markov equivalence are summarized in Appendices A and B, which the reader might review first. In Section 2 the essential graph D* associated with an ADG D is formally defined and illustrated. Section 3 introduces the notions of protected and irreversible arrows in an ADG and relates these to the essential arrows of D, i.e. the arrows of D*.
In Section 4 we show first that D* is a chain graph, each of whose chain components Theorem 4.1, the main result of Section 4, applies Proposition 4.1 to obtain an explicit characterization of those graphs G that can occur as the essential graph D* for some 1 Chain graphs may have both directed and undirected edges but may contain no (partially) directed cycles; they include both ADGs and UDGs as special cases. 2 The essential graph associated with an (equivalence class of) ADG(s) was first introduced by Verma and Pearl (1990) as the completed pattern associated with the ADG. ADG D. Corollaries 4.1 and 4.2 characterize those UDGs and digraphs that can occur as essential graphs D* for some ADG D . These results in turn lead to Proposition 4.5, which can be applied to establish the irreducibility of certain Markov chains used for Monte Carlo search procedures over the space of essential graphs (see Section 7).
A polynomial-time algorithm 3 for constructing D* from D is presented in Section 5.
Its validity is established in Theorem 5.1 by means of our characterization of essential graphs. In Section 6 we exhibit all essential graphs on four or fewer vertices and note that the number of essential graphs is substantially smaller than the number of ADGs.
In Section 7 we indicate how the Markov-equivalence classes and their associated essential graphs can be used to overcome the three difficulties listed above that complicate model selection and model averaging for ADG models. We also briefly discuss model-search procedures based on equivalence classes and essential graphs.
Markov dependence models determined by chain graphs recently were introduced and developed by Frydenberg and Lauritzen (1989) , Lauritzen and Wermuth (1989) , and Frydenberg (1990) ; also see Andersson et al (1995a) . The introduction of chain graphs followed earlier work in this direction by Goodman (1973) , Asmussen and Edwards (1983) and Kiiveri et al (1984) . Chain graphs provide much of the focus for current research on modelling statistical dependence; see, for example, Wermuth and Lauritzen (1990) and Cox and Wermuth (1993) . The fact that the essential graph D* associated with an ADG D is a chain graph that is Markov equivalent to D allows us to conduct statistical inference in the space of essential graphs, rather than in the larger space of individual ADGs -see Section 7, especially (7.2).
Markov Equivalence of Acyclic Digraphs; the Essential Graph D*.
Our development begins with a well-known graph-theoretic criterion for the Markov equivalence of ADGs, given in Theorem 2.1. This was apparently first discovered by Verma and Pearl (1992, Corollary 3 .2) -also see Madigan (1993, Proposition 2. 2) -and, independently, by Frydenberg (1990, Theorem 5.6 ) for the more general class of chain graphs -also see Andersson et al (1995a, Theorem 3.1 (Andersson et al (1995b) ). 
First Characterization of the Essential Arrows of D.
Definition 3.1.
It is easy to see that a→b is protected in G if and only if a→b occurs in at least one of the following six configurations as an induced subgraph of G:
If a→b is protected in G and G is a chain graph, then only (a), (b), (c), or (d') can occur, Andersson et al (1995a) . 6 Note that D and D* have the same skeleton and immoralities, so that (ii) This assertion is immediate.
Lemma 3.1 is not true for a general chain graph G ; the following chain graph provides a counterexample: This completes the proof. 
Proof. If a→ b is an essential arrow of D then clearly a→ b is irreversible in every
Thus there is some consecutive pair (i) G is a chain graph;
(ii) for every chain component τ of G, G τ is chordal;
(iii) the configuration a→bc does not occur as an induced subgraph of G;
(iv) every arrow a→b ∈ G is strongly protected in G.
Since both UDGs and ADGs are chain graphs, Theorem 4.1 immediately yields the following two corollaries. 
containing b i-1 →b i that consequently would contain a directed triangle. Therefore, either Since the edge c⋅⋅⋅d must be present in D 1 also, it must be oriented there as c →d 
For this, it suffices to show that
If not, let a be a minimal element of A with respect to the pre-ordering (V, ≤) determined by the chain graph G. Since a ∈ A, B := {B ∈ V|a→b ∈ G and ab ∈ D*} ≠ ∅. Proof of Proposition 4.5. It suffices to establish the result when H has no edges, i.e., H = (V, ∅). First assume that G contains at least one line (≡ undirected edge), so G ≡ G 1 has at least one chain component τ with at least two vertices. Since G τ is chordal, it has at least one simplicial vertex a (cf. Blair and Peyton (1993, Lemma 2. 2)); since G τ is connected, bd G (a) ≠ ∅. Choose any b ∈ bd G (a), so that ab ∈ G, then remove the line connecting a and b to produce a graph G 2 . Since a was simplicial in G τ , (G 2 ) τ is also chordal. Because G 1 is an essential graph, it is now straightforward to verify that G 2 satisfies the conditions of Theorem 4.1, hence G 2 is also an essential graph. Continue this process (i) of single line removal until reaching an essential graph G j with no lines.
(A related argument appears in Lemma 5 of Frydenberg and Lauritzen (1989) .)
If G j has no arrows (≡ directed edges), then G j = H and we are done. Otherwise, we Eventually all arrows can be removed and H will be reached. The proof is complete.
Construction of the Essential Graph D*.
We 
This algorithm produces a sequence G 0 , ⋅⋅⋅, G k of graphs such that
Since both arrows of an immorality are strongly protected, each G i has the same immoralities as D and D*. Let n = |V|. Because the determination of the set of arrows that are not strongly protected in G i-1 requires at most O(n 4 ) operations and because |E| = O(n 2 ), this algorithm requires at most O(n 6 ) operations, although it can be implemented in a more efficient fashion.
Theorem 5.1 (Validity of the Construction Algorithm). G k = D*.
Proof. If k = 0 (i.e., if every arrow of D is protected in D) then the result follows from Corollary 4.2. Thus we may assume that k ≥ 1. The valid algorithm produces D* from D after k = 2 steps, while the invalid version stops at G' after k = 2 steps.
We begin by showing that
G k ⊆ D*. First, by (5.1), a→b ∈ G k ⇒ a→b ∈ D ⇒ a←b ∉ D* ⇒ either a→b ∈ D* or ab ∈ G k . It remains to show that ab ∈ G k ⇒ ab ∈ D*.
A Brief Catalog of Essential Graphs.
By Theorem 4.1, essential graphs may be viewed as generalizations of chordal graphs. Darroch et al (1980) give a brief catalog of chordal (≡ decomposable) graphs; here we do the same for essential graphs with n ≤ 4 vertices. In Table 6 .1 we list all such unlabelled essential graphs 9 together with their corresponding global Markov properties 10 , then we simply enumerate the corresponding labelled essential graphs D* and the corresponding labelled ADGs D' in the equivalence class [D] . In applications, of course, different labelled essential graphs represent different statistical models, whereas different labelled ADGs D' corresponding to the same labelled essential graph represent the same statistical model. Thus, for example, the second essential graph listed in Table 6 .1 corresponds to one labelled D*: 12; and to two labelled D' : 1→2 and 1←2. The third essential graph in Table 6 .2 corresponds to three labelled D*: 123, 132, 231, each representing a different statistical model; and to nine labelled D': 1 →2→3, 1 ←2←3, 1 ←2→3, 1 →3→2, 1←3←2, 1←3→2, 2→1→3, 2←1←3, 2←1→3, representing the same three models.
For n = 5 vertices, we have utilized a computer search to find that the total numbers of labelled essential graphs and labelled ADGs are 8,782 and 29,281, respectively. Robinson (1976) gives a recursive formula for the number of labelled ADGs, from which it follows that there are 3,781,503 labelled ADGs for n = 6 vertices, but at present no formula is available for the number of labelled essential graphs. It would be of interest to determine the asymptotic behavior of the ratio of these numbers as n approaches infinity. 9 The vertices of the graphs in Table 6 .1 are labelled only to allow us to describe the Markov properties. 10 In fact, we only present a parsimonious list of independencies that are equivalent to the global Markov properties of the essential graph. Recall from Footnote 5 that the local and global Markov properties of the essential graph itself may not be equivalent, whereas the local and global Markov properties of any ADG in its equivalence class are equivalent to each other and to the global Markov properties of the essential graph. We use the local Markov properties of such ADGs, together with standard properties of conditional independence, to obtain our parsimonious lists. Table 6 .1: Essential graphs with n = 2, 3, and 4 vertices. ____________________________________________________________________________ Totals: 185 543
Model Selection and Model Averaging for Acyclic Digraphs.
By focusing on Markov-equivalence classes of ADGs rather than on the individual ADGs themselves, data analysts and expert system builders can overcome several difficulties associated with ADG models. Three such difficulties were listed in Section 1 -here we examine these in more detail and indicate how the introduction of essential graphs can help to overcome them.
1. Heckerman et al (1994) and Chickering (1995) argue that statistical inference for ADG models should be "score equivalent": in the absence of a priori causal knowledge, 
For categorical data 11 , where each conditional pdf f(a|pa D (a)) is multinomial, Spiegelhalter and Lauritzen (1990) proposed the now-widely accepted conjugate family of Dirichlet prior distributions for the parameters occurring in these conditional multinomial distributions. However, Heckerman et al (1994) show that score equivalence requires that the sum of the parameters of all the Dirichlet distributions associated with each a ∈ V (ie, the Dirichlet distributions for each of the levels of pa D (a)) be identical for all a ∈ V. Since these sums behave as "equivalent sample sizes" in subsequent Bayesian updating, this constraint severely restricts an "expert" with more prior knowledge about some variables than others -he must use a single equivalent sample size for each of the Dirichlet distributions occurring in the conjugate prior, and is therefore unable fully to utilize his prior knowledge.
This difficulty can be overcome by constructing prior distributions over Markovequivalence classes of ADG models, rather than over the individual ADG models sometimes may be needed to adequately reflect prior knowledge (Bernardo and Smith (1994), p.279) . When working in the space of individual ADG models, however, Geiger and Heckerman (1995) show that the Dirichlet family is the only family of prior distributions that can be used to achieve score equivalence. Working in the space of Markov-equivalence classes, conveniently represented by essential graphs, eliminates the issue of score equivalence and therefore allows the adoption of arbitrary prior distributions on the associated parameters, at least in principle.
3. Madigan and Raftery (1994) and others have argued that basing inference on a single model ignores model uncertainty and leads to poorly calibrated predictions. Bayesian model averaging (BMA) provides a remedy: current BMA procedures average inferences or predictions over all models in the class under consideration, or at least over a subset of the models that receive substantial posterior weight (see Madigan and York (1995) for a review.) When applied naively to ADG models, however, BMA assigns a weight to each Markov-equivalence class that is proportional to its size.
Instead, averaging directly over equivalence classes overcomes this problem.
A stochastic search scheme over the space of ADGs based on the MetropolisHastings algorithm has been proposed for Bayesian model averaging 14 by Madigan and York (1995) . As suggested by the final paragraph of Section 6, the number of essential graphs on n vertices, although substantially smaller than the number of ADGs, will still be too large in most applications 15 to allow an exhaustive analysis, hence search procedures over the space of essential graphs also will be required. Madigan and Perlman (1995) describe several stochastic search procedures for model selection and model averaging, again based on the Metropolis-Hastings algorithm, that act directly on essential graphs rather than ADGs. Such procedures move through the space of essential graphs according to a Markov chain whose transition probabilities are chosen to achieve a desired stationary distribution.
Convergence to the stationary distribution requires that the Markov chain be irreducible and aperiodic. By Proposition 4.5, irreducibility will hold whenever the chain has positive probability of moving to any essential graph that differs by at most two edges from the current essential graph. However, it follows from the proof of Proposition 4.5 that in fact irreducibility will hold whenever the chain has positive probability of moving from the current essential graph to any essential graph:
(a) that differs by exactly one edge from the current graph; or Aperiodicity can be guaranteed, for example, by ensuring that the chain has positive probability of remaining in its current state.
Non-stochastic model selection and model averaging schemes based on essential graphs also can be developed, analogous to those proposed by Heckerman et al (1994) and Madigan and Raftery (1994) for ADGs.
The skeleton G u of a graph G ≡ (V, E) is its underlying undirected graph, i.e., G u := (V, E u ), where A graph G 2 ≡ (V 2 , E 2 ) i s said to be larger than a graph G 1 ≡ (V 1 , E 1 
that some directed edges (arrows) in G 1 may be converted into undirected edges (lines) in G 2 . We write
The union of a finite collection of graphs, {G i ≡ ( V i , E i )|i = 1, ⋅⋅⋅, n}, is the graph ∪G i := (∪V i , ∪E i ). Clearly, ∪G i is the smallest graph larger than each G i , i = 1, ⋅⋅⋅, n.
Let a, b be distinct vertices in G ≡ (V, E). A path π of length n ≥ 1 from a to b in G is a sequence π ≡ {a 0 , a 1 , ⋅⋅⋅, a n } ⊆ V of distinct vertices such that such that a 0 = a, a n = b, and either a i-1 →a i ∈ G or a i-1 a i ∈ G for every i = 1, ⋅⋅⋅, n. If a i-1 →a i ∈ G for at least one i, the path is directed; if this is not the case, the path is undirected. A (directed) cycle is a (directed) path with the modification that a 0 = a n . An arrow a→b ∈ G is said to block a directed cycle in G if there is a directed path from a to b in G other than a→b itself. it is chordal (cf. Blair and Peyton (1993) ). Furthermore, such a perfect orientation of a chordal UDG G is not unique: in fact, by using maximum cardinality search (MCS) (cf. Blair and Peyton (1993) ), the perfect ordering can be started at any vertex in G. If both a ≤ b and b ≤ a then we write a ≈ b , which occurs iff a = b or there is an undirected path from a to b in G. Frydenberg (1990) The moral graph determined by G is the undirected graph G m ≡ ( V, E m ), where
That is, G m is G u augmented by all undirected edges needed to make bd G (τ) complete in G m for every chain component τ ∈ T( G). Equivalently, G m is obtained from G u by adding a line ab whenever (a , C, b ) is a minimal complex in G.
Appendix B: Graphical Markov Models and Markov Equivalence.
We consider multivariate probability distributions P on a product probability space X ≡ ×(X a |a ∈ V ), where V is a finite index set and each X v is sufficiently regular to ensure the existence of regular conditional probabilities. Such distributions are conveniently represented by a random variate X := (X a| a ∈ V ) ∈ X. For any subset A ⊆ V, we define X A := (X a |a ∈ A). Often we abbreviate X a and X A by a and A, respectively, and define X ∅ ≡ constant.
For three pairwise disjoint subsets A, B, and C of V , we write A⊥B|C [P] to indicate that X A and X B are conditionally independent given X C under P.
A graphical Markov model is defined by a collection of conditional independencies among the component random variates (X a |a ∈ V), which collection is represented by a chain graph G ≡ ( V, E) with vertex set V: Definition B.1. A probability measure P on X is said to be local G-Markovian if a ⊥[V\φ(a)]\cl G (a)|bd G (a)[ P] ∀ a ∈ A. Definition B.2. A probability measure P on X is said to be global G-Markovian if A⊥B|S [P] whenever S separates A and B in (G an( A∪B∪S) ) m . Frydenberg (1990, p.339) notes that global G-Markovian ⇒ local G-Markovian. The converse is not true in general, e.g, Andersson et al (1995a, Remark A.1 ), but Lauritzen et al (1990, Proposition 4) show that the converse is valid if G is an ADG.
We define the graphical Markov model on X determined by a chain graph G to be the set of all global G-Markovian probability measures on X. (In applications, an additional parametric assumption, such as multivariate normality, is often imposed.) Definition B.3. Two chain graphs G 1 and G 2 are Markov equivalent on a product space X indexed by V if the classes of global G 1 -Markovian and global G 2 -Markovian probability measures on X coincide. If G 1 and G 2 are Markov equivalent on every such product space X, G 1 and G 2 are called Markov equivalent.
The following basic result concerning Markov equivalence of chain graphs was first proved by Frydenberg (1990, Theorem 5.6 ) for a restricted class of probability measures and by Andersson et al (1995a, Theorem 3 .1) for the general case. We shall say that two chain graphs are graphically equivalent if they have the same skeleton and the same minimal complexes. Theorem B.1. Suppose that for each a ∈ V, the component space X a of X contains at least two points. Then two chain graphs G 1 and G 2 are Markov equivalent on X if and only if they have the same skeleton and the same minimal complexes. Thus, G 1 and G 2 are Markov equivalent if and only if they are graphically equivalent.
Since the only possible minimal complexes in an ADG are immoralities, Theorem 2.1, the key equivalence theorem for ADGs, follows from Theorem B.1 as a special case.
Because the proof of Theorem B.1 is quite complex, however, we present here a direct proof of Theorem 2.1, different from that of Verma and Pearl (1992) in that their notion of "d-separation" is not used.
We require the notion of a well-numbering (≡ topological sort) of an ADG D ≡ (V , E ), namely, a 1-1 mapping ν: V → {1, ⋅⋅⋅, n }, n ≡ |V |, such that c < d ⇒ ν(c) < ν(d). A straightforward inductive argument shows that every ADG admits at least one wellnumbering. Propositions 4 and 5 of Lauritzen et al (1990) together imply that a ("only if") The proof given by Frydenberg (1990, pp. 347-8) for chain graphs applies without change to the special case of ADGs. 
