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ABSTRACT
Rapid Screening Approach for Cavity Detection 
Using Snrface-Based Seismic Measurements
by
Gennady Tsarev
Dr. Barbara A. Luke, Examination Committee Chair 
Associate Professor of Civil Engineering 
University of Nevada, Las Vegas
A rapid screening method for detection of shallow cavities using surface-based 
seismic waves has been developed and documented. Emphasis is placed on seismic 
surface waves due to their ease of measurement and dispersive nature in heterogeneous 
media.
The study includes a numerical experiment, field experiments, and an analytical study 
of data collected for buried voids. Multi-channel and two-channel data acquisition 
technology are explored. An alternative analysis of the data based on impulse response is 
investigated. The Geld experiments were conducted at sites with known natural caves, 
buried barrels, and earth fissures. Two historic data sets were used. The numerical 
experiment was performed for a cavity buried in a homogeneous medium.
Based on results of Geld and numencal experiments a new constant-oGset method for 
rapid cavity detecGon is proposed. Parameters introduced include detection index, 
normalized receiver spacing, and normalized wavelength. All steps in data reducGon are 
combined into one single automated process. Trends observed in the experimental data
ni
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match the numerical data well and most of the targets were identiGed; thus the algonthm 
was vahdated. Optimal testing conGguraGons, including source conGguraGon, minimum 
and maximum receiver spacings and oGiset are proposed.
IV
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CHAPTER 1
INTRODUCTION 
MoGvaGon for Gie Research 
As ciGes conGnue to grow, the amount of land utilized for the construcGon of urban 
inGastructure expands. With the development of larger areas, less desirable lands are 
available for construcGon. The probability of encountering construcGon problems related 
to soils and rocks can increase signiGcanGy.
One common problem is the existence of shallow underground caviGes. Despite 
years of research, the delineaGon and detecGon of subsurface caviGes remains as a 
diGicult and expensive task of modem geophysics (e.g., BuGer, 1994; NRC, 2000). The 
voids of engineering interest are often created by pseudo-random and unpredictable 
processes. Examples of typical underground voids are caves, sinkholes, Gssures, 
abandoned mines, and tunnels. UindenGGed voids can cause signiGcant design, 
enviromnental, construcGon, and safety problems. Examples of problems encountered in 
the design and construcGon of inGastructure due to these underground voids include 
subsidence of roadways and buildings and the leakage of dams. The speciGc term 
"cavity detecGon" is used herein to descnbe Gnding the approximate posiGon of a cavity, 
where cavity type and size are unknown. Obtaining addiGonal infbrmaGon about 
caviGes, such as then exact posiGons, shape, depth, and size, is a subject for future 
research. Different geotechnical site characterizaGon techniques can be used to identify
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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underground features. Conventional methods of void detecGon are based on boreholes 
and soil trenching. These methods are the most reliable because they involve direct 
observaGon of underground matenals. When drilling occurs over a cavity, the sudden 
drop of an auger or the loss of drilling Guid is expected. However, the volume of soG at a 
site is much larger than the volume of voids; therefore, due to localized sampling these 
exploraGon techniques GequenGy miss obstacles and misrepresent the subsurbce 
geology, thus proving ineffecGve for cavity detecGon. The economical limitaGons of 
convenGonal methods are more pronounced Wien a larger area is under invesGgaGon. 
Direct soG sampling is also potenGaGy damaging to the environment when shallow 
ground water is present, due to the risk of ground water cross contaminaGon and change 
in the soG drainage pattern. A rapid, inexpensive, and reliable cavity detecGon technique 
could have an enormous economic potenGal through improved performance in 
environmental and engineering applicaGons.
Geophysical testing can be more time- and cost-effective than direct sampling. 
Extensive literature exists concerning geophysical cavity detecGon techniques, (e.g., 
Waltham, 1989; McCann et al., 1987; NRC, 2000). Most authors conclude that current 
geophysical techniques have Innited reliabGity for pracGcal widespread use in cavity 
detecGon; however, the potenGal for signiGcant cost savings warrants their use and 
continued development.
Three m^or categones of geophysical site characterizaGon techniques are: non- 
intrusive, intrusive, and remote.
Afon-intmyive TMeaywrgTMents are surface-based tests that produce very litGe soil 
disturbance. Responses might be received and recorded at mulGple locaGons. Despite
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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their inexact nature, non-intrusive tests are a preferred choice in areas where excavation 
is restricted.
Th/rzmve /Measwemgnfs require boreholes and include single-hole well logging and 
geophysical measurements Gom hole to hole, hole to surface, and surface to hole. Gi 
comparison to surface-based measurements, these methods provide improved resolution 
but are more localized, more time-consuming, and are intrusive.
Rg/nofg mgaywgnzgM/s are performed Gom aircraG or satellites. The resolution of the 
remote measurements increases with increased proximity to the site in question. Remote 
methods provide resolution on the scale of meters or tens of meters. Examples of remote 
sensing methods include aerial photography, mulGspectral scanning, and imaging 
spectroscopy (NRC, 2000). These methods are generally not used to detect caviGes at 
shallow depths in engineering applicaGons.
Research ObjecGves
A great deal of the time and cost in geophysical testing go toward data InterpretaGon. 
Testing costs can be greaGy reduced when this process is computer-automated and occurs 
in the Geld. EfBciency can be increased when real-time results are available to guide 
modiGcaGon of the testing conGguraGons to accommodate diGerent site structures. The 
ability to locate caviGes in the Geld at the time of testing can eliminate common errors 
encountered when relocating detected caviGes in the Geld at a later time. The purpose of 
this study is to develop an automated method of detecGon for shallow underground 
caviGes based on seismic surface-based measurements. The most prominent appGcaGon 
of the proposed method will be the detecGon of caviGes. However, the proposed method
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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might also prove effective to detect other anomalies such as abandoned utiliGes or caliche 
Gelds, due to a similar response to the propagating waveGeld. The cavity detecGon 
method discussed in this thesis is based on the Spectral-Analysis-of-Surface-Waves 
(SASW) technique (e.g. Stokoe et al., 1994).
The SASW technique is used to obtain a one-dimensional shear wave velocity proGle 
of the subsurface. InfbrmaGon denved Gom the SASW technique can be used fbr a 
variety of purposes, such as seismic site response, HquefacGon potenGal estimaGon, and 
landGIl characterizaGon. A number of researchers have tned this method fbr obstacle 
detecGon (e.g., Gucunski et al., 1998; Gaiyi et al., 1997; Luke and Chase, 1997; Phillips 
et al., 2002) because it is proven to be very sensiGve to variations in shear sGfbess. 
Surface waves employed in the SASW method provide beGer resoluGon at shallow 
depths, an important characterisGc fbr cavity detecGon.
In this research, the cavity is detected by quantifying differences in the waveGeld 
measured in different locaGons at the surface. An experimental study is perfbrmed to 
invesGgate the behavior of surface waves in the presence of a cavity in natural soil or 
rock. The cavity is identiGed by a change in the interpreted phase velocity of the surface 
wave, which is the result of complex interacGons between the incident wave Geld and the 
obstacle.
In the thesis the fbllowing steps in the development of the proposed rapid cavity 
screening method are documented:
t  Current knowledge of the subject according to available literature 
* PresentaGon of the proposed method 
4 A numencal study fbr detecGon of an embedded cavity
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* Full-scale Geld tests of the proposed method over known or suspected voids
f  Data analysis and inteipretaGon
f  Comparison of the results with experimental studies performed by others
$ Analysis of the capabiGGes and limitaGons of the proposed method
* Guidance for optimizaGon of Giture rapid cavity-screening tests
It must be realized that cavity screening, like other geophysical methods, is not an 
exact process; it depends on human and staGsGcal analysis. It is not a trivial task to 
construct a mathemaGcal model descnbing surface wave propagaGon in complex 
materials such as heterogeneous soil. The incorporaGon of a void in such a model would 
make it too complicated fbr routine use. However, a successGil cavity detecGon method 
can be developed by using simpGGed models, incorporating theoreGcal and pracGcal 
knowledge about seismic wave propagaGon, and creating a testing procedure derived 
Gom pracGcal Geld experiments.
The method proposed is a simple nondestrucGve method with a clearly defined data 
analysis algonthm. It is suitable fbr rapid obstacle screening, is easy to perform, is cost 
effecGve, and is capable of covering large linear arrays. The automaGon of the method 
allows measurements and preliminary interpretaGons to be made in real Gme.
Thesis OrganizaGon
This thesis has been organized into eight chapters and two appendices. Chapter 2 
presents a classiGcaGon and overview of convenGonal non-intrusive methods used fbr 
cavity detecGon and includes key case studies. Chapter 3 reviews the general theory of
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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seismic wave propagation and dynamic soil properties. Emphasis is placed on the theory 
of Rayleigh wave propagation in elastic media. Different approaches to the numerical 
modeling of Rayleigh wave propagation in vertically heterogeneous media are discussed. 
Chapter 4 reviews the SASW method and literature of cavity detection with the SASW 
method. Chapter 5 presents an introducGon of the proposed rapid cavity screening 
method, including theoreGcal assumpGons, the data coUecGon process, and 
methodologies to enhance data interpretaGon and increase efficiency of cavity screening. 
The methodologies have been combined into a single algonthm capable of performing all 
aspects of cavity screening data analysis, starting fi"om the raw data collected in the field 
and ending with idenGficaGon of potential anomalous zones. The approaches used to 
construct this algonthm were denved fiom the analysis of several large data sets, one 
syntheGc and five experimental. Chapter 6 presents a numerical study of seismic wave 
propagaGon over a cavity in a homogeneous medium, using 2-D fiiGte difference 
modeling. Chapter 7 presents systemaGc field tests perfbrmed over voids under diverse 
soil condiGons. The efficiency of the tests is estimated using a consistent staGsGcal 
approach. The numencal and experimental tests are discussed and guidelines are given 
fbr the most efficient cavity screening array parameters. Finally, Chapter 8 presents 
conclusions fiom the research and presents recommendaGons fbr future research. The 
unprocessed raw data collected in Gme domain and fiequency domains are presented in 
Appendices A and B, respecGvely.
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CHAPTER:
SURFACE-BASED GEOTECHNICAL METHODS 
FOR CAVITY DETECTION 
Introduction
Numerous reports, papers, and textbooks describe the applicaGon of geophysical 
methods to cavity detecGon (e.g., Owen, 1983; BuGer, 1994; Reynolds 1997; Telford et 
al., 1990). Surface-based geophysical methods that might be considered fbr cavity 
detecGon vary widely in terms of the material parameters they measure. The values of 
the parameters measured depend on soil and rock composiGon, degree of saturaGon, type 
of pore fluid, and other physical site condiGons. The successful applicaGon of a 
parGcular site characterizaGon method to the issue of cavity detecGon depends on such 
site parameters.
This chapter summarizes surface-based geophysical methods currenGy used fbr cavity 
identificaGon. Seismic methods are discussed in detail. Case histones showing the 
successful applicaGon of these methods fbr cavity detecGon are also reviewed.
The fbllowing methods show potenGal fbr cavity detecGon:
4 Electrical resisGvity 
$ ElecGomagneGc (EM) 
f  Seismic
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4 Gravity
4 Magnetic
Classification of Geophysical Methods fbr 
Cavity Detection
For geotechnical purposes, a cavity is an underground opening within soil or rock 
material. A cavity may be air-filled (i.e. a void), water-filled, filled with collapsed loose 
material, or a mixture of all of the above. Physical contrasts between the cavity and the 
host stratum can be detected using suitable geophysical methods.
Non-intrusive detection methods use a variety of sources to quantify one or more of 
the fbllowing characteristics of cavities and anomalies that contrast highly with the 
surrounding material:
* Seismic wave scattering
4 Acoustic resonance
4 High mechanical stifhess contrasts with respect to the surrounding medium
* Low or high density contrast
4 Low or high electrical resistivity/conductivity
4 Reflectivity of high-amplitude electromagnetic waves
Discrimination of the fbllowing key batures of underground cavities might be 
presumed using seismic measurements.
4 Cavity Aowndbrief -  Seismic measurements can indicate a contrast between stiff
and soft material. The boundary of a cavity reflects or scatters waves that hit it.
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4 Cavity content -  If the stiffness of the cavity infill material is much lower than 
that of the surrounding media, seismic waves will be affected by the cavity as they 
pass through it. This phenomenon is expected to be significant only fbr large 
features. For small cavities, diffiaction of seismic waves might mask this effect.
4 Argff-Rg/oxation Zbngy -  Natural cavities and fissures are usually surrounded by 
fiactures and cracks that are associated with stress-relaxation zones. This "halo" 
effect serves to increase the effective target size, enhancing the possibility that the 
cavity can be indirectly sensed (e.g., Chamon and Dobereiner, 1988; Bishop et al., 
1994).
Electrical Resistivity
Cavity detection methods based on electrical resistivity measure electric currents to 
calculate the resistivity of the subsurface. Resistivity measurements can be taken with 
the use of direct current or low frequency alternating current. The current is typically 
injected into the ground through two electrodes. The resulting electrical potential 
difference is measured at the surface with the use of two additional electrodes. The depth 
of measurement is related to the amount of power used and the spacing between 
electrodes. The development of multi-electrode resistivity survey systems and resistivity 
inversion modeling software (e.g., Loke and Barker, 1996) has greatly increased the cost- 
effectiveness and efficiency of resistivity surveys.
An air-filled cavity represents a very high-resistivity anomaly. Because some soils 
can also exhibit high resistivity, detection of an air-filled cavity is difficult. This is 
especially true fbr soils that are very dry. Detection might also be difficult fbr water-
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filled cavities in which case the highly conductive groundwater might obscure any 
resistivity contrast between cavity and soil.
An example of a successfid application of the electrical resistivity test to identify 
sinkholes and bedrock firactures was reported by Reccelli-Snyder (1999). The test site 
consisted of 2 to 7 meters of soils underlain by limestone. No information about void 
locations was known prior to testing. Geophysical surveys were perfbrmed using ground 
penetrating radar, gravity, electromagnetic conductivity, and seismic refi-action; however, 
only electrical resistivity tests proved elective when results were compared with boring 
data. The electrical resistivity data were collected in dipole-dipole electrode arrangement 
by using 28 to 112 stainless steel electrodes, driven 6 to 12 inches into the ground at the 
fixed intervals.
Two zones of highly fractured limestone and voids filled with mud were identified at 
15 meters depth by their low resistivity, less than 50 ohm-meters. Numerous intrusive 
soundings were perfbrmed to confirm the presence of the anomalous zones. The 
soundings consisted of direct-push probes and rock/soil borings. There was a good 
correlation between the zones interpreted by electrical resistivity method and direct 
soundings.
Electromagnetic Methods 
Electromagnetic (EM) methods include:
4 Ground conductivity 
4 Time-domain EM 
4 TeGuric and magnetoteGurics
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* VLF (veiy-low-&eqiiency)
EM induction does not require direct contact with the ground and can be used in 
boreholes, on the surface, or remotely. EM methods can provide virtually continuous 
measurements. Continuous measurements provide a higher degree of lateral resolution 
and enhance the mapping of lateral changes in the subsurface (Telford et al., 1990). EM 
methods are currently the most popular geophysical methods used in engineering and 
environmental applications (Reynolds, 1997). Measurements are taken in both time and 
frequency domains and can be active or passive. The EM methods permit faster data 
collection, particularly in terrain that is difBcult to access. Only the EM methods of 
greatest interest to cavity detection are discussed below.
GrouW cowA/ctivrry -  In this technique a time-varying electromagnetic field is 
generated at the surface of the earth. This Geld produces a time-varying electrical current 
that passes through the earth by induction. A receiver is deployed to compare the 
magnitude and phase of an induced electromagnetic field produced by the current flow in 
the earth to that generated at the source. The application of electromagnetic conductivity 
suffers 6om interference 6om nearby metal pipes, cables, fences, and noise 6om power 
lines. The effectiveness of electromagnetic measurements decreases with decreasing soil 
conductivity.
A successful application of an EM conductivity survey to identify man-made shafts 
and tomb chambers in dry bedrock at different archaeological sites in the Middle East
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was reported by Frohlish and Lancaster (1986). A Geonics EM-31 device was utilized. 
Detected air-filled shafts were about 1.5 m wide and 2 m deep.
Growwf fgng/ra/TMg /(adür is a reflection technique that uses high hequency 
electromagnetic waves, ranging 6om 10 MHz to over 1,000 MHz, to characterize a site 
in a similar manner to plane seismic waves (Reynolds, 1997). A lower hequency wave 
will provide greater ground penetration but will provide results with lower resolution; a 
higher hequency wave yields higher resolution at the expense of penetration depth.
Under certain conditions, GPR surveys will penetrate surfaces paved with asphalt or 
concrete. GPR testing is cost-effective, produces high resolution, and supplies results 
that can be interpreted in the field. GPR's dependence on the soil composition of the site 
in question is its primary deterrent. It produces poor results in some soil compositions, 
particularly in clayey soils. GPR has been successful in detecting cavities on some sites 
and has failed to detect cavities on others (e.g., Telford et al., 1990).
An example of successful application of GPR to void detection in mid-western 
Ireland was reported by Long (1998). The targets were air-filled buried sinkholes 
typically 2 m in diameter and 2 m deep in the limestone bedrock, covered by a mixture of 
sand, silt, and clay. Groundwater was usually found at 2 to 3 m depth. Other techniques 
used besides GPR included seismic re&action, electrical resistivity, electromagnetics, and 
microgravity. The GPR technique was found the most usefiil. The anomalies revealed 
by the GPR survey were excavated. The pits revealed that in three of five cases the 
anomaly was a boulder. In two cases, voids were discovered.
TTze Fe/y-Zow-FrggrwcMcy (VLF) method uses long-distance radio transmitters with 
hequencies commonly between 10 and 30 kHz. VLF methods are inexpensive and
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produce r^ id  results. It has been reported that the VLF method can be used to detect 
long and straight conductive underground objects such as water-Glled fractures or faults 
(NRC, 2000). However, the VLF method is not very successful for the detection of 
cavities when cavities are not electrically conductive.
A successful application of a VLF survey to locate artiGcial medieval galleries near 
Madrid, Spain, was reported by Ogüvy et al. (1991). The galleries were constructed by 
tunneling at the depth of 2 to 4 meters. The site soils consisted of gravels and boulder 
beds with silty clay, underlain by hard clay at a depth of 3 meters. The galleries were on 
average 1 meter wide and 2 meters high. The voids were successfidly detected using the 
VLF method. In this study, the electromagnetic resonance of voids was also diagnostic. 
The resonance occurred when the wavelength of the incident radio wave was equal to or 
signiGcantly less than the dimension of the voids.
Magnetic Methods
Magnetic methods of cavity detection measure the magnetic Geld at the ground 
surface. These measurements indicate the magneGc suscepGbility of material in the 
subsurface. The magneGc suscepGbility of a material is its ability to enhance the local 
magneGc Geld. A magnetometer is used to measure the earth's magneGc Geld. Cavity 
detectability with this method is highly dependent on soil condiGons. For example, lava 
tubes in basalt with high magneGte content are much easier to detect than caviGes found 
in other types of rock. Basalt can have magneGc suscepGbility 1000 times that of air. A 
cavity in a lava Gow will divert the magneGc Geld around its borders to take the easiest 
path. The diversion will cause the magneGc Geld to be weaker above the cavity and
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stronger at its borders. The method can of course be effective for detection of man-made 
metal lined caviGes, such as buried tanks and barrels.
A successful applicaGon of magneGc methods to detect metal drums buried in a 
landGU was reported by Leech and Johnson (1992). The surrounding waste effecGvely 
masked the presence of the drums. However, careful study of the shapes, amplitudes, and 
other characterisGcs of various anomalies within the area made it possible to idenGfy the 
drums.
Gravity Methods
Gravity methods measure changes in the gravitaGonal pull of the earth with respect to 
posiGon. A void in an earth body is a distinct gravity anomaly. Thus, using gravity for 
void detecGon might be a straightforward choice. However, to conduct a successful 
survey, variaGons as small as one in ten million percent need to be detected (Burger, 
1992). Such precision requires very sensiGve instrumentaGon. To accomplish this, for 
example, surface topography should be accounted for to 0.25-m contour intervals. In 
addiGon, the earth's gravitaGonal Geld is affected by lunar and solar gravitaGonal forces, 
which must also be accounted for.
The detecGon of caviGes via gravity methods has been used in many engineering 
surveys. Gravity methods are commonly used where other geophysical methods would 
fail to work due to parGcularly high levels of electric or acousGc noise, or the presence of 
underground utiliGes.
Fajklewicz (1986) provides an example of the successful applicaGon of micro-gravity 
measurements in Poland to detect karst caverns that developed at a depth up to 40 m. 
Some of the caverns collapsed towards the surface causing subsidence. The caviGes
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occurred in bedrock consistmg of gypsum, anhydrite, limestone, and dolomite. The 
caviGes detected were located at the depth range between 4 to 30 meters. The cavity 
locaGons were conGrmed by drilling, and their shapes were determined by hole-to-hole 
seismic measurements. Fajklewicz found that the eGect of a gravity anomaly on the 
verGcal gradient of a gravity Geld at a parGcular depth is commonly greater than that 
predicted by the use of a spherical cavity model, and indeed the cavity should not be 
visible if the gravity gradient was due entirely to the known cavity. The author 
determined that the apparent inconsistency is due to the change in density of the rock 
surrounding the caverns, caused by the fbrmaGon of stress-relaxaGon zones.
Seismic Methods
Surface-based seismic cavity detecGon methods rely on observed verGcal and 
horizontal ground moGon induced by seismic waves. The basic conGguraGon of a 
surface-based seismic cavity detecGon survey consists of a seismic energy source and a 
number of geophones stretched into a linear array. Common seismic methods include 
seisnGc reGecGon and seismic reG-acGon. In some cases the resonance method is used. A 
discussion of surface-wave based methods is deferred to chapter 4.
.S'efj/Mfc Seismic reGecGon methods are based on an analysis of the arrival
times and amplitudes of reGected seismic wave components arriving to receivers aAer a 
surface impact. Soil structures are interpreted by delineating boundaries that separate 
materials with different mechanical impedance, WGch are expressed by different 
amplitudes in recorded data. Seismic reGecGon provides a high resoluGon cross-secGon 
of soil and rock along proGle lines (e.g., Reynolds, 1997).
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When seismic reGecGon is used to detect caviGes, the transmiGed signal is scaGered 
by the cavity's boundary and is manifested at the ground surface as an anomaly in 
amplitude and velocity. Seismic reGecGon provides a powerful method for cavity 
detecGon, but data processing is very complex. The applicaGon of the seismic reGecGon 
method to cavity detecGon at shaUow depth is complicated by the fact that surface waves 
will arrive simultaneously, obscuring the lower-energy reGected body waves (Belesky 
and Hardy, 1986). For a signiGcant reGecGon to occur, the cavity size should be several 
times larger than the wavelength. However, in most cases the void is much smaller than 
the wavelengths used and thus, appears as difGacGon on the reGecGon record (e.g. 
Dobecki and Balch, 1987).
The literature indicates that pracGcal detecGon of caviGes using seismic reGecGon is 
difGcult and few successes are noted. Miller and Steeples (1991) described a case in 
which caviGes were located in a 0.6-meter thick uniform layer of coal covered by a 7- 
meter thick weathered surface layer. The voids were less than 5 meters in width. The 
voids were distinguished Gom coal based on changes in Gequency content, amplitude, 
coherence, and phase of the seismic reGecGon data. The voids were best represented 
seismically by either an increase in the dominant Gequency or by a loss of coherence, 
which results in a chaoGc zone. The maximum Gequency of reGected waves exceeded 
200 Hz. Drilling conGrmed the locaGons of some of the voids in quesGon.
Another successful applicaGon of seismic reGecGon proGling to detect abandoned 
coal mines is presented by Anderson et al. (1998). Some of the mines were idenGGed by 
the surface subsidence. The mines consisted of underground rooms, 2.5 to 3.5 meters 
high. The coal layer was approximately 2.5 meters thick and was located at a depth of
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about 40 meters below the surface. The collected data were processed with bandpass 
filtering to reduce surface wave noise. The seismic image of the subsurface contained a 
sequence of four prominent, high-amplitude, laterally continuous peaks that represented 
the reGections Gom the different bedrock layers. Comparing mined areas with surface 
subsidence it was found that the time-versus-distance relaGonship of processed data 
produced an anomalous slowing of seismic waves. The phenomenon was attributed to a 
velocity effect caused by several factors, which includes the presence of void space, 
Gacturing, and stress-relaxation zones in the bedrock.
Another successful application of seismic reGecGon methods for cavity detecGon was 
reported by Nelson and Haigh (1990) to invesGgate a series of sinkholes located along a 
proposed railway line between Alice Springs and Darwin, Australia. The anomaly 
invesGgated included a roughly circular sinkhole, located in the limestone, 5 to 10 meters 
diameter, at about 10 meters depth. The water table was at the depth of 4 to 6 meters.
The invesGgaGons were carried out using microgravity, seismic fan shooting, electrical 
resisGvity, shaGow electromagncGc, and GPR methods. Following a considerable 
amount of trial work using a variety of geophysical methods, it was established that 
seismic reGecGon and EM methods were the best methods to use in rapid surveys for 
sinkhole detecGon. The most signiGcant indicaGon of the sinkhole in the seismic 
reGecGon data was a zone of reduced signal amplitudes and delayed travel Gmes.
S'gMTMzc experiments are based on the times of arrival of the iniGal ground
movement generated by a source. These arrival times are recorded along a linear array. 
Later arrivals in the recorded ground moGon are not considered. Thus, the data set 
derived Gom refracGon experiments consists of a series of arrival Gmes with respect to
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of&et. This dataset is interpreted to establish depths to subsurface interfaces and speeds 
at which the seismic waves travel through each layer. Tests employ the fundamental 
physical phenomenon of criGcal leGacGon of body waves. For this method to work in the 
convenGonal sense, the seismic velocity of layers must increase with depth, so that 
cnGcal reGacGon can occur.
The large contrast between soG or rock and a cavity wGl retard the arrival times of the 
waves reGacted by the deeper layers. The reducGon in arrival times would be very 
pronounced when compared to the arrival times of head waves produced adjacent to the 
cavity (Reynolds, 1997). A void is a lower velocity feature than the enclosing medium 
and thus cannot be a direct target for reGacGon surveys. However, according to Dobecki 
and Balch (1987), Turpening has indicated that caviGes can be detected indirecGy as 
delays imposed upon reGacted arrival times Gom deeper layers.
Palmer (1991) describes a seismic reGacGon survey over a known collapsed sinkhole 
(doline) in central AustraUa. The sinkhole occurred in siliceous sandstone. The 
geophone spacing was 2.5 meters. The cavity was idenGGed by comparing the shear 
wave (S-wave) velocity of the near-surface soGs which was 600 m/s and shear wave 
velocity obtained by velocity analysis for the reGactor between staGons 24 to 46 and 46 
to 71 which was 2750 to 2220 m/s, where staGon numbers indicate offset in meters. A 
boring driGed at staGon 47 intersected a doline, about 30 meters in diameter at about 10 
meters depth. It was concluded that most of the seismic energy probably travels around 
the roughly circular circum&rence of the doline rather than underneath it. Results also 
indicated aG arrivals associated with the collapsed doline were in fact difGacGons Gom 
its edges.
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A successful appGcaüon of seismic refraction methods to locate suspected shallow 
mines along a highway in eastern Ohio was reported by Wolfe et al. (2000). The 
following types of tests were performed: compression wave seismic reGaction, shear 
wave seismic reGacGon, seismic reGecGon, seismic surface wave testing, electrical 
resisGvity, and gravity. The surface wave exploraGon was performed as a part of this 
work (Avar and Luke, 1998). Voids were predicted at depths of 2 to 3 meters. Results of 
the tests were correlated with drilling and excavaGon. Later drilling encountered 
numerous voids of about 1 meter diameter at 2.5 meters deep. Researchers concluded 
that the seismic reGacGon methods and the electric resisGvity method were the most 
useful and inexpensive.
When a seismic wave impinges upon a void, the void wiU resonate with a 
speciGc Gequency. According to Dobecki (1998), Watkins indicated the resonance 
Gequency depends upon the radius of the void, its GG material, and the shear wave 
velocity of the medium enclosing it. The void might thus be located by the presence of a 
long train of monoGequency waves that are detected in the vicinity of the void during 
seismic reGecGon surveys. One approach to cavity detecGon using resonance is 
presented by Curro et al. (1980). A loudspeaker was inserted into the void. Sound 
conveyed into the void by the loudspeaker was modulated through a range of Gequencies 
unGl a resonance or harmonic was obtained. This approach requires the preliminary 
knowledge that the void exists and access to the void, which makes it ineffecGve for most 
pracGcal cavity detecGon tasks.
A successful appGcaGon of seismic resonance was reported by Nelson and Haigh 
(1990) during void detecGon tests conducted along the Alice Springs to Darwin raGway
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in the study menGoned previously. Related to the resonance, a peak was observed in the 
power spectrum plot at about 100 Hz. The researchers found that the peak was consistent 
with an empirical equaGon for resonant Gequency for a cylindrical cavity of given 
diameter in a homogeneous medium of given shear wave velocity developed by Biot in 
1952.
Summary
Non-intrusive geophysical methods have been applied to cavity detecGon with 
varying degrees of success. At this time, there is no single approach that is suitable for 
all cavity types in various soil and rock condiGons. If non-intrusive cavity detecGon is
required, it is necessary to perform several, Gme-consuming studies to test the various 
methods and process large quanGGes of laboratory data. The geophysical data 
interpretaGon relies heavily on empiricism and human judgment. AddiGonal testing with
different methods is commonly required to increase the probability of success.
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CHAPTERS
SEISMIC WAVE PROPAGATION 
IntroducGon
A seismic wave is a mechanical disturbance induced by an impact that propagates 
through the earth. Seismic waves are a natural and efficient choice for exploring 
underground structures. Seismic waves respond to the complex elastic modulus of the 
soil material. The real component of the elastic modulus describes how the material 
stores energy and the imaginary component describes the material's loss of energy (Lai 
and Rix, 2000).
Soil is a natural material that was composed by pseudo-random, complex, geological 
processes, most often forming a layered structure. Therefore, its response to external 
forces is complex. Currently, there is no complete model available to account for all 
complex soG behavior. Two approaches currenGy used to model the mechanical behavior 
of soGs are based on continuum mechanics and discrete mechanics. In continuum 
mechanics the deformable medium is represented as a continuum in three-dimensional 
space. The defbrmadons, displacements, stresses, etc., are described as continuous 
funcGons of posiGon. The discrete mechanics approach aGows the modeler to recognize 
the discrete nature of soGs. Discrete soG mechanics models soG materials as an aggregate 
of interacting, rigid or deformable, discrete parGcles.
In a perfecGy elasGc material, there are no permanent displacements and there is no 
material or energy loss. It is more appropriate to describe earth materials as visco-elasGc
21
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materials that can exhibit small permanent displacements and energy losses. The 
dynamic response of the soil depends on the stress level. For the purposes of this work, it 
is assumed that the vertical strains in the soil that are caused by seismic waves, at 
sufGcient distance Gom the source, are very small, on the order of 0.001 percent (below 
the linear cyclic strain threshold), and thereGire are essentially linearly elasGc. If stresses 
become large, the soil wiU react as a non-elasGc matenal and exhibit permanent shear 
strains. Soils under such condiGons do not G)Gow the equaGons discussed in this chapter. 
Strain is oAen nonlinear within the vicinity of the source; therefore, in order for the 
assumpGon of linear elasGcity to apply, measurements must be made at an adequate 
distance Gom the source.
To predict the soG response, it is necessary to develop a model representing some 
average soG behavior that is based on solid physical properGes. SoG is often 
approximated as a structure with horizontal, homogeneous layers. Once the proper 
physical model is chosen, equaGons can be derived to describe the propagaGon of stress 
waves through the model. After that, it becomes possible to obtain elasGc properGes of 
the model by measuring seismic wave propagaGon and relating the results to subsurface 
characterisGcs. Modeling is an important tool for deGning survey design, quanG^ing 
uncertainGes, and performing data interpretaGons.
This chapter gives a bnef review of soil dynamics and the types of propagating stress 
waves. More aGenGon is given to the Rayleigh wave, since it is the main wave type 
considered in the proposed cavity screening method. AddiGonal infbrmaGon on seismic 
wave propagaGon can be fbund in Richart et al. (1970) and elsewhere.
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Nature of Stress Wave Propagation in the 
Shallow Earth
When waves propagate within a limiGess uniform medium, they have two main 
components: compression and shear. Such waves are known as body waves because they 
propagate throughout the body of the solid. Body waves can be distinguished by the 
direction of particle motion relative to the direction of wave propagation. At the 
boundary between two different media, more wave types follow Gom the soluGon to the 
wave equation. The properties of these waves, typically called surface waves, depend on 
the elastic parameters of both media. Some basic definiGons used to describe wave 
propagaGon and then elasGc properGes fbUow.
* Rgxpgf/n are lines that show the direcGon the seismic wave is propagating. They 
provide a simplified way to visualize wave propagaGon. For any given wave, an 
infinite set of raypaths exists.
4 connect posiGons of the seismic wave having the same phase. For
example, such a surface would connect all porGons of the wave that have the most 
negaGve amplitude at some parGcular time.
* media have elasGc properGes that do not vary with posiGon.
4 Aoiropic media have elasGc properGes that do not vary with direcGon at any 
given posiGon.
By using the following two principles, it is possible to describe the propagaGon of 
seismic body waves in an ideal, loss-less layered medium:
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4 TA/ygg/M \pnMc^/g states that all points on a waveGont can be considered as point 
sources for the generation of spherical secondary waves. After some time interval, 
the new posiGon of the waveGont is the surface of tangency to these waves.
4 fgrmat r  ̂ n c ip /g  (also known as the principle of least time) states that, as waves 
propagate, the wave path between any two fixed points is defined as the one along 
which the time of travel is the lowest possible.
A change in curvature of a waveGont indicates that the wave has passed through an 
interface. This phenomenon implies that the raypaths that descnbe the direcGon of wave 
propagaGon have changed direcGon as the wave passes through the boundary.
Wave EquaGon
The general wave equaGon has the following form. Its derivaGon can be fbund in 
Richart et al. (1970) and elsewhere.
J  d M x , t )  Eqn. 3.1
Wiere is a seismic signal in time domain, o  is angular frequency, t  is the wave 
number given by 2;r/% A is wavelength, t is Gme, and x represents posiGon. The 
harmonic soluGon of this equaGon is generally presented as
M = /(x)g-*'" Eqn. 3.2
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Wiere / (x )  is also a harmonic function. By combining the Eqns. 3.1 and 3.2, the 
general solution of a harmonic wave that propagates in the posiGve x direcGon is 
obtained:
w(x,0 = v4e'(*'-^) Eqn. 3.3
where vf is the amplitude of the wave. The same equaGon can be presented in terms 
of rotaGonal cycles rather than radians, using wavelength A = 2;r / , and Gequency 
/  = (U / 2 ;r.
Body Waves 
Body waves consist of P-waves and S-waves:
4 P-waves, also called primary waves, exhibit parGcle displacement that is parallel 
to the direcGon of wave propagaGon and propagate through the medium faster than 
other wave types.
4 S-waves, also called shear waves, exhibit parGcle displacement that is 
perpendicular to the direcGon of wave propagaGon. The polarizaGon of a shear wave 
refers to the direcGon of parGcle moGon in a plane perpendicular to the direcGon of 
wave propagaGon. For example, a horizontally propagating shear wave might be 
horizontally, verGcally, or obliquely polarized.
The foGowing interpreted elasGc parameters are used to define the behavior of elasGc 
waves:
4 Young's modulus, E
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4 Poisson'S raGo, v 
4 Bulk modulus, M 
4 Lamé's parameters A and //
4 Shear modulus G, which is the same as Lamè's parameter //
The bulk modulus and the shear modulus of a medium are mutually dependent and 
can be defined as
The bulk modulus, which descnbes the compressibility of the medium, is the raGo 
between the hydrostaGc pressure applied to a cube and the total change in volume 
experienced by the cube. A material with a large bulk modulus does not compress easGy, 
even under large pressures.
The shear modulus describes the defbrmaGon of a cube of the given medium due to 
an applied shearing fbrce. A cube of matenal with a large shear modulus will require a 
larger shearing fbrce to induce defbrmaGon such that the cube will take on the shape of a 
parallelogram.
The velocity of compression and shear waves can be denved Gom Eqn. 3.1 using 
basic elasGc parameters and assuming a homogeneous and isotropic medium (e.g., 
Richart et al., 1970).
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f g + 2 ^ _  Ky= -  Eqn. 3.6
V Y/7
where Pf is the P-wave velocity, is the S-wave velocity, and /) is the density of the 
medium. The velocity of the P-wave and the S-wave of a medium are also related based 
on Poisson's raGo:
Eqn. 3.7y, y(o.s-y)
The equaGons given above show that Guids do not aUow the propagaGon of S-waves, 
since Guids cannot support shear forces; that is, Guids have a shear modulus of zero.
Eqn. 3.7 also indicates that for real materials having 0 < v < 0.5, P-waves will always 
travel faster than S-waves (P  ̂>P^).
Table 3.1 lists common ranges of elasGc parameters for different soils and rocks. In 
addiGon to Table 3.1, several other general guidances exist (e.g.. Burger, 1992):
4 Unsaturated sediments have lower seismic wave velociGes than saturated 
sediments
4 Compression wave velociGes are very similar in saturated, unconsolidated 
sediments
4 Fractured rocks have lower seismic wave velociGes than sinGlar, un&actured 
rocks
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In some instances it is necessary to estimate the velocity of an S- or P-wave. If one 
wave velocity is known, the fbUowing general approximations can be used to determine 
the other (Burger, 1992):
4 Fg = 0.5Pp for sedimentary rocks
4 P{y = 0.4Pf for soils and unconsolidated materials
4 P/; = 0.9Pj for soils and unconsolidated materials.
Here P  ̂is the Rayleigh wave velocity, explained below.
The speed of a seismic wave changes with the variation of subsurface rock and soil 
properties. P- and S-wave velocities depend only on the stif&iess and density of the 
material. Thus, seismic waves can be used in the estimation of soil stiffness.
Surface Waves
Surface waves travel along the boundaries of two different materials. Surface waves 
propagate more slowly than body waves. Some of the common types of interface 
boundaries are illustrated in Fig 3.1. The general classification of seismic waves is 
presented in Fig. 3.2. Only Rayleigh-type surface waves are of interest in this study.
Rayleigh Waves
Rayleigh waves (R-waves) are propagated along the boundary of a vacuum-solid 
interface (or an earth-air interface) by the simultaneous existence of compression and 
shear moGon that travels horizontally along the Gee surface. The shear component of a
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Rayleigh wave is polarized in a vertical plane that is oriented radially with respect to the 
source.
Near the surface, the particle motion exhibits an ellipGcal pattern that is directed 
backwards Gom the direction of the wave propagation. It reverses direcGon at depth.
The ellipGcal shape of the parGcle moGon results Gom a difference in the amplitudes of 
the verGcal and horizontal components of surface wave. The amplitude of parGcle 
moGon decreases rapidly with depth, with most of the energy concentrated at a depth of 
about 1/3 of the wavelength. For this reason, the velocity of a Rayleigh wave of a given 
Gequency is associated with a parGcular depth range in a given medium.
When source energy is applied at the surface, Rayleigh waves are usually the largest 
amplitude waves received at the sur&ce at sufGcient distance Gom the source. The 
amplitude of the wave decreases exponentially with depth. Thus, in a verGcally 
heterogeneous medium, seismic energy with diffierent wavelengths will penetrate to 
different depths, which implies that wave velociGes will vary accordingly. The variaGon 
in the velocity of Rayleigh waves with wavelength is called "dispersion". Dispersion of 
surface waves is present only in verGcally heterogeneous media.
Fig. 3.3 illustrates the relaGonship of velociGes with respect to Poisson's raGo for 
different seismic waves.
EsGmaGon of the EffecGve Depth of the 
Rayleigh Wave
The following relaGonships are used in this thesis to associate the effiecGve depth of 
Rayleigh wave energy associated with a parGcular wavelength. The effiecGve depth
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indicates the approximate depth at which the m^ority of the Rayleigh wave energy is 
concentrated.
3 3 /
= Eqn. 3.8
or, rearranging terms, the effective Gequency^can be expressed by
Eqn. 3.9
These formulas are based on the assumpGon that the energy of the Rayleigh wave is 
concentrated at a depth equal to about one-third of its wavelength. Both experimental 
and theoreGcal studies indicate an "equivalent" effecGve depth raGo of about to % of 
the wavelength in heterogeneous soGs. Gazetas (1982) performed a numencal study of 
dispersion of Rayleigh waves in a soG proGle that had increasing with depth. He
discovered that the raGo of the effecGve depth to the wavelength is a slighGy decreasing 
funcGon of Gequency that is generally independent of soG structure and has an average 
value of about ̂ . However, as soil becomes more uniform, the average value approaches 
yS. Thus, the ysA-rule is usually recommended for realisGc mildly heterogeneous soGs. 
Other researchers also recommend an "effecGve depth of sampling" of VzA for realisGc 
soils, based on Geld studies (Heisey et al., 1982; Stokoe and Nazarian, 1985; Leung et al., 
1991). It should be recognized that the VSA-rule is only an approximate estimaGon and is 
less accurate for layered soGs with widely varying stifGoess. In addiGon, in
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heterogeneous soüs, higher modes of surface wave energy ^)pear and exhibit a different 
distribution of energy with depth. The velocity is influenced by the fundamental mode 
and all higher modes, which makes energy distribution with depth more site-specific 
(e.g., Vrettos, 1991). For example, Leung et al. (1991) showed that for a linear variaGon 
of shear modulus with depth, the effecGve depth of the Rayleigh wave varies between 
and ySA depending on the degree of heterogeneity.
Phase and Group VelociGes and Different Modes 
of PropagaGon of Rayleigh Wave 
Consider two superimposed sine waves with different Gequencies:
w(x, r) = cos [ ( t  -  M ) X -  (g) -  Aa))fl + cos [(A: + M ) x -  (a; + Aa;)/] Eqn. 3.10
By adding the two components of w together, the overall signal can be presented as
g(x,r) = 2 cos(Ax -  ) cos(AAx -  A<nf) Eqn. 3.11
The resulting wave can be interpreted as a simple sinusoidal wave with an amplitude 
funcGon 2cos(Ax -  of) that is sinusoidal as well. The velocity of the combined wave is 
known as the phase velocity, K Phase velocity is deGned by the ofket per unit time of a 
point of constant phase (such as a peak or trough) Ao / A^. Since the combined wave 
consists of a group of single Gequency waves, each one traveling with its own velocity, 
the velocity of a pulse of energy, called group velocity or [/, is not necessarily the same
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as phase velocity. For a homogeneous isotropic medium, group and phase velociGes are 
the same. However, if the velocity of a wave passing through a medium varies with 
frequency, the pulse changes shape as it travels. Therefore, as a wave passes through a 
heterogeneous medium, the group velocity varies with the Gequency. When seismic 
wave velocity decreases with iucreasing Gequency, as is usually the case in soils, F is 
larger than [/. This is called normal dispersion. It implies that the medium stifGiess is 
increasing with depth.
Multimodal PropagaGon of Rayleigh Waves 
When considering layered systems, a single Gequency of surface wave can have 
several modes of propagaGon, each having different velocity. The presence of these 
modes compGcates the response predicGon. Measured response consists of the 
superposiGon of all modes. The Grst mode, also called the fundamental mode, usually 
dominates the response, but not always. Other modes can be dominant, and different 
modes can be dominant for different Gequencies. A transiGon in dominance Gom the 
fundamental mode will occur with sudden changes in the soG sGfhess (Gucunski and 
Woods, 1992). The method described in this thesis to determine the phase velocity of a 
wave through a medium is based on the assumpGon that the phase diffierence is a linear 
funcGon of the surface wave Gequency. If more than one mode of propagaGon carries 
signiGcant energy, the linear phase change is distorted. This leads to GuctuaGons and 
errors in the measured Rayleigh wave phase velociGes.
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Attenuation of Seismic Waves 
Seismic waves lose energy as they propagate through real matter. The modes of 
energy loss include: geometrical spreading, energy dissipation, transmission losses, and 
high Gequency scattering. Geometrical spreading occurs as waves propagate through a 
larger volume and energy expands through that volume, reducing the energy density at 
any given point on the waveGeld. Rayleigh waves spread cylindrically in a halfspace and 
thus exhibit a two-dimensional, geometric decrease in amplitude with distance Gom the
source that is proportional to 1 /Vr , iu Which r  is the radial distance Gom the source.
This is in contrast to the hemispherical attenuation of a body wave in the same medium, 
which is proportional to 1/r. According to Richart et al. (1970), for a uniform circular 
energy source on the surface over a homogeneous, isoGopic, linear, elastic halfspace, it 
has been shown by other researchers that 2/3 of the total energy propagated Gom an 
energy source travels in the form of Rayleigh waves. The remaining energy travels as 
body waves. This helps to explain vvGy Rayleigh waves are dominant at sufGcienGy large 
distances Gom the source, about 2 wavelengths (Nazarian, 1984).
Soils are not truly linearly elasGc, and show some energy dissipaGon even at very 
small strains. The nature of energy dissipaGon in soils is not well known; however, the 
GicGon between soil parGcles and the moGon of capillary Guids are contributing factors 
(Lai and Rix, 2000).
Rayleigh Waves in Layered Media 
The estimaGon of seismic wave amplitude for a given set of soil parameters and 
loading scenarios requires modeling. To better understand how a cavity affects the
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propagation of Rayleigh waves one might begin by considering a mnlG-layered model. 
The description of the Rayleigh wave in a layered medium is very complicated and 
involves large quanGGes of numerical computaGons. When the medium is laterally 
heterogeneous, the Rayleigh wave equaGon becomes prohibiGvely complex.
A significant amount of research has been conducted to invesGgate the theoreGcal 
aspects of Rayleigh wave propagaGon in real soil materials (e.g., Haskell, 1953; KenneG 
and Kerry, 1979; Lai and Rix, 2000). Some insight on wave propagaGon can be obtained 
through the analysis of soG models that contain embedded obstacles in an otherwise 
homogeneous medium. TheoreGcal and laboratory results indicate the existence of 
complex effects as a result of these obstacles such as severe GuctuaGons in the phase 
velocity of a Rayleigh wave that passes through a medium that contains relaGvely sharp 
contrasts in sGfhess (e.g., Tokimatsu et al., 1992). Two explanaGons for the 
phenomenon of phase velocity GuctuaGons in a medium with an inclusion having a sharp 
sGf&iess contrast have been given. Rayleigh waves might be inGuenced by faster moving 
reGected body waves or by higher mode surface waves that are complicated by the 
interacGon of incident waves and reGected waves (Gucunski and Woods, 1992). In either 
case, the simple interpretaGon that the energy measured at the ground surface is 
dominated by fundamental-mode surface waves is not always true.
Here, numerical simulaGons are presented to illustrate Rayleigh wave propagaGon in 
verGcally heterogeneous media. DistribuGon of Rayleigh wave modes in two different 
soG proGles, one normaGy dispersive and another with a low sGfhess layer, to simulate 
the presence of a cavity is presented. The proGles are shown in Tables 3.2 and 3.3.
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MulG-modal dispersion of these systems was calculated using a Geeware computer 
program developed by Hisada and modiGed by Lai and Rix (2000). The soluGon of the 
eigenvalue problem is based on the transfer matrix method by formulation of the 
transmission and reGection matrices, which was iniGaUy proposed by KenneG and Kerry 
(1979) and successively modiGed by other researchers.
Fig. 3.4 shows syntheGc dispersion curves of Rayleigh wave velocity for the three- 
layer, normally dispersive proGle, divided into its Grst 5 modes. Fig. 3.5 shows 
dispersion curves for the proGle containing a low stifhess layer for which 10 higher 
modes are shown. In both Ggures the curve with the lowest velocity represents the 
fundamental mode. Successively higher velociGes represent successively higher modes.
The relaGvely sharp breaks evident in Fig. 3.5 are the result of a small number of 
points used to calculate the dispersion funcGons and the complexity of the soluGon. 
However, higher modes with extremely high velocity represent a veiy small GacGon of 
the total energy of the wave, and therefore their inGuence in overall response is minimal.
The presence of higher modes is clearly more signiGcant wGen a high stifGiess 
contrast in the medium exists. This demonstraGon shows that if a cavity is present, 
higher modes with higher velociGes wGl inGuence the superimposed response.
Signal Processing of Cavity DetecGon Data
Considering two seismic signals in the Gme domain, x(() and recorded at two 
different locaGons, very litGe can be learned Gom them direcGy. In order to obtain 
infbrmaGon about the medium through which they travel, signal processing techniques 
are applied. One powerful approach is to invesGgate the spectral content of the signals.
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A 6equency-domain analysis of the seismic signals can provide information such as the 
surface wave phase velocity, the amount of noise, and the existence of different surface 
wave modes.
The hrst step is to convert time signals andy(i^ to frequency domain and
respectively). This is done by using the Fast Fourier Transform (FFT), which is a 
numerically efficient algorithm derived 6om the Discrete Fourier Transform (DFT) (e.g. 
Oppenheim and Whisky, 1997). The DFT is applied to signals that are collected by 
sampling at evenly spaced time intervals. It is based on the assumption that the signal is 
periodic. The DFT produces a transform with a period equal to half of the number of 
data points in the original record. The period is represented by the discrete sum 
following &om the Continuous Fourier Transform:
% )  = « T  = A fT  Eqn. 3.12
t=0 i=0
where JV is the total number of points in a signal, and AT is a sampling interval. In order 
to define a signal adequately, the signal should be sampled in such a way that no useful 
information will be lost. It is impossible to sample each signal in such small time 
increments to allow every 6equency to be defined. Therefore, it is necessary to dehne a 
minimum sampling frequency for each signal. This 6equency is called the Nyquist 
critical &equency,7c given by
Eqn. 3.13
2Ar
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The following signal processing steps are used in both SASW and cavity detection 
calculations to be presented later:
( / )  = tan
Re(Cjy(/))
t ( / )  =
(p
Eqn. 3.14 
Eqn. 3.15 
Eqn. 3.16
Eqn. 3.17
Eqn. 3.18
Eqn. 3.19 
Eqn. 3.20
In which:
* CTyy is the cross-power spectrum,
t  and Cyy are auto-power spectra,
4 y is the coherence function,
4 (P is the phase difference,
* fis the time,
* üf is spacii^ or distance between a receiver pair, and 
$ " denotes a complex conjugate.
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The coherence function, is used to evaluate the signal clarity, or the amount of 
noise. Coherence is a statistical function of frequency and depends on the frequency 
content of the energy emitted by the source, and the soil damping properties. It is derived 
f"om the mean of all signals collected and varies between 0 and 1. As the noise content 
increases, the coherence function approaches zero. However, if the noise is random, the 
value of the coherence function increases with a higher number of superimposed or 
averaged trials.
The use of the cross-power spectrum for the evaluation of R-wave phase velocities is 
based on the assumption that the wave energy is dominated by the fundamental mode of 
propagation (Aki and Richards, 1980).
An auto-power spectrum is the correlation of a function with itself  ̂which provides a 
representation of the energy-frequency distribution.
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Table 3.1. Elastic Coeffcients and Seismic Velocities for Selected Common Soils and 
Rocks (Press and Clark, 1966).
Material Vp (m/s) Vs (m/s) VR (m/s) Density, p 
(g/cm^
Poisson s 
Ratio, V
Siltstone 2319 1520 1350 2.5 0.12
Limestone 1700-6000 800-3000 2500 1.9 0.16
Sandstone and Shale 1400-4500 700-2800 630-2500 2.2-2.6 0.3
Granite 5000-6000 2800-3000 2500 2.6 0.09
Basalt 5400-6400 3000-3500 2700 2.7 0:22
Tuff 996 659 590 1.4 0.11
Air 332 --
Water 1400-1600 -- -- 1.0 0.5
Sand (Unsaturated) 200-1000 80-400 70-360 1.6 0.40
Sand (Saturated) 800-2200 320-880 280-790 1.6 0.40
Topsoil 200-900 120-360 100-320 1.3 0.22-0.40
Clay 1100-2500 500-1800 300-1600 1.5 0.37
Table 3.2. Soil parameters for the normally dispersive soil model
Layer Thickness, m Vs, m/s Density, g/cm̂
6 300 1.6
10 400 1.7
Halfspace 500 1.8
Table 3.3. Soil parameters for the soil profile with low stifGaess layer
Layer Thickness, m Vs, m/s Density, g/cm̂
6 400 1.6
10 100 0.8
Halfspace 500 1.8
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Vacuum (-air)
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Figure 3.1. Different surface wave types in different interfaces: a) Stonely wave, b) 
Scholte wave, c) Rayleigh wave
SH-wave SV-wave
S-Wave P-Wave Love Wave
Body Waves Surface Waves
Rayleigh Wave 
Stonely W^ve 
Scholte Wave
Seismic Waves
Figure 3.2. Simplified seismic wave characterization diagram.
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S-waves
R-waves
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Poisson'S ratio, v
0.4 0.5
Figure 3.3. Relation between Poisson's ratio and velocities of propagation of P-, S- and 
Rayleigh waves in a linear elastic homogeneous halfspace, based on equations after 
Richart et al. (1970).
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Figure 3.4. Fundamental and eight higher modes of Rayleigh wave in normally dispersive 
media. The thicker line represents the Grst, fundamental mode.
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Figure 3.5. Fundamental and eight higher modes of Rayleigh wave in a layered system 
containing a low stifhiess layer. The thicker line represents the Srst, fundamental mode.
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CHAPTER 4
CAVITY DETECTION WITH SEISMIC 
SURFACE WAVES 
Introduction
The Grst part of this chapter describes the SASW method in its modem form, as 
developed and reSned by theoretical and experimental studies. The second part of this 
chapter describes current research for cavity detection based on the SASW method. Both 
experimental and numerical studies are reviewed. Current knowledge concerning the 
influence of underground obstacles on surface wave waveheld is summarized.
SASW Method
The Spectral Analysis of Surface Waves (SASW) test is a relatively recent method of 
surface wave analysis that was originally developed for the characterization of layered 
systems. It is based on the ability of surface waves to travel along a &ee surface and to 
collect useful information about earth materials on the way. The SASW method is based 
on its predecessor, the Steady-State Rayleigh Wave method, as described by Richart et al. 
(1970). Detailed information on the most modem form of the SASW method can be 
found in Stokoe et al. (1994). The main objective of the SASW method is to estimate the 
small-strain shear modulus of soil through development of a one-dimensional shear wave 
velocity profile. The shear wave velocity proGle is required in a variety of engineering
43
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soils analyses. The SASW test does this by measuring the velocities of surface waves 
over a broad range of wavelengths. The method employs an inverse approach in which 
the shear wave velocity variations with depth are computed hrom data observed by 
measuring the seismic response of the media at the surface to a dynamic load applied 
elsewhere on the surface.
As discussed in the previous chapter, the exact composition of stress waves that 
propagate through a heterogeneous system is very complex. In order to analyze the data 
&om the SASW test, a number of simplifying assumptions must be made:
4 The medium is an infinite half space system with homogeneous, isotropic, and 
horizontal layers of constant thickness.
4 The receivers are at a sufficient distance 6om the source to ensure that the 
primary wave energy that arrives at the receivers is that of the fundamental-mode 
Rayleigh wave. Body waves and higher mode surface waves are considered noise, 
t  The soil is considered elastic; strains are small and do not induce permanent 
displacements.
These conditions produce a reasonable approximation to actual subsur6ce conditions 
in many situations. However, real soil is never homogeneous. The first assumption is 
violated in the presence of cracks, caves, and other lateral discontinuities. As a result, 
scattered waves are present in the measured response. Surface waves that propagate 
through the soil might contain energy corresponding to different modes of propagation. 
The result is a superposition of all the modes of propagation upon each other and upon 
the reflected, redacted, and converted body waves.
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SASW data interpretation is designed to help to reduce the effects of body waves. On 
a large scale, small irregularities common in soil have minor efkcts on results. For 
example, the SASW method produces good results in relatively uniform soil deposits 
such as controlled fills but also in landfills, which can be considered uniform at a large 
scale. At sites with large inclusions such as boulders, buried objects, or cavities, the 
SASW test produces poor results over certain &equency ranges (e.g., Sheu et al., 1988). 
The scattering of wave energy hum these discontinues results in a large number of higher 
mode surface waves and also scattered energy of body waves that contaminate the record. 
In some cases, this noise can be reduced by using manual adjustments or by advanced 
hitering. Another option is to account for the seismic noise in data analysis for detection 
of anomalous objects, as presented in this thesis.
SASW Data Collection
SASW tests are performed along linear arrays at multiple receiver spacings. The 
receiver spacing is dehned as the distance between receivers (geophones), which is also 
equal to the distance between the source and the nearest receiver. The distance for each 
consecutive receiver spacing is successively doubled, keeping receivers centered across a 
common center point. Measurements are usually made in two directions, called forward 
and reverse. This redundancy can help to ensure the reliability of the data through the 
reduction of test errors 6om the effects of inclined bedding and non-uniform soil. 
However, often only one direction is used for data analysis.
Geophones are devices that can be used to capture ground motion generated by the 
seismic source. The motions are converted into electrical signals and recorded by a 
separate device. As the earth moves, a magnet inside a vertically oriented geophone that
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is Snnly coupled to the ground moves up and down around a suspended, presumably 
stationary coil. An electrical current is generated by the oscillating magnet, which 
produces an electrical voltage. The resulting voltage is proportional to the velocity at 
which the ground is moving. Geophones that are used in SASW measurements normally 
have resonant &equencies of 4.5 or 1 Hz and are vertically oriented.
The source used to generate the seismic wave can be varied depending on the receiver 
spacing and the desired effect. A hammer can be used, with different sizes for different 
spacings. A heavier source is needed for receiver spacings longer than 16-32 m. An 
example of such equipment includes an electromagnetic shaker or vibrator using a swept- 
sine function or burst. A bulldozer moving perpendicular to an array can also be used to 
achieve greater depth of resolution. The source should be able to generate seismic waves 
over a broad range of frequencies.
The data that are collected will always contain noise. Noise is an unavoidable 
byproduct of seismic observations and can be divided into three categories based on its 
origin:
4 Uncontrolled ground motion 
4 Electronic noise 
4 Geologic noise
Growwf Afbizon - This is the most prolific type of noise. Any 
uncontrolled source of ground movement can be considered noise. Examples of 
uncontrolled ground motion include adjacent traffic, a running engine, or people walking. 
Another source of ground noise often overlooked includes noise produced by the wind.
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E/ecfrowc jVbwe - Geophones convert the ground motion they detect to electrical 
signals that are transmitted through the cable, ampliGed by the system, and recorded. 
Thus, anything that can cause changes in the electrical signal, the cable, or the recording 
system creates noise in recorded data. Of the entire system, cable contacts are the most 
prone to electrical noise production. Electrical noise can come 6om a variety of sources. 
For example, dirty or loose connections or inadequate shielding between the geophones 
and the cable, or between the cable and the recording system can produce noise. Wet 
coimections anywhere in the system can cause electrical noise. Wind can also produce 
electrical noise. For instance, if the cable is suspended in a bush as the wind is blowing, 
the bush will move the cable, \\tich acts as a long electrical conductor. As the cable 
moves in the earth's magnetic Geld, an electrical current is produced in the cable.
Because the current produced by the geophones is very weak, even small factors such as 
this should be considered \\dien attempting to eliminate noise &om the experiment.
Mxfse - Any type of subsurface geological structure that is not of interest 
and cannot be easily interpreted and compensated for can be considered a source of noise. 
This includes, for example, cracks and inclusions that are too small to be of engineering 
significance, but are large enough to serve as reflectors of high-Aequency body waves.
Data Reduction
During testing, time records for each receiver pair are automatically converted to 
frequency domain using the Discrete Fourier Transform and saved as cross-power 
spectra, along with coherence records. The translated records can be checked in the Seld 
to verify quality. This is done by seeking both a high coherence function and a 
characteristic saw tooth pattern of the wrapped phase of the cross power spectrum.
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Usually, the testing is repeated for each receiver spacing until the average saw-tooth 
pattern and coherence are optimized for a required frequency range.
When the data are collected and saved, the following basic steps are taken:
4 The best-quality phase data are selected between the two directions for each 
receiver spacing.
4 For each spacing and chosen dataset, portions of the data that are beyond the 
resolution of the equipment, contaminated by the near-field effects, or obliterated 
through attenuation by noise are removed.
4 The Rayleigh wave phase velocity curve is calculated as a function of wavelength 
for each spacing, using Eqn. 3.19. The results 6om all receiver spacings for a single 
array are combined into one composite dispersion curve.
Inversion
The shear wave velocity proEle is the final product of the SASW test. It is created 
through the solution of an inverse problem, vdiich is an iterative process where 
theoretical dispersion curves are calculated for assumed shear wave velocity proGles.
The calculated dispersion curve is compared against the experimental dispersion curve, 
and systematically modiGed through adjustment of input parameters until the desired 
degree of precision is achieved. The shear wave velocity proGle that corresponds to the 
theoretical curve that provides the best match is used as the Gnal result. The match may 
be achieved by trial and error, by visual means or by using optimization programs that 
employ automation whereby the starting model is repeatedly updated to minimize error. 
An important recent improvement in the SASW method is the use of inversion algorithms
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that have improved the accuracy of shear wave velocity proGles and repeatability of 
solutions.
A forward model used in this thesis was created by Roësset and others (Stokoe et al., 
1994). The model is based on plane-wave approximation of fundamental-mode surface 
wave propagation through layered media. The main assumptions used in the forward 
model include the following: soil is a laterally homogeneous, elastic material and consists 
of a number of layers of variable thickness, underlain by halfspace. Only the 
fundamental mode Rayleigh wave is modeled.
A version of the linearized inversion (LI) based on the least squares method (e.g., 
Menke, 1989) has been implemented in the Engineering Geophysics Laboratory of the 
University of Nevada, Las Vegas, by Dr. Carlos Calderdn-Macias. The method 
implements a non-linear curve Gtting algorithm that minimizes the sum-of-squares error 
by assuming that the objective function tested is linear with respect to model parameter 
perturbations (Luke et al., 2003).
There are four input parameters for the forward model associated with each layer: 
shear wave velocity, layer thickness. Poisson's ratio, and density. To simplify the 
inversion process it is necessary to know or be able to estimate Poisson's ratio and the 
density of each layer. This is usually done by utilizing a prior; knowledge of the site.
The inversion process is less sensitive to variations in Poisson's ratio and soil density 
(Nazarian, 1984). These parameters also show little variation between different soils. 
Thus, they can be assumed without significant loss of accuracy. The values for soil 
density and Poisson's ratio used in this thesis were assumed based on generic values for 
different soils and rocks (Table 3.1).
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Prior to inputting into the program, the composite dispersion curve is smoothed and 
reduced by calculating an averaged curve with reduced number of data points. The 
purpose is to simplify the solution and remove the influence of seismic noise or any sharp 
changes in soil properties, vdiich are difficult to model.
Automated inversion permits the ready quantification of different and more 
sophisticated parameters of uncertainty associated with a given solution. This is an 
important point, because the problem is not trivial and the solution might not be unique. 
The procedure can give erroneous results for sites that exhibit sharp changes in soil 
stifhess (e.g., Luke et al., 2003). In such cases, it may be helpGil to employ a prior; site 
information to guide the inversion process, and to introduce a more realistic forward 
model; e.g., one that incorporates higher mode energy.
Improvements to methods for quantifying uncertainty in the SASW analysis are a 
current research topic. For example, Tuomi and Hiltunen (1996) performed a study to 
investigate the reliability of the SASW test in a horizontal layered medium. A large body 
of Geld data was created by performing several SASW tests. Next, a typical SASW 
analysis was performed to generate shear wave velocity proGles for the test site. The 
invesGgaGon showed that the uncertainty in phase angle data was small, with coefGcients 
of vanaGon under 7%. Uncertainty in determining the shear wave velocity for a given 
soil layer was less than 8%, and increased with depth. Uncertainty was shown as a 
funcGon of soil layer. VanaGons in shear wave velocity were found to be not normally 
distributed.
In the modem automated inversion techniques, special tools are employed to 
invesGgate the uncertainty of the inversion. Covariance and resoluGon matrices are
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calculated to indicate overall goodness of the Gt. Current research being conducted in 
UNLV Engineering Geophysics Laboratory on this subject can be found in Liu et al. 
(2002), Calderon and Luke (2002), and elsewGere.
Obstacle DetecGon with SASW-Based Methods 
It can be shown mathemaGcally that surface wave velociGes are sensiGve to stiffness 
anomalies at shallow depths (Dravinsky, 1983). The effect of an anomaly would be 
better expressed in terms of amplitude and phase than in terms of propagaGon time 
(Belesky and Hardy, 1986): thus spectral analysis is more expropriate.
Although it is true that even in the most ideal environment soil layers are never 
homogeneous, they can be sufGciently uniform to provide good results for an SASW test. 
However, the exdstence of a distinct obstacle violates the main assumpGons of the SASW 
method and requires a different approach.
Finite Element Simulations of SASW Test 
Over a Shallow Obstacle 
Research has been conducted to determine how underground anomalies are 
manifested in the SASW test results. The possibility of using SASW tests to detect 
anomalies was invesGgated through Gnite element simulaGon by Gucunski et al. (1996). 
The authors performed an axGsymmetnc, two-dimensional Gnite element simulaGon of an 
SASW test on an otherwise homogeneous site containing buried rectangular obstacles. 
Vanous combinaGons of obstacle size, depth, locaGon, and density were invesGgated to 
determine the eGiects on the dispersion curve produced by the SASW test. The obstacle 
posiGon was exqxressed in relaGve units, with the distance to the source equal to 15 units.
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the depth of the object 6om 0 to 3 units, and the object sizes Ixl,  1x2, and 2x1 units. 
Two types of objects were incorporated: rigid inclusions and voids. The shear wave 
velocity of the rigid obstacle was assumed to be 40 times higher than that of the soil, and 
the shear wave velocity of the void was 0. The minimum receiver spacing was 0.25 
units.
The normalized receiver spacing is deGned herein as the raGo of the receiver 
spacing to the depth Gom the surface to the top of the feature.
Dm = — Eqn. 4.1
The Dn tested in the studies discussed in Chapter 4 varied between 0.25 and 6, at 
increments of 0.25.
The fbUowing observaGons were made:
4 The obstacle produced a noGceable effect on test results that was expressed by 
large GuctuaGons in the phase velocity data, at receivers immediately ac^acent to the 
obstacle. The authors were able to distinguish what they beheved were scattered 
Rayleigh waves, P-waves, and other converted waves. Scattered and incident waves 
were out of phase, causing the amplitude of the response to Guctuate. The scaGered 
wave amplitudes were higher than the incident wave amplitude at the vicinity of the 
obstacle. Larger GuctuaGons were observed in Gont of the object, (the side closer to 
source), rather than behind it.
4 The pattern of the phase shiG or, as the authors called it, npple paGem, was 
inGuenced by the length of the object along the array axis. Depth and height of
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obstacle did not produce any signiGcant change. The authors suggested that the 
npple pattern was a result of waves scattered Gom the near and far Gices of the object 
being out of phase and parGally canceling each other.
4 The inGuence of receiver spacings was invesGgated for the case where receiver 
pairs were placed symmetrically and centered over the void. The results indicated a 
reducGon in overall phase velocity in the SASW dispersion curve compared to the 
Gee-Geld soG proGle. Phase velocity increased in the case of a ngid obstacle. The 
magnitude of GuctuaGons decreased as receiver spacing increased. No infbrmaGon 
was reported for the case where the obstacle was not centered between receivers.
4 hi general, GuctuaGons were largest at of 1 to 2.5.
DetecGon of Cavity in a Sand Bin with the 
SASW Method
Al-Shayea et al. (1994) compared the SASW method with the GPR method to assess 
then effecGveness in the detecGon of buried objects in a circular sand bin 7 meters in 
diameter and 2 meters deep. A three-ceU void was buried at a depth to the top of 305 mm  
at the center of the bin. Each cell of the void consisted of a 43-liter Styrofoam ice chest. 
The combined size of the void was 1.2 m long, 0.3 m high, and 0.6 m wide. SASW tests 
were performed on the bin with all three cells empty, with only the center cell empty, and 
with all three cells fidl of sand. Duplicate tests were performed in the "Gee-Geld" to the 
side of the buned cavity. The spacings used were 0.3 through 1.8 meters at 0.3 meter 
increments. This corresponds to D» Gom 1 to 6. The SASW array was analyzed for a 
single receiver pair posiGoned over the void parallel to its longer dimension. The 
summary of effects is provided below.
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4 The primary influence of the void was easily idenGGed by GuctuaGons in the 
dispersion curve.
4 The results showed a distinct difference between the arrays above the void and the 
Gee-Geld arrays, at some spacings. The difference was negligible for larger spacings 
and increased as spacing become smaller. The receiver spacing with maximum 
difference was found to be 1.2 m, \shich corresponds to of 4.
4 The phase velocity for the optimal receiver spacing of 1.2 m was lowest for the 
case when all cells were empty. The phase velocity increased as the cells were 
gradually GUed, ^preaching Gee-Geld condiGons.
4 The maximum difference between phase velociGes above the void and Gee-Geld 
condiGons reached 40 %.
Overall, the authors concluded that the SASW technique could indicate a substantial 
difference in array charactensGcs between homogeneous soils and soils containing voids. 
The difference was expressed in decrease in phase velocity. This corroborates findings 
by Gucunski et al. (1996). The authors concluded that receiver spacings smaller than the 
depth of the void embedment (i. e. D» <1) would produce litGe inGuence on the phase 
velocity. The optimal D« of 4 was signiGcanGy higher than those indicated by Gucunski 
et al. (1 to 2.5). This may be explained by the large length of the void. Indeed, the void 
length was equal to the optimal receiver spacing.
"Surface Waves for Obstacle DetecGon" Method 
Gucunski et al. (1998) invesGgated ways to modify the SASW method to beGer suit 
the detecGon of underground objects. The authors descnbed a so-caUed "SWOD" test
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(Surface Waves for Obstacle Detection) that was developed Gom numerical simulations 
of the SASW test. The primary diGerence between the SWOD test and the SASW 
method is the use of small, mulGple receiver spacings. hi a comparison between the two 
methods, both numerical and experimental tests were performed for the same site 
conGguration. Both a ngid obstacle and a void were used for the numerical simulaGon. 
The experimental test employed a ngid concrete beam for the obstacle, 0.15x0.15 m in 
cross-secGon and 1 m long, located at a 0.15 m depth. The test conGguraGon included a 
rectangular bin 2 m long and 1.5 m wide and 1.05 m deep, filled with clean sand, and 
with twelve receivers located at spacing of 5 cm along a single linear array. The source 
was located at distance of 10 cm Gom the near receiver. Unlike other experiments, the 
depth of bunal was smaller than the smallest cavity dimension. The laboratory tests were 
conducted in the soil bin both with and without a ngid object. The SWOD array 
consisted of an impact source and a closely spaced receiver paG. The receiver paG is 
moved away Gom the source so that the dispersion curve can be evaluated for each 
locaGon. The testing was performed along an array perpendicular to the obstacle axis. 
This array conGguraGon corresponds to D» of 0.3. The experiments confirmed that 
buned objects can cause signiGcant scattered surface waves, thus producing GuctuaGons 
in the phase velocity curve as measured by a receiver paG posiGoned in Gont of the 
object. The GuctuaGons disappear as receiver pairs cross the obstacle to the side away 
Gom the source.
The authors claimed to have achieved a good qualitaGve match between the 
experimental and numencal results. Two major effects of the obstacle on the dispersion 
curve were observed: sGong GuctuaGons in phase velocity and a general increase in phase
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velocity for rigid obstacles and decrease for a void. The increase in the phase velocity 
was largest for receivers located in Gont of the object The authors suggested that the 
measured GuctuaGons resulted in 50% difference in phase velocity compared to Gee-Geld 
condiGons. This finding was similar to that reported by Al-Shayea et al. (1994).
FuU-Scale SASW Testing to Locate 
Underground CaviGes 
The SASW method, coupled with the electncal resisGvity method, was used to 
support an archeological invesGgaGon of a pre-Columbian setGement in eastern Honduras 
(Luke and Brady, 1998). The testing was non-tradiGonal in the sense that it was requGed 
that the testing be completed quickly in order to guide archeological excavaGons. Two 
approaches were used in this experiment: the invesGgaGon of lateral vanability of shear 
sGfGiess using SASW method and the Gequency analysis of phase differences of surface 
waves. The approach to cavity detecGon was an experimental precursor to the work 
performed for this thesis. The method is based on calculating the cross-power spectrum 
for the receiver paG with a constant spacing moving along a linear array. VariaGons in 
phase data of the cross-power spectrum were compared between energy propagating in 
forward and reverse direcGons across common center points. A detailed descripGon of 
the methodology used during this experiment is provided in Chapter 5.
Due to time constraints, qualitaGve interpretaGons were made direcGy Gom the phase 
data as it was collected in real Gme. Analysis of seismic and electrical resisGvity data 
helped to reveal signiGcant cultural features.
The SASW method was ^plied over a limestone cave in northern Arizona by Luke 
and Chase (1997). The cave was 32 m wide, 6 m high, and more than 90 m long. The
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depth to the top of the cave at the testing location was 5 m. Receiver spacing was 8 m.
The data were collected for stations -12, 8, 0, 10,18,26, 30, and 34, where station 
number indicates distance in meters Gom the center of the cave. The data were analyzed 
in the same fashion as described above.
The cave's east boundary was identiGed by a change in phase velocity between 
forward and reverse direcGons. This locaGon was conGrmed by later surveying. SASW 
testing performed with receiver spacings between 2 and 16 m over the cavity did not 
indicate the cave. No abrupt change in Rayleigh phase velocity was observed. However, 
the Rayleigh wave phase velocity was higher for the array above the cavity, than for the 
Gee-Geld condiGons. The use of the cavity detecGon seismic methods proved 
complementary. The authors concluded that the method is suitable for rapid cavity 
detecGon, but many quesGons in data interpretaGon remain. For example, it was not clear 
how evidence of a potential cavity could be distinguished Gom variability in the data 
caused by general soil heterogeneity.
Summary
Numencal and experimental tests have been performed to invesGgate the sensiGvity 
of the SASW test to the presence of underground anomalies. The studies found the 
following key inGuences on the SASW data:
4 High intensity GuctuaGons in phase velocity appear in the vicinity of an object 
and are larger at the edge of the object closest to the source. These GuctuaGons 
decrease rapidly with distance Gom the anomaly. It has been speculated that these
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GuctuaGons are caused by the interacGon between scaGered and incident waves that 
are out of phase.
4 No consistent Gndings emerged regarding optimal receiver spacing for maximum 
inGuence of the buned obstacle on the phase velocity. The Gndings of diGerent 
researchers varied depending on the approach they used. The normalized receiver 
spacing, D», deGned as the raGo of the receiver spacing to the depth Gom the surface 
to the top of the anomaly, used in numencal and physical experiments ranged 
between 0.25 and 6. Various researchers found optimum between 1 to 4.
4 A general decrease in phase velocity was observed in arrays above voids and 
increase in phase velocity was observed above ngid objects, both in numencal studies 
and in laboratory experiments. An increase in the phase velocity for arrays above 
voids was observed in a Geld experiment over a natural cave.
4 The length of the object along the array axis was found to aGect the pattern of the 
phase shiA. Depth and height of obstacle did not produce any signiGcant change in 
phase.
4 The exact nature of the GuctuaGons of the wave Geld in phase velocity due to 
subsurface obstacles is not well understood. Phase velocity GuctuaGons can be 
attnbuted to diGerent factors related to the cavity and thus can be used for cavity 
detecGon. The apparenGy random paGem of these GuctuaGons does not permit an 
obvious, direct correlaGon to the size, cross secGon, or type of cavity. However, it 
was faund that the cavity length affects the pattern (phase) of GuctuaGons.
4 It was observed that superposiGon of incident and scaGered wave phases can 
produce either an increase or a decrease in the phase velocity.
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4 Variable distances between source and receiver pair were applied successfully in 
the SWOD method. The maximum distance between source and receiver pair was 12 
times the receiver spacing.
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RAPID CAVITY SCREENING WITH SEISMIC 
SURFACE-BASED WAVES 
Introduction
The approach proposed in this thesis to subsurface cavity detection is based on a 
modification of the SASW method. As discussed in Chapter 4, this approach was 
Initially described by Luke and Chase (1997) and Luke and Brady (1998). The objective 
is to develop a technique with the capacity to screen large areas for cavities in a way that 
is time- and cost-eGective. The main task is to quickly identify all areas that may contain 
caviGes. ExtracGon of infbrmaGon about their physical properGes is of secondary 
importance. The method is not intended fbr precise cavity locaGon or delineaGon, but 
rather fbr rapid cavity screerung, \\fiere "false alarms" are accepted, to reduce the area fbr 
further testing to small regions having a signiGcant potenGal fbr caviGes. These regions 
can later be tested with other methods fbr more precise cavity detecGon and delineaGon.
Based on what is currenGy known about seismic wave propagaGon phenomena 
associated with shallow caviGes, this chapter provides the conceptual basis of the 
proposed method including testing methodology and theoreGcal background. A set of 
parameters is introduced to quanGfy the cavity effects and to relate them to the physical 
attnbutes of a suspected cavity. All steps are automated and combined into a single, fast
60
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algorithm. The algorithm has been verified through the analysis of synthetic data and 
several experimental datasets collected over various types of known and unknown voids. 
The tests are presented and discussed in Chapters 6 and 7. In this chapter, an alternative 
approach based on time-6equency analysis of impulse response is also introduced.
Theoretical Basis and Methodology 
Rayleigh waves cannot travel through an empty cavity, but instead, surface wave 
interaction with cavity boundaries results in a transfer of seismic energy &om 
fundamental mode Rayleigh waves to higher modes of surface waves and body waves. 
Evidence compiled by many researchers indicates that every site with a cavity exhibits a 
unique distribution of higher mode energy (e.g., Bath, 1973; Gucunski and Woods, 1992; 
Tokimatsu et al., 1992). Other researchers have observed the presence of difhacted and 
reflected surface waves (Yanovskaya, 1989; Sheu et al., 1988). Reflected Rayleigh, body 
and converted waves were recognized by Gucunski et al. (1996, 1998) and Al-Shayea et 
al. (1994). In this thesis, these effects are called near-cavity efkcts.
As an alternative to the SASW approach, a faster and more meaningful approach for 
cavity detection is proposed, based on the direct analysis of unwrapped phase-6equency 
data for clues leading to cavity detection. The testing configuration of the proposed 
method is similar to an SASW array, but data are collected using one receiver spacing 
shifted at a constant ofket. The test conGguration for one receiver pair is presented in 
Fig. 5.1. Data can also be collected simultaneously along a multiple receiver array by 
using a multi-channel seismograph (Fig. 5.2).
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The test configuration is designed to optimize cavity detection. This implies a limit 
to detectability of cavities that are excessively small or deep. In this thesis, the following 
limits are assumed:
4 The minimum cavity size is 1/4 of the receiver spacing
f  The maximum depth to the top of the cavity is twice the receiver spacing
The limitations proposed above are empirical and conservative, and based on author 
experience with cavity screening, SASW measurements, and assumptions that (1) the 
Rayleigh wave primarily samples a depth of 1/32. and (2) the maximum wavelength 
resolved for each particular spacing is twice the receiver spacing.
The test is performed in both forward and reverse directions for each receiver pair and 
a comparison is made of phase-Gequency relationships for each receiver pair in each 
direction (Fig. 5.3). In the absence of large cavities, minor fluctuations in phase velocity 
will result Gom the heterogeneous quality of the soil. These Guctuations should affect 
readings of each staGon in both the forward and reverse direcGons equally. Most of these 
minor GuctuaGons will be Gltered as the data are collected and processed. The processed 
phase-Gequency plot exhibits relaGvely smooth curves that represent the vanaGon of 
phase velocity with depth. When forward and reverse traces are superimposed for each 
receiver paG, they will roughly match each other (Fig. 5.3a, i). Any differences will be 
minor, since soil structure does not normally change signiGcanGy over a distance of 
several meters.
When a cavity is present at shallow depth, it will create signiGcant disturbances in the 
waveGeld within its vicinity. When the cavity screening is performed over a cavity, the
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magnitude of effects observed will depend on the locaGon of the cavity relaGve to the 
receivers and the source posiGons. Based on the work performed by Gucunski et al.
(1996,1998), Al-Shayea et al. (1994), and Luke and Chase (1997) discussed in Chapter 
4, it is expected that the effect of the cavity will be greatest when the cavity is located 
between source and nearest receiver, at the distance Gom the near receiver not larger than 
one receiver spacing. This is due to the scattering produced by the void that will impact 
the ground response at a limited distance Gom the cavity (near-cavity effects). When the 
source is moved to the other side and the measurements are made in the reverse direction 
for the same receiver pan, the effect of the cavity will be signiGcanGy smaller. This is 
due to higher degree of attenuaGon caused by the larger travel distance the energy needs 
to take to reach the cavity and return as scatter to the receivers.
The fbUowing as-yet unproven hypotheses, some of which produce conflicting views 
Gom different researchers, are invesGgated in this woGc.
* ence iAe cavity cmtrcj incrcajg.; m crvcff ve/ociGcf - Indeed,
all wave types produced by scattering Gom the cavity have phase velociGes that are 
higher than that of the fundamental mode Rayleigh wave; however, then phases are 
pseudo-randomly subtracted and added. It appears that the result will depend on the 
physics of seismic waves and the unique geometry and mechanical properGes of the 
soG and the cavity. The previous research presented in Chapter 4 indicated both 
reducGon and increase in phase velociGes for different experiments. From these 
experiments, it is not clear which effect will prevail.
4 TTzc wove/engrA of wAzc/z traccf (fivcrgc G egz/aZ to iArcc Gmcf i/zc to t/zc 
covzzy - The minimum wavelength that is affected by the cavity is the wavelength at
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which forward and reverse traces start to diverge. It is also called the Geqnency 
(wavelength) of divergence. This minimum wavelength might be related to the depth 
to the cavity. As discussed in Chapter 4, different opinions exist concerning the 
minimum ratio of Rayleigh wavelength to the depth to the cavity. The rado of the 
minimum wavelength affected by the cavity to the depth to cavity equal to three is 
usually considered appropriate.
$ TTze maxzmwTM at wAzcA tAg cavzty can 6g dgtgctgzf gqwa/j 7. J  tzmgf tAg 
rgggfygr jpacmg -  It is speculated that for a particular receiver spacing, near-cavity 
effects will be significant at stations located at distances from the cavity center no 
larger than 1.5 times the receiver spacing. For caviGes for which the length along the 
array is greater than 1.5 times the receiver spacing, the maximum distance where the 
cavity can be detected will be 1.5 times the receiver spacing Gom the cavity edges.
4 TTzg cavzfy G /arggft wAgn cavrty G /ocatgcf aadgr f/zg rgggzvgr zzgargft fo f/zg 
jozzrcg - The closer the cavity is to the receiver, the less is attenuaGon of the scaGered 
waves, and therefore, the greater is the cavity effect.
* Cavzty (7grgcGazz ca/z 6g gyz/zazzcgzf t/zrozzg/z ZTzzpzz/fg rgspa/zfg anaZyfG - The 
impulse response analysis ought enhance cavity detecGon by permitting separaGon of 
higher modes of surface waves and scattered body wave energy caused by the cavity 
Gom the background waveGeld.
The following factors related to the array conGguraGons are also invesGgated.
4 For a given cavity depth, does any pattern towards most favorable receiver 
spacing exist?
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4 Can fAe z/GfaMce Aefweg/i fozzrcg oW rgcezver /xzzr larger then receiver spacing be 
used in rapid cavity screening?
4 Doe.r rAg MulG-Channel data collection provide advantage over Two-CAowzg/ 
düta go//gcGo»?
In this work, the detectable cavity positions relative to receivers are defined 
empirically by the following four possibGiGes as illustrated in Fig. 5.3.
4 PosiGon A (Fig. 5.3b and 5.3h) — The cavity is located at a distance of one 
receiver spacing Gom the receiver, between source and near receiver. (DirecGy under 
source for moving source conGguraGon.)
4 PosiGon B (Fig. 5.3c and 5.3g) -  The cavity is located between source and near 
receiver, at a distance less than one receiver spacing
4 PosiGon C (Fig. 5.3d and 5.3f) -  The cavity is located under the near receiver 
4 PosiGon D (Fig. 5.3e) -  The cavity is located between receivers
Thus, the largest effects of the cavity are expected for posiGons A, B, and C.
In most cases, the cavity posiGon is deGned with respect to the cavity center.
Currendy, the method is not able to distinguish cavity size or depth. However, because 
of the nature of surface waves (Chapter 3), successful cavity detecGon will depend on the 
combinaGon of both cavity size and depth in addiGon to other, less inGuenGal factors. In 
general, the deeper the cavity is, the larger it has to be in order to be detected.
To help to distinguish between variable cavity sizes the follow cavity categones are 
introduced:
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4 Cavity category I -  cavity length along testing array no larger than 1.5 times the
receiver spacing (Fig. 5.4a)
4 Cavity category II -  cavity longer than 1.5 times the receiver spacing (Fig. 5.4c).
As shown in Fig. 5.4b, the same cavity will have different zones of influence 
depending on receiver spacing.
In the case of cavity Category II, the cavity edges are detected rather than the cavity 
itself. In this case, cavity Category II is treated the same as two one-sided cavities of 
Category I (Fig. 5.4c).
The theoredcal expectations of the method are presented in Fig. 5.3 for a Category I 
case. In this illustration, it is assumed that phase velocity increases in the presence of a 
cavity. For posiGons A, B, and C (Fig. 5.3b, 5.3c, and 5.3d), a sigiGGcant difference is 
expected between the forward and reverse phase difference datasets. When the 
measurement moves to the next staGon such that the cavity is located between receivers, 
Pos. D (Fig. 5.3e), the effect of the cavity is similar for both direcGons. In this case, the 
difference in phase velociGes between the measurements in opposite direcGons is 
ogected to be minimal; however, the phase velocity for both forward and reverse 
direcGons might be diffisrent Gom measurements made at staGons far Gom the cavity. As 
the receivers are moved along the array, the relaGve posiGon of the cavity with respect to 
receiver posiGons will shiG and cavity influence will be more pronounced in the opposite 
direcGon, in a symmetncal pattern for the same posiGon C, B, or A (Fig. 5.3f, g, and h, 
respecGvely). In this case, since the cavity is located on the other side of the receiver 
pan, the forward and reverse traces will exchange then locaGons relaGve to the
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conGguraGons shown in Figs. 5.3b, c, and d. The reversal in posiGons of forward and 
reverse Gaces for staGons on either side of the cavity, also called reversal or change in 
polanty of divergence is another possible indicator of the cavity. As the distance 
between receivers and the cavity becomes larger than the receiver spacing, the effect of 
the cavity becomes smaller and both forward and reverse traces return to the Gee-Geld 
condiGon (Fig. 5.3i).
In the case of mulG-channel data collecGon, mulGple geophones are used in 
conjuncGon with a seismogr^h (Fig. 5.2). Two possible testing conGguraGons are 
introduced.
4 "Fixed source" utilizes only two source locaGons, at the ends of an array, or 
applied at widely spaced regular intervals along long arrays and,
4 "Moving source" whereby the source is moved along the array and is applied 
ac^acent to every receiver, at an offset perpendicular to the array axis of about 20 
centimeters.
While the source posiGon for the moving source conGguraGon is based on the 
estabhshed assumpGons followed in the SASW method, in the fixed source conGguraGon 
the distance between source and near receiver is vanable, and always much larger than 
the receiver spacing. CurrenGy, most SASW array conGguraGons are based on the 
empincal rule that source-to-near-receiver distance should be equal to the receiver 
spacing. The minimum distance cntenon is due to near-Geld effects existing at a small 
distance Gom the seismic source (Stokoe et al. 1994). Source-to-near-receiver distances 
larger than the receiver spacing are not commonly used in SASW measurements.
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Nazarian (1984) investigated the inflnence of the distance between source and near 
receiver on SASW results over alluvium. Different cases were studied, \^ere  the 
distance between source and near receiver was increased to several times the receiver 
spacing. The SASW results were similar for all cases. The author concluded that the 
properties of the medium between receivers are important, and the material between 
source and near receiver produces little effect.
In a fundamental numerical study of the SASW method, Sdnchez-Salinero (1987) 
reported that better results are obtained when the distance between source and near 
receiver was three times smaller then receiver spacing. This contradicts Nazarian's 
Gndings.
Another successful application of variable distances between source and receivers 
was reported by Gucunski et al. (1998) in the SWOD method discussed in Chapter 4.
Since the mulG-channel data are saved in the time domain, the cross-power spectrum 
can be computed separately for various spacings, starting with a spacing equal to the 
distance between receivers and ending with the maximum receiver spacing possible, 
depending on the number of the receivers. The availability of different receiver spacings 
for the same array allows the investigation of a larger range of depths, thus allowing 
increased depth of resolution. The data collection is also faster. The disadvantage of this 
method is that it is more difBcult to evaluate the quality of the data during Geld testing, 
because the equipment currenGy used does not permit real-time data processing. This 
disadvantage can be overcome in the future with more advanced equipment.
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Other ConsideraGons
Any infbrmaGon about the target of interest and the medium in which it is buned 
should be used pnor to testing to help to posiGon arrays and choose receiver spacings and 
offsets. Examples of the desired infbrmaGon include type of anomaly, surface 
expressions, possible ranges of void sizes and depths, and existence of stress-relaxaGon 
zones. The measurements should also take into account any sources of noise, e.g. 
existence of a highway. While it is often not possible to remove the noise, its effect can 
be reduced by shifting the array or changing the array onentaGon.
The source type should be chosen based on receiver spacing. The ability of a source 
to produce a sufGcient amount of energy over the Gequency rage of interest is required 
and repeatability is desirable. In this context, repeatabihty implies that the duraGon and 
force of each impact are similar.
Data Processing
After the data are collected, pairs of forward and reverse unwrapped traces are plotted 
together for each staGon. The next and most cnGcal step involves comparing paired 
traces to look for evidence of caviGes. The presence of a cavity is assessed by means of a 
straightforward and objecGve algonthm. This algonthm combines data processing and 
quanGtaGve data interpretaGon.
A senes of processes is applied to Glter and adjust traces, and to reduce noise. The 
noise is parGy reduced during Geld testing by coGecGng an average or sum of several 
duplicate measurements, usually between 5-30 sets. After the data are collected, the
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other ac^üstments are made. This adjustment process consists of the following steps, as 
illustrated in Fig. 5.5.
Fig. 5.5a presents time signals coGected at receivers A and B in the forward and 
reverse directions for the same station, which is identified as the midpoint between 
receivers. The signals chosen for this example were taken Gom EGTS project, receivers 
2 and 3 (Station 1.25) of array EGL-M, Gxed source, away Gom any known voids. The 
complete data set is presented in Chapter 7. Fig. 5.5b presents the amplitude of the 
Fourier transform of each signal, an intermediate step not generally studied in data 
analysis. Fig. 5.5c presents the cross-power spectra in the forward and reverse direcGons 
coupled with the coherence funcGons. In two-channel data coGecGon, using a dynamic 
signal analyzer, signals can be saved as cross-power spectra in the wrapped form. In 
mulGple receiver arrays the data are saved in the time domain. In this case, cross-power 
spectra are calculated in the laboratory, pnor to applying the algonthm descnbed here.
The unwrapped form of this data pan is presented in Fig. 5.6.
C/hwrqppmg- A standard unwrapping algonthm is used to unwrap the collected data. 
The unwrapping funcGon used herein is an internal MATLAB funcGon. The algonthm 
searches the signal, starting at Gequency of zero. Whenever a sudden jump in phase 
difference greater than or equal to % cycle is detected, the phase ^  is decreased by a fuG 
cycle Gom that point on. The algonthm completes its search when the end of signal is 
reached.
f  zGermg- Traces are then smoothed with a moving Glter. The Gltering is performed 
by convoluGon of the signal with the smoothing window. The smoothing window used 
for all the projects in this thesis is presented in Fig. 5.7.
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ümvrqppmg corrgcGow- Next, corrections are made to the unwrapped signal to 
account for "errors" made by the unwr^ping algonthm. Unwrapping errors are the 
results of interference of energy from scattered seismic waves and higher modes of 
surface waves, which might or might not be caused by caviGes. This "noise" can cause 
an incorrect one-cycle phase shift or missed shift, as shown at Gequency 50 Hz in Fig. 
5.6c.
The algonthm for unwrapping correcGons is based on principles similar to the 
standard MATLAB "unwrap" funcGon. Abrupt decrements of phase data by one cycle 
for all Gequencies larger than the matching Gequency are (qzplied when the phase 
increases by more than 0.8 cycles or when the phase decreases by more than 1 cycle 
within a moving window 10 Hz wide. These parameters have been chosen empincally 
by the author.
FrequgMcy mafcAmg- To facilitate data comparison between different staGons, a 
common starting point is required. Therefore, all phase values for each trace are shifted 
by subtracting the phase value at the matching Gequency, such that the phase is zero at 
this Gequency. The matching Gequency is set equal t o ^  (Eqn. 3.9) appropnate for the 
depth to the top of the deepest anGcipated cavity. The matching Gequency is chosen so 
that any phase divergence caused by caviGes at depths shallower than D^(Eqn. 3.8) will 
occur at Gequencies greater than the matching Gequency. This impGes that GuctuaGons 
in the phase data for Gequencies below the matching Gequency are considered to be 
unrelated to the cavity, using the assumpGons for the effecGve depth of Rayleigh wave 
energy introduced in Chapter 3. For example, if the top of the cavity of interest is located
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no deeper than 3 meters and the average Rayleigh wave velocity over the upper 3 m 
depth is approximately 200 m/sec, is set equal to 20 Hz.
Thus, for a given approximate depth of cavity, the matching Gequency can be 
determined using an average R-wave velocity Gom the surface to the depth of interest.
The value of Rayleigh wave velocity can be obtained Gom the SASW test, calculated 
direcGy Gom the cross-power spectrum Gom the cavity screening test, or assumed using 
prior knowledge of soil composition at the site. The forward and reverse curves are 
matched at 20 Hz for the example in Fig. 5.6e.
ZyzzMTMmg - Due to higher attenuation of energy at high Gequencies and the author's 
observations that body wave noise contamination unrelated to the cavity is usually more 
pronounced at higher Gequencies, the coherence is lower at higher Gequencies. The 
useful Gequency range is also limited by the Gequency response of the geophones. 
Therefore, the data are discarded after some cutoff Gequency. In this thesis, all of the 
cavity detection data were terminated at 200 Hz. Surface waves at this Gequency will 
propagate at insigniGcanGy shallow depths. Based on Eqn. 3.8 and assuming an average 
Rayleigh wave velocity of 150 m/s, the Gequency of 200 Hz corresponds to a depth of 25 
cm.
An example of a completely processed data paG is presented in Fig. 5.6e.
QuanGtaGve InterpretaGon
QuanGtaGve interpretaGons reduce the need for subjecGve assessment of the data and 
provide a quick, unbiased, and repeatable approach to data interpretaGon. Two 
descnptors, the detecGon index, DI, and the normalized maximum wavelength, 2 ,̂», are
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introduced to classify the cavity detection data. The automated approach to cavity 
detection proposed in this thesis is introduced in the context of these descriptors.
DerecGon Thdlex — The probabUity of successful cavity detecGon depends on a 
number of factors that cannot be known fully, such as soil structure, cavity type, etc. The 
detecGon index of a staGon provides quanGtaGve indicaGon of the likelihood that a cavity 
exists beneath that staGon.
The DI for a parGcular staGon is established through the computaGonal comparison of 
the area of divergence for this staGon with a mathemaGcal average of area of divergence 
for the entire array. The divergence between forward and reverse traces is quanGGed by 
computing the area between the matching Gequency and the cutoff Gequency of 200 Hz. 
Thus, the DI for a given staGon is deGned as the raGo of the area of divergence for that 
StaGon to the average of absolute values of area of divergence for the whole array plus the 
standard dcviaGon for the whole array.
DI. = — j— pi  Eqn. 5.1
k=\
where n is the number of staGons, cris standard deviaGon, and is area of divergence 
for StaGon z.
The concept is illustrated in Fig. 5.3. The Ggure shows the theoreGcal variaGons in 
the divergence magnitude for different cavity posiGons. Depending on the polanty of 
area of divergence at a parGcular staGon, the DI can be posiGve (reverse direcGon has 
higher phase velocity) or negaGve (forward direcGon has higher phase velocity).
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The automated approach to cavity detection is based on calculating DI values for each 
StaGon along an array. The likelihood of the presence of a cavity is evaluated using a plot 
of DI with respect to staGon number. Larger values of DI indicate larger area of 
divergence and therefore stronger likelihood of a cavity presence. All staGons with 
values of DI larger than 1, that is larger than the sum of average plus standard deviaGon, 
are considered to indicate existence of cavity. The following threshold values have been 
chosen for testing in this thesis:
4 1<DI<1.3 Low cavity likelihood 
4 1.3 ^ I< 2  Medium cavity likelihood 
4 2 ^ 1  High cavity likelihood
MzdmzoM PFavgZengtA — The hypothesis that the wove/e/igf/z at 
wAzcA traces zfzverge is cgwa/ to tArce Gmes t/ze (%zt/z to cavity is invesGgating by 
introducing 2 ,̂ -̂ The is introduced for calibraGon purposes to relate the longest 
wavelength affected by a parGcular cavity to the depth to the top of the cavity.
Eqn. 5.2
where:
4 2m is the longest wavelength affected by the cavity, determined Gom the cross­
power spectrum as the wavelength corresponding to the Gequency of divergence.
4 z is depth to the top of the cavity.
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In this thesis, the empirically-detennined values of 2 ,̂  ̂are compared for different 
datasets to investigate possible trends. Knowledge of cavity location is required to 
calculate this value. The wavelength is normalized using the depth to the top of cavity 
because:
4 The top of the cavity represents the closest distance to the near receiver pair
4 It is speculated that a large part of the near cavity effects occur due to reGection of
seismic waves Gom the top of the cavity
4 The depth to the top of cavity is easier to measure in the Geld, and sometimes less
ambiguous than cavity center or bottom.
Note that the parameter Xnm has a corollary in the as previously derined as the 
raGo of the receiver spacing to the depth Gom the surface to the top of the cavity (Eqn. 
4.1).
Sign ConvenGon
The following sign convenGon is used in this thesis: PosiGve DI indicates the 
forward direcGon trace has higher phase velocity than reverse trace. In other words, 
posiGve DI indicates that the forward trace has a less negaGve phase difference than the 
reverse trace. Conversely, negaGve DI indicates the reverse trace has higher phase 
velocity than the forward trace.
The sign of DI, considered along with the test geometry, thus indicates WieGier the 
cavity is causing a decrease or increase in phase velocity with respect to the background 
velocity. For example. Fig. 5.3 illustrates the hypothesis tested in this thesis: that the
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presence of the cavity causes the observed wave velociGes to increase. In part b, the 
forward trace is most affected by the cavity, so its observed velocity should be higher. 
Thus, for this staGon, according to the hypothesis being tested, the DI is expected to be 
posiGve. In part d, the reverse trace is most affiected by the cavity, so its observed 
velocity should be higher. Thus for this staGon, the DI is e^qzected to be negaGve. If the 
sign of DI matches the expected sign, the hypothesis that the presence of the cavity 
causes velociGes to increase is supported. If observed signs are opposite with respect to 
expected, the cavity is causing phase velocity to decrease.
InterpretaGon of Dispersion Curves 
It is useful to perform some full, mulGple spacing SASW measurements in addiGon to 
the constant-receiver-spacing measurements targeted at cavity detecGon. The SASW 
measurements provide a background velocity profile. In addiGon, mulGple profiles can 
be compared to identify areas of reduced shear wave velocity. As discussed in Chapter 4, 
the effect of a cavity on SASW data may be expressed as scaGering in phase velocity.
The range of wavelengths at which this scattering occurs can be related to the depth of 
the cavity, similar to the approach descnbed for direct analysis of phase-Gequency data.
Rapid Screening Algonthm DescnpGon 
The algonthm for r^ id  cavity screening was coded in MATLAB. The process was 
optimized for different situaGons based on the following input.
4 Either cross-power spectrum and coherence funcGons converted to ASCII Gles 
Gom the dynamic signal analyzer, or mulG-channel time records converted to ASCII
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Gles Gom the seismograph. The programs used to convert Gles are supplied by
equipment manufacturers.
4 Array names
4 Starting and ending staGons in the case of the dynamic signal analyzer; or number
of channels in the case of the seismograph
4 Array conGguraGon in the case of the seismograph; ether fixed or moving source
For each staGon, the effect of the cavity is expected to extend along the array to a 
maximum distance beyond the staGon where the cavity is indicated that corresponds to 
cavity posiGon A, that is the distance equal to 1.5 times the receiver spacing Gom the 
StaGon (Fig. 5.1). Thus, the cavity locaGon range is deGned by the staGons (offsets) 
within +/-1.5 times the receiver spacing Gom the cavity center.
The algonthm output consists of a plot of DI for each staGon. OpGonal output 
includes phase-Gequency data. The cavity inGuence is expected to appear as one or 
several peaks in DI values at least larger than 1. As menGoned above, the cavity lateral 
extent will depend on the receiver spacing only (Fig. 5.4a and 5.4b). It is presumed, that 
caviGes too smaG compared to the receiver spacing are beyond the receiver resoluGon 
and wiU not be detected.
In addiGon, quanGtaGve output is presented in a table. StaGons with absolute values 
of DI greater than one are scrutinized according to the cavity detecGon cGtena proposed 
herein. Cavity interpretaGons are reported independenüy for each D» (in terms of staGon 
number, which is synonymous with offset) in the table using the following interpretaGon 
approach:
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4 If only one staGon indicates a cavity, the cavity center is considered located 
direcGy under that staGon. The staGon itself is reported in the table.
4 If two or more staGons indicate a cavity and the distance between them is less 
than or equal to the receiver spacing, the cavity is expected to be located between 
those staGons. The cavity locaGon is reported as an average of all these staGons.
4 If the distance between staGons indicating caviGes is larger than the receiver 
spacing, this situaGon is interpreted as either one category II cavity or two separate 
smaller caviGes, depending on pnor expectaGons for the site. These staGons are 
reported separately.
In the case of mulG-channel data collecGon, where mulGple receiver spacings can be 
calculated for the same array, all projected cavity locaGons are then determined as an 
average of all staGon numbers rated to have medium or high likelihood (|DI|>1.3) for 
each cavity. The results are recorded in the table. CaviGes predicted with low likelihood 
are not reported in the summary.
The processing time can be estimated Gom the fbUowing example: Data type: 24- 
channel seismograph, time records converted to ASCII fbrmat, moving source 
conGguraGon. Software: MATLAB 6. Computer: AMD 1700. ExecuGon time: 3.6 sec.
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Application of Impulse Response for 
Cavity Detection
As discussed earlier, when seismic surface wave tests are performed on a site with a 
strong stifhess contrast, two major factors will cause large amounts of noise to appear in 
the output and will make it very complicated to analyze the time record:
4 The shift in energy distribuGon between the different surface wave modes,
4 The existence of higher velocity scattered waves.
The standard approach to remove this noise and analyze the output is to transform the 
seismogram into the j&equency domain and to apply different processing algonthms and 
interpretaGon techniques. However, in such a medium the spectral content of the wave 
Geld win vary with time to a higher degree and will produce a non-staGonary 
seismogram. In this case, a simple Founer transform may not be the most efGcient 
approach. Even though it works well in most cases, its use in geophysical methods is 
based on two assumpGons:
4 The time record is staGonary, and 
4 The near-cavity effects are small.
Another limitaGon of the Founer transform is that its amplitude spectrum indicates 
the presence of different Gequencies but does not show the temporal distnbuGon of these 
Gequencies. A different approach is required where Gequency content vanes with time. 
The desired time-Gequency diagrams can be plotted using two methods: moving window 
analysis and the mulGple-Glter technique. A detailed descnpGon of these methods is
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provided by Dzewonski et al. (1969). The opGon explored in this thesis is a sliding 
window (short time) Fourier Transform (STFT) (e.g., Nawab and Quatieri, 1988). The 
limitation of the STFT is that small changes in the time domain can become obscured due 
to a limited and unchanging window size. In order to detect important wave groups, the 
proper window size must be chosen. A very short time window results in excessive 
Gequency smoothing and vice versa. The result of this trade-oG between window size 
and resolution can be a loss of infbrmaGon in time-Gequency representaGons. However, 
the STFT method permits good energy localizaGon in the time-Gequency plane.
In the STFT method, a moving window is applied to a time record in order to map the 
one-dimensional signal into a two-dimensional Gequency-time space. If the signal within 
the small time window can be assumed to be staGonary, its Founer transfbrm provides 
the Gequency content of the signal at that time. In theory, the wave groups caused by the 
cavity will have different velociGes fbr the same Gequency and thus become separated in 
the two-dimensional Gme-Gequency plot, and so become important indicators of a cavity.
The impulse response was onginally applied to SASW data by Job et al. (1997). The 
authors proposed an "Impulse Response FiltraGon" method to improve interpretaGon of 
SASW data. They were able to separate different wave groups corresponding to 
fundamental and higher modes of Rayleigh wave energy by applying different Glters.
The purpose of applying the IR technique to cavity detecGon data is to test its capacity to 
separate near-cavity effects without manual filtering. One way to extract this infbrmaGon 
is to calculate the impulse response of the transfer funcGon of the two signals Gom a 
receiver paG by deconvolving the Gme signal Gom the second receiver out of the first 
(Joh et al., 1997). The transfer funcGon is defined in the Gequency domain as the raGo
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between the output and the related input (Santamarina and Fratta, 1998). It shows how a 
signal is modiGed by the medium between the receivers, and thus carries in&rmaGon 
about the medium. The impulse response calculated in this fashion represents the 
response of the second receiver due to a hypotheGcal unit impulse at the Grst receiver, 
where the Grst receiver is deGned as the receiver nearest to the source. The Gme- 
Gequency representaGon of the impulse response fbr a receiver paG whose response is 
affected by a cavity should then show a uiGque distnbuGon of different energy packets in 
Gequency and time. The existence of unusually high-velocity wave groups uncovered in 
a Gme-Gequency plot, separated Gom a lower-velocity packet representing the 
fundamental mode Rayleigh wave energy, might be a good addiGonal indicator of a 
cavity.
For two syntheGc signals and collected Gom two receivers, the following 
steps are taken:
= FfT (Y ) / FFT(T) Eqn. 5.3
7 ,,= /F F T (r,^ ) Eqn. 5.4
S T F T (T ,/J=  Eqn. 5.5
g(r) = 0.5 + 0.5gcos(2;^r) Eqn 5.6
where a transfer funcGon, 7  ̂is impulse response, and is window funcGon at 
time instant r.
The approach used in this work is illustrated in Fig. 5.7a. The two time signals are 
shown in Fig. 5.7a, and theG Founer transfbrms are shown in Fig. 5.7b. The transfer
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function is presented in Fig. 5.7c and the impulse response is shown in Fig. 5.7d.
Different windows can be used. A Hamming window was chosen fbr this work, as 
shown in Fig. 5.8 at diGerent posiGons.
To illustrate the method a syntheGc signal is chosen, composed of a sequence of three 
sinusoidal wave groups 100, 50, and 300 Hz, isolated in time. The signal and its Founer 
transfbrm are shown in Fig. 5.9a. The Founer transfbrm clearly indicates the Gequency 
content and amplitude of the signal. However, it does not indicate the Gme of the 
appearance of each Gequency. Indeed, the Founer transfbrm shows the signals in order 
of increasing Gequency: 50,100, and 300 Hz; thus, there is no infbrmaGon about the Gme 
of appearance of each Gequency. Both Gme and Gequency domains must be studied to 
obtain the full infbrmaGon.
The STFT analysis was perfbrmed using a window length of 100 data points and step 
50 data points (step refers to the distance the window is shifted each Gme), but it was 
found that G»r this example, large vanaGons in window length and step would not 
signiGcanGy change results. The STFT of the signal is presented in Fig. 5.9b. The STFT 
provides all the infbrmaGon necessary: amplitude (color scale, contour interval), 
Gequency, and order of appearance (100, 50, then 300 Hz).
TheoreGcally, it is expected that the cavity will be represented by a shiG towards 
higher velociGes at higher Gequencies because of the nature of the near-cavity effects. In 
the time-Gequency plot, this would correspond to appearance of wave groups at the upper 
leA comer, since faster waves arnve at earlier times.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
83
Source for forward direction Source for reverse direction
Receivers
Forward
Figure 5.1. Illustration of two-channel cavity screening at a single station "A". Receiver 
spacing is indicated by the symbol "X".
Multiple source locations
1 1 1 i I I i 1 1 1
Receivers 
0 .. 0
Forward
V/ ^
Figure 52. Illustration of multi-channel cavity screening. Both moving (thin arrows) and 
fixed source (thicker arrows) conGgurations are shown. Different receiver pairs used fbr 
different spacing calculations are indicated by dashed semicircles. The possible spacings 
shown are X, 2X, 3X, and 4X.
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Figure 5.3. Schematic of stylized seismic-wave measurements proceeding at constant 
offset over a cavity in an otherwise homogeneous half-space. Letters A through D 
designate arrangements describing the position of the cavity with respect to receiver 
positions. Phase-Gequency plots indicate theoretical cross power spectra. Higher velocity 
(less negaGve phase) in reverse direction is indicated by negative DI, -higher phase 
velocity in Girward direction by posiGve DI. No divergence is expected G)r staGons away 
Gom the cavity, Gir which no letter designaGon is given. Dot-dashed line indicates 
measurement staGon, midway between receivers.
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a) Cavity Category I, receiver spacing equal to d
Cavity Positions 
Receiver Stations A B C D C B A
n n n n n n n n n n n
n:: r,:
Width
b) Cavity Category I, receiver spacing equal to 2d
Receiver Stations Cavity Positions
c) Cavity Category II receiver spacing equal to d
Cavity Depth
c o re  orGgv ty r.'ljenoe
Cavity Depth
Cavity
Cavity PositionsReceiver
Stations
Zones of Cavity Influence Cavity Depth
Cavity Width
Figure 5.4. DeGnition of Category I (a) and (b) and Category II (c) cavity configuration. 
Cavity positions are labeled A through D. As illustrated in (a) and (b), the same cavity 
size will have a diSerent zone of influence, depending on receiver spacing. The same is 
true fbr cavity category II (not illustrated).
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Figure 5.5. Typical steps taken to process cavity detection data, illustrated with data 
collected at EGTS, array EGL-M, Gxed source, away from any known voids. Receivers 2 
(A) and 3 (B) (Chapter 7). Blue (solid) line indicates forward measurement, red (dashed) 
line indicates reverse, a) Time signals collected by the receiver pair; b) Fourier spectrum 
of each signal; c) Wrapped cross-power spectrum and coherence function for each 
receiver pair.
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Figure 5.6 Data correction steps, a) Unwrapped cross-power spectrum traces for forward 
(blue, solid line) and reverse (red, dashed line) directions for the example shown in 
Figure 5.5; b) Smoothing window (kernel) used to filter all the unwrapped data in the 
thesis; c) Unwrapped and smoothed data; d) Unwrapped, smoothed, and unwrap- 
corrected data; e) Unwrapped, smoothed, unwrap-corrected, and zero-shifted data.
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Figure 5.7. Steps in the impulse response analysis. These data are taken &om receivers 
14 and 16 of the numerical simulation presented in Chapter 6. a) Time signals recorded at 
two receivers, b) Fourier transforms of the recorded signals, c). Transfer function, d) 
Impulse response, terminated at 0.25 sec.
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Figure 5 .9. lUustratioii of the STFT. a) Time signal and its Fourier transform b) Short 
Time Fourier Transform.
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CHAPTER 6
NUMERICAL EXPERIMENT 
Introductioii
To test hypotheses of how a cavity is manifested in the rapid cavity screening method 
a numerical experiment was performed for a shallow cavity in a homogeneous medium. 
Impulse response analysis was also performed. In this chapter, the results of the 
numerical experiment and observed trends are provided.
Simulation of Cavity Detection Using Synthetic Data
Synthetic data were calculated for a cavity in a homogeneous medium. The modeling 
was done with a 2-D elastic Gnite diGerence program written by Jaime Ramos,
University of Texas, Dallas. The synthetic multi-channel data in the time domain were 
calculated for the UNLV Engineering Geophysics Laboratory by Dr. Carlos Calderôn- 
Maciàs for body and surface waves without attenuation. Only a small amount of 
numerical noise was incorporated. The cavity screening algorithm as it is described in 
Chapter 5 was applied to the multi-channel time records. The array proGle is shown in 
Fig. 6.1. The array consisted of 45 receivers positioned at 0.5-meter intervals. Receiver 
17 was centered directly above the cavity at station 10.5. Due to model requirements, 
receivers were buried to a depth of 0.5 meters. The source was applied at 1 meter 
increments starting at 2.5 m. The cavity had a rectangular shape, a width of 1.25 meters,
91
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and a height of 1 meter. The cavity was buried at a depth of 1.75 meters Gom the surface 
and 1.25 meters 6om the receivers. The parameters of the medium are provided in Table 
6 . 1.
The cavity detection process for multiple receiver spacings was tested for both Gxed 
and moving source conGgurations. The Gxed-source cavity detection approach was 
calculated for the following spacings: 0.5,1,1.5,2,2.5,3, and 4 meters. Moving source 
data could only be calculated for spacings of 1,2, 3, and 4 meters, since the moving 
source was applied at the interval of 1 m.
The stations where cavity effects are expected are presented in Table 6.2. The 
stations are divided into two categories: stations where increase in phase velocity is 
indicated by a positive DI and stations where increase in phase velocity is indicated by a 
negative DI. Theoretically, no eGect is expected for stations in position D. As the 
receiver spacing increases and the oGset remains constant, the cavity aGects a larger 
range of stations. For some configurations, no station is available for some cavity 
positions. This situation is marked as "none" in the table. Such situations appear, for 
example, for 0.5 m spacings, where the oGset of 0.5 m is relatively large.
The unprocessed data in time domain and processed phase-frequency data are 
presented in Appendix A. The plot of DI for each station is presented in Fig. 6.2 and plot 
of DI with respect to for diGerent cavity positions is presented in Fig. 6.3. The
interpreted cavity locations are summarized in Table 6.3. In this table, stations where 
cavity indicators appear are presented separately for each spacing according to likelihood 
as discussed in Chapter 5.
All calculations are based on rules established in Chapter 5.
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Table 6.4 summarizes detailed data for all stations having DI greater than or equal to 
1, the empirically selected threshold representing low likelihood of cavity presence, as 
deSned in Chapter 5. The summary includes DI, D^, positions (A, B, C, D or none, as 
described in Chapter 5 and Fig. 53), phase velocity trend (increasing or decreasing), 
frequency of divergence, and Where the cavity is identiGed at posiGon D, no phase 
velocity trend is given, since both direcGons should be affected relaGvely equally. In 
addiGon, where a spurious cavity "detecGon" occurred at a distance larger than one 
receiver spacing, such situaGons are marked as "none" for cavity posiGon, and no 
descriptors are given, except DI.
Discussion
The cavity was correcGy identiGed for all D» except 3.2 in both source conGguraGons. 
The absence of divergence at of 3.2 indicates that this normalized spacing resolves 
depths deeper than that of the cavity tested. The observed main trends are presented 
below.
1) For the Gxed source conGguraGon, the cavity was indicated with a high 
likelihood for between 0.4 and 2.4. The cavity was also identiGed with medium 
likelihood for between 1.2 and 2.0, and low likelihood for D« between 1.6 and 2.4. 
False posiGves occurred only for D» of 0.4, at staGons 3.5 and 23.5, which are located on 
array edges. The incorrect detecGon at these staGons may be attributed to numerical 
noise. For the moving source conGguraGon, the cavity was idenGGed with a high 
likelihood only for of 0.8. The cavity was indicated with medium likelihood for
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between 0.8 to 2.4, and low likelihood for D, of 2.4. No false positives occurred in the 
moving source conGguraGon.
2) Since the moving source conGguraGon has half the receiver spacings than the 
Gxed source, these source conGguraGons should not be compared direcGy. However, the 
results of moving and Gxed source conGguraGons were similar, with the Gxed source test 
producing higher values of DI (3.5 for fixed source compared to 2.5 for moving source) 
(Fig. 6.3). Nearly exact cavity locaGon was determined in both cases for high cavity 
likelihood (staGon 10.4 for Gxed source and staGon 9 for moving source). For the 
medium cavity likelihood, the cavity posiGon was also correcGy determined (staGon 9.9 
for Gxed source and staGon 10.5 for moving source); however, false posiGves also 
appeared. The errors were limited to single spacings and medium likelihood, while the 
cavity was correcGy indicated with the majonty of spacings with a high and medium 
likelihood in the Gxed source case, and medium likelihood for the moving source.
3) Considering the depth of the cavity and the background velocity of the 
medium, according to Eqn. 3.9, the eGect on the receivers is expected to appear at a 
Gequency of 75 Hz. The Gequency of divergence remained constant at 120 Hz, which 
was higher than expected. This lack of variaGon implies that Gequency of divergence is 
independent of lateral offset and receiver spacing and mainly depends on the depth to the 
cavity. For VR= 270 m/s this Gequency of divergence corresponds to of 1.8.
4) For the Gxed source the decrease in phase velocity was dominant. A decrease 
in phase velocity was found in 80% of aU cases. An increase in phase velocity occurred 
for larger of 1.6 and 2.0. For the moving source the results were not consistent: an
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increase in phase velocity was observed in 67% of cases, for larger Z)n of 1.6 and 2.0 
only, similar to Gxed source.
5) For the Gxed source conGguraGon, the maximum eGect of the cavity appears 
for posiGon C (41% of occurrences). For the moving source conGguraGon, the maximum 
eGect was observed for posiGon A (DI=2.5) and the largest number of occurrences 
corresponded to posiGon D (38%).
6) The largest values of DI are correlated with Gom 0.4 to l(Fig. 6.3). A 
gradual increase in DI values for larger than 1.5 observed in Gxed source 
conGguraGon was not conGrmed in the moving source conGguraGon. No detecGon 
occurred for larger than 2.4.
7) The staGons and cavity posiGons where posiGve idenGGcaGon occurred can be 
compared to expectaGons presented in Table 6.2. For the Gxed source conGguraGon, 
none of the possible detecGon cases occurred for posiGon A, 11% occurred for posiGon 
B, 26% occurred for posiGon C, and 25% occurred for posiGon D. For the moving source 
conGguraGon 18% of the possible detecGon cases occurred for posiGon A, none occurred 
for posiGon B, 15% occurred for posiGon C and 33% occurred for posiGon D. These 
results show that cavity posiGons C and D produce most consistent effects. The 
distnbuGon generally corresponds to the theoreGcal expectaGons: higher occurrence was 
observed for staGons closer to the cavity such as posiGon C and the number of cases 
dropped for staGons at larger distance Gom the cavity such as posiGon A.
8) The posiGve detecGon at posiGon D is an unexpected result. The eGect of the 
void was found for both direcGons for posiGon D for staGon 10, moving source, I m 
spacing (D  ̂=0.4) and staGon 10.5, Gxed source, 2 m spacing (D  ̂=2.8). At these staGons
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no divergence appears, but both traces are shifted down indicating that the cavity 
produced a reduction in phase velocity for both forward and reverse directions by an 
equal amount.
ApplicaGon of the Impulse Response Analysis 
to the Synthetic Data 
The Impulse Response (IR) analysis was applied to the syntheGc data set. The data 
were calculated for nine receiver pairs along the array for the 1 m spacing and 0.5 m 
offset. The spacing corresponds to D» of 0.8. This is within the most effective Dn range. 
The results are presented in Fig. 6.4. The data are calculated for two source posiGons: at 
StaGon 0 (forward direcGon) and staGon 22.5 (reverse direcGon). Recall that the cavity 
effect is expected for staGons between 9 and 12 which are located near the cavity edges, 
and that near-cavity wave effects are expected to be expressed in faster moving high- 
frequency energy. On the time-Gequency plot these waves should appear in the upper 
le A porGon of the plot. The window length was 80 points, corresponding to 0.008 sec. 
The window step was chosen as 25 data points. A sensiGvity study was performed to 
invesGgate the effect of varying these parameters, however, no signiGcant changes were 
observed. Receiver pairs where eGects are expected and times of Grst arrivals of 
different seismic waves are presented in Table 6.5.
InterpretaGon of the IR Data 
The distance between source and cavity is 7.5 m in forward direcGon and 13.5 m in 
reverse direcGon. These distances correspond to travel times of 0.028 and 0.05 sec, for
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Rayleigh wave velocity of 270 m/sec. However, P-waves arrive twice as fast. The cavity 
effect is expected for stations between 9 and 12 m.
The appearance of higher Gequency wave groups can be observed over a large range 
between stations 5 and 12 in both directions. There is no clear difference between 
stations above the cavity and away from it. The larger amount of higher frequency 
energy at stations 11.5 and 10 for forward and reverse directions, respectively, as 
compared to stations away Gom cavity, might be the indication of a void, however the 
effect is not clearly repeated in other staGons above the cavity. In addiGon, these wave 
groups start at near zero time, not at the time required for sur&ce waves to reach the 
cavity and scatter energy back to the receivers.
The nature of these wave groups might be attributed to numerical nose, inadequate 
resoluGon of the method, or other factors that are not clear at this time. The appearance 
of higher velocity wave groups may be attributed to the cavity inGuence, however, very 
similar effects are found at most receiver pairs; and no clear patterns were observed. 
Therefore, the approach is not considered effecGve at least in this conGguraGon.
Conclusion
In the cavity screening test performed for the syntheGc data set, the main theoreGcal 
assumpGons of the method were conGrmed. The cavity locaGon was correcGy idenGGed 
at mulGple receiver spacings.
Two false posiGve results were encountered but oiGy for medium likelihood and not 
corroborated with mulGple receiver spacings. Similar to research performed by others, 
the cavity produced large GuctuaGons in the computed phase velocity.
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No clear trend for increasing or decreasing phase velocity was observed in the data. 
An overall decrease in phase velocity in the vicinity of the cavity was observed for Gxed 
source conGguraGon, and increase in phase velocity was found for moving source in 67% 
of cases. The largest effects of the cavity were found for posiGons C and D, indicating 
that the cavity eGects are increased when cavity is closest to the receivers. PosiGve 
detecGons found at posiGon D were not expected. These posiGve detecGons might be 
explained by nonsymmetncal locaGon of the cavity and larger near cavity effects at the 
cavity sides closest to the source. In some cases, changes in phase velocity due to the 
cavity were found to appear in both direcGons for posiGon D equally, as expected.
The Gxed source and moving source conGguraGons produced similar results. 
However, a 20% higher average value of DI was found for the Gxed source (Fig. 6.3).
The largest values of DI and the largest number of posiGve detecGons correlated with 
the shortest spacings tested, with a in the range of 0.4 (the smallest tested) to 1. No 
instances of cavity detecGon were observed for D» larger than 2.4.
The experiment vaGdated the use of DI thresholds. Indeed successful cavity 
detecGon occurred at all likelihoods, with false posiGves occurring only at array 
endpoints, only at medium likelihood and only for D» of 0.4.
The IR analysis was not effecGve for rapid cavity screening, since near-cavity effects 
were not clearly observable in the time-Gequency plots. While high Gequency wave 
groups were seen for staGons near the cavity, similar eGiscts at other staGons away Gom 
the cavity cannot be explained by the cavity inGuence. For that reason these analyses 
were not applied to the experimental data.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Table 6.1. Medium parameters for synthetic study
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Vp (m/sec) Vg (m/sec) Vg (m/wc) V Density (g/cm^
561 300 270 0.3 1.9
Table 6.2a. Stations where cavity eGects are expected to be observed for fixed source
Receiver
spacing
(m)
D. Station(s) at which increase in 
phase velocity is indicated by 
negative DI
Pos. D. Station(s) at which increase 
in phase velocity is indicated 
by positive DI
Pos. A Pos. B Pos. C Pos. A Pos. B Pos.
C
0.5 0.4 11.75 None 1125 10.75,
1025
925 None 9.75
1 0.8 12 11.5 11 10.5 9 9.5 10
1.5 1.2 12.75,
1225
11.75 1125 10.75,
1025
8.25 8.75, 925 9.75
2 1.6 13, 13.5 12, 12.5 11.5,11 10.5 7.5,8 8.5,9 9.5,
10
2.5 2.0 13.75,
14.25
12.75,
13.25
1125,
11.75,
12.25
10.75,
1025
6.75,
725
7.75, 825, 
8.75
925,
9.75
3 2.4 15,14.5 13.5,13, 
14
11.5,12, 
12.5
11,10.5, 
10
6, 6.5 7, 7.5, 8 8.5.
9,
9.5
4 3.2 15, 16, 
16.5
13.5, 14, 
14.5,15.5
13, 12.5, 
12
11.5, 11, 
10.5,10, 
9.5
4.5*, 5 7.5, 7, 6.5*, 
6*, 5.5*
8,
8.5,
9
* These stations cannot be calculated due to limitation of the array length in the simulation
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Table 6.2b. Stations where cavity eGects are expected to be observed for moving source
Receiver 
spacing (m)
2). Station(s) at which increase in 
phase velocity is indicated by 
negative DI
Pos. D Station(s) at which increase in 
phase velocity is indicated by 
positive DI
Pos. A Pos. B Pos. C Pos. A Pos. B Pos.
C
0.5 0.4 None None 11.25 10.25 9.25 None None
1 0.8 12 None 11 None 9 None 10
1.5 1.2 12.75 11.75 None 10.75 None 8.75 9.75
2 1.6 13.5 12.5 11.5 10.5 7.5 8.5 9.5
2.5 2.0 14.25 13.25 11.25,
1225
1025 725 825 925
3 2.4 15 13. 14 12 11, 10 6 7,8 9
4 3.2 16.5 13.5, 14.5, 
15.5
12.5 11.5,
10.5, 
9.5
4.5* 7.5,6.5*, 
5.5*
8.5
* These stations cannot be calculated due to limitation of the array length in the simulation
Table 6.3a. Results for synthetic cavity detection array SYN. Cavity location 
interpretations, Gxed source
Receiver 
spacing (m)
Interpreted actual 
cavity location 
(Sta.) [Actual cavity 
is at Sta. 10.4 (9.8- 
11)1
Station affected Interpreted cavity 
iocation(s)
Low Medium High Low Medium High
0.5 9.1-11.8 0.4 3.3,23.8 11.3 3.3,23.8 11.3
1 8.9-11.9 0.8 10, 11, 
11.5
10.8
1.5 82-12.7 12 — 11.3,9.8 10.7 10.6 10.7
2 7.4-13.4 1.6 10 9.5, 11 9 10 10.3 9
2.5 6.7-142 2.0 9.8 8.8 10.8 9.8 8.8 10.8
3 5.9-14.9 2.4 11 — 10 11 -- 10
4 4.4-16.4 32 -- -- -- -- -- --
Summary 3.3,23.8,
9.9
10.4
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Table 6.3b. Results for syntheGc cavity detecGon array SYN. Cavity locaGon 
interpretaGons, moving source
Receiver 
spacing (m)
Interpreted actual 
cavity location 
(Sta.) [Actual cavity is 
at Sta. 10.4 (9.8-11)]
2). Station affected Interpreted cavity 
location(s)
Low Medium High Low Medium High
1 8.9-11.9 0.8 —— - 11 9 11 9
2 7.4-13.4 1.6 -- 7.5, 11.5, 
10.5
-- -- 7.5, 11 --
3 5.9-14.9 2.4 11 10 ... 11 10 ...
4 4.4-16.4 32 — ... ... - ...
Summary 10.5 9
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Table 6.4. Detailed results for array SYN for all DI larger than 1.
3
3 "
CD
CD
■ D
OQ.
C
a
o3
"O
o
CDQ.
■D
CD
C/)
C/)
Source
conflg.
Spacing
(m)
D. Average 
divergence 
area for 
array 
(HzRad)
Standard 
deviation for 
Array 
(Hr Rad)
Cavity
position
Station
affected
DI Polarity of DI that
corresponds to the 
increase in phase 
velocity
Phase
velocity
trend
Frequency
of
divergence
(Hz)
fixed 0.5 0.4 41 73 C 11.25 3.5 - decrease 120 1.8
source N/A 23.75 -1.8 N/A """ —
N/A 3.25 1.8 N/A ------- —
1 0.8 63 100 C 11 2.4 - decrease 120 1.8
B 11.5 2.4 - decrease 120 1.8
C 10 -2.3 + decrease 120 1.8
1.5 1.2 74 113 D 10.25 -2.0 N/A — *■"" —
C 11.25 2.0 - decrease 120 1.8
D 10.75 2.2 N/A ------- 120 1.8
C 9.75 -1.8 + decrease 120 1.8
2 1.6 90 114 C 9.5 -1.7 + decrease 120 1.8
C 11.0 2.0 - decrease 120 1.8
B 9.0 2.2 + increase 120 1.8
2.5 2.0 104 120 B 8.75 2.0 + increase 120 1.8
D 10.75 2.3 N/A ------- 120 1.8
3 2.4 113 106 D 10 2.4 N/A 120 1.8
4 3.2 131 81 N/A N/A N/A N/A — —
moving 1 0.8 63 106 C 11 1.8 - decrease 120 1.8
source A 9 -2.5 + decrease 120 1.8
2 1.6 105 149 C 11.5 -1.5 - increase 120 1.8
D 10.5 -1.5 N/A — 120 1.8
A 7.5 1.8 + increase 120 1.8
3 2.4 116 147 D 10 1.9 N/A increase 120 1.8
D 11 -1.5 N/A increase 120 1.8
4 3.2 57 32 N/A N/A N/A N/A — —
oK)
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Table 6.5. First arrivai ümes for diGerent seismic waves, calculated for stations where 
cavity eGect is expected
Station
numbers
Distance from the 
source (m)
R-wave first 
arrival (sec)
P-wave first 
arrival (sec)
S-wave first arrival 
(sec)
Forward Reverse Forward Reverse Forward Reverse Forward Reverse
9.5 7 14 0.026 0.052 0.013 0.025 0.023 0.047
11.5 9 12 0.033 0.044 0.016 0.021 0.029 0.039
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Figure 6.1. Cavity model used for syntheGc data calculaGons. ProGle view of array SYN.
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Figure 62. DI with respect to station number for all arrays together, for Gxed and 
moving source conGguraGons. The cavity boundaries are shown by verGcal dashed lines. 
The horizontal dashed lines indicate DTs of 1,1.3 and 2, the proposed lower thresholds 
for low, medium and high likelihood of cavity detecGon, respecGvely.
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Figure 6.3. Absolute values of DI with respect to normalized receiver spacing for 
different cavity posiGons for aU arrays together for Gxed and moving source 
conGguraGons.
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Figure 6.4 Time Grequency representaGons for Gie array SYN. Source located at staGon
2.5 (forward direcGon). Cavity is located under staGon 10.5. The color scale is the same 
on all Ggures.
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Figure 6.4 (cont.) Time Gequency representations for the array SYN. Source located at 
station 22.5 (reverse direction). Cavity is located under station 10.5. The color scale is the 
same on all Ggures.
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CHAPTER?
TEST CASES 
IntroducGon
Seismic wave propagaGon can be sGidied in Gie laboratory, possibly using a sand box 
(e.g., Al-Shayea et al. 1994). However, while laboratory testing of seismic wave 
propagaGon has obvious advantages, it suGers Gom many impediments. A small, 
conGned space eliminates many unknowns, but makes it bard to measure fast moving 
seismic waves. Boundary eGects are hard to overcome in laboratory condiGons. A 
cavity detecGon problem is parGculariy difGcult to study under laboratory condiGons. A 
full-scale Geld test over known voids is a better approach in some regards, although the 
inGuence of the cavity could be difGcult to separate Gom the effects of other soG 
heterogeneiGes.
This chapter presents cavity screeiGng Geld experiments conducted for the detecGon 
of diGerent types of underground voids. The goals are to test and calibrate the 
approaches presented in Chapter 5, to develop data coUecGon and inteipretaGon 
techrGques, to validate phenomena observed in the syntheGc example, and to estimate the 
eGecGveness of the method for different types of caviGes under different site condiGons.
The results are compared with those Gom the numencal experiments using the same 
approach to data presentaGon and analysis described in Chapter 6. The parameters 
described in Chapter 5 were used for all datasets analyses unless otherwise menGoned.
109
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Also, unless otherwise menGoned, the forward direcGon is defined for energy traveling 
north or east.
Tests were performed at the fbhowing locaGons to verify the associated anomalies:
* University of Nevada, Las Vegas Engineering Geophysics Test Site - metal and 
plasGc barrels buried in silty sand beneath Gll
4 Waterways Experiment StaGon Test Site, Vicksburg Mississippi - metal barrels 
buried in loess
* Slate Lakes, Arizona - lava tube cave
4 Las Vegas Valley Water District - Gssures in dry alluvium, and a possible cavity 
beneath an incipient sinkhole
The unprocessed data in time domain are presented in Appendix A. Unprocessed 
wr^ped, and processed unwrapped phase-Gequency data are presented in Appendix B.
Engineering Geophysics Test Site 
The Engineering Geophysics Test Site (EGTS) on UNLV campus contains two 
buried barrels, one metal and one plasGc. The barrels were buried on July 20,2001 at 1 
m depth. Each barrel had a 0.58-m diameter and a 0.80-m height. A site map is shown in 
Fig. 7.1. The trench logs reveal similar soils consisting of silty and clayey sands and 
sands with low to very high cementaGon. The boring B-1 drilled in 1996, located about 6 
m west of the barrels, indicated soils consisting of a 0.3-m thick layer of clayey sand GU, 
underlain by a 2-m thick layer of medium dense silty sand, a 1-m thick layer of very 
dense clayey sand and a layer of very hard carbonate-cemented soG starGng at about 3.3
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dense clayey sand and a layer of very hard carbonate-cemented soil starting at about 3.3 
m depth. Another boring located about 10 m to the west of the barrels encountered layers 
of carbonate-cemented soil at greater depths. Groundwater was encountered at about 3 
m. A Geometries StrataVisor NX seismograph and geophones with 4.5 Hz resonant 
&equency were utilized to record the data. A sledgehammer was used as the seismic 
source. The data were collected by the author with the help ofMedhanie Tecle, Mike 
Moore, and Barbara Luke.
Two arrays, EGL-M and EGL-P, were laid out over the metal and plastic barrels, 
respectively, perpendicular to the barrels' axes. A profile view of each array is shown in 
Fig. 7.2. Arrays consisted of 24 vertical geophones with 4.5 Hz resonant ûequency. 
Geophones were placed 0.5 m apart. Stations 5.5 and 6.5 were centered directly above 
the metal and plastic barrels, respectively. Cavity detection analysis was performed for a 
0.5-meter receiver offset. Data for the following spacings were calculated for each array: 
0.5,1,1.5, and 2 meters. Larger spacings were not used due to array length limitations.
A matching frequency of 20 Hz was chosen, based on the depth to the top of the deepest 
cavity proGle of 1 m, and a Rayleigh wave velocity for near surface soils of 160 m/sec, 
estimated from previous studies (Sundquist, 2001). Both moving and fxed source 
configurations were used for array EGL-M. Only fixed source was used for array EGL-P 
due to time constraints. During the tests, two geophones did not respond and were 
excluded from the arrays. This le f  a total of 22 channels. Seismic signals were 
generated with 12 stacked blows of the sledge hammer per receiver spacing. The stations 
at which barrel effects are expected are presented in Table 7.1.
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Interpretation of the Data for Arrays 
EGL-M and EGL-P
Plots of DI for each station are presented in Fig. 7.3, and plots of DI with respect 
to D« for all DI>1 are presented in Fig. 7.4. The quantitative interpretations are 
summarized in Tables 7.2 and 7.3.
The observed main trends are presented below.
1) For array EGL-M, fixed source, the cavity was detected for all receiver 
spacings. It was detected with high likelihood for of 0.5 and medium likelihood for 
D„ of 1 and 2. The location of the detected cavity center was shifted 0.8 m north. No 
false positive results occurred.
For array EGL-M, moving source, cavity detection was unsuccessful. The cavity was 
detected only with low likelihood for of 0.5,1, and 2. False positive results occurred
at four stations with low likelihood and one station with medium likelihood.
For array EGL-P, jBxed source, the cavity detection occurred with medium likelihood 
in three cases for of 0.5 to 1.5. The detected cavity was shifted 1.2 m south. False 
positives occurred for one station with medium likelihood and two stations with low 
likelihood.
For array EGL-M the fxed source confguration was more successful than the 
moving source.
2) The frequency of divergence varies between 30 to 140 Hz, corresponding to 
the depth of about 0.4-1.7 m (based on the Rayleigh wave velocity of 160 m/s). The 
average was equal to 3 for array EGL-M, and 4 for array EGL-P. The large
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variations in between different stations implies that is highly influenced by 
seismic noise and local soil conditions.
3) For array EGL-M, the phase velocity did not follow a pattern; it increased in 
50% of the cases. For array EGL-P the phase velocity was closer to the expected trend: it 
increased in 75% cases.
4) From Fig. 7.4, it was found that positions A, B, and D were most successful, 
and position C was least successful for all arrays. This is an unexpected result (to be 
discussed later).
5) No clear trend was found in the relationship of DI to D .̂ The cavity was 
indicated at all values tested. The largest number of occurrences was found for 
equal to 1 (Fig. 7.4). In addition, larger DI values were obtained for D» between 0.5 and
1.5 for fxed source confguration.
6) The stations and cavity positions where positive identif cation occurred are 
compared to expectations presented in Table 7.1. For the array EGL-M, fixed source, 
25% of the possible detection cases occurred for position A, 25% for position B, 13% for 
position C, and 33% for position D. For the array EGL-M, moving source, 16% 
detection cases occurred for position A, 13% far position B, none for position C, and 
17% for position D. For array EGL-P 33% detection cases for position A, 37% for 
position B, 13% for position C, and 33% for position D. The trend of higher occurrences 
for position A is an unexpected result (to be discussed later).
7) The differences in results for arrays over metal and plastic barrels (only Sxed 
source configuration can be compared) were expressed in lower detection success for 
array EGL-P (plastic barrel). The difference might be attributed to the different soil
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conditions at these arrays or, to the less degree, to the different barrel materials. The 
different soil conditions may include different degree of cementation, as observed in 
trenches during barrel burial, or may be due to different depth to the carbonate-cemented 
soil layer found at borings drilled to the west of barrel locations at depths between 3.3 to
4.6 m. Certainly, this distinctly layered system poses more challenges to cavity detection 
than was observed with the homogeneous background of the synthetic example.
Waterways Experiment Station Test Site 
The approaches to rapid detection of cavities were tested using a data set collected 
under controlled conditions at the U.S. Army Corps of Engineers Waterways Experiment 
Station (WES) Geophysics Test Site near Vicksburg, Mississippi. The results of these 
tests were previously published by Luke and Tsarev (1999). The data were collected by 
Barbara Luke in 1994. The site is a gently sloping Geld covered with short grass. The 
near-sur6ce soils consist of a homogeneous loess deposit Various obstacles had been 
buried at this site four years earlier. The obstacles tested were two identical, empty, steel, 
55-gallon barrels buried on their sides. The site plan is shown in Fig. 7.5.
Detection of Buried Barrels 
SASW and cavity detection testing was performed along six linear arrays. A 50-lb 
mechanical shaker, operating in a swept sine mode Gom 10 to 400 Hz, was used as the 
source. Two geophones, Mark Products L-IB, with a 4.5-Hz resonant frequency, were 
used to monitor ground motions. Data were collected using a two-channel Hewlett 
Packard Dynamic Signal Analyzer, Model 3562A. Fig. 7.6 shows a proGle view of the 
test setups. Arrays B1 and B2 were positioned away Gom any known anomalies to
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establish the baseline conditions. The receiver positions for each station and spacing are 
shown in Fig. 7.7.
Standard SASW measurements were taken along arrays B1 and B2 using receiver 
spacings of 2,4, and 8 meters. The results for Array Bl, including a shear wave velocity 
profile, are shown in Fig. 7.8. No data are presented for array B2 due to poor data 
quality. Shear wave velocity proGles were obtained using the linearized inversion 
process described in Chapter 4. The background SASW measurements revealed Vg 
increasing to 500 m/sec at a depth of about 5 meters and 800 m/sec to the depth of 10 m. 
The average in the upper 1-2 meters was 150 m/sec.
Cavity detection arrays SA ("shallow", located perpendicular to the axis of the barrel) 
and SL ("shallow", "longitudinal") were positioned orthogonal to one another and 
centered over a barrel having 0.76 meters of overburden. Arrays DA and DL ("deep") 
were similarly located orthogonal to one another over a barrel with 1.0 meter of 
overburden. Tests were performed identically, with seven different stations, 0.65 through 
4.55, over each array and using three spacings (0.6,1.2 and 2.4 m) for each station. 
Station 2.6 was centered above the barrels. The station offset was 0.65 meters (Fig. 7.6).
A matching Gequency of 40 Hz was chosen to correlate with of 150 m/sec and 
largest depth to the top of barrels of 1 m. The stations where maximum effects are 
expected, according to the rules presented in Chapter 5, are shown in Table 7.4. A 
minimal influence is expected from the central station 2.6 located directly above the 
barrel for all of the arrays.
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Interpretation of the Data 
Because all the data were preprocessed and saved in unwrapped form, no time 
histories or wrapped-phase data are presented. The areas between forward and reverse 
traces were calculated for each position, each receiver spacing, and each array (Fig. 7.9). 
On these Ggures, data for both arrays over each barrel are combined to compare the major 
trends. The plot of DI for each station is presented in Fig. 7.10, and plot of DI with 
respect to for different cavity positions is presented in Fig. 7.11. The quantitative 
interpretations are presented in Tables 7.5 and 7.6.
Referring to Fig. 7.9, the trend for the largest areas for stations immediately adjacent 
to the obstacle is apparent. It is interesting to note the general symmetrical pattern of 
area plots and the consistent polarity of reversal in traces on different sides of the barrels. 
Among others things, this implies that the soil around the barrels is uniform. A very 
small divergence occurred at station 2.6, as e^qiected. Evaluation of the Gxed source 
configuration is not possible for this data set, because data were collected with a 2- 
channel analyzer. The observed main trends are presented below.
1 ) The barrel location was indicated with low and medium likelihood for arrays
SA and SL, and with low likelihood for arrays DA and DL. One false positive occurred 
for array DL, at low likelihood, at Dn of 0.6.
2) The observed frequency of divergence was generally consistent, between 80 to 
120 Hz. These Gequencies correspond to Xm,n of 1.5 to 2.0 for an estimated Rayleigh 
wave velocity of 150 m/s and actual depth to the barrels of 0.76 m and 1 m, respectively.
3) An increase in phase velocity was found in only 7% of cases for all arrays. 
Therefore, the phase velocity trend was found opposite Gom expected.
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4) There was a trend for largest DI at position C. Least successful was cavity 
position A.
5) The DI magnitude was distributed relatively equally for different normalized 
receiver spacings, however higher DI values were observed for D» of 0.6 m for all arrays.
6) The results for arrays over deeper and shallower barrels vary considerably.
The difference can be partly attributed to the difference in barrel depth; however, the 
relatively small difference in depth cannot justify the relatively large difference in testing 
results. Therefore, the higher DI values of 1.3 to 1.6 for both arrays SL and SA are 
mainly attributed to the influence of the local soil structure. Thus, the variations in the 
soil properties on the small scale are found to produce a noticeable effect.
7) The stations and cavity positions Wiere positive identification occurred are 
compared to expectations presented in Table 7.4. For array SA, none of the possible 
detection cases occurred for position A, 25% for position B, 33% for position C, and 
none for position D. For the array SL, none of the possible detection cases occurred for 
position A, none for position B, 67% for position C, and none for position D. For the 
array DA, none of the possible detection cases occurred for position A, none for position 
B, 67% for position C, and none for position D. For the array DL, 24% of the possible 
detection cases occurred for position A, 25% for position B, 25% for position C, and 
none for position D.
8) The orientation of the barrel changes the barrel profile length by about 25 
percent. The DI increased about 20% for array SL with respect to array SA, however DI 
decreased about 25% for array DL with respect to array DA. The results are not
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consistent. It is concluded that any eSect of the orientation of the barrel in this project 
was overshadowed by other factors.
9) Because the array length is so short, the barrels affect data for the majority of 
stations for the 0.6 m spacing, and all stations for larger spacings. Therefore, the 
application of the automated cavity detection algorithm is not effective for this data. For 
this reason the cavity interpretation section of Table 7.5 is not presented.
Slate Lakes Cave 
Site Description
Tests using cavity detection techniques were performed over Slate Lakes Cave by 
Barbara Luke and others in July 1998. Slate Lakes Cave is a part of a lava tube cave 
system in Coconino National Forest, Arizona. Both SASW and cavity detection tests 
were performed over the cave. These methods were used in conjunction with electrical 
resistivity and magnetometer surveys performed by other researchers. The geometry, 
location, and depth of the cave were well known prior to the tests. The seismic 
measurements were positioned along two arrays above the cavity, using a radio location 
device that was created by Robert Buecher using a design published by France and 
Macklin (1991). The data were collected using a 2-channel signal analyzer, Stanford 
Research Systems, Model SR780, and two pairs of geophones with 4.5 and 1 Hz 
resonant Gequency, Mark Products, L-4C and L-IB, respectively. A sledge hammer was 
used as a seismic source. Slate Lakes cave plan and profiles, together with testing arrays 
are presented in Fig. 7.12.
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SASW testine
Two SASW tests were performed along paths "A" and "C", located perpendicular to 
the cave passage. The average depths to the top of the cavity were 4 m and 7 m for paths 
A and C, respectively. Station 50 was centered directly above the cavity for both paths. 
The SASW tests were performed for receiver spacings between 0.5 and 32 meters.
Arrays A50 (i.e. path "A" centered at the station 50) and C50 were above the cavity and 
arrays A32 and C34 were outside of the known cavity borders. The shear wave velocity 
proGles were obtained as discussed in Chapter 5.
Interpretation of the SASW Test Results 
The results of the SASW tests are presented in Fig. 7.13. The SASW tests over 
cavity segments produced low quality data, which were expressed in large chaotic 
Guctuations and an overall increase or partial decrease in the phase velocity. Test results 
can be qualitaGvely described as follows:
* Array C34, located away Gom any known cavity, exhibited large GuctuaGons in 
phase velociGes. Shear wave velocity increased to 1000 m/sec at the depth of 7 m, 
and then reached 2000 m/s.
* Array A32, located away Gom known cavity, produced the best matching data; no 
GuctuaGons in phase velocity were observed. Shear wave velocity was uniform, 
approximately 1000 m/sec Gom 1.2 m to the maximum depth explored of 7 m.
4 Array A50, located above the 4-m deep cavity, produced the highest velocity. 
Shear wave velocity was 1400 m/sec to the depth of 5.5 m, and then increased to 
3000 m/sec to the maximum depth explored of 7 m. The Rayleigh wave phase
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velocity was 1100 m/s for a 10 meter wavelength, as compared to an R-wave velocity 
of 600 m/s for the same wavelength at arrays A32 and C34.
4 Array C50, located above the 7 m deep cavity, contained large GuctuaGons in 
Rayleigh phase velociGes, with a trend to higher Rayleigh wave velociGes similar to 
array A50. Due to the high amount of noise no data were obtained for the wavelength 
range between 30 and 50 m. The shear wave velocity proGle indicated a uniform 
velocity of about 1000 m/sec to the maximum depth of 7 m. However, only the lower 
porGon of the theoreGcal dispersion curve was Gtted by the experimental curve. It is 
clear that the shear wave velocity proGle would exhibit higher velociGes if an aGempt 
was made to Gt the missing data indicated by the 32-m spacing.
In general, the inGuence of the cave could be seen in both the forward and reverse 
direcGons for arrays A50 and C50. In addiGon, similar effects, which might be attributed 
to an unknown cavity, were observed at array C34. These effects, are summarized in 
Table 7.7. The effecGve depth to the cave was calculated Gom EquaGon 3.8, using the 
wavelength Wiere GuctuaGons appear. The calculated effecGve depth closely matched 
actual depth.
A theoreGcal dispersion curve was calculated for array C50 by inserting a simulated 
cavity with zero sGfhess at 7 meters depth (Fig. 7.13). It was found that the theoreGcally 
denved curve matched the higher velocity porGon of the experimental dispersion curve 
up to a wavelength of 20 meters, and then dropped sharply. This supports the hypothesis 
that the lack of data typical in an SASW dispersion curve over a cavity in some 
wavelength range may be correlated with the presence of the cavity.
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No indication of the cavity was found in the shear wave velocity proGles. The 
velocity range between 1000 to 3000 m/sec are considered typical for weathered basalt 
(Table 3.1).
Cavity Detection
Two cavity screening arrays were placed along the same paths as SASW arrays A and
C. Cavity screening tests were performed for array A, with a 6-meter spacing and 2- 
meter offset, and for array C, with an 8-meter spacing and 4-meter o ff^ . StaGon 
numbers along the arrays increased Gom west to east. A matching Gequency of 20 Hz 
was chosen, based on the depth to the top of the deepest cavity proGle of 7 m, and a 
Rayleigh wave velocity estimated Gom SASW measurements for near surface soils of 
200 m/sec. Cavity screening staGons most affected, according to the theory for cavity 
Category II, are shown in Table 7.8.
Interpretation of the Cavity Screening Data,
Arrays A and C
The plot of DI for each staGon is presented in Fig. 7.14 and plot of DI with respect to
D, for different cavity posiGons is presented in Fig. 7.15. The quanGtaGve interpretaGons 
are summarized in Tables 7.9 and 7.10. The observed main trends are presented below.
1) For array C, the cavity detecGon was unsuccessGil. The cavity was indicated 
with low likelihood only. The cavity detecGon was also unsuccessful for array A; &lse 
posiGve detecGons occurred with low and medium likelihood.
2) The for array C was 1.7, using Rayleigh wave velocity of the medium of 
160 m/sec, obtained Gom SASW test at 1 m depth.
3) Phase velocity increased in 100% of cases for array C.
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4) The only successful cavity detection occurred for the cavity located in posiGon
C.
5) The D» range determinaGon is not applicable for this testing conGguraGon 
because only a single was tested for each array. More successful results for array C 
might be attnbuted to smaller of 1.1 as compared to 1.5 used for array A. Therefore, 
smaller receiver spacings might have been more successful to resolve the cave.
6) The low success in Slate Lakes cavity detecGon might be explained by the 
overall heterogeneous background of the site. In addiGon, the irregular shape of the cave 
surface, and the possible existence of sGess-relaxaGon zones surrounding the cave further 
compGcated interpretaGon of cavity. Other unknown cave tubes are also suspected to 
have inGuenced the data at locaGons previously considered uniform, parGcularly for 
SASW array C34. The same factors might be the reason for the high divergence 
observed for the staGons away Gom the cavity. Unfortunately, a highly heterogeneous 
nature is charactensGc of lava deposits. It is expected that addiGonal tests would clarify 
some ambiguiGes. Due to the remote locaGon of the site, no addiGonal tests have been 
performed to date.
7) The staGons and cavity posiGons where posiGve idenGGcaGon occurred are 
compared to expectaGons presented in Table 7.8. Due to zero detecGon success, the 
comparison of results with theoreGcal expectaGons is not appUcable for array A. For the 
array C, none of the possible detecGon cases occurred for posiGon A, none for posiGon B, 
100% for posiGon C, and none for posiGon D.
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Las Vegas Valley Water District 
Site DescripGon
The Las Vegas Springs Preserve (LVSP) is a 73 hectare water well-Geld, located in a 
central part of Las Vegas, Nevada, that is currenGy under development as an interpreGve 
site. The cavity detecGon research conducted on this site was part of a large program of 
geophysical invesGgaGon that served two main goals: to aid in the design and 
development of the LVSP and to promote teaching and research in the use of geophysics 
for site invesGgaGons. A summary of the electncal and seismic tests performed at this 
site up to the year 2000 has been documented by Sundquist (2001). This thesis addresses 
only the cavity screening tests that were completed as a part of the project. The site plan 
with testing areas is shown on Fig. 7.16.
When Las Vegas was first developed, the LVSP served as a water source for the 
valley. The northern porGon of the site is covered by scaGered vegetaGon, including 
brush and trees. The south and central porGons of the site are more open and covered 
with grass and small brush. A large detenGon basin has been excavated on the east side 
of the site to coUect storm water.
The cavity detecGon tests at the site are summarized in Table 7.11.
The results are discussed for each array and are compared with knowledge obtained 
Gom other tests, soil excavaGon and drilling, and direct observaGons.
Fissure at Subsidence Bowl
The Subsidence Bowl (SB) site is located at the northern edge of the LVSP. As a 
result of water pumping acGvity, an extensive subsidence basin developed. The surface 
soils of the site are very loose and dry. Numerous Gssures had been observed in the area.
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which might be indicaGve of other underground anomalies. One of the largest Gssures 
Gom the SB site was chosen as the Gx:us of more detailed studies to establish the seismic 
signature of a Gssure. The Gssure is located near the east boundary of the SB. The soils 
at the surface consist primary of silts and sands and contain some gravel. The length of 
the surface exposure of the Gssure was 20 meters. Although the Gssure extends to within 
30 cm of the ground surface, a depth to the top of the Gssure of 1 m was used in 
calculaGons, since it represents an approximate center of gravity for the Gssure proGle. 
The verGcal extent was 2.8 m, and the Gssure cross-secGon narrowed with depth, as 
established by excavaGon after compleGon of seismic testing. The lower porGon of the 
Gssure was backGUed with loose soil (Sundquist and Luke, 2001).
Two parallel arrays, FI and F2, were tested across the Gssure approximately 1 m 
apart using a 2-channel signal analyzer and two geophones, Mark Products, with 4.5 
resonant Gequency, model L-4B. Array FI consisted of 0.5 meter offset, and 0.5 and 1 
meter spacings. Array F2 had 1 meter offset and 1 m spacing. A matching Gequency of 
20 Hz was chosen, based on the depth to the top of the deepest cavity proGle of 1 m, and 
a Rayleigh wave velocity for near surface soils of 200 m/sec, estimated Gom previous 
studies. The Gssure was located under staGon 11 for both arrays. StaGons 8,9,14,15, 
and 16 of array F2 were not tested due to access restricGons.
Array F3 was at the same locaGon as Array F2. Data were collected with a 12- 
channel Geometncs seismograph StrataVisor NX using 12 geophones with 4.5 Hz 
resonant Gequency. The geophones were placed at 1 meter spacings. Results for 
receiver spacings of 1,2, and 3 m were calculated for Gxed and moving source 
conGguraGons.
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A sledgehammer was used as the seismic source for all tests. The forward direction 
was deGned for the energy traveling northwest.
Cross secGons of the Gssure and receiver staGon locaGons for arrays FI, F2, and F3 
are shown in Fig. 7.17. The staGons where Gssure eGects are expected are shown in 
Table 7.12.
InterpretaGon of Data for Arrays FI, F2. and F3
The plot of DI for each staGon is presented in Fig. 7.18. The plot of DI with respect 
to Dn for different cavity posiGons is presented in Fig. 7.19. The quanGtaGve results for 
all arrays are summarized in Tables 7.13 and 7.14.
While a Gssure presents the same kind of stiffness contrast as a cavity, it does not 
contain a large air-Glled space, and it extends mainly in the verGcal direcGon. The cavity 
screening array over the known Gssure provided a good opportunity to invesGgate how 
the cavity detecGon method can be applied to detecGon of a cavity of unique geometry.
In addiGon, two different approaches were compared: data coUecGon using a signal 
analyzer, and mulG-channel data collecGon using a seismograph. The following is the 
summary of the trends observed.
1) For array FI the Gssure detecGon was not successful. False posiGves occurred 
for staGons 15 with low likelihood, and 9 and 2 with medium likelihood; 4,2, and 9 m 
away Gom the Gssure respecGvely.
2) For array F2 the Gssure detecGon was not successful either; the Gssure was 
indicated with low likelihood for staGon 10.5,0.5 m east Gom Gssure center. False 
posiGves occurred for staGons 5 and 16 with low likelihood; 6 and 5 m away Gom the 
Gssure respecGvely.
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3) For array F3, Gxed source, the Gssure was correctly indicated with high 
likelihood for staGon 6.5 at the exact Gssure locaGon. The Gssure was also indicated with 
medium and low likelihoods. No false posiGves occurred.
4) For array F3, moving source, was the Gssure was correcGy identiGed at staGon 
6 with medium likelihood. False posiGve occurred at staGon 3.5 with low likelihood; 3 m 
away Gom Gssure.
5) False posiGves observed in arrays FI, F2, and F3, moving source are 
considered to be unrelated to the Gssure tested. Indeed, false posiGve locaGons were not 
consistent, and the ofGet too large to be related to any unidentiGed extensions of the 
known Gssure.
6) A comparison of Gxed and moving source conGguraGons is applicable for 
array F3 only. The Gxed source was successful in Gssure detecGon with a high 
likelihood. The moving source was also successful but with medium likelihood and with 
a higher error rate.
7) The traces diverged at a large range of Gequencies, 30 to 80 Hz, which 
corresponded to Am.» between 2.2 to 6.7.
8) The phase velocity trend did not match expectaGons. The phase velocity 
increased in 20% of all cases.
9) The largest effect was found for Gssure posiGons C .
10) The most effecGve range of D« was between 1 and 2. The of 3 was found 
to be ineffecGve. The effect of the Gssure was found for both direcGons for staGon 6.3, 
moving source, cavity posiGon D. At this staGon no divergence appears, but both traces 
are shiGed down. This is similar to the effect observed in numencal data.
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11) The mulG-channel data performed best in this project, in comparison to two- 
channel data collection. The availability of different spacings afforded by mulG-channel 
data collection increased the resolution of the method and likelihood of posiGve cavity 
detecGon.
12) The staGons and cavity posiGons where posiGve identLGcaGon occurred are 
compared to the expectaGons presented in Table 7.12. For array FI the detecGon was 
unsuccessful. For array F2, none of the possible detecGon cases occurred for posiGon A, 
100% for posiGon B, none for posiGon C, and 100% for posiGon D. For the array F3, 
Gxed source, none of the possible detecGon cases occurred for posiGon A, none for 
posiGon B, 17% for posiGon C, and 50% for posiGon D. For the array F3, moving 
source, none of the possible detecGon cases occurred for posiGon A, none for posiGon B, 
33% for posiGon C, and none for posiGon D.
Edge of Fill Cavity Screening
The Edge of Fill (EOF) site is located in the north-central porGon of the LVSP. The 
near surface soils are composed mainly of unconsolidated Gil that was apparenGy 
collected Gom different parts of the LVSP. The fill consisted of silty clayey sands, with 
some Gagments of concrete and other rubble. Cavity screening was performed for 
StaGons 4 through 22, using a 4-meter receiver spacing and a 2-meter off%t. The target 
anomaly is a suspected small incipient sinkhole located between StaGons 12 and 18 (Fig. 
7.20). The potential sinkhole was hypothesized based on the surface expressions of a 
nearly circular set of surface Gssures. The spacing and offset were chosen to detect the 
hypotheGcal sinkhole, at the depth of 4 to 8 m, since the diameter of the ring of Gssures
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was about 8 m. A matching Gequency of 20 Hz was chosen, based on the estimated 
depth to the top of the deepest expected cavity of 4 m, and a Rayleigh wave velocity for 
near surGce soils o f200 m/sec, estimated Gom previous studies. The data were collected 
using a 2-channel signal analyzer, Stanford Research Systems, Model SR780, and two 
geophones, Mark Products, with 4.5 resonant Gequency, model L-4C. A sledgehammer 
was used as a seismic source. Table 7.15 shows stations were the sinkhole effect is 
expected based on the observation of the surface cracks.
Interpretation of the Data for Arrav EOF 
The plot of DI with respect to receiver stations is presented in Fig. 7.21. The 
quanGtaGve interpretaGons are summarized in Tables 7.16 and 7.17.
All posiGve detecGons on this plot are at low likelihood, and are considered false.
The quanGtaGve analysis did not indicate any anomaly, also. However, the fissures may 
have been indicated by both an increase and decrease in phase velocity, and a DI polarity 
change for staGons 8,10, and 18. The Gequency of divergence for traces was consistent 
at about 75 Hz, which corresponds to an anomaly located at an approximate depth of 0.8 
to 1 m. These results did not indicate a large void, rather, they were consistent with 
shallow Gssures, similar to the results found in the Subsidence Bowl area, array F3.
An electrical resisGvity survey was also performed at this site. There was no 
indicaGon Gom that data that the Gssures extended any deeper and are part of a sinkhole 
(Sundquist, 2001). Borings performed at this site did not encounter caviGes. The 
subsurface materials consisted of a layer of sand, down to the depth of 1 meter, underlain 
by poorly graded gravel and asphalt Gagments. Below this depth, the natural soils 
consisted of mainly clay and sand with some gravel.
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It was concluded that seismic test results correlate with the electrical resistivity 
survey results and the soil borings.
Discussion of the Experimental and 
Numerical Testing
The discussion of the proposed cavity detection algorithm and the results of testing 
calibrations of parameters introduced in Chapter 5 and comparison of the experimental 
and numerical studies are presented below. The results are discussed with respect to the 
following topics:
f  DetecGon Index
4 Comparison of fixed and moving source conGguraGons 
4 Phase velocity trend and comparison between numencal and experimental data 
4 Effect of cavity posiGon 
f  Normalized Maximum WavelengGi 
4 Normalized receiver spacing and staGon offset 
* Cavity effects on SASW test results 
4 Applicability of Impulse Response for cavity detecGon 
4 Other Factors
1) DgtecGon TWex - The DI was found to be a key indicator of cavity presence. 
The number of false detecGons increased with decrease in the likelihood of cavity 
presence. No false detecGons with a high likelihood occurred.
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2) q/yùrec/ aW  TMOvmg fowrce coTÿrgwaGow - Both approaches in
experimental and numerical studies produced similar results with 20% higher average DI 
values for the Gxed source conGguraGon. The reason for this increase is not clear. It is 
speculated that this effect might be attnbuted to the adverse inGuence of near-Geld effects 
in moving source arrays, as discussed previously. This could reduce the stability of the 
moving source conGguraGon, making the results more variable. The use of a lower- 
energy source may result in better quality data; however, this approach was not tested in 
this work. The availabihty of different spacings afforded by mulG-channel data enhances 
the resoluGon and rehabihty of the method. The maximum raGo of distance between 
source and near receiver spacing used in experimental studies was 22. Results at this 
distance were saGsfactory. The higher quality of results for Gxed source conGguraGon 
corroborates well with Gndings by Nazanan (1984) and Gucunski (1998), but poorly with 
Gndings by SÉnchez-Salinero (1987).
3) f/zofg trewf oW cofzÿWMO» Aetweg» m/mgnco/ aW  gapgri/Mgnta/
düta - A quanGtaGve estimaGon of the phase velocity trend is presented in Table 7.18.
The data in this thesis did not confirm expectaGons for phase velocity increase in the 
presence of caviGes. Indeed, larger percentages of decrease in phase velocity were found 
at some sites (e. g. WES project) and larger percentages of increase were found at others 
(e. g. EGTS project), with the prevailing trend toward decrease in phase velocity. The 
observaGon of changes in phase velocity due to caviGes was confirmed by SASW testing. 
For the Slate Lakes project, an SASW test over a cavity revealed GuctuaGons in phase 
velocity and a large amount of noise, however no reducGon in shear wave velocity due to 
the presence of a low stifGiess cavity was observed. The increase in phase velocity was
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observed in portions of the dispersion curve that corresponded to larger receiver spacings. 
This is similar to results found by Anderson et. al (1998), where voids were found to 
produce an anomalous slowing of seismic waves. These inconsistencies in phase velocity 
trend support results of numerical modeling performed by Gucunski et al. (1996) and Al- 
Shayea et al. (1994). The scattered waves have different phases with respect to the 
incident wave and their summation can result in either an increase or a decrease in the 
phase velocity.
4) - It was found that cavity effects appear most 
commonly when the cavity is located under the receiver closest to the source at PosiGon 
C or roughly centered between receivers at PosiGon D (Fig. 7.22). This observaGon held 
true for the numencal study and for all experimental arrays except the EGTS project, 
where cavity influence was strongest for cavity posiGons A and B. Large instances of 
posiGve detecGon for cavity posiGon D were unexpected. This might be explained by the 
non-symmetncal influence of the cavity locaGon or shape on the receiver pairs, even 
when the cavity is located between receivers. This suggests that cavity posiGons C and D 
might be combined in future data analyses.
5) Maxzmw/M IFovg/engrA - The was consistent in numencal
studies. The lack of variaGon in for numerical data implied that Gequency of 
divergence is independent of the source locaGon and receiver spacing. A summary of 
Anm for the different cases studied is presented in Table 7.17. Frequency of divergence 
was not consistent in experimental studies suggesting that for natural soil and real voids 
Am n will vary for constant testing parameters. However, general trends were observed. 
Although the Gequency of divergence was found not to be consistent, the might be
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useful to estimate general trends for the effective depth of Rayleigh waves affected by a 
cavity. It is concluded that An n varies between 1.4 and 1.8 in relatively homogeneous 
soil with a distinct void, such as the synthetic array or EGTS or the WES arrays.
However, it varies to a much larger degree, 1.4 to 4, in the presence of natural caviGes or 
Gssures, such as in the Slate Lakes or LVSP projects. This phenomenon is attnbuted to 
the existence of the overall higher degree of soil heterogeneity, for example a stress- 
relaxaGon zone that might be expressed as en ecAeZon facture Gelds, as seen the EGTS 
project Overall, Arv» values were smaller than expected. This might be explained by 
stress-relaxaGon zones around voids causing scattering to occur at higher Gequencies. 
Therefore, effects of the cavity appear at higher Gequencies than predicted by EquaGon 
3.8, resulting in a higher Gequency of divergence lower values of An,n. Therefore, the 
Gequency of divergence is not valuable indicator of cavity depth, since is highly 
inGuenced by local site condiGons that might be related to the cavity.
6) VbrmaZizgfZ Rgcgzver -  In the numencal and Geld studies presented in
this thesis, no spacing too small to register a cavity was encountered. The numencal and 
experimental data produced the maximum DI and the largest number of posiGve 
identiGcaGons for in the range of 0.5 to 2 (Fig. 7.22). Values of larger than 2.5 
were found not to be effecGve in cavity screening. WES project data are not considered 
in this analysis due to inadequate array length. Although not tested in this study, it is 
expected that receiver spacings less than 0.5 m would be highly affected by local soil 
heterogeneity and therefore are not likely to work well.
7) AaGoM (%^gr - The minimum offset used in this work for the experimental 
data was approximately equal to the cavity length along the testing array, except for the
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Slate Lakes project Wiere the of&et was half of the cavity length along the testing array. 
Smaller oGsets were found to produce larger amounts of data and therefore higher 
likelihood of posiGve cavity detecGon. Conversely, if the offset is too large, smaller 
caviGes might be missed.
8) cavzGgf o/z &457F fgff rgWA; - No cavity effects were observed in 
shear wave velocity proGles. The cavity affects on the SASW data were expressed in 
signiGcant scatter in dispersion curves caused by phase velocity GuctuaGons. The 
wavelength at which GuctuaGons in phase velocity occurred was correlated with the 
depth to the top of the cavity by using forward modeling. In addiGon, low values of 
coherence were also characterisGc of SASW datasets over caviGes. A loss of signal 
coherence over caviGes was also found by Müler and Steeples (1991) in their seismic 
reGecGon survey over caviGes in coal mines
9) Cavzty S'Aqpg - The sh^ze of the cavity was found to produce litGe effect on 
phase data, according to results Gom WES project. Nevertheless, this lack of effect 
might be explained by the small length of the arrays in that test. The lack of sensiGvity 
for the shape of the void correlates with observaGons made by Gucunski (1996). Also, 
surprisingly low success was found for the two-dimensional tube anomalies of caves and 
Gssures, compared to discrete three-dimensional barrels tested at EGTS and WES. This 
fact might indicate that anomaly size perpendicular to the array has litGe inGuence on the 
data. However, this low success may be correlated with higher degree of soil 
heterogeneity in the case of a natural tube anomaly as compared to the more uniform 
surroundings due to controlled condiGons of artiGcially placed barrels.
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10) nafwraZ qpg/zZngy - The apparent influence of stress-relaxaGon
zones was observed in Slate Lakes, LVSP, and EGTS datasets. Those factors combined 
with the rough and irregular nature of the surfaces of a natural opening increased the 
effective size of the detected anomaly, similar to results observed by Fajklewicz (1986) in 
a microgravity survey. They also negatively affected the results at the Slate Lakes and 
LVSP pmjects by introducing a large amount of noise into the data.
Recommendations to Design a Rapid 
Cavity Screening Array
Based on the results of numerical and experimental tests, the following procedure to 
design a rapid cavity screening array is proposed.
1) Prior to testing, any a prZorZ information about possible anomaly type, size, 
geometry, and depth, and geological conditions should be used to design rapid cavity 
screening arrays. Possible sources of this information might include direct observation of 
the ground or results of previous exploradons. Such infbrmadon can be used to posiGon 
arrays, and to choose proper spacing and ofket range. Existence of stress-relaxaGon 
zones around voids, parGcularly for caviGes in weathered bedrock, should be considered.
2) rgjGng rngfAocZ - mulG-channel array, Gxed source. The Gxed source
conGguraGon provides a clear advantage over the moving source by reducing testing time 
and increasing data density by permitting mulGple spacings.
3) CZzoZcg q/"rgcgZvgr jpocZng - The minimum pracGcal receiver spacing should be 
used. When cavity geometry is known approximately, the preferred range of between 
0.5 and 2 can be used to determine optimal receiver spacing. The maximum receiver
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spacing will be limited by the ability of the seismic source to deliver enough energy for 
all receivers. In this work, the maximum receiver spacing used was 4 m in mulG-channel 
data collection and 8 m in 2-channel data collection.
4) - The ideal approach would be to perform tests with the smallest
feasible offset. The smaller offset provides larger redundancy and improves cavity 
detection success. However, excessively small offsets are not pracGcal because they 
gready increase testing time. Therefore, the offset should be chosen based on the 
expected depth and size of the cavity array length and the available testing time. It is 
recommended that the offset be no larger than the expected minimum cavity width.
5) /Gray /gngtA ZzmztaGow - The only theoreGcal limitaGon for the array length is 
signal aGenuaGon. For the mulG-channel array, fixed source conGguraGon, the total 
length of the array will be governed by the number of channels between the Gxed source 
and the furthest receiver pair. The maximum distance between source and the furthest 
receiver in this work was 13 m, due to the limitaGon of the source energy. Based on 
expenence obtained Gom both cavity screening and SASW measurements, it is 
postulated that larger sources will be needed for intervals larger than 24 m. If a large area 
needs to be covered, continuous proGles can be generated by shifGng the Gnite array 
along the testing path.
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Table 7.1. EGTS project. Receiver pairs where barrel effects are expected
Array
name
Spacing
(m)
Station(:) at vdilch increase in 
phase velocity is indicated by 
negative DI
POS.D Station(s) at which increase in 
phase velocity is indicated by 
positive DI
Pos A Pos. B Pos. C Pos A Pos. B Pos.
C
EGL-
M
0.5 6.25 None 5.75 None 4.75 None 525
1 7.0 6.5 6.0 5.5 4 4.5 5.0
1.5 7.25,7.75 6.75 625 5.75,
5.5
3.75,3.25 425 4.75
2 8.0, 8.5 7.0, 7.5 6.5 6.0,
5.5,
5.0
3.0,2.5* 4.0, 3.5 4.5
EGL-
P
0.5 7.25 None 6.75 None 5.75 None 625
1 8.0 7.5 7.0 6.5 5 5.5 6.0
1,5 8.25, 8.75 7.75 7.25 6.25,
6.75
4.75,4.25 525 5.75
2 9*, 9.5* 8.0, 8.5 7.5 6.0,
6.5,
7.0
4.0, 3.5 5.0, 4.5 5.5
* These stations cannot be calculated due to limitation of the array length
Table 7.2a. EGTS project. Cavity location interpretations, Array EGL-M, Exed source.
Spacing
(m)
Interpreted cavity 
location 
(Sta.) [Actnai cavity 
is at Sta. 5.5]
D. Station affected Interpreted cavity 
location(s)
Low Medium High Low Medium High
0.5 4.8-6.3 0.5 6.3 6.3
1 4.0-7.0 1 ------- 6,7 ------- ------- 6.5 —
1.5 3.3-7.8 1.5 5.8, 6.8,
7.3
6.6
2 2.5-8.5 2 ------- 5.5, 7.5 ------- — 6.5 -------
Suntmaiy 6.5 62
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Table 7.2b. EGTS project. Cavity location interpretations. Array EGL-M, moving 
source
Spacing
(m)
Interpreted cavity 
location 
(Sta.) [Actual cavity 
is at Sta. 5.5]
2). Station affected Interpreted cavity 
location(s)
Low Medium High Low Medium High
0.5 4.S-6.3 0.5 6.3,
10.3
6.8 6.3,
10.3
6.8
1 4.0-7.0 1 7.5,4 9.5 7.5,
9.5,4
1.5 3.3-7.8 1.5 8.3, 
9.3, 8.8
9.0
2 2.5-8.5 2 8, 8.5 -- -- 8.3 -- --
Summary 6.8 --
Table 7.2c. EGTS project. Cavity location interpretations. Array EGL-P, Gxed source
Spacing Interpreted cavity 
location (Sta) 
[Actual cavity is at 
Sta. 6.5]
2). Station affected Interpreted cavity location(s)
Low Medium High Low Medium High
0.5 5.8-7.3 0.5 3.3,
7.8
5.3, 5.8 3.3, 7.8 5.5
1 5.0-8.0 1 5.5,6 2.5,5 5.8 2.5,5
1.5 43-8.8 1.5 4.8 5.3 -- 4.8 5.3 --
2 3.5-9.5 2 3,4,
4.5,6
3.8,6
Summary 2.5, 5.3 --
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Table 7.3a. EGTS project. Detailed results for array EGL-M for all DI larger than 1.
3
3 "
CD
CD■D
OQ.
C
ao3
"O
o
CDQ.
■D
CD
Source
conflg.
Spacing
(m)
Dn Average 
divergence 
area for 
array 
(HzRad)
Standard 
deviation 
for array 
(HzRad)
Cavity
position
Station
affected
DI Polarity of DI that 
corresponds to the 
increase in phase 
velocity
Phase
velocity
trend
Frequency
of
divergence
(Hz)
^m,n
Fixed
source
0.5 0.5 647 787 A 6.25 2.5 - decrease 30 5.3
1 1 846 755 C 6 1.5 - decrease 80 2.0
A 7 -1.9 - increase 30 5.3
1.5 1.5 994 703 D 5.75 1.2 N/A
B 6.75 -1.2 - increase 60 2.7
A 725 -1.3 - mcrease 80 2.0
2 2 800 902 D 5.5 1.6 N/A —
B 7.5 -1.4 - increase 40 4.0
Moving
source
0.5 0.5 247 187 A 625 1.1 - decrease 100 1.6
N/A 6.75 1.3 N/A ------- ------- —
N/A 1025 1.0 N/A — —
1 1 253 243 A 4 -1.2 + decrease 100 1.6
N/A 9.5 -1.4 N/A — —
D 7.5 -1.3 N/A — ...
1.5 1.5 400 444 N/A 825 1.3 N/A —
N/A 8.75 1.1 N/A ------- — —
N/A 9.25 1.2 N/A ------- — —
2 2 650 340 B 4.0 1 + increase 140 ^1.1
A 8.0 1.3 - decrease 40 4.0
N/A 8.5 12 N/A —
C / )
C / )
WÔ0
C D
■ D
O
Q.
C
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Table 7.3b. EGTS project. Detailed results for array EGL-P for all DI larger than 1.
3
3 "
CD
CD■D
OQ.C
ao
3
■D
O
CDQ.
Source
conflg.
Spacing
(m)
D. Average 
divergence area 
for array 
(Hz Rad)
Standard 
deviation for 
array (Hz Rad)
Cavity
position
Station
affected
DI Polarity of 
DIthat 
corresponds 
to the 
increase In 
phase 
velocity
Phase
velocity
trend
Frequency
of
divergence
(Hz)
7̂n,n
Fixed
source
0.5 0.5 374 356 A 5.75 -1.6 + decrease 30 5.3
N/A 3.25 1.1 N/A —- -- —
N/A 7.75 -1.3 N/A -- -- —
D 5.25 1.5 N/A -- -- —
1 1 600 610 C 6.0 -1.1 + decrease 80 2.0
B 5.5 1.3 + increase 70 2.3
N/A 2.5 1.4 N/A — -- —
A 5.0 1.6 + increase 70 2.3
1.5 1.5 562 647 B 5.25 2 + increase 30 5.3
A 4.75 1.2 + increase 3 b 5.3
2 2 725 523 B 4.5 1.1 + increase 50 3.5
D 6.0 1.1 N/A — --
N/A 3.0 -1.1 N/A — --
A 4.0 1.1 + increase 50 3.5
■D
CD
C / )
C / )
W
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Table 7.4. WES Project. Stations where barrel effect is expected, for all arrays.
Spacing
(m)
Station(s) at which increase in 
phase velocity is indicated by 
negative DI
Pos. D Station(s) at which increase in phase 
velocity is indicated by positive DI
Pos. A Pos. B Pos. C Pos. A Pos. B POS.C
0.6 3.9 None 3.25 2.6 1.3 None 1.95
12 4.55 3.9 3.25 2.6 0.65 1.3 1.95
2.4 None 4.55 3.9 325,2.6, 
1.95
None 0.65 1.3
Table 7.5. Cavity location interpretations
Spacing,
m
Interpreted cavity 
location 
(Sta.) [Actual cavity is 
at Sta. 2.6]
2). Station(s) affected Interpreted cavity 
location(s)
Low Medium High Low Medium High
Array SA
0.6 1.7-3.5 0.8 3.3 -- -- N/A N/A N/A
1.2 0.8-4.4 1.6 —- 1.3 -- N/A N/A N/A
2.4 -l*-6.2* 3.2 1.3 -- N/A N/A N/A
Array SL
0.6 1.7-3.5 0.8 -- 3.3 -- N/A N/A N/A
1.2 0.8-4.4 1.6 2,
3.3
N/A N/A N/A
2.4 -l*-6.2* 3.2 -- 1.3 -- N/A N/A N/A
Array DA
0.6 1.7-3.5 0.6 2,
2.6
N/A N/A N/A
1.2 0.8-4.4 12 2,
3.3
N/A N/A N/A
2.4 -l*-6.2* 2.4 1.3 -- N/A N/A N/A
Array DL
0.6 1.7-3.5 0.6 2,
3.9
N/A N/A N/A
1.2 0.8-4.4 1.2 1.3 -- "" N/A N/A N/A
2.4 -l*-6.2* 2.4 -- -- -- N/A N/A N/A
Stations that cannot be calculated due to array length limitations
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Table 7.6. WES project, detailed results for all DI larger than 1.
3
3 "
CD
CD■D
OQ.
C
ao3
"O
o
CDQ.
Array
names
Spacing
(m)
2). Average 
divergence 
area for array 
(HzRad)
Standard 
deviation for 
array 
(HzRad)
Cavity
position
Station
affected
DI Polarity of DI that 
corresponds to the 
increase in phase 
velocity
Phase
velocity
trend
Frequency of 
divergence 
(Hz)
SA 0.6 0.8 253 331 C 3.25 -1.6 + decrease 90 2.2
1.2 1.6 780 753 B 1.3 -1.4 - increase 80 2.5
2.4 3.2 264 231 C 1.3 1.3 - decrease 100 2.0
SL 0.6 0.8 303 360 C 3.25 -1.6 + decrease 110 1.8
1.2 1.6 492 610 C 3.25 -1.3 + decrease 90 2.2
C 1.95 1.2 - decrease 100 2.0
2.4 3.2 266 381 C 1.3 1.7 - decrease 90 2.2
DA 0.6 0.6 160 173 c 1.95 1.3 - decrease 120 1.3
D 2.6 1.1 N/A """ -- —
1.2 1.2 208 153 C 3.25 -1.1 + decrease 110 1.4
C L95 1.1 - decrease 100 1.5
2.4 2.4 190 137 C 1.3 1.1 - decrease 120 1.3
DL 0.6 0.6 81 48 N/A 3.9 -1.1 N/A decrease 120 1.3
C L95 1.1 - decrease 100 1.5
1.2 1.2 242 204 B 1.3 1.1 - decrease 110 1.4
2.4 2.4 443 162 N/A N/A N/A N/A -- —
■D
CD
C / )
C / )
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Table 7.7. Slate Lakes Project. Summary for SASW tests.
Array
name
Depth to the cave 
(m)
Wavelength 
where 
fluctuations 
appear (Hz)
Effective depth to 
the cave using Eqn. 
3.9 (m)
Rayleigh wave phase 
velocity at the 10 m 
wavelength (m/s)
A50 4 10-12 3^ 1100
C50 7 16-24 5.3-8 850'
A32 ------- — 550
C34 ------- ------- — 750'
Highest phase velocity was used
Table 7.8. Slate Lakes Project. Stations where cave effect is expected
Array name Station(s) at which increase in 
phase velocity Is indicated by 
negative DI
Pos.
D
Station(s) at which increase in 
phase velocity is indicated by 
positive DI
Pos. A Pos. B Pos. C Pos. A Pos. B Pos. C
A None 59 56 53,
50,
47
None 41 44
C 62 58 54 50,
46
34 38 42
Table 7.9a. Slate Lakes project. Cavity location interpretations for array A 
Soacine Internreted cavitv location i>„ Stationtsl affected Internetp g p e y
(Sta.) [Actual cavity is at 
Sta. 45-55]
D. ( ) preted cavity 
location(s)
Low Medium High Low Medium High
6 36-64 1.5 62 38 -- 62 38 --
Summary 38 --
Table 7.9b. Slate Lakes project. Cavity location interpretations for array C
Spacing Interpreted cavity 
location 
(Sta.) [Actual cavity is at 
Sta. 44-55]
Station(s) affected Interpreted cavity 
location(s)
Low Medium High Low Medinm High
8 32-67 1.1 54,
42
54,42
Summary --
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Table 7.10. Slate Lakes project. Detailed results for all DI larger than 1.
Array
name
Spacing
(m)
2). Average area of 
divergence for 
array 
(Hz Rad)
Standard 
deviation for 
array (Hz Rad)
Cavity
position
Station
affected
DI Polarity of 
DI that 
corresponds 
to the 
Increase in 
phase 
velocity
Phase
velocity
trend
Frequency
of
divergence
(Hz)
A 6 1.5 1142 881 N/A 38 1.5 N/A — ------- —
N/A 62 1 N/A — ------- —
C 8 1.1 1356 779 C 54 -1 - increase 40 1.7
C 42 1.3 + mcrease 40 1.7
CD■D
OQ.
C
a
o3
"O
o
CDQ.
■D
CD
C / )
C / )
Table 7.11. LVSP project. List of Cavity Detection Arrays
Array Test type Location Testing parameters
spacing/offset, m
Date
EOF CS* Edge of Fill 4 /2 July 02,1999
FI cs* Subsidence Bowl 0.5/0.5, 1 /0.5 June 30,2000
F2 CS* Subsidence Bowl 1/1 June 30,2000
F3 css** Subsidence Bowl 1/1,2/1,3 /1 June 30,2000
♦Cavity screening with a dynamic signal analyzer. 
♦♦Cavity screening with a seismograph.
4kLk)
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Table 7.12. LVSP project. Stations where cavity eSect is expected
Arrays Spacing
(m)
Station(s) at which increase in 
phase velocity is indicated by 
negative DI
Pos.
D
Station(s) at which increase in 
phase vdocity is indicated by 
positive DI
Pos. A Pos. B POS.C Pos. A Pos. B Pos. C
FI 1 None 10 None 11 None 12 None
F2 1 None 10 None 11 13 None 12
F3 1 4.5 5.5 None 6.5 8.5 7.5 None
2 4 5 6 None 9 8 7
3 2.5 3.5 4.5, 5.5 6.5 10.5 9.5 8.5, 7.5
Table 7.13. LVSP project. Cavity location interpretations
Spacing Interpreted cavity location 
(Sta.) Actual cavity is 
located at Sta. 11 for 
Arrays FI and F2 and Sta. 
6.5 for Array F3
2). Station(s) affected Interpreted cavity 
iocation(s)
Low Medium High Low Medium High
Array FI
1 9.5-12.5 1 15 2,9 ------- 15 2,9 -------
Summary 2,9 -------
Array F2
2 9.5-12.5 1 5, 
10.0, 
11, 16
5,
10.5,
16
Summary ------- -------
Array F3, Fixed Source
1 5-8.0 1 6.5 ------- ------- 6.5
2 3.5-9.5 2 — 6 — ------- 6
3 2-11 3 8.5 ------- — 8.5 — -
Summary 6 6.5
Array F3, Moving Source
1 5-8.0 1 ------- 3.5 — — 3.5 -------
2 3.5-9.5 2 ------- 6 — 6 -------
3 2-11 3 4.5 — — 4.5 -------
Summary 3.5,6 -------
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Table 7.14. LVSP Project. Detailed results for fissure at Subsidence Bowl for all DI larger than 1.
3.
3 "
CD
CD■D
OQ.C
a
o
3
■D
O
Array
name
Spacing
(m)
D. Average
divergence
area for 
array 
(Hz-Rad)
Standard
deviation 
for array 
(Hz-Rad)
Cavity
position
Station
affected
DI Polarity of DI 
that
corresponds to 
increase in
phase velocity
Phase
velocity
trend
Frequency of 
divergence (Hz)
m̂,n
FI 1 1 578 469 N/A 9 -1.6 + 80 2.5
N/A 15 1.1 N/A ------- —
N/A 2.0 -1.6 N/A — —
F2 Î 1 901 672 N/A 5.0 -1.1 N/A —
B ,10.0 1.0 increase 30 6.7
D 11.0 1.2 N/A — —
N/A 16.0 -1.0 N/A —
F3,
fixed
source
1 1 727 892 D 6.5 -2.0 N/A — —
2 2 708 1050 C 6 -1.9 decrease 30 6.7
3 3 802 549 C 8.5 1.2 N/A “““
F3,
moving
source
1 1 709 507 N/A 3.5 1.6 N/A """
2 2 944 818 C 6 -1.5 + decrease 40 5
3 3 318 278 C 4.5 -1.2 + decrease 80 2.5
CDÛ.
■D
CD
C / )
C / )
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Table 7.15. LVSP project, array EOF. Cavity location inteipretations
Spacing Actual cavity location Station(s) affected Interpreted cavity location(s)
Low Medium High Low Medium High
4 None 8,14, 18 “““ -- 8, 14,18 —
Summary -- --
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Table 7.16. LVSP Project. Results for Array EOF
Spacing
(m)
D. Average 
divergence area 
for array 
(Hz-Rad)
Standard 
deviation for 
array (Hz-Rad)
Cavity
position
Station
affected
DI Polarity if D I that 
corresponds to the 
increase in phase 
velocity
Phase
velocity
trend
Frequency of 
divergence 
(Hz)
7-m.n
4 N/A 789 543 N/A 8.0 1.0 N/A —
N/A 14.0 1.1 N/A ------- —
N/A 18.0 1.1 N/A ------- —
3
3 "
CD
CD■D
O
Q.
C
aO
3
■D
O
Table 7.17. Summary of
Project name m̂,n
Synthetic Studies 1.8
WES 1.7-2
EGTS 1.4-1.7
Slate Lakes 1.4-4
Fissure at SB 2.5-4
CD
Q.
■D
CD
C / )
C / )
Table 7.18. Analysis of phase velocity trend for all datasets.
Phase velocity trend Number of occurrences
Numerical Data Experimental Data
Increase 6 14
Decrease 10 24
4k-4
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Figure 7.1. Engmeering Geophysics Test She plan drawn by Rob Davies and modified 
by author.
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Figure 7.2. Engineering Geophysics Test Site cavity screening. Profile views of (a) array 
EGL-M, over metal barrel, and (b) array EGL-P, over plastic barrel.
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Figure 7.3. EGTS project. Plot of DI for all stations, (a) Array EGL-M Exed source, (b) 
array EGL-M moving source, (c) EGL-P 6xed source. The barrel location is marked by 
dashed vertical lines. Threshold values of DI are marked by horizontal lines.
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Figure 7.5. Site plan of the U.S. Army Corps of Engineers Waterways Experiment 
Station Geophysics Test Site and locations of seismic arrays and barrels (From Luke & 
Tsarev, 2000).
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Figure 7.6. WES site. Testing geometry over barrels for Arrays SL and DL.
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Figure 7.7. WES project. Receiver locations for diGerent stations and diGerent spacings. 
The barrel is located under Sta. 2.60.
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indicates negative DI, yellow -positive DL Barrel is located under station 2.6.
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Figure 7.10. WES project. DI with respect to station numbers for ail arrays. The cavity 
location is shown by vertical dashed lines, horizontal dashed lines indicate threshold 
values of DI.
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Figure 7.14. Slate Lakes project. Plot of DI for ail stations. The cavity location is marked 
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CHAPTERS
CONCLUSIONS AND RECOMMENDATIONS 
Research has been conducted to develop a rapid cavity screening method using 
seismic waves. A method was developed based on a simple, fast, and automated 
algorithm, to perform analysis of cavity detection data automatically, based on 
parameters derived hom synthetic and actual data. The method was tested through 
numerical modeling and full scale field testing. Testing parameters were introduced and 
calibrated based on test results. Results indicate that the method has a strong potential to 
become a reliable tool for cavity detection. This chapter presents conclusions of the 
research, and recommendations for future development.
Evaluation of the Hypotheses 
Regarding the hypotheses advanced in this research:
$ TTze a covrfy cmtygg on mcrefwe m ve/ocr(y - The hypothesis
was not conGrmed. The cavities were indicated by either an increase or decrease in 
phase velocity.
4 wavg/engiA at traggj  ̂(fivgrgg if ggwoZ to thrgg timgf fAe depth to cavity 
-  The hypothesis was not conGrmed. The effects were not consistent at experiments, 
even though the results were consistent in the numerical study
169
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* TTzg maxi/MWTM dfftamce the cavity can he detected if egifai to 7.J receiver fpacing 
-  The hypothesis was confirmed. No cavity detection occurred at distances larger 
than 1.5 times the receiver spacing. Very little influence of the cavity was observed 
at these distances.
* The cavity prodwcef the maxi/Mwm e ^ c t  when located ander the receiver neareft 
to the foarce - This hypothesis was conGrmed. The largest number of posiGve cavity 
detecGons occurred at cavity posiGons C and D as deGned in Fig. 5.4.
4 vdppiicahi/ity q/^Thpa/fe .Refponfe anaiyfif ̂ r  cavity detection -This hypothesis 
was not conGrmed. In the study performed in this thesis it was not possible to 
distinguish the cavity Gom the Gee-Geld condiGons. However, different wave groups 
were observed that might be related to the cavity effect. Thus, this method, as 
currenGy understood, was found to be impracGcal for implementaGon in the rapid 
cavity detecGon algonthm.
Optimum Test Parameters 
The best results were obtained for mulG-channel data collecGon, using fixed source 
conGguraGon and smallest pracGcal offset. This proved to be the most reliable and 
fastest approach. Variable distances between source and receiver pair did not adversely 
affect results. PosiGve detecGon can be expected to occur when the cavity is located 
under the receiver nearest to the seismic source.
The key parameters used to perform rapid cavity screening included DetecGon Index 
(DI), normalized receiver spacing (D^), and normalized maximum wavelength (/L.w).
The magnitude of DI is correlated with the likelihood of cavity existence. In the
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experimental datasets, the detections that occurred with high likelihood were correct in 
all cases. In no case was a known cavity missed. Some false posiGves occurred, but 
only at low and medium likelihood. The can be used to estimate the optimum receiver 
spacing for a given depth to the top of cavity. Values of D, between 0.5 to 2 are 
recommended. It was found that is highly variable in real soil condiGons, which 
makes it unsuitable for cavity depth determinaGon. However, the typical ranges of 
were introduced for two cases: 1.4 to 1.8 for a distinct void in relaGvely homogeneous 
soil and 1.4 to 4 for a naGve cave or Gssure in heterogeneous soil.
Reliability of the Method 
The method is expected to be most successful in relaGvely homogeneous soils 
containing a distinct inclusion whose sGfhess contrasts sharply with its surroundings. 
Less success is expected in sites with a high degree of soil heterogeneity. To improve 
cavity detecGon at such sites, it is recommended that smaller offsets and a larger number 
or longer arrays are used to increase data redundancy.
The results will be conservaGve, that is, false identificaGons with low and medium 
likelihood can be expected to occur. DetecGons with high likelihood can be considered 
nearly always accurate, while detecGons with low likelihood are unreliable.
RecommendaGons for Future Research 
One possible approach for improvement of the data interpretaGon process for cavity 
screening would be advanced computer modeling of seismic wave propagaGon, which 
will incorporate more realisGc soil behavior, for example the existence of different
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stifhess soil layers, shallow water table, small inclusions common in some soil types 
(scattered boulders or small Gssures that are too small to be of practical concern), 
attenuation of seismic waves, and stress-relaxaGon zones around voids. Computer 
modeling would help to better understand seismic wave propagaGon in laterally and 
verGcally heterogeneous media, and wave scattering in the presence of large voids.
A more broad and precise calibraGon process than that performed in this thesis might 
be useful to improve the method. PerturbaGons in the following anomaly and array 
parameters should be invesGgated using numerical modeling and, if pracGcally possible, 
experimental study.
4 Cavity jAqpe, dept/z, oW .yize
* Thc/offon co/ztentf (air, _̂ wid̂  foiicP
* Difiancg heiween fozzrce awi receivers
It is also proposed to test the use of smaller seismic energy in the moving source 
conGguraGon. Smaller-energy seismic sources are expected to produce better results in 
the moving source conGguraGon due to lessened near-Geld effects.
Improvements in equipment may lead to more efGcient data collecGon techniques.
For example, a moving array can be developed to provide continuous proGling, which 
would be parGcularly valuable in roadway construcGon. An array of geophones might be 
towed behind a truck simultaneous with data collecGon. The seismic source could uGlize 
the truck itself and an addiGonal seismic source at the other end of the array. One of the 
obstacles to overcome includes removal of the noise produced by the moGon of the 
geophones themselves.
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The r^ id  cavity screening approach might be used to screen large areas for deeper 
caviGes by using natural microtremors as a seismic source and geophones with low 
resonant Gequency. Passive seismic sources such as highway traffic may also be 
explored.
The rapid cavity screening can be enhanced by performing SASW calculaGons on the 
same data set as used for the mulG-channel cavity screening. The SASW calculaGons 
may provide an average Rayleigh phase velocity at shallow depth and reveal the 
existence of stifGiess contrast layers. The degree of heterogeneity of the site might be 
estimated Gom the quality of SASW data.
The limitaGons of the Short Time Fourier Transform (STFT) can be overcome by 
using more advanced analysis methods, such as the Wigner distribuGon or wavelet 
transforms. Wavelet analysis permits better interpretaGon of the non-staGonary signals, 
and can reveal more clues for the cavity presence. Such detailed infbrmaGon can allow 
more confident interpretaGon of results, and can lead to more efGcient algorithms when 
combined with the rapid screeiGng test.
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Space", EazY/zqzzzzAg Ezzgzzzggrzzzg zzzzz/Ŝ frzzcrzzroZ Dyzzazzzzcr, Vol. 11, 313-335.
Dzewonski, A., S. Block, M. Landisman, 1969, "A Techmque for the Analysis of
Transient Seismic Signals", RzzZ/gfzzz q/̂ rZzg Slgzfzzzo/ogzcaZ S'oczgfy q/̂ yf/zzgrzca, Vol. 59, 
427-444.
Fajklewicz, Z., 1986, "Origin of the Anomalies of Gravity and its VerGcal Gradient Over 
CaviGes in BntGe Rock", Ggqp/^fzco/ Proapggrzzzg, Vol. 34(8), 1233-1254.
France, S., B. Macklin, 1991, "Making A Simple Radio-LocaGon Device", Covgf a/zzZ 
Covzzzg Vol. 52,7-11.
Frohlish, B., W. J. Lancaster, 1986, "ElectromagneGc Surveying in Current Middle 
Eastern Archaeology: ApplicaGon and EvaluaGon", GgqpZryfzcf, Vol. 51(7), 1414- 
1425.
Ganji, V., N. Gucunski, A. Maher, 1997, "DetecGon of Underground Obstacles by SASW 
Method -  Numerical Aspects", JozzrzzzzZ q/^Ggoigc/zzzzca/ zzzzzZ GgogzzvzrozzzzzgzzW 
Ezzgzzzggrzzzg, Vol. 123(3), 212-219.
Gazetas, G., 1982, VibraGonal CharactensGcs of Soil Deposits with Variable Wave 
Velocity, ThrgrzzotzozzaZ Jbzzr/zaZVzzzzzgrzcoZ .̂ zzzZ ŷ zzaZytzczz/ Afgt/zozG zzz 
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APPENDIX A
This Appendix contains the mulG-channel, unprocessed cavity detecGon data in time 
domain for the following projects:
$ Numerical simulaGon, array SYN. To compare the Gxed source data with moving 
source data, where the offset of 1 meter is forced due to testing conGguraGon, the 
constant ofket of 1 meter is used to present phase Gequency data.
4 Engineering Geophysics Test Site project, arrays EGL-M and EGL-P 
4 Las Vegas Water District project, array F3
Where it is indicated the data was normalized with respect to time, the normalizaGon 
was performed by dividing time amplitudes for each receiver spicing by the maximum 
amplitude for that trace.
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Figure A.I. Numerical simulations, Cavity Screening array SYN.
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Figure A.l (cont). Numerical simulations. Cavity Screening array SYN.
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Figure A.1 (cont). Numerical simulations. Cavity Screening array SYN.
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Figure A.l (cont). Numerical simulations, Cavity Screening array SYN.
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Figure A.1 (cont). Numerical simulations, Cavity Screening array SYN.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
186
Source located at 17.5 m
40^
(T
0.020.015 0 0 30 0.005 0.01
Source located at 18.5 m
0 0.005 0.01 0.015 0.02 0.025 0 03
Source located at 19.5 m
0
1 0:
I
16
i
1
0.015 0020.01 0 0 30 0.005
Time, sec
Figure A.l (cont). Numerical simulations, Cavity Screening array SYN.
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Figure A.l (cont). Numerical simulations, Cavity Screening array SYN.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
188
Source located at 23.5 m
0 0.005 0.01 0.015 0.02 0.025 0.03
Source located at 24.5 m
0.005 0.01 0.015 0.02 0.025 0.03
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Figure A.2. Synthetic data, array SYN. Solid lines indicate "forward" measurements, 
dashed lines indicate "reverse" measurements. Cavity is located under station 10.5.
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Figure A.2 (cont.). Synthetic data, array SYN. Solid lines indicate "forward" 
measurements, dashed lines indicate "reverse" measurements. Cavity is located under 
station 10.5.
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Figiire A.2 (cont.). Synthetic data, array SYN. Solid lines indicate "forward" 
measurements, dashed lines indicate "reverse" measurements. Cavity is located under 
station 10.5.
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Figure A.2 (cont.). Synthetic data, array SYN. Solid lines indicate "forward" 
measurements, dashed lines indicate "reverse" measurements. Cavity is located under 
station 10.5.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
193
10
8
6
4
2
0
100 200 300 400 500 600 700 800 900 1000
10
8
6
4
2
0
300ICO 200 4000 500 600 700 800 900 1000
2P=%'
100 200 300 400 500 600 700 800 900 1000
Figure A.3. EGTS project. Array EGL-M. Data are normalized with respect to time.
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Figure A.3 (cont). EGTS project. Array EGL-M. Data are normalized with respect to 
time.
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Figure A.3 (cont). EGTS project. Array EGL-M. Data are normalized with respect to 
time.
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Figure A.3 (cont). EGTS project, Array EGL-M. Data are normalized with respect to 
time.
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Figure A.3 (cont). EGTS project, Array EGL-M. Data are normalized with respect to 
time.
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Figure A.3 (cont). EGTS project. Array EGL-M. Data are normalized with respect to 
time.
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Figure A.3 (cont). EGTS project. Array EGL-M. Data are normalized with respect to 
time.
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Figure A.3 (cont). EGTS project. Array EGL-M. Data are normalized with respect to 
time.
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Figure A.3 (cont). EGTS project. Array EGL-P. Data are normalized with respect to 
time.
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Figure A.4. EGTS project. Array EGL-M. Solid lines indicate "forward" 
measurements, dashed lines indicate "reverse" measurements. Barrel is located under 
station 5.5.
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Figure A.4 (cont). EGTS project. Solid lines indicate 'forward" measurements, dashed 
lines indicate "reverse" measurements. Barrel is located under station 5.5.
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Figure A.4 (cont). EGTS project. Solid lines indicate "forward" measurements, dashed 
lines indicate "reverse" measurements. Barrel is located under station 5.5.
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Figure A.4 (cont). EGTS project. Solid lines indicate "forward" measurements, dashed 
lines indicate "reverse" measurements. Barrel is located under station 5.5.
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Figure A.5. LVSP project, Cavity Screening array F3. Data are normalized with respect 
to time.
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Figure A.5 (cont). LVSP project. Cavity Screening array F3. Data are normalized with 
respect to time.
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Figure A.5 (cont). LVSP project. Cavity Screening array F3. Data are normalized with 
respect to time.
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Figure A.5 (cont). LVSP project, Cavity Screening array F3. Data are normalized with 
respect to time.
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Figure A.5 (cont). LVSP project. Cavity Screening array F3. Data are normalized with 
respect to time.
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Figure A.6 (cont). LVSP project. Solid lines indicate "forward" measurements, dashed 
lines indicate "reverse" measurements. The Gssure is located under Sta. 6.5.
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Figure A.6 (cont). LVSP project. Solid lines indicate "forward" measurements, dashed 
lines indicate "reverse" measurements. The fissure is located tmder Sta. 6.5.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
APPENDIX B
This Appendix contains the raw, unprocessed data used for cavity screening projects 
and SASW tests, performed for this thesis. No time histories where saved during field 
testing for these projects. This appendix includes data for the following projects:
# Slate Lakes, SASW arrays A32, A50, C34, and C50
# Slate Lakes, cavity screening arrays A and C
# Las V egas Water District, arrays F1, and F2
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Figure B.l. Slate Lakes project, SASW Array A32. Solid lines represent forward 
direction and dashed lines represent reverse direction. Wrapped phase data is presented 
in the left column, coherence function in the right column.
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Figure B.l (cont). Slate Lakes project, SASW array A50. Solid lines represent forward 
direction and dashed lines represent reverse direction. Wrapped phase data is presented 
in the left column, coherence function in the right column.
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Figure B.l (cont). Slate Lakes project, SASW array C34. Solid lines represent forward 
direction and dashed lines represent reverse direction. Wrapped phase data is presented 
in the left column, coherence function in the right column.
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Figure B.l (cont). Slate Lakes project, SASW array C50. Solid lines represent forward 
direction and dashed lines represent reverse direction. Wrapped phase data is presented 
in the left column, coherence function in the right column.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
218
A rray A
ir
i m
J r
1—
a:
1 1
yj.......-................. . ..
a
atrÎE U
“TTrr
N
T ] TAT j ~
0
. K
Sta~99~7[]x3k; K
V
l A -  \
IH K
j‘. T
uA
0 50 100 150 200
Frequency
1-U
7̂ r f.! f ÎJ
r* w j^ r
U  X  ' /  lA i
1----
I '  V
"T r?^
T-y-
-I rvp"-n ?
/ i
r̂ -TTT r
. !i i(' ,  ̂ I
V FTF
- • T̂T ~rs "
'A
0 50 100 150 200
Frequency
Figure B.2. Slate Lakes project, cavity screening array A. Solid lines represent forward 
direction and dashed lines represent reverse direction. Wrapped phase data is presented 
in the left column, coherence ftmction in the right column.
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Figure B.2 (cont). Slate Lakes project, cavity screening array C. Solid lines represent 
forward direction and dashed lines represent reverse direction. Wrapped phase data is 
presented in the left column, coherence ftmction in the right column.
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Figure B.3. Slate Lakes project cavity detection. Solid lines indicate "forward" 
measurements, dashed lines indicate "reverse" measurements. The cavity is located 
under Sta. 50.
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Figure B.4. LVSP project. Array FI. Solid lines represent forward direction and dashed 
lines represent reverse direction. Wrapped phase data is presented in the left column, 
coherence function in the right column.
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Figure B.4 (cont). Las Vegas Water District project. Array FI. Solid lines represent 
forward direction and dashed lines represent reverse direction. Wrapped phase data is 
presented in the left column, coherence function in the right column.
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Figure B.5. LVSP project, array F2. Solid lines represent forward direction and dashed 
lines represent reverse direction. Wrapped phase data is presented in the left column, 
coherence function in the right column.
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Figure B.5 (cont.). LVSP project, Array F2. Solid lines represent forward direction and 
dashed lines represent reverse direction. Wrapped phase data is presented in the left 
column, coherence function in the right column.
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Figure B.6. LVSP project, array FI, 1 m spacing. Solid lines indicate "forward" 
measurements, dashed lines indicate "reverse" measurements. The fissure is located 
under Sta. 11.
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Figure B.6 (cont). LVSP project array F 2 ,1 m spacing. Solid lines indicate "forward' 
measurements, dashed lines indicate "reverse" measurements. The Gssure is located 
under Sta. 11.
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Figure B.6 (cont.). LVSP prefect array F3, 3 m spacing. Solid lines indicate "forward' 
measurements, dashed lines indicate "reverse" measurements. The Assure is located 
under Sta. 6.5.
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Figure B.7. LVSP, Array EOF. Solid lines represent forward direction and dashed lines 
represent reverse direction. Wrapped phase data is presented in the leA column, 
coherence function in the right column.
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Figure B.8. LVSP project array EOF. Solid lines indicate "forward" measurements, 
dashed lines indicate "reverse" measurements. Sinkhole is suspected between Sta. 18 and 
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Figure B.9. WES site. Unwrapped phase data for arrays SL and SA, at three difkrent 
spacings. Solid lines represent "forward" measurements and dashed lines represent 
"reverse" measurements. Positions (A-G) are illustrated in Fig. 6.2. Depth to barrel is 
0.76 m. Barrel is located under station D.
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Figure B.9 (cont). WES site. Unwrapped phase data for arrays DA and DL, at three 
different spacings. Solid lines represent "forward" measurements and dashed lines 
represent "reverse" measurements. Positions (A-G) are illustrated in Fig. 6.2. Depth to 
the barrel is 1 m. Barrel is located under station D.
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