Proof. Since P(Ak) á p(\Ak\), it follows that p{A) è [p{\ Ak \)]m = «*, which proves our first assertion. To prove convergence of the a>& we define the multiplicative matrix norm N{A) = max (23 I <*« I ) > and use the general results [3] Note. In general the wA do not decrease monotonically to p{A). However, Lemma 1 can be used to obtain decreasing subsequences such as coi, w2, co4, cos, • • • • If A is irreducible, it is known [6] that «i = p{A ) if and only if A = e'*D\ A \D~l, where D is a diagonal matrix whose diagonal entries have modulus unity. If A is of this special form, then u>i = ak (k = 1, 2, • • • ). Furthermore, if we know all the co* are equal, Lemma 2 tells us that p(A) has their common value. It is natural to ask what happens in case coy = co* for some j and k. Since | Am | > 0, if we apply Theorem 1 to Am, we may conclude that p(Am) = Pi\Am\).
Hence, p{A ) = um. Conversely, suppose p{A ) = com. By Lemma 1, com ^ co™ and, by Lemma 2, «r« è p(A). Consequently, com = co™.
Theorem 1 remains true if we replace the assumption "A has only nonzero entries" by the slightly weaker condition "for some r neither the rth row nor the rth column of A has zero entries and | A |m > 0." Theorem 2 can be modified analogously. However, the following example shows that in general it is not possible to relax the assumption of Theorem 1 that A is a matrix with only nonzero entries to "A is irreducible." This relaxation is possible in the Perron-Frobenius theory [6] and one is tempted to try it here. Let A = 0 1 0" -1 0 1 0 1 0 Then A is irreducible but p{A) = 0 and coi = co2 = y/2.
In Theorem 2 we proved that the condition co,-= co* , where i < k, i \ k, and | A* | > 0, is sufficient to ensure p(A) = co<. One would like to eliminate the requirement i | k; however, examples have been constructed showing that, in general, this is not possible.
The following example shows that in some cases a rough estimate for co2 is a better bound for p(A) than cox itself. Let Since e is a multiplicative norm we have p(A) g «(A). The following result gives the condition for equality. The following alternate proof of Lemma 3 is due to Alston Householder. The Frobenius norm is the square root of the sum of the squares of the singular values of A, and the largest singular value alone is greater than or equal to the spectral radius. Hence, for equality, the others must be zero implying A*A is of rank 1. Therefore A is also of rank 1 and hence of the form ab* where a and b are column vectors. But the only non-null root of ab* is b*a. From [t(ab*)]2 = a*ab*b = \b a | , we conclude a and b are linearly dependent, from which the result follows.
Ideally, one would wish to develop bounds for p(A ) which depend on e(A ) and some measure of the departure of A from the special form of Lemma 3. One approach is to minimize the Frobenius norm of matrices which are similar to A. Hence, the bound given by Theorem 3 must be greater than or equal to 23"-i I X< |2. We will now consider bounds which in some cases are actually less than 23 ÍU | X¿ |2. Let tr A be the trace of A. The bound of Theorem 3 is 11.9 and, using this bound, we obtain from Theorem
