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ABSTRACT
The increasing complexity of space operations and the inclusion of intemrganizafional and
international groups in the planning and conurol of space missions lead to nxluiremmts for greater
mmmunicafion, coordination, and cooperation among mission schedule_. These sd_ulers must
jointly all_ scarce slmred resources among lhe various operational and mission oriented activi-
ties while adhering to all mnmaims. This w,hedulin8 envimmnent is mmplicated by such factors
as the presence of varying perspectives and mnflictin8 objectives among the schedulers, the need
for different schedulers to work in parallel, and limited communication among schedulers.
Smooth interaction among schedulers requires the use of protocols that govern such issues as
resource sharing, authority to update the schedule, and communication of updates. This paper
addresses the development and characteristics of such protocols and their use in a distributed
scheduling environment that incorporates computer-aided scheduling tools. An example problem
is drawn frem the domain of space shuttle mission planning.
16-2
INTRODUCTION
Scheduling is the process of assigning resources and times to each activity of a plan (or plans)
while ensuring that each constraint is obeyed. Optimization criteria can determine the relative
desirability of two alternate schedules. Although scheduling problems are often simple m visual-
ize and express, scheduling is an NP-complete problem, so attempts to apply mathematical pro-
gramming to scheduling have met with very limited success [2, 6]. In fact, programming
approaches have been limited to very narrow problem domains, especially that of the job-shop, in
which jobs must be assigned to various machines.
This paper focuses on the class of scheduling problem in which:
1. activities have precedence relatiomhips (one activity must not begin until anofl_r activity
has completed);
2. resources are limited;
3. objectives or optimization criteria exist that may be used to rank competing schedules; and
4. the time frame in which to complete all activities (or as many activities as possible) is
limited.
This class of problem differs from the job-shop problem domain in that a job-shop problem
assumes an infinite time line in which all activities may complete. In a job-shop problem, all
activities are scheduled regardless of the total lime required. In contrast, in this paper resources
may be over-subscribed, so that even the optimum schedule might not accommodate all desired
activities within the time limitations. Thus, provision must be made for selecting between compet-
ing activities (or sets of related activities) where insumcient time exists for the completion of all
activities.
To assist users in developing viable schedules, NASA has developed COMPASS (COMPuter
Aided Scheduling System) [3], a computer-based tool that intemctively schedules activities in a
user-specifiedorder. COMPASS provides graphical tools for displaying activities, resource avail-
ability, and schedules. An activity defined in COMPASS may have precedence requirements and
require resources. Activity attributes supported by COMPASS include priority, required
resources, duration, earliest permissible start time, latest permissible end time, and state condi-
tions. COMPASS has enjoyed widespread acceptance and use within NASA and the contractor
community.
NASA has recently proposed enhancing COMPASS to support multi-user or distributed
scheduling problems. This paper focuses on the issues raised by distributed scheduling and on
requirements for computerized support of this problem domain. The next section of this paper
defines distributed scheduling and addresses these issues. This is followed by a discussion of
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some of the human issues involved in the devclopmcm of protocols for use by multiple teams of
schedulers who must cooperate to produce joint schedules.
DISTI_BUTED SCHEDULINO
Definition
Dislributed scheduling consists of those scheduling problems involving:
1. several schedulers,
2. who can work independently,
3. each of whom is responsible for scheduling separate gets of activities that are somehow
interrelated, and
4. must share a common pool of reumrces.
Besides sharing a common resource pool, the activities may also have precedence require-
merits, or one activity may establish a state that another activity requires, etc. While the schedulers
may work independently, the need w coordinate the interactions among their tasks prohibits purely
independent work. Distributed scheduling problem domains of particular interest to NASA
include the scheduling of astnmomical satellite experiments, personnel training, and space mission
activities.
The interactions among schedulers can be cooperative or competitive. Cooperative scheduling
is defined as those cases in which:
1. All schedulers have the same objectives;
2. Responsibility for schedulip_ has been divided in order to share the labor, and
3. Protocols serve primaray to _ md synchrmizc.
In lar_gc problems the size and complexity of the scheduling task and the limited abilities,
skills, knowledge, and resources of any individual make the distribution of the scheduling task a
natural and necessary means of developing the requited schedule. By di_'buflng the work, each
scheduler can concentrate on a manageable volume of work in a narrow domain. Some schedulers
may develop specialized knowledge and skills suitable only to their particular domains.
In contrast, competitive scheduling consists of those cases in which:
1. Each scheduler has his or her own objectives;
2. The necessity of sharing common resources interferes with the simultanco_ achievement
of these objectives;
3. The pursuit of individual objectives leads to competition for the common resources; and
4. Protocols serve largely to arbitrate competition by allowing all sdledulers fair access to
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_h&red re_.
Competitive scheduling can arise in situations in which there are contractual agreements
among different parties or in which different resources are owned by different groups. Such situa-
tions can dictate the division of responsibility for scheduling among several groups, with each
group having its own set of goals.
General Discussion of Goals
The lack of a single point of control increases the complexity of the overall scheduling prob-
lem (asaresultofthenecessarycommunicationova) and raiseseveralissuesregardingthe
interactions of multiple schedulers and the integration of their individual schedules. The most
basic issue raised by distributed scheduling is that of goals. What measm_ of goodness is most
appropriate in a distributed environment?How do the optimization criteria for a distributed sched-
uling problem differ from those for a non-distributed problem? Variables commonly used for
scheduling problems include [4, 5]:
- Completion time: the time at which processing of the last activity completes.
- How-time: the total time that activities spend in the shop.
- Lateness: the difference between the completion time of an activity and some
pre-specified due date associated with that activity.
- Tardiness: equal to lateness when lateness is positive, otherwise equal to zero.
Sclw, dule evaluation criteria typically involve minimizing or maximizing the mean, total, min-
imum, or maximum of one or more of these variables. In a standard job-shop problem, these crite-
ria are assumed to be universally agreed upon. However, even in such a standard, non-distributed
scheduling environment, the various tasks to be scheduled may belong to several different custom-
ers (perhaps represented by members of the marketing sta_, each of whom would prefer that his
or her tasks be given highpriority. Thus, even in a non-distributed setting conflicting goals may
exist. When conflict exists, the scheduler must have some tnemm of determining a set of priorities
to be applied to the scheduling task. The scheduler may be flexible in his or her choice of priori-
ties, adjusting them to the needs of the moment. For example, the scheduler might attempt to mol-
lily a major customer who has previously been slighted by giving preference to that customer's
work in the current schedule. Regardless of the conLicting demands, however, the optimization
requirements are formulated under a single point of control and this procedure can succeed
because the single scheduler (or team of schedulers) who develops the optimization criteria also
controls the entire resource pool.
In a disuibuted schedule, however, individual schedulers must share resources, so one scbed-
uler optimizing his or her schedule may resu'ict another scheduler's options, resulting in a sulx_-
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real global schedule. The issue of a global measure of goodness becomes more important in
distributed scheduling than in individual scheduling. Tiffs is true because an individual scheduler
can accept a schedule even without a specific measure of goodness; the schedule may balance sev-
era/confl/cting needs fairly and "just look good." A distributed schedule, in contrast, must "look
good" through several sets of eyes. When a team of schedulers must _ to work together on
future projects, perceptions of inequity or misplaced priorities can engender resentments that will
poison these on-going relationships. Thus, some mechanism for balancing both local and global
optimization must be provided. The protocol used by the schedulers to coordinate their activities
must support optimization techniques that are perceived as both equitable and efficient.
Requirements for Competitive Scheduling
NASA needs to develop protocols that facilitate the development of successful schedules in
"competitive"distributednvironmentsthatgenerallysatisfytheobjectivesof theseparatesched-
ulers.This requites Wotocols that govern the pngess of building the schedule as well as pmtt_ls
that govern how conflicting objectives are resolved. Selecting a desirable scheduling protocol
requires balancing several possibly conflicting requirements, including the following [1]:
1. The protocol should encourage the development of high quality schedules that score well
when evaluated by either the global optimization criteria or the optimization criteria of
individual schedulers. Where conflicting objectives exist, the protocol should lead to a
reasonable compromise.
2. The protocol should be easy to understand, use, and implement. Features enhancing ease
of use include ease of learning; min/mum complexity; informative to the user of the
of activities, resources, etc.; and natural representatien of cotg:q_. Yet the _ should
be sufficiently rich in features and notation to agompass a wide range of scheduling prob-
lems.
3. The pmWcol should be mechanical and unambiguous.
4. The protocol should be general enough to work with a wide range of scheduling software.
Schedulers should not be constrained to use a particular scheduling system or even the
same system.
5. The resulting schedules should he resilient to unexpec_ changes.
6. The ove.dw_ should be kept to a minimum. For example, the volume and frequetgy of
communications should be low.
7. The time required to develop schedules should be short, especially in highly dynamic envi-
IUl_eflts.
16-6
8. Any computerized support should have a short response time. This requires that optimiza-
tion techniques be computationa/]y simple.
9. Rescheduling (the repair of a schedule because of unexpected occurrences, such as delays
and loss of resources) must be especially fast.
Several sample scheduling techniques are listed below. The alternatives are discussed in terms
of division of resources, commun/cation, cooperation, and optimal/ty.
1. Scbedule tasks by priority. This approach requires that all tasks be known and prioritized
in advance and then be scheduled in priority sequence. This is really non-distributed
scheduling, except that we have several schedulers responsible for collecting tasks and we
may provide improved computer support to enable the individual schedulers to track their
own set of tasks by viewing only their portion of the schedule. This protocol also requires
some mechanism for assigning priorities to tasks, such as a central authority or a voting
scheme. (Schedulers with conflicting objectives may never agree on the assignment of
priorities.) Although participants may perceive this method as fair (since no lower priority
a_vity will be scheduled while a higher priority activity remains unscheduled), following
this method strictly does not allow for compromises, such as scheduling two medium pri-
ority, low resource intensive activities instead of one higher priority, high resource inten-
sive activity.
2. First come, first served. In this approach all schedulers are equal and none has priority
over the otber_ Resources are not assigned to individual schedulers, but may be reserved
by any scheduler. No cooperation among schedulers is required. Optimization is poor,
because no attempt is made to balance the needs of multiple schedulers. 1"here is a ten-
dency among schedulers to reserve resources early, even before they know their full
requirements. This hoarding can result in the allocation of resources to low priority tasks.
3. Divide resources among schedulers in advance. This method permanently allocates
resources to specific schedulers who can use them as they choose. No communication or
cooperation among schedulers is required. Schedulers need not even know the global
schedule. This approach is impractical when there is a potential state conflict between
tasks (e.g., when two schedulers independcntiy schedule a treadmill experiment and a
microgravity experiment flint requires no vibration). This approach may also yield poor
schedules when one scheduler assigns resources to low priority tasks or leaves resources
unused flint could be used by another scheduler, In this alRxoach tic quality of the result-
ing schedule is limited by the appropriatenessof the initial allocation of resources. A poor
allocation may result in few activities being successfully scheduled.
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4. Divide resources among schedulers in advance but permit borrowing. This approach dif-
fers from the previous one by permitting schedulers to negotiate among themselves to
improve their schedules. There is still no need for global optimization criteria. The status
and bargaining power of individual schedulers is determined by the initial allocation of
resources. Communication needs consist of a knowledge of resources available to other
schedulers.
5. Sharing of intentions among schedulers. In this aFpmach schedulers review their lnten-
flops with their peers and receive feedback before reserving t_sources and committL_g to a
particular schedule. While this approach has the potential for producing high quality
schedules through the sharing of knowledge and expertise, it also imposes a heavy com-
munication burden among schedulers that can negate much of the beneit resulting from
distributing the scheduling task. This ap_ is also fragile in that its success depends
on the voluntary cooperation of each scheduler. Where this cooperation fails, this
approach can degenerate into a first come, first served system.
6. Simultaneous iterative scheduling. In this method each scheduler devises a schedule and
shares it with others. Schedulers identify and resolve conflicts by some agreed upon
methocL If umcheduled tasks and mudlocated resonrces nnnaln, mother ronnd of schedul.
ing follows. In this approach all schedulers must be ready to schedule simultaneously.
Also, each participant must be provided some incentive to cooperate with the others in
resolving conflicts. The global schedule must be available to all schedulers.
7. Consecutive iterative scheduling. In this method the schedulers are divided into two or
more groups that alternately devise schedules. This approach is useful whc_ one group
creates n_onrces requited by another. For example, a university administration develops a
schedule of classes, the students then submit their individual schedule requests, and the
administradon, alter analyzing the requests, adds sections to some classes and deleies seo
tiom from others. The students then n_quest elumges to thelr schedules, lnpt_giplethis
cycle can continue for many iterations. This Wpmsch nxlulres some incentive to cooper-
ate and requires that each scheduler knows the global _ and the state of available
reso_.
Any attempt to develop a universal scheduling methodology is doomed to failure because of
the enormous diversity of scheduling domains. The variety of tasks, resources, constralms, and
envirmunents is virtually unlimited. The methodologies listed above are not applicable to all
domains but must be selected based on the characteristics of the specific domain of interest.
Several other issues that are particularly relevant to distributed scheduling are briefly
addressed in the remainder of this section. One of these is the requirement for revising a schedule,
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also termed rescheduling [2]. Several factors can trigger a need to re.schedule. A resource can
become unavailable, making the current schedule unfeasible; a task can take longer than expected;
or a user can change his or her requirements so as to impose a conflict, exhaust a resource needed
by a later task, or delete an enabling task that creates a subsequently needed resource or state. In
addition, rescheduling is desirable, although not required, whenever an opportunity arises to
improve the schedule by adding previously unscheduled tasks or resequencing already scheduled
tasks. This can happen, for example, when new resources become available or when a task coln-
pletes early. Differences between scheduling and rescheduling include:
1. Rescheduling takes place in the context of an existing schedule that we may wish to dis.
turb as little as possible;
2. Rescheduling must consider work in progress;
3. Rescheduling often must occur quickly, in contrast to the initial scheduling which may he
performed in a more leisurely manner, and
4. Someone other than the original scheduler may perform the _.
An important issue for rescheduling in a distributed scheduling environment is the need to
reduce communication requirements among schedulers to facilitate quick rescheduling. Since this
may require a return to centralized scheduling, the rescheduler must have the appropriate informa-
tion to make beneficial changes.
Another issue is that of database support for distributed scheduling. A distributed scheduling
system requires many of the features of a distributed database management system. The system
must merge separate databases of tasks, resources, constraints, and ass/gnments into a single image
while retaining the ability to display for individual schedulers only those portions of the database
under their control. However, since each scheduler has a different view of the world (with differ-
ent granularity levels, time scales, measures of goodness, types of constraints, etc.), the system
must support different user languages and communicate with each scheduler in a natural and help-
ful way. As our software tools, such as COMPASS, address more diverse and complex problem
domains, we will require a more comprehensive database language for describing scheduling
problems.
Communication and coordination among schedulers in an important issue. NASA schedulers
who impact one another may work at different centers, making communication difficult. The
scheduling of Space Station Freedom will involve groups in several countt/es. An important
research question concerns how frequently NASA schedulers communicate. Is the level of com-
munication optimal? If it is below optimal, do schedulers fail to communicate because they do not
perceive a need to commun/cate, or because they feel communication is too lime consuming, or
because they fear loss of control of their environment, or is there some other reason? If indepen-
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dentschedulingis a lummanpreferr_ 8ppror_ then it will be important to de_nnine why this is
true, how we can _ pcople m cooperS, and how we cam enlmnce coopm_on while min-
imizing communicatiorL The mechanimns for communication and coordination (the languages,
database support, and interaction procedures) appear m be a critical aspect of dimibuted schedul-
ing by human agerus.
A final issue involves the inlroduclion of expert system support for scheduling. Optimiza m
heuristics have been envisioned for individual scheduling support; some of Ibis support is already
available on COMPASS. Expert system support for dlmibuted scheduling would focus on corn-
mum/cation and negotiation. An expert system that mou/tored the actiom of all schedulers could
infer when one scheduler needed w know of the sctiom of another. This texJ_que could reduce
communications requirements amcq human schedulers. Aim, an expert symmn could search for
instances in which two schedulers could trade resources or reschedule certain activities to their
mutual advantage. Ultimately, we may wish to introduce artificially intel]igent schedulers into a
distributed scheduling system. The scheduling of certain domains, such as power generation, my
be suitable for AI approaches. Once AI schedulers are developed for individual scheduling
domains the natural next step would be to introduce them into human scheduling systems. This
possibility raises questions regarding how artificial and human schedulers might best intersct
SAMPLE PROTOCOL: THE RED-BLUE PROTOCOL
The Red-Blue protocol has becn devised to guide Ibe in_raclions betweert _ulcrs at NASA/
JSC and SpaceHab, Inc. of Huntsvi_, Alabama as they schedule STS-57, due to launch in April,
1993. The objective of this protocol is to fm:ililate the production of payload deployment and
management sciz_lules in tl_ context of other orbiter/station operations. Based on our experience
with scheduling this missimx, the Red-Blue protocol will be enlumced and used as NASA's stan-
dard protocol for the distrit_t=d _ of dmttte (and, later, space marion) operation.
The n:quirements for the Red-Blue Wotoc_ at_ simillr m lhose discumed above. It should be
easytoundeasm_usc, andimpimnm_ lmuseimuldbemechmdcMandunambiguonL Itshould
work with a variety of scbeduling soflwan_ systems. It should support rescbe4ul/ng. Its require-
mezu for communication among schedulers, in terms of frequency and volume of communication,
should be low. It should allow the creation of scbedules in a timely rammer. Finally, wbere them
are confl/cting objectives, the Wougol should lead to the a_ttion of schedules that provide a rea-
sonable compromise between llgse objectives.
The Red-Blue protocol begins by dividing all of the activities into two groups, nxl and blue.
The red activities can only be scheduled by the red scheduler, in this case, NASA. Likewise, the
blue activities can only be sc/gduled by the blue scheduler, SpaceHab, Inc. Limits can be placed
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onthevolumeof resourcesthatcanbeusedbythered and blue schedulers; for example, a sched-
uler might be limited to a maximum quantity of water during the mission or a maximum number of
hours of an astronaut's time. Limits are not placed, however, on where in the schedule the
resources may be used. In the case of NASA and SpaceHab, Inc., these limits have been estab-
lished during contract negotiations. Any subsequent modifications or clarifications to these limits
must be worked out by the schedulers and possibly their management.
The red scheduler produces the first schedule, placing red activities anywhere on the timeline,
up to the limit of the red resource atiocation. For example, the red scheduler would schedule basic
activities such as course correction bums and astronaut sleep and meal times as well as mission
specific activities such as payload deployment. Next the blue scheduler places blue activities in
any available (white) space on the timeUne, up to the limit of the blue resource allocation. Tbere-
after, only one scheduler may work on the timeline at a time. The sdgduler who has authority to
modify the schedule at any particular time is said to "hold the token." When the other scheduler
has activities to schedule, that scheduler may request the token. The scheduler who holds the
token may schedule or move his or her activities within any white space and within any space that
he or she already occupies. The scheduler may not, however, move any activities of the other
scheduler, or oversubscribe any resource.
If one scheduler wants to move an activity into the space owned by the other scheduler, the
two schedulers can negotiate a set of changes that can then be produced by operations according to
the basic protocol. While this protocol assumes that the parties are competitive (having differing
and possibly conflicting goals), it also assumes that they are not antagonistic. Thus, the protocol
assumes that the parties will cooperate whenever the result of such cooperation leaves neither
party worse off.
A low communication procedure for asking the other party to move some of its activities is to
allow a scheduler to oversubscribe resources (thereby producing a conflict between red and blue
activities). The other scheduler, when be or she next holds the token, can leave the oversubscrip-
tion (thereby delaying the resolution of the conflict), unschedule the offending activities of the
other color, or accommodate his or her counterpart by moving some activities of his or her own
color.
If more than two schedulers need to work cooperatively, then the Red-Blue protocol can be
extended by devising a procedure for exchanging authority to operate on the schedule. A n_.arch
question is to investigate the social and communications changes that occur as the number of
scheduling groups rises.
Several implementation issues must yet be addressed. When activities must be rescbeduled
during a mission, does one party have the right to force the other to modify its schedule? For
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example,if m activity nms long, can the other sclr.,duler foroe termination of the activity? Also,
elec_rdc prolocols must be developed for the exchange of schedule updates. These proWcols
must enforce the requiremem that only the loken-holder may modify the schedule m_d must emure
that all parties always agree on the composition of the current schedule. Thus, when one party
refers to the current _e or to the schedule as it existed two vendom ago, the other party will
know what is meant.
CONCLUSION
NASA has an unlimited variety of distributed scheduling problems. Competitive distributed
scheduling problems arise when shared use of common resources interferes with the simultaneous
achievement of multiple resources. We need to develop lwotoc,ols that govern the process of build-
ing the schedule and govem how conflicting objectives an_ resolved. These pmUx:ols can only be
developed and evaluated in the context of specific applications. This paper pr-_nts a simple, yet
effective Red-Blue protocol to facilitate the production of payload schedules in the context of
other orbiter/station operations.
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