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Lin Dai1,2, Xin Gao3, Yan Guo4, Jingfa Xiao1 and Zhang Zhang1*Abstract: As advances in life sciences and information technology bring profound influences on bioinformatics due
to its interdisciplinary nature, bioinformatics is experiencing a new leap-forward from in-house computing
infrastructure into utility-supplied cloud computing delivered over the Internet, in order to handle the vast
quantities of biological data generated by high-throughput experimental technologies. Albeit relatively new, cloud
computing promises to address big data storage and analysis issues in the bioinformatics field. Here we review
extant cloud-based services in bioinformatics, classify them into Data as a Service (DaaS), Software as a Service
(SaaS), Platform as a Service (PaaS), and Infrastructure as a Service (IaaS), and present our perspectives on the
adoption of cloud computing in bioinformatics.
Reviewers: This article was reviewed by Frank Eisenhaber, Igor Zhulin, and Sandor Pongor.
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With significant advances in high-throughput sequen-
cing technologies and consequently the exponential ex-
pansion of biological data, bioinformatics encounters
difficulties in storage and analysis of vast amounts of
biological data. The gap between sequencing throughput
and computer capabilities in dealing with such big data
is growing [1]. As reported on February 2012, two na-
nopore sequencing platforms (GridION and MinION)
are capable of delivering ultra-long sequencing reads
(~100kb) with additionally higher throughput and much
lower cost [2]. This means that biological data will accu-
mulate at an ever-faster pace. Digging out the “treasure”
from massive biological data represents the primary
challenge in bioinformatics, consequently placing unpre-
cedented demands on big data storage and analysis.
With the amount of data growing continuously, it is be-
coming increasingly daunting for small laboratories or
even large institutions to establish and maintain compu-
tational infrastructures for data processing. At present, a
promising solution to address this challenge is cloud
computing [3-5], which exploits the full potential of mul-
tiple computers and delivers computation and storage as
dynamically allocated virtual resources via the Internet [6].* Correspondence: zhangzhang@big.ac.cn
1CAS Key Laboratory of Genome Sciences and Information, Beijing Institute
of Genomics, Chinese Academy of Sciences, No.7 Beitucheng West Road,
Building G, Chaoyang District, Beijing 100029, China
Full list of author information is available at the end of the article
© 2012 Dai et al.; licensee BioMed Central Ltd
Commons Attribution License (http://creativec
reproduction in any medium, provided the orReview
Cloud computing as a public utility
The term of “cloud computing” was inspired by the cloud
symbol that is often employed to depict the Internet in
flowcharts. As a matter of fact, cloud computing is not a
new concept; it can date back to 1961 at the MIT Centen-
nial when John McCarthy opined that “computation may
someday be organized as a public utility” [7]. Cloud com-
puting makes the best use of multiple computers to pro-
vide convenient and on-demand access to hosted
resources (e.g., computation, storage, applications, servers,
network) via Web Application Programming Interfaces
(API). Due to its efficient and economical features, it is
believed that cloud computing gains promise in trans-
forming computing into a public utility [8]. Similar to ex-
tant public utilities (viz., water, electricity, gas, and
telephone), computing utility packages a variety of com-
puter resources as metered services (“pay-as-you-go”),
which can be accessed by any person without the ne-
cessity to know where the services are hosted or how
they are delivered. Whether a public utility or not, cloud
computing has already become a significant technology in
big data storage and analysis, exerting revolutionary in-
fluences on both academia and industry.
Cloud-based resources in bioinformatics
The popularization of cloud computing is to some extent
attributable to open source software in aid of its imple-
mentation, such as Hadoop and associated software.
Hadoop (http://hadoop.apache.org) features two key. This is an Open Access article distributed under the terms of the Creative
ommons.org/licenses/by/2.0), which permits unrestricted use, distribution, and
iginal work is properly cited.
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tem (HDFS). MapReduce divides a computational pro-
gram into many small sub-problems and distributes them
on multiple computer nodes, and HDFS provides a dis-
tributed file system that stores data on these nodes.
Hadoop and its associated software are designed to handle
load balancing among multiple nodes and to detect node
failures that can be automatically re-executed on any
node. In brief, Hadoop allows for the distributed proces-
sing of large datasets across multiple computer nodes,
supports big data scaling (HDFS, HBase), and enables
fault-tolerant parallelized analysis (MapReduce). Thus,
Hadoop meets the needs of bioinformatics and several
studies have successfully used Hadoop in bioinformatics
[9-11], accordingly leading to cloud-based bioinformatics
resources. As mentioned, cloud computing delivers hosted
services over the Internet. Thus, bioinformatics clouds in-
volve a large variety of services from data storage, data ac-
quisition, to data analysis, which in general fall into four
categories (Figure 1), viz., Data as a Service, Software as a
Service, Platform as a Service, and Infrastructure as a Ser-
vice [12]. In what follows, we summarize existing cloud-
based resources in bioinformatics and classify them into
these four categories (Table 1).
Data as a service
Bioinformatics clouds are heavily dependent on data, as
data are fundamentally crucial for downstream analyses
and knowledge discovery. It is reported that annual world-
wide sequencing capacity is currently beyond 13 Pbp and
still on the increase annually by a factor of five (http://sour-
ceforge.net/apps/mediawiki/jnomics). Due to such unprece-
dented growth in biological data, delivering Data as aFigure 1 Illustration of bioinformatics cloud. Cloud-based
services in bioinformatics are grouped into Data as a Service (DaaS),
Software as a Service (SaaS), Platform as a Service (PaaS), and
Infrastructure as a Service (IaaS).Service (DaaS) via the Internet is of utmost importance
[13,14]. DaaS enables dynamic data access on demand and
provides up-to-date data that are accessible by a wide range
of devices that are connected over the Web. A case in point
is Amazon Web Services (AWS) which provides a centra-
lized repository of public data sets, including archives of
GenBank, Ensembl, 1000 Genomes, Model Organism
Encyclopedia of DNA Elements, Unigene, Influenza Virus,
etc. As a matter of fact, AWS contains multiple public data-
sets for a variety of scientific fields, such as biology, astro-
nomy, chemistry, climate, economics, etc. (http://aws.
amazon.com/publicdatasets). All public datasets in AWS
are delivered as services and thus can be seamlessly inte-
grated into cloud-based applications [15].
Software as a service
Bioinformatics requires a large variety of software tools
for different types of data analyses. Software as a Service
(SaaS) delivers software services online and facilitates re-
mote access to available bioinformatics software tools
through the Internet. As a consequence, SaaS eliminates
the need for local installation and eases software mainte-
nances and updates, providing up-to-date cloud-based
services for bioinformatic data analysis over the Web. In
the past several years, efforts have been made to develop
cloud-scale tools, including sequence mapping [16-18],
alignment [19], assembly (Contrail, Gaea and Hecate;
unpublished), expression analysis [20-22], sequence ana-
lysis (Jnomics; unpublished), orthology detection [23],
peak caller for ChIP-seq data [24], functional annotation
of variants from multiple personal genomes [25], identi-
fication of epistatic interactions of single nucleotide
polymorphisms (SNPs) [26], and various cloud-based
applications for NGS (Next-Generation Sequencing) data
analysis (BGI Cloud and EasyGenomics; unpublished).
Platform as a service
To make the cloud programmable, Platform as a Service
(PaaS) offers an environment for users to develop, test
and deploy cloud applications where computer resources
scale automatically and dynamically to match application
demand, so that users do not need to know how many
resources are required or to assign resources manually
in advance. PaaS features rapid application development
and good scalability, presenting usefulness in developing
specific applications for big biological data analysis.
Typically, the environment delivered by PaaS includes
programming language execution environments, web
servers, and databases. From this point, by delivering data
as a service and functioning as a database, DaaS can be
regarded as an enhancement of PaaS. Currently, there are
only two PaaS platforms in bioinformatics belonging to
web servers, namely, Eoulsan [27], which is a cloud-based
platform for high-throughput sequencing analyses, and
Table 1 Cloud resources in bioinformatics
Resource Description & availability
Data as a Service (DaaS):
AWS Public Datasets Cloud-based archives of GenBank, Ensembl, 1000 Genomes, Model Organism Encyclopedia of DNA Elements, Unigene,
Influenza Virus, etc.; http://aws.amazon.com/publicdatasets
Software as a Service (SaaS):
BGI Cloud
(unpublished)
Cloud-based implementations of various genomic analysis applications; http://cloud.genomics.cn
CloudAligner [16] Fast and full-featured MapReduce-based tool for sequence mapping; http://cloudaligner.sourceforge.net
CloudBLAST [19] A cloud-based implementation of NCBI BLAST; http://ammatsun.acis.ufl.edu/amwiki/index.php/CloudBLAST_Project
CloudBurst [17] Highly sensitive short read mapping with MapReduce; http://cloudburst-bio.sourceforge.net
Contrail (unpublished) Cloud-based de novo assembly of large genomes; http://contrail-bio.sourceforge.net
Crossbow [18] Read Mapping and SNP calling using cloud computing; http://bowtie-bio.sf.net/crossbow
EasyGenomics
(unpublished)
Cloud-based NGS pipelines for whole genome resequencing, exome resequencing, RNA-Seq, small RNA and de novo
assembly; http://www.easygenomics.org
eCEO [26] Cloud-based identification of large-scale epistatic interactions in genome-wide association study (GWAS); http://www.comp.
nus.edu.sg/~wangzk/eCEO.html
FX [20] RNA-Seq analysis tool; http://fx.gmi.ac.kr
Gaea (unpublished) Cloud-based genome re-sequencing assembly; http://bgiamericas.com/data-analysis/cloud-computing
Hecate (unpublished) Cloud-based de novo assembly; http://bgiamericas.com/data-analysis/cloud-computing
Jnomics (unpublished) Cloud-scale sequence analysis suite based on Apache Hadoop; http://sourceforge.net/apps/mediawiki/jnomics
Myrna [21] Differential gene expression tool for RNA-Seq; http://bowtie-bio.sourceforge.net/myrna
PeakRanger [24] Cloud-enabled peak caller for ChIP-seq data; http://www.modencode.org/software/ranger
RSD [23] Reciprocal smallest distance algorithm for ortholog detection using Amazon's Elastic Computing Cloud; http://roundup.hms.
harvard.edu
VAT [25] Variant annotation tool to functionally annotate variants from multiple personal genomes at the transcript level; http://vat.
gersteinlab.org
YunBe [22] Pathway-based or gene set analysis of expression data; http://tinyurl.com/yunbedownload
Platform as a Service (PaaS):
Eoulsan [27] Cloud-based platform for high throughput sequencing analyses; http://transcriptome.ens.fr/eoulsan
Galaxy Cloud [28,29] Cloud-scale Galaxy for large-scale data analysis; http://galaxy.psu.edu
Infrastructure as a Service (IaaS):
Cloud BioLinux [30] A publicly accessible virtual machine for high performance bioinformatics computing using cloud platforms; http://
cloudbiolinux.org
CloVR [31] A portable virtual machine for automated sequence analysis using cloud computing; http://clovr.org
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large-scale data analyses.
Infrastructure as a service
To reach the full potential of computer resources, Infra-
structure as a service (IaaS) offers a full computer infra-
structure by delivering all kinds of virtualized resources
via the Internet, including hardware (e.g., CPUs) and soft-
ware (e.g., operating systems). Users can access virtualized
resources as a public utility and pay for the cloud
resources that they utilize. Since different users often need
different cloud resources, flexibility and customization are
essential to IaaS. With the ongoing and rapid advance-
ment of IT, it is increasingly efficient to run applications
within Virtual Machines (VMs). VM isolates users from
the underlying infrastructure and provides flexibility to
meet the customized needs of different users. To date,there are two examples of IaaS in bioinformatics, viz.,
Cloud BioLinux [30], which is a publicly accessible VM for
high-performance bioinformatics computing, and CloVR
[31], which is a portable VM that incorporates several
pipelines for automated sequence analysis.
Toward bioinformatics clouds
Albeit relatively new, cloud computing holds great
promise in effectively addressing big data storage and
analysis problems in bioinformatics. Below, we present
our perspectives on the adoption of cloud computing in
bioinformatics research.
Placing data and software into the cloud
The traditional way for bioinformatics analysis often
involves downloading data from public sites (e.g., NCBI,
Ensembl), installing software tools locally, and running
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and software into the cloud and delivering them as services
(namely, DaaS and SaaS), data and software can be seam-
lessly and easily integrated into the cloud so as to achieve
big data storage and analysis. Thus, it would be desirable
to store and analyze big biological data within the cloud.
In the era of big data, however, only a tiny amount of
biological data is accessible in the cloud at present (only
AWS, including GenBank, Ensembl, 1000 Genomes, etc.)
and the vast majority of data are still deposited in conven-
tional biological databases. In the long run, more and more
sequencing projects, such as the Genome 10K Project (a
collection of DNA sequences representing the genomes of
10,000 vertebrate species; http://www.genome10k.org), the
1001 Genomes Project (a catalog of genetic variation in
1001 strains of Arabidopsis thaliana; http://www.1001ge-
nomes.org), the 1KITE Project (1K Insect Transcriptome
Evolution; http://www.1kite.org), TCGA (the Cancer Ge-
nome Atlas; http://cancergenome.nih.gov), etc., would ge-
nerate ultra-large volumes of biological data and thus
require bioinformatics clouds for big data storage, sharing
and analysis [32]. In addition, to decipher the most import-
ant and complex biological questions often involves the
utilization of multiple tools [33]. However, extant efforts
have only touched a small fraction of cloud-based tools.
Most software tools are written for desktop (rather than
cloud) [34] and therefore are not provided as cloud-based
web services accessible via the Web, making it infeasible to
perform complex bioinformatics tasks. To fulfill big data
storage, sharing and analysis with lower cost and higher ef-
ficiency, it is essentially required that a large number of
biological data as well as a wide variety of bioinformatics
tools should be publicly accessible in the cloud and deliv-
ered as services through the Internet. However, it should
be also noted that biology is in its infancy (compared with
other disciplines, e.g., physics) and many theoretical pro-
blems in biology are under the surface, albeit a huge vol-
ume of biological data are available now. To address
theoretical problems and uncover fundamental theories in
biology, it often involves hypothesis formulation, experi-
ment design, data generation/collection, tool development
(for data analysis), and knowledge formalization, which can
be helpful to recognize what data and tools should be
placed into the cloud.
Big data transfer
Transferring vast amounts of biological data to the cloud
is a significant bottleneck in cloud computing [6]; it is
not unusual at present to physically ship hard drives to
the cloud center (http://aws.amazon.com/importexport).
Currently, a promising solution is to integrate innovative
transferring technologies into cloud computing. One ex-
ample is the cloud-based EasyGenomics (http://www.
genomics.cn/en/news/show_news?nid=99014), releasedby BGI (Beijing Genomics Institute), that achieves high-
speed genomic data delivery by Aspera’s fasp™ high-
speed file transfer technology (which dramatically speeds
file transfers over the Web and outperforms conven-
tional technologies such as FTP and HTTP; http://www.
asperasoft.com/en/technology/fasp_overview_1/fasp_
technology_overview_1). In June 2012, BGI succeeded
in transferring genomic data across the Pacific Ocean at
a sustained rate of almost 10 Gigabits per second (http://
www.bio-itworld.com/news/06/29/12/Data-tsunami-BGI-
transfers-genomic-data-Pacific-10-gigabits-second.html),
demonstrating that high-speed transfer technologies (such
as Aspera’s fasp) are capable of dealing with big data
transfers over the Web. Aside from high-speed transfer
technologies, there are other technologies that can also
aid big data transfer, such as data compression [35,36] and
Peer-to-Peer (P2P) data distribution [37,38].
A cloud-based lightweight programming environment
To automate data analysis, bioinformatic tasks are often
implemented as pipelines by linking the output of one
tool with the input of another. To perform large-scale
data analysis and aid in the development of correspond-
ing bioinformatic pipelines, a cloud-based lightweight
programming environment is needed, which allows the
swift development of customized pipelines from a large
pool of tools and enables automated and configura-
ble analysis on the cloud. Currently, the cloud-based
programming paradigm adopted in the bioinforma-
tics community is Hadoop [11,16,17,20,27], in which
computation-consuming and data-intensive analyses are
primarily solved by distributing tasks over multiple nodes
(see tutorials at http://wiki.apache.org/hadoop). However,
substantial computational skills are still required for de-
veloping cloud-based pipelines in Hadoop and its pro-
gramming environment is not lightweight for most
biologists or people with no or limited programming
experience. Ideally, this would be a lightweight program-
ming environment that does not require extensive coding
by keyboard. Rather, it would be done easily by mouse,
viz., “drag+drop”. Such an environment also features
remote access to diverse types of resources based on
utility-supplied cloud computing, consisting well with the
potential trend of e-Science [39] (that is, scientific research
in many disciplines is carried out via the internet). Fur-
thermore, when building such an environment, attention
should be paid to setting up a system of standards for data
exchanges among different software tools [40], which can
in return pave the way for realizing the full potential of
lightweight programming environment.
Open bioinformatics clouds
Incentivized by the potential big profits to be made on a
pay-as-you-go basis, there are multiple cloud providers
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be more providers, building industrial or academic, pri-
vate or public clouds. Currently, the largest provider is
Amazon, which provides commercial clouds for proces-
sing big data. Additionally, Google also provides a cloud
platform (https://cloud.google.com) that allows users to
develop and host web applications, and store and
analyze data. However, commercial clouds are currently
not yet able to provide ample data and software for bio-
informatics analysis. Moreover, it is very difficult for com-
mercial clouds to keep pace with the emerging needs from
academic research, consequently requiring specific clouds
for bioinformatics studies. It goes without saying that
open access and public availability of data and software
are of great significance to science [41]. When data and
software are all in the cloud, keeping the cloud open and
publicly available to the scientific community is essential
for bioinformatics research [42]. Therefore, it is most
likely that future efforts should be devoted to building
open bioinformatics clouds and providing public access to
the scientific community. The potential resulting benefits
of such bioinformatics clouds include easing large-scale
data integration, enabling repeatable and reproducible
analyses, maximizing the scope for sharing, and harnes-
sing collective intelligence for knowledge discovery. With
the presence of numerous bioinformatics clouds, inter-
operability and standardization between clouds will be-
come important issues [43,44].Conclusions
Here we reviewed extant cloud-based resources in bio-
informatics and classified them into DaaS, SaaS, PaaS,
and IaaS. Since cloud computing bears great promise in
effectively addressing big data storage and analysis, fu-
ture efforts in building bioinformatics clouds involve
developing a large variety of services from data storage,
data acquisition, to data analysis, accordingly making
utility-supplied cloud computing delivered over the
Internet. In the era of big data, bioinformatics clouds
should integrate both data and software tools, equip with
high-speed transfer technologies and other related tech-
nologies in aid of big data transfer, provide a lightweight
programming environment to help people develop cus-
tomized pipelines for data analysis, and most important,
be open and publicly accessible to the whole scientific
community.Abbreviations
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Reviewers’ comments
Reviewer 1: Dr. Frank Eisenhaber (Bioinformatic Institute, Singapore)
The report by Dai et al. is a timely, well structured review of the
opportunities associated with cloud computing in the bioinformatics domain
and provides insight both into the existing state of the art and near-future
possibilities. As such, it appears useful for the community.
At the same time, nothing is said to which extent these development have
already contributed to new biological insight. Do the authors have examples
for this?
Authors’ response: Yes, Galaxy is a case in point; it is widely used for a wide
range of bioinformatics analyses and cited by more than 300 times.
There is the danger that the excitement with large data and with making it
available shadows the actual reason why this data is recorded. Many of
these so-called high impact, recently published OMICS papers are actually a
boring reading with no new idea (even at the methodical level) and no new
biology discovered. At the end, it is about biomolecular mechanisms that
need to be known.
Authors’ response: We fully agree. To reflect this point more clearly, we
expanded our description accordingly. Albeit currently we have high-throughput
sequencers and large-scale data, biology is likened to the 16th century physics in
its state of development, lacking fundamental rules and theories, and many
theoretical problems in biology are still under the surface. To address theoretical
problems and uncover fundamental theories in biology, it often involves
hypotheses formulation, experiment design, data generation/collection, tool
development (for data analysis), and knowledge formalization, which can be
helpful to recognize what data and tools should be placed into the cloud.
The large data stream today is, to a great extent, due to the infantile
methodology of measuring sequences and expression profiles. The TBs and
PBs of sequencing data can be condensed to GBs with post-experimental
processing and it are these GBs that are the actual object of scientific
analysis. The human genome sequence per individual is just a few GB and,
most likely and hopefully:-), it will not grow much in the future. Similarly,
thousands of individual genomes might be stored as variations of a
reference genome and this will, most likely, cost less than a GB per genome.
Expression profiles are actually arrays of genomic locations and occurrence
numbers and thus, are also in the GB range. Thus, the shift to big data
science and the emphasis on new IT developments instead of doing the
actual life science research might drift a considerable part of the community
away into non-relevant efforts. To remember a historical example: There was
a great public, large data effort with creating astronomic maps for solving
the longitudinal problem in the 17th century Britain; yet, John Harrison
solved it by constructing a clock.
Authors’ response: Thank you for your excellent points, which we fully agree. As
an interdisciplinary field, bioinformatics is influenced by any advance in IT or
biology. Take Web technology as an example, in retrospect, Web 1.0 was “read-
only” (50K average band width, ABW), Web 2.0 is “read-write” (1M ABW), and
Web 3.0 promises to have the attributes of “read-write-execute” with greater
ABW [40], as cloud computing delivers all kinds of computer resources via the
internet which to some extent aids the furtherance of Web 3.0. The rapid
advancement of information technology (e.g., Web technology) brings a lot to
bioinformatics, including data analysis, data storage, and data sharing. Thus, it
is likely inevitable that there will be a shift to “big” data science based on utility-
supplied cloud computing, which is consistent with the potential trend of e-
Science [39] (that is, scientific research in many disciplines is carried out via the
internet). At the same time, we completely agree that “big” data to some degree
result from lacks of fundamental theories; these theories can guide us in
developing methods and formulating hypotheses and then know what data
should be stored. Our perspectives are that in the future more and more
computer scientists will help biologists build a light-weighted programming
environment for biological data analysis and collaborate with biologists to
conduct actual life science research. We clarified the corresponding description
and added a related citation (Ref [39]) in the revised version.
Reviewer 2: Dr. Igor Zhulin (University of Tennessee, United States of America)
The review summarizes advantages of using cloud computing for “big data”
storage and analysis issues in bioinformatics. In general, it does a fair job on
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at all. For example, time-critical calculations, complex tasks that require data
management (load balancing, fault tolerance issues, etc.) will not do well on
clouds that lack the edge of advanced HPC architectures.
Authors’ response: Thanks for your valuable comments. We accepted your
comments and added some description in the main text. Hadoop (http://
hadoop.apache.org) features two key modules—MapReduce and Hadoop
Distributed File System (HDFS). MapReduce divides a computational program
into many small sub-problems and distributes them on multiple computer
nodes, and HDFS provides a distributed file system that stores data on these
nodes. Hadoop and its associated software are designed to handle load
balancing among multiple nodes and to detect node failures that can be
automatically re-executed on any node. Therefore, Hadoop is capable of
performing time-critical calculations by distributing tasks and large datasets
over multiple computer nodes, supporting big data scaling, and enabling fault-
tolerant parallelized analysis.
Reviewer 3: Prof. Sandor Pongor (International Centre for Genetic
Engineering and Biotechnology, Italy)
I am not an expert of cloud computing but I am am very curious to see the
potentials of this technology for bioinformatics. I found the paper clearly
written, concise and well structured - it gives good introduction to this field,
that readers of this journal will appreciate in my opinion. What I kind of miss
is the user's perspective. When shall a student or a user of bioinformatics
think about a cloud solution? Where to get introductory texts? On a more
practical side: Teaching the bioinformatics of big data (high throughput)
seems to be easy by putting a virtual server on the cloud . . . Where are the
could based courses? These are simple questions and the authors may want
to dedicate a little space to dealing with them.
Authors’ response: Thank you for your thoughtful and excellent comments.
“When shall a student or a user of bioinformatics think about a cloud solution”,
is highly dependent on the user’s need and the computer resources the user has.
Taking SaaS as an example, if a computational task is very time-consuming
and also this task can be divided into many small sub-tasks, it might be better
to put this task into the cloud and to run it as SaaS. The cloud just mentioned
can be offered by a cloud provider (e.g., Amazon), or be in-house, self-made
which makes full use of multiple computers available in one lab/institution. The
relevant introductory texts are available at http://wiki.apache.org/hadoop, which
provides general information and tutorials on how to build a Hadoop-based
cloud and includes several practical examples. There is an online course—“Cloud
Application Development” at http://my.ss.sysu.edu.cn/cloud/, which also
contains other related resources and references. In addition, Galaxy (https://
main.g2.bx.psu.edu) is capable of performing interactive data analyses, which
can serve as an E-learning platform for students.Acknowledgements
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