Abstract Multi-compartment samplers (MCSs) measure unsaturated solute transport in space and time at a given depth. Sorting the breakthrough curves (BTCs) for individual compartments in descending order of total solute amount and plotting in 3D produces the leaching surface. The leaching surface is a useful tool to organize, present, and analyze MCS data. We present a novel method to quantitatively characterize leaching surfaces. We fitted a mean pore-water velocity and a dispersion coefficient to each BTC, and then approximated their values by functions of the rank order of the BTCs. By combining the parameters of these functions with those of the Beta distribution fitted to the spatial distribution of solutes, we described an entire leaching surface by four to eight parameters. This direct characterization method allows trends to be subtracted from the observations, and incorporates the effects of local heterogeneity. The parametric fit creates the possibility to quantify concisely the leaching behavior of a soil in a given climate under given land use, and eases the quantitative comparison of spatio-temporal leaching behavior in different soils and climates. 
Introduction
Solute transport in soils is strongly affected by soil heterogeneity, fingered flow and macropore flow. The heterogeneity influences both water transport and solute transport, but not necessarily to the same extent. Dye tracers such as Brilliant Blue are often used for flow visualization (Flury et al. 1994; Flury and Wai 2003) , and increasingly for quantitative analysis (Persson 2005) . While dye tracers provide information about spatial spreading, the significant adsorption make these tracers less suited to determine the travel times of water (Kasteel et al. 2002) . Another disadvantage of using dye is that it allows only a single experiment at a given location. Travel times of water and solutes can be studied efficaciously using column studies where conservative tracers like chloride or bromide are used to measure the temporal response to the injected tracer. In a column experiment, a solute moves downward with the water through a single column. At the bottom, water and solute are collected in a single container covering the entire bottom of the column, and the measurements result in a breakthrough curve (BTC) (Jury and Roth 1990) . These single column experiments lack spatial information and the BTC essentially describes one-dimensional solute transport. Field experiments with singlecell sample collectors also give a single (spatially averaged) BTC, and therefore only give information about solute transport in one direction.
This limitation prompted the ever-increasing deployment of multi-compartment samplers (MCS) that measure solute leaching as a function of space and time (Wildenschild et al. 1994; Quisenberry et al. 1994; Poletika and Jury 1994; Buchter et al. 1995; Stagnitti et al. 1998; de Rooij and Stagnitti 2000; Strock et al. 2001; Bloem et al. 2010) to assess the fate of salts, nutrients, and pollutants in natural, heterogeneous soils. The MCS we used in our experiment is designed by Bloem et al. (2010) , which can be installed in situ in a tunnel dug below an undisturbed soil volume. The top of the MCS consists of a horizontal flat sampling plate of porous material. The plate is divided into 100 compartments, each with a size of 31.5 × 31.5 mm. Drop counters below the top plate record the number of drops passing through each compartment every 5 min, giving the water flux per compartment. The percolate passing through each compartment is retained separately for each compartment. This percolate can be repeatedly extracted while leaving the instrument buried in situ, facilitating prolonged operation times. To minimize the disturbance of the flow field, the MCS is capable of modifying the applied suction to correspond to the ambient pressure head, as measured by tensiometers installed at the same depth as the instrument. By carrying out a tracer experiment and determining the volume and composition of each extracted sample, the BTCs for all individual compartments can be determined. Therefore, the output of a multi-compartments sampler consists of a family of BTCs.
An individual BTC generally has been interpreted through moment analysis (Kreft and Zuber 1978; Vanderborght and Vereecken 2001; Brooks and Wise 2005) or by means of a solute transport model (model analysis) (Parker and van Genuchten 1984; Jury and Sposito 1985; Kool et al. 1987; Yamaguchi et al. 1989) . Moment analysis usually considers the zeroth moment of the distribution of solute with time (recovered tracer mass), the first moment (mean travel time), and the second central moment (variance of the travel time). In model analysis, mathematical equations are used to describe solute transport. The parameters in these equations are matched to the measured response (curve-fitting). Thus, the transport properties of the system are represented by the model parameters (Toride et al. 1999 ). Fahim and Wakao (1982) and Haas et al. (1997) concluded that curve-fitting in a model analysis is more accurate than moment analysis. Furthermore, model analysis is often preferred, because the model parameters usually have a clear physical interpretation. This, however, may also be a pitfall: the inability of mathematical models to accurately describe the nature of complex systems can be a disadvantage in the model analysis approach (Brooks and Wise 2005) .
The most common mathematical model for solute transport in soils is the convection-dispersion equation (CDE). The CDE characterizes solute transport by the velocity and dispersion coefficient. In soil physics the use of the CDE is accepted, even though it is acknowledged that soils have complex pore geometries and heterogeneous structures which are not fully known in detail (Beven et al. 1993 ). Therefore Beven et al. (1993) argue that the CDE may be applicable in a functional sense in which the mean transport velocity reflects the mass flux of water averaged over some unit area in the system, and the 'effective' dispersion coefficient accounts for the complexities of the flow pathways and heterogeneity in local fluid velocities in the direction of the flow. Modifications of the CDE have been made to improve this model. In saturated soils, the dispersion is scale dependent, necessitating the use of a scale-dependent coefficient (Mishra and Parker 1989; Gelhar et al. 1992) . In unsaturated soils preferential flow exerts a large influence. This can be accounted for by using the mobile-immobile CDE model for example (Parker and van Genuchten 1984; Beven et al. 1993) , or by models that include a macropore domain. Many studies have used model analysis for fitting the transport parameters to tracer data, (e.g., Parker and van Genuchten 1984; Jury and Sposito 1985; Kool et al. 1987; Yamaguchi et al. 1989) , including the identifiability of the parameter values (e.g., Mishra and Parker 1989) . A single BTC can only offer a limited amount of information and certain processes may be taking place outside of its unitary scope. The parameters of the mobile-immobile CDE, for example, may interact in their effect on the predicted outputs, resulting in considerable uncertainty associated with the fitted values (Beven et al. 1993) .
Most experiments had a low spatial resolution and used only a single BTC. Therefore, they give poor representations of the heterogeneous transport processes. Tracer experiments with conservative tracers like chloride or bromide, in which multi-compartment samplers are used to measure the response to an injected tracer, are more adequate to characterize solute transport. A new approach to analyze this data has been developed Stagnitti 2002a,b, 2004) , presenting the leaching surface as a tool to analyze the spatially and temporally non-uniform passage of solutes across a monitoring plane. The leaching surface is a curved surface constructed from a population of local-scale BTCs in such a way that the information on the spatial variation in the BTCs is preserved.
Until now, leaching surfaces were merely used to represent data from multi-compartment samplers. In this article, we develop a method to quantitatively characterize leaching surfaces. The main objective is to parameterize the leaching surface with a limited number of parameters that can be meaningfully interpreted in terms of the soil's solute transport properties. This is achieved by a separate parameterization of the spatial and temporal aspects of solute leaching. For the temporal aspect, we determine the parameters of the individual BTCs by model analysis. We then detect and parameterize any relationships between the transport velocities and dispersion coefficients of the individual BTCs. The spatial aspect is parameterized using the Beta distribution as outlined by Stagnitti et al. (1999) and de Rooij and Stagnitti (2000 Stagnitti ( , 2004 .
The best-fit parameters thus provide a quantitative and objective representation of the leaching surface. This allows a quantitative description of leaching surfaces, providing a means to objectively compare leaching characteristics of different soils, and even of the same soil in different seasons. To test the method, we performed a tracer experiment in the field with a multi-compartment sampler. We constructed a leaching surface from the data and determined its parameters.
Materials and Methods

Leaching Surfaces: Spatial and Temporal Aspects of Solute Leaching
In a hypothetical experiment, a multi-compartment sampler (MCS) with sample collection area A (L 2 ) has its sampler cells arranged in a rectangular grid of n × n cells with positions (x i , y j ), where x i and y j (L) are horizontal cartesian coordinates of the centers of n 2 individual cells identified by the counters i, j {1, . . . , n}. Generalization to other geometries or a population of unconnected single-cell samplers is trivial. The sampler is buried in the soil below an undisturbed soil volume. For an experiment at which a solute is applied uniformly as a pulse (Dirac function) to the soil surface of an area much larger than A centered above the sampler, the outflow into the cells is collected at several points t k (T) in time, with subscript k indicating the kth sampling time since the solute application. Water volume V (L 3 ) and solute flux concentration C (ML −3 ) of the samples are measured.
For the solute, there are two ways in which to proceed. The first option is to use the measurements of concentration. These concentrations give a solute flux concentration breakthrough curve BTC C (x i , y i , t) for compartment (i, j) . The second option is to use solute flux density. Multiplying the measurements of solute flux concentration C and water volume V results in a derived leached mass measurement. By dividing this mass by the compartment area and by the sampling time interval t k − t k−1 we obtain the solute flux density
We can then obtain the solute flux density breakthrough curve BTC F (x i , y i , t) by plotting the solute flux density F as a function of time. Each of these approaches has its merits and drawbacks. To describe solute transfer through the soil, BTC F is most valuable. When the concentration is of interest (for instance for substances with non-linear sorption, or for toxic compounds), BTC C is preferable. Both functions contain the full spatial information gathered by the multi-compartment device. Since they are functions of three independent variables, it is difficult to analyze them. To facilitate their visualization, the sampling compartments are ranked in decreasing order of their total collected solute over the entire leaching period. In this way, the two spatial variables x and y are collapsed into one single pseudo-spatial variable s (L 2 ), such that each compartment corresponds to a length of s that is proportional to its sampling area. Of course, this ranked variable s can be related back uniquely to the original spatial variables x and y by two indexing functions index_x and index_y, such that the compartment with ranked coordinate s corresponds to the physical compartment with coordinates xindex_x(s) and yindex_y(s). Next, the corresponding breakthrough functions BTC F or BTC C are plotted against s. This gives a plot of adjacent breakthrough curves that together form a curved surface. When this surface is constructed from BTC F s, it is termed the leaching surface, which was introduced by de Rooij and Stagnitti (2002a)
The leaching surface S(s, t) (ML −2 T −1 ) thus has a horizontal time-axis and a second horizontal axis (s (L 2 )) that represents the cumulative area of the compartments into which the control plane is divided. In the ordering, the detailed spatial information is lost, but the variation remains. The leaching surface can be scaled to make the area underneath it equal to one. Suitable cross-sections of the leaching surface parallel to the time-axis or the spatial axis, or integrations along intervals of the space and the time coordinate, can yield a wealth of information about the distribution in space and time of solute movement. Indeed, at any fixed point s (associated with a location (x i , y j ), the cross-section of the S parallel to the t-axis returns the solute flux density breakthrough curve at (x i , y j ). Integration over t gives the spatial solute distribution curve
By definition, this is a non-negative monotonically decreasing function. It reflects the spatial redistribution of a uniformly applied solute (Stagnitti et al. 1999; de Rooij and Stagnitti 2004) .
Parameterizing the Temporal Aspect of Solute Leaching
We seek a practical method of determining solute spreading in each compartment. To do so we simplify the flow to steady-state by replacing the time coordinate by a transformed time that represents the cumulative amount of drainage (L). For clarity of presentation we retain the notation t in all equations used in this article and note that the time coordinate used in the derivations is truly a transformed time coordinate that makes a unit of time directly proportional to a unit of drainage. Each BTC C is scaled to 1 by dividing the concentrations by C 0 (ML −3 T) (the area under each BTC C ). We model the scaled BTC C (T −1 ) for each cell as the solution of a conventional one-dimensional equilibrium CDE, without modifications (Toride et al. 1999) . The transformed time coordinate ensures that the value of C 0 is proportional to the solute mass passed. Thus, the solute transport is characterized by the pore-water velocity
, and degradation or production parameters μ (T −1 ), and
with z denoting depth below the soil surface (L), and C the solute flux concentration (ML −3 ). In our experiment we used a conservative tracer, thus R = 1, μ = 0, and γ = 0. For input we used the Dirac delta pulse. Furthermore, we measured flux-averaged concentrations. To allow an analytical solution we assumed steady-state flow. We used a boundary value problem condition consistent with our flux concentration observations. The specific solution for this problem is given by Toride et al. (1999) 
with C * is the scaled flux concentration (T −1 ) and L denoting the depth at the sampling area (L).
As Toride et al. (1999) stated, this solution is sometimes referred to as the travel time probability density function (pdf) for the equilibrium CDE (Jury and Roth 1990) . The parameters v and D were fitted using CXTFIT (Toride et al. 1999 ), a computer program for estimating solute transport parameters from observed concentrations using the convection-dispersion equation (CDE) as the transport model. The CXTFIT code uses a nonlinear least-squares parameter optimization method for estimating the solute transport parameters. For our hypothetical experiment, we obtain n 2 BTC C s, each with its own v and D. To have a workable number of parameters we adopted simple functional relationships between v and D on one hand and s on the other
where
and c D are fitting parameters. The chosen functions allow both linear and power law fits, but can of course be replaced by any desired relationship. Also, constraints linking some of the parameters can be added to reduce the number of fitting parameters. As a starting point we defined a reference fit by setting c v and c D to the mean fitted pore-water velocity and dispersion coefficient, respectively, with the remaining fitting parameters set to zero. We chose to fit scenario dependent dispersion coefficients rather than more stable and soildependent dispersivities for clarity: the aim was to characterize the leaching surface itself, not the soil that generated it. More fundamentally, the soil volume for which a dispersivity is determined, and which presumably is characterized by it, can only be accurately known for column or lysimeter experiments with single outlets. Different initial and boundary conditions do not affect this soil volume. For MCS experiments, on the other hand, the dispersivity determined for an individual sampling compartment characterizes the stream tube exiting through that compartment, and a change in the initial and boundary conditions is likely to result in a different flow pattern with reconfigured stream tubes. One may argue that the population of dispersivities still characterizes the soil volume contained by the entire population of stream tubes, and that this volume is likely to change much less with changing initial and boundary conditions. Still, it is unlikely and certainly not a prerequisite that the distribution of dispersivities is independent of initial and boundary conditions. Thus, the parameters describing the distribution of dispersivities would still be scenario dependent. To avoid the suggestion that we characterize not only the solute plume but also the soil we therefore refrained from calculating the individual dispersivities.
Parameterizing the Spatial Aspect of Solute Leaching
The various single-cell BTCs produced by a MCS differ because of soil spatial variation and possibly preferential flow. It is desirable to characterize the effect of soil heterogeneity on solute leaching directly (i.e., not through numerical simulations in which the soil hydraulic properties vary between nodes). When MCS data are available, a simple yet descriptive way of doing so is through the SSDC, which is obtained by ranking the sampling compartments in decreasing order of amount of total captured solute and plotting the fraction of captured solute as a function of the cumulative area of the ordered compartments (Quisenberry et al. 1994; Stagnitti et al. 1999) . Thus, the SSDC only contains information about the spatial redistribution of solutes. If lateral dispersion is of minor importance, de Rooij and Stagnitti (2000) showed that the SSDC describes the geometry of the flow paths in terms of flow constriction and divergence. The SSDC can be parameterized by fitting the Beta distribution (Stagnitti et al. 1999 )
where p is the probability of the Beta variate as a function of coordinate x,
is the Beta function, and α and ζ are positive shape parameters . The mean, variance and coefficient of variation CV of the Beta distribution are 
Note that the uniform distribution arises by setting α = ζ = 1, with a coefficient of variation 3 −1/2 . We needed to transform the fitted BTC C for each compartment (i, j) to a BTC F in order to be able to produce a leaching surface based on solute flux density. We approximated the flux concentration during the kth sampling interval by
i.e., based on the fitted scaled concentration at the end of the sampling interval. With Eq. 1, this gives
The group V i, j,k Δx i Δy j (t k − t k−1 ) −1 is the water flux density for compartment (i, j) during sampling interval k. We recall that we ranked the n 2 compartments in order of total captured solute, so that each compartment (i, j) has a unique rank number, which we denote w:w {1, . . . , n 2 }. If we denote the total number of sampling rounds m, we have k {1, . . . , m}. With these, we can create a water flux density matrix q with n 2 rows and m columns in which each of the entries is given by the water flux density of the compartment corresponding to the row number (ranking along the s-axis) at the sampling round indicated by the column. By summing over the columns we obtain the vector q s (LT −1 )
By summing over the rows we obtain the vector q t (LT −1 )
We now approximate the solute flux density in the compartment with rank number w at sampling interval k as
Here, C 0,w q s,w approximates the total amount of solute leached from the compartment with rank number w. It is a function of w, and this function can be parameterized by the Beta distribution in analogy with the SSDC. The Beta distribution fitted on C 0,w q s,w gives the fraction of the total leached solute passing through a particular region associated with an interval ds. This provides a scale factor to adjust the scaled breakthrough curve BTC F with v(s) and D(s) for that location. In fitting the Beta distribution to approximate total amounts of leaching, we fitted the non-cumulative form of the distribution. We found this significantly improved the goodness of fit as compared to fitting the cumulative Beta distribution according to de Rooij and Stagnitti (2000) .
Leaching Experiment in the Field
We used a variable-suction multi-compartment sampler of the type developed by Bloem (2008) and Bloem et al. (2010) with metal porous plates (metal sampler) (Fig. 1) . The sampler consisted of 10 × 10 compartments (n = 10), each with a sampling area of 10.35 cm 2 . The sampler was installed in the field (Vredepeel, the Netherlands) at 31 cm depth as described by Bloem (2008) and Bloem et al. (2009) . On the 14th of December 2005 we cut the grass in the 0.70 × 0.70 m area above the sampler to 3 cm and applied 4.5 mm of a 1 M CaCl 2 · 2H 2 O solution. To eliminate the side effects of both converging and diverging streamlines of the chloride concentration, the tracer solution was applied on the entire 0.70 × 0.70 m plot. To do this, we covered the application area with a 21 × 21 cell PVC grid, with a syringe holder in the center of each cell. We filled 441 medical 10 ml syringes with 5 ml tracer solution (CV = 0.7%), and placed these in the syringe holders. We then emptied all syringes within 2 min to achieve a spatially uniform tracer pulse application. The soil surface directly above the sampling area of the sampler received 33.0 g Cl − .
After each rainfall event (usually a cluster of small rain showers), the collected leachate was extracted from the sampling cells while leaving the sampler buried in situ. The collected volumes were determined and the solute concentrations were derived from the EC as measured with an EC meter (Cond 315i and TetraCon325 from WTW; individually calibrated).
Fig. 1 Construction details and key features of the multi-compartment sampler (MCS).
The instrument has high-spatial resolution with 100 sampling compartments and high temporal resultion of suction, rainfall measurements, and drop counts. To the instrument vacuum is applied which follows ambient suction. The cover of the instrument consists of porous metal plates After 145 days (11 sampling rounds; k ∈ 1, . . . , 11), nearly all tracer had passed the sampling depth. The mass collected during the final sampling round was less than 0.01% of the applied mass over the sampling area. In total the metal sampler captured 67% of the chloride it should have intercepted if the flow had been perfectly vertical.
Data Analysis
Rainfall during the experimental period was erratic. We therefore replaced the time coordinate (T) by a cumulative drainage coordinate (L), with the cumulative drainage at each sampling round calculated as the average cumulative drainage of all 100 sampling cells since the solute application. This coordinate transformation eliminates most of the irregularities arising from dry periods between rainfall events (van Ommen et al. 1989; Jury et al. 1991) . We determined BTC C and BTC F for each compartment and constructed leaching surfaces from both sets of curves. For each leaching surface the x-axis consists of the cumulative drainage coordinate (L) and the y-axis consists of the cumulative area of the compartments (L 2 ). Each compartment covers a sampling area of 10.35 cm 2 , thus with 100 compartments the y-axis range from 0 to 1, 035 cm 2 . Each leaching surface comprised 1,100 data points. The next step was to fit the BTC C s of all compartments to Eq. 5. Before doing so we scaled every curve by the area underneath it (C 0 [mass per volume times cumulative drainage; ML −3 L; note the separate length dimension emerging from the coordinate transformation outlined above]), and then fitted v and D to the scaled curves. The flux concentration for a given cell at a given time can be approximated by multiplying the fitted concentration by C 0 of that cell.
Samples which did not contain enough water to analyze them separately were pooled during the analysis. This results in an average concentration from the pooled samples. Ten samples hardly ever contained enough water and therefore show the same concentrations in their curves, and their BTCs are entirely determined by the average concentration of the pooled samples. As those samples contained hardly any mass they were ranked lowest and grouped next to each other in the leaching surface. The breakthrough curves are biased by the averaging and are therefore not taken into account for the further construction of the leaching surface.
The resulting velocities from the fitting procedure (Eq. 5) are then parameterized by Eq. 6. In this case the velocity can be described by a single parameter, the average velocity. The same holds for the dispersion coefficient. The resulting dispersion coefficients from the fitting procedure (Eq. 5) are parameterized by Eq. 7, resulting in a single dispersion coefficient, the average dispersion coefficient. We constructed the leaching surface with the average velocity and the average dispersion coefficient for all BTC C s.
For comparison we also constructed the leaching surface based on flux concentration directly from the 100 fitted values of v and D. Thus, the only difference with the observed leaching surface based on flux concentration is the fact that the individual BTCs were now fitted, isolating the effect of the fitting procedure to the CDE (Eq. 5). Conversely, we scaled the observed BTC C s according to the fitted instead of the observed approximated SSDC to see how the Beta distribution affected S(s, t).
For each BTC within the leaching surface we calculated the normalized root mean square error (RMSE)
with subscript O denoting observed solute flux densities, and subscript P indicated their calculated counterparts. We also calculated the normalized mean RMSE between the observed and fitted leaching surface
The same equation is used to calculate the error of the flux concentration C (i.e., F is replaced by C in Eqs. 18 and 19). Table 1 presents the day nr, cumulative infiltration (based on rainfall minus calculated evapotranspiration), and measured cumulative drainage in the sampler for the sampling period. For three selected sampling rounds (days 20, 65, and 83) we present the collected water volume V (L 3 ), its solute flux concentration C (M L −3 ), and the mass measured in the individual compartments (Fig. 2) . During the measured period the spatial variation of drainage is quite consistent. As can be seen in the figure, small-scale variations are abundant in the captured amounts of drainage. The captured volumes of adjacent cells can be very different, but clusters of high-and low-yielding cells are observed. Within the chloride flux concentration there is less spatial variation than in the drainage pattern, reflecting the effect of lateral spreading. The distribution of chloride mass resembled the drainage pattern. Figure 2 also presents the total amount of water, maximum concentration, and total mass for the 100 compartments. This aggregated information corroborates the dominant role of the infiltration pattern on the spatial distribution of solute leaching. Interestingly, the maximum chloride concentration is quite independent of the amount of water captured by a sampling cell. It seems that there is very effective lateral spreading, at least within a few centimeters, since the lateral variation of the chloride concentration was relatively limited, even though flow rates varied massively. Based on these observations this suggests a convective-dispersive rather than stochastic-convective solute transport mechanism (Jury et al. 1991, pp. 222-225) .
Results and Discussion
With the field measurement results we constructed solute flux concentration breakthrough curves BTC C (xi, yi, t) for each compartment (i, j) as well as the solute flux density breakthrough curves BTC F (xi, yi, t) using Eq. 1. Figure 3a , and b show five BTC C s and BTC F s, respectively, out of the 100 curves generated by the sampling compartments. On the horizontal axis is cumulative drainage. The dominant role of the drainage pattern we observed in Fig. 2 is apparent here as well. The BTC F s, which are affected by variations in both solute concentration and volumes captured show much more variation than the BTC C s.
For each sampling compartment we determined the total amount of solute collected from it in the course of the experiment, and then we ranked the compartments and their BTCs in descending order of this collected solute amount. From these ranked 100 BTCs we constructed two leaching surfaces, one based on the BTC C s and one based on the BTC F s (Fig. 4) . The leaching surface based on solute flux density shows that the amount of solute carried at any given time varies massively between cells, but the cells with low flow rates do not peak later than those with high flows, indicating efficient solute transfer between fast and slow domains. This solute transfer leads to much smaller variations in the concentrationbased leaching surface. The leaching surface based on solute flux density thus shows more variation than the leaching surface based on flux concentration because the variations in concentration and in amount of drainage are both represented in this graph. This figure shows the importance of the drainage in solute movement, as most of the mass is displaced within the cells with the highest fluxes, whereas the concentration is divided more or less equally over the whole sampling area. The area under each BTC C based on flux concentration was determined (Fig. 5a ), as well as the approximated SSDC (Fig. 5b) . Figure 5b shows the Beta distribution fitted through the approximated SSDC. The fitted parameter values are in Table 2 . Table 2 The mean, standard deviation and the coefficient of variation for the parameters velocity v and dispersion coefficient D fitted to Eq. 5 (Fig. 6) , and the mean of α and ζ from the Beta distribution (Fig. 5) The BTC C s fitted by using Eq. 5 are given in Table 2 and Fig. 6 . The error between the observed and fitted BTC C s is acceptable given the low noise that is evident in Figs. 6, 7a,b and Table 3 . The fitted velocities v are fairly uniform, but seem to slightly decrease with s. The fits for D are much more erratic without a clear trend. The velocities and dispersion coefficients are parameterized by one average velocity and one average dispersion coefficient as given in Table 2 . This results in Fig. 7c . The error is slightly increased by 6% due to this operation. Applying the Beta distribution finally results in the fully parameterized leaching surface S (Fig. 8c) . Figure 9 shows the leaching surface obtained when the observed BTCs were scaled according to the fitted Beta distribution, and thus solely reflects the effect of replacing the observed SSDC by its fitted counterpart. The errors of the fitted BTC C s are 12.7%. The error of the Beta distribution is 16.9%.
Because trends in v(s) and D(s) are small or absent, we only applied the reference fit (with v and D equal to their mean for all s). This reduced the parameters describing the leaching surface to the four given in the top row of Table 2 . The resulting leaching surface is shown in Fig. 8c . A comparison with the observed leaching surface (Fig. 8a) shows that the noise has been stripped to reveal the main features. The absence of a trend in v and D leads to a crest parallel to the s-axis and equally wide BTCs. The error for this leaching surface compared to the observed leaching surface is 20.7%.
Of course, the fitted leaching surface is smooth. To reproduce some of the detailed features of the observed leaching surface we replaced the average values of v and D by randomly generated values from Gaussian distributions with mean and standard deviation given by the populations of fitted v and D. We subdivided s in equidistant intervals and assigned one set of the random values to each interval (qualitative approach). We used this qualitative approach for visualization. for observed scaled flux concentrations (Fig. 7a, d ). Applying the Beta distribution give the qualitative leaching surface (Fig. 8d ). In comparison with the smoothed leaching surface of Fig. 8c , the qualitative leaching surface gives a better visual result.
Conclusions
We developed a parameterization of the leaching surface that requires four to eight parameters. The parameterized form was fitted to an observed leaching surface. Main features, such as the concentration of leaching in a small region within the space-time domain, the marked spatial non-uniformity of the leaching and the relative similarity (apart from a scaling factor) of the BTCs of individual sampling cells, were represented rather well. This opens up the prospect of a quantitative comparison of leaching surfaces from different soils or obtained in different seasons. Possibly, leaching surface parameters can be used to characterize a local configuration of soil, climate, and land use in terms of its leaching behavior. This would be a more direct characterization than the currently used method of identifying soil hydraulic and transport properties to feed a numerical model that calculates leaching scenarios. The latter approach necessarily invokes all the assumptions that go into the separate solvers for the flow and transport equations, and the parameterizations upon which they rely. Furthermore, a parametric fit of a leaching surface allows the trend to be subtracted from the observations, thereby isolating the noise to allow an analysis of residuals. This analysis can prove a useful diagnostic of the leaching process: a few strong outliers with high leaching for instance point to the occurrence of narrow flow paths that funnel of sizable amounts of solute-amounts that can be actually quantified from the data. Another potential advantage is the fact that the leaching surface incorporates the effects of local heterogeneity on the leaching process and implicitly captures them in its parameter values. Thus, while soil cores obtained in a geostatistically homogeneous soil may produce vastly different BTCs, two MCSs buried in the same soil may generate leaching surfaces with comparable parameters. Thus, these parameters may characterize the leaching risks of relatively large areas, and spatial trends in them reflect significant differences, either caused by different land uses, or more gradual changes in soil properties, rainfall patterns, etc.
