Let g ≥ 2 be an integer. Take an arbitrary integer vector κ = (k 1 , . . . , k σ ) such that k i > 0, k 1 + · · · + k σ = 2g − 2.
Suspension flows.
Let G be an Abelian group (in what follows only G = Z or G = R will arise) and let {T g , g ∈ G} be an action of G by measurable transformations of a metrizable topological space X endowed with its Borel σ-algebra B. Two actions, {X, T g } = {T g , g ∈ G} on (X, B) and {X, T ′ g } = {T ′ g , g ∈ G} on (X ′ , B ′ ), are called isomorphic if there is a bimeasurable one-to-one map Φ : X → X ′ such that T ′ g • Φ = Φ • T g for all g ∈ G. In this paper we also consider an action {X, T g } together with a {X, T g }invariant Borel probability measure µ on X. We denote such an object by {X, T g ; µ}. We say that {X, T g ; µ} and {X ′ , T ′ g ; µ ′ } are isomorphic if there are sets X 1 ∈ B, X ′ 1 ∈ B ′ invariant with respect to all T g and all T ′ g respectively such that µ(X 1 ) = µ ′ (X ′ 1 ) = 1 and the restrictions {X 1 , T g } = {X, T g }| X 1 and {X ′ , T ′ g }| X ′ 1 are isomorphic. If G = Z, the corresponding action will be denoted by {X, T n }. If G = R, we write {X, T t }. In the former case T n = T n , where T is a bimeasurable, one-to-one transformation of (X, B) called an automorphism. In the latter case the action is called a flow. In this paper we mostly deal with flows that can be defined as follows. Let T be an automorphism of (X, B) and f : X → [c, ∞), c > 0, be a measurable function. Consider the direct product X × R + and its subspaceX f = {(x, u) : x ∈ X, 0 ≤ u < f (x)}. For t ≥ 0 and every pointx = (x, u), we set S tx = (x, u + t) if u + t < f (x), and
For t < 0 we set S t = (S −t ) −1 and thus obtain a flow {X f , S t }. For this flow we shall also use the notation (T, f ) and call it the suspension flow constructed by T and f .
Denote by M T,f the set of all T -invariant Borel probability measures µ on X with µ(f ) < ∞ (here and in the sequel, µ(f ) := f dµ). Every (T, f )-invariant Borel probability measureμ f onX f is induced by a measure µ ∈ M T,f . Namely,μ f = (µ(f )) −1 (µ × λ)|X f , where λ is the Lebesgue measure on R + . We will refer toμ f as the f -lifting of µ and for brevity write (T, f ;μ f ) instead of ((T, f );μ f ). The Kolmogorov-Sinai entropy h(T, f ;μ f ) of theμ f -flow (T, f ;μ f ) is given by Abramov's formula h(T, f ;μ f ) = h(T ; µ)/µ(f ),
where h(T ; µ) is the Kolmogorov-Sinai entropy of the µ-automorphism (T ; µ).
We define the topological entropy of (T, f ) by the formula
(indeed, if X is a compact metric space, T is a homeomorphism and f is continuous, then, by the Variational Principle, this definition coincides with the usual definition of topological entropy.) We refer to every µ ∈ M T,f at which the supremum in (2) is achieved as to a measure of maximal entropy for (T, f ).
In the specific case we will deal with, (X, T ) is a countable state topological Markov shift, i.e., X is the set of infinite double-sided paths of a directed graph Γ = (V, E) with vertex set V and edge set E ⊆ V × V , and T is the shift transformation: (T x) i = x i+1 for each x = (x i , i ∈ Z) ∈ X. Each path is considered to mean a sequence of vertices linked successively by edges.
In the sequel we assume that Γ is connected. If Γ is the complete graph, i.e., E = V × V , we have the topological Bernoulli shift with alphabet V . We introduce the discrete topology on V , the product topology on V Z , and the induced topology on X ⊂ V Z . The map T is clearly a homeomorphism of X. We shall refer to every finite path of Γ as to an admissible word and denote by W (Γ) the set of all admissible words (including the empty word). Let w = (v 1 , . . . , v k ), w ′ = (v ′ 1 , . . . , w ′ l ) be two admissible words. If the concatenation (v 1 , . . . , v k , v ′ 1 , . . . , v ′ l ) is also admissible (i.e., if (v k , v ′ 1 ) ∈ E), then we denote it by ww ′ . To every word w we assign the cylinder C w := {x ∈ X : (x 0 , . . . , x |w|−1 ) = w}, where |w| is the length of w, i.e., the number of symbols in w. We say that a word w = (v 1 , . . . , v n ) is simple if there is no positive k < n such that (v 1 , . . . , v k ) = (v n−k+1 , . . . , v n ). For a measure µ ∈ M T,f and a word w ∈ W (Γ), we shall often write µ(w) rather than µ(C w ).
For a function f :
We says that f has summable variations if ∞ n=1 var n (f ) < ∞. We say that f depends only on the future if f (x) = f (y) when x i = y i for all i < 0.
Main results and auxiliary statements.
For a suspension flow {S t } = (T, f ) defined as above and for a set C ⊂ X, we putτ 
where s = h(T, f ;μ f ),τ (C, x) is defined in (3), and α is a positive constant. Then (i) s = h top (T, f ), i.e.,m f is a measure of maximal entropy for the flow (T, f );
(ii) if f depends only on the future, then the flow {S t } can have at most one measure of maximal entropy.
The statement (ii) follows from results of Buzzi and Sarig [4] .
Suspension flows over Bernoulli shifts.
The proof of Theorem 2 is based essentially on some properties of suspension flows constructed by topological Markov shifts (in particular, by Bernoulli shifts) and functions of one or many coordinates.
We begin with two simple lemmas. Let N = N or {1, . . . , n}, n ≥ 2, and let c = (c i , i ∈ N ) be a sequence of real numbers such that inf i∈N c i > 0. Denote by P = P N ,c the family of sequences p = (p i , i ∈ N ) such that
(Certainly, P N ,c does not depend on c when |N | < ∞.) Let
(as usual, we let 0 ln 0 = 0). Lemma 1. If p ∈ P is such that p k = 0 for some k, then there exists
Proof. We divide N into two non-empty subsets, N 0 = {i ∈ N : p i = 0} and
For
From (7) it follows that p t,s ∈ P and lim s→0 H(p t,s ) = H(p t ). Therefore, H(p t,s ) > H(p) as s > 0 is small enough, and since p t,s i > 0, we can take p t,s with one of these s for p ′ .
It remains to note that if H(p) = ∞, then H(p t,s ) = ∞ for all s ∈ [0, t) (see (7) , (8)). Lemma 2. Let N = {1, . . . , n}, n ≥ 2, and let c, P = P N , H = H N ,c be as above. Then sup p∈P H(p) is the unique solution to the equation
Proof. Since H is a continuous function on the compact set P ⊂ R n , its supremum is attained at a point p 0 = (p 0 i , i = 1, . . . , n) ∈ P. By Lemma 1 p 0 i > 0 for all i. Thus p 0 can be found in a standard way. Let P + = {p ∈ P : p i > 0, i = 1, . . . , n}. For p ∈ P + we put p 1 = 1 − n i=2 p i and consider the equations ∂H(p)/∂p i = 0, i ∈ N \ {1}. From this system we deduce that if p 0 is an extremum point of H(p), then p 0 i = e −β 0 c i /F n (β 0 ), 1 ≤ i ≤ n, where β 0 = const > 0. From each of the equations ∂H(p) ∂p i | p=p 0 = 0 it also follows that β 0 = H(p 0 ). On the other hand, by substituting p 0 for p in H(p) we see that H(p 0 ) = β 0 − Fn(β 0 ) F ′ n (β 0 ) ln F n (β 0 ). Therefore, ln F n (β 0 ) = 0, i.e., β 0 is a root of the equation F n (β) = 1. This root is unique, since F n (β) decreases in β. Finally, H(p 0 ) = max p∈P H(p), because, as was mentioned above, every point of maximum belongs to P + , hence the equations ∂H(p)/∂p i = 0, i ∈ N \ {1}, p 1 = 1 − n i=2 p i must hold at this point. But we already know that these equations have only one solution.
Let us now consider a countable state topological Bernoulli shift (X, T ) with X = V Z , and the suspension flow {S t } = (T, f ) constructed by T and a function f such that
We note that
Indeed, every µ ∈ M T,f gives rise to the measure 
We now notice that the relations
establish a one-to-one correspondence between B (n) and P = P N with N = {1, . . . , n}, and that h( (5) and (6)). By Lemma 2 the right-hand side of (10) is sup n β n , where β n is determined by F n (β n ) = 1. Let us note that F n is the nth partial sum of the series for F and that both F n and F are strictly decreasing functions (for F it is true on the semiaxis where it is finite). Hence sup n β n = lim n→∞ β n . We consider two possible cases and first suppose that F (β) = ∞ for all β ≥ 0. It is clear that in this case lim n→∞ β n = ∞. Otherwise there exists a unique β ∞ > 0 such that either
From this we conclude that lim n→∞ β n = β ∞ . We thus came to both statements of the lemma.
Induced Automorphisms and the Markov-Bernoulli
Reduction.
For the next lemma we have to remind the following definition. Let T be an automorphism of the space (X, B) and C ∈ B. Denote
It is clear that the sets X C , C ′ are measurable and invariant with respect to T and T C ′ respectively, and that T C ′ is an automorphism of the set C ′ provided with the induced Borel σ-algebra; T C ′ is said to be the induced automorphism on C ′ . Then the suspension flow (T | X C , f | X C ) constructed by the restrictions of T and f to X C is isomorphic to the suspension flow (
Furthermore, if µ ∈ M T,f is ergodic and such that µ(C) > 0, then µ(f ) =
We omit the proof of this lemma, since it follows immediately from standard facts of ergodic theory (see, for instance, [5] ).
The following construction reminiscent of the first return method in the theory of Markov chains has been repeatedly presented in the literature in different terms (presumably for the first time -in [6] ).
Let w = (v 1 , . . . , v l ) ∈ W (Γ) and C = C w . Then X C defined by (12) can be described as follows: x ∈ X belongs to X C if and only if there is an increasing sequence of integers
. . , x i k +l−1 ) = w for every k, and no other segment of x agrees with w. Furthermore, C ′ consists of those x for which i 0 (x) = 0. It is clear that
Denote by A w the set of all words
We thus obtain a mapping Ψ w : X C → (A w ) Z measurable with respect to the appropriate Borel σ-algebras; its restriction to C ′ obviously induces a one-to-one correspondence between
Here and in the sequel we consider each a ∈ A w as either a word in the alphabet V or a letter in the new alphabet A w . What of these two possibilities takes place will always be clear from the context. This construction reduces in essence the study of the topological Markov shift (X, T ) to that of a topological Bernoulli shift determined by w, and so we shall refer to it as the Markov-Bernoulli (M-B) reduction applied to (X, T ) and w.
Positive measures.
Our next aim is to show that the topological entropy of a suspension flow over a Markov subshift may be computed taking the supremum only over ergodic measures that are positive on all cylinders. f , the f -lifting of µ 0 is non-ergodic with respect to the suspension flow (T, f ). We decompose thẽ µ 0 f -flow (T, f 1 ;μ 0 f ) into ergodic components (see [13] ) and notice that to each of these components there corresponds a (T, f )-invariant ergodic probability measure which is inevitably the f -lifting of a T -invariant ergodic probability measure µ 0,ω on X, where ω belongs to a probability space (Ω, F , P ). Since
(for the last equation see [14] ), we conclude that
Let E 0 T,f = E T,f \ E + T,f and assume that, contrary to the lemma we are proving, for some δ ∈ (0, ∞),
which in particular means that
By virtue of (17) 
We first consider the case where h(T ; µ 0 ) < ∞ and let
Since f has summable variations, one can find n δ ∈ N such that, for every n ≥ n δ , there is a function f n : X → R + with the following properties:
One can easily check that then
for
Since |f − f n | < const, we have E T,fn = E T,f and hence E + T,fn = E + T,f . If h(T ; µ 0 ) = ∞, then (20) clearly holds for every δ > 0 and every measurable function f n :
Using the assumption µ 0 ∈ E 0 T,f , we find a word w 0 ∈ W (Γ) with µ 0 (w 0 ) = 0. Fix arbitrary n 1 ≥ max{n δ , |w 0 |} and a word w 1 ∈ W (Γ) with |w 1 | = n 1 , µ 0 (w 1 ) > 0. Then apply the M-B reduction to (X, T ) and w 1 . By Lemma 4 the suspension flow
Notice that the function ϕ is constant on every one-dimensional cylinder {y ∈ Y : y 0 = a}, a ∈ A w 1 ; the reason is that each a ∈ A w 1 considered as a word from W (Γ) is not shorter than w 1 . Let us carry over the measure µ 0 C ′ , the normalized restriction of µ 0 to C ′ (with C ′ defined in (12) and C = C w 1 ), to Y via the mapping Ψ w 1 to obtain a Borel probability measure ν 0 on Y . From the above-described properties of Ψ w 1 it follows that the automorphisms (T C ′ ; µ 0 C ′ ) and (σ, ν 0 ) are isomorphic and hence, by Lemma 4, the suspension flow (T,
where µ 0 f 1 and ν 0 ϕ are the f 1 -lifting of µ 0 and the ϕ-lifting of ν 0 , respectively. Therefore,
(see (1)).
If we change ν 0 for a σ-invariant Bernoulli measure ν 1 with the same onedimensional distribution (i.e., with ν 1 (C a ) = ν 0 (C a ) for all a ∈ A w 1 , where C a = {y ∈ Y : y 0 = a}), then the numerator on the right-hand side of (22) can only increase, while the denominator will not change (since ϕ is constant on every cylinder C a , a ∈ A w 1 ).
From the definition of ν 0 and ν 1 it follows that ν 0 (C a 0 ) = ν 1 (C a 0 ) = 0 for some a 0 ∈ A w 1 . Really, let
Choose an arbitrary shortest word of this type and denote it by w ′ . Similarly, let w ′′ be one of the shortest words in which there are an initial and terminal segments that agree with w 0 and w 1 , respectively. From the assumption that µ 0 (w 0 ) = 0, µ 0 (w 1 ) > 0, |w 0 | ≤ |w 1 | it follows that w ′′ = w 0ŵ whereŵ can have one of the following three forms:
Consider the word w ′ŵ . One easily checks that w ′ŵ ∈ A w 1 . Moreover, µ 0 (w ′ŵ ) = 0, because w ′ŵ contains a subword that agrees with w 0 . Hence µ 0
We now want to perturb ν 1 within the class of Bernoulli measures on Y in such a way as to obtain a measure for which the right-hand side of (22) is bigger than for ν 0 and which is positive on all cylinders.
Since ϕ(y), y = (y i , i ∈ Z) ∈ Y , depends solely on y 0 , we have ϕ(y) = ϕ 0 (y 0 ), where ϕ 0 is a function on A w 1 .
Using Lemma 5, we find a σ-invariant Bernoulli measure
and if h(σ; ν 1 ) = ∞, then h(σ; ν 2 ) = ∞ as well.
We now use the mapping Ψ −1 w 1 to transfer the measure ν 2 to C ′ and denote the resulting measure by µ ′ . The suspension flow (σ, ϕ;ν 2 ϕ ) is then isomorphic to the suspension flow (
be the restriction of µ ′ to C ′ (n) considered as a measure on X. Then the measure
is concentrated on X C and T -invariant. By normalizing µ ′′ we obtain a probability measure µ ′′′ . By Lemma 4 the flows (T | X C ; f 1 | X C ) and (T C ′ , f 1 C ′ ) are isomorphic. Then the flow (T, f 1 ;μ ′′′ f 1 ) is isomorphic to the flow (T C ′ , f 1 C ′ ;μ ′ ) and hence (see above) to the flow (σ, ϕ;ν 2 ϕ ). Therefore,
(see (22), (23)). It is clear that µ ′′′ ∈ E T,f . Moreover, µ ′′′ ∈ E + T,f . Otherwise we could apply to µ ′′′ the procedure that gave us the measure ν 0 , starting from µ 0 . The resulting measure would coincide with ν t,s , and there would be a letter a ∈ A w 1 with ν t,s (C a ) = 0. But we know that this is impossible. Thus (24) contradicts (20) with f n = f 1 and hence contradicts (17) . Proof. As before, we let C = C w an use the notation (12)- (14) . ¿From the definition of σ w and ϕ f,w it follows immediately that the suspension
On the other hand, by the same Lemma 4 h( Lemma 6. For every connected oriented infinite graph Γ = (V, E) and every n ∈ N, there is a simple word w ∈ W (Γ) with |w| > n.
. It is easy to see that w is a simple word.
Proof of Theorem 2. (i) Let Γ, X, T , f , and µ be as in Theorem 2. Take a simple word w ∈ W (Γ) and let C := C w . Lemma 6 enables us to choose w as long as we wish (see below). Consider the sets X C , C ′ , the induced transformation T C ′ : C ′ → C ′ , and the function f C ′ (see (12) - (14) ). Apply the M-B reduction to (X, T ) and w.
From (3), (14) it is clear thatτ (T, C w ; x) = f C ′ (x) for every x ∈ C ′ . Thus (4) can be rewritten in the form
which is true for m-almost all x ∈ C wŵw . The simplicity of w implies that each word a ∈ A w is of the form a = wŵw ′ , whereŵ ∈ W (Γ) (ŵ may be an empty word if ww ∈ W (Γ)),ŵ does not contain w as a subword, and w ′ is the word w with its last letter removed.
By assumption, the measure m is positive on all cylinders and T -invariant. Hence m(C) = m(C ′ ) > 0, and we can normalize m on C ′ to obtain a T C ′invariant probability measure m ′ . Its image ν ′ := (Ψ w ) * m ′ is a probability measure ν ′ on Y = Y w invariant with respect the shift transformation σ. From the definition of Ψ w it follows that, for a = wŵw ′ ∈ A w ,
Notice that ν ′ (C a ) > 0 for all a ∈ A w . Taking into account the relation between f C ′ and ϕ = ϕ f,w (see (21)) and using (26), (27), we obtain
for ν ′ -almost all y ∈ C a . Our next step is to approximate ϕ by a function that is constant on each cylinder C a , a ∈ A w .
Since w is simple, we have τ (T, C ′ ; x) ≥ |w| for all x ∈ C ′ (see (13)). We say that x (1) (2) ) and x
for τ (T, C ′ ; x (1) )lei ≤ τ (T, C ′ ; x (1) ) + |w| − 1 as well, from which we obtain (see (14) )
Let
It is easy to see that C w (x) is a cylinder and that these cylinders constitute a partition of C ′ . Moreover, by virtue of (30), (29) the function f w is constant on each element of this partition and
Therefore,
where ϕ w (y) := f w (Ψ −1 w y) is constant on each cylinder C a ⊂ Y , a ∈ A w (by Ψ −1 w y we mean here the unique point x ∈ C ′ such that Ψ w x = y) and hence there is a function ϕ w 0 on A w such that ϕ w (y) = ϕ w 0 (y 0 ). With Lemma 3 in mind we will estimate the sum a∈Aw exp[−sϕ w 0 (a)]. Let
var n (f ).
Since ν ′ (C a ) > 0 for all a ∈ A w , one can choose, for every a, a point y a ∈ C a such that (28) holds for y = y a . By (28) 
Similarly, a∈Aw e −sϕ w 0 (a) ≥ 1/(1 + e −α|w| ).
By Lemma 6 we can choose a sequence of simple words w n , n ≥ 1, with |w n | → ∞ as n → ∞. If, for a fixed n, there is t ∈ R such that F n (t) = 1 (such t can be only one), we denote this by t n . Otherwise we put t n := sup{t : F n (t) = ∞}. Notice that t n ≥ 0 (because F n (0) = ∞) and t n < ∞ (because of (33)). From the definition of ϕ wn it follows that inf y∈Y ϕ wn (y) → ∞ as n → ∞ (remind that Y = Y wn ). Therefore, for every γ > 0, ∂F n (t)/∂t → −∞ as n → ∞ uniformly in t on the set D γ := {t : γ ≤ F n (t) < ∞}. Using this fact, it is easy to deduce from (35) that t n → s as n → ∞ (it would be sufficient to know that ∂F n (t)/∂t < const < 0 on D γ ).
Let us now consider two isomorphic suspension flows, (σ, ϕ wn ) and (T C ′ , f wn ). By Lemma 3
From (32) and the evident bounds h top (σ, ϕ wn ) ≤ 2s (as n is large enough), inf ϕ ≥ c, and inf ϕ wn ≥ c we obtain
where δ n = k=|wn| var n (f ) (cf. (19) . Therefore s = h top (σ, ϕ) and hence (see Corollary 1)) s = h top (T, f ).
(ii) We prove the uniqueness of a measure with maximal entropy for the suspension flow (X, f ), using a result by Buzzi and Sarig [4] .
Let m be such a measure. Then by (2)
where s = h top (T, f ). Hence for every µ ∈ M T,f , we have h(T, µ) + µ(g) ≤ 0, where g(x) := −sf (x), x ∈ X, while h(T, m) + m(g) = 0, so that the topological pressure of g is zero and m is a g-equilibrium measure. Using the natural projection π : V Z → V Z + we let X + = πX and f + (x + ) = f (x) for any x ∈ π −1 x + (by assumption f is constant on the set π −1 x + , so that f (x) does not depend on x. It is easily checked that πT x = T + πx, x ∈ X, where T + is the shift transformation on X + , and, moreover, that π induces a one-to-one correspondence between M T,f and M T + ,f + , the set of T + -invariant probability measures µ + with µ + (f + ) < ∞ on X + . Let m + ∈ M T + ,f + correspond to m. Then m + is a g + -equilibrium measure, where g + = −sf + . Notice that the one-sided Markov shift T + is topologically transitive (because the graph Γ is connected), the topological pressure of g + is zero (because this is the case for f + ), and sup x + ∈X + g + (x + ) < 0 (because inf x∈X f (x) > 0). Thus, by Theorem 1.1 from [4] , there can be only one g + -equilibrium measure.
4 Interval exchange transformations and zippered rectangles.
Rauzy operations a and b.
Let π be a permutation on m symbols. The permutation π will always be assumed irreducible in the sense that π{1, . . . , k} = {1, . . . , k} iff k = m. Rauzy operations a and b are defined by the formulas:
These operations preserve irreducibility. The Rauzy class of a permutation π is defined as the set of all permutations that can be obtained from π by repeated application of the operations a and b.
For i, j = 1, . . . , m, denote by E ij an m × m matrix of which the i, j-th element is equal to 1, all others to 0. Let E be the m × m-identity matrix.
Following Veech [16] , we introduce the unimodular matrices
For a vector λ ∈ R m , λ = (λ 1 , . . . , λ m ), we write
For a matrix A, we write ||A|| = i,j |A ij |.
Let ∆ m−1 be the unit simplex in R m :
The space ∆(R) of interval exchange transformations, corresponding to a Rauzy class R, is defined by the formula 
If λ / ∈ ∆ + ∪ ∆ − , then the map T is not defined. Veech [16] showed that the Rauzy-Veech induction has an absolutely continuous ergodic invariant measure on ∆(R); that measure is, however, infinite.
Following Zorich [19] , define the function n(λ, π) in the following way:
Observe that the function n(λ, π) is well-defined for all (λ, π) such that λ has incommensurate coordinates.
The Rauzy-Veech-Zorich induction is defined by the formula G(λ, π) = T n(λ,π) (λ, π).
Theorem 3 (Zorich[19] ). The map G has an ergodic invariant probability measure, absolutely continuous with respect to the Lebesgue measure class on ∆(R).
This invariant measure will be denoted by ν.
Symbolic dynamics for the induction map.
This subsection briefly describes the symbolic dynamics for the map G [16, 19] . We shall only consider interval exchange transformations such that the components of the vector λ are incommensurate, so, in particular, all iterations of the map G are defined. Our notation follows [3] . Consider the alphabet A = {(c, n, π)| c = a or b, n ∈ N, π ∈ R}.
For w 1 ∈ A, w 1 = (c 1 , n 1 , π 1 ), we write c 1 = c(w 1 ), π 1 = π(w 1 ), n 1 = n(w 1 ). For w 1 , w 2 ∈ A, w 1 = (c 1 , n 1 , π 1 ), w 2 = (c 2 , n 2 , π 2 ), define the function B(w 1 , w 2 ) in the following way: B(w 1 , w 2 ) = 1 if c n 1 1 π 1 = π 2 and c 1 = c 2 and B(w 1 , w 2 ) = 0 otherwise.
Introduce the space of words
For a word w ∈ W A,B , we denote by |w| its length, i.e., the number of symbols in it; given two words w(1), w(2) ∈ W A,B , we denote by w(1)w(2) their concatenation. Note that the word w(1)w(2) need not belong to W A,B , unless a compatibility condition is satisfied by the last symbol of w(1) and the first symbol of w(2).
To each word assign the corresponding renormalization matrix as follows. For w 1 ∈ A, w 1 = (c 1 , n 1 , π 1 ), set A(w 1 ) = A(c 1 , π 1 )A(c 1 , c 1 π 1 ) . . . A(c 1 , c n 1 −1 1 π 1 ), and for w ∈ W A,B , w = w 1 . . . w n , set
Words from W A,B act on permutations from R: namely, if w 1 ∈ A, w 1 = (c 1 , n 1 , π 1 ), then we set w 1 π 1 = c n 1 1 π 1 . For permutations π = π 1 , the symbol w 1 π is not defined. Furthermore, for w ∈ W A,B , w = w 1 . . . w n , we define, inductively, wπ = w n (w n−1 (. . . w 1 π) . . . ), assuming the right-hand side of the expression is defined. Finally, if π ′ = wπ, then we also write π = w −1 π ′ . We say that w 1 ∈ A is compatible with (λ, π) ∈ ∆(R) if 1. either λ ∈ ∆ + π , c 1 = a, and a n 1 π 1 = π 2. or λ ∈ ∆ − π , c 1 = b, and b n 1 π 1 = π.
We say that a word w ∈ W A,B , w = w 1 . . . w n is compatible with (λ, π) if w n is compatible with (λ, π). We shall also sometimes say that (λ, π) is compatible with w instead of saying that w is compatible with (λ, π). Now consider the sequence spaces Ω A,B = {ω = ω 1 . . . ω n . . . | ω n ∈ A, B(ω n , ω n+1 ) = 1 for all n ∈ N},
and Ω Z A,B = {ω = . . . ω −n . . . ω 1 . . . ω n . . . | ω n ∈ A, B(ω n , ω n+1 ) = 1 for all n ∈ Z}.
Denote by σ the right shift on both these spaces.
The coding map
Let w 1 ∈ A and define the set ∆(w 1 ) in the following way. If w 1 = (a, n 1 , π 1 ), then
If w 1 = (b, n 1 , π 1 ), then
In other words, for a letter w 1 = (c 1 , n 1 , π 1 ), the set ∆(w 1 ) is the set of all interval exchanges (λ, π) such that, first, π = π 1 , and, second, that the application of the map G to (λ, π) results in n 1 applications of the Rauzy operation c 1 . Observe that the simplices ∆(w 1 ) do not intersect for different values of w 1 (more precisely, their intersection consists of interval exchanges (λ, π) such that the vector λ admits rational relations, and we are excluding those from consideration).
The coding map Φ : ∆(R) → Ω A,B is given by the formula
For w ∈ W A,B , w = w 1 . . . w n , let
and ∆(w) = Φ −1 (C(w)).
For q ∈ W A,B we denote by Ω q the set of all sequences ω ∈ Ω A,B starting from the word q and containing infinitely many occurrences of q.
We denote by Ω ∞ the set of all sequences ω ∈ Ω A,B admitting infinitely many occurrences of some word w ∈ W A,B such that all entries of the renormalization matrix A(w) are positive. Observe that the set Ω ∞ is σ-invariant.
Lemma 7 (Veech [16] ). If ω ∈ Ω ∞ , then there exists a unique (λ, π) ∈ ∆(R) such that Φ(λ, π) = ω. If the trajectory of (λ, π) under G is recurrent, then Φ(λ, π) ∈ Ω ∞ .
Following Veech, we take ω ∈ Ω ∞ , denote (λ, π) = Φ −1 (ω), (λ ′ , π ′ ) = Φ −1 (σω), and introduce the function
(recall that here and everywhere the norm of a vector v is given by |v| = i |v i |, while the norm of a matrix A is given by ||A|| = i,j |A ij |).
Finally, for ω ∈ Ω q , ω = ω 0 . . . ω n . . . , we let r be the moment of the second occurrence of q in ω, we denote ω ′ = ω r . . . ω n . . . , as before, we write (λ, π) = Φ −1 (ω), (λ ′ , π ′ ) = Φ −1 (ω ′ ), and we denote
Observe that, by definition, τ q (λ, π) = τ (λ, π) + · · · + τ (G r−1 (λ, π)).
Zippered rectangles.
Here we briefly recall the construction of the Veech space of zippered rectangles. We use the notation of [3] .
A zippered rectangle associated to the Rauzy class R is a triple (λ, δ, π), where λ ∈ R m + , δ ∈ R m , π ∈ R, and the vector δ satisfies the following inequalities:
(39)
The set of all δ satisfying the above inequalities is a cone in R m ; we shall denote this cone by K(π).
The area of a zippered rectangle is given by the expression
(again, our convention is that m i=m+1 (...) = 0 and 0 i=1 (...) = 0). Consider the set
In other words, V(R) is the space of all possible zippered rectangles corresponding to the Rauzy class R.
The Teichmüller flow P t acts on V(R) by the formula P t (λ, π, δ) = (e t λ, π, e −t δ).
Veech also introduces a map U acting on V(R) by the formula
The map U and the flow P t commute ( [16] ).
The volume form V ol = dλ 1 . . . dλ m dδ 1 . . . dδ m on V(R) is preserved under the action of the flow P t and of the map U. Now consider the subset
i.e., the subset of zippered rectangles of area 1; observe that both P t and U preserve the area of a zippered rectangle and therefore the set V (1) (R) is invariant under P t and U.
Denote τ (λ, π) = (log(|λ| − min(λ m , λ π −1 m )),
and for x ∈ V(R), x = (λ, δ, π), write
and V
The set V Remark. The presentation here differs from the one in Veech [16] by a linear change of variable: the Veech parameters h and a of the zippered rectangle are expressed through the δ by the following formulas:
Zippered rectangles and moduli of abelian differentials
Fix a connected component H of the space M κ . To this component corresponds a unique Rauzy class R in such a way that the following is true [16, 10] .
Theorem 4 (Veech).
1. There exists a finite-to-one map π R : V
2. the set π R (V (1) 0 (R))) contains all recurrent trajectories in H.
3. there exists a P t -invariant probability ergodic measure µ R on V (1) 0 (R)), positive on all cylinders and such that (π R ) * µ κ = µ R .
Let ν be an ergodic P t -invariant measure on V
Since the preimage of every point under π R is finite, in virtue of ergodicity, the measure ν is a product measure of µ and a uniform measure on the finite fibre (whose cardinality is almost surely constant).
The Abramov-Rokhlin formula for the entropy of a skew-product implies that h P t (ν) = h gt (µ). In particular, we have h P t (µ R ) = 2g − 1 + σ.
For proof of the Main Theorem, it suffices, therefore, to prove that the measure µ R is the unique measure of maximal entropy for the flow P t . This will be established with the use of the symbolic coding for the flow P t .
6 Symbolic representation for the flow P t Following Zorich [19] , define Ω + (R) = {x = (λ, δ, π)| λ ∈ ∆ + π , a m (δ) ≥ 0}.
DefineỸ ± to be the set of all x ∈ Y ± for which there exist infinitely many positive moments t and infinitely many negative moments t such that
Take x ∈Ỹ ± (R), x = (λ, δ, π), and let F (x) be the first return of x under the flow P t to the transversal Y ± (R). The map F is a lift of the map G to the space of zippered rectangles:
if F (λ, δ, π) = (λ ′ , δ ′ , π ′ ), then (λ ′ , π ′ ) = G(λ ′ , π ′ ).
(44)
For n ∈ Z and (λ, π, δ) ∈ Y ± , let (λ(n), δ(n), π(n)) be the n-th return of (λ, π, δ) to Y ± under the action of the Teichmüller flow P t (if n is negative, we mean returns for t < 0).
We then have a mapΦ
:
given by the formulã
where (λ(n), π(n)) ∈ ∆(ω n ) for all n ∈ Z. Finally, note that if x ∈Ỹ ± , x = (λ, π, δ),Φ(x) = ω, then the return time for the point x to the transversal Y ± is given by the formula
where τ (λ, π) is defined by (37). Let (λ, π, δ) ∈ V (1) 0 (R) have a recurrent P t -trajectory. By Lemma 7, there exists a word q ∈ W A,B such that all entries of the matrix A(q) are positive and that (λ, π) ∈ Φ −1 (Ω q ).
Similarly to the definition of Ω q in the case of one-sided sequences, we denote by Ω Z q the set of all sequences ω ∈ Ω Z A,B satisfying ω 0 . . . ω l = q and admitting infintiely many occurrences, both in the past and in the future, of the word q.
Furthermore, we denote by Ω Z ∞ the set of all sequences ω ∈ Ω Z A,B admitting infinitely many occurrences, both in the past and in the future, of some word w ∈ W A,B such that all entries of the renormalization matrix A(w) are positive.
The following Lemma is due to Veech [16] and Zorich [19] ; see also Proposition 6 in [3] . Lemma 8.
1. If x ∈ V (1) (R) is recurrent under the flow P t then there is t 0 such that P t 0 x ∈Ỹ ± .
2. If x ∈Ỹ ± is recurrent under the flow P t then there exists q ∈ W A,B such that all entries of the renormalization matrix A(q) are positive and such thatΦ(x) ∈ Ω Z q .
3. If ω ∈ Ω Z ∞ , then there exists at most one x ∈Ỹ ± such thatΦ(x) = ω.
Now denote
By Lemmas 7, 8, if η is a P t -invariant ergodic probability measure on V (1) 0 (R), then there exists a word q such that all entries of the renormalization matrix A(q) are positive and such that η(V q (R)) = 1.
In particular, the smooth measure ν is positive on all cylinders and since it is ergodic, we have ν(V q (R)) = 1 for any admissible word q.
Thus, to prove the Main Theorem, it suffices to prove the following.
Lemma 9. Let q ∈ W A,B be such that all entries of the matrix A(q) are positive. Then the smooth measure ν R is the unique measure of maximal entropy for the flow P t q . This lemma is derived from Theorem 2. Indeed, after the Markov-Bernoulli reduction, the flow P t q is seen to be a suspension flow over a countable Bernoulli shift with a suspension function, depending only on the future. In the following Section we check that the flow P t q and the measure ν R satisfy the assumptions of Theorem 2. The conclusions of Theorem 2 then imply Lemma 9, and, consequently, Theorem 1.
Transition probabilities.
The map G on ∆(R) preserves an absolutely continuous ergodic probability measure, which we shall denote by ν; the probability with respect to ν will be denoted by P.
Take a sequence c 1 . . . c n · · · ∈ Ω A,B . We shall need the formula from [3] (namely, (20) on p.593) for the transition probability P(ω 1 = c 1 |ω 2 = c 2 , . . . , ω n = c n , . . . ) = lim n→∞ P(c 1 c 2 . . . c n ) P(c 2 . . . c n ) .
in terms of (λ, π) = Φ −1 (c 2 . . . c n . . . ). We say that w 1 ∈ A is compatible with (λ, π) ∈ ∆(R) if 1. either λ ∈ ∆ + π , c 1 = a, and a n 1 π 1 = π 2. or λ ∈ ∆ − π , c 1 = b, and b n 1 π 1 = π.
We further say that a word w ∈ W A,B , w = w 1 . . . w n is compatible with (λ, π) if w n is compatible with (λ, π). We shall also sometimes say that (λ, π) is compatible with w instead of saying that w is compatible with (λ, π). We can write G −n (λ, π) = {t w (λ, π) : |w| = n and w is compatible with (λ, π)}.
Recall that the set G −n (λ, π) is infinite. Now take w ∈ W A,B , and for (λ, π) compatible with w, define t w (λ, π) = A(w)λ |A(w)λ| , w −1 π .
Consider also the map T w (λ, π) = (A(w)λ, w −1 π)
For w 1 ∈ A, w 1 = (c 1 , n 1 , π 1 ), we write ∆(w 1 ) = ∆(c 1 , n 1 , π 1 ). For w ∈ W A,B , w = w 1 . . . w n , denote ∆(w) = {t w (λ, π)| (λ, π) is compatible with w}.
Then, by definition, ∆(w) = {(λ, π) : (λ, π) ∈ ∆(w 1 ), G(λ, π) ∈ ∆(w 2 ), . . . , G n−1 (λ, π) ∈ ∆(w n )}.
We shall also sometimes write ∆ w instead of ∆(w). Consider the natural extension for the map G. The phase space is the space of sequences of interval exchanges; it will be convenient to number them by negative integers. We set:
. . (λ(−n), π(−n)), . . . , (λ(0), π(0))| |G(λ(−n), π(−n)) = (λ(1 − n), π(1 − n)), n = 1, . . . } By definition of the natural extension, the map G and the invariant measure ν are extended to ∆ in the natural way, and the extended map is invertible. We shall still denote the probability with respect to the extended measure by P.
Substituting (50) and (51) into (49) and then into (48), we obtain the statement of the proposition.
Propositions 1, 2 show that the measure µ q satisfies all the assumptions of Theorem 2, and, therefore, is the unique measure of maximal entropy for the flow P t q , which completes the proof of Lemma 9 and, consequently, also of Theorem 1.
