In connection with his solution of the Sensitivity Conjecture, Hao Huang (arXiv: 1907.00847, 2019 asked the following question: Given a graph G with high symmetry, what can we say about the smallest maximum degree of induced subgraphs of G with α(G) + 1 vertices, where α(G) denotes the size of the largest independent set in G ? We study this question for H(n, k), the n-dimensional Hamming graph over an alphabet of size k. Generalizing a construction by Chung et al. (JCT-A, 1988 ), we prove that H(n, k) has an induced subgraph with more than α(H(n, k)) vertices and maximum degree at most ⌈ √ n⌉. Chung et al. proved this statement for k = 2 (the n-dimensional cube).
Introduction
For a graph G = (V, E), let α(G) denote the independence number of G (the maximum size of an independent set). In this paper we study the quantity f (G) defined as the smallest maximum degree of induced subgraphs of G with α(G) + 1 vertices. The Hamming graph H(n, k) is a graph on the vertex set Σ n where Σ is an alphabet of size k, such that two vertices are adjacent if and only if they differ in precisely one coordinate.
Notice that H(n, 2) = Q n is the n-dimensional cube. The study of f (Q n ) goes back to a 1988 paper by Chung, Füredi, Graham and Seymour [1] , who proved 1 2 (log n−log log n+1) < f (Q n ) ≤ ⌈ √ n⌉. Their proof of the lower bound used the connection between f (Q n ) and the sensitivity of Boolean functions. Gotsman and Linial [2] made a significant further step in formalizing this connection. They showed that the inequality We study this question for the Hamming graphs. Generalizing the proof of the inequality f (Q n ) ≤ ⌈ √ n⌉ by Chung et al. [1] , in this note we prove the following bound.
Theorem 1.2. For all k, n ≥ 1, we have f (H(n, k)) ≤ ⌈ √ n⌉. In fact, H(n, k) has a bipartite induced subgraph with maximum degree at most ⌈ √ n⌉ and more than α(H(n, k)) vertices.
For a graph G = (V, E), define ∆(G) to be the maximum degree of G. For a subset W ⊆ V , define G[W ] to be the induced subgraph of G on vertex set W . It will be convenient to take Z k = Z/kZ as the alphabet for the Hamming graph, so the set of vertices of H(n, k) is Z n k . We view the elements v ∈ Z n k as functions from [n] = {1, . . . , n} to Z k and set v = (v(1), . . . , v(n)).
We make the following observation.
Proof. To show that α(H(n, k)) ≤ k n−1 , notice that for any subset W ⊆ Z n k with |W | > k n−1 , W contains two vertices whose first n − 1 coordinates agree. To show that α(H(n, k)) ≥ k n−1 , consider the k-coloring
. This proves that the chromatic number of H(n, k) is k and therefore H(n, k) has an independent set of size ≥ k n−1 . (In fact, each color class will necessarily have exactly k n−1 elements.)
Constructing a family of induced subgraphs
In this section, we construct a family A of k 2 induced bipartite subgraphs of H(n, k). In Section 4
we show that (a) each member of A is bipartite (Proposition 4.1), (b) each member of A has maximum degree at most ⌈ √ n⌉ (Proposition 4.8), and (c) at least one member of A has more than α(H(n, k)) vertices (Proposition 4.10). Theorem 1.2 is an immediate consequence of these statements.
Following Chung et al. [1] , we note that for all n ∈ N, there exists a partition
We fix such a partition for the rest of this paper and use it to define partitions of Z n k , the set of vertices. Definition 3.1. We partition the vertex set of H(n, k) as
Definition 3.2. We further partition X and Y as
We consider the following family of k 2 induced subgraphs of H(n, k).
In this section, we prove properties (a), (b) and (c) of the family A indicated in the first paragraph of Section 3. We first address (a). H(n, k) . In particular, for all
Proof. This follows from the fact that the coordinates of vertices in each of the sets X i , Y i have the same sum.
Maximum degree bound
We prove that for all i 1 , i 2 ∈ Z k , the maximum degree of H(n, k)
If v ∈ X has a neighbor in Y , then v −1 (0) contains exactly one of F 1 , . . . , F q .
Proof. By contradiction, if v −1 (0) contains more than one of F 1 , . . . , F q , then any neighbor of v still contains some F j and therefore cannot be in Y .
Proposition 4.2 allows us to make the following definition.
which we obtain from v 2 by changing the image of ℓ 0 from v 2 (ℓ 0 ) to 0. Proposition 4.6. If v 1 ∈ X i1 and v 2 ∈ Y i2 are neighbors, then there exists ℓ 0 ∈ F j(v1) such that the following hold.
Proof. Items 1 and 3 follow from the fact that v 1 ∈ X, v 2 ∈ Y and v 1 ∼ v 2 . To see item 2, notice that |F j | neighbors in X i1 .
Proof. Immediate by Proposition 4.6.
Proof. Combining Proposition 4.1 and Corollaries 4.5 and 4.7, we obtain that
Size greater than the independence number
We now prove that there exist i 1 , i 2 ∈ Z k such that the induced subgraph H(n, k)[X i1 ∪ Y i2 ] has size greater than α(H(n, k)).
Lemma 4.9. |X| ≡ (−1) q+1 (mod k). In particular, |X| is not divisible by k.
Proof. The proof generalizes the inclusion-exclusion argument of Chung et al. [1] . By the inclusion-exclusion principle, we have
Since all terms but the last are divisible by k, the statement follows.
Proposition 4.10. There exist i 1 , i 2 ∈ Z k such that H(n, k)[X i1 ∪ Y i2 ] has size greater than α(H(n, k)).
Proof. Choose i 1 , i 2 ∈ Z k such that |X i1 | = max i∈Z k |X i | and |Y i2 | = max i∈Z k |Y i |. By Lemma 4.9, it follows that
Since also H(n, k) ).
Proof of Theorem 1.2. Combine Propositions 4.8 and 4.10.
Remark 4.11. Readers familiar with Chung et al. [1] will notice that our proof closely follows the steps of that paper. The challenge for us was to find the right construction of the family A of induced subgraphs that permits an extension of the analysis given in [1] . We were surprised to find that the resulting bound, ⌈ √ n⌉, does not depend on k.
It is natural to ask whether √ n is the true order of magnitude of f (H(n, k)) for k ≥ 3.
Huang [5] proved the lower bound f (H(n, 2)) ≥ √ n using linear algebra. We were unable to generalize his argument to Hamming graphs with larger alphabets.
One can generalize Boolean functions to k-valued logic and define the corresponding generalization of the notion of sensitivity. However, we were unable to make a Gotsman-Linial-type connection of this concept to the maximum degree of subgraphs of the Hamming graph.
