ABSTRACT
INTRODUCTION
The popularity of response surface (RS) techniques in design optimization studies has brought attention to ways of increasing the accuracy of RS approximations.
Adequacy and accuracy of RS are mainly affected by the following three factors:
• Use of finite number of data points due to cost of data generation • Noise in the data Decreasing bias error is also possible by reducing the size of the fitting region by the use of reasonable-designspace (RDS) approach.
The approach starts by identifying constraints specific to the problem of interest provided that they are easy and inexpensive to evaluate. These constraints are then used to eliminate unreasonable designs from the original design space. For instance, simple geometric constraints where applicable may prevent combinations of design variables resulting in unreasonable geometry configurations [4, [6] [7] [8] .
Finally, tools of DOE such as D-optimality select data points within the region of interest where response is evaluated.
It is also possible to identify region or regions of interest by windowing the design space simply based on the observed or predicted response levels over the design space [2] . The windowing approach shares the sprit of RDS approach in that it reduces bias errors by reducing the size of the design domain. However, windowing needs data generation and a global RS beforehand unlike traditional RDS approach.
In this paper, we aim to focus on improving the RS accuracy particularly in the regions critical to design optimization.
We limit ourselves to quadratic RS approximation and concentrate on effective use of design space windowing (DSW) approach relying on a global RS.
Standard DSW uses a requirement set on the response level and checks it by using a global RS predictions over AIAA
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the whole design space. This approach, however, is vulnerable since poor accuracy in the global RS may lead us to zoom on the wrong region.
At this point, we modify the approach and call it as error-based DSW by introducing a bias error measure. The error measure is based on an eigenvalue problem obtained by point-wise mean squared error criterion.
The eigenvalue problem was derived by Papila and Haflka
[9] and used as a tool to map qualitatively the RS bias error by the associated eigenvalues. In the proposed approach, regions with high eigenvalues corresponding to potential large bias error are excluded from consideration. The following section presents more detailed description of the mean squared error criterion and use of eigenvalues in the DSW approach. Section 3 describes example problems used to demonstrate the approach.
Section 4 presents the results and discussion followed by concluding remarks in Section 5. The derivation of eigenvalue problem along with the background for RS methodology can be found in the Appendix.
APPROACH

Mean Squared Error Criterion-Eigenvalues
An approach for estimating RS approximation bias errors due to fitting model inadequacy is presented in Ref.
[9].
The mean squared error predictor (MSEP) for an inadequate model is studied point-to-point yielding an eigenvalue problem where the maximum eigenvalue at each point provides a relative estimate of maximum bias error.
With the calculation of the maximum eigenvalues over the design space, regions of possible high bias error are identified. The derivation presented in Ref.
[9] can also be found in this paper as an Appendix. As can be seen from the derivation the eigenvalue error measure strongly depends on the DOE used, but not on the response data.
Papila and Haftka
[9] used face-centered central composite design (FCCD) and demonstrated the use of eigenvalue estimate of bias error for problems where the true function is a cubic while the fitting model is quadratic. In particular, positive correlation between the square-root of maximum eigenvalues _ and the absolute residuals was found for the examples of 2D polynomials that were studied.
We also use FCCD as our original DOE, quadratic RS as our fitting model and calculate the eigenvalues as if the true function is a cubic. Figure 1 presents the FCCD points and relevant _ field.
Design Space Windowing Approach
We adopted two types of DSW approaches based on different reasonability conditions while windowing for the design region or regions of interest. For simplicity, we consider problems where we are interested in the high response regions. 
< mean (_'-_) where mean(_f_, c ) is the mean over the design space.
Design points with eigenvalues less than their mean over the design space are more likely to be accurately predicted by the global RS (RS 1). Figure 2 presents the generalized flowcharts for the standard and error-based DSW approaches.
The following descriptions give the details of our implementation in the flowcharts.
Standard
DSW Approach (Figure 2a):
Step 1: We start with a standard DOE, face-centered central composite design (FCCD) for Data set l and construct a global RS approximation (RS 1).
Step 2: We use the global RS (RS1) to predict the response values on design points of a fine grid netting the whole design space.
Step 3: We identify design region or regions of interest based on the predictions in Step 2. We build a pool of supposedly reasonable designs by simply disregarding the designs violating the condition in Eq. (l). This is done for each identified region in case of multiple disjoint regions of interest.
Step 4: Among the designs located in the pool of Step 3, the number of data points is reduced to a desirable amount by using D-optimality.
We include design points of Data set 1 where data itself is in the region of interest Step 1: Same as
Step 1 of standard approach
Step 2: We use the global RS (RSI) to predict the response values and calculate the eigenvalues on design points of a fine grid netting the whole design space.
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Step 3: We identify design region or regions of interest combining eigenvalue information ()xD-_-_G) with the standard DSW approach by Eq. (2).
Step 4: Same as
Step 4 of standard approach except denoting RS in refined regions as RS3. For this design problem, the compromise between these two criteria can be quantified by a single response that is payload of the RLV. Therefore, the output or response of interest from the Meanline code is the change in payload compared to a fixed baseline design (i.e. dpay). We are mostly interested in positive dpay designs (i.e., dpay>O).
TEST PROBLEMS
Quartic Polynomial in Two-Dimension
We wanted to mimic the efficiency data of supersonic turbine blade shape optimization problem [10] where xland x2rangein (-1,+l)asshownin Figure 1 .
RESULTS AND DISCUSSION
We assess the accuracy of RS using mainly root-meansquared (rms) error calculations.
,/_(Y, --Yi )2
• rms-error Predictor:
• Testing tins-error: 
(i) Results for Turbine Design
The Meanline results (exact function for turbine design problem) are shown as a contour plot in Figure 3a . Three quadratic RS models were studied. The details of these RS models are given below.
• RS 1: Quadratic RS based on 9 design selected by standard FCCD ( Figure  la) . Its prediction error contours are given in Figure 3b .
• RS 2: Quadratic RS based on 9 reasonable designs using standard DSW condition. Design points are shown in Figure 4b . Table  1 Figure  5a and Figure  5b , respectively. Comparison of error contours given in Figure 3b and Figure 5 demonstrate the benefit from the windowing approaches where we are most interested.
In spite of the fact that maximum error in region of interest by RS3 is higher than RS2 (Table 1) , more uniform lowerror distribution in Figure 5b compared to Figure 5a and reduction in testing rms-error in the same region shows us that we benefit from eigenvalue information during windowing. In order to check if the eigenvalues (bias error measure) helped us to select design points with more accurate RS 1 predictions, we compare error at selected points in Table 2 and Table 3 . The tables report the error measure _ and RS1 prediction errors at the RS2 and RS3 design points, respectively. Excluding four common design points coming from the original FCCD, average error (average error of the boldface rows) decreases from 66.4 in Table 2 to 45.7 in Table 3 . This confirms the usefulness of the eigenvalues for this example.
(
ii) Results for Quartic Polynomial
Contour plot for quartic example response given in Figure 6a shows that (a) Windowing as single region Four quadratic RS models were studied for the overall design domain. The details of these RS models are given below.
• RS 1: Quadratic RS based on 9 designs selected by standard FCCD ( Figure  1 ). Its prediction error contours are given in Figure 6b • RS 2: Quadratic RS based on 9 reasonable designs using standard DSW condition. Four of the data points are FCCD points, which satisfy y>0.7. The other five designs are selected from the designs of positive RS 1 predictions of the y calculated in 21 by 21 grid over the design space. Design points and error contours are shown in Figure  7a and Figure  8a , respectively.
• RS 3: Quadratic RS based on 9 reasonable designs using error-based DSW conditions. Four of the data points are FCCD points, which satisfy y>0.7.
The other five designs are selected from the designs where RS 1 predicts y higher than 0.7 and eigenvalue condition satisfied. Design points and error contours are shown in Figure 7b and Figure 8b , respesctively.
• RS 4: Quadratic RS based on RS 1 and RS 3 design points (13 designs in total). Design points are shown in Figure 9a . Table 4 summarizes the statistics of the four RS.
Unlike turbine problem, rms-error predictor of RS I (equal to zero) suggesting perfect fit gives a sense of security that is proved to be wrong by the nonzero testing rms-error.
Testing rms-error in region of interest is even higher and equal to 0.051. Both approximations of DSW approaches, RS2 and RS3, resulted in higher testing rms-error in region of interest than RS1. They are 0.073 and 0.063, respectively. This indicates that error-based DSW approach improved on the standard one for the single windowing, but neither DSW helped to increase accuracy compared to RS 1 with single windowing. Figure 8a and b also compares visually the two DSW approaches in terms of error distribution.
It shows that error-based DSW resulted smaller errors at remote locations of the quadrants forming the region of interest. Table 5 and Table 6 show error measure _ and RS1 prediction errors at the RS2 and RS3 design points, respectively. Excluding five common design points coming from the original FCCD average error (average error of the boldface rows) decreases from 0.0916 in Table  2 to 0.0868 in Table 3 .
The best performance among the four RS was obtained by RS4 ( Figure 9 We also calculated the RS 1 testing rms-error in region of interest over this particular quadrant as 0.061 that shows both DSW approaches helped us to lower by half. Figure 11 presents the error contour for RS5 and RS6. The location of high errors seemed to be shifted by the error-based DSW. Table 8 and Table 9 present eigenvalue based error measure _ and RSI prediction errors at the RS5 and RS6 design points, respectively. Although we did not see benefit from the error-based DSW in terms of statistics, these tables show that eigenvalues condition in fact selected points with lower errors. Excluding five common design points average error (average error of the boldface rows) decreases from 0.0943 to to 0.0658.
CONCLUDING REMARKS
In this paper we focused on the model inadequacy or bias error due to use of low-order polynomials such as quadratic RS and increased accuracy by design space windowing (DSW'). We set a requirement on the response based on a global RS and zoom with a local RS on that region. Since the modeling errors may lead us to the wrong region to zoom on, we integrated an eigenvalue error measure into the procedure and called it error-based DSW.
Two examples were studied to demonstrate the benefit from error-based DSW: Response surface approximations fit numerical or physical experimental data with an analytical model that is usually a low-order polynomial. The response at design point x" is denoted as y [ = y(x) ] and given by Eq. (4) y
where r/(x) is the true mean response at design point x and e represents other random sources of variation such as measurement error and noise not accounted for in q.
In other words if the experimenter has the luxury of performing the experiment many times at x, the average of the observations will tend to r/ despite the random errors e. Random errors e are assumed to be uncorrelated and normally distributed random variable with zero mean and standard deviation _r, which is the same at all points. In RS technique the true mean response is assumed to be given in terms of coefficients fli s and shape functions fi (x) (i= 1, rib) as in Eq. (5). between the datay for a point x and the estimate defined in Eq. (6) is given as
The residual for the N data points can now be written in matrix form, e =y-Xlb I
where X 1 is the matrix whose terms in the row associated with the point x are formed by monomials fi (x) *. For instance, for a quadratic model in two-variables with N data points X ! is given as x, N x,Nx2
in Eq. (8) 
With finite number of data, errors in the data cause errors in the coefficients, and that in turn causes a prediction error of the RS approximation that depends on location. Because Eq. (5) is only an approximation to the true mean " Bold face is used for vector and matrix representations, e.g. x = Ix I x2 ]3" for two-variable case where superscript T stands for transpose operation " The subscript "1" used forpl,b _ and X_ refers to the set of monomials included in the model. Later, a subscript "2" will be used for the set of monomials needed to complete the model in order to obtain the true response. function, s will contain not only noise error, but also error due to the approximation. Besides s, the quality of the approximation is often measured by the adjusted coefficient of multiple determination R 2 .
where fi is the average value of the response data.
D-Optimal Design
A D-optimal design minimizes the generalized variance of the estimates, which is equivalent to maximizing the determinant of the moment matrix, M [ 15].
-IxTx (13) tMl--N°b
The D-optimal design approach makes use of the knowledge of the properties of polynomial model in selecting the design points. This criterion tends to emphasize the terms of the polynomial model with the highest sensitivity [17] .
Mean Squared Error Criterion [9]
As a measure of the error in the approximation, the mean squared error of prediction MSEP defined as in Eq. (14) is used
where q(x) and _(x) are the tree mean response and the prediction by the fitted model, respectively at x. MSEP is by definition an expected value that would be reached if the number of data used in approximation were unlimited.
Equation (14) may be rewritten as
The first term in Eq. (15) represents the variance error due to random noise and the second term represents bias error due to inadequate modeling. This error expression is usually averaged via integration over the design space and the integral is minimized by choosing the experimental designs (DOE) that control the effect of one or both types of error-noise and bias-J18 and 5]. It is reported in [18] , "the averaging MSEP over the design region in fact mask a poor performance by the RS approximation at certain locations of the design region "'. Papila and Haftka [9] instead attempted point-wise characterization of the error and to determine the design regions where RS prediction may suffer due to either or both types of error. Therefore Eq. (I 5) is used to investigate the variation of MSEP from point-to-point.
The expectation of the predicted response at a given design point x can be expressed as
where fl "*is the vector of shape functions f/ [see Eq. (5)] calculated at point x.
The mean and the variation for the coefficient estimates are given as
where cr is the standard deviation of the noise error. The first part of the mean squared error in Eq. (15) is equal to the prediction variance at x.
The second part of Eq. (15) is the squared error due to the inadequacy of the model used
•1, Subscripts 1 and 2 assign matrices and vectors for the fitting model and the missing terms, respectively.
Therefore mean squared error of prediction in Eq. (15) can be rewritten as (10) and (11) 
The accuracy of this estimate depends on factors such as the available data or number of points and also the adequacy of the fitting model that determines whether the estimate is unbiased or biased.
The true mean response at x can be written as
where f2 are terms missing from the assumed model. Since one usually does not know the true response, it is often assumed to be a higher order polynomial when monomials are used as shape functions. For instance, for a quadratic fitting model in two-variables when true function is cubic
The mean of the true response is given as
where X 2 is similar to X l , but due to the terms (shape functions) present in the true response that are not included in the fitting model. After substitution of Eq. (26), Eq. (17) becomes
where A = (XlXX_)-_X/X2 is called the alias matrix. Substitution of Eq. (27) into Eq. (16) yields
The MSEP at a given point can now be estimated as by using s 2 instead of 0-2 
is an idempotent matrix, that is a matrix whose square is equal to itself. It is also positive semidefinite matrix, so E(s 2) > 0-2 provided that (I N -P)Xzl32 _ 0. Equation (32) As can be seen from the derivation the eigenvalue error measure strongly depends on the DOE used, but not on the response data. This independence from the response data may be misleading especially for the cases where fitting model predicts the true function very well at the data points.
The following 2D cubic polynomial example demonstrates such a case. y = l+x 3 +x 3
Face-centered central composite design (FCCD) in 2D was used for constructing a quadratic RS. Figure 1 presents the FCCD points and relevant _ field. The maximum values are at the data points on the boundary, but Table A1 indicates a perfect with the nine data points. The testing rms-error (using 21 by 21 grid points except the nine data points) and the maximum error, however, shows that the fit is actually quite poor. Figure A1 not predict the high-error regions in this particular example, unlike for the examples studied and reported in [9] . It is expected that the benefit of the error measure will be increased further if the response data can also be used in the derivation.
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