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Introduction 
The present work continues earlier investigations by DuPont, Parry and this 
writer. One of our motivating problems is the Scissors Congruence Problem (or 
Extended Third Problem of Hilbert). In 3-dimensional hyperbolic and spherical 
spaces, this problem has a close relation with the Quillen algebraic Ks-group of iF 
where [F denotes one of the three classical real division algebras R, C or IH. This rela- 
tion arises by way of the third integral Eilenberg-MacLane homology group of the 
classical group SL(2, [F), homology stabilization theorems and the theorem of 
Hurewicz. The principal results are summarized below. 
Let D be one of the three real division algebras or any infinite field F with 
Fx=(Fx)6. In simplified form, we have 
3.0. Theorem. H,(SL(2, D)) + H,(SL(3, D)) is injective. 
In connection with algebraic K-theory, let F denote any field. Let KY(F) denote 
the Milnor K-theory of F and let K,(F) denote the Quillen K-theory of F. Define 
the indecomposable part K3(F)i”d to be Ks(F)/im KjM(F). In simplified form, we 
have 
4.1. Theorem. For any infinite field F, K3(F)i”d~H0(FX,H3(SL(2, F))) mod g6, 
where K,(F) = K3(F)i”d fl KjM(F) mod gZ. @?, denotes the Serre class of torsion 
abelian groups annihilated by suitable powers of n. 
In simplified form, the principal application is 
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4.16. Theorem. The scissors congruence group S?H3 in hyperbolic 3-space is a 
Q-vector space (i.e., uniquely divisible). 
The above results also furnish the confirmation of a few more cases of the 
Friedlander-Milnor conjecture in the ‘unstable range’, see Section 4. 
Before going further, I would like to mention that a number of the results obtain- 
ed in the present work had in fact been obtained by Suslin through somewhat dif- 
ferent arguments during 1982-3. In particular, Theorem 4.16 can be deduced from 
Suslin’s work (see [69]). In view of this, a short history surrounding the present 
work might be in order. I apologize in advance to everyone for goofs that are in- 
herently associated with any attempt to detail history. 
In June 1983, Suslin’s announced solution of the Lichtenbaum-Quillen conjec- 
ture was widely discussed in informal conversations at the Boulder conference on 
algebraic K-theory even though detailed accounts were not yet available. In conjunc- 
tion with [64], it was clear that there should be precise implications concerning the 
unique divisibility of the group Pc described in [ 171. Unfortunately, various infor- 
mal accounts of Suslin’s work led to conflicting statements received by this writer. 
My later efforts to clarify the connection with Pc through direct communication 
with Suslin were frustrated by the usual ‘east-west communication problem’. In a 
more careful study of Suslin [64-661 as they became available, I realized that one 
way of applying Suslin’s solution to the Lichtenbaum-Quillen conjecture is to prove 
Theorem 3.0 (in the detailed form) and by-pass the not yet announced result on the 
K-theory of the quaternions. In any event, it was not clear to me how to deduce 
Theorem 3.0 from the approach used by Suslin. 
As a first step, I modified an old idea of D. Wigner (in a different form, the idea 
was buried in fragments of handwritten notes by Bloch sent to me to explain one 
of the points in [5], but see [17]) and combined it with some technical results based 
on analogy with scissors congruence to simplify a part of 1641, see [61; Appendix 
B]. (In April 1987, Guin [27] has completely clarified and extended this alternate 
approach in a very elegant manner so that most of [64] is in fact valid for a much 
broader class of rings.) Eventually, in May 1985, the results in the present work were 
obtained by an elaboration of the alternate method in conjunction with a number 
of other arguments. In particular, Suslin’s solution of the Lichtenbaum-Quillen 
conjecture is needed to deduce Theorem 4.16 but it is not needed in proving 
Theorem 3 .O. 
Versions of the present work were circulated late 1985 and early 1986. A discus- 
sion with Weibel (April, 1986) helped me in understanding the relation between 
Theorem 3.0 and [73]. In August 1986, Suslin’s plenary address [67] was brought 
to the Berkeley ICM by Faddeev and Merkurjev. Since Suslin was absent, Sections 
5 and 6 of this marvelous manuscript were presented by Merkurjev. Since this writer 
was also absent, Weibel kindly mentioned that some of Suslin’s result described in 
the talk overlapped the results in the present work. I am grateful to Weibel for send- 
ing me a copy of [67] with his comments as well as for sending me a copy of [43] 
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shortly after it became available. In March 1987, a letter from Suslin [68] finally 
reached me after a 2 months journey. In it, Suslin sketched a number of his results 
dating back to 1982-3. Specifically, he had shown the unique divisibility of the 
‘Bloch-Wigner group’ B(F) for any algebraically closed field F. This is equivalent 
to the unique divisibility of gF so that Theorem 4.16 follows. Along the way, 
Suslin also proved Theorem 3.0 for infinite fields F with FX = (Fx)2. Before putting 
these in order, Suslin discovered that his methods could be directly applied to 
K-groups and enabled him to prove the Lichtenbaum-Quillen conjecture in full 
generality. As a consequence, his special results on K,(F) by way of B(F) were laid 
aside. In the spring of 1986, while considering certain problems related to Ks, 
Suslin discovered that he had to go back to his old approach to Ks via the Bloch- 
Wigner group. This is connected to [43,68,69]. As pointed out in his letter, Suslin’s 
approach is different from the one used in the present work. In conjunction, the 
two approaches suggest a number of new problems. 
I would like to thank Eric Friedlander for recommending the publication of the 
present work in spite of its length and its lack of priority. I hope that the discussions 
in the last section provide enough justification. 
The present work is organized in the following manner: 
Section 1 rapidly summarizes parts of Quillen’s K-theory of rings and Milnor’s 
K-theory of fields. It also collects Suslin’s results related to his solution of the 
Lichtenbaum-Quillen conjecture. Readers already familiar with the diverse literature 
on algebraic K-theory may skip this section completely, 
Section 2 summarizes the earlier works connected with Hs(SL(2, D)) for the cases 
of interest to us. 
Section 3 is devoted to the proof of Theorem 3.0. Since the complete argument 
is fairly complicated, this section begins with an outline of the argument and in- 
dicates possible stopping points if one is satisfied with a less precise result. The com- 
plication is caused by the need to control 2- and 3-torsions in a precise manner. A 
principal point is the appearance of a combinatorial geometry argument in projec- 
tive plane. 
Section 4 is devoted to various applications as well as to a number of open pro- 
blems. At this point, Sections 1, 2, 3 as well as works listed in the reference section 
become relevant. A number of the open problems are suggested by DuPont and by 
Suslin (whom I finally met in Luminy, July 1987). Needless to say, I take the respon- 
sibility for the mistakes in reformulating the problems. Some of these problems are 
extracted from works in progress [ 181. 
An extensive list of references is compiled at the end. A number of them were used 
in the earlier versions of the present work but may be superceded by later references. 
1. Algebraic K-theories 
This section summarizes parts of Quillen’s K-theory of rings and Milnor’s K- 
theory of fields. 
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Let A be an associative ring (with unit). K,(A) is defined to be the Grothendieck 
group of projective (left) A-modules of finite type. For i>O, Quillen has given two 
equivalent approaches to his higher K-theory of A. For the ‘plus-construction’ ap- 
proach, see [20] and [40]. For the ‘category’ approach, see [51]. For the equivalence 
of these two approaches, see Grayson [25]. To avoid possible misunderstanding, we 
follow the ‘plus-construction’ approach; however, whenever convenient, we will 
also use results that arise from the nontrivial equivalence between the two ap- 
proaches. We note also that Quillen’s K-theory may be extended to rings without 
unit and the extension can be used in the proofs of various theorems, see [40]. 
In the ‘plus-construction’ approach, one begins with the infinite general linear 
group CL(A) = dir.lim.GL(n,A) under the stabilization homomorphism which 
sends g E GL(n,A) onto (8 7) E GL(n + l,A), n L 1. GL(A) then has a perfect com- 
mutator subgroup EL(A) generated by the set of all elementary matrices over A 
(in fact, the subgroup EL(n, A) is perfect when n z 3). The ‘plus-construction’ is 
then a functorial process that attaches 2- and 3-cells to the Eilenberg-MacLane 
K(GL(A), 1) space denoted by BGL(A) with respect to the perfect subgroup EL(A) 
so that the natural map BGL(A) --* BGL(A)+ of spaces induces a homology isomor- 
phism with any compatible local coefficient system. In particular, we have, 
H,(GL(A)) 2 H*(BGL(A)+) where H,(GL(A)) is the in- 
tegral Eilenberg-MacLane homology of the abstract group 
GL(A). 
By definition, K,(A)= n;(BGL(A)+), i>O. In general, &(A) is different from 
rrO(BGL(A)‘) or H,(BGL(A)+)=Z. However, in many interesting cases (e.g., A is 
a principal ideal domain or a division ring), K,(A)zZ. 
As is true with any perfect group, EL(A) has a well-defined universal central ex- 
tension, see [45]. 
(1.1) 0 + H,(EL(A)) -+ St(A) -+ EL(A) -+ 1. 
Here N,(EL(A)) is the Schur multiplier of EL(A) and St(A) is the infinite Steinberg 
group of A. One of the basic points noted by Quillen is: 
K,(A) =H,(GL(A)) = GL(A)/EL(A) = Bass’s K, of A; 
(1.2) K,(A) E H2(EL(A)) = Milnor’s K2 of A; 
K,(A)z&(St(A)). 
The identification of K,(A) in (1.2) is due to Quillen and a short proof is supplied 
in [23] by using the Hurewicz homomorphism hi : K,(A) -+ H,(GL(A)), see also [40] 
and Section 2. For i>3, K,(A) no longer appears to be isomorphic to H, of an 
abstract group that can be constructed out of A in any reasonably canonical manner. 
In general, K* is a covariant functor from the category of rings to the category 
of graded abelian groups. There is always an external pairing: Ki(A)@Kj(B)+ 
K,+j(A @B), i, j>O, and it satisfies the obvious associative law. When A is a com- 
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mutative ring, the multipication map of A can be combined with this external pair- 
ing to define a graded ring structure on K,(A) so that K,(A) is graded-commutative; 
furthermore, the ring K,(A) has additional structures arising from ‘operations in 
algebraic K-theory’, see [40] and [62]. Since these additional structures are not need- 
ed (as yet), we will not summarize them. 
In the ‘category’ approach, Quillen [51] noted, 
(1.3) #(op):Kj(A)=Ki(AoP), ir0. 
When A is a commutative ring, #(op) in (1.3) is not necessarily the identity map 
and defines an automorphism of order dividing 2 on the graded ring K&I). 
Let A denote a ring with involution * (i.e., * is an anti-automorphism of A of 
order dividing 2). We can define a map # (*) : GL(n, A) + GL(n, A) through the rule 
(1.4) #(*)(M)=(‘M*)-‘, MeGL(n,A). 
On the level of the n x n matrix ring M,(A), the map sending A4 onto ‘M* is an 
anti-automorphism of M,(A) of order dividing 2 so that (1.4) is an automorphism 
of GL(n,A) of order dividing 2. (1.4) is compatible with both the stabilization 
homomorphism and the plus-construction. Thus #(*) induces an automorphism 
(also denoted by # (*)) on K,(A) of order dividing 2, i2 0. When A is commutative 
and * = Id, #(*) coincides with #(op) because (1.4) is the usual procedure used in 
defining the contragredient representation. In particular, the group U(A)=AX of 
units can be identified with a subgroup of K,(A) through the determinant homo- 
morphism; it then follows that # (op) coincides with multiplication by (- 1)’ on the 
part of K,(A) spanned by the i-fold products of elements of U(A). In general, the 
fully decomposable part of K,(A) is the subgroup spanned by all the i-fold pro- 
ducts of elements of K,(A). 
1.5. Remark. When A is a ring with involution *, there is also a hermitian K-theory, 
see [31] and [40]. This more elaborate theory will not be used in any essential way 
in the present work. With the exception of the standard involutions on the field C 
of complex numbers and the real quaternion division algebra IH, our interests will 
mostly be concerned with fields (or a few commutative rings) with * = Id. We note 
that (1.4) shows that # (*) stabilizes the subgroup EL(n,A) of GL(n,A) generated 
by the elementary matrices of GL(n,A). As a result, #(*) induces automorphisms 
of order dividing 2 on the (integral) homology groups of both EL(n,A) and GL(n, A). 
We will have occasion to use the f-eigenspaces of #(*) on the various abelian 
groups to simplify some of our arguments. Since the use of these eigenspaces on 
general abelian groups can cause confusion, we spend a little bit of time to explain 
our convention. 
Let * denote an automorphism of order dividing 2 on the abelian group L. 
Let E = f . L’(*)= ker(* -&Id) is called the e-eigenspace of * on L and L,,,, = 
coker(* + E Id) is called the s-coeigenspace of * on L. The following natural homo- 
morphisms all have kernels and cokernels annihilated by 2: 
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L+(*)uL-(*)+L; L+L+(*)UL_(*); 
LE(*) + Le(*), &=?!I. 
All these homomorphisms are surjective when L is 2-divisible and are injective 
when L has no 2-torsion. When L is uniquely 2-divisible, we can speak of the 
+-eigenspace decomposition of L with respect to * without any danger of confu- 
sion. By an abuse of terminology, this usage will be extended to a general L with 
the understanding that we may have to ignore some groups that are annihilated by 2. 
Precision can be achieved by either tensoring all the groups with the ring Z’= 2[1/2] 
or working modulo the Serre class YZ2 of abelian groups of bounded 2-power ex- 
ponents. In the cases of interest to us, L will often turn out to be 2-divisible and 
the ambiguities in the direct sum decompositions can usually be removed by shifting 
suitable elements of order 2 out of one of the direct summands. Since the use of 
Z’ or %‘z loses information, we will avoid using them as much as we can. 
Let F be a field. Milnor [44] introduced a K-theory of F, to be denoted by 
KY(F). An extensive study of the basic properties of K?(F) can be found in [4]. 
The relation between K?(F) and K,(F) is clarified by Suslin [64]. Roughly speak- 
ing, Kr(F) is the ‘symbolic part’ or the ‘fully decomposable part’ of K,(F) up to 
factorial torsion (when F is infinite). More recently, Guin [27] has extended the 
definition of KY from a field F to an arbitrary associative ring with unit. Under 
appropriate hypotheses, a number of the results of Suslin [64] could be generalized. 
For our purposes, it is enough to stick to fields. To obtain Guin’s definition, one 
merely replaces FX by the group of units of the ring. 
Let F be a field. KY(F) is defined to be the universal associative ring (with unit) 
with generators I(a), a E FX = GL( 1, F) =K,(F), and with defining relations: 
(Rl) I(&) = f(a) + I(b), a, b E FX; 
(R2) I(a)/(b) = 0, provided that CI + b = 1, a, b E FX. 
These two basic relations lead to the further relation (see [44]): 
(R3) /(a)/(- a) = 0; equivalently, f(~)~ = /(a)/(- l), a E FX; 
(R4) f(a)/(b) = - /(b)f(a), a, b E FX; and 
(R5) f(a,)...I(a,)=O if ~~,+...+a,=0 or 1, aieFX and tr2. 
We note that the preceding definition is purely algebraic and that the product struc- 
ture is imposed at the beginning. One of the motivations of Kp(F) is a result of 
Matsumoto [41], see also [44,45]: 
(1.6) 
Let F be a field. Then K2(F)=KzM(F) is the quotient of 
FX @ FX modulo the subgroup generated by all a@ (1 - a), 
HEFT-(1). 
Since Kr(F) is defined in a universal manner, we immediately have a canonical 
ring homomorphism 
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(1.7) 
q* : Kp(F) 4 K,(F), F any field. For is 2, vi is bijective. 
In general, qr is a morphism of rings which are graded 
and graded commutative. 
The image of ‘I* is the ‘fully decomposable part’ of K,(F). This terminology is not 
standard. In general, powers of K+(F) can be used to define various types of 
‘decomposable parts’. In particular, K+(F)/(K+(F))2 may be called the space of in- 
decomposable elements. In general, vi may fail to be either injective or surjective 
when i>2. For example, when F= 1F, is a finite field with q elements, K,,([F4) =0 
for i>O and K2,_,(1F,)=Z/(q’- 1)Z for i>O; in contrast, Ki”‘([F,)=O for i22. The 
determination of K,([F,) is due to Quillen [50]. 
In the case of an infinite field F, Suslin obtained the following beautiful stability 
theorem (see [27] for an extension): 
1.8. Theorem (Suslin [64]). Let F be any infinite field. Then 
(a) Hi(GL(n, F)) -+ H,(GL(n + 1, F)) is bijective for iln; 
(b) the inclusion of the split torus (GL(1, F))X” onto the diagonal subgroup of 
GL(n, F) induces an isomorphism 
8, : K:(F) -+ H,,(GL(n, F))/im H,(GL(n - 1, F)). 
With the preceding result at hand, Suslin defines an abelian group homomorphism 
(1.9) ~,:K,(F)-+K~(F), n>O. 
vn is the composition of the following sequence of homomorphisms: 
(1.10) 
K, (F) 5 H, (BGL(F)+) = H, (GL(F)) +$ H, (GL(n, F)) 
% H,(GL(n, F))/im H,(GL(n - 1, F)) +& K,“(F). 
These p,,‘s do not combine to give a ring homomorphism from K,(F) to KY(F). 
The culprit is the Hurewicz homomorphism h, at the beginning of (1.10). Never- 
theless, Suslin shows that 
(1.11) pn 0 qn : K:(F) + K,!(F) is multiplication by (- l)“- ’ . (n - l)! . 
The above result shows that K?(F) is isomorphic to the ‘symbolic part’ of K,(F) 
up to ‘factorial torsion’. Additional results and conjectures related to these maps 
can be found in [64] and [62]. 
1.12. Remark. As noted in [61, Appendix B], the definition of Kp can be extended 
to division rings D. There is no problem deriving the relations (R3), (R4) and (RS) 
from (Rl) and (R2). With the help of Dieudonne’s theory of noncommutative deter- 
minants, KY(D) G K,(D) = H,(GL(n, D)), n 2 1. There is also no problem showing 
that K2M(0) maps into K,(D). For a general division ring D, the kernel and the 
cokernel of this map is not known. Worse still, K,(D) no longer has the structure 
276 C.-H. Sah 
of a graded ring so that an analogue of (1.7) is not available. In the absence of any 
additional restrictions on D, the significance of the extended KY(D) is obscure. 
When the division ring D has an infinite center, part (a) of Theorem 1.8 admits a 
direct extension. This extension admits a proof that is simpler than the one given 
by Suslin, see [61, Appendix B]. However, part (b) of Theorem 1.8 is more delicate 
and uses the commutativity of F in an essential way. Even if we assume the com- 
mutativity of D, the approach in [61, Appendix B] does not yield the precise part 
(b) of Theorem 1.8. In the simplest case of D= IH, it is possible to show that 
K,/(IH)=O for n~2. This suggests that the extension of KY to the case of a non- 
commutative division ring D is likely to be ‘uninteresting’; however, the proof of 
Ky(IH) = 0 for n~2 depends on special properties of IH and is not totally trivial. 
(See [27] .) 
In view of (1.1 I), we need to know the torsion and the divisibility properties of 
Kp(F) to get a better control on the relations between Kp(F) and K,(F). In the 
case of KY(F) E K,(F), we are dealing with the multiplicative group FX of F. Its 
torsion subgroup is isomorphic to the group pF of all roots of 1 in FX. In general 
pb is isomorphic to a subgroup of Q/Z. For the higher Milnor K-groups, we for- 
malize a technical concept in [4]. 
1.13. Definition. Let F be a field and let n >0 be an integer. F is said to be n-split 
if every polynomial XN -a, a E F, splits into a product of n linear factors over F 
(repetitions are allowed). 
Evidently F is n-split if and only if both FX is n-divisible and X” - 1 is a product 
of n linear factors over F. 
Examples-Exercises. (a) If rn 1 n and F is n-split, then F is m-split. 
(b) fRx is n-divisible for odd n but R is not n-split for n > 1. 
(c) If IFI =22m+‘, then FX is 6-divisible but F is not 6-split. 
(d) (Kummer) Let N=n! and assume char(F){(n - l)!. Then F is N-split if and 
only if FX is N-divisible. In particular, F is 2-split if and only if F is 2-divisible. 
(e) Let F be a field with char(F) = 0. F is n-split for every n if and only if F has 
no proper solvable algebraic extensions (however, a proper finite extension E of F 
may have proper solvable extensions of finite extension, e.g., Fmay be the maximal 
solvable extension of Q). 
The main point of this technical concept is a result of [4]: 
Let F be a field and let n >0 be an integer. If FX is n- 
(1.14) divisible, then K,!(F) is n-divisible for i? 1. If F is n-split, 
then KiM(F) is uniquely n-divisible for iz2. 
This immediately yields the consequence: 
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(1.15) 
Let F be a field with ,u~ denoting the group of all roots of 1 
in F. Assume that F is algebraically closed. Then KY(F)= 
K,(F) E FX is isomorphic to a direct sum of puF and a suitable 
(I&vector space while KiM(F) is a U&vector space for i> 1. 
In particular, we have K,(F) g K,y(F) u ker p;, ir 0. 
Aside from the fact that KY is a covariant functor from the category of fields to 
the category of rings that are graded and graded commutative, Milnor’s K-theory 
of fields and Quillen’s K-theory of rings both admit transfer homomorphisms. 
Let f: A + B be a ring homomorphism. The induced homomorphism from K&l) 
to K,(B) is customarily denoted by f* in deference to the fact that K* is contra- 
variant with respect to maps on Spec R as R ranges over the commutative rings. In 
the categorical approach, f * = (B@, ?)* on the level of (left) modules. Here B is 
viewed as a bi-A-module through f; equivalently, B is viewed as a left A @A’“- 
module. When B has a finite projective dimension as a left A-module through f, 
then the restriction of scalars defines the transfer homomorphism f* : K*(B) - K*(A). 
When it makes sense, we have fx 0 g, = (g of)*. If A and B are both commutative, 
then we have the projection formula fJ_f*(x).y) =x.f&y) for xeK,(A) and 
_YEK,(B), see [51]. 
Consider the special case where B is an algebra of finite dimension n over the field 
A under the homomorphism f that maps A injectively into the center of B. We then 
have the following special results: 
(a) f* of * : K,(A) -+ K,(A) coincides with multiplication by 
(1.16) 
n; and 
(b) if A is the center of the division algebra B, then f *of* : 
K,(B) + K,(B) coincides with multiplication by n. 
In (a) of (1.16), if B is commutative, then the assertion follows from the projec- 
tion formula which amounts to the statement that f* is a K,(A)-module homo- 
morphism with respect to f *. In the more general case, the effect off* of* is to send 
the left A-module V of finite type onto the left B-module BOA V of finite type. 
Since f maps A into the center of B, BOA V is A-isomorphic to a direct sum of n 
copies of V. This gives (a) of (1.16). 
Assertion (b) of (1.16) is essentially contained in [28, p. 3421 and 1261. The effect 
of f* of* is to send the left B-module W of finite type onto the left B-module 
BOA W of finite type. Associativity of tensor products yields the result 
BOA WzB@, (B@, W)=(B@, B)@, W. 
Here BOA B is viewed as a BOA BoP -module through left and right multiplications 
by B on the left and the right factors respectively. By applying the theory of central 
simple algebra, BOA BoP is isomorphic to the n x n matrix algebra M,(A) and 
every left M,,(A)-module is a direct sum of isomorphic minimal left ideals of 
M,,(A). Since B is evidently a simple BOA BoP -module under left and right multi- 
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plications by B, a dimension counting over A shows that BOA B is isomorphic to 
a direct sum of n copies of B as a left BOA BoP- module. It follows that BOA W 
is B-isomorphic to a direct sum of n copies of W. This gives (b) of (1.16). 
1.17. Remark. (a) The argument of (a) of (1.16) fails when the image off does not 
lie in the center of D. For example, consider g : C 4 IH, K,(C)=CX and K,(IH)= Rf. 
The map g, 0 g * : K,(C) -+K,(C) sends ZE Cx onto z. Z. On the level of matrices, 
ME GL(n, C) is sent by g, og* onto the direct sum of Mand I@. In the present exam- 
ple, g* 08, can actually be described on the level of matrices. Namely, NE GL(n, IH) 
is sent by g*og, onto the direct sum of N and N so that g* 0 g, coincides with multi- 
plication by 2. To see this, it is enough to consider the case n = 1 and look at right 
multiplication on IH by u + uj, u E C. g, sends u + uj onto the matrix (!, i) that acts 
on row vectors through right multiplication. If we use the new basis (1, -j) and 
(i, k), then our matrix becomes diag(u + uj, u + uj). 
(b) The argument for (b) of (1.16) fails when A is only a proper part of the center 
of the division algebra. For example, consider f: R -+ C. f *of* then sends the 
matrix ME GL(n, C) onto the direct sum of Mand A. Roughly speaking, the present 
example ‘dualizes’ the example in the preceding paragraph. This is not very sur- 
prising since K&H) and K,(R) are identical outside of some abelian groups an- 
nihilated by 4. 
We now turn our attention to Milnor’s K-theory of fields. Let f: E + F be an in- 
jective morphism of fields. f$: KE(E) ---*K?(F) is then the obvious ring homo- 
morphism defined in terms of the presentation of KY. When F is an algebraic 
extension of finite degree n over E, a transfer homomorphism fp : Kf(F) + K?(E) 
was proposed by Bass-Tate [4]. When E is a simple extension of F, their definition 
was based on the use of the norm map with respect to a choice of a generator of 
E over F. The functoriality of their definition was verified quite a bit later by Kato 
[35, Proposition 5, p. 6261. It then follows that a similar projection formula holds 
and f;, feM are compatible with f *, f* with respect to the natural ring homomor- 
phism q* : Kr(E) + K,(E) as E ranges over fields. 
We record the Lichtenbaum-Quillen conjecture [53] proved by Suslin [65,66]. 
Let F be an algebraically closed field of characteristic expo- 
nent p. For i2 1, K,,F is a divisible torsion-free abelian 
group, and K2,_ ,F is a divisible group whose torsion sub- 
group is isomorphic to Q/Z[pP ‘I. Equivalently, for any 
prime number I#p, the cohomology ring H*(BGL(F), F,) 
is isomorphic to [F,[c,, c2, . . .], where deg ci = 2i. 
This translates into a statement involving the torsion subgroups of K,(R) and K,(C) 
which then behave periodically with periods 8 and 2 respectively. We repeat the table 
from [66]: 
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imod 0 1 2 3 456 7 
K,(Q,, 0 z, Z, Q/Z 0 0 0 Q/Z 
(1.18) x 
Ki (Qor 0 Q/Z 0 Q/Z 0 Q/Z 0 Q/Z 
We note that the actual Ki for i>O must be described by adding on a suitable Q- 
vector space which is largely unknown and their behavior would not necessarily be 
periodic. The observed periodicity follows from Bott’s periodicity theorem in con- 
junction with a nontrivial amount of homotopy theory (with finite coefficients), see 
[74], [7] as well as [66] and [33]. With Suslin’s announcement in [67] on the K-theory 
of IH, (1.18) can be extended to include K,(lH),,,. Extrapolating from the reason- 
ings sketched, the table involving K,(IH),,, should be obtained from (1.18) by turn- 
ing it upside down and shifting the index by 4. For the purpose of the present work, 
it is enough to restrict ourselves to 0 5 is 3. Within this range, Ki(IH)r,r can be seen 
to be O,O,O, Q/Z without referring to [67] and the map g* : K,(C)++ K,(IH) can be 
seen to be multiplication by 2 so that g, : K&H) - K,(C)+ is bijective. 
When i>O, KiM(R) is known to be the direct sum of a divisible group K,!(R)’ 
and a cyclic group of order 2 generated by I(-l)‘. In fact, the divisible group 
KIF(fR)’ is generated by all I(a ) , , . . . , /(a;) with aj>O, see [4] and [44]. According to 
(1.15), K,!(C) is a Q-vector space for i>O. By the projection formula for Milnor’s 
K-theory, f*“ofG: K;hl(R) + K,“(R) is multiplication by 2; it follows that f; is an 
injection of Q-vector space from K,y(fR)O into K,!(C) for i>O and its kernel is the 
ideal in K?(k) generated by 1(-l)‘. By (1.1 l), both K,/(fR)’ and K,!(C) are map- 
ped by vi injectively onto direct summands of Ki(lR) and K;(C) respectively, i>O. 
Since K4(R) is a Q-vector space and q* : K*M(lR) -+ K&R) is a ring homomorphism, 
it is immediate that ker vi(R) = (I(- 1)‘) holds for ir 4. This leaves us with the case 
of i= 3. In fact, Us is known to be injective, see [7]. The image ~*(,(-l)~) = 
{-1}*3 is the unique element of order 2 in K,(R) and generates the kernel of the 
map f * : K3(R) + K,(C) as indicated in (1.18). 
We note that the detection of { -1}*3 has an intimate relation with the work of 
Lee-Szczarba [36,37] showing that K3(Z)~Z/48Z. We note also that Merkurjev- 
Suslin [43] give another proof of the result of Lee-Szczarba. For related work, see 
[3,29,30,31,38,49,54]. 
2. Some functors of fields and division rings 
Let A be an associative ring with unit. Extensive literature exists: on the explicit 
descriptions of K;(A), is 2, for various classes of A, see [77]. K,(A) essentially re- 
quires us to know the isomorphism classes of left projective A-modules of finite 
type. In contrast, K,(A) is isomorphic to the ith Eilenberg-MacLane homology 
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group of a suitable group that is canonically associated to A, 15 i I 3, see (1.2). As 
a general working philosophy, the study of K,(A) is ‘easier’ when A is a commuta- 
tive ring because the product structure of K,(A) in principle gives us a part of 
K,(A) when K,(A) is known for all j<i. The difficulty then rests with the descrip- 
tion of the ‘indecomposable’ part of K,(A). When A is not commutative, a part of 
this product structure is still available, see [45] and [40]. The present section collects 
and discusses some of the relevant results on K,(A) with special attention on the 
case where A is a field (as well as the case of the quaternion division algebra IH). 
Many of the results are known to the experts in some form. Details will be given 
only in those cases where we have not been able to locate a satisfactory reference. 
Let D be a division ring so that K,(D) = Z through the dimension function on left 
D-vector spaces of finite type. K,(D) is then isomorphic to the commutator quo- 
tient group Dx/[Dx,Dx] and the latter is isomorphic to H,(GL(n,D)), nr 1, pro- 
vided that we exclude the case (n, IDI) = (2,2). This uses Dieudonne’s theory of 
noncommutative determinants [ 121 which is compatible with the stabilization homo- 
morphism. The single exceptional case already signals ‘unstable’ phenomena in the 
homology theory of groups. In addition, the structure of SL( 1, D) = [D’, Dx] is not 
too well understood when D is a general noncommutative division ring. 
Suppose that n 2 2 and (n, 101) # (2,2) or (2,3). Then SL(n, D) = ker(det) is known 
to be a perfect group which is simple modulo its center, see [13]. In general, it is 
known that, 
If D is a division ring with IDI 2 5, then 
(2.1) 
K,(D) = H,(SL(n, D)), n I 3. 
If the center F of D satisfies IFI 2 5, then 
K,(D) = &(DX, K(SL(2,D))). 
The commutative case is well known, see [41,47,63]. (1.6) gives a presentation of 
K,(F). The action of FX on H,(SL(2,F)) is described by Suslin [64, p. 3651. This 
is relevant only when F is an infinite field since Hz(SL(2, F,)) is 0 when q # 4, 9 and 
the action of Ec on H,(SL(2, [Fg))z B/3?!! is known to be nontrivial. In the non- 
commutative case, the stability result is due to Rehmann [55,56]. However, it is not 
very easy to extract a presentation of K,(D) in the absence of explicit knowledge of 
[D’, D’]. In particular, the isomorphism between K,(D) and Ho(FX, H#L(2, D))) 
requires an argument different from the difficult Steinberg group argument used by 
Rehmann [56]. Since this result is apparently not well known, we sketch the argu- 
ment. According to a result of Dennis [ 111, there is a split exact sequence of abelian 
groups: 
(2.2) 0 ---t H,(EL(A)) + H,(GL(A)) + H,(K,(A)) + 0. 
The proof uses the product map * : K,(A) x K,(A) -+ K,(A) introduced by Milnor 
[45], see also [40]. It is possible to show that + can be defined even if A is not com- 
mutative. When the center F of the division ring satisfies IFI 2 5, the argument 
in [61, Appendix B] can be adapted to yield the stability result, H,(GL(D))= 
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H,(GL(n,D)), n ~2. A similar argument based on the action of SL(3,D) on fP’(D) 
then yields the isomorphism between H,(SL(3,D)) and H0(Dx,HZ(SL(2,D))). The 
action of Dx on H,(SL(2,D)) is the same as that of the group GL(2,D) modulo the 
inner automorphisms of SL(2,D). It is then easy to see that (2.2) is really just a part 
of the Hochschild-Serre spectral sequence associated to the exact sequence 
(2.3) 1 + SL(2, D) + GL(2, D) + GL(2, D)/SL(2, D) --f 1. 
For a general noncommutative division ring D, (2.3) is not known to split and we 
do not have a precise analogue of (1.6). What we do have is the 5-term exact se- 
quence in [55]. 
We next consider K,. For finite fields, K,(F,) sZ/(q* - 1)Z by [50]. For an in- 
finite field, Suslin’s result (1.11) shows that K,(F) is ‘essentially’ K3(FJind u KY(F) 
with ambiguities lying in groups annihilated by 2 (more precisely, they are isomor- 
phic modulo the Serre class VZ2 of abelian groups of finite 2-power exponents). A 
more detailed examination of Theorem 1.8 suggests that the image of H,(SL(2, F)) 
in H,(SL(F)) should be related to K3(F)i”d by using the natural homomorphism 
from K,(F) to H,(SL(F)) that arises from (1.1) and (1.2). With this as motivation, 
we present a rapid discussion of the basic results. 
In general, the Hurewicz homomorphisms 
hi: K,(A)~Hi(BGL(A)‘)~H;(GL(A)), i2 1, 
convert the description of K,(A) into the problems of describing ker hi, im hi and 
the group extension involving ker h, and im hi. hi is bijective in accordance with 
(1.2). h2 is split injective in accordance with (1.2) and (2.2). The first case that re- 
quires further discussion is h,. In theory, we can also describe K,(A) by means of 
the Hochschild-Serre spectral sequence associated to the group extension (1.1). Un- 
fortunately, the higher differentials are not easy to describe. It already takes some 
work to get at (2.2). In general, BGL(A)+, BEL(A)+ and BSt(A)+ are i-connected 
H-spaces that are homotopy associative and commutative with i = 0, 1 and 2 respec- 
tively, see [40]. In fact, BEL(A)’ is homotopy equivalent to the universal covering 
space of BGL(A)’ with K,(A)z:,(BGL(A)+). We can therefore replace BGL(A)+ 
by BEL(A)’ in the study of K,(A) for i> 1. This then gives us the new Hurewicz 
homomorphisms 
(2.4) hi: K,(A)+H,(BEL(A)+), i22. 
The identification of K,(A) in (1.2) follows from the classical Hurewicz Theorem 
for l-connected spaces. When i>2, the H-space structure can be used to show that 
ker hi in (2.4) is a torsion group that involves at most a finite set of primes starting 
with 2 and ending at odd prime ps i/2, see [62, Proposition 31 for a proof supplied 
by L. Smith that involves localization as well as a theorem of Cartan. In this 
reference, the stronger claim that ker hi has a bounded exponent for iz2 requires 
further justification. Since all the spaces under consideration are infinite loop 
spaces, the more detailed work of Arlettaz [2] applies. In the case of h3, the follow- 
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ing precise assertion can be found without proof in [64, p. 3701. Somewhat more 
general situations have been considered by Whitehead 1761, see also [34, p. 2541. 
2.5. Proposition. Let A denote any associative ring with unit. 
(a) K,(A)=H#t(A)) + H,(WA)) IS surjective with kernel annihilated by 2. 
(b) ZfK,(A) is 2-divisible (e.g., if A is a field with A ’ = (A x)2 or if A = IH), then 
the map in (a) is bijective. 
Proof (assembled with the help of DuPont). Since BSt(A)+ is 2connected, we have 
a number of canonical isomorphisms, 
r+(BSt(A)+)=Hs(BSt(A)+)=Hs(St(A))=&(A) = rcs(BGL(A)+) 
= rr,(BEL(A)+). 
Since the plus-construction induces a homology isomorphism, the map in (a) may 
be identified with h, in (2.4). We can analyze h3 by looking at the beginning part 
of the Postnikov tower associated to X= BEL(A)‘. The surjectivity of h3 depends 
only on the l-connectivity of X, see [75] or [34]. This will be recovered in the course 
of our proof. 
x3 -m,, 3), ni=ni(X)~KKi(A), iz2. 
1 
X-X, =K(7r2,2) 
In the full Postnikov tower, the map X +X, induces an isomorphism on pi for 
isn while n,(X,) =0 holds for j>n. If we combine the homotopy-homology lad- 
der with the Hurewicz Theorems, see [75, p. 1781, we obtain the commutative 
diagram of maps 
It is important to note that X is l-connected. Since X is an H-space, all the maps in 
the Postnikov tower are H-space maps and X, +X,_, is a principal fibration with 
fiber K(n,, n) and it is attached to a Postnikov k-invariant <“’ ’ E H”+ ‘(X,_ ,, 7~~) 
such that the element cn+’ is ‘primitive’, see [75, Chapter 91. We concentrate on 
n = 3. The homology of X3 can be described by the Leray spectral sequence asso- 
ciated to our principal fibration and the relevant ‘E2-terms are 
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=3 
000 0 
000 0 1:: ( 
77 0 712 ff,w,> ff,W,) 
The first nontrivial differential is the edge homomorphism ‘d&. Up to a sign, it is 
the evaluation of the k-invariant r4. We therefore have the exact sequence 
H4(x2) 
‘do 
A 7~3 2 H3(X3) + H3(X2) + 0. 
Assertion (a) is equivalent with the vanishing of H,(X,) together with the assertion 
that 2. ‘d: e = 0. The homology of K(G, n)-spaces has been described by Cartan [8]. 
They are quite simple for Ht(X2) when t = 3 and 4. Namely, we examine the path- 
space fibration 
P-KC7727 1) 
X2 = K(n2,2) 
Since P is contractible, the Leray spectral sequence converges to the homology of 
a point. We exhibit the relevant terms: 
=2 0 n2on2 H3(x2) @ x2 fl Tor(n2, n2) 
z 0 =2 H3(x2) H4(x2) 
Since K(G,n) x K(G’, n) is homotopy equivalent to K(G x G’,n), 7r2 is an abelian 
group and the homology functor commutes with direct limit, we may first examine 
the spectral sequence for the case of a cyclic group. This is divided into two cases 
according to whether the cyclic group is finite or infinite. It is then easy to apply 
Ktinneth’s Theorem and pass to the direct limit to conclude that H3(X2) = 0 and 
that H4(X2) is mapped isomorphically onto the symmetric part of 7r2 @ 7r2. These 
yield the exact sequence 
* 
0 -+ H4(x2) + 772 @ x2 - HA7121 -+ 0, X2 = K(7r2, 2). 
The above Sr -product map carries x 0~ onto the class of the 2-cycle [x 1 y] - [y 1 x] 
in H2(7r2), compare [34]. As noted, h3 is surjective. 
In order to show that 2. ‘d4 ,0 =O, we invoke the fact that X= BEL(A)+ is a 
homotopy commutative and associative H-space (this assumption was not made in 
[62; Proposition 31). Multiplication by the integer m therefore induces an endomor- 
phism m, on all the relevant homotopy and homology groups of X. By naturality, 
m, commutes with ‘&. Since H4(X2) is isomorphic to a subgroup of n2@ 7z2, m, 
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induces multiplication by m2 on F&(X,). Evidently, m, induces multiplication by 
m on 7r3 = n3(X). By the commutativity of m, and ‘&$, the image of ‘d& must be 
annihilated by m2 - m. Since the g.c.d. of all m2 - m is 2, we have proved (a). 
When K,(A) = x2 is a-divisible, rrz@ 7c2 and F&(.X,) are both (uniquely) 
2-divisible. Since im 1d20 is now both 2-divisible and annihilated by 2, it is 0 and (b) 
follows. 0 
In view of Proposition 2.5, it is apparent that the study of K,(A) is closely 
related to the homology stability of H,(EL(A)). The most general result in this 
direction is found in [70, Theorem 4.111. In the case of a division ring D, it asserts 
that the stabilization homomorphism H,(SL(n, D)) + Hi(SL(n + 1, D)) is surjective 
for n 2 2i and bijective for n 2 2i + 1. The following seems like a reasonable conjec- 
ture: 
2.6. Conjecture. Let D be a division ring with an infinite center. The stabilization 
homomorphism H,(SL(n, D)) + H,(SL(n + 1, D)) is surjective for n 2 i and bijective 
for nli+ 1. 
As indicated in (2.1), the preceding result is correct for is2. 
For any field F, BGL(F)+ is known to be homotopy equivalent to BSL(F)+ x 
BFX. Namely, the map sending ge GL(n,A) onto diag(l,g) induces an endomor- 
phism of BGL(A)+ that is homotopy equivalent to the identity map, see [40]. The 
desired homotopy factorization then follows from the direct product decomposition 
diag(1, g) = diag(det(g)) I, g). diag(det(g), 1,) 
where the left factor lies in SL(n + 1, F). This direct product decomposition uses 
strongly the fact that we are dealing with a field (or a euclidean domain). If we use 
Theorem 1.8 in conjunction with the Hochschild-Serre spectral sequence associated 
to the semidirect product structure of GL(n,F), then it is not difficult to deduce 
from the homotopy factorization of BGL(F)+ that, 
(2.7) 
If F is an infinite field, then 
Hj(SL(F))=&(FX,H,(SL(n, F))), n 2 i. 
The action of FX on H;(SL(n, F)) arises from GL(n, F) = SL(n, F) . FX. The problem 
posed in Conjecture 2.6 then rests with the surjectivity of the map mentioned. By 
using an ad hoc argument along the line of [61, Appendix B], it is possible to show 
that, 
(2.8) 
If F is an infinite field, then N,(SL(n, F)) -+ H,(SL(F)) is 
bijective for n 2 4. 
For the purpose of the present work, we only need the following much simpler 
result: 
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2.9. Proposition. Let F denote an infinite field and let IH denote the real quaternion 
division algebra. 
(a) If FX = (F”)2, then 
K,(F) = H,(SL(F)) E Hs(SL(4, F)) = HO(FX, H,(SL(3, F))). 
(b) Zf FX = (Fx)3, then H,(SL(F)) sEZs(SL(3, F)) is a quotient of K,(F) with ker- 
nel annihilated by 2. 
(c) K3(IH)~:H3(SL(n, IH)), n? 3, and is a quotient of H,(SL(2, IH)). 
AN the isomorphisms are ‘natural’. 
Proof. (a) follows from (2.7) and Proposition 2.5 by using FX = (Fx)2. (b) follows 
from (2.7) and Proposition 2.5 by using Fx=(Fx)3. The isomorphism in (c) uses 
the 2-divisibility of K,(IH)=K,(C)+, see [l], and the stability result in [61, Appendix 
B] that generalizes Theorem 1.8. The surjectivity of the map from H,(SL(2, IH)) to 
H3(SL(3, IH)) follows from the corresponding assertion for GL(n, IH) essentially 
because K2M(IH) =0, see [61, Appendix B]. 0 
With Proposition 2.9 in view, it is clear that we need to understand the map 
H3(SL(2,D)) + H3(SL(3,D)) for division rings D under some restrictions on D. 
Since the inclusion SL(2, D) c SL(3, D) factors through its normalizer in SL(3, D), it 
is evident that the image is connected with H3(GL(2,D)). To prepare for our in- 
vestigations, we introduce some functors connected with fields (as well as division 
rings). The reader should bear in mind that the principal cases of interest are the 
three classical real division algebras R, C, and IH. (Note: When D is commutative, 
the functor go was already defined in [17] and up to a change of ‘base point’ in 
rP1(D)3, it coincides with T(D) in [67].) 
2.10. Definition. Let D be any division ring. ,9(D) is the abelian group with genera- 
tors [a], (Y ED - (0, l}, and defining relations 
(DO) tal=[/M-‘I, ~,BED-_(O,~); 
(Dl) [a] + [a?] =0, CXED- 10, 1); 
(D2) [(WI + [l - a] = constant (depending on D), (r ED- (0, 1); 
(D3) [(xl - [p] + [a- ID] - [((w - l)- ‘(/I- l)] + [(a- ’ - 1)) ‘(p- ’ - l)] = 0, where (Y # 
/I range over D- {0, l}. 
9, is defined similarly using only defining relations (DO) and (D3). 
By convention, go=0 = Y(D) when IDI = 2. There is an obvious surjective 
homomorphism from YD to Y(D). For IDI = 3, it is the surjection from Z to Z/22. 
For IDI = 4, it is the bijection of Z to itself. From now on, we will assume IDI 2 5. 
The three classical cases have been analyzed in [16,17,48]. In general, it is not dif- 
ficult to see that the constant in (D2) has order dividing 3. For characteristic not 
2, see [17]. For characteristic 2, we may assume X2-X+ 1 has no zero in D and 
let /I= a(o) = (1 -(r))’ in (D3). By adding (D3) for the three pairs (a, a(o)), 
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(da), a2(aN and ( o a , (Y in conjunction with (Dl) and (D2) we get the result on 2(> ) 
the constant in (D2). Of course, the constant in (D2) is 0 whenever X2-X+ 1 =0 
has a solution in D. When D= I?, this constant actually has order 3, see [48]. These 
groups arise as follows: 
Let G be any group that is mapped surjectively onto PGL(2, D). We may there- 
fore let G act on the (acyclic) normalized Eilenberg-MacLane chain complex (with 
augmentation H) C*(P’(D)) based on the projective line P’(D) as its set of vertices. 
Thus an i-cell is just an ordered (i-t I)-tuple of points of P’(D) with the under- 
standing that such cells are set equal to 0 whenever two of the adjacent vertices are 
equal. This then leads to a transposed (or equivariant) spectral sequence converging 
to H,(G) where “E$EH;(G, C,(P’(D))). If we are only interested in H,(G) for is 3, 
then the assumption IDI 25 allows us to work with the subcomplex Cr(P,(D)) 
spanned by all the cells with distinct vertices (these vertices are then in general posi- 
tion because we are in projective dimension 1). If D is infinite, we can work with 
the subcomplex without placing any restriction on the degree of the homology of 
G. We emphasize that the choice of an acyclic chain complex can make quite a bit 
of difference in the analysis of the spectral sequence. 
As in [ 161, the quotient chain complex C,(lP’(D))/C$?‘(P’(D)) can be used to 
compute O=H,(G,O) (sic) and we can use this to obtain the exact sequence 
(2.11) Dx/(Dx)2--‘9D+9(D)+0, lD1>5. 
Here (D”)2 is the subgroup of Dx generated by all the squares and it automatically 
contains the commutator subgroup of D’. The first map in (2.11) sends the coset 
of cr onto [Q] + [cr-‘1 of Yo. This accounts for some of the formal manipulations 
in [17, Section 51. In fact, it is not very difficult to extract from [17] the following 
result: 
(2.12) 
Let F be a field with IFI 2 5. Suppose that FX = (Fx)2. Then 
there is an exact sequence 
Tor(FX, FX) + Hs(SL(2, F)) + 9(F) ---* Ai + H,(SL(2, F)) + 0, 
where J.([a])=ar\(l -a). 
Except for problems with torsions and differences in notation, (2.12) is an un- 
published theorem of Bloch-Wigner. The assumptions IFI 2 5 and FX = (Fx)2 are 
used in several places. By (2.1 l), we may identify 9F with Y(F). For G, we may 
use SL(2, F) and observe that H*(SL(2, F)) coincides with Ho(Fx, H,(SL(2, F))) in- 
side of GL(2,F). In particular, H,(SL(2,F)) may be identified with K2(F) as in 
(2.1). If we let /3=a2 in (D3) and use (Dl) and (D2), then [a21 =2([a] + [-a]) 
holds in P(F) = gp. This yields 
(2.13) 
Let F be a field with IFI 25. Assume FX =(Fx)2. Then 
L@‘(F) = 9’,-= and Hs(SL(2, F)) are both 2-divisible. 
If we drop the assumption that FX = (Fx)2, then we can work with G=GL(2, F) 
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and both chain complexes under the assumption that IFI 2 5. By a comparison with 
the Hochschild-Serre spectral sequence associated with the semidirect product split- 
ting GL(2, F) = SL(2,F). FX in conjunction with an eigenspace argument, it is not 
difficult to obtain 
(2.14) 
Let F be a field with IFI 2 5. There is an exact sequence 
modulo the Serre class gz of abelian groups annihilated by 
2-powers, 
Tor(FX, FX) - HO(Fx, Hs(SL(2, F))) - 9’F 
~(FX@FX)/(cx@/l+~@cx~ 
- ff,(FX,f&(SL(2,F))) - 0, where A([a])=cr@(l-cr). 
In fact, the above sequence is exact if we leave out the first two terms. Since 
K,(F) zHO(FX, H,(SL(2, F))), the last three terms recover the results of Moore [47] 
and Matsumoto [41] on the presentation of K,(F) for fields F with IFI ~5. In the 
case of finite fields, similar results have been obtained by K. Hutchinson in his 1987 
Cornell Ph. D. dissertation. The spectral sequence associated to the action of 
GL(2, F) on Cr(lP’(F)) was also examined by Suslin [67]. The kernel of 13 is called 
the Bloch-Wigner group. Suslin’s arguments give somewhat better controls on the 
%-torsions. If we examine “@-terms associated to Cy(P’(F)), we need to take care 
of “E& and “E&. By a comparison with the spectral sequence associated to 
C,(P’(F)) and by using (2.1 l), it becomes clear that “Ei,, can only lead to 2-torsion. 
In order to take care of “E:,O in the limit, we use the automorphism of GL(2,F) 
that sends A E GL(2, F) onto w. ‘A -I . w- ’ where w = (y i’ ) is the Weyl group ele- 
ment. This automorphism induces the identity on SL(2,F) and the inversion map 
on GL(2,F)/SL(2, F). It also maps the Bore1 subgroup B (consisting of upper 
triangular matrices) into itself and induces the identity on P’(F) = G/B. As a result, 
it induces a map on the spectral sequence. In comparison with the Hochschild-Serre 
spectral sequence, the troublesome term in “E:, is inverted by our automorphism 
while HO(FX,H3(SL(2, F))) is clearly fixed by our automorphism. (2.14) then 
follows without difficulty. 
The relation between HO(FX, H,(SL(2, F))) and K3(F)i”d involves mapping these 
groups into HO(FX, Hs(SL(3, F))) = H,(SL(F)). When FX = (F”)2, we may use 
(2.12). When FX = (Fx)6, Proposition 2.9 provides further simplification. In princi- 
ple, one can deal with division rings that are not commutative. In fact, the hidden 
difficulty rests with the fact that GL(2, D) = SL(2,D). Dx with SL(2, D)nD” equal 
to SL(l,D) = [Dx,Dx] by definition. As a result, (2.14) does not extend. In par- 
ticular, when D= IH, A yields the presentation of KzM(IH) = 0 while K,(IH)= 
H,(SL(l, IH)) was shown in [16] so that the failure of (2.14) is rather dramatic. For 
more information, see [27] and [55]. We combine our discussions in the cases of in- 
terest. 
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2.15. Proposition. (a) H,(SL(3, I?)) = im H,(SL(2, R)) u KjM(R)’ is a 2-divisible 
group and the decomposition is the +-eigenspace decomposition of H,(SL(3, R)) 
with respect o the transpose-inverse automorphism of SL(3, I?) which corresponds 
to #(op) on K,(R). H,(SL(2, R)) is 2-divisible. 
(b) Let F be any infinite field with FX = (F”)2. Then 
K,(F) G H,(SL(F)) E H,,(FX, H,(SL(3, F))) = im H,(SL(2, F)) UK?(F) 
is a 2-divisible group and the decomposition is the f-eigenspace decomposition with 
respect o # (op) on K,(F) or with respect to the transpose-inverse automorphism 
of GL(3, F). 
(c) K,(IH)z H,(SL(3, IH)) = im H,(SL(2, IH)) is 2-divisible and 
H,(SL(2, IH)) = im H,(SL(2, R))fl H,(SL(2, lH))“(-) 
is the +-eigenspace decomposition of the 2-divisible group H,(SL(2, IH)) with 
respect to the automorphism rs of SL(2, IH) that sends A onto w. (‘A *)- ’ . wp ‘, 
w = (y j’). In fact, im H,(SL(2, fR)) = im H,(SL( 1, IH)) = im H,(SU(2)) and H,(SU(2)) 
is 2-divisible with SU(2) = { diag(q, q) 1 q E SL( 1, IH)} c SL(2, IH), and H,(SL(2, IH))“(p) 
is a Q-vector space. 
Proof. (c). The first part follows from Proposition 2.9 and the second part. The 
second part is proved in [16, Theorems 4.10, 4.111. We note that o corresponds to 
# (*) because * is an anti-automorphism of IH. 
(b) When FX = (Fx)2, K,K(F) is uniquely 2-divisible by (1.14), i> 1. By Theorem 
1.8, Proposition 2.5 and the argument leading to (2.7), we easily deduce all the iso- 
morphism assertions. The 2-divisibility of K,(F) follows from (2.13). We note that 
#(op) induces multiplication by (- 1)’ on K,“(F) while the transpose-inverse auto- 
morphism of SL(3,F) induces on SL(2, F) the inner automorphism arising from 
w = (y i’). (b) follows. 
(a) The argument used in proving (b) requires some adjustments because Rx# 
(R”)2. Since Rx = (R”)3, Proposition 2.9 can be used to relate H,(SL(3, R)) to K,(R). 
In the Hochschild-Serre spectral sequence associated to GL(2, R) = SL(2, I?). IR’, 
Rx = R’x (k 1) does not act trivially on H2(SL(2, lR))zK~(lR)‘~ nr(SL(2, R)). Rx 
is trivial on the Q-vector space K2M(R)o z K,(IH) G K2(@)+ but acts on n,(SL(2, R)) = Z 
through multiplication by sgn(r), rE Rx. In contrast, Rx does act trivially on 
H,(SL(2, R)), see [48, Appendix C] and [16, (2.10)]. Since RX#(fF?‘)‘, neither (2.12) 
nor (2.14) will allow us to deduce the 2-divisibility of H3(SL(2, If?)). However, a 
more refined version of (2.14) is proved in [48] and the 2-divisibility of H,(SL(2, I?)) 
follows from the 2-divisibility of qR, see [17, Theorem 5.11. With these observa- 
tions at hand, the proof of (a) can be completed in a manner similar to that of (b). 
So far we have kept the three classical cases separate. Suslin’s results stated in Sec- 
tion 1 allow us to examine our results with respect to the obvious maps f: R + C 
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and g : C -+ IH. If we chase through the argument leading to Proposition 2.5 for the 
case of A = R, then we have the following row exact commutative diagram of maps: 
z/22 -K,(R) - ff3wm) - 0 
0 - Kj(C) - ff,@uQ) - 0 
We have used the fact that K3(R) is the direct sum of Q/z and a suitable Q-vector 
space in accordance with (1.18). Moreover, K3(C) is also the direct sum of Q/z and 
a Q-vector space, and ker{K,(lR)+K,(C)) is Z/2L. The direct summand Q/Y? of 
K,(C) zZZs(SL(C)) can be identified as ZZ3(Q$/z) E Q/Z =Tor(CX, C=“) in (2.12) 
through the embeddings 
SO(2),,, c SL(2, R) c SL(2, C) c SL(C). 
It survives in ZZ,(SL(C)) and is detected there by the stable Cheeger-Chern-Simons 
secondary characteristic class cz, see [ 14,151 for a detailed exposition. A diagram 
chase in (2.16) then yields the result 
(2.17) 
(a) 0-~/2~-tK,(IR)jH,(SL(IR))~O is exact so that 
ZZ,(SL(lR)) is isogenous to K3(R) under the multiplication 
by 2-isogeny of K,(R). 
(b) ker{K,(lR) +K,(C)} = ker{iY,(lR) + ZZ,(SL(R))} zU2L. 
(c) ZZs(SL(R)) + ZZ,(SL(C)) is injective; equivalently, 
ZZs(SL(n, E)) + ZZs(SL(n, C)) is injective for n = 3 (in fact, it 
is injective for n 2 3 because both groups are bijective stable 
for nz3, see (2.8) and Proposition 2.9. 
If we let h = g of: IR + IH, then we assert 
(2.18) 
(a) O-~/22+Hs(SL(lR))+ZZs(SL(IH))+O is exact. 
(b) 0-2/42-tK3(IR)~K,(IH)~0 is exact and h, :K,(IH)+ 
K,(fR) is bijective. 
To see (2.18), we first note that the cyclic group of order 2 in ZZs(SL(2, R)) can 
be identified as Hs(*Z,). The element diag(- 1,1) and the element diag(1, - 1) lie in 
SL(2, IH) and are exchanged by (‘: i1) under conjugation. As a result, ZZ,(fZ,) is 
mapped to 0 in ZZs(SL(2, IH)). If we use commutativity of the following diagram, 
lb_ I 
K,(IH) A ff3WW)) 
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then assertions (a) and (b) of (2.18) are equivalent by using (a) of (2.17). In par- 
ticular, 1 ker h * 12 4. Since K,(R) is divisible by (1.18) and K&H) is 2-divisible by (c) 
of Proposition 2.15, assertion (b) of (2.18) evidently follows from (1.16) and (1.18). 
2.19. Remark. Most of the discussions involving (2.16), (2.17) and (2.18) can be 
simplified by using the results of Suslin [67] concerning K,(IH), see the discussions 
connected with (1.18). We kept the details because it is not easy to fill in the details 
in [67]. 
3. Main theorem 
D will denote a division ring throughout this section. We are primarily interested 
in one of the following three cases although a number of the intermediate results 
are valid (and proved) under more general conditions. 
(R) D is m (or any real closed field). 
(S) D is an infinite field F with FX = (Fx)6. 
(Q) D is IH (or the quaternion division algebra over a real closed field). 
3.0. Theorem. Let D be a division ring satisfying one of (R), (S) or (Q). Then 
H,(SL(2, D)) + H,(SL(3, D)) is injective. 
At the end of the section, we indicate the relevant modifications for the case of 
a general infinite field. Since the proof is somewhat complicated, we will describe 
the general idea and indicate where the difficulties lie. 
The proof is based on the analysis of a transposed spectral sequence associated 
to the action of SL(3, D) on the normalized Eilenberg-MacLane chain complex 
C*(P’(D)). Thus C,(rP*(D)) is the free abelian group based on the set of all ordered 
(t + I)-tuples (PO, . . . , p,) of points pi from the projective plane P’(D). Such a t-cell 
is taken to be 0 if pi=pi_ l holds for some i with 15 is t. The boundary operator is 
the usual formal one. In general, P”(D) is modelled on the set of all l-dimensional 
D-subspaces of the right D-vector space Dnc’ = C OsIsn ejD formed by the column 
vectors with n + 1 entries from D and ei denotes the usual ith unit vector. The dual 
projective space based on the row vectors will not be used. 
Since C,(P*(D)) is acyclic with augmentation Z, the transposed spectral sequence 
will have “E;:i~H,(SL(3, D), Cj(P2(D))) and converges to H,(SL(3, D)). Our strategy 
is to show that “Es, * is (4 - s)-acyclic for 0 I SI 2 with respect to “di *. Theorem 3 .O 
will then follow from an explicit description of “E:O. This last step is somewhat 
messy. To get used to the ideas, we also determine “Es& for s<3 where the argu- 
ment is similar but simpler (though not needed for the conclusion). If we are willing 
to ignore (Q) as well as questions related to 2- and 3-torsions, then the proof can 
stop with the 4-acyclicity of “Ed,,. Namely, it will then be clear that “EIJms, 
15 s< 3, involve only the homology of the diagonal subgroup of SL(3, F). These are 
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decomposable elements whose image in Hs(SL(2, F)) can only be torsion because of 
the action of the Weyl group element. In our application to the scissors congruence 
problem, torsions as well as case (Q) both play an important role so that the deletion 
of the tedious analysis is not a saving at all. The ultimate determination of “,!& in- 
volves a specific direct sum decomposition of “E:,, and of “Ei, 1. It is then possible 
to describe “dj, in terms of these decompositions. It is not possible to replace this 
argument by a filtration because the functor H,, is only right exact. At the end of 
the analysis, ttE& is seen to be a direct summand of “Ei,, and the edge homomor- 
phism is bijective and displays the conclusion by virtue of Shapiro’s Lemma which 
is the algebraic version of the Principle of Reduction to Isotropy in the topological 
theory of group actions. 
It is possible to use other chain complexes in place of C,(lP2(D)). Some of these 
chain complexes are more ‘efficient’ in the sense that they have fewer cells. Unfor- 
tunately, we may pay a price for such efficiency. For example, 4-acyclicity of “E& 
or 3-acyclicity of “E:,. may be lost (or harder to prove) and we would then face the 
task of describing some of the higher differentials in addition to “di , . In particular, 
by ignoring torsion problems, DuPont has given a description of “,?& for the alter- 
nating chain complex as well as the higher differentials starting from “Ei,,. When 
D = C, these higher differentials are then the algebraic versions of the analytic ‘tri- 
logarithm’ functions. In our earlier works [17,48], the analysis of the action of 
SL(2) on fP’ for C and IR showed that “d& is the algebraic version of the analytic 
‘dilogarithm’ function. For the case of SL(3,C) acting on rP2(c), DuPont indicated 
that there are now two such differentials, “d$5 and “d&. This is related to our 
(4 - s)-acyclicity result, 0 I ss 2. For the task at hand, some of these more ‘efficient’ 
complexes will be used to assist our analysis. 
We now consider the general situation before specializing to the case at hand. Let 
G be any group that is mapped surjectively onto PGL(n + 1, D). G therefore acts on 
the normalized Eilenberg-MacLane chain complex C,(n) = C,(lP”(D)). We are in- 
terested in “E$ which is to be viewed as the homology of the chain complex “El, 
with respect to “d&. As long as D is infinite, C,(n) can be replaced by various sub- 
complexes CT’ (n)= Cp’([P”(D)). By definition, C?‘(n) is the subcomplex 
spanned by the set of all i-generic cells where a t-cell (pO, . . . , p() is called i-generic 
if each of its formalj-faces withjs min(i, n, t) spans a projective subspace of dimen- 
sion j in [P”(D). It is possible that the acyclicity properties of “Es~s~(n, G) depend 
also on i. When s = 0, G can be replaced by PGL(n + 1, D). 
We observe that Cpi( n is a G-module direct summand of C,(n) and provides ) 
a filtration of C,(n)=C9e”.’ that decreases as i increases. This filtration stabilizes 
at the subcomplex Cr(n) = Cy” (n). This last complex is called the generic chain 
complex while Cpl (n) is called the distinct point complex. There is a further 
filtration of C,(n) denoted by g;’ called the projective rank filtration. A t-cell 
belongs to @’ if and only if its vertices span a projective subspace of dimension at 
most r. The rank of this t-cell is defined to be the dimension of the projective sub- 
space spanned by the vertices and @-I’ is then the subcomplex spanned by these cells 
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with rank at most r. In general, Sr is not acyclic with augmentation Z. However, 
S”’ will induce a filtration gS!’ on “ES:,. This filtration on “El, can be used to 
describe “E& in the appropriate range for each s. For s= 0, we will also use 
c p’(n) in getting some control on the terms “E&. 
3.1. Proposition. Let D be an infinite division ring. Let G be any group that is map- 
ped surjectively onto PGL(n + 1, D). Then the chain complex”Ed, * z C*(fP”(D)) & Z 
is at least (n + 1)-acyclic with augmentation Z. 
Proof. The same assertion is actually true for “Ed;:(n), 0~ is n. Our assertion deals 
with i = 0. The proof for the case i = n is trivial. Namely, there is just one generic 
t-cell for 0~ tin + 1 and it can be taken to be (pO, .. . , p[) where pi =eiD for 
Oli<n andp,+,= (eO + ... + e,)D. Since D is infinite, a parity argument together 
with the existence of generic (n+2)-cells easily give us the (n + I)-acyclicity of 
“Ed;:(n) with augmentation Z. We skip over 0< i< n and consider i= 0 in the pre- 
sent case. In general, the filtration SJ of “ES!, leads to a long homology exact se- 
quence 
(3.2) ..a -tH,(~“-‘)~H,(~~)~H,(~~/~~-‘)~H,~,(~n-’)~ ... , t>O. 
For s>O, the individual terms of (3.2) will depend on n,s, t as well as the choice of 
G. As noted, when s = 0, we may take G = GL(n + 1, D) and get rid of the dependence 
on G. GL(n + 1, D) acts transivitely on the set of all pairs (p, U) where US P-‘(D) 
and pB U. The stability subgroup of (p,,, P”-‘(D)) is GL(l, D) x GL(n, D). Here 
P”-‘(D) is based on x1 Si._n eiD. Evidently, 9’l-l z C*(lF’“-l(D))&+,, L so 
that every t-cycle of the subcomplex 9;-’ may first be assumed to be supported 
on the particular hyperplane F’“-‘(D) complementary to po= e,D and then be 
coned top0 so that c becomes the boundary of po* c in @{. It follows that (3.2) for 
s = 0 breaks up into a collection of short exact sequences, 
@$/$-$- 1 begins in degree n as Z. (po, . . . , p,,) and (po, . . . ,p,) is easily seen to be 
the boundary of (p,pO, . . . . p,) with p = (e, + e,)D. The n-acyclicity of C,(n) & Z 
therefore follows from (3.3). To obtain the (n + I)-acyclicity of C,(n)& Z, we 
only have to show that C,,, ,(n) & Z is contained in the following group: 
a(C,+,(n)Oc~)+(P,po,...,Pn)OG~+~~~l. 
The argument now proceeds as in [61, Appendix B] and is simpler because some of 
the cases are not needed. We omit the details since we will only use the (n+ l)- 
acyclicity of C?(n) @o Z in the case of n = 2. 0 
The following improvement for n = 2 is basic for the present work: 
Homology of classical Lie groups made discrete, III 293 
3.4. Proposition. Let D be an infinite division ring. Let G be any group that is 
mapped onto PGL(3, D). In the transposed spectral sequence associated to G and 
C,(2) = C,(P2(D)), “E&(2) = C,(2) @o Z is 4-acyclic with augmentation Z. 
Proof. We begin with the following exact sequence of chain complexes that splits 
as G-modules (but not as G-chain complexes): 
(3.5) 0 + C,g”“(n) + C,(n) -+ Q*(n) + 0. 
By the long homology sequence associated to (3.9, Q*(n) is acyclic with augmenta- 
tion 0. The assumption that D is infinite has been used to get the acyclicity of 
Cr(n) with augmentation Z. Since (3.5) splits as G-modules, we have the exact 
sequence of chain complexes that are Z-free; 
(3.6) 0 -Wi(G, C$“(n)) -+ Hi(G, C*(n)) --t Hi(G, Q*(n)) + 0, ir 0. 
Each of the preceding three chain complexes may be identified with the ith column 
“Et, of the transposed spectral sequence that converges respectively to H,(G), 
H,(G) and 0 = H,(G, 0). The three corresponding columns “Ef, are then related in 
the usual manner by a long homology exact sequence. The analysis of the middle 
spectral sequence can be facilitated by using the other two spectral sequences. 
However, it should be noted that serious bookkeeping problems arise if we want 
to deduce some statements about the relations involving “E3. Functoriality still 
gives us maps, but we begin to lose control on the ‘connecting homomorphism’. 
They are best treated on an ad hoc basis since special cases already indicate that 
any general statement would have to be very complicated to state. We now specialize 
to the case at hand. We begin by looking at the transposed spectral sequence 
associated to Q*(2). Since C*(2) is normalized, Q,(2)& L begins in degree 2 as 
(oo,O, w)@o Zu(w, 0, l)& Z. Here we adopt the notation of P](D) 
03 = eOD, 0 = e,D and 1 = (eO + e,)D. We display the relevant “El-terms: 
so that 
Q&3 OG z 
Q&J @G L H,(G, Q&N 
(3.7) 
Q3(2) @G z H,(G, Q,(2)) HAG, Q@)) i”d;,, = (- l)‘a 
Q#)@G z HI(G, Q2(2)) HAG, Q2(2)) ..a 
0 0 0 . . . 
0 0 0 . . . 
We assert that 
(3.8) 
Under the assumption of Proposition 3.4, “Eo2,‘e= 0 for 
Or t14. 
To prove (3.8), we may take G=GL(3,D). Since the spectral sequence “E”.Q is 
identically 0, assertion (3.8) is trivial for 05 t 5 3 by looking at (3.7). Since “E$4Q 
must be isomorphic to “Et2’ to achieve the vanishing assertion on “EmTQ, it is 
enough to show that “Efs2Q= 0. If c is any t-cell of rank 1, then the action of 
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GL(3,D) on rP2(D) permits us to move c until its vertices span p’(D) based on 
e,D + eiD. By Shapiro’s Lemma, @$’ fl”$;Q is the direct sum of terms of the form 
H,(G,.)@c as c ranges over the distinct G-orbits of cells c of rank 1 that are not 
generic. G, denotes the stability subgroup of c in G. When s= 1, the fact that D is 
an infinite division ring makes it quite easy to compute H,(G,). In fact, H,(G,) = 
Hi(G,,,) where q = e,D. It is then trivial to see that each element of Hi(G, Q2) is 
the boundary of its ‘cone’ in H,(G, Q,(2)). For example, if a represents an element 
of HI(Gc,,o,,r), then a@(m,O, m) is the “dri, image of a 0 (q, 030, co) up to a sign 
in “E;:p. (3.8) therefore follows. 0 
If we combine (3.8) with the long homology sequence associated to (3.6) with 
(in) =(O, 2) and G=GL(3, D), then we know that H,(Cy(2)& Z) maps surjec- 
tively onto H,(C,(2)& Z) for ts4. Since H,(Cr(2) @o Z) = 0 for 15 tc 3, it is 
enough to show that the map is 0 for t = 4. Since there is just 1 generic 3-cell, the 
group of 4-cycles in Cr(2) @o L is generated by the following 4-cycles: 
(3.9) ci - c2, where ct and c2 are arbitrary generic 4-cells. 
To complete the proof of Proposition 3.4, it is enough to show that all the 4-cycles 
displayed in (3.9) become boundaries in C,(2) @o Z. For this purpose consider an 
unordered set of 5 distinct points uo, . . . , u4 in P2(D) such that (uo, ul, u3, uq) is a 
generic 3-cell and such that u2 is the point of intersection of the lines determined 
by (uo, ui) and (u3, uq). Since all generic 3-cells are equivalent under the action of G, 
our unordered set is unique up to the action of G. This configuration will be called 
a ‘stool’. It leads to 15 distinct G-equivalent classes of 4-cells in C,(2) that cor- 
respond to the various orderings of the vertices. Each such 4-cell will be called an 
ordered stool. In a similar vein, let p, q be distinct points of P2(D) so that they do 
not lie on the line spanned by oo,O, 1 and so that the line of (p,q) meets the line of 
(03,0,1) at a point a distinct from oo,O, 1. As usual, a E P’(D) - {m,O, l} can be 
taken as the cross-ratio of the ordered 4-tuple (oo,O, 1,a) of distinct points of 
P’(D). In this interpretation, (Y is a conjugacy class in D- (0, 1) under the action 
of Dx = GL(1, D). The unordered configuration consisting of p, q, M, 0,l will be 
called a ‘bench’ and any of its associated ordered 4-cells will be called an ordered 
bench. It is easy to see that there is a finite-to-one surjective map from the set of 
all G-equivalence classes of benches (either unordered or ordered) to the set of all 
cross-ratios. We assert: 
(3.10) 
Let {p, q, m, 0, 1} and {p’, q’, m,O, 1) denote unordered 
benches. The 4-chain 6-b’ of C*(2)& Z is a boundary 
when b=(p,q,o3,0,1) and b’=(p’,q’,m,O,l), or when b= 
(oo,O, p, q, 1) and b’=(a,O, p‘,q’, 1). (Note: a and a’ need 
not be equal.) 
To see this, we compute the boundary of (p, q, m,O, 1, a) where (Y is defined as 
above. Since (p, m,O, 1, a) and (q, m,O, 1, a) are G-equivalent, (p, q, m,O, 1) is homo- 
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logous to the ordered stool (p, q, oo,O,a). Since there is just one G-equivalence 
class of such an ordered stool (independent of a), we get the first assertion of (3.10). 
The second assertion is similar and uses the boundary of (ce,O,p,q, La). 
We next consider cl - c2 as in (3.9). Let cl = (u,-,, .. . , u4) be a generic 4-cell and let 
u denote the intersection of the two lines determined by (u,, or) and (us, u.J. If we 
compute the boundary of (ue, . . . , u4,u), then cl is homologous to the sum of the 
ordered stool (uO, ul, u3, u4, u) and an integral linear combination of ordered benches 
of the form (p, q, w,O, 1) or (co, 0, p, q, l), cl - c2 is therefore homologous to 0 by 
(3.10). 0 
Before going further, we will describe some of the terms “E& for s>O. As in- 
dicated in the proof of (3.8), this amounts to selecting particular cells c and describ- 
ing H,(G,). For this purpose, D will now be assumed to satisfy one of (R), (S) or 
(Q) and G = SL(3,D). In fact the surjectivity of the map from SL(3,D) to PGL(3, D) 
only requires H,(DX) to be 3-divisible so that parts of our arguments will work for 
infinite fields F with FX = (Fx)3. 
All O-cells are G-equivalent to (m), M = e,D. H,(G(,,) =H,(T,,,) where q,,, is 
the intersection of SL(3,D) with the following subgroup of GL(3,D): 
All l-cells are G-equivalent to (oo,O), O=e,D, H,(GC,,o,)=H,(q,,,,) where 
qm,O) is the diagonal subgroup of SL(3,D). 
All generic 2-cells are G-equivalent to (co, 0, q), q = e2D. Gcm,44j is equal to q,,O). 
The nongeneric 2-cells are G-equivalent to either (03,0, a) or to (03,0, I), 
1 =@o+el)-D and H*(G~,,o,~))=H*(~,,o,~)) where 
All generic 3-cells are G-equivalent to (03,0, q, r), r = (e. + el + e,) . D and G,,, O,q,r) 
is the subgroup Dx. I3 nSL(3, D). All 3-cells of rank 2 but not generic may be 
assumed to have vertices 03,0,1, q or to have vertices 03,0, q with one of them ap- 
pearing twice. G(,,o, l,q) = &,o, l). 
It should be noted that we have used the lemma on center kills in the description of 
the coefficient groups. Namely, in (R), (S) and (Q), D has an infinite center, see [64, 
Section l] for the lemma on center kills; the same idea is used in [61, Appendix B]. 
As in the proof of (3.8), let g: be the subcomplex of “El, spanned by all the 
cells of rank at most 1. The argument used in proving (3.8) on the cone construction 
can be applied directly to .?Fs’ for “E& as well as for “E,‘;Q. We can therefore write 
down exact sequences 
The next technical result is essentially a form of the Lagrange resolvent: 
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3.12. Lemma. Let N be the direct sum of n copies of the abelian group A and let 
(e)zUnZ act on N by permuting the summands in the obvious cyclic manner. 
Then Hi(@),N)=O=Hi((e),N) holds for iz0. 
Proof. N is induced from the abelian group A as a module for the trivial subgroup 
of (Q). The assertion therefore follows from Shapiro’s Lemma. 0 
We are now ready to handle “E:,,. 
3.13. Proposition. Let D be a division ring satisfying one of(R), (S) or (Q). In the 
transposed spectral sequence associated to the action of G = SL(3, D) on C,( P’(D)), 
“E:,, is 3-acyclic with augmentation 0. In other words, “Et, = 0 for 0 5 t 5 3. 
Proof. We begin by noting that “E$, depends only on the subcomplex gs(03,0) of 
gsl spanned by the cells that have only vertices 03 and 0 at the most. In degree t, we 
have just HJq,,,,)@ (03,0, CQ, 0, . . . ). Ifa~H,(~,,O~),then”d~,(a@(~,O,cxl,O ,... ))= 
(- l)‘((- l)‘a+ w*(a)>O(~,O, 02 , . ..). Here w denotes the Weyl group element that 
exchanges e, and e, and sends e2 to - e2. w therefore normalizes T~,,Oj and ex- 
changes 03 and 0. w* then denotes the automorphism induced by w on H,(T(,,,,). 
The sign (- 1)’ can be ignored in the description of “di, but the sign (-1)’ cannot 
be ignored. When s= 1, the assumptions on D together with the description of 
H,(T(,,,,) and Lemma 3.12 easily imply that H,(gl(w, 0)) = 0 for t 2 0. This implies 
“E;O=O=“E& by (3.11). 
The quotient complex YE,‘,,*/@: begins in degree t= 2 as H,(q,,,,)@(w,O, q). 
When s = 1, we let A = H,(DX) and obtain 
H,(~,,o,)~{(x,y,z)Ix,y,z~A and x+y+z=O}. 
Let Q be the cyclic permutation of the three coordinates in the preceding description 
of H,(T(,,,,). Up to a sign, “d& sends c@(w,O,q, w) onto (Q(C)-c)@(w,O,q, w). 
If we let n=3 in Lemma 3.12, then the vanishing of H’((Q), N) shows that each 
element a E H,( q,,,,) can be written as e(b)- b with 6=(x, ~,z)EN=A~. In all 
three cases, A = H,(DX) is 3-divisible so that x + y + z = 3u can be solved with u E A. 
Thus the element c = (x - u, y - u, z - u) E H,( q,,Ol) satisfies Q(C) - c = e(b) - b = a 
and H,(“E:,,/@‘,‘) = 0. This shows that “Et, = 0 by (3.11). 
We next take (s, t) = (1,3) in (3.11). Let c denote a 3-cycle of “E:,*/@;. The 
generic 3-cell (w,O, q, r) has the coefficient group {(z, z, Z) /z E H,(DX) and 32 = 0). 
This coefficient group is nonzero only in case (S) with the field F containing a 
primitive cube root of 1. It is then clear that a@(w,O, q, r) is the boundary of 
aO(u0, . . . . uq) for any generic 4-cell (uO, . . . , u4). We may therefore assume that c 
does not involve any generic 3-cell. The remaining 3-cells are of two types. The first 
type has 3 distinct vertices that can be taken to be w, 0 and q. There are 3 G- 
equivalence classes of this type that are classified by the locations of the repeated 
vertex. The coefficient groups can be taken to be A,sH~(T~,,~)) as above. The 
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second type has 4 distinct vertices that can be taken to be 03, 0, 1 and q. There are 
4 G-equivalence classes of this type that are classified by the location of q. The 
coefficient groups can be taken to be A, z ((x,x, - 2x) 1 x E H,(DX)} . 
In cases (S) and (Q), H,(DX) is 6-divisible. If we compute the boundary of 
(q,m,q,O, l), (w,q,O,q, l), (a,O,q, l,q) and (4, 03,0,03,1) together with the 2-divisi- 
bility of H,(DX), then c is homologous to a cycle that is made up from cells of the 
first type together with coefficients. If we compute the boundary of (00, q, 03,0,03), 
then c can be assumed to involve only (m,q,O,q) and (oo,q, a~,0) together with co- 
efficients. If we compute the boundary of (00, q,O,q,O) and (q, w,q, 03,0), then the 
2-divisibility of H,(D’) allows us to assume c to have the form 
The preceding 3-cycle is homologous to a 3-cycle of the following form: 
(y,_v,_v)O(~,O,q,~), YEHI and 3y=O. 
Since x and y are necessarily 0 in case (Q), we can concentrate on case (S) where 
F contains a primitive cube root of 1. The coefficient group can be identified with 
the center of SL(3,F). The 3-cell (m,O,q, a~) actually represents a 3-cycle in “Ed,,. 
Since “Ed,, is 4-acyclic, we may use the universal coefficient theorem to conclude 
that the above 3-cycle is a boundary. 
In case (R), Ht(lR’)= IR+ x (kl). Our argument can be adapted to take care of 
the summand iR+ which is really the case (Q). This means that H,(lRX) can be 
replaced by Z/22. By tracing through our arguments carefully, H,(“Ett./@,r) can 
be seen to have order at most 2. In a similar manner, H2(9i) can be shown to be 
of order 2. 
The preceding analysis together with (3.11) shows that “Ef, =O. 0 
3.14. Remark. The preceding argument can be adapted for G = PGL(3, F) where F 
is any infinite field. It would show that “Et, is annihilated by a suitable power of 
6 when 01 tl3. A careful proof analysis shows that we have 
Proposition 3.2 then shows that “Eo”,‘5Q maps surjectively onto “EiyFn and the latter 
is actually not 0. These observations illustrate the complicated interplay of our three 
spectral sequences. 
Before going further, we recall the k-product described in Milnor [45, Section 
81. It can be generalized to more than two factors. As such, it is the signed shuffle 
product (or the Pontryagin product) in the homology theory of abelian groups. This 
generalization is related to but is not identical with the +-product on K-theory as 
described in [40]. In the case of K,, Loday is working with H,(St(A)) while we are 
dealing with H,(SL(D)). 
Let x t, . . . ,x, be a collection of pairwise commuting elements of an abstract 
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group G. We can map a free abelian group of rank n into G by sending a free basis 
onto xi, . . ..x.. The image of a fundamental n-cycle in H,(Z”) under such a map 
is represented by C, sgn(rr)[x,(,) j ... 1 xncn, ] where rr ranges over all n! permutations 
of the set of indices. We will denote the image by xi or ... +x,, . This +-product 
behaves in the same manner as the exterior product. The linearity in the ith factor 
is a little bit stronger than the usual one. Namely, if Xi = uu where U, u E G commute 
with all Xj with j#i, then we have linearity in H,,(G) even if u and u do not com- 
mute with each other. It should also be noted that this product does not give a map 
from HI(G)@” into H,(G) for a general G. To see the stronger linearity for n = 2, 
we simply compute the boundary of the 3-chain [x 1 u 1 u] - [u 1 x IO] + [u 1 u 1 x] which 
results by taking the formal signed shuffle product of [x] and [U I II]. In general, if 
x, is a product of commutators formed by elements of the centralizer in G of all xJ, 
j + i, then the + -product x1 + ... ~rx,, is 0 in H,(G). In particular, the +-product 
can be used to describe a part of the homology of a direct product of groups. As 
a further example, consider H,(SL(F)) for a field F. The &-symbol {x, yj is the 
class 
diag(x,x-‘, l,... )*diag(y,l,y-‘,... ), x,yeFX. 
Finally, in [40], the element { -1) *3 E K,(Z) is defined by using 3 commuting 
elements of St(Z). Its image in H,(SL(Z)) is in fact 0. It should be noted that 
Loday’s definition differs from Milnor’s definition by a sign [40, Proposition 
2.2.31. 
In order to describe “E&, “Ei, 1 and “E&, we need to have an explicit description 
of some of the coefficient groups. This will be done first for the case (S). The 
modifications needed for cases (R) and (Q) will then be indicated. We begin with 
the following notational convention: 
If XED~, then x;,;EGL(~,D) multiplies ej by x and fixes ej for j#i. Define xi,] 
to be x;,~. x,yi for i#j. For any subgroup S of Dx, S,j is taken to be the subgroup 
formed by all xi, j with x in S. Similarly, SL(2, D),,j is the subgroup fixing xk for 
k# i or j and inducing SL(2, D) on e,D+ e,D with i#j in the obvious manner. 
In case (S), some of the stability subgroups will be described by using the 
preceding convention. qm, = SL(2, F),,,. Fc,=GL(2, F); q,,o) = F& x Ft,. We 
have the following coefficient groups: 
H,(&)=F&; H, (&, 0)) = Tc,, 0). 





We will now treat case (S) of the following assertion: 
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3.16. Proposition. Under the assumptions of Proposition 3.13, we have “E& = 
O=“‘Ef,z and “E&sKK2(D). 
Proof. Case (S). “E,,,=H,(~,,,,)O(o3,0) and “E&=Hz(Tc,))@(~). As in the 
case of s= 1, the two direct summands H2(F&) and H,(F&) are exchanged by w* 
and each of them is mapped bijectively by “d;, 1 onto the graph of the same homo- 
morphism from H,(F&) to H#L(2, F),,) s K2(F). This latter isomorphism uses 
the 2-divisibility of FX. By using H 2 (T c,,O,) 0 (CQ, 0, w) in the same manner as in the 
case of s= 1, these two summands contribute 0 to “E& and the summand H,(F&) 
may be removed from consideration for the description of “E&. 
We next show that “d:, , annihilates the summand (F&O Ft2)@ (~~0). Once 
this is proved, we can then conclude that “E &=K2(F)s H,(SL(2, F),,,). We first 
note that F&O Fc2 is identified with a direct summand of H2(Tcc,$ through 
the *-product. Under “di, 1, the generator (x~,~@_Y,,~)@ (oo,O) is first sent to 
(xl,2*~o,2-xo,2*~y1,2)O(03)= -(~~,~*~~,2+x~,~*~~,2)0(03) and then to 
-({yP’,x-‘} + (x~‘,y-1})@(03). S’ mce the K2-symbol is skew-symmetric, we get 
annihilation as asserted. 
If we recall that FX is 2-divisible, then we can combine the preceding argument 
with the argument used in the case of s= 1 to conclude that the subcomplex 
g2(oo,0) has nonzero homology groups only in degrees 0 and 1 in the form of 
K,(F) and Ai( The identification of H,(.92(c0, 0)) is obtained through the map 
sending (x~,~@~~,~)C$ (o3,O) onto xr\y. The long homology exact sequence yields 
the following exact sequence: 
0 -+ “E;, 2 - H,(“E;, ,/g2(ocl, 0)) + H, (g2( 03,O)) + “E;, , + 0. 
“&,*/@2(03,0) begins in degree 2 as Hz(Tt,,o, 1)) 0 (a,O, 1) ~IHz(T~,,o)O (a~,@ 4)). 
At the beginning of our analysis, we indicated that the summands H2(Ff2), i=O, 1 
can be removed from H2(Tc,,oJ) in the coefficient of (o3,O). In the present setting, 
this means that the components in these summands may be replaced by 0. With this 
observation at hand, the connecting homomorphism then carries H2(Tt,,o, t)) 0 
(a~,9 1) bijectively onto H,(S2(oo, 0)). This involves a straightforward computation 
on generators by means of the *-product. It follows that “E;, , = 0. By (3.1 l), the 
vanishing of ‘fE2,2 would follow from the vanishing of H,(“Ei,Jgi). We note that 
“Ei,./@‘i begins in degree 2 at H,(T(,,,, 0 ( x 03,0, q)) so that the present argument 
essentially amounts to looking at (3.11) in a slightly different way. 
To see the vanishing of H,(“Ed,./gj), we note that the 2-divisibility of FX implies 
that H2(qm,0)) is uniquely 2-divisible. The summand F&@F$ in the coefficient 
group is the direct sum of its +--eigenspaces under the action of w*. By using the 
*-product, the positive eigenspace is covered by the image of (Ft2@F$ 0 
(m,O, m, q) exactly. The negative eigenspace is isomorphic to H,(F’) and the group 
H2(TC,,o, i,) 0 (m, 0, 1, q) is mapped bijectively onto the graph of an injective map 
from this negative eigenspace into (H2(Fc2) u H2(Fc2)) @ (00, 0, q). By using the 
+-product again, the preceding injective map can be viewed as an identification of 
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the negative eigenspace with H,(F&). Since FX is 3-divisible, H2(Fx) is uniquely 
3-divisible. The cyclic permutation e of eO, er, e2 evidently permutes H,(F&) for i#j 
ranging over 0,1,2. If we compute the image of H2(7”.+$@ (03,0, q, 03) and use 
Lemma 3.12 as in the case of s= 1, then we can conclude that HJ”E~./.@~) = 0. 
This concludes the proof of case (S) of Proposition 3.16. 
Adjustments for case (R). [R is an infinite field with IRx uniquely 3-divisible. 
IRx = (f 1) x lR+ with IR+ uniquely divisible. In (3.19, we need to note that K,(IR)z 
H,(( + 1 >, H,(SL(2, m),,,)) G K*(R)’ fl Z/2Z. Aside from a little bit of adjust- 
ment in H3( TC_,) which is needed for describing “Ei, later, (3.15) is valid for F?. 
We note further that H2(Rx) = H,(R+)=A&R+) is a (@vector space. The beginning 
part of the proof in case (S) that leads to “E &=K2(F) requires no change. The 
homomorphism from H2(R[2) to K#?) only maps onto K2(1R)o. The remaining 
part of the argument would go through word by word if we interprete FX to mean 
[Rf. This causes a problem only because IR&@ lR& differs from F&O R[, by a 
direct summand of Z/2Z. A careful check shows that instead of the vanishing of 
the two middle terms in the second exact sequence of (3.11) with s= 2 in case (S), 
we have an isomorphism of Z!/2L in case (R). These provide the proof of case (R) 
in Proposition 3.16. 
Adjustments for case (Q). We need to alter the descriptions of the stability grouPs 
in the following manner: 
~,,(IH)=~H~,xSL(~,IH),,,. fRo+,2  SL(2, IH),,,. + - R,,,z= GL(2, IH). 
IH' denotes the subgroup of unit quaternions in IHX so that IH' = SL(1, IH) is perfect 
and is isomorphic to SU(2) and SPin(3). We note that Tc,,(lH) is actually the direct 
product of 3 factors because GL(2, IH) = SL(2, IH) x I?+. The description given is 
designed to simplify the notation later. By [ 161, H,(SL(n, IH)) E K,(R)" E K2(Qf is a 
UJ-vector space for n 2 1 and SL(n, IH) is a perfect group for n 2 1. It follows that 
the relevant homology groups can be described by Ktinneth’s Theorem without any 
Tor term through degree 6. The relevant modifications for H, and H2 in (3.15) are 
straightforward. The more complicated descriptions for Hj will be delayed until we 
need them. 
The adjustments for the proof of case (Q) in Proposition 3.16 are minimal. All 
the coefficient groups in question are Q-vector spaces. We note that IH:,, is point- 
wise fixed by w while lH,!,,o and IH i,, are exchanged by w. The inclusion of IH I,, into 
SL(2, IN,,, induces bijections on Hj for j< 2. We leave the details of the modifica- 
tions to the reader. 0 
3.17. Proposition. Under the assumptions of Proposition 3.13, we have the follow- 
ing description of “Et,: 




“E&GH#L(2, R),,,)U(quotient of R~,@K2(lIQo) 
where K2P) =ff0W~2,ff2@W9 0,2)>. 
“E3:o = Hs(SL(2, F),, 2) u (quotient of F$2 @K,(F)) 
where K,(F) = H2(SL(2, F),, 2). 
“45d&(SL(2, IH)1,2). 
In cases (R) and (S), the right-hand sides are the -t-eigenspace decompositions under 
the action of transpose-inverse automorphism. 
3.18. Remark. Theorem 3.0 evidently follows from the conjunction of Propositions 
3.4, 3.13, 3.16 and 3.17. For any field F, the transpose-inverse automorphism of 
GL(n, F) and SL(n, F) will be denoted by # (op). When n > 2, # (op) does not induce 
an inner automorphism of SL(n,F) and there is no natural action of #(op) on the 
transposed spectral sequence attached to the action of SL(3,F) on C&P’(F)). 
When F is infinite, the lemma on center kills allows us to give explicit descriptions 
of some of the “E’-terms in the transposed spectral sequence. In the case of “E& 
and “Es!, the map “dd 1 can be described explicitly in terms of H,(q,,,,) and 
Hs(q,)). The subgroups T(,,,,, and TCm, are #(op)-stable and the Weyl group ele- 
ment w is fixed by # (op). It follows that “d$! 1 is actually compatible with #(op) 
after we have made a choice in our descriptions. It is in this sense that we speak of 
the +-eigenspace decomposition of “E&. Since “Ego is actually isomorphic to 
Hs(SL(3, F)) in cases (R) and (S), the *-eigenspace decompositions then coincide 
with those defined by # (op) on Hs(SL(3, F)) directly through the action of # (op) 
on SL(3, F). In theory, there is no need to use this ? -eigenspace decomposition. In 
practice, it is used to avoid some tedious steps in our arguments. This shortcut is 
available (with care) in case (Q) by using o or #(*). 
Proof of Proposition 3.17. Case (S). We use the description of Hs(q,,$ and 
H,(T,,,) given in (3.15). Tor(Ft,,F&) is pointwise fixed by w* so that the direct 
summand Tor(Fc2, Ft2) @ (o3,O) is killed by “di, 1. In fact, it is doubly covered by 
Tor(F{,, Ff12> 0 (00, 0, m) under “di,2 through the multiplication by 2 isogeny 
because FX is 2-divisible. The two summands H,(F$), i= 41, are exchanged by w* 
and each is mapped bijectively by “d: 1 onto the graph of the same homomorphism 
from H3(F$2) into H&SL(2, F),,,) as in the case of s = 1. We may therefore remove 
these summands from consideration by passing to a suitable quotient group. In 
essence, we project onto the remaining direct summands. We next observe that 
Ff2 @ H2(F,? j,2) is generated by 3-fold *-product of elements that are inverted by 
# (op). Since FX is 2-divisible, the “di, i-images of these groups must be a 2-divisible 
group and lie in the negative eigenspace of the revised “Ei,,. Since #(op) induces 
an inner automorphism on SL(2, F),,,, Hs(SL(2, F)1,2) is the positive eigenspace 
under the action of #(op). Since a 2-divisible group that is annihilated by 2 must 
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be 0, we see that the image of FFl @HI(FtYi,,) under “di, , must lie in the negative 
eigenspace F&OK,(F). We note that this latter group is actually uniquely 
2-divisible. The proof of case (S) is complete. We note that a direct proof can be 
carried out by using the *-products. 
Case (R). The middle summand F&O K,(F) in the decomposition of H3(qco,) 
given in (3.15) must be replaced by fR& @Kz(lR)‘. This is already noted in the 
proof of (a) in Proposition 2.15. We note also that F?& @K2(lR)’ is a Q-vector 
space which is negated by #(op). In the remaining terms, IRx can be replaced by 
IR+. The argument used in case (S) now goes through without any problem. 
Case (Q). The adjustments needed are more complicated. We first display 
H,(T(,,,,(IH)) and H3(Tc,)(IH)) as the direct sum of the following groups (the indices 
are self-explanatory): 
qa$)=ff,(Q; UC,&) = h(lH:,o); 
u+,(3) = ~,:,W,(lHh,o); u+,(4) = ~;,CW,(SW, /H)I.z); 
u+,(5) =H,(sL(2> IH),,,). 
We will remove various direct summands from consideration. The shortcut sug- 
gested by Remark 3.18 will not be used. 
w* exchanges the two summands of UC,,oj( 1 1 and “d:, l maps each of these sum- 
mands onto the graph of the same homomorphism from Crcm,(l) into u((,,(5) 
through the subgroup ‘R12 of SL(2, IH),,2. We can therefore remove r/(,,o)( 1) and 
(/(-,( 1) from our considerations. 
w* fixes H,(IHl,,) pointwise and exchanges the other two direct summands of 
U,,,,,(2). As in the preceding paragraph, we can remove U,,,,,(2) and L1(,,(2) from 
consideration. 
w* exchanges the two summands of I/ (,,0,(3)_ “di,, maps each one bijectively 
onto the graph of the same homomorphism from U,,,(3) to U(,)(5). We may there- 
fore remove V,,,,,(3) and U(,)(3) from consideration. 
Let w,,~ denote the Weyl group element diag(1, (7 i’)) of SL(2, IR),,,. Evidently, 
w,,~ induces the identity on H3(Tc,)(IH)). According to the theorem of Mather, 
H2(U(1)) + H,(SU(2)) is surjective, see either [l] or [61]. This means that H2(lHi,J 
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can be generated by ~~,~*sry~,~ with x, y E U(1) C IH’. It is then easy to see that the 
“di,,-image of U,,,,)(4), is generated by 
rO,1*x2,2*y2,2, re fR+, x, ye U(1). 
Since wr,z induces the identity on H3(r,,,(lH)), we can apply wl,~ to each of the 
three matrices in the preceding Ir -product and conclude that “& 1 maps U,,,,,(4), 
into U(,)(4). 
w* exchanges the two summands of U C,,0,(4)2 and the image is generated by 
r0,2*xk2*y1,2-r1,2*x0,2*y0,2~ rE I?+, x, ye U(1). 
We note that r,,2 lies in the perfect group SL(2, IH),,, while xo,2 and yo,2 lie in IHho. 
Since IHho and SL(2, IH),,, commute with each other as subgroups of T’,,(IH), it 
follows that r,,2*xo,2*yo,2 is 0 in H,(T’,,(IH)). The term ro,,lrx,,,*y,,, lies in 
U(,,(4). By [16], H,(IHj, j) -+H,(SL(2, IH)1,2) is bijective for j= 1,2. It follows that 
“d:,l maps each of the summands of U,,,,,(4), bijectively onto U(,)(4). 
Similarly, by [61], H2(SL(2, IR),,,) + H2(SL(2, lH)1,2) is surjective. By means of 
the results in case (R), U,,,,,(5) is mapped into U(,)(4) modulo the image of 
U,,,,,(l). This uses naturality. It can also be verified directly through the fact that 
the argument used in case (R) and the surjectivity observation above imply the 
existence of a formula that permits us to compute the image as in case (R). We can 
translate the result into the assertion that there is a subgroup CJ,,,o,(5)’ so that, 
u,,,o)(l)Ll U+,O,(~) = ~+,o#)II u+,0,(5)’ and 
U,,,,,(5)’ is mapped into U(,)(4) by “di, ]. 
Since 4,0~(4)1 Il UC,, 0)(4)2 LI u Cm,o,(5)’ is mapped surjectively onto U(,)(4) before 
any modifications are made on “Ei,, and “E:, , , we can remove them ahead of time 
without disturbing the earlier arguments. By combining all these statements, we 
have concluded the proof of case (Q) of Proposition 3.17 as well as the proof of 
Theorem 3.0. 0 
3.19. Remark. The assumption Fx=(Fx)6 in case (S) is somewhat unpleasant. It 
can be removed, resulting in a weaker conclusion in place of the one stated in 
Theorem 3.0. Namely, we assume that F is an infinite field. We can use GL(3,F) 
for G. “E& remains 4-acyclic. It is then easy to see that “Ef,, is annihilated by 6 
while “Ez,2 is annihilated by 2. There are more terms involved in the determination 
of “E;o. A comparison with the stabilization map Hs(GL(2, F)) +W,(GL(3,F)) and 
the analysis of this map in terms of the Hochschild-Serre spectral sequences as well 
as Theorem 1.8 then shows that, 
(3.20) 
Let F be an infinite field, Ho(Fx,Hj(SL(2, F))) + 
Ho(FX,H3(SL(3,F))) is injective mod @6 where %?6 is the 
Serre class of torsion groups annihilated by finite powers of 
6. (The kernel is annihilated by 6 and is presumably 0 by 
passing through the algebraic closure of F.) 
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4. Applications and related problems 
K, of fields 
Let F be a field, K3(F)‘“* = K,(F)/im KjM(F) appeared in [5] for the special case of 
F= C. Bloch’s beautiful lecture notes remained unpublished, but glimpses of some 
of the contents can be detected in [lo]. For arithmetic algebraic geometric reasons, 
BIoch used relative K, to study K3(C)jnd. In a private conversation, Weibel informed 
us that he has been able to show that K,(Qind is the direct sum of Q/Z G Tor(C’, C”) 
and a Q-vector space, the basic ideas of his unpublished work were contained in [73] 
and are related to relative K,. Aside from these, see recent works of Levine [39], 
Rost [57,58,59], Suslin [67] and Merkurjev-Suslin [42,43] for more extensive 
results. 
We now combine the results summarized in Sections 1, 2 with Theorem 3.0 and 
(3.20). 
4.1. Theorem. For any infinite field, K3(F)“ld =H,(FX, HJSL(2, F))) mod &, where 
K3(F) z Kj(F)“ld u K3”(F) mod E?z. More precisely, 
(a) H,(SL(IR)) = H,(SL(3, iR)) = H,(SL(2, IR)) u KY(R)“. H,(SL(2, m)) is the direct 
sum of Q/Z and a Q-vector space while KjM(R)” is a Q-vector space. K,(fR)‘“d= 
K3(R)/‘K,M(R)~H3(SL(2, fR)). 
(b) Assume FX = (F”)6. Then K3(F) z H,(SL(3, F)) = H,(SL(2, F)) u KjM(F) and 
K3(F)‘*ld z H,(SL(Z, F)). 
(c) K,(IH) G H,(SL(?z, IH)) for n 2 2 and H,(SL(2, IH)) E {H,(SL(2, IR))/H,(f 1,)) u 
KY(R)‘. h,: K,(IH)=K,(R) while h * : K3(R) + K3(lH) is surjective with kernel b/47?. 
The decompositions exhibited in (a) and (b) are the f -eigenspace decompositions 
with respect to #(op) while that in (c) refers to #(*) or 0. 
4.2. Theorem. K3(R)i”dz (K3(C)i”d)Ga’(C”). Equivalent/y, H,(SL(2, R)) I H,(SL(2, C))‘. 
Proof. The surjectivity of H,(SL(2, R)) + H,(SL(2, C))+ is proved in [16]. The injec- 
tivity now follows from Theorem 4.1 and (2.17). 0 
As indicated in the introduction, the preceding results also follow from the work 
of Suslin [68] by a route that is somewhat different. In order to motivate some of 
the related questions, it is appropriate to state a theorem of Suslin. 
4.3. Theorem (Suslin [76]). Let F be any infinite field. There is a natural exact se- 
quence 
0 -+ Tor(FX, FX)- --* K3(F)lnd + B(F) + 0. 
B(F)= ker{A : 9,~’ (FX@FX)/((r@/3+P@a>} is the Bloch- Wigner group (see 
discussion after (2.14)). When char(F) = 2, Tor(FX, FX)- = Tor(FX, FX). When 
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char(F) # 2, then Tor(FX, FX)- is defined by the unique nonsplit exact sequence 
0 --t Z/22 + Tor(FX, FX)- -+ Tor(FX, FX) -+ 0. 
We note that there is a unique injective homomorphism from Tor(FX,FX) into 
Tor(FX,FX)- whose composition with the projection map above is multiplication 
by 2 on Tor(FX, FX). In particular, the composition of this injection with the injec- 
tion in Theorem 4.3 is induced by the embedding of FX into SL(2, F) by sending x 
of FX onto diag(x,x- I) of SL(2, F). In view of (2.14) and Theorem 4.3, we have 
4.4. Question (Suslin). Let F be an infinite field. Is it true that IY~(F)‘“~ coincides 
with H,(FX, Hs(SL(2, F)))? 
4.5. Question (Suslin). Let F be any field. Is it true that KjM(F) maps injectively 
into K,(F) by the natural map? (The kernel is in any case annihilated by 2 so that 
this is a delicate 2-torsion question.) 
When F= [F, is a finite field, Quillen [50] showed that K3(‘F4) =K,(IF,)i”d= 
Z/Z. (q’- 1). Thus Question 4.5 is affirmatively answered for finite fields. In the 
case of finite fields, Question 4.4 still makes sense. A direct computation shows that 
the answer is negative when qs4. When qz 5, an examination of the argument 
relating K3(F)i”d to Ho(FX, Hs(SL(2, F))) shows that Question 4.5 boils down to a 
homology stability question for Hs(GL(n, F,)). There is no difficulty showing that 
Question 4.4 has an affirmative answer for finite fields E, with qr5. The main 
point of Question 4.4 is to straighten out the 2-torsion problem in (2.14). 
In terms of the Bloch-Wigner group B(F) in Theorem 4.3, we have 
4.6. Rigidity Conjecture (Suslin). Let F, denote the algebraic closure of the prime 
field in a field F. Then B(F,) = B(F). 
Suslin has shown that B(F,) always injects into B(F) and that B(F) = B(F(X)) 
when X is transcendental over F. Moreover, B(F)/B(F,) is uniquely divisible, see 
[43,67,68]. If we assume that F is algebraically closed, then the above conjecture 
is equivalent to Hs(SL(2, F,)) = Hs(SL(2, F)). Under the assumption of algebraic 
closure of F, the injectivity assertion is an elementary consequence of the Hilbert 
Nullstellensatz. 
Friedlander-Milnor Conjecture 
The conjecture states that for any Lie group G and any prime p, H,(BG”, FPP, --f 
H,(BG, LF,,) is bijective, see [19] and [46]. BG” is the classifying space of G with the 
discrete topology while BG is the classifying space of G with the given topology as 
a Lie group. According to Milnor [46], it is enough to treat the case where G is a 
simple Lie group. In such cases, the map is surjective and it is sufficient to show 
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injectivity for any Lie group locally isomorphic to G. Since the target is finite in each 
degree when * is specified, it is enough to show that H,(BG’, ‘Fp) has the predicted 
value. The assertion is trivial when * = 0 or 1. 
Most of the confirmed cases of the Friedlander-Milnor conjecture have been 
based on using homology stability theorems for various series of classical Lie groups 
in conjunction with the solution of the Lichtenbaum-Quillen conjecture found by 
Suslin [66,67] plus their extensions to Hermitian K-theory by Karoubi [33]. We 
tabulate the results below. 
sun, v, [F = I?, C and IH; n 2 i, Suslin [66,67]. 
(4.7) 
SP(2% 0 [F=R and C); nr3i+3, Karoubi [33]. 
SO(p, 4, m) and SU(p, 4, c); min(p, q) 2 i + 1, Karoubi [33]. 
SO(n, n, C) = S0(2n, C); n 2 3i, Karoubi [33]. 
We note that Karoubi uses the stability ranges provided by Vogtmann [71,72]. In 
case 3 of (4.7), these have been improved in [61]. Outside of these general ‘stable’ 
results, we also have a few ‘unstable’ results. We tabulate them below. 
(4.8) 
H,(G), G any simple Lie group whose Lie algebra is not 
among 10 exceptional ones (all of type E or F with 3 of them 
compact of type E and 7 noncompact and all of them not 
fR-split). This follows from [16] and the unpublished results 
of Hurley (compact of type G2) and DuPont (compact of 
type F4). 
H,(SL(2, [F)), [F = IF?, C, and IH, from either the present work 
or from results of Suslin. 
We note that the results leading to (4.8) actually yield some information about the 
C&vector spaces that are wiped out by using coefficients Fp. Since H,(SU(2)) is 
2-divisible from [16], the last part of (4.8) can be extended a little bit to include 
H,(SU(2), F,) = 0. 
We will now collect a number of questions related to homology stability theorems. 
These refer to the integral Eilenberg-MacLane homology of the corresponding 
discrete groups. 
4.9. Problem. Let G, denote Sp(2n, iF), [F = R or C, or G(n,C). Is it true that 
H,(G,,)+H,(G,+,) is bijective for n2i-t l? 
4.10. Problem (Milnor). Let G, denote O(n), U(n) or Sp(n), n 2 3,2,1. Is it true that 
H,(G,,) 4 H,(G,+ ,) is bijectiv e respectively for n>i+ 1, 2n+l>i and 4n+3>i? 
(These are the known stability range for BG,, the classifying space for the classical 
topology; some adjustments may be needed, see [61] for the known range of n L i + 1 
in the discrete topology.) 
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A number of such stability questions can be posed for general algebraic groups 
with a certain amount of care. We first repeat Conjecture 2.6 as 
4.11. Problem. Let D be a division ring with an infinite center. Is it true that 
H,(SL(n, D)) -+ H,(SL(n + 1, D)) is surjective for n 2 i and bijective for n 2 i + l? 
As in Problems 4.9 and 4.10, we may assume that ir 3. When D is commutative, 
the omitted proof of (2.3) for i = 3 suggests that Problem 4.11 has some connection 
with vanishing results on the homology of SL with coefficients in modules obtained 
by forming tensor product over the prime field of suitable rational modules of SL. 
Except when the fields are finite, very little is known about the general structure of 
such homology groups. 
4.12. Problem (DuPont). Let F be any infinite field (or simply C) and consider the 
action of PGL(n + 1, F) on the normalized Eilenberg-MacLane chain complex (or 
the alternating chain complex) C,(P(F)) based on the projective n-space over F. 
Is it true that C,(P”(F))@PGLcn+l,Fj Z is (2n)-acyclic modulo torsion? 
We note that Proposition 3.4 provides an affirmative answer for ns2. In the 
setting of alternating chain complex mod %?*, DuPont has verified (n + 2)-acyclicity 
in general and 6-acyclicity for n = 3. Moreover, DuPont has extended the com- 
binatorial argument used in the present work to obtain cycles that generate 
K(C+@“(F)) OPGL(~,F) > L mod torsion, n~2. In the case of n = 2, DuPont 
has also determined the relevant higher differentials starting from “Eis = 
Hs(C*(p2(F)) OPG~(~,F)~) mod g2. These should be viewed as the ‘algebraic ver- 
sions’ of the ‘trilogarithm’ that represents c3 much in the same way that the Dehn 
invariant is the ‘algebraic version’ of the ‘dilogarithm’ that represents cZ. Both the 
present work and the extension by DuPont indicate that suitable configurations in 
projective spaces play a role in understanding these secondary characteristic classes. 
It should be emphasized that these configurations are ‘special’ rather than ‘general’. 
Specifically, Problem 4.12 already has a negative answer if we use the complex of 
generic cells. We note that it may be necessary to incorporate other chain complexes. 
For example, chain complexes based on various Grassmann varieties as n becomes 
large may be needed. Problem 4.12 is really only an intermediate step toward a 
general understanding of the stability homomorphism. In this connection, the fol- 
lowing was suggested by Suslin in Luminy (July, 1987). 
4.13. Problem (Suslin). Let F be any infinite field. Is it true that H,(GL(n, F)) --t 
H,(GL(n + 1, F)) is injective modulo torsion for all i and n? 
By using the general stability theorem of Suslin (Theorem 1.8), we can assume 
i> n > 1 in Problem 4.13. (3.20) provides an affirmative answer for the first case of 
i = 3 and n = 2. DuPont’s work suggest that an affirmative answer is available for 
i= 4 and n = 2. As an illustration of the absence of precise knowledge of such 
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types of homology groups, Lichtenbaum indicated that the precise structure of 
H&SL(2,Q)) does not appear to be known. 
Scissors Congruence Problem 
As mentioned in various earlier works, the basic problem is the detection of the 
scissors congruence classes of geodesic polytopes of finite volume in each of the 
three classical geometries of dimension n by appropriately defined Dehn invariants 
(including volume). This can be viewed as a problem of Jordan measure theory in 
a geometrically restricted setting. The problem is open in euclidean n-space for n L 5 
and in the two non-euclidean n-spaces for n 2 3. 
In euclidean cases, the scissors congruence group .9E” is known to be a real vec- 
tor space for no 1 where the scalar multiplication arises from homotheties (in a 
highly nontrivial way when n~2). If we use the orthogonal direct sum decomposi- 
tion to define a product, then we can introduce the structure of a commutative ring 
which admits a graded structure as an R-vector space. In this structure, all the even 
degree components are decomposable. 
In hyperbolic 3-space, it was shown in [16] that the sicssors congruence group 
9’X3 is divisible and uniquely 2-divisible. It was pointed out there that 8%’ would 
be a Q-vector space once we show that H,(SL(2, a=)) is the direct sum of a Q-vector 
space and its ‘trivial torsion subgroup Q/Z’. Indeed 9?e3 can be identified naturally 
with the negative eigenspace 96 under the action of complex conjugation. 
In spherical 3-space, the result is somewhat weaker. The basic question is 
4.14. Problem. Is the natural map H&W(2)) + Hs(SL(2, Q)’ bijective? 
If the answer to Problem 4.14 is affirmative, then the scissors congruence group 
g’s3 in spherical 3-space would also be a Q-vector space. As shown in [16], the 
map described in Problem 4.14 is known to be surjective. Injectivity would follow 
from an affirmative answer (for n = 4) of the following problem: 
4.15. Problem. Let C,(,%Y) denote the normalized Eilenberg-MacLane chain com- 
plex based on hyperbolic n-space .X”. Let I(n) denote the full group of isometries 
of .;fe (i.e., Z(n) z O’(1, n; R)). It is true that C,(G%‘“) @1(n) Z is n-acyclic? 
Problem 4.15 has an affirmative answer for n 5 3, see [16] for a discussion. 
In order to state the scissors congruence problems for hyperbolic and spherical 
3-spaces, we need to recall an earlier result (in a slightly improved form): 
4.16. Theorem. The group Y40,~.9(@) defined in Definition 2.10 is a Q-vector 
space and is the direct sum of its -t-eigenspaces sl(@)’ under the action of complex 
conjugation. We have the following exact sequences: 
(4 0 + H3(SL(2, c))- + Y((lZ- --f R @ (R/Z) + Hz(SL(2, c))- + 0. 
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Here P’(C)-E~X~ is a Q-vector space and H,(SL(2,C))- is naturally identified 
with the cokernel of the Dehn invariant map in hyperbolic 3-space. 
(b) O-Q/Z-H,(SU(2))+9S3/(& # %S’)-A;(IR/Z)~H,(SU(2))+0. 
Here H,(SU(2)) + H3(SL(2, C))’ is surjective and the relation between 9S3 and 
Y(C)’ arises from using the Hopf map. H,(SU(2)) s K,(C)+ is naturally identified 
with the cokernel of the (reduced) Dehn invariant map in spherical 3-space. The 
relation between .9(C)’ and PR can be described by the following exact sequence: 
0 + Q/Z + F& + EP(C)’ + n&R/z> -+ 0. 
In particular, we have an indirect surjective map 
H3(SU(2)) + H,(SL(Z, IR)) E H3(SL(2, C))+. 
4.17. Facts. The scissors congruence problem in hyperbolic 3-space is solved by 
using volume and Dehn invariant if and only if 
Cz : H,(SL(2, C)) + C/Z is injective on H3(SL(2, C))). 
The scissors congruence problem in spherical 3-space is solved by using volume 
and Dehn invariant if and only if both Problem 4.14 has an affirmative answer and 
the above map is injective on H3(SL(2,C))+. 
For a more detailed discussion, see [14,15]. We only note that cz is known to be 
injective on Q/Z. By using Roger’s L-function (or real dilogarithm), it is known that 
the image of C$ on H3(SL(2,C))’ contains Q-vector spaces of countably infinite 
dimension. But the precise forms of the images are not known. We do not know 
ker C?*. 
Acknowledgment 
It is not practical for me to thank everyone who provided inspirations and 
encouragements during the preparation of the present work. Such a list would in- 
volve at least all those mentioned in the body of the paper as well as those listed 
in the reference section. Instead, I want to thank J.L. DuPont and W. Parry for 
their collaborations (past and future) and Suslin for his beautiful results. Of course, 
there is also the ‘fortunate’ communication problem that forced me into doing 
things the hard way. 
References 
[I] R.C. Alperin and R.K. Dennis, K, of quaternion algebras, J. Algebra 56 (1979) 262-273. 
[2] D. Arlettaz. On the homology of the special linear group over a number field, Comm. Math. Helv. 
61 (1986) 556-564. 
310 C.-H. Sah 
[3] D. Arlettaz, On the algebraic K-theory of L, .I. Pure Appl. Algebra 51 (1988) 53-54. 
[4] H. Bass and J. Tate, The Milnor ring of a global field, Lecture Notes in Mathematics 342 (Springer, 
Berlin, 1973) 349-446. 
[5] S. Bloch, Higher regulators, algebraic K-theory, and zeta functions of elliptic curves, Irvine Lecture 
Notes, 1978. 
[6] A. Borel, Stable real cohomology of arithmetic groups, Ann. Sci. &ole Norm. Sup. 7 (1974) 
235-272. 
[7] W. Browder, Algebraic K-theory with coefficient L,, Lecture Notes in Mathematics 657 (Springer, 
Berlin, 1977) 40-84. 
[8] H. Cartan, Algtbres d’Eilenberg-MacLane et homotopie, Sem. H. Cartan 7, 1954-1955. 
[9] P. Cartier, Decomposition des polyltdres: Le point sur le Troisitme Problkme de Hilbert, SCm. N. 
Bourbaki 646, 1984-1985. 
[lo] R. Coleman, Dilogarithms, regulators and p-adic L-functions, Invent. Math. 69 (1982) 171-208. 
[I 1] K. Dennis, In search of new “homology” functors having a close relationship to K-theory, Preprint, 
1977. 
[12] J. Dieudonne, Les determinants sur un corps non commutatif, Bull. Sot. Math. France 71 (1943) 
27-45. 
[ 131 J. Dieudonne, La Geom&rie des Groupes Classiques, Ergebnisse der Mathematik und Ihrer Grenz- 
gebiete 5 (Springer, Berlin, 1955). 
[14] J.L. DuPont, Algebra of polytopes and homology of flag complexes, Osaka, J. Math. 19 (1982) 
599-641. 
[15] J.L. DuPont, The dilogarithm as a characteristic class for flat bundles, .I. Pure Appl. Algebra 44 
(1987) 137-164. 
[16] J.L. DuPont, W. Parry and C.H. Sah, Homology of classical Lie groups made discrete, II, Hz, H, 
and relations with scissors congruences, J. Algebra 113 (1988) 215-260. 
[17] J.L. DuPont and C.H. Sah, Scissors congruences, II, J. Pure Appl. Algebra 25 (1982) 159-195. 
[18] J.L. DuPont and C.H. Sah, (In progress). 
[19] E.M. Friedlander and G. Mislin, Cohomology of classifying spaces of complex Lie groups and 
related discrete groups, Comment. Math. Helv. 59 (1984) 347-361. 
[20] S.M. Gersten, Higher K-theory of rings, Lecture Notes in Mathematics 341 (Springer, Berlin, 1973) 
3-42. 
[21] S.M. Gersten, Problems about higher K-functors, Lecture Notes in Mathematics 341 (Springer, 
Berlin, 1973) 43-56. 
[22] S.M. Gersten, Some exact sequences in the higher K-theory of rings, Lecture Notes in Mathematics 
341 (Springer, Berlin, 1973) 21 l-243. 
[23] S.M. Gersten, K, of a ring is H, of the Steinberg group, Proc. Amer. Math. Sot. 37 (1973) 
366-368. 
1241 H. Gillet and R. Thomason, The K-theory of strict Hensel local rings and a theorem of Suslin, J. 
Pure Appl. Algebra 34 (1984) 241-254. 
[25] D. Grayson, Higher algebraic K-theory: 11 (after D. Quillen), Lecture Notes in Mathematics 551 
(Springer, Berlin, 1976) 217-241. 
[26] S.M. Green, D. Handelman and P. Roberts, K-theory of finite dimensional division algebras, J. 
Pure Appl. Algebra 12 (1978) 153-158. 
[27] D. Guin, Stabilite de I’homologie du groupe IinPaire et K-theorie algebrique, C.R. Acad. Sci. Paris 
304 (1987) 219-222. 
[28] B. Harris and J.D. Stasheff, Suspension, automorphisms and division algebras, Lecture Notes in 
Mathematics 342 (Springer, Berlin, 1973) 337-348. 
[29] K. Igusa, What happens to Hatcher and Wagoner’s formula for n,,C(M) when the first Postnikov 
invariant of M is nontrivial? Lecture Notes in Mathematics 1046 (Springer, Berlin, 1984) 104-172. 
[30] K. Igusa, The generalized Grassmann invariant, Preprint, 1982. 
[31] M. Karoubi, P&iodicit& de la K-theorie hermitienne, Lecture Notes in Mathematics 343 (Springer, 
Berlin, 1973) 301-411. 
Homotogy of classical Lie groups made discrete, III 311 
1321 M. Karoubi, Le theoreme fondamental de la K-theorie hermitienne, Ann. of Math. 112 (1980) 
259-282. 
[33] M. Karoubi, Relations between algebraic K-theory and Hermitian K-theory, J. Pure Appl. Algebra 
34 (1984) 259-263. 
(341 C. Kassel, Calcul algebrique de I’homologie de certains groupes de matrices, J. Algebra 80 (1983) 
235-260. 
(351 K. Kato, A generalization of local class field theory by using K-groups, II, J. Fat. Sci. Tokyo 27 
(1980) 603-683. 
1361 R. Lee and R.H. Szczarba, On the homology and cohomology of congruence subgroups, Invent. 
Math. 33 (1976) 15-53. 
[37] R. Lee and R.H. Szczarba, The group K&Z) is cyclic of order 48, Ann. of Math. 104 (1976) 31-60. 
[3X] R. Lee and R.H. Szczarba, On algebraic K-theory and the homology of congruence subgroups, 
Lecture Notes in Mathematics 575 (Springer, Berlin, 1977) 7X-87. 
[39] M. Levine, The indecomposable K3 of fields, Preprint, 1986. 
[40] J.L. Loday, K-theorie algebrique et representations de groupes, Ann. Sci. Ecole Norm. Sup. 9 
(1976) 309-377. 
[41] H. Matsumoto, Sur les sous-groupes arithmetiques des groupes semisimples deploy&, Ann. Sci. 
Ecole Norm. Sup. 2 (1969) l-62. 
[42] A.S. Merkurjev and A.A. Suslin, On the norm residue homomorphism of degree three, LOMl 
Preprint, 1987. 
(431 A.S. Merkurjev and A.A. Suslin, On the K3 of a field, LOMI Preprint, 1987. 
[44] J. Milnor, Algebraic K-theory and quadratic forms, Invent. Math. 9 (1970) 31x-344. 
1451 J. Milnor, Introduction to Algebraic K-theory, Annals of Mathematics Studies 72 (Princeton, 
University Press, Princeton, NJ, 1971). 
[46] J. Milnor, On the homology of Lie groups made discrete, Comment. Math. Helv. 5X (1983) 72-85. 
[47] C.C. Moore, Group extensions of p-adic and adelic linear groups, IHES Publ. 3.5 (1969) 157-222. 
[4X] W. Parry and C.H. Sah, Third homology of SL(2, iR) made discrete, J. Pure Appl. Algebra 30 
(1983) 1X1-209. 
[49] S.B. Priddy, Transfer, symmetric groups, and stable homotopy theory, Lecture Notes in 
Mathematics 341 (Springer, Berlin, 1973) 244-25X. 
[50] D.G. Quillen, On the cohomology and K-theory of the general linear groups over a finite field, Ann. 
of Math. 96 (1972) 552-586. 
[51] D.G. Quillen, Higher algebraic K-theory, I, Lecture Notes in Mathematics 341 (Springer, Berlin, 
1973) x5-147. 
(521 D.G. Quillen, Finite generation of the groups K, of rings of algebraic integers, Lecture Notes in 
Mathematics 341 (Springer, Berlin, 1973) 179-198. 
[53] D.G. Quillen, Higher algebraic K-theory, Proc. Int. Cong. Math. Vancouver (1974) 171-176. 
[54] D.G. Quillen, Letter to Milnor on Im(n,0 4 n,‘* K,Z), Lecture Notes in Mathematics 551 
(Springer, Berlin, 1976) 1X2-188. 
[55] U. Rehmann, Zentrale Erweiterungen der speziellen linearen Gruppe eines Schiefkorpers, J. Reine 
Angew. Math. 301 (197X) 77-104. 
[56] U. Rehmann, Central extensions of SL, over division rings and some metaplectic theorems, Con- 
temporary Math. 55 (2) (1986) 561-607. 
[57] M. Rost, Hilbert 90 for K3 for degree-two extensions, Preprint, May 1986. 
[5X] M. Rost, lnjectivity of K,D-+K,F for quaternion algebras, Preprint, May 1986. 
[59] M. Rost, SK, of some nonsingular quadrics, Preprint, May 1986. 
[60] C.H. Sah, Scissors congruences, I, The Gauss-Bonnet map, Math. Stand. 49 (1981) 1X1-210. 
[61] C.H. Sah, Homology of classical Lie groups made discrete, 1, stability theorems and Schur 
multipliers, Comment. Math. Helv. 61 (1986) 308-347. 
[62] C. Soule, Operations en K-theorie algebrique, Canad. J. Math. 37 (1985) 48X-550. 
[63] R. Steinberg, Lectures on Chevalley groups, Yale University, 1967. 
312 C.-H. Sah 
[64] A.A. Suslin, Homology of CL,,, characteristic classes and Milnor K-theory, Lecture Notes in 
Mathematics 1046 (Springer, Berlin, 1984) 357-375. 
[65] A.A. Suslin, On the K-theory of algebraically closed fields, Invent. Math. 73 (1983) 241-245. 
1661 A.A. Suslin, On the K-theory of local fields, J. Pure Appl. Algebra 34 (1984) 301-318. 
[67] A.A. Suslin, Algebraic K-theory of fields, ICM, Berkeley, I (1986) 222-244. 
[68] A.A. Suslin, Letter to C.H. Sah, Jan. 22, 1987. 
[69] A.A. Suslin, Article to appear in Proc. Steklov Inst. Math., 1987 (details of the content of [68]). 
[70] W. Van der Kallen, Homology stability for linear groups, Invent. Math. 60 (1980) 269-295. 
[71] K. Vogtmann, Homology stability for O,,,,, Comm. Algebra 7 (1979) 9-38. 
[72] K. Vogtmann, Spherical posets and homology stability for O,,,,,, Topology 20 (1981) 119-132. 
1731 C.A. Weibel, Mennicke-type symbols for relative K,, Lecture Notes in Mathematics 1046 
(Springer, Berlin, 1984) 451-464. 
[74] C.A. Weibel, Algebraic K-theory and the Adams e-invariant, Lecture Notes in Mathematics 1046 
(Springer, Berlin, 1984) 442-450. 
[75] G.W. Whitehead, Elements of Homotopy Theory (Springer, Berlin, 1978). 
[76] J.H.C. Whitehead, A certain exact sequence, Ann. of Math. 52 (1950) 51-110. 
[77] Reviews in K-theory 1940-84 (American Mathematical Society, Providence, RI, 1985). 
