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Previous work has shown that the Complex Conceptual Spaces − Single Observation 
mathematical framework is a useful tool for event characterization. This mathematical 
framework is developed on the basis of Conceptual Spaces and uses integer linear programming
to find the needed similarity values. The work of this paper is focused primarily on space event 
characterization. In particular, the focus is on the ranking of threats for malicious space events
such as a kinetic kill. To make the Conceptual Spaces framework work, the similarity values 
between the contents of observations on the one hand and the properties of the entities observed
on the other needs to be found. This paper shows how to exploit Dempster-Shafer theory to 
implement a statistical approach for finding these similarities values. This approach will allow a
user to identify the uncertainty involved in similarity value data, which can later be propagated 
through the developed mathematical model in order for the user to know the overall uncertainty
in the observation-to-concept mappings needed for space event characterization.
I. Introduction
The primary purpose of this paper is to further explore data fusion of hard and soft data for space event characterization.This work is a continuation of work presented in [1–3]. The present paper implements the Conceptual Spaces
technology to mimic human decision-making that is involved in assessing which Red spacecraft is most capable of
executing a kinetic kill in relation to a pre-specified Blue spacecraft. When humans make decisions they use an abundant
amount of potentially helpful information including measurable data, contextual data, human intuition, etc. The goal is
to incorporate as many such sources as possible into a process of automated decision-making.
For space events the relevant information includes observation data (i.e. photometer data and position data) derived
from sensors, such as radar and telescopes. Measurable information of these types are examples of hard data. Other
information about a spacecraft used in decision making that is not derived directly from sensor measurements but instead
from human perception, judgment and analysis, are commonly referred to as soft data. This type of data is often in
textual form. Some examples of soft data include, but are not limited to, social and political aspects of the relationship
between Red and Blue spacecraft countries of ownership as well as information regarding the spacecraft themselves (for
example, their component systems and thruster types). Human derived information is not easily quantified, and its
uncertainty is also difficult to quantify. This paper presents a method of utilizing Conceptual Spaces to show how both
types of data can be exploited to establish the relative threat posed by a given Red to a given Blue spacecraft.
Fusion of hard and soft data into a single framework permits for a better understanding of the situation at hand,
allowing for a more acceptable anticipatory decision-making tool. The primary method for data fusion presented in this
paper is based on the principles of Conceptual Spaces model of human cognition [4]. The underlying mathematical
model used to represent Conceptual Spaces developed by Holender implements linear integer programming to develop
similarity values between the contents of observations and the properties of the entities observed [5, 6].
This paper begins with an overview of Conceptual Spaces. Then it introduces the mathematical framework of
Complex Conceptual Spaces − Single Observation and shows how this framework can be utilized to find similarity
∗Graduate Student, Department of Mechanical & Aerospace Engineering. Email: jeremych@buffalo.edu, Student Member AIAA.
†SUNY Distinguished Professor and Samuel P. Capen Chair Professor, Department of Mechanical & Aerospace Engineering. Email:
johnc@buffalo.edu. Fellow AIAA.
‡Emeritus Research Professor, Department of Industrial & Systems Engineering. Email: llinas@buffalo.edu.
§SUNY Distinguished Professor and Julian Park Chair of Philosophy, Department of Philosophy. Email: phismith@buffalo.edu.
¶Postdoctoral Researcher, Department of Philosophy. Email: djkasmie@buffalo.edu.
‖Ontologist, Data Science and Information Fusion Group. Email: alexander.cox@cubrc.org.
1
values between observations and their associated concepts. It also shows how uncertainty in the similarity values for
properties can have an adverse affect on the overall results. Afterwards, Holender’s method for solving single domain
Conceptual Spaces is presented and an example of its use is provided. An alternative method to solving single domain
Conceptual Spaces (i.e. properties) is explored using Dempster-Shafer theory to develop the similarities between the
properties and the observations. The results from each of the two methods are compared.
II. Conceptual Spaces
Conceptual Spaces is a cognitive model developed to represent how the human mind perceives concepts. Originally
developed by Peter Gärdenfors as a method for combining traditional cognitive models [4], which are of two primary
sorts, namely symbolic and associative. Symbolic models take the form of a working computer program and can be
thought of as a Turing machine [7, 8]. This type of model is based on the properties of Newell and Simon’s physical
symbol system hypothesis, which claims that human thinking is a kind of symbol manipulation [9]. The second type of
cognitive model is the associative model, and it rests on the idea that the human mind perceives concepts on the basis of
associations. For example, if one hears certain words, such as “eggs,” “bacon,” and “juice” they will likely associate
them with the concept breakfast [10].
The idea behind Conceptual Spaces is that one can create a geometric structure to represent the concepts used in
human thinking. Gärdenfors looked for a way to represent associations between observations and concepts that could be
represented in a systematic way and used in a symbolic model in order to come up with an assessment of the similarity
between observations and concepts. To see what this involves, a formal definition of the underlying geometrical structure
used by Conceptual Spaces and of the associated terminology is provided.
A. World
To apply Conceptual Spaces to the underlying “world” that is being explored needs to be understood. Throughout
different languages and even within a single language there are often cases where a single word has multiple different
meanings. Take for example, the word ‘orbit’; if the world of outer space is being considered it is understood that this
word is relating to the path of one body around another body and that the path is subject in every case to physical laws.
In the world of anatomy, however, the word ‘orbit’ is used to refer to a certain cavity in the skull of a vertebrate, namely
the eye socket. Understanding the domain that is being worked on is important also for the identification of properties.
Properties are analogous to adjectives (e.g. strong, fast, athletic) in the way that they describe a feature withing a signal
domain [4]. In different worlds, properties can also take on different definitions. Consider the property ‘large’ as applied,
first, in the world of birds, and secondly in the world of emus. In the world of birds, emus are considered large; in
the world of emus there might be a subspecies of emus that are considered small, but birds of this type would still be
considered large within the world of birds.
To understand the definitions and properties of a particular world it helps to have an appropriate set of ontologies as
well as associated domain knowledge on the part of experts. The world that is being dealt with throughout this paper
involves space events. To make sure all the terms and definitions are consistent the Space Domain Ontologies (SDO)
illustrated in Fig. 1 is followed. The top-level ontology used here is the Basic Formal Ontology (BFO) ISO/IEC 21838
[11], which is a small, very general ontology that is designed for use in supporting information retrieval, analysis, and
integration in scientific as well as other domains. Extending from BFO are the mid-level Common Core Ontologies
(CCO), which together are a candidate standard mid-level ontology under INCITS 573-2. Together, they form a suite of
12 ontologies (outlined in blue in Fig. 1 [12, 13]).
Underneath the CCO, domain ontologies extending CCO come into play. In particular this paper deals with the
Space Domain Ontology, which is itself a suite of 5 sub-ontologies relevant to the space domain, including the Space
Object and the Space Event Ontologies [14, 15]. As noted, additional domain ontologies in Fig. 1 are tangential to but
also sometimes supportive of the Space Domain Ontologies.
The SDO currently contains more than 800 classes that represent entities of a wide range of different types. Space
object data is aligned with classes and relations in the SDO and stored in a dynamically updated Resource Description
Framework (RDF) triple store. The RDF can be queried to support Space Situational Awareness (SSA) and also to
support the needs of the spacecraft, ground operators and other stakeholders. For each type of entity in the domain the
ontology provides a definition, a classification and relational links to other entities. The SDO ontologies taken as a
whole represent the reality and complexity of the entities in the space domain.
Once ontologically structured, data is available for any number of applications. The fundamental idea is that for data
to be unambiguous across all applications, it must be properly represented using terms from the ontology. For this paper
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Fig. 1 Hub and Spokes Import Diagram for the Space Domain Ontologies
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the primary application of the Conceptual Spaces model is created for space event characterization. The SDO will be
used to extend the Conceptual Spaces framework in two ways: first, by extending the framework to include concepts
outside the sphere of human cognition upon which Gärdenfors focused his attentions; and second, by ontologically
structuring the data used in the Conceptual Spaces modeling process.
The goal of ontologies is to reduce the effort required to turn collected data into information accessible to, and
supportive of, effective and timely decision making. Of concern here are the data relevant to threat rank assessments
for Red and Blue spacecraft pairs in the space operating environment. The aim is to allow, as much as possible, the
inclusion of any available sorts of data usable by analysts to establish the presence, likelihood and severity of a threat.
The application of the Conceptual Spaces model to a body of heterogeneous yet ontologically structured data is intended
to produce an automated form of threat analysis and ranking. The result is designed to serve as a time-critical aide to
analysts and decision makers responsible for SSA.
One of the challenges analysts face is the amount of data available and the heterogeneous nature of the data collected.
Data provided to analysts often comes from different kinds of sources, and pertains to different and sometimes seemingly
unrelated entities, processes and features. An ontology in some ways works like a map of a piece of territory placing
each of these data elements into a unique location. It defines each type of entity, structures those types vertically into a
hierarchy of classes and subclasses, and provides further relations that link these types together laterally. The ontology
contains definitions in both a human readable and a machine readable format.
Multi-sourced data poses terminological difficulties. In addition to a single word having multiple meanings, another
common difficulty is maintaining the distinction between a piece of information and what that information is about.
Consider the term ‘mission’ as in ‘spacecraft mission.’ ‘Mission’ can indicate 1. an objective to be achieved (for
example, to monitor weather), 2. the plan for achieving this objective, and 3. the process of carrying out this plan. In
the space domain realizing a mission might be something that a spacecraft is engaged in continuously over a given
period of time, for example, of monitoring the weather. The objective is achieved by the process, and while humans
easily adjust their understanding between these different meanings, machines cannot. An ontology structures the terms
and definitions in a machine readable way that allows machines to unambiguously process information about mission
plans and objectives without conflating them with processes prescribed by those plans.
There are several benefits to ontologically structured data. First, both analysts and machines can be assured that they
are talking about the same things. Second, the ontology provides a way to automate inferences and thus reasoning
over large quantities of data. Simple inferences, such as from the fact that a spacecraft has a thruster of type T it can
be concluded that it uses a propellant of type P, are automatically derived by running reasoners over the ontologically
enhanced data. Consequently, sophisticated queries can be formulated to call and use data as desired, including looking
for correlations and interesting connections among the data. This provides analysts opportunities for reasoning which
go beyond single human capabilities. Third, ontologies make it possible for data of heterogeneous types-for example,
relating to the quantity of available fuel, the velocity of a spacecraft at a certain time, the type and number of thrusters a
spacecraft possesses, the owner of the spacecraft, the history of its station-keeping maneuvers, and so forth, to all be
linked together in a logical and searchable way within a single framework.
B. Quality Dimensions
At the basis of Conceptual Spaces are quality dimensions; for example, hue, saturation or brightness in the color
domain or pitch, timbre and loudness in the domain of musical tones, as depicted in Fig. 2a. Quality dimensions are any
observable parameters for which a (quantitative or qualitative) notion of distance is defined. Quality dimensions denote
features by which concepts and observations can be compared. The fundamental role of quality dimensions is to build
up the domains that are needed to represent what the Conceptual Spaces model calls a concept, but for this paper it can
be understood to be a type or kind.
Quality dimensions are not always necessary for Conceptual Spaces. In the work presented in [16], it is explained
that sometime the quality dimensions are unknown, as for example in the shape or friendship domains. However, even
without a formal understanding of the quality dimensions that make up a particular domain, there is still an understanding
of similarity for certain concepts. For example, with the shape domain it is known that a cube is more similar to a right
rectangular prism than it is to a sphere.
A collection of quality dimensions is said to be ‘integral’ when one quality cannot be assigned a value without
assigning a value to all the others [17–19]. Quality dimensions that are not integral are called ‘separable’, as for example
in the case of pitch and hue. An example of integral quality dimensions are pitch, timbre and loudness. If someone is
measuring the sound of something their measurements would need all three quality dimensions to define the sound.
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On the other hand an example of separable quality dimensions would be hue and pitch; that is, we can measure pitch
without measuring hue.
C. Domains
Built upon quality dimensions are domains, where a domain is defined as a set of integral quality dimensions (i.e. of
quality dimensions that cannot be independently assigned a value). For example, combining the three quality dimensions
of hue, brightness and saturation would generate the domain of color as shown in Fig. 2b. When attempting to identify
a color, the color would be unidentified unless the values for hue, saturation and brightness are known. However, to
identify a color they would not need to know anything about its pitch, timbre or loudness, as these are quality dimensions
of the sounds domain and play no role in helping us to identify the color. The quality dimensions within any single
domain are integral, and this means that a quality dimension cannot bear a measurable value without the other quality
dimensions also bearing some measurable value. The fundamental reason for decomposing a concept into domains is
the assumption that the concept can be assigned certain properties within the domain that are independent of other
properties.
One interesting feature about domains is that sometimes there are options when choosing which quality dimensions
are necessary to represent the features being highlighted. Sometimes the underlying quality dimensions for a particular
domain can be interchangeable. Take for example the color domain: it can either be represented by hue, brightness and
saturation or these quality dimensions can be converted to red, blue and green (using the rbg scale). In some cases the
quality dimensions for a domain may be not be known.
(a) Dimension (b) Domain
Fig. 2 Characteristics Lying within a Single Domain of a Conceptual Spaces Model
D. Properties
After the domains are built, convex regions of a single domain can start to be carved out to represent what are
called properties of the given domain. In the color domain, for example, where the color blue is being examined, blue
would be represented by a certain set of values from each of the quality dimensions within the color domain. It is well
understood that there will be a range of alternative convex regions within the color space that could represent a particular
color. In Fig. 3 the colors on the left side represent blue, which could be bounded by constraints on the hue, brightness
and saturation dimensions. One can relax or constrict the constraints on the property to make it more or less specific.
Some may say that true blue is only represented by a single point in the color domain, while others would allow for a
range of lighter to darker blues to all be classified as blue.
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A property has to be something that different individual objects can have in common. If two objects have the same
particular property then in some respect they are similar to each other. Properties will differ from world to world. In this
paper the world that is being examined is the world of the space domain.
Fig. 3 Properties within the Color Domain
E. Concept
Alongside properties, concepts play a central role through the entire Conceptual Spaces model. A property is a type
of concept that has only one domain, where concepts in general may span multiple domains, and they can in principle
span all domains of a single Conceptual Spaces model. If there are multiple concepts that are being represented in a
Conceptual Spaces model, then not all of them are required to have a property in all of the identified domains. However,
if a domain in Conceptual Spaces model is such that no concept in the model has data to identify a property from that
domain, then that domain is not relevant to the model and it can be deleted. Concepts are generally represented as
nouns, since they describe a specific “Person,” “Place,” or “Thing.” Work has been done to show that in addition to
nouns, verbs (designating events) can also be represented as concepts in a Conceptual Spaces model [20].
A property is a subset of a concept; it is essentially the most basic type of concept. It is a concept with only one
domain. Concepts can be used to build more sophisticated concepts. Take for example the concept of a dress suit. The
dress suit could be broken down into the three domains: pants, shirt and shoes. Properties within these three domains
can be thought of as concepts. These concepts can be broken down even further in order to identify properties that
would represent the category of each domain. For example in the domain of pants, properties of pants might be: dress
pants, jeans, sweats and yoga; these properties can now be treated as concepts, and a Conceptual Spaces model for these
concepts can be constructed. Domains within the Conceptual Spaces model for the concept of pants might include
material and color. From this example, jeans would have the property of denim for the material domain and blue for the
color domain, while dress paints would have properties such as cotton, viscose or silk for material, and black, tan or
grey for color. In theory, this breakdown of concepts can be continued until you achieve the most fine-grained features
for your overall concept.
Concepts are unique from properties in that they span several domains. This is closer to how a human would
identify objects, events and qualities in the world, as knowing only one property such as color generally is not enough to
know what is being described. The distinction between properties and concepts is not used in traditional symbolic or
associationist representation models. This distinction provides an added benefit to the Conceptual Spaces approach.
Concepts can have associations between multiple domains; such links between domains are known as cross-domain
property associations and are useful for building concepts.
F. Object
The final term in Conceptual Spaces that needs to be defined is object. An object is essentially just a point within
the Conceptual Spaces model. It should have defined property values for each of the properties from one or more of the
domains. Each object should also be associated with one or more observations that contain measurable features for the
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object being observed.Object in the Conceptual Spaces jargon comprehends both physical things and events. Each
can be a target of observations. An object can be thought of as noun-like if the associated concept is a noun (that is a
physical thing such as a spacecraft or rocket body), or it can be thought of as verb-like if it is an event that is extended in
time (such as a satellite maneuver or spacecraft shadowing). If a Conceptual Spaces model is built correctly, then for
each object there should be a concept with which the object is being compared.
III. Complex Conceptual Spaces − Single Observations
Now that we have an understanding of how Conceptual Spaces work a mathematical model for identifying similarities
between concepts and observations can be outlined. It should be noted that Gärdenfors’ work on Conceptual Spaces
lacked any mathematical grounding beyond the notion of distance. Several mathematical models have however been
developed to represent Conceptual Spaces since Gärdenfors original work, and some of these models are shown in
[5, 6, 21–24]. Conceptual Spaces gives a geometric representation of how humans understand concepts. [5, 6] use
a Conceptual Spaces −Mathematical Programming Hybrid model in order to describe the underlying mathematics.
Mathematical programming, here, is a form of optimization, which is a means by which one minimizes or maximizes a
function over a set of constraints. A set of constraints, also known as a constraint set, represents potential solutions of
a problem that are either feasible or not feasible. Take for example the vehicle routing problem of determining “the
optimal set of routes for a fleet of vehicles to traverse in order to deliver to a given set of customers?”, where constraints
that need to be considered might include the range of the vehicle, the driver’s work day, that the driver needs periodic
breaks, and so on. The constraint set for a given problem generates a region within the space of possible solutions
consisting of those solutions that satisfy the problem’s constraints, forming what is known as the feasible set. The
functions to be minimized or maximized are known as the objective functions, and they can be optimized over the
feasible set to find the best solution.
There are many types of optimization problems that can be implemented to solve different problems. Some of the
most common types of optimization problems are known as linear programming problems [25]. The general form
of linear programming is to minimize a linear objective function subject to linear constraints. Linear programs are
problems that can be expressed in conical form as:
Find a Vector x
That Maximizes c𝑇x
Subject to 𝐴x ≤ b
and x > 0
with x ∈ 𝑆
where x is a vector of unknown variables (also known as the decision variables); c is the cost vector; b is a vector
determined by the multiplication of the constraint matrix with the decision variables; 𝐴 is the constraint matrix; and 𝑆 is
the set of decision variables. In general the constraint matrix does not need to be square; in other words the problem is
underdetermined, and thus the problem is not easily solved. A more special form of linear programming is integer
linear programming, in which all of the variables are restricted to take on integer values. Only some of the variables are
restricted to take on integer values then this problem becomes a mixed integer linear programming problem [26].
The model focused on primarily throughout this paper is the complex Conceptual Spaces − Single Observation
Model developed in [5, 6], which involves solving a linear integer optimization problem, in order to find the similarity
values between observations and concepts. To set up the optimization problem we must first define a set of property









, . . . , (𝑖𝑛, 𝑗𝑛)
]
(1)
For example, in the concept “Apple”:
𝐹𝑎𝑝𝑝𝑙𝑒 = {(Green, Sour, Smooth) , (Red, Sweet, Smooth) , (Brown, Bitter, Rotten) , . . . }







𝑠𝑖 𝑗𝑥𝑖 𝑗 (2)
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or to find the similarities between an observed object and the concept. Here 𝑠𝑖 𝑗 is the similarity between the observation
and the concept of property 𝑗 from domain 𝑖. In integer programming 𝑥𝑖 𝑗 represents the decision variable for property 𝑗
from domain 𝑖. Not every decision variable needs to be taken into account, which leads to
𝑥𝑖 𝑗 =
{
1, if property 𝑗 from domain 𝑖 is considered
0, otherwise
In addition to this, a constraint set consisting of inequality and equality constraints needs to be formulated. Together
these two types of constraints form the feasible regions for the concept being described, over which objective function is
to be optimized. Constraints must be set up that represent the allowable pairs. For the equality constraints there can only





1 ∀𝑃𝑖 ≠ ∅ (Domain 𝑖 exists within the concept)
0 ∀𝑃𝑖 = ∅ (Domain 𝑖 does not exist within the concept)
The equality set only allows for a single property to be chosen from each domain. The rationale for this is that two
properties cannot overlap within a single domain, so only one property can exist for each observation. From this as
a starting point, we can continue to construct the concept by building the inequality constraints or cross-property
constraints that represent it. This can be done as in:
𝑥𝑖 𝑗 + 𝑥𝑖′ 𝑗′ ⩽ 1 ∀ {(𝑖, 𝑗) , (𝑖′, 𝑗 ′)} ∈ 𝐹
Since integer programming is being used, the decision variable can hold only integer values, i.e.
𝑥𝑖 𝑗 = 0 or 1 ∀ 𝑖, 𝑗
Once the optimization problem is formulated the goal is to maximize the objective function, shown in Eq. (2). The
result from solving the linear optimization problem will be the objective value of the cost function. This value can be
normalized by dividing by the number of domains within the concept. Once normalized, the results will be the percent
similarity between the observation and the concept.
Now that there is an understanding of the mathematical framework, the effects of adding noise to the similarity
values between the properties and observations can be explored. It is evident that no matter how these similarity
values are derived, there is going to be some uncertainty in these values. This uncertainty will propagate through the
Conceptual Spaces model, and result in uncertainties in the correlations of concepts and observations.
IV. Uncertainty Quantification
The effects of uncertainty can be examined by developing an example problem and adding random Gaussian noise
into the similarity values of the properties in order to see when the associations start to break down. First a hypothetical
Conceptual Spaces model will be developed that will have four concepts denoted A, B, C and D. For this model there
will be five arbitrarily defined domains with the following set of arbitrarily defined number of quality dimensions in
each domain {4, 3, 5, 3, 2}. Now that the domains and quality dimensions have been defined, the constraint sets shown
in Table 1 can be used to represent the four concepts.
We can now proceed to solving the optimization problem subject to the cost function from Eq. (2). First, simulated
observations can be generated by using the similarity values found in Table 2. These similarity values are meant to
represent the four concepts. That is, observation A is meant to represent concept A, and so on for B, C and D. The
normalized similarities between the four observations and the four concepts before any noise is added to the model can
be shown in Table 3. The observation that represents the concept has the highest similarity value for that concept, which
makes sense and indicates the observations are correctly identified as observations of their respective concepts.
A Monte-Carlo simulation is now performed with increasing variance on the similarity values, 𝑠𝑖 𝑗 , between the
properties and observations. The variance is increased from zero to twenty. Concept A only is used and note is taken of
the number of times the algorithm is correct. These results are then plotted, as shown in Fig. 4. Once the variance
passes a certain threshold, the Conceptual Spaces start to break down and are no longer reliable. Thus, knowing the
input variance on the similarity values for the properties is important. The variances of hard data, such as the errors in
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Table 1 Constraint Sets
Concept A Concept B Concept C Concept D
𝑥11 = 1 𝑥23 = 1 𝑥12 = 1 𝑥14 = 1
𝑥21 = 1 𝑥33 = 1 𝑥22 = 1 𝑥21 = 1
𝑥32 = 1 𝑥42 = 1 𝑥43 = 1 𝑥32 = 1
𝑥41 = 1 𝑥51 = 1 𝑥52 = 1 𝑥42 = 1
𝑥11 + 𝑥22 ≤ 1 𝑥14 + 𝑥21 ≤ 1 𝑥12 + 𝑥42 ≤ 1
𝑥13 + 𝑥22 ≤ 1 𝑥13 + 𝑥22 ≤ 1 𝑥12 + 𝑥32 ≤ 1
𝑥14 + 𝑥21 ≤ 1 𝑥14 + 𝑥42 ≤ 1
𝑥22 + 𝑥31 ≤ 1 𝑥14 + 𝑥22 ≤ 1
𝑥11 + 𝑥32 ≤ 1
𝑥13 + 𝑥32 ≤ 1
position measurements, are easy to quantify. However, the variance of soft data, such as geopolitical tension or other
data that comes from subjective reasoning, may be difficult to quantify. This uncertainty quantification is what leads to
the use of Dempster-Shafer theory for similarity identification.
Table 2 Initial Observation Values
Observation A Observation B Observation C Observation D
𝑠12 = 1 𝑠23 = 1 𝑠12 = 1 𝑠14 = 1
𝑠21 = 1 𝑠33 = 1 𝑠22 = 1 𝑠23 = 1
𝑠32 = 1 𝑠42 = 1 𝑠43 = 1 𝑠32 = 1
𝑠41 = 1 𝑠51 = 1 𝑠52 = 1 𝑠41 = 1
Table 3 Simulated Results with No Noise Added to Property Similarity Values
Concept A Concept B Concept C Concept D
Observation A 1 0 0.25 0.25
Observation B 0 1 0.25 0.25
Observation C 0.25 0 1 0
Observation D 0.25 0.5 0 1
V. Single Domain Conceptual Spaces
To find similarity values for a concept within a single domain (i.e. properties), Holender developed what he called
Single Domain Conceptual Spaces. We will now show how Single Domain Conceptual Spaces are derived, in order to
compare them to the Dempster-Shafer method. To begin the derivation, some basic notation for the representation of
terminology in Conceptual Spaces must first be understood. Note that some of the notation used for Single Domain
Conceptual Spaces differs from the notation used in Complex Conceptual Spaces − Single Observation. As in all
Conceptual Space models, the starting point should be to define the world which has a set number of concepts denoted as
𝑊 =World of interest composed of 𝑚 concepts
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Fig. 4 Simulated Results with Increasing Noise Added to Property Similarity values
Within that world, there will be a library of 𝑚 defined concepts with each concept denoted as
𝐶𝑞 = Set of 𝑚 Concepts 𝑞 for (𝑞 = 1, ..., 𝑚)
These concepts will be from a single domain, 𝐷. Within the world observations, 𝑂, of 𝑛 objects, 𝑂 can be made such
that
𝑂𝑜 = Set of 𝑛 Objects 𝑜 for (𝑜 = 1, ..., 𝑛)
The observation is given by
𝑠𝑘,𝑜 = Observation 𝑘 of object 𝑜




= Probability that concept 𝑞 is object 𝑜 under observation 𝑘






= 1 for 𝑘 = 1, ..., 𝑛,∀ 𝑗

















`𝑜,𝑛𝑜 . . . `
𝑚
𝑜,𝑛𝑜
 = Probabilistic Matrix for object 𝑜 ∀ 𝑜
After the observations are made, four different methods are available in Single Domain Conceptual Spaces, to find the





























































Now a simple example problem is shown. Say there is a space domain world with three identified concepts:
𝑊 = {𝑆𝑎𝑡𝑒𝑙𝑙𝑖𝑡𝑒, 𝐴𝑖𝑟𝑐𝑟𝑎 𝑓 𝑡, 𝑅𝑜𝑐𝑘𝑒𝑡 𝐵𝑜𝑑𝑦}
𝐶1 = 𝑆𝑎𝑡𝑒𝑙𝑙𝑖𝑡𝑒, 𝐶2 = 𝐴𝑖𝑟𝑐𝑟𝑎 𝑓 𝑡, 𝐶3 = 𝑅𝑜𝑐𝑘𝑒𝑡 𝐵𝑜𝑑𝑦
Next, say two distinct objects have been identified, 𝑂1 and 𝑂2. For the first object three and for the second object four
different observations are made. These observations will be made by experts who are not completely certain about
the classification of what they are seeing, resulting in different experts having different beliefs in what concept the
observation represents. The first and second object can be represented by the following values:
Object 1
`111 = 0.8 `
2
11 = 0.1 `
3
11 = 0.1
`112 = 0.7 `
2
12 = 0.2 `
3
12 = 0.1
`113 = 0.6 `
2
13 = 0.2 `
3
13 = 0.2








`121 = 0.0 `
2
21 = 0.7 `
3
21 = 0.3
`122 = 0.1 `
2
22 = 0.8 `
3
22 = 0.1
`123 = 0.1 `
2
23 = 0.6 `
3
23 = 0.3
`124 = 0.2 `
2
24 = 0.8 `
3
24 = 0.0








Now the four different normalized distance from each object to each corresponding concept can be calculated using
Eqs. (3a) through (3d), To get the following results:
Average Normalized Distance
𝑑11 = 0.7 𝑑
2
1 = 0.1667 𝑑
3
1 = 0.1333
𝑑12 = 0.1 𝑑
2
2 = 0.7250 𝑑
3
2 = 0.1750
Combined Mass Normalized Distance
𝑑11 = 0.9825 𝑑
2
1 = 0.0117 𝑑
3
1 = 0.0058
𝑑12 = 0 𝑑
2
2 = 1 𝑑
3
2 = 0
Minimum Mean Normalized Distance
𝑑11 = 0.75 𝑑
2
1 = 0.125 𝑑
3
1 = 0.125
𝑑12 = 0 𝑑
2
2 = 1 𝑑
3
2 = 0
Maximum Mean Normalized Distance
𝑑11 = 0.6667 𝑑
2
1 = 0.1667 𝑑
3
1 = 0.1667
𝑑12 = 0.1538 𝑑
2
2 = 0.6154 𝑑
3
2 = 0.2308
The highest similarity from each of the four different normalized distances for object 1 is to the 𝑆𝑎𝑡𝑒𝑙𝑙𝑖𝑡𝑒. While the
highest similarity from each of the four different normalized distances for object 2 is to the 𝐴𝑖𝑟𝑐𝑟𝑎 𝑓 𝑡. This is a clear
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indication that object 1 is most likely a satellite while object 2 is most likely an aircraft. However, the uncertainty in
these measurements still remains unknown.
VI. Dempster-Shafer Theory
Dempster-Shafer theory is a general framework for reasoning with uncertainty, as well as connections to other
frameworks, such as probability, possibility and imprecise probability theory. First proposed by Arthur P. Dempster [27],
and later further developed as a framework for modeling epistemic uncertainty by his student Glenn Shafer [28], the
resultant theory allows for the combining of evidence from different sources. It also allows for arriving at a degree of
belief between the properties of an observation and the properties of a concept. For degree of belief (often referred to as
its ‘mass’) the definition in subjective probability varies significantly. The first definition, which is used throughout this
paper for degree of belief come from Ramsey and de Finetti. They define degrees of belief "in terms of what a person
prefers, or would choose if given the option" [29–31]. De Finetti states that degree of belief or mass in a proposition of
A is the odds at which you would regard a bet on A that pays $1. An example, based on what you would be willing to
bet for proposition A, is to say you are willing to bet $0.75 then you are placing the odds of A occurring at 75%.
First, start by assuming that there is a collection of all the entities that one wishes to consider in a given situation.
This collection of all entities will be represented by 𝑋 . The power set can now be generated as
2𝑋 (4)
This power set is a set of all subsets including the empty set and the set itself. The reason the power set is base two is
because, for every set in the power set there exists a complement set that includes all the elements of the universal set that
are not present in the given set. For example, if the set only includes subsets {𝑎} and {𝑏} then the power set would be
2𝑋 = {∅, {𝑎} , {𝑏} , 𝑋} (5)
Each subset is defined as a hypothesis and can receive a belief value between the bounds of zero and one. In the original
from this we can infer:
𝑚 : 2𝑋 → [0, 1]
The assignment of beliefs is known as the Basic Probability Assignment (BPA) or Basic Belief Assignment. (Determining
the BPA is still an issue for Dempster-Shafer Theory, though some methods are described in [32–35].) The BPA has two
properties. The first is that the mass of the empty set is equal to zero, thus
𝑚 (∅) = 0
The second is that the sum of the masses of all the members of the power set must add up to total 1, leading to∑︁
𝐴∈2𝑋
𝑚 (𝐴) = 1 (6)
Intuitively, these statements make sense. The first statement simply states that one value from the set must be true, thus
the probability of the statement falling under the empty set has to be zero. Say for example we have the power set to
identify the color of red. The set would than be {∅, {red}, {not red}, {both red and not red}. Clearly the empty set needs
to be equivalent to zero because we cannot be neither red nor not red. The same holds true for all entities, which is
why the mass of the empty set is always equivalent to zero. The second simply states that all of the masses combined
must sum up to one, thus indicating that all of the possible outcomes need to be represented by the set. Because the set
includes the set and the complimentary set, the masses must add to one.
Next, the upper and lower bounds of a probability interval can be defined. In Dempster-Shafer theory, the lower
bound of the probability of an event 𝐴 occurring is defined by the amount of the belief in 𝐴, which is determined by the
sum of the masses of all subsets of the hypothesis set. It is the amount of belief that directly supports either the given
hypothesis or a more specific one. Belief is a measure of the strength of the evidence of the proposition. It ranges from
zero, indicating no evidence, to one, indicating absolute certainty. According to Dempster-Shafer theory, the upper
bound of the probability is defined by the plausibility of 𝐴. Plausibility is obtained by the sum of the masses of all sets
whose intersection with the hypothesis is not empty.
This is mathematically expressed as:
𝑏𝑒𝑙 (𝐴) ≤ 𝑃 (𝐴) ≤ 𝑝𝑙 (𝐴) (7)
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Summation of Eqs. (8) and (9) would result in one since everything is either enclosed in or not enclosed in set 𝐴.
Rearranging results in the following:
𝑝𝑙 (𝐴) + 𝑏𝑒𝑙 (𝐴′) = 1→ 𝑝𝑙 (𝐴) = 1 − 𝑏𝑒𝑙 (𝐴′) (10)




(−1) |𝐴−𝐵 | 𝑏𝑒𝑙 (𝐵) (11)
where in Eq. (11) |𝐴 − 𝐵 | denotes the difference of the cardinalities, or number of elements, between the two sets.
To help illustrate the fact that belief is the lower bound and plausibility is the upper bound an example will be
illustrated. If someone is trying to figure out if a satellite operators in a ground station are working or not. The
hypothesis table shown in Table 4 can be set up. From the example, the masses all sum to 1 (i.e. 0.4 + 0.2 + 0.4 = 1).
In addition to this, it can be seen that the plausibility is equivalent to 1 − 𝐵𝑒𝑙 (𝑝′) (i.e. 𝑃𝑙 (Working) = 1 − 𝐵𝑒𝑙 (Not
Working) = 1 − 0.2 = 0.8).
Table 4 Probability Table Satellite Operators Working in Ground Station
Hypothesis Mass Belief Plausibility
Null (neither working nor not working) 0 0 0
Working 0.4 0.4 0.8
Not working 0.2 0.2 0.6
Either (working or not working) 0.4 1.0 1.0
Dempster-Shafer theory is often used as a method for sensor data fusion. First, one must obtain a degree of belief for
a question from subjective probability for multiple sensors. Degree of belief from subjective probability incorporates
individuals’ personal beliefs and intuitions, and its value is derived from domain experts in a particular field making
predictions about the belief of an observation to a hypothesis. Next, implement Dempster’s rule of combination from
[36], given by
𝑚1, 2 (∅) = 0
𝑚1, 2 (𝐴) = (𝑚1 ⊕ 𝑚2) (𝐴) =
1
1 −∑𝐵∈𝐶=∅ 𝑚1 (𝐵)𝑚2 (𝐶) ∑︁𝐵∈𝐶=𝐴≠∅𝑚1 (𝐵) 𝑚2 (𝐶) (12)
to combine degrees of belief from multiple sensors.
Often more than two sensors need to be combined at a given time. In the example from this paper the first object
has three sensor readings while the second object has four sensor readings. Thus, we can infer that a method for
handling multiple sensors is needed. Methods for combining three sensors together are discussed in [37, 38]. A visual
representation of this method is shown in Fig. 5, the formula for doing so is given by:
𝑚1,2,3 (𝐷) =
∑
𝐴∈𝐵∈𝐶=𝐷 𝑚1 (𝐴)𝑚2 (𝐵)𝑚3 (𝐶)
1 − 𝐾 (13)




𝑚1 (𝐴)𝑚2 (𝐵)𝑚3 (𝐶) (14)
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Fig. 5 Three Sensor Fusion
Alternatively, Challa and Koks show in [37] that Eq. (13) can be written as follows:
𝑚1,2,3 (𝐷) =
∑
𝐴∈𝐵∈𝐶=𝐷 𝑚1 (𝐴)𝑚2 (𝐵)𝑚3 (𝐶)
1 −∑𝐴∈𝐵∈𝐶=∅ 𝑚1 (𝐴)𝑚2 (𝐵)𝑚3 (𝐶) =
∑
𝐴∈𝐵∈𝐶=𝐷 𝑚1 (𝐴)𝑚2 (𝐵)𝑚3 (𝐶)∑
𝐴∈𝐵∈𝐶≠∅ 𝑚1 (𝐴)𝑚2 (𝐵)𝑚3 (𝐶)
This method only allows for three sensor (i.e. three sources of information) fusion.
Fig. 6 Three Sensor Fusion in Steps
Often more than three sources of information are available, so a method for handling more than three sensors is
required. A technique of this sort is given by Challa and Koks in [37], and can be represented by Fig. 6. This method is
performed by taking the results of fusing the data from sensors 1 and 2, then using the two-sensor fusion technique to
fuse this result with the data from a third sensor. The fused previously found results act, in effect, as a pseudosensor
taking the place of a single sensor. When using this method that it is no longer possible to obtain the degree of conflict
between the three sensors. Instead, the degree of conflict between a pseudosensor and the third sensor is obtained. This
method can be repeated for fusion of data from more and more sensors.
VII. Comparing Results
We can now see that the Single Domain Conceptual Spaces model is essentially just another method for sensor
fusion using Dempster’s rule of combination. The overall goal is to achieve a higher similarity to the actual concept that
the observation represents. From the results above it can be shown that, depending on the method used results vary
greatly in the normalized distance between the four different techniques. For object one, the lowest normalized distance
measurement is calculated to be 66% while the highest normalized distance is calculated 98.25%. For object two, these
numbers ranged between 61.54% up to 100%.
Using the example of the 𝑆𝑎𝑡𝑒𝑙𝑙𝑖𝑡𝑒, 𝐴𝑖𝑟𝑐𝑟𝑎 𝑓 𝑡 and 𝑅𝑜𝑐𝑘𝑒𝑡 𝐵𝑜𝑑𝑦 from Section V , by Dempster’s rule of combination
the following results can be calculated:
𝑑11 = 0.9333 𝑑
2
1 = 0.0069 𝑑
3
1 = 0.0031
𝑑12 = 0 𝑑
2
2 = 0.9825 𝑑
3
2 = 0
For object one, there is a 93.33% confidence of the object being concept one. This outperforms the results from the
average normalized distance, the minimum mean normalized distance and the maximum mean normalized distance.
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While for object two, there is a 98.25% confidence of the object being concept two. This outperforms the results from
the average normalized distance and the maximum mean normalized distance.
In addition to this, the similarity between object one to 𝐴𝑖𝑟𝑐𝑟𝑎 𝑓 𝑡 and 𝑅𝑜𝑐𝑘𝑒𝑡 𝐵𝑜𝑑𝑦 should be zero, since it is
known that this object is neither of these concepts. For these two similarity values, Dempster’s rule of combination is
closer to the truth than all four methods, with the single exception of the combined mean normalized distance, which
performs better for observation 1 with the concept of a 𝑅𝑜𝑐𝑘𝑒𝑡 𝐵𝑜𝑑𝑦. For object 2, the similarity values between the
𝑆𝑎𝑡𝑒𝑙𝑙𝑖𝑡𝑒 and the 𝑅𝑜𝑐𝑘𝑒𝑡 𝐵𝑜𝑑𝑦 should be exactly zero. Dempster’s rule of combination yields the correct results not
only for these values, but also for the combined mean normalized distance and the minimum mean normalized distance.
Another interesting feature of using Dempster’s rule of combination is that the degree of conflict for object one
can be tracked. This is because there are only three sensor sources being observed for this object. Thus, the degree of
conflict can be calculated to be 0.1880 or in other words 18.8% conflict between measurements. As shown in section
IV, this degree of conflict can be represented as noise in property similarity values. It would be wise to track degree of
conflict between multiple sensors to see if one sensor has an abnormally high degree of conflict relative to other sensors.
If this is so, it may be an outlier and should be considered for removal from the analysis.
VIII. Conclusion
In this paper a new method for solving Single Domain Conceptual Spaces is presented. This method involves using
Dempster-Shafer theory for fusing together information from multiple sources of data. This method provides more
accurate results when compared to normalized distance methods. It also allows for the tracking of degree of conflict
which can be used to quantify variance that is normally difficult to quantify, such as with soft data. It is shown that, as
variance in the property values increases, the results of the similarity between the observation and the overall concept
will decrease. Thus, an accurate tracking of this variance is important for an understanding of accuracy of the overall
results.
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