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1. Introduction 
Let X be a fixed collection of graphs. A graph G is .X-connected if every pair of 
edges of G are contained in a subgraph K of G, where K is a member of 3%. So, 
for example, if X consists of all paths, then, ignoring isolated vertices, 
X-connectedness is equivalent to connectedness. If X consists of all paths of 
length at most d, then each X-connected graph has diameter at most d, while a 
graph of diameter d is X-connected for X the collection of all paths of length 
d + 2. In [2,3] we have considered various external problems dealing with the 
number of edges a graph must have to insure that it contains a large X-connected 
subgraph when .‘X consists entirely of cycles. The answer may not be trivial even 
when X consists of only a small number of graphs. For example, suppose X 
consists of just two cycles, one of length 4 and the other of length 6. In this case 
we have shown that there exists a positive constant c such that if G is a graph with 
n vertices and m = dn2 edges, where d = d(n) is a function of n with d(n) 2 n-f, 
then G must contain a X-connected subgraph with at least cd’n2 = cmW4 edges. 
Except for the value of c this value is the best possible. If .X consists of all 
even-length cycles of length at most 12 we have that a graph with m = dn2 edges, 
d as before, must contain a X-connected subgraph with cd2n2 = cm2np2 edges. 
Here cm2np2 is also best possible since our graph could be the union of n’m-’ 
complete bipartite subgraphs, each with cm2np2 edges. It may be true that each 
graph with m = dn2 edges will still contain a X-connected subgraph with cm2ne2 
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edges when X contains only even-length cycles of length at most 8, but we have 
only been able to show this when d is a positive constant. This result, that a graph 
with n vertices and m = dn2 edges, d a positive constant, contains a subgraph with 
d2n2(1 - o(1)) edges in which each pair of edges lie on an even-length cycle of the 
subgraph of length at most 8, was only obtained by making use of the following 
rather surprising result. 
Theorem. Let S be a set of size n and 9 a collection of n subsets of S, each of size 
cn, c a positive constant. Then for n suficiently large there exists a subcollection 
9’ E 9 with 19’1 = cn(l - o(1)) such that any two members of 9’ meet in at least 
two points. 
This result is particularly interesting since it would follow from the Erdiis-Ko- 
Rado Theorem [6] that for N near (z) each family 9 of k-element subsets of S, 
ISI = n, with 191 = N contains asymptotically at most (k/n)‘N subsets any two 
meeting in at least t points. Here, with N = n, k = cn, and t = 2, we obtain 
(k/n)N subsets rather than (k/n)‘N. 
The proof of this theorem is based on a version of the Regularity Lemma of 
Szemeredi [8]. It would be of great interest to know the sizes of the subsets in the 
family 9 for which this theorem remains true. We have not determined, for 
example, whether the theorem is valid for 9 a collection of subsets of size dn, 
where d = d(n) = nPE. We do not know whether each collection of n subsets of 
size n’-‘, E small, of a set of size n must contain a subcollection of cn’-’ subsets 
any two meeting in at least two points. Taking 9 to be the collection of lines of a 
finite projective plane shows that the size cn in the theorem cannot be replaced by 
fi. In fact, we have shown that cn cannot be replaced by fi In(n). More 
precisely, we have proved that there exists a family 5 of n subsets of a set of size 
n, where each member of 9 has size 6 In(n), in which the size of the largest 
subfamily of 9 with the property that any two of its members meet in at least two 
points is o($z In(n)). These results will be discussed elsewhere [4]. 
In this paper we consider X-connectedness when X consists of just one graph, 
the cycle of length 4. It is not hard to show that in this case a X-connected graph 
must be a complete k-partite graph for some k and that the class of such graphs 
consists, with only a few exceptions, of all complete multipartite graphs. When 
cycles of length 6 are also allowed each graph with n vertices and cn2 edges, 
0 < c < i, must contain a X-connected subgraph with c’n2 edges for some positive 
constant c’. If X contains only the cycle of length 4 we show that there exist 
graphs with cn2 edges in which the largest X-connected subgraph has size at most 
c”n. In our first theorem we compute the value of the constant c” in this case. We 
also show that if G is obtained from the complete graph on n vertices by deleting 
q(n) edges, where lim,,, g(n) = 00, then it may be that the largest subgraph in 
which each pair of edges lie together on a cycle of length 4 has only o(n’) edges. 
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Interesting problems of a somewhat different sort arise if we are allowed to 
‘borrow’ edges from the larger graph G to form our 4-cycles. That is, rather than 
seeking a large subgraph which is itself X-connected, we ask for a set of edges in 
G such that each pair of edges in this set lie on a cycle of length 4 in G. Here the 
size largest such set of edges drops below cn2 only when we form G by deleting at 
least c’nt edges. We show that if our graph has n vertices and (z) - cnj edges, 
then it contains a 3”-connected set of edges of size f (c)n2, where f is a decreasing 
function of c with 
lim f (c) = 1 and lim f(c) = 0. 
c-4 C’” 
We also obtain more detailed information when our graph has (;) - dn3 edges, 
where d = d(n) is a function of II. Here, surprisingly, we find that for d(n) = nt 
the size of the largest X-connected set of edges changes when E = & We prove 
that, apart from logarithmic factors, this size is c~2-4F for 0 s E s i and c’nl-’ for 
{SE<& 
2. C4-connected subgraphs 
All graphs in this paper will be ordinary graphs, i.e., finite, undirected graphs 
without loops or multiple edges. As usual K, will denote the complete graph on IZ 
vertices. In general we use V(G) and E(G) to denote the set of vertices and set 
of edges, respectively, of the graph G. We will let G(n, m) denote a graph with 
IV(G)1 =FI and (E(G)1 =m. For x and y E V(G) the edge with x and y as 
endpoints is denoted by xy. A (simple) cycle of length s will be denoted by C,. 
We call a graph C2k-connected if it is X-connected when X consists of all 
even-length cycles of length at most 2k. Thus a subgraph of H of G is 
C,,-connected if each pair of edges of H lie together in an even-length cycle of H 
of length at most 2k. 
Let fk(n, m) denote the largest integer N such that for sufficiently large n each 
graph G = G(n, m) contains a C,,-connected subgraph with at least N edges. 
Using this notation the earlier results mentioned in the previous section include 
the following. 
(1) For m = m(n) 2 nj there exist positive constants c, and c2 such that 
c,m3np4 S f3(n, m) G c2m3np4. 
(2) For m = m(n) 3 nt and each integer k 3 2 there exists a positive constant 
c3, independent of k, such that 
fk(n, m) G c3m2K2. 
(3) For m = m(n) 2 n1 and each integer k 2 6 there exists a positive constant 
c4, independent of k, such that 
fk(n, m) 2 c4m2nw2. 
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Here we will consider f2(n, m) which is defined in terms of the number of edges 
in a subgraph in which each pair of edges are on a cycle of length 4 in that 
subgraph. First we note that such subgraphs can be characterized completely. 
Proposition 0. A graph with no isolated vertices is C,-connected if and only if it is 
a complete k-partite graph with the property that if k = 2 or 3, then each class 
contains at least two vertices. 
Proof. Suppose G is C,-connected with no isolated vertices. We claim that the 
relation R defined by (x, y) E R whenever x and y are not adjacent is an 
equivalence relation on V(G). Since our graphs are undirected and without loops 
we need only consider transitivity. Suppose (x, y) E R, (y, z) E R, and (x, z) $ R. 
Then there must exist an edge joining x and z, but this edge could not be on a 
cycle of length 4 with any edge at y. It follows that R is an equivalence relation 
and, since two vertices in the same equivalence class are adjacent, that G is a 
complete k-partite graph for some k. It is easily checked that if k < 4, then each 
class must contain at least two vertices, and that any complete k-partite graph 
with this property is C,-connected. 0 
Our next result is based on this characterization of C,-connected graphs. 
Theorem 1. Let k be a positive integer and ar a constant satisfying (k - 1)/k c a < 
k/(k + 1). Then we have: 
f2(,? a(;)) = [ 
(1 + o(1))2a2n for k = 1 and 2, 
(1 + o(l))k&r for k 2 2, (1) 
where o( 1) + 0 for fixed k as n + a. 
Proof. Let (Y and k be as described in the theorem. First we prove that 
GJ a s (1 + o(l))ka%. 
This follows by standard methods of counting stars of size k. Let G be a graph 
with n vertices and a(‘;) edges. Such a graph contains at least n(‘“k’)a) stars of 
size k. Thus there must be a set A of k vertices whose elements are endpoints of 
at least 
n((” ,‘)“)/(l) - cu%(l + o(1)) 
of these stars. The centers of these stars together with the k vertices of A form a 
complete bipartite subgraph with (1 + o( l))knkn edges. 
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We will establish the upper bounds by the probability method. Consider a 
random graph G with 12 vertices whose edges are chosen independently, each with 
probability (Y. Fix E > 0 and set q = (1 + l )kakn. 
Note that 
Prob[G has at least a(l) edges] 24. 
First we examine the probability that G contains a complete bipartite graph Kj,y,j 
We set k. = 12k + 10 and consider two cases. 
Case (a): j 6 k,,. 
Fix j vertices, x1,x2,. . . ,x,, 2==jck,,. For any vertex x#x,,x~, . . . ,xj the 
probability of the event that x is joined to all of X, , x2, . . . , xj is cu’. Such events 
are independent for different vertices x and thus, with probability at most 
(I- gY> where 6 > 0, 6 = 6(~, j), the vertices x1, x2, . . . , Xi are joined to more 
than a(1 + l )n other vertices X. This is true for each j-tuple of vertices, 
2 c j G ko, and thus with probability at least 
1 -,g2 (;)(I - 6(E, j))” = 1 -o(l) 
there is no complete bipartite subgraph Kj,y,j in G for 2 s j < k,,. 
Case (b): j > k,,. 
Suppose now that j > k,, = 12k + 10. We will bound the expected number of 
complete bipartite subgraphs kj.9,5 with q/2 edges in CD. This is clearly at most 
(2) 
where the last inequality follows from our choice of q. 
Clearly the function f(j) = jaJ” is decreasing for j > 2/ln(l/a) and, as 
cr< k/(k + l), we have that 
2 4k2 
ln(l/a) 
s-<12k+lO=k,,. 
2k - 1 
Thus for j > k. (in fact for j > 4k2/(2k - 1)) we have 
jdf2 < koakd2. 
On the other hand as (Y < k/(k + 1) we also have &k+‘) G ep5 and hence 
koa(kfj2/2)-k 6 (12k + 10)ee5 < 22ke-“, 
(3) 
and thus 
k kak 
2koakd2 < 44k cy < - . 
e5 e (4) 
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Combining (3) and (4) we infer that 2jcu”2 < kak/e and hence that 
&I2 >z &ke 
k l+&’ (5) 
Using (5) we can estimate (2) from above by 
vcjT2 
c njaq’4 = o( 1). 
j=ko+l 
Summarizing cases (a) and (b) we have that G almost surely contains no 
complete bipartite subgraph with q edges and at most kO vertices on one side of 
the bipartition nor a complete bipartite subgraph with q/2 edges and at least k, 
vertices on the smaller side of the bipartition. It remains to consider the 
probability that G contains a complete r-partite subgraph with q edges for some 
r > 2. 
Suppose then that K,,,,,,. , I,, t, =S t2 =S * * .S t,, r > 2, is a subgraph of G which 
has at least q edges. Again we consider two cases: 
Case (a’): tl + t2 + . . . + t,_l s k,,. 
If tl + t2 + . . . + t,_l 6 ko, then we have that t, -q/(t, + * . . + t,-,) and so 
conclude that the largest complete bipartite subgraph of K = K,,,,Z,, , ,, is 
K r,+fZ+. +l,_,,t,. But since K has at most 
(t1 + t2 + . . . + t,-*)t, + ( tl + t2 +. * * + t,_, 2 > 
edges, this implies the existence of a complete bipartite subgraph in G with 
(I - o(I))q edg es, at most kO vertices on one side of the bipartition. The 
probability of this event is o(1) by the argument in Case (a). 
Case (b’): tl + t2 + . . . + t,_, > k,,. 
In this case we wish to show that G almost surely contains no subgraph 
K = K,,t,, _. , t, having at least q edges, where tl + t, + . . . + tr-, > k,,. This will 
follow from the result of Case (b) and the following statement. 
Claim. Suppose G > 3ko and let K = K,,,,z, , *,, t, d t2 s . . . s t,, r > 2, be a 
complete r-partite graph with q edges. Assume that t, + t2 + * * . + t,_l > k,,. Then 
K contains a complete bipartite subgraph with at least q/2 edges and more than kc, 
vertices on the smaller side of the bipartition. 
Proof of the Claim. Consider the bipartite subgraphs of K = K,,,,,, , r, of the 
form K 1,+1*+. .+r,,r,+,+. .+t,r 1 d i s r - 1, obtained by dividing the classes of K into 
two groups with the i smallest classes in one group. Suppose that among these the 
bipartite graph K,,,, u = tI + t2 + . . . + tj, v = tj+l + tj+2 + . . . + t,, has the largest 
possible number of edges. It is clear that K,,, has at least q/2 edges. We wish to 
show that u > k,,. Suppose instead that u G k. and consider the bipartite graph 
K U+r,+,,V-r,+, obtained by moving the class of size t,,, to the other side of the 
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bipartition. This change would result in the addition of 
lj+l(v - lj+*) = tj+l((” + v> - lj+l - u, 
edges to K,,, and the loss of Utj+l edges. Since u + v - 12 fi and 
fi ’ %, we have that u + v > 3ko. If tj+l c ko, then u s k, would imply that 
K u+l,+,,v--r,+, has more edges than Ku,,. If tj+l> kO on the other hand, then we 
gain tj+r(v - tj+,) edges and lose tj+lU ct. ,+,k,,. But now, since i <r - 1 (for 
otherwise t1 + t2 + . * . + t,_l s ko) we have U- t,+r 2 tj+,, so the number of edges 
gained is at least ti2c1 > tj+lk,,. This too would imply that K,+,+I,,_,+I has more 
edges than Ku,,. It follows that we must in fact have u > k, which establishes the 
claim and hence completes the proof of the theorem. 00 
Our next result deals with the case where the constant (Y is replaced by a 
function LY = a(n) with a(n) + 1 as n + m. Specifically, we let 
+)(i)=(i) -Wn) 
for a function h(n) with h(n)+m as n-+ m, h(n) = o(n). 
Theorem 2. For each function h = h(n) with h(n)+ CO as n -+ CO, h(n) = o(n), we 
have 
(l-o(l))&+(n, (;)-nh)6(1+0(1));. 
Proof. We consider the lower bound first. Suppose G = G(n, (y) - nh) and let G 
denote the complement of G. Since the average degree in G is 2h there are at 
least n/2 vertices in G with degree at most 4h in G. If we let X be the set of k 
vertices of least degree in G for some k s n/2 and Y the set of all vertices of G 
adjacent in G to at least one vertex X, then we have IX U YJ <k + 4kh. In this 
case each vertex of X is adjacent in G to each vertex of V(G) - (X U Y). It 
follows that G contains a complete bipartite subgraph having at least 4 = 
k[n - k(1 + 4h)] edges. Taking k = n/(2(1 + 4h)) we obtain q = n*/(4(1 + 4h)). 
For the upper bound we consider a random graph G with n vertices which is 
formed by deleting edges from the complete graph K,, independently, each with 
probability 2hln. Note that 
Prob G has at least 
n 
0 2 
-nh edges 1 z=$. 
On the other hand the expected number of complete bipartite subgraphs, Ka.h, in 
G is equal to 
=exp[aln(y) +b In(F) -71. (7) 
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For ab - 4(1+ c)n2/h the right-hand side of (7) is majorized (for a = (n/2h)(l + 
E) and&--n) by 
exp G (1 + E)ln(2h(l+ E)e) + n - (1 + c)lt . [ 1 
Since h(n)+ 00 we have 
(8) 
l+E 
2h ln[2h(l+ E)e] < 4~ 
The bound given by (8) is smaller than exp(-ien). As there are O(n) choices for 
a and b we infer that the expected number of complete bipartite subgraphs Ka,b 
with ab - 4(1+ e)n2/h is no larger than O(n)exp(-ien) = o(1). Thus the 
probability that G contains no such complete bipartite subgraph is 1 - o(1). 
Combining this with (6) we have the maximum number of edges in a complete 
bipartite subgraph is at most i(l + c)n2/h and hence, as in Theorem 1, the upper 
bound follows. 0 
Remark. The argument for the lower bound of this theorem could also be used 
when h is replaced by a constant c, c > 0. In fact for c s 4 we could take k = n/2 
and Y = 0 to obtain a complete bipartite subgraph with 4 = n2/4 edges. For c 2 4 
we obtain q = n2/4(1 + 4~). Here we could have instead let X consist of vertices 
of degree at most 2(1+ E) in G, where E is any fixed positive constant. In this 
case G must contain at least l n/(l + E) such vertices, so, provided that 
k= 
n En 
2(1+2(1+E)c)S-iGE’ 
we could obtain a complete bipartite subgraph having n2/4(1 + 2(1+ E)C) edges. 
But to ensure that k =S en/(1 + E) here we might need to choose E 2 1 unless c is 
large. 
The argument for the upper bound would, with very little effort, also give 
somewhat better bounds for various choices of h. We could not determine, 
however, the asymptotic behavior of f2(n, (y) - nh) as a function of h. It seems 
that such an analysis even for h = c, c a constant, may be hard. For results related 
to the value of f*(n, (;) - cn) see [l, 51. Additional problems of this type are 
discussed at the end of this paper. 
3. C,-connected sets 
As we have seen, extremal problems concerning C,-connected subgraphs are 
essentially questions about complete multipartite graphs. Interesting problems of 
a different sort arise when we seek a set of edges with the property that each pair 
of these edges lie on a short cycle of even length in the larger graph rather than in 
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a particular subgraph. A set of edges in the graph G with each pair lying on an 
even-length cycle of length at most 2k in G will be called a C,k-connected set in 
G. 
Let g,(n, m) denote the largest integer N such that for sufficiently large n each 
graph G = G(n, m) contains a CZk- connected set of size at least N. 
Since the set of all edges of a C,,-connected subgraph of G is a &-connected 
set, we have g, bfk. Thus the lower bounds for fk, k 2 3, given in the 
Introduction, and the lower bounds of Theorems 1 and 2 for f2 remain valid for g, 
as well. The arguments given in [3] show that for m = m(n) 2 nj the upper 
bounds for fk(n, m), k G 3, also remain essentially unchanged for g,(n, m). In 
this section we will show that the upper bound for f2(n, a(;)) given by Theorem 1 
and the upper bound for g,(n, (u(y)) have the same general form as well, but that 
gz(F (‘I)-w)>h(n, (;)-ng) 
for each function g = g(n) = o(n5). 
Theorem 3. For each constant LY, 0 < cx < 1, there exist positive constants cl and c2 
such that 
c,n Sg,(n, a(I)) dc2n. 
Proof. The lower bound is immediate from Theorem 1 and the fact that g, sf2. 
The upper bound is obtained using the probability method very much as in 
Theorems 1 and 2. Let (6 be a random graph defined as follows on a set X of n 
vertices: Set m = ]2/(1- a)]. Divide X into m subsets A;, 1 c i G m, which are as 
nearly equal in size as possible. Let B be the collection of all pairs {x, y} of 
vertices such that x E Ai and y E Aj for some i and j, i > j. Setting b = ) B ] we have 
that 
2a n 
-0 
3-a n 
cb<p 
1+(Y 2 4-2a 0 2. 
Let 6 be a constant satisfying 1 < 6 < 2/(1 + a) and let p be chosen so that 
pb = &z(i). Clearly p > 0 and it follows from the bounds on b that p G 
6((1+ (u)/2) < 1. Form G by selecting edges independently, each with probability 
p, from among those whose endpoints form a pair in B. Note that 
Prob[G has more than a(i) edges] 2 4. 
Suppose A is a C,-connected set of edges in G. Let q be the maximum for all 
choices of i and j, i #j, of the number of edges of A joining Ai to Aj. It follows 
that q(y) 2 IAl. Since A is C,-connected the endpoints of the q edges of A joining 
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a particular pair of subsets span a complete bipartite subgraph of G which has at 
least q edges. Let s be the expected number of complete bipartite subgraphs of G 
having q edges. As in the previous arguments we wish to bound s. Setting 
N = in/m] + 1 we have that s is at most 
(9) 
where the sum is taken over all integers j for which 2 <j, a/j G N. Since 
N<n(l-“)+(l+cu) 2 
(1+ a) 
<n(l-n) and rn~- 
1-ff 
we have from (9) that 
2 
SC ( ) - &OP4~ 1-a 
For q > 3(1 - a)n/ln(l/p) and sufficiently large II we have s < 3. It follows that 
for 
and it large the probability that G has no complete bipartite subgraph with at least 
dn edges is greater than i. The result follows now from the fact that if G contains 
no such complete bipartite graph, then the size of the largest C,-connected set of 
edges in G is less than d(y)n. 0 
Since g, sfi it follows from Theorem 2 that for any function h = h(n) = o(n) 
we have 
g+z, (;)-nh)ac; 
for some positive constant c. The next several results show that in fact 
g,(n, (‘;) - hn) is strictly larger than c(n*/h) for all h(n) = o(n2). First we 
establish a lemma which will be used to obtain lower bounds for g, in several of 
these cases. 
Lemma 4. For each choice of the function y(n) we have 
g2(n, (3 - r(n)) 2 (3 - a+z))5n(l+ o(l)). 
Proof. We actually prove, more generally, that for any choice of functions y(n) 
and ~(12) we have 
(10) 
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Our result follows from this inequality since the quantity 2y(n)/c(n) + (‘1”)) is 
least when c(n) = (2y(n))j, while for any y(n) < n2 we have 
Let G be a graph obtained from K, by omitting a set B of edges, where 
IBI = y(n). Suppose X is the set of vertices of G which are incident in K, with at 
least one edge of B. Let Y be the subset of X consisting of those vertices which 
are incident with more than c(n) edges of B. Let C be the subset of E(G) 
consisting of all edges of G incident with at least one vertex of Y. Since 
c(n) JYI < 2y(n) we have ICI < 2ny(n)l~(n). 
Let D be the subset of E(G) consisting of those edges each of whose endpoints 
is joined in K,, by an edge of B to a vertex of X \ Y. Since every vertex of X\ Y is 
incident with at most c(n) edges of B we have IDI s (‘(2n))n. 
It follows that the set E(G) - (C U D) has a least 
edges. We claim that this set is C,-connected. For suppose that uv and uw are 
edges of G which are not in any cycle of length 4 in G. This would imply that for 
each vertex z $ {u, u, w} at least one of the edges ZZJ and zw is in B. But then at 
least one of u and w is incident with more than c(n) edges of B and therefore 
either uv or uw is in C. If uu and wz are disjoint edges of G which are not in a 
cycle of length 4, then at least one among their four endpoints is joined by edges 
of B to both endpoints of the other edge. Suppose, for example, that z is such a 
vertex. Then either z has degree greater than E(I~) in B and wz is in C or z is in 
X \ Y which means that uu is in D. It follows that our chosen set of edges contains 
no such pair. 0 
Our next result is a direct consequence of this lemma when y(n) = o(ng). 
Theorem 5. For each function y = y(n) with y(n) = o(n’), we have 
For y(n) = c,s the same lemma can be used to obtain the following. 
Theorem 6. For each positive constant c there exists a positive constant cl such 
that 
a(n, (5) -cni) *cl(!iJ. 
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Proof. Suppose first that c is small. Specifically, suppose c satisfies c c cg = +(&i-)3, 
or equivalently, 1 - 3(2c)$s 4. Then by Lemma 4, 
=(l-3(2c)$;)(l +o(l))#;)(l+o(l)). (11) 
In this case we may choose c, > $. 
Suppose then that c > c,,. In this case we select N = (YIZ vertices of G at 
random, where (Y is chosen so that j&c - c,,. A simple averaging argument 
shows that the subgraph induced by these m vertices will have at least 
edges. Applying Lemma 4 (or more precisely (11)) for this subgraph we obtain 
the existence of a C,-connected set with 
l(N)(lCo(l))-~.-$(;)(l+o(l)) 
72 
edges. Hence, in this case, we may choose c, satisfying 
4 1 >-.- cl Y 
7 c4’ 
0 
(12) 
(13) 
The lower bound given by Theorem 6 is essentially the best possible. That is, 
for each positive constant c and sufficiently large n there exists a constant c2 < 1 
and a graph G = G(n, (;) - cnt) . m which each C,-connected set has at most c*(z) 
edges. To see this first note that it suffices to show the existence of such a graph 
when c = 4. For c < 1 we may select a subgraph on N = (2c)%, vertices (so that 
sN$ = cn$ It would then be enough to show that we can delete a set of at most 
iN4 edges from this subgraph in such a way that for some c2 < 1 no C,-connected 
set in it has more than cz(y) edges. 
In fact it can be shown that with c = f we may take c2 to be 4 + E for E > 0 as 
small as we please. This can be done by making use of the Erdos-Renyi-Sos 
graphs described in [7]. It was shown there that for each prime power p there 
exists a graph G,,, having N =p2 +p + 1 vertices, each of degree p or p + 1, with 
the property that each pair of vertices have exactly one common neighbor. For 
sufficiently large n we may choose p so that N is close to II and IE(G,)( is 
approximately &rl. Let G be the graph obtained from K,, by deleting the edges of 
the ErdBs-Renyi-Sos graph GN defined on a set of N vertices of K,,. Suppose A 
is a subset of E(G) with IAl Z= (4 + E)(!). F or each vertex xi, 1 =Z i c 12, of G let ai 
be the number of edges of A incident with xi and let bi be the number of edges 
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which have each endpoint joined by an edge of GN to xi in K,,. For each 
i,lsicn,wehaveai<n-1andbi<n/2.Nowwehave 
and, since C:=, bi is the number of edges of A having both endpoints in V(GN), it 
follows that 
i bi >k( 1) for sufficiently large n. 
i=l 
These results imply that there exists an integer i such that uj > 0 and b, > 0. But 
this means that there exist edges XjW and yz in A such that both of the edges xjy 
and xjz are in GN. In this case yz and xjw cannot be together in a cycle of length 4 
in G. Thus A is not C,-connected. 
Theorem 6 and the argument outlined above establish the existence of a 
function f, with values between 0 and 1, which is such that g,(n, (‘;) = cng) = 
f(c)(;) for each positive constant c. In fact it follows already from Lemma 4 that 
limc_of(c) = 1 and f rom (13) in the proof of Theorem 6 that f(c) 2 k/c4 for 
c 2 cO, where k is an absolute constant. Our next result gives more information 
about this function. 
Theorem 7. Let f be the function defined by g,(n, (z) - cnj) =f(c)(‘;). Then 
limc_uf(c) = 0. 
Proof. Let E be an arbitrarily small positive constant. We wish to show that for 
sufficiently large c and each sufficiently large n there exists a graph G = 
G(n, (‘;) - cng) in which each C,-connected set has fewer than E(;) edges. 
Assume that n is even (the case of n odd differs only in a few details) and 
consider a l-factorization of K,, into n - 1 matchings M,, 1 c i c n - 1. Let B be a 
set of cnt edges of K,, selected at random from among all such sets and let G be 
the graph obtained by deleting the edges of B from K,,. Note that the probability 
that a particular edge of K, is in G is less than 1 - 2c/fi. 
Suppose that A is a subset of E(G) of size at least E(;). Then there exists a 
matching Mk such that IMk fl Al 2 m/2. Let the edges of Mk rl A be denoted by 
x,y,, 1 c i c q = 1 Mk fl A I. If A is C,-connected, then for each i and i, 1~ i < j s 
q, the edges xiyi and XjYj must be together in a cycle of G of length 4. It follows in 
this case that at least one of the edges XiXj and XiYj must be in G. The probability 
that this is so for each pair among some set of at least a/2 edges of some one of 
the matchings is no more than 
(n - l)( cyf2)( 1 - ( $=)2)(c”2), (14) 
which is less than 
n exp(+cn(l - ln(c)))exp(-$2&r). (15) 
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For sufficiently large IZ and c satisfying 
the bound in (15) is less than 1. It follows that there exists a constant cg = co(e) 
such that for c s co and each sufficiently large n, there exists a choice of a set B of 
edges with IBI = c,g having the property that every set of at least E(Y) edges in 
the graph obtained by deleting the edges of B from K, contains at least one pair 
of edges which are in no C, in G. 0 
Remark. Note that it follows from (16) and the observation following Theorem 6 
that for sufficiently large c we have 
Ssf(c, 2y (1+ o(1)) 
(here o(l)+ 0 as c-+ 00). It seems that the lower bound is closer to the right order 
of magnitude. We can prove this for c = c(n) - 12 ‘, where 0 < E s i (see Theorem 
10 below). First, however, we prove the corresponding lower bound. 
Theorem 8. There exists a positive constant c, such that for each constant E, 
O<E<& we have 
g,(n, (i) -njt’) 2c,n2-4t. 
Proof. We may use essentially the same argument as for Theorem 6, here with c 
replaced by nt, which for sufficiently large n, is clearly larger than co. In this way 
we obtain a C,-connected set which, by (12) in the proof of that theorem, has q 
edges, where 
4- -q$ (;)(l + o(1)) Sc,n2-4E. 0 (17) 
The proof of Theorem 2, together with the fact that g, 3 f2 yields another lower 
bound in this case. If in the proof of that proposition we take a(n) to be no”/ 
we have that there exists a positive constant c such that for each E, 0 < E < j, 
g2(n, (l) - nj+‘) 2 cm+‘. 
Combining (17) and (18) our best lower bounds for g,(n, (;f) - nj+‘) are cnze4’ 
when 0 s E G d and c$-~ when i G E < 4. Our last theorem shows that both of 
these are the best possible when lower order terms are omitted. 
Before proving this result we need one more definition and one lemma. 
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Suppose that A is a subset of E(G) f or some graph G. By a star system of 
degree d in A we mean a collection Y of vertex-disjoint stars in G each having at 
most d edges all of which are in A. The stars of Y which have d edges will be 
called saturated. 
Lemma 9. Let G be a graph with n vertices and A a subset of E(G) with JAJ = a. 
Then for each positive integer d there exists a star system of degree d in A having s 
edges, where s satisfies sd + sn Id + 2s’ 2 a. 
Proof. Let Y be a star system of degree d in A chosen so that the size of the set 
V(Y) which consists of all vertices in the union of the stars in Y is as large as 
possible. Let s denote the number of edges in the stars of 9. Note that each edge 
of A has at least one endpoint in V(Y), for otherwise a star consisting of that 
single edge could be added to .Y’. Similarly, if an edge of A has only one endpoint 
in V(Y), then this endpoint must be the center of some star of 5f’. For if not, an 
edge incident with it could be deleted from the star which contains it and a new 
single-edge star added to .Y, again increasing the size of V(Y). It follows that 
each edge of A which is not in any star of Y either joins two vertices of some star, 
neither of which is the center of that star, or is incident with the center of some 
star of 9. Furthermore, each edge of A which is incident with the center of an 
unsaturated star of Y must have both endpoints in V(Y). 
There are at most s/d saturated stars in Y and at most snld edges of A incident 
with the centers of these stars. The number of edges joining two vertices other 
than the center of the same star would be greatest if all of the stars were as nearly 
saturated as possible. Thus the number of such edges is at most ([s/d] + l)(t) s 
sd. Clearly Y has no more than s unsaturated stars. Since each edge incident with 
the center of an unsaturated star has its other endpoint in V(Y) there can be at 
most 2.r* such edges. Since each edge of A is of one of these types the result 
follows. 0 
Theorem 10. There exists a positive constant c such that for each constant E, 
O<E<~, wehave 
g2(n, (2) -ni+‘) < max{cnt-’ In(n), cn2-46 In”(n)}. 
Proof. Let G be a random graph obtained by deleting edges from K,, 
independently, each with probability p = nEPt. Let a be the larger of cnlWE In(n) 
and cn’-” in’(n), where c is a constant to be determined later. As in Theorems 3 
and 6 it will suffice to show that there exists a value of c such that the probability 
that G contains a C,-connected set of size at least a is less than $. 
Let A be a C,-connected set of edges in G with IAl = a. It follows from Lemma 
9 that A contains a star system Y of degree d = nj-’ having at least s = 
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c’n lVzE In(n) edges, where c’ = m, since in this case 
sd -m/d + 2s2 = c’nt-3c In(n) + c’nj-’ In(n) + 2(c’)2n2-4E in*(n). 
Divide the stars of Y into two subsets 5 and 3 so that the numbers of edges in 
each are as nearly equal as possible. This can be done so that the two sets of 
edges differ in size by at most nt-‘. It follows that each of these sets contains at 
least k = s 14 = $z’n1-2e In(n) edges. We wish to consider the probability that G 
contains such a star system Y whose set of edges must itself be C,-connected. 
Let xi, 1 G i < r, be the centers of the stars in %! and let the number of edges in 
the star with center xi be ji. Thus ji G nip’ for each i, 1s i G r, and Cr=i jj 2 k. 
Suppose y is a vertex of some star in the set 3 Since the edge set of Y is 
C,-connected, the two edges joining y to the endpoints of a particular edge of a 
star in 3 cannot both have been deleted. Thus for such a vertex y and center xi 
either y is joined to xi or y is adjacent to each of the other ii vertices of the star 
with center xi. The probability of this event for a given vertex y and the star of 5% 
with center xi is at most 
(1 -P) +A1 -PY. 
Note that 
(1 -p) +p(l -py< 1 -p +pe+ (19) 
for j > 0. For pj > 0 and pj c 1 we also have 
1 -p + pe-P, < e-ct)P*l 
(20) 
To see that (20) holds consider the function f(p) = e-(i)P*J - 1 +p -pePPi, and 
note that f(0) = 0. The inequality follows from the fact that 
f’(p) = (1 _ e-pi) +pj(e-Pi _ ,-Ct)p*i) > (1 _ e-pi) +pj(e-Pi _ 1) 
= (1 -pj) + e-“(pj - 1) = (1 -pj)(l - e-“) 2 0. 
Since these events are independent for a fixed vertex y in some star of 3 and 
distinct stars of 2 we have that the probability that y is joined to at least one 
endpoint of each edge in every star in 3 is less than 
Since there are at least k edges in the union of the stars in 3, there are at least k 
choices for such a vertex y. Thus the probability that the edge set of Y is 
C,-connected is less than e-(t)p2k*. 
There are at most (“y) = (‘$A*) star systems with s edges in G, so the 
probability that G contains such a system whose edge set is C,-connected is less 
than 
‘frZ*‘6exp[4kln($) -fk*n*“]. (21) 
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It remains only to show that there exist constants c and c’ = m such that for 
k = &‘nte In(n) and n sufficiently large the right-hand side of (21) is less than 4. 
Thus it suffices to show that 
k(4 ln($) - :knzepl) s In(i). 
The inequality in (22) will hold for sufficiently large n provided that 
or, equivalently, that 
k~8n’-2’ln $ . 
( 1 
(22) 
(23) 
Since k = &‘n’-2t In(n) and E < 4, the inequality (23) holds for each constant 
c’ > 64. 
4. Concluding remarks 
As mentioned in the Introduction we know that there exists a positive constant 
c such that each graph G = G(n, m), where m = dn*, d = d(n) a function of n, 
d(n) sn-4, contains a C,,-connected subgraph with at least cd2n2 edges for each 
integer k 3 6, but that the size of the largest &-connected subgraph in such a 
graph G may only be of order d3n2. We have not determined, however, the 
behavior of the size of the largest C,,-connected subgraph between these two 
cases. In particular, we do not know whether there exists a positive constant c 
such that each graph G = G(n, n’-‘), O< E < 4, contains a C,-connected 
subgraph with at least ~n’-~’ edges. This very narrow problem seems to be 
surprisingly difficult, although perhaps we have overlooked something simple. We 
could also ask whether each graph G = G(n, m), m < nt, has a &connected 
subgraph with an unbounded number of edges, and the same question if m = cn . 1 
As we have seen, the collection of C,-connected graphs is essentially the set of 
all complete multipartite graphs. Thus our problems in this case are of a Turan 
type and concern the size of the largest complete multipartite subgraph which a 
given graph must contain. Here too questions remain, particularly for G = 
C(n, (n2) - cn). 
Let F(n, m) denote the maximum number of edges in the largest complete 
multipartite subgraph which each G = G(n, m) must contain. From Theorem 1 
we know that for m < (1 - o(l))(;) the maximum is achieved asymptotically for a 
bipartite graph and we have, again asymptotically, the structure of the largest 
complete bipartite subgraph. Perhaps the absolute maximum is also obtained by a 
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bipartite graph, but we have not proved this even for small m, i.e., for m = cn*, c 
small. The proof of Theorem 1 also shows that F(n, m) is unbounded for 
m =h(n)nt, h(n)+m as n-00. 
If m=(y)-A(n), h(n)+m as n--+~, asymptotically the largest complete 
multipartite subgraph may again be chosen to be bipartite as was shown in 
Theorem 2. Here we have c,(n2/h) < F(n, m) < c,(n*/h) for positive constants c, 
and c2. It could be that the absolute maximum is achieved by a bipartite graph in 
this case as well. 
For m = (2) - cn, c a positive constant, the question of determining F(n, m) 
seems to be difficult even if we are satisfied with asymptotic results. We would 
like to know when the maximum ceases to be achieved by a bipartite subgraph. 
Perhaps the largest multipartite subgraph can be bipartite as long as F(n, m) is 
less than n2/4. Is there an interval where the maximum is attained by a tripartite 
graph? Or does it jump to a graph of large chromatic number in one step? For 
large c we know that F(n, (T) - cn) < (1 - e)(n2/4) and that for c small the 
maximum is achieved by a subgraph with chromatic number at least an, a a 
positive constant. 
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