In this paper, we analyze a network of agents that communicate through the word-of-mouth. This information structure is characterized by agents communicating only with their neighbors in the network, with a delay in every transfer of information. We present some preliminary structural results for optimal control strategies in such systems. The solution methodology can be used to generalize common information based approaches to analyze various other decentralized problems.
We consider the common information approach to be the standard approach in solving a wide variety of decentralized stochastic control problems, including the word-of-mouth information structure. However, we find that in problems with asymmetric communication, there may not be a lot of common information available to all agents in the system. This has motivated us to continue looking for structural results that can improve on the performance of the common information approach by taking into account the asymmetries in a system.
The contributions of this paper are: 1) We introduce and analyze a problem with a word-of-mouth information structure, that, to the best of our knowledge, has not been analyzed in existing literature.
2) Inspired by the common information approach we present a reformulation of the problem from the point of view of a fictitious coordinator.
3) We derive preliminary structural results for optimal control strategies by compressing information into a sufficient statistic and present a corresponding DP.
The rest of this paper is organized as follows: In Section II, we present the problem and its information structure. In section III, after summarizing the common information approach, we present a reformulation of the problem. In Section IV we present lemmas that lead to preliminary structural results for optimal strategies. In Section V, we conclude with some ideas on future work and improvement of the results.
II. PROBLEM FORMULATION

A. Notation
Random variables are denoted by upper case letters and their realization by the corresponding lower case letters. For integers a < b, X a:b is shorthand for the vector (X a , X a+1 , ..., X b ) and X a:b is shorthand for the vector (X a , X a+1 , ..., X b ). 
., d).
For sets A and B, {A, B} is the set A ∪ B. For a singleton a and set B, {a, B} is the set {a} ∪ B. The function | · | returns the cardinality of a set. The null set is represented by ∅. We have attempted to use notation consistent with [26] as our work is closely related to it.
The probability and expectation measures that depend on a vector g are written as P g (·) and E g (·) respectively. All equalities involving random variables hold with a probability of 1. The indicator function is represented by I(.).
B. The Network of Agents
Consider a system of K agents, K ∈ N, represented by a strongly connected bi-directional network, modeled as a graph B = (K, A), with a set K := {1, ..., K} of agents and a set A of links (or arcs) that connect the agents. Two agents k, i ∈ K are neighbors if there exists a link in the network that connects them. The set C k includes all the neighbors of agent k. The link connecting agent k to agent i ∈ C k is characterized by a delay of n {k,i} ∈ R time steps. For every agent k ∈ K, we refer to the act of sending out information towards every i ∈ C k as transmission of information and the act of receiving information from i as receipt of information. The information transmitted by agent k at time t is received by agent i at time t + n {k,i} . Definition 1. Let k ∈ K and j ∈ K \ C k . The information path q {k,j} a , a ∈ N, from agent k to agent j with m ∈ K intermediate agents is defined as the tuple, q {k,j} a := (k, i 1 , ..., i m , j),
The set of all information paths from k to j is given by Q {k,j} = {q
Definition 2. Let k ∈ K and j ∈ K \ C k with an information path q : a = 1, 2, ..., |Q {k,j} |}. We elaborate on the flow of information in greater detail in Section II-E.
Definition 3. Let Q {k,j} and R {k,j} be the sets of information paths and corresponding delays for k ∈ K and j ∈ K \ C k . The least delay in communication from agent k to agent j is defined as,
For k ∈ K and i ∈ C k , apparently r {k,i} = n {k,i} and r {k,k} = 0. To this end we refer to the delay in information transfer between any k, j ∈ K by r {k,i} .
C. Preliminary System Description
We consider a discrete time system that evolves up to a finite time horizon T ∈ N. At every time t = 0, 1, ..., T , the state of the system X t takes values in a finite set X t and the control variable U k t associated with agent k ∈ K, takes values in a finite set U
Starting at the initial state X 0 , the evolution of the system follows the state equation,
where W t is the uncontrolled disturbance to the system represented as a random variable taking values from a finite set W. At time t every agent k makes an observation Y k t taking values in a finite set Y k through a noisy sensor as,
where V k t takes values in the finite set V k and represents the noise in measurement. Agent k selects a control action U k t from the set of feasible control actions U k t as a function of its information structure. The information structure is different for different agents because of the means of communication and topology of the network. This is discussed in subsequent sections. After each agent k generates a control action U k t , the system incurs a cost c t (
D. Assumptions
We impose the following assumptions in our modeling framework: Assumption 1. The network of agents is strongly connected with bi-directional links.
Such a network allows information transmitted by any agent k ∈ K can reach every other agent j ∈ K.
Assumption 2. The network topology is arbitrary, known a priori and does not change with time.
With a known network topology, every agent can track what information is accessible to all other agents in the network.
Assumption 3. The external disturbance {W t ; t = 0, ..., T } and the noise in measurement {V k t ; t = 0, ..., T ; k = 1, ..., K} are both sequences of independent random variables that are also independent of each other and of the initial state X 0 .
The external disturbance, noise in measurement and initial state are referred to as the primitive random variables and have known probability distributions. This knowledge is essential in solving a stochastic control problem [4] . Assumption 4. The state functions (f t ; t = 0, ..., T ), observation functions (h k t ; t = 0, ..., T ; k = 1, ..., K), the cost functions (c t ; t = 0, ..., T ) and the set of all feasible control strategies G are known to all agents a priori.
These functions and the set of feasible control strategies (defined in Section II-E) form the basis of the decision making problem.
Assumption 5. Each agent has perfect recall.
Perfect recall of the data from the memory of every agent is an essential assumption for the structural results derived in this paper. We summarize below the sequence of actions taken by every agent k ∈ K at time t (Fig. 1): 1) The state X t is updated based on (2). 2) Agent k receives information shared by its neighbors, denoted byN 
5) Agent k transmits information, denoted by
N k t , to each neighbor i ∈ C k . 6) Every agent k generates a control action U k t .
E. Information Structure of the System
In this network of agents, information propagates through the word-of-mouth. Agent k ∈ K transmits some information denoted by N k t (defined later in this section) to every neighboring agent i ∈ C k at time t. The delay for information N k t to reach agent i is r {k,i} . Thus at time t + r {k,i} , the information received by agent i from all j ∈ C i , denoted byN i t+n {k,i} , includes N k t . Later in time step t + n {k,i} , agent i transmits information N i t+n {k,i} to its every neighboring agent l ∈ C i . This transmission is made such thatN i t+n {k,i} ⊂ N i t+n {k,i} . This sequence of actions taken repeatedly lets information transmitted by agent k reach an agent j ∈ K \ C k . We present a more careful development of this information structure next.
Definition 4. Let Y k 0:t and U k 0:t−1 be the history of observations and control actions respectively for k ∈ K at time t. The personal history of k at time t is defined as the random variable H Problem 1:
where the expectation is with respect to the joint probability measure on the random variables X t , U 1 t , ..., U K t . Given Assumptions 3 and 4 the objective is to choose an optimal control strategy g * that minimizes the performance criterion (11).
III. THE PRESCRIPTION PROBLEM
A. Review of the Common Information Approach
We consider the common information approach proposed by Nayyar, Mahajan and Teneketzis [26] as the state of the art methodology to solve decentralized problems with information sharing among agents. This approach was developed for problems where K agents share a subset of their personal history by means of a shared memory. The data in the shared memory at time t is called the common information denoted by the random variable ∆ t that takes values in a finite set D t . Each agent k ∈ {1, ..., K} has instantaneous recall of the common information ∆ t . The data exclusively available to agent k is called the private information of agent k denoted by the random variable Λ k t taking values in a finite set L k t . In a symmetric time delayed information sharing structure [27] , the data shared by agent k ∈ K at time t, reaches the shared memory with a delay of n steps. At time t agent k shares its latest observation and control action (Y 
and the private information of agent k,
Note that in [27] the RHS of (12) and (13) is (Y respectively. We deviate from [27] because: (a) the system in this paper starts at t = 0 whereas the system in [27] starts at t = 1 and (b) at time t, agent k in our problem transmits information before generating a control action U
C. The Coordinator's Problem
Inspired by the common information approach, we reformulate this problem from the point of view of a coordinator that, at time t, has access to the memory M 1 t of the most informed agent. The coordinator's task is to use this information to generate control laws for all the agents k ∈ K. Definition 8. Let M k t be the memory of k ∈ K at time t. The accessible information for k is defined as a random variable D k t that takes values in the finite set D k t and is given by,
From the definition of
The aim of imposing (15) on our system is to ensure that the amount of accessible information for every k ∈ K is maximized. and is given by, 
where ψ {k,i} := (ψ
) is called the prescription policy of agent k for agent i and ψ k := (ψ {k,1} , ..., ψ {k,K} ) is called the prescription strategy of agent k. The set of feasible prescription strategies for agent k is denoted by Ψ k . We also define ψ ).
The other components of the prescription Θ After each agent k ∈ K selects a control action U k t , the system incurs the cost c t (X t , U 1 t , ..., U K t ). The performance criterion for the system is given by the total expected cost,
where the expectation is with respect to the joint measure on the random variables X t , U 1 t , ..., U K t . Given Assumptions 3 and 4, the aim is to select an optimal prescription strategy ψ * k for every agent k ∈ K such that the the performance criterion (27) is minimized .
D. Equivalence Between the Problems 1 and 2
Let k, i ∈ K and d k t and l {k,i} t be the realizations of the accessible information D k t and inaccessible information L {k,i} t respectively. First we select a control strategy g ∈ G for Problem 1. For every k ∈ K, we select the realizations γ {k,i} t of the partial functions Γ {k,i} t as follows,
This leads to the realization u k t of the control action U k t for agent k,
which is the same as the realization of the control action through (7). This implies that every feasible control strategy for Problem 1 can be implemented in Problem 2. A similar argument shows that the reverse is also true. We select the prescription strategies ψ 1:K from the set of feasible prescription strategies Ψ 1:K . Then the corresponding control control law for any agent i can be defined as,
This implies that selecting the control law g k t in (30) generates the same control action u k t as the one generated through (7). Therefore, Problems 1 and 2 are equivalent and every feasible control (prescription) strategy for one problem can be implemented in the other.
E. The Relationship between Prescription Strategies
In this section we derive a relationship between the prescription strategies ψ k and ψ i of agents k, i ∈ K respectively in order to reduce the complexity of the problem. Theorem 1. Let k, i, j ∈ K and ψ k be a prescription strategy for k. Then there exist: (a) a control strategy g for Problem 1 such that,
and (b) a prescription strategy ψ i such that,
Proof. 1) Let j ∈ K, i ∈ B k and ψ k t , ψ i t and g j t be the prescription strategies of agents k and i respectively and the control law for agent j.
1.1) For j ∈ B i we define the g
Given a prescription strategy ψ k for k ∈ K, we do not need the realizations of the random variables
and M i t in order to define the control strategy g and prescription strategy ψ i for i ∈ K as in Theorem 1. Then, through (34), (35) and (36) (27) , it sufficient to select a prescription strategy ψ * k that minimizes,
and to select strategy ψ * i for i ∈ K through (37).
As a consequence of Corollary 1.2, we get a centralized system with a single decision maker tasked with selecting a single prescription strategy.
IV. RESULTS
A. State Sufficient for Input-Output Mapping
We call Problem 3 the prescription problem for agent k. The objective of the coordinator is to select an optimal prescription strategy ψ * k that minimizes (39) for some k ∈ K. At time t, Θ The three equations above can each be verified by substitution of variables on the LHS to bring them in a form that is a function of the variables of the RHS as summarized below.
). We analyze each term here individually. First, for X t+1 we have the following relation,
For L {i,k} t+1 for any i ∈ {1, ..., k} we have the relation,
In the second term in (45), N i t+1 \ Z k t+1 satisfies the property,
2) For Z 
which leads to the result through a procedure similar to part (1).
3) We have shown already that U
C. Structural Results
The first structural result we state is equivalent to the one derived through the common information approach and follows from the MDP controlled through prescription policy ψ K with the state Π K t . Lemma 5. Consider the prescription problem for agent K. There exists an optimal prescription strategy ψ * K of the form, Γ * {K,k} t = ψ * {K,k} t (Π K Because S k t is a state sufficient for input-output mapping, we can rewrite this as,
Here we can write the probabilistic term as,
On substitution in (62), we get, 
