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The competition graph C(D) of an acyclic digraph D is the graph with the same vertex set
as D and two distinct vertices x and y are adjacent in C(D) if and only if there is a vertex v
in D such that (x, v) and (y, v) are arcs of D. The competition number κ(G) of a graph G is
the minimum number of isolated vertices that must be added to G to form the competition
graph of an acyclic digraph. In this paper, we investigate competition numbers of complete
r-partite graphs Kn1,n2,...,nr . In particular, we determine the numbers for r = 3 and for
some cases of r ≥ 4.We also give bounds for the competition numbers of general complete
r-partite graphs.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
In a digraph D, the out-neighborhood of a vertex v is the set N+(v) = {u: (v, u) ∈ A(D)}, and the in-neighborhood of
v is N−(v) = {u: (u, v) ∈ A(D)}. A source is a vertex v with N−(v) = ∅ and a sink is a vertex v with N+(v) = ∅. An
acyclic digraph D is a digraph without directed cycles. For a digraph D with n vertices, a vertex ordering v1, v2, . . . , vn of D
is called an acyclic ordering if (vi, vj) ∈ A(D) implies i < j. The competition graph C(D) of an acyclic digraph D is the graph
with the same vertex set as D and two distinct vertices x and y are adjacent in C(D) if and only if there is a vertex v in D such
that (x, v) and (y, v) are arcs of D. The concept of a competition graph was introduced by Cohen [3] for studying ecological
systems.While not all graphs are competition graphs, Roberts [17] observed that any graphG togetherwith sufficientlymany
isolated vertices is the competition graph of some acyclic digraph. In fact, |E(G)| isolated vertices are enough as G∪ I|E(G)| is
the competition graph of digraph Dwith V (D) = V (G) ∪ E(G) and A(D) = {(x, e) ∈ V (G)× E(G): x is incident to e}, where
Ir is the edgeless graph of r vertices and G∪ Ir is the disjoint union of G and Ir . Roberts then defined the competition number
κ(G) of a graph G as the smallest number r such that G ∪ Ir is the competition graph of some acyclic digraph. For graphs
whose competition numbers are known, see [2,5,6,8–12,15–18]. For instance, Roberts [17] showed that if G is a chordal
graph without isolated vertices then κ(G) = 1. He also showed that if G is a nontrivial triangle-free connected graph then
κ(G) = |E(G)| − |V (G)| + 2. Hence, κ(Kn1,n2) = n1n2 − n1 − n2 + 2. From an algorithmic point of view, Opsut [13] proved
that determining the competition number of a graph is NP-hard. The edge clique cover of a graph G is a family of cliques such
that each edge of G is covered by some clique in the family. The edge clique cover number θe(G) of a graph G is the minimum
size of an edge clique cover of G. Opsut [13] gave a bound of κ(G) in terms of θe(G) and |V (G)|.
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Theorem 1 (Opsut [13]). For any graph G of n vertices, κ(G) ≥ θe(G)− n+ 2.
Dutton and Brigham [4] characterized competition graphs of acyclic digraphs in terms of edge clique covers as follows.
Theorem 2 (Dutton and Brigham [4]). A graph G with n vertices is the competition graph of an acyclic digraph if and only if G
has a vertex ordering v1, v2, . . . , vn and an edge clique cover {S1, S2, . . . , Sn} such that Si ⊆ {v1, v2, . . . , vi−1} for all i.
The following lemma is an alternative form of the theorem above.
Lemma 3. If {Q1,Q2, . . . ,Qr} is an edge clique cover of a graph Gwith n vertices and t is an integer such that | ∪j≤i Qj| ≤ i+t−1
for 1 ≤ i ≤ r, then κ(G) ≤ r − n+ t.
Proof. Order the vertices of G into v1, v2, . . . , vn by successively labeling the vertices of Qi \ ∪j<i Qj for i = 1 to r . Consider
the digraph D with V (D) = {v1, v2, . . . , vr+t} and A(D) = ∪1≤i≤r{(x, vi+t) : x ∈ Qi}. It is easy to check that D is an acyclic
digraph with C(D) = G ∪ Ir−n+t , which gives the lemma. 
Given r integers n1 ≥ n2 ≥ . . . ≥ nr ≥ 1, the complete r-partite graph Kn1,n2,...,nr is a graph whose vertex set can be
partitioned into V1, V2, . . . , Vr with |Vi| = ni for 1 ≤ i ≤ r such that uv ∈ E(Kn1,n2,...,nr ) if and only if u and v belong to
different partite sets. The graph Kn1,n2 is called a complete bipartite graph. When ni = n for 1 ≤ i ≤ r , denote the graph
Kn1,n2,...,nr by Kr(n). Kim and Sano [9] showed that κ(Kn,n,n) = n2−3n+4 for n ≥ 2; Park et al.. [7] showed that κ(Kr(2)) = 2
for r ≥ 2 and κ(Kr(3)) = 4 for r ≥ 3. In this paper, we give the values κ(Kn1,n2,...,nr ) for r = 3 and for some cases of r ≥ 4.
We also give bounds for the competition numbers of general complete r-partite graphs.
2. Complete tripartite graphs
In this section,we determine the competition number of a complete tripartite graphKn1,n2,n3 . SupposeKn1,n2,n3 has partite
sets V1 = {a0, a1, . . . , an1−1}, V2 = {b0, b1, . . . , bn2−1} and V3 = {c0, c1, . . . , cn3−1}. For 0 ≤ i ≤ n1 − 1 and 0 ≤ j ≤ n2 − 1,
let∆i,j be the triangle {ai, bj, c(i+j) mod n3} in Kn1,n2,n3 .
Lemma 4. The family Γ = {∆i,j: 0 ≤ i ≤ n1 − 1, 0 ≤ j ≤ n2 − 1} is a minimum edge clique cover of Kn1,n2,n3 , and so
θe(Kn1,n2,n3) = n1n2.
Proof. First, θe(Kn1,n2,n3) ≥ θe(Kn1,n2) = n1n2, since Kn1,n2 is an induced subgraph of Kn1,n2,n3 . We then only have to show
that Γ is an edge clique cover of Kn1,n2,n3 . To see this, notice that for all s and t , the edge asbt is covered by∆s,t , the edge asct
is covered by∆s,r and the edge bsct is covered by∆r,s, where r = (t − s)mod n3. 
We are now ready to determine κ(Kn1,n2,n3).
Theorem 5. If n1 ≥ n2 ≥ n3 and n = n1 + n2 + n3, then
κ(Kn1,n2,n3) =
n1n2 − n+ 2, if n2 ≥ n3 + 2;
n1n2 − n+ 3, if n2 = n3 + 1 or n2 = n3 = 1;
n1n2 − n+ 4, if n2 = n3 ≥ 2.
Proof. It is easy to check that κ(Kn1,1,1) = 1 = n1n2 − n+ 3 as Kn1,1,1 is a chordal graph. We now assume that n2 ≥ 2. For
0 ≤ i ≤ n1 − 1, letQ2i+1 = {ai, bi mod n2} and Q2i+2 = {ai, b(i+1) mod n2}, if n2 ≥ n3 + 2;
Q2i+1 = {ai, bi mod n2} and Q2i+2 = {ai, b(i+1) mod n2} ∪ {c1}, if n2 = n3 + 1;
Q2i+1 = {ai, bi mod n2} ∪ {c0} and Q2i+2 = {ai, b(i+1) mod n2} ∪ {c1}, if n2 = n3 ≥ 2.
For 0 ≤ i ≤ n1 − 1 and 2 ≤ j ≤ n2 − 1, let Qi+1+jn1 = {ai, b(i+j) mod n2 , cj mod n3}. It is straightforward to check
that {Q1,Q2, . . . ,Qn1n2} is indeed an edge clique cover of Kn1,n2,n3 . In order to apply Lemma 3, we need to compute
pi = |Qi \ ∪j<i Qj| for 1 ≤ i ≤ n1n2. Notice that it is always the case that pi ≤ 1, except p1 = 2 for n2 ≥ n3 + 2,
p1 = p2 = 2 for n2 = n3 + 1 and p1 = 3, p2 = 2 for n2 = n3 ≥ 2. So, | ∪j≤i Qj| ≤ i + t − 1 for 1 ≤ i ≤ r , where t = 2 for
n2 ≥ n3 + 2, t = 3 for n2 = n3 + 1 and t = 4 for n2 = n3 ≥ 2. Lemma 3 then implies the values in the theorem are upper
bounds of κ(Kn1,n2,n3).
Next, we shall prove that the values in the theorem are also lower bounds. Let κ(Kn1,n2,n3) = t . Choose an acyclic digraph
D such that C(D) = Kn1,n2,n3 ∪ {vn+1, vn+2, . . . , vn+t} and it has an acyclic ordering v1, v2, . . . , vn+t . Let Si = N−(vi) for
1 ≤ i ≤ n + t . As ∪j≤i Sj ⊆ {v1, v2, . . . , vi−1}, we may assume that S1 = S2 = ∅. Then, F = {S3, S4, . . . , Sn+t} is an edge
clique cover of Kn1,n2,n3 and so n+t−2 ≥ θe(Kn1,n2,n3) = n1n2. This gives t ≥ n1n2−n+2. Hence, κ(Kn1,n2,n3) = n1n2−n+2
for the case of n2 ≥ n3 + 2.
For the case of n2 = n3+1. Suppose to the contrary that t ≤ n1n2−n+2, or equivalently n+ t−2 ≤ n1n2. By Lemma 4,
n1n2 = θe(Kn1,n2,n3) ≤ |F | = n + t − 2 ≤ n1n2 and so |F | = n1n2. This gives that F is a minimum edge clique cover of
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Kn1,n2,n3 and each clique Sk covers exactly one private edge between V1 and V2. We may assume that v1 = b0, v2 = a0 and
S3 = {a0, b0}. Since S4 ⊆ S3 ∪ {v3}must cover a private edge between V1 and V2, v3 ∈ V1 ∪ V2. Without loss of generality,
either v3 = a1 with S4 = {a1, b0} or v3 = b1 with S4 = {a0, b1}. For 0 ≤ i ≤ n1 − 1, since n2 = n3 + 1, among the n2
cliques in F containing ai at least n2 − 1 of them contain one vertex in V3. Thus only the case v3 = a1 and S4 = {a1, b0} is
possible. Continuing this process, in general, wemay assume that vk−1 = ak−3 and Sk = {ak−3, b0} for 3 ≤ k ≤ n1+2. Then,
vn1+2 = cz for some 0 ≤ z ≤ n3 − 1 and Sn1+3 = {ax, b0, cz} for some 0 ≤ x ≤ n1 − 1. This is impossible as the edge axb0
now belongs to two distinct cliques Sx+3 and Sn1+3. This proves κ(Kn1,n2,n3) = n1n2 − n+ 3 for the case of n2 = n3 + 1.
For the case of n2 = n3 ≥ 2, suppose to the contrary that t ≤ n1n2 − n + 3, or equivalently n + t − 2 ≤ n1n2 + 1.
By Lemma 4, n1n2 = θe(Kn1,n2,n3) ≤ |F | = n + t − 2 ≤ n1n2 + 1 and so n1n2 ≤ |F | ≤ n1n2 + 1. Since n2 = n3, each
clique Sk of F , except one, covers exactly one private edge between V1 and V2 and exactly one private edge between V1 and
V3. Thus, S3 ∪ S4 must cover at least one edge between V1 and Vi for i = 2, 3. This shows that {v1, v2, v3} ∩ Vi ≠ ∅ for
i = 1, 2, 3. Therefore, we may assume that v1 = c0, v2 = b0, v3 = a0, S1 = S2 = S3 = ∅ and S4 = {a0, b0, c0}. Hence,
F ′ = {S4, S5, . . . , Sn+t} is a minimum edge clique cover of Kn1,n2,n3 of the size n1n2 = n1n3. Since each clique Sk of F ′
covers exactly one private edge between V1 and V2 and exactly one private edge between V1 and V3, we may assume that
v4 = a1 and S5 = {a1, b0, c0}. Continuing this process, in general, we may assume that vk−1 = ak−4 and Sk = {ak−4, b0, c0}
for 4 ≤ k ≤ n1 + 3. Then either vn1+3 ∈ V2 or vn1+3 ∈ V3. Without loss of generality assume that vn1+3 = cz for some
0 ≤ z ≤ n3 − 1. Then Sn1+4 = {ax, b0, cz} for some 0 ≤ x ≤ n1 − 1. This is impossible as the edge axb0 now belongs to two
distinct cliques Sx+4 and Sn1+4. This proves κ(Kn1,n2,n3) = n1n2 − n+ 4 for the case of n2 = n3 ≥ 2. 
3. Complete r-partite graphs for r ≥ 4
This section determines the competition numbers of some complete r-partite graphs Kn1,n2,...,nr with r ≥ 4. Throughout
Sections 3 and 4, we assume the partite sets of Kn1,n2,...,nr are Vi = {vi0, vi1, . . . , vini−1} for 1 ≤ i ≤ r .
Theorem 6. If n1 ≥ n2 ≥ n3 ≥ n4, n1(n2 − n3 − 2) ≥ n3(n4 − 1) and n =1≤i≤4 ni, then κ(Kn1,n2,n3,n4) = n1n2 − n+ 2.
Proof. By Theorem 1, κ(Kn1,n2,n3,n4) ≥ θe(Kn1,n2,n3,n4)− n+ 2 ≥ n1n2 − n+ 2. Next, consider the following cliques:
Q2i+1 = {v1i , v2i mod n2}, for 0 ≤ i ≤ n1 − 1;
Q2i+2 = {v1i , v2(i+1) mod n2}, for 0 ≤ i ≤ n1 − 1;
Qi+1+jn1 = {v1i , v2(i+j) mod n2 , v3j mod n3 , v4j mod n4}, for 0 ≤ i ≤ n1 − 1, 2 ≤ j ≤ n3 + 1.
The inequality n1(n2 − n3 − 2) ≥ n3(n4 − 1) implies n2 ≥ n3 + 2, so for each i between 0 and n1 − 1 these n1(n3 + 2)
cliques cover the n3 + 2 edges v1i v2(i+j) mod n2 for 0 ≤ j ≤ n3 + 1. This leaves n1n2 − n1(n3 + 2) = n1(n2 − n3 − 2)
uncovered edges between V1 and V2. Also, n3 ≥ n4 implies that Q2n1+1, . . . ,Qn1(n3+2) cover the n3 edges v3j mod n3v4j mod n4 for
2 ≤ j ≤ n3+1. This leaves n3n4−n3 = n3(n4−1) uncovered edges between V3 and V4. Since all other edges are also covered
and n1(n2 − n3 − 2) ≥ n3(n4 − 1), we can construct n1(n2 − n3 − 2)more cliques to cover the remaining uncovered edges.
So, we have an edge clique cover {Q1,Q2, . . . ,Qn1n2}. In order to apply Lemma 3, we need to compute pi = |Qi \ ∪j<i Qj| for
1 ≤ i ≤ n1n2. Notice that p1 = 2 and pi ≤ 1 for i ≥ 2, except pjn1 = 0 and p1+jn1 ≤ 2 for 2 ≤ j ≤ n3 + 1. Therefore,| ∪j≤i Qj| ≤ i+ 2− 1 for 1 ≤ i ≤ n1n2. By Lemma 3, κ(Kn1,n2,n3,n4) ≤ n1n2 − n+ 2. 
Since the inequality n1(n2 − n3 − 2) ≥ n3(n4 − 1) holds for n2 ≥ n3 + n4 + 1, we have the following consequence.
Corollary 7. If n1 ≥ n2 ≥ n3 + n4 + 1 and n =1≤i≤4 ni, then κ(Kn1,n2,n3,n4) = n1n2 − n+ 2.
Theorem 8. If n1 ≥ r−2 ≥ 3, n1 ≥ n2 ≥ n3 ≥ ni for 4 ≤ i ≤ r, n1(n2−n3−2)− r+4 ≥ θe(Kn3,n4,...,nr ) and n =

1≤i≤r ni,
then κ(Kn1,n2,...,nr ) = n1n2 − n+ 2.
Proof. By Theorem 1, κ(Kn1,n2,...,nr ) ≥ θe(Kn1,n2,...,nr )− n+ 2 ≥ n1n2 − n+ 2. Next, consider the following cliques:
Q2i+1 = {v1i , v2i mod n2}, for 0 ≤ i ≤ n1 − 1;
Q2i+2 = {v1i , v2(i+1) mod n2}, for 0 ≤ i ≤ n1 − 1;
Qi+1+2n1 = {v1i , v2(i−1) mod n2}, for 0 ≤ i ≤ r − 5;
Qr−4+i+1+jn1 = {v1i , v2(i+j) mod n2 , v3j mod n3 , . . . , vrj mod nr }, for 0 ≤ i ≤ n1 − 1, 2 ≤ j ≤ n3 + 1.
The inequality n1(n2 − n3 − 2) − r + 4 ≥ θe(Kn3,n4,...,nr ) implies n2 ≥ n3 + 3, so for each i between 0 and n1 − 1 these
n1(n3 + 2) cliques cover the n3 + 2 edges v1i v2(i+j) mod n2 for 0 ≤ j ≤ n3 + 1. Also, n1 ≥ r − 2 and n2 ≥ n3 + 3 implies that
Q2n1+1, . . . ,Qn1+r−4 cover the r − 4 extra edges v1i v2(i−1) mod n2 for 0 ≤ i ≤ r − 5. This leaves n1n2 − n1(n3 + 2)− r + 4 =
n1(n2−n3−2)− r+4 uncovered edges between V1 and V2. Notice that these n1(n3+2)+ r−4 cliques cover all vertices of
Kn1,n2,...,nr , and all edges except n1(n2−n3−2)− r+4 edges between V1 and V2 and some edges in the subgraph Kn3,n4,...,nr .
Since n1(n2 − n3 − 2) − r + 4 ≥ θe(Kn3,n4,...,nr ) and the edges in Kn3,n4,...,nr can be covered by θe(Kn3,n4,...,nr ) cliques, we
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can construct n1(n2 − n3 − 2) − r + 4 more cliques to cover the remaining uncovered edges. So, we have an edge clique
cover {Q1,Q2, . . . ,Qn1n2}. In order to apply Lemma 3, we need to compute pi = |Qi \ ∪j<i Qj| for 1 ≤ i ≤ n1n2. Notice that
p1 = 2 and pi ≤ 1 for i ≥ 2, except pi+jn1 = 0 for 0 ≤ i ≤ r − 4 and pr−3+jn1 ≤ r − 2 for 2 ≤ j ≤ n3 + 1. Therefore,| ∪j≤i Qj| ≤ i+ 2− 1 for 1 ≤ i ≤ n1n2. By Lemma 3, κ(Kn1,n2,...,nr ) = n1n2 − n+ 2. 
Since the inequality n1(n2 − n3 − 2) − 1 ≥ n3n4 holds for n2 ≥ n3 + n4 + 2, we have the following consequence by
Theorem 8.
Corollary 9. If n1 ≥ 5 and n1 ≥ n2 ≥ n3 + n4 + 2 with n =1≤i≤5 ni, then κ(Kn1,n2,n3,n4,n5) = n1n2 − n+ 2.
4. Bounds for the competition number of Kn1,n2,...,nr
This section establishes bounds for the competition numbers of Kn1,n2,...,nr .
A Latin square of order n is an n× nmatrix with entries taken from {1, 2, . . . , n} such that each entry occurs exactly once
in each row or column. Two Latin squares A = (aij) and B = (bij) of order n are orthogonal if the n2 ordered pairs (aij, bij),
where 1 ≤ i, j ≤ n, cover all n2 pairs (k, ℓ). Let L(n) denote the maximum number of mutually orthogonal Latin squares of
order n.
Park et al. [14] showed that if 3 ≤ r ≤ L(n)+ 2, then θe(Kr(n)) = n2. In fact, it is also true for r = 2 but not for r = 1. We
observed that the converse statement is also true as shown below.
Theorem 10. For any integers r and n, 2 ≤ r ≤ L(n)+ 2 if and only if θe(Kr(n)) = n2.
Proof. We only need to prove the sufficiency. Assume θe(Kr(n)) = n2. It is clear that 2 ≤ r .
Choose an edge clique cover F of Kr(n) of the size n2. For any i ≠ j, there are n2 edges between the partite sets Vi and Vj
and each clique in F contains at most and so exactly one edge between sets Vi and Vj. Denote by Si,j the clique in F containing
vertices v1i−1 and v
2
j−1. Then F = {Si,j : 1 ≤ i ≤ n, 1 ≤ j ≤ n}.
For 3 ≤ k ≤ r , define the n × n matrix Ak with entries (Ak)i,j = ti,j + 1, where Si,j ∩ Vk = {vkti,j}. We shall show that
A3, A4, . . . , Ar are mutually orthogonal Latin squares. First, for any row i in Ak and 1 ≤ ℓ ≤ n, there is a unique clique
Si,j ∈ F covering the edge v1i vkℓ−1 and so (Ak)i,j = ℓ for some j. Similarly, for any column j in Ak and 1 ≤ ℓ ≤ n, we have
(Ak)i,j = ℓ for some i. This shows that each entry occurs exactly once in each row or column. Therefore, Ak is a Latin square
for 3 ≤ k ≤ r . Next, for 3 ≤ s < t ≤ r and 1 ≤ k, ℓ ≤ n, there is a clique Si,j ∈ F covering edge vsk−1vtℓ−1 and so (As)i,j = k
and (At)i,j = ℓ. This shows that the n2 ordered pairs ((As)i,j, (At)i,j), where 1 ≤ i, j ≤ n, cover all n2 pairs (k, ℓ). Thus, As and
At are orthogonal for 3 ≤ s < t ≤ r and so r ≤ L(n)+ 2 as desired. 
It is well known [1] that if n = pa11 pa22 . . . parr , where p1, p2, . . . , pr are distinct primes and each ai ≥ 1, then L(n) ≥
min{pa11 , pa22 , . . . , parr } − 1. Consequently, we have the following result.
Corollary 11. If n ≢ 2 (mod 4), then θe(Kn,n,n,n) = n2.
A vertex clique cover of a graph G is a family of cliques such that each vertex is covered by at least one clique in the family.
The vertex clique cover number θv(G) of a graphG is theminimum size of a vertex clique cover. Opsut [13] gave a lower bound
on κ(G) as follows.
Theorem 12 (Opsut [13]). If Gu is the subgraph of G induced by N(u), then κ(G) ≥ min{θv(Gu) : u ∈ V (G)}.
We extend the notion in a more general setting as follows. Given a vertex subset S of a graph G, denote E(S) = {e : e is
incident to some v ∈ S}. An edge clique cover of E(S) is a family of cliques such that each edge in E(S) is covered by at least one
clique in the family. The minimum size of an edge clique cover of E(S) is denoted by θ(E(S)). Note that θ(E({u})) = θv(Gu)
for all u ∈ V (G). The following result generalizes Theorem 12. In fact, it is same as Theorem 2.1 in the paper [18].
Theorem 13 (Sano [18]). If G is a graph of order n ≥ r ≥ 1, then
κ(G) ≥ min{θ(E(S)) : S ⊆ V (G)with |S| = r} − r + 1.
Proof. Choose an acyclic digraph D such that C(D) = G∪ It , where t = κ(G). Then D has an acyclic ordering v1, v2, . . . , vn+t
with It = {vn+1, vn+2, . . . , vn+t}. Let Qi = N−(vi) for 1 ≤ i ≤ n + t . For 1 ≤ i ≤ n, an edge e incident to vi is
in E(Qj) for some j > i. Consider the set S ′ = {vn−r+1, vn−r+2, . . . , vn}. If edge e ∈ E(S ′), then e ∈ E(Qj) for some
j ≥ n − r + 2. Thus, {Qn−r+2, . . . ,Qn+t} is an edge clique cover of E(S ′) and so t + r − 1 ≥ θ(E(S ′)). Therefore,
κ(G) ≥ min{θ(E(S)) : S ⊆ V (G)with |S| = r} − r + 1. 
Park et al. [7] showed that κ(Kr(n)) ≥ 2n− 2 for r ≥ 2. We now give a slightly more general result as follows.
Theorem 14. If r ≥ 2 and n1 ≥ n2 ≥ · · · ≥ nr , then κ(Kn1,n2,...,nr ) ≥ min{2n2 − 1, n1 + nr − 2}.
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Proof. Choose a vertex set S ′ = {vij, vi′j′ } of the size 2 such that θ(E(S ′)) = min{θ(S) : S ⊆ V (Kn1,n2,...,nr ), |S| = 2}. By
Theorem 13, κ(Kn1,n2,...,nr ) ≥ θ(E(S ′))−1. For the case of i = i′, choose the smallest index k ≠ i. Then E(S ′) contains the 2nk
edges vijv
k
p and v
i′
j′v
k
p for 0 ≤ p ≤ nk−1, no two of them can be covered by a clique. Hence κ(Kn1,n2,...,nr ) ≥ 2nk−1 ≥ 2n2−1.
For the case of i ≠ i′, say i < i′, E(S ′) contains n1 edges vi′j′v1p for 0 ≤ p ≤ n1−1 and the ni′−1 edges vijvi
′
q for 0 ≤ q ≤ ni′−1
with q ≠ j′, no two of them can be covered by a clique. Hence κ(Kn1,n2,...,nr ) ≥ n1 + ni′ − 2 ≥ n1 + nr − 2. 
A similar argument also leads to the following result.
Theorem 15. If r ≥ 2 and n ≥ 2, then κ(Kr(n)) ≥ 3n− 5.
Proof. Choose a vertex set S ′ = {vi0j0 , v
i1
j1
, v
i2
j2
} of size 3 such that θ(E(S ′)) = min{θ(S) : S ⊆ V (Kr(n)), |S| = 3}. Then
κ(Kr(n)) ≥ θ(E(S ′))− 2 by Theorem 13. Choose a minimum edge clique cover F of E(S ′). Since each clique in F has at least
one vertex in S ′, F = ∪2s=0 Fs, where Fs = {Q ∈ F : visjs ∈ Q } for 0 ≤ s ≤ 2. For 0 ≤ s ≤ 2, if is = is+1, where the index s+1 is
taken modulo 3, then choose i ≠ is and so the n edges visjsvip for 0 ≤ p ≤ n− 1 in E(S ′) are needed to be covered by n cliques
in Fs \ Fs+1; if is ≠ is+1, then the n − 1 edges visjsv
is+1
p for 0 ≤ p ≤ n − 1 with p ≠ js+1 in E(S ′) are needed to be covered by
n−1 cliques in Fs \ Fs+1. In any case, |Fs \ Fs+1| ≥ n−1. Hence |F | ≥2s=0 |Fs \ Fs+1| ≥ 3n−3 and so κ(Kr(n)) ≥ 3n−5. 
Park et al. [14] showed that κ(Kr(n)) ≥ n2 − rn+ r + 1 for 3 ≤ r ≤ L(n)+ 2 and κ(K4(n)) ≥ n2 − 4n+ 6 for n ≥ 4. We
now improve the results with no condition on L(n).
Theorem 16. For any integers r, n with n ≥ 3 and r ≥ 2, κ(Kr(n)) ≥ n2 − rn+ 3r − 5.
Proof. Choose an acyclic digraph D such that C(D) = Kr(n) ∪ It , where t = κ(Kr(n)). Then D has an acyclic ordering
v1, v2, . . . , vrn+t with It = {vrn+1, vrn+2, . . . , vrn+t}. Notice that F = {Qi : 1 ≤ i ≤ rn + t} is an edge clique covering
of Kr(n), where Qi = N−(vi). Consider the set U = {v1, v2, . . . , v3r−2} and let ai = |U ∩ Vi| for 1 ≤ i ≤ r . For convenience,
we may assume that a1 ≤ a2 ≤ · · · ≤ ar . Then a1a2 ≤ 4 as1≤i≤r ai = 3r − 2 and a1 ≤ a2 ≤ · · · ≤ ar . This shows that
{Q1,Q2, . . . ,Q3r−1} covers atmost 4 edges between V1 and V2 and so {Q3r ,Q3r+1, . . . ,Qrn+t}must cover at least n2−4 edges
between V1 and V2 as n ≥ 3. Since edges between V1 and V2 must be covered by distinct cliques, rn+ t− (3r − 1) ≥ n2− 4,
so κ(Kr(n)) ≥ n2 − rn+ 3r − 5. 
In 2009, Park et al. [14] showed that κ(Kr(n)) ≤ n2 − n+ 1 for 3 ≤ r ≤ L(n)+ 2. We close this section by giving a better
upper bound as follows.
Theorem 17. If r ≥ 2, then κ(Kr(n)) ≤ θe(Kr(n))− 2n+ 2. Consequently, κ(Kr(n)) ≤ n2 − 2n+ 2 for 2 ≤ r ≤ L(n)+ 2.
Proof. Choose a minimum edge clique covering F = {Q1,Q2, . . . ,Qt} of Kr(n), where t = θe(Kr(n)). Since any clique
in F contains at most one edge between V1 and V2, for convenience, we may assume that {v1i−1, v2i−1} ⊆ Q2i−1 and
{v1i , v2i−1} ⊆ Q2i for 1 ≤ i ≤ n − 1. Define a digraph D by V (D) = V (Kr(n)) ∪ {vrn+1, vrn+2, . . . , vrn+t−2n+2} and
A(D) =n−1i=1 {(a, v1i ), (b, v2i ) : a ∈ Q2i−1 and b ∈ Q2i}∪t−2n+2j=1 {(c, vrn+j) : c ∈ Q2n−2+j}. Obviously, C(D) = Kr(n)∪ It−2n+2
asF is an edge clique covering of Kr(n). By the definition ofD, each vertex v ofD is either a sink or a source, except v ∈ V1∪V2.
Then, there are 4(n − 1) arcs (v1i−1, v1i ), (v2i−1, v1i ), (v1i , v2i ), (v2i−1, v2i ) ∈ A(D) in V1 ∪ V2 for 1 ≤ i ≤ n − 1. Then D is an
acyclic digraph. By Theorem 10, if 2 ≤ r ≤ L(n)+ 2, then κ(Kr(n)) ≤ n2 − 2n+ 2. 
5. Concluding remarks
Park et al. [14] showed that κ(Kp,p,p,p) ≤ p2 − 4p + 8 for any prime p ≥ 5. In fact, their proof already showed that
κ(Kn,n,n,n) ≤ n2 − 4n + 8 for any odd n ≥ 5. According to Theorem 16, we have n2 − 4n + 7 ≤ κ(Kn,n,n,n) ≤ n2 − 4n + 8
for odd n ≥ 5. It is an interesting problem to determine the exact value of κ(K4(n)).
By Theorem 5 and κ(Kn1,n2) = n1n2 − (n1 + n2) + 2, we have κ(Kn1,n2) ≥ κ(Kn1,n2,n3) for n1 ≥ n2 ≥ n3. According to
Theorem 5 and Corollaries 7 and 9, we have κ(Kn1,n2,n3) ≥ κ(Kn1,n2,n3,n4) ≥ κ(Kn1,n2,n3,n4,n5) for n1 ≥ n2 ≥ n3 + n4 + 2 >
n3 ≥ n4 ≥ n5. Hence, we suspect that κ(Kn1,n2) ≥ κ(Kn1,n2,n3) ≥ · · · ≥ κ(Kn1,n2,...,nr ) for n1 ≥ n2 ≥ · · · ≥ nr .
We close this paper by posting two questions.
1. What is the value κ(K4(n)) for odd n ≥ 5?
2. Is it true that κ(Kn1,n2) ≥ κ(Kn1,n2,n3) ≥ · · · ≥ κ(Kn1,n2,...,nr ) for n1 ≥ n2 ≥ · · · ≥ nr?
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