The use of databanks in genetic research assumes reliability of the information they contain. Currently, error-detection in the manually or electronically entered data contained in the nucleotide sequence databanks at EMBL, Heidelberg and GenBank at Los Alamos is limited. We have used a subset of sequences from these databanks to train neural networks to recognize pre-mRNA splicing signals in human genes. During the training on 33 human genes from the EMBL databank seven genes appeared to disturb the learning process. Subsequent investigation revealed discrepancies from the original published papers, for three genes. In four genes, we found wrongly assigned splicing frames of introns. We believe this to be a reflection of the fact that splicing frames cannot always be unambiguously assigned on the basis of experimental data. Thus incorrect assignment appear both due to mere typographical misprints as well as erroneous interpretation of experiments. Training on 241 human sequences from GenBank revealed nine new errors. We propose that such errors could be detected by computer algorithms designed to check the consistency of data prior to their incorporation in databanks.
INTRODUCTION
The nucleotide sequence databanks at the European Molecular Biology Laboratory (EMBL), in Heidelberg and GenBank at Los Alamos offer general access to published sequences. Each entry includes feature tables with information about transcription and translation signals as well as pre-mRNA splicing signals. This access provides excellent opportunities for researchers to perform a variety of sequence analyses (1) . With the increasing number of sequences available it also permits the search for sequence patterns triggering molecular mechanisms like transcription initiation and termination, translation initiation, and pre-mRNA splicing (2, 3, 4, 5) . To study complex mechanisms, a large amount of sequence data is needed, and the use of automated data collection from a sequence databank becomes more attractive than manual collection of sequences from scientific journals.
We have used automated data collection to generate subsets of 33 human genes from the EMBL databank and 241 sequences from human genes from the GenBank databank. All entries contained information about the location of splicing signals. In most eucaryotic genes, signals are present that direct the removal of intron sequences from pre-mRNA molecules before they leave the nucleus to be translated (see ref. (6) and (7) for a review). On the basis of the feature table information, we assigned each nucleotide to one of two categories, splicing donor sites or not, the latter category including nucleotides in exons and introns, and nucleotides that function as a splicing acceptor. These data sets were used to train neural networks of the multi-layer perceptron type (8, 9, 10, 11) , to classify nucleotides, on the basis of their context, as belonging to one of the two categories, (manuscript in preparation).
Neural networks are currently being applied to many classification tasks, a common feature being the ability of the trained networks to cope with non-linearities in the association between objects and categories. However, in the presence of strong non-linearities, i.e. when many similar objects are to be put into widely different categories while many dissimilar objects are going into the same category, the classification is generally very hard for the network to learn (9) .
One way to make a classification task strongly non-linear is to introduce errors randomly in the mapping between objects and categories, thereby lowering the degree of regularity, which is a prerequisite for the function of a specific biological recognition mechanism.
We have previously given a preliminary account on errors detected in the EMBL database during training on thirty-three human genes (12) . In the present paper we report the methods and materials used during the detection of these errors, as well as a systematic analysis of the GenBank database using the same approach.
MATERIALS AND METHODS

Sequence retrieval and preprocessing
EMBL
The EMBL directory release 17 was searched manually for complete human genes, avoiding genes with alternative splicing, and pseudogenes. This search left fourty-four genes of which the first (in alphabetical order) thirty-three listed in table 1 and 2 were chosen for neural network training experiments while the remaining eleven genes were reserved for later control experiments.
GenBank
From GenBank Release 62.0 all annotated human sequences were extracted (5141 entries). A test to check the consistency of the feature lines revealed five entries in which a ' > ' or ' < ' sign was used incorrectly: K03184, Ml 1783, JO3593, M15383, and M20843. A subset of the remaining 5136 entries consisting of entries with IVS feature lines, and which did not contain the string 'alternative splic' in the entry in order to leave out alternative splice sites, contained 1824 sequences. Of these sequences 241 contained full introns only.
These data sets were presented as input to an algorithm, that reads the feature table and on the basis of this information classifies the nucleotides as being splicing donor sites or not. The output from this algorithm was in turn used as input for training neural networks.
Architecture of the neural network The neural network used in this investigation was of the feedforward type (see figure 1), and it was equipped with processing elements which performed simple computations: summing up input values that were multiplied by specific weight factors; subtracting from this sum an internal threshold value, and subsequently making the result the argument of a non-linear function possessing a sigmoidal (i.e. S-shaped) form. The value of the latter represented a real-numbered activity, limited downwards by zero and upwards by one O = a( £ WJ n -t), Presumed -lbp error in splicing frame of intron I in article*.
Nucleotides CG after bp 578 as reported in ref. (20) where a (x) = l/(l-r-e~x), and N the number of inputs. One layer of connections in this neural network connected the input layer (comprising 76 units) with a hidden layer of twenty non-linear processing elements, and a second layer of connections connected the hidden layer with the output layer. Through a window into the nucleotide sequence, the input layer read a sequence of nineteen nucleotides, represented by nineteen blocks of four elements, an A being represented by the binary pattern 1000, T by 0100, G by 0010 and C by 0001. In the output layer two processing elements represent the donor/non-donor assignment of the middle nucleotide in the input window by the patterns 10 and 01. This binary representation is similar to the one used in the NETtalk network (13) which assigned phonemes to alphabetic letters of English text and the one used in networks (14, 15, 16) which classify amino acids into categories of their corresponding protein secondary structure: alpha-helix, beta-sheet and coil. A similar sparse coding scheme was applied in a network predicting distance constraints on the three-dimensional structure of protein backbones (17) .
During training, the network was exposed to gene input window sequences of nineteen nucleotides and corresponding donor/non-donor assignments, and the strengths of the connections were modified (10) so that the numerical value of the two output neurons gradually approached the desired values, 0 and 1 or 1 and 0, depending on the sequence in question. Each connection, say between neuron / and j , was modified by an amount proportional to the negative gradient of the error made by the network
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where the total network error E is the sum of the squared deviations from the desired output values ak Nucleic Acids Research, Vol. 18, No. 16 4799 Figure 1 . Architecture of the feed-forward neural network used for classifying the middle nucleotide in one of two categories: splicing donor site or non splicing donor site, with the exon-intron junction to the left of the middle nucleotide. The input layer encoded each DNA sequence as a binary string with 19x4 = 76 bits, representing nineteen blocks of four elements, an A by the binary pattern 1000, T by 0100, G by 0010 and C by 0001. The 76 bits were broadcasted to the twenty non-linear processing units interfacing the input layer and the output layer. Each of the twenty units computed a weighted sum with 76 terms, and subsequently this sum (subtracted an internal threshold value), was made the argument of a non-linear sigmoid function giving a real number, limited downwards by zero and upwards by one. From these twenty reals the two units in the output layer similarly computed two numbers. The unit with the largest output was decisive for the category assignment. Notice that only connections branching off from the first and the last unit in each layer are shown on the figure. a enumerates the input window configurations and k the output neurons. The input window was sequentially shifted, one nucleotide at a time, down the sequence of each gene so that the EMBL training set consisted of close to 100.000 input window configurations, whereas the GenBank training set consisted of close to 1.5 million input window configurations. Thus the number of windows containing non-donor sites largely outnumbered the number of windows containing donor sites. During a training session the success of the training was monitored in two different ways, one concerning the training set as a whole, another concerning each window configuration separately.
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The performance on the full training set was quantified by monitoring the decrease in the total network error E. If E remained constant for a large number of presentations of the full training set, it indicated that no improvements would be gained from further training.
The network had learnt a single donor or non-donor window configuration, if the real-numbered activity of the corresponding neuron exceeded the activity of the non-corresponding neuron. Thus, at any moment during training, we had an objective criterium for successful learning, a criterium pointing uniquely to those inputs not being classified correctly.
RESULTS
During training on the EMBL training set the seven genes listed in table 1 appeared to disturb the learning process. They contained window configurations which continued to be classified as donor site when the correct category was non-donor site, or vice versa. Erroneous assignments were investigated manually by consulting the original publications. The results of this manual investigation are summarized in table 1.
The HSHLIA donor assignment found in the database would disrupt the reading frame stated in the original paper. Our interpretation of the donor site location in the original paper agrees with the reading frame. By comparing the HSERPG databank entry with the original paper we noted that two nucleotides after position 578 had not been entered into the database. After adding these two nucleotides all Feature table entries have to be incremented by two except for the last acceptor site, which should be decremented by two. The HSGROW2 donor assignment found in the database disrupts the reading frame stated in the original paper. Our interpretation of the donor site location in the original paper agrees with the reading frame.
The remaining entries in table 1 concern introns where there are repeated bases around the borders of the intron. In this case, even with cDNA sequence or amino-acid sequence information provided, it cannot be determined which actual bases are ligated together in the splice (the splicing 'frame', see ref. 21 ). Since splicing, however, always occurs at a position that is fixed with respect to the sequence signal (25) the neural network may point out the splicing frame that agrees with the sequence signal. Whether this is the splicing frame used in vivo can only be determined by transcript mapping.
During subsequent training using the GenBank data set some 
ref.
Splice donor cited at bp 501 in feature of the seven genes listed in table 1 were again unlearnable (they had been translated to GenBank). In addition to these a number of new genes, listed in table three, interfered with the learning process. The entry HUMALBI9I does not contain a complete intron. According to the nomenclature of GenBank this should be indicated with inequality signs. The location of donors in entries HUMCS5 and HUMMDRBU are in conflict with the location of splice donors in the similar genes, HUMGHCSA, and HUMMHDCB, respectively. We have no evidence of these genes being spliced identically, but merely point out that the neural network reports internal inconsistensies of this kind. The interpretation of the original paper on the HUMTRGV9A entry in the database does not result in the polypeptide suggested by the original paper. This is true for the HUMTBB1P entry as well. The splicing frame of HUMHBDPN is not in agreement with the splicing signal present in the sequence, as described above. For the entry HUMTNFAB no information is given on the splicing in the original paper. The source of the splicing information is not given. Our neural network happens to disagree with one assignment, but we have no proof of whether this site is the one that is used.
One of the errors detected in EMBL is not found in the GenBank database (HUMGHCSA, Acc.no: J03071).
CONCLUSION
In the course of extracting information from EMBL and GenBank some problems arose which seem to be rather general. The format of the biological information is very inconsistent, e.g. introns are sometimes indicated by exon locations only. From examples of the new entry format announced to be implemented in GenBank release 64.0, it is conceivable that these inconsistencies will remain.
The errors found during training of neural networks have all been found in the location of splicing donor sites, where the discriminatory ability of the network is presently greatest. Consequently, we would not expect, with the present approach, to find errors other than those concerning the exact location of a splicing donor site. An error in the location of a splicing donor site may stem from insertions or deletions of bases in the sequence, or from errors in the feature table containing the information about the location of the splice site. All of the unlearnable assignments were traceable to either internal conflicts or errors as described. After correcting the errors reported in tables 1 and 3 according to the published papers, the network found no difficulty in learning all the assignments.
The problem of errors in the sequences incorporated in databanks might be amplified in future, as a consequence of the increasing speed of sequence determination and the initiative to sequence the human genome. We therefore propose that computerized proof reading should be incorporated in the databanks. Such proof reading could take advantage of the ability of neural networks to reveal non-linearities of a data set, as we have demonstrated. If neural networks were to be used for proofreading, unlearnable assignments should be picked out for manual check.
