Interaural time differences (ITDs), the differences of arrival time of the sound at the two ears, provide a major cue for low-frequency sound localization in the horizontal plane. The first nucleus involved in the computation of ITDs is the medial superior olive (MSO). We model the neural circuit of the MSO using a stochastic description of spike timing.
While this paper deals with lower frequency bands, it is possible that higher frequencies are processed with the use of similar neuronal algorithms, as we proposed in earlier studies by Kofranek (2004 and 2005) . This paper presents a theory of how binaural sound localization for low frequencies might be realized in mammals and particularly in humans. The theory of Jeffress (1948) is one of the first well-known attempts to explain how neuronal circuitry achieves this. His prescient work is still frequently cited (Joris et al. 1998) . Jeffress' visionary hypothesis asserted that the ITD is converted to a binary signal in a higher order neuron through an array of delay lines of fibers in lower order neurons from both sides. Pioneering experiments by Carr and Konishi (1988) showed that Jeffress was correct in case of birds.
As far as we know, the existence of an analogous delay line in mammals remains an open question (Grothe 2003 , Joris and Yin 2007 , McAlpine and Grothe 2003 . What other neural circuit mechanism might be responsible for calculating the azimuth from the ITD?
In this paper we propose an alternative to the delay line array model based on recent physiological evidence. This alternative is a stochastic delay of a very small number of broadly tuned channels (McAlpine and Grothe 2003) .
The amazing time precision (Joris et al. 1998) in the range of tens of microsecond points towards another statement of Jeffress that the neurons of the circuit should be located among the lower order neurons of the auditory pathway. The lowest order suitable neuron is the first binaural neuron.
The information about the sound source location contained in the ITD is implicitly encoded by spike trains of lower order neurons. The first binaural neurons function as encoders of the ITD. The circuit has to make the information accessible, in other words make it explicit within another spike train in higher level neurons of the auditory pathway.
The function of the circuit is to convert the information implicit in the ITD into the explicit neural code for the ITD. The definition of implicit and explicit neural coding can be found in Koch (2004) . The binaural neurons of the circuit can function either as a delay line (Jeffress 1948) , or as broadly tuned channels (McAlpine and Grothe 2003) .
Our model is based on one time delay in the neuronal circuit. The access to a continuum of responses to various azimuth locations is accomplished through stochastic variations of action potential times as processed by the model circuit. Our novel finding demonstrates that stochastic spike timing can be used by neurons as an instrument for computing the sound azimuth. Model circuit connections and properties after mathematical simplification of their connectivity are still consistent with the neuro-anatomical description of the wiring of the medial superior olive (MSO) circuit in mammals (Beckius et al. 1999 , Young 1998 , McAlpine et al. 2001 .
We have designed and improved a model description of how the neural circuit in the auditory brain stem calculates the direction of incoming sound. This model is an alternative to the classical theory of delay lines. We present a stochastic description of the output spike train and spike timing within the model. Both the analytical calculations and numerical simulations give qualitatively similar results to those of experimental recordings from the rodent auditory brain stem. Our results are also comparable with recordings from brainstems in gerbils by Brand et al. (2002) . Other authors (McAlpine et al. 2001) have found similar tuning curves in response to the changing ITD in different (higher) neurons of the auditory pathway (colliculus inferior) of another animal (guinea pig). We find the results to be robust with respect to variations of the time window size and spike timing jitter.
Model

Anatomical connections and their simplification
The notation of the mathematical formulation of the model follows conventions used in Marsalek and Lansky (2005) and Marsalek and Drapal (2008) , where the excitatory-excitatory (EE) interaction is called excitatory coincidence detection (ECD) and the excitatory-inhibitory (EI) interaction is called inhibitory coincidence detection 5 (ICD). The medial superior olive (MSO) works mostly with low frequencies and the lateral superior olive (LSO) deals mostly with high frequencies.
Our model assumes different connections to the MSO neurons than those assumed in the Jeffress model. The division of neuronal fibers based on their excitatory and inhibitory effect is important. We show in the Results section that inhibitory fibers phase shift the tuning curve of ITD, as compared to that obtained without inhibition. The inhibitory connection to the MSO results from the inversion of synaptic polarity in the medial nucleus of the trapezoid body. The MNTB receives excitatory inputs from the contra-lateral cochlear nuclei and sends inhibitory inputs to the ipsi-lateral MSO. The same MSO also receives an inhibitory connection from the ipsi-lateral side. This inhibitory activity originates from the lateral nucleus of trapezoid body (LNTB), which receives its excitation from the ipsi-lateral cochlear nucleus. To complete the picture, the MNTB sends further inhibitory connections to the LSO. This intricate anatomy is nicely summarized by Young (1998).
Though the design of our model is based on knowledge of these anatomical connections, we have to simplify the model wiring to extract the functional core of the neural circuit. The delays in the real system are present in both ipsi-and contra-lateral pathways (Joris 1996 , Beckius et al. 1999 . For the purpose of simplification, however, relative delay on one side suffices. This relative delay represents the net delay difference.
Furthermore, one inhibitory branch from one side is enough to model the net inhibition from both sides. This leads us to the schematics shown in Figure 1 . Figure 1 around here.
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Operating conditions and constraints
Before proceeding with a formal description of the variables in the model, we should briefly mention the coincidence detector (CD). Without detection of the leading edges of incoming post-synaptic potentials, extraction of a signal from delays in the microsecond range would not be possible. Regardless of which of the two theories we propose, they all must use this microsecond precision. The element detecting the leading edge is called the coincidence detector. The anatomical substrate of the CD is believed to be within the 6 MSO neurons. The location of right and left CDs in our model circuit in Figure 1 does not reflect all the detailed connections found in anatomy, however. The algorithm realized by a single delay in the model circuit is computationally equivalent to the original circuit, regardless of the actual succession of coincidence detectors, delays and the polarity change from excitatory to inhibitory signals. For details see the Discussion section.
We can shuffle the order of delays among selected points in our model without loss of generality. This is based on observation that selected neural operations are
commutative. An example of commutative additions of delays is shown in Equation (1) below. The first processing elements of our model are random delays, which have a specific probability density function (PDF) of synaptic input to neuron in time. Since there is chain of delays in both synaptic chains from the left and from the right ear, we can suppose that we have n ipsilateral delays in the ipsilateral (A) branch of the pathway 
We assume that all these random delays with (timing) jitter (subscript J) on sides A and B (left and right) are mutually independent and identically distributed non-negative random variables. JA Δ and JB Δ have a maximum of max Δ . The constraints imposed on them are given in Equation (2). The coincidence detection (time) window Δ W must be shorter than or equal to the maximum delay and the sound period, T, must be greater than or equal to the maximum delay:
In excitatory coincidence detection, the spike is generated only when the two spikes from sides (A) and (B) meet in a time interval shorter than W Δ . In other words, the two spike delays JA Δ and JB Δ must satisfy:
To model inhibitory coincidence detection, a modification of the condition expressed above in Equation (3) is used. Spikes must arrive in proper succession. The excitation from side A must come after the inhibition from side B. This is formulated as: 
Input distribution of the coincidence detector
The output of the model is dependent on the proper choice of a PDF of random variables.
Firstly, the range of the PDF is defined such that its support is over one sound period. This is on the time interval [0, T], which we normalize to the interval [0, 1].
Therefore probability densities spanning one or both tails from minus infinity to plus infinity, such as gamma density, where its support is on [0, ∞ ), or normal density, where its support is on (-∞ , ∞ ), are not particularly useful. This justifies the choice of beta density, which is nonzero only within the range [0, 1] and is close to gamma density in this range as well. This circumvents the need to normalize the corresponding cumulative distribution function to unity and makes the calculation more transparent without loss of generality. Another useful property of beta density is its simple polynomial definition.
The formula for beta density appears in the Abbreviations and symbols section at the end of this paper. We used beta density for the description of spike timing distribution also in (Marsalek et al. 1997) .
Secondly, the PDF shape, specifically the skewness and the kurtosis, influences the shape of the output tuning curve. We have experimented with both uniform and triangular densities, (Marsalek and Lansky 2005), which are special trivial cases of the beta density with parameters a = 1, b = 1, and a = 1, b = 2, respectively, and make calculation simpler. However, the corresponding output functions analogous to Equation (7) are not as satisfactory as the output resulting from a non-trivial beta density.
These output functions are not shown here and the resulting function itself is discussed in detail at the beginning of the Results section.
Thirdly, the mean (output) activity of the model obtained with inhibition must not drop below the zero line. This is corrected by adding half the height of the span of the output range to the function. This way all output values are positive. They correspond to the neural spike rates which cannot be negative. After eventual normalization, so that the density integral over the whole function range equals unity, the output spike rates express output probability. Figure 2 around here.
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Finally, the input beta density has parameters a = 2 and b = 4 and we denote it B 24 .
To obtain a smooth function on the interval (0, 1) we must have a > 1 and b > 1, and to obtain nonzero skewness we must have a ≠ b. The whole numbers a = 2 and b = 4 are the second smallest non-trivial values of parameters (after a = 2 and b = 3). Figure 2 shows the result of the analytical calculation of the output, which is the function denoted q 24 .
Output distribution from the coincidence detector
The output function q 24 is obtained as follows. Let us denote the difference of the two delays in Equation (1) as:
The probability density function of this new, compound random variable Z is obtained with a convolution integral formula for the difference of the two random variables. we obtain the sum of two 9th degree polynomials in two variables x and z. We use the Symbolic Math Toolbox in the Matlab software to avoid tedious manual computation.
The source code for the symbolic calculation in the Matlab script language is available upon request.
In summary, using Equation (3) In general, the magnitude of timing jitter (denoted JA Δ and JB Δ ) in a neuronal nucleus is dependent on the degree of neuronal convergence in the previous stages of processing. In spike trains propagating to a higher order nucleus, one of three jitter changes may occur: the wave of spikes can sharpen (the jitter decreases), the jitter may not change, or the spike volley can become blurred (the jitter increases). All three variants can be obtained with the perfect integrator neuronal model in the regime of coincidence detection, for different sets of parameters (Reed et al. 2002) . All three variants were shown to exist in experimental recordings (Gerstner et al. 1996 , Joris 1996 , Marsalek et al. 1996 . We do not discuss these differences further here. The output activity shown in Figure 5 is dependent on ITD for two different magnitudes of timing jitter. Figure 5 shows two functions of the full model only (with both excitation and inhibition) for two values of timing jitter, 100 μs and 400 μs. 
Discussion
Binaural sound localization is achieved with remarkable precision throughout the animal kingdom. The timing precision of individual spikes in most neurons in the auditory pathways of various species is lower than animals' behavioral assessment of the ITD.
Given that this precision is important for survival and easily demonstrated, the means by which it is achieved by the neural circuits forms a fascinating and as yet unresolved question. In this paper we have presented a stochastic model employing both excitatory and inhibitory synaptic inputs to address this question in the neural circuit of the mammalian medial superior olive.
In recent years it has been demonstrated in experiments on gerbils (Brand et al. 2002) and also on other mammals ( Another observation in the abovementioned experiments shows that the maximal response does not occur at the best ITD, but that the best ITD occurs where the slope of the response curve is maximal. As early as the 1970s and 1980s, some authors discussed the possibility that the maximal slope of the response of a coincidence detector measuring the ITD between spike trains may relay the information (Goldberg and Brown 1969, Phillips and Brugge 1985) . The possibilities to test this proposal numerically were limited at that time. Here we exploit the advancement of computational tools in a numerical study of the problem.
Most neurons do not achieve high spike timing precision, but in neurons in the periphery, the information about timing must be somehow encoded and preserved before reaching the first binaural neurons. Such timing precision is enabled by cellular and sub-cellular mechanisms and is best studied using deterministic equations, specifically Colburn (1996) and his numerous collaborators developed a series of binaural circuit models of varying complexity. They stress the importance of the coincidence detector within the circuit. Stern and Trahiotis (1996) review existing models and their own circuit implementations are close to delay line concepts.
Our model differs from those mentioned above in that it employs randomness in the spike arrival time between synapses. Random delay and spike timing jitter might seem like an impediment, especially in models with precisely timed inhibition. The statistical properties of spike trains average out errors in individual spikes and enable the neural computation of azimuth at the same time.
When two spikes from opposite sides arrive at the first binaural neuron, their coincidence must be detected with higher precision. Jeffress (1948) was first to notice this.
All subsequent sound localization models have to assume that these particular neurons are In this paper we present a model for a neural algorithm performed by a circuit in the MSO. This is part of a general quest to capture the multitude of neural algorithms serving specific purposes. Let us give two closing examples of these algorithms. One is the case of spatial maps in the auditory brainstem of birds (Peña 2003) . Peña (2003) shows how the brainstem circuit implements spike rate multiplication in order to calculate the location of a sound source. An analogous case from the 1980s concerns the neocortical visual circuit in the higher order visual areas which calculates the location of the illusory contour (von der Heydt et al. 1984 ). These authors demonstrate that a higher neocortical visual projection area can respond to a virtual object, an illusory contour, which is a result of a neural algorithm, as if it were a real solid object in a visual scene. Both these models were first proposed as hypotheses of a specific neural computation. The existence of neural circuits implementing the respective neural computations was subsequently confirmed by a targeted experimental recording.
Abbreviations and symbols
CD -coincidence detection, ECD -excitatory coincidence detection, ICD -inhibitory coincidence detection, EE -excitatory-excitatory interaction, EI -excitatory-inhibitory interaction, IID -interaural intensity difference, IPD -interaural phase difference, ISD -interaural spectral difference, ITD -interaural time difference, LSO -lateral superior olive, MSO -medial superior olive, PDF -probability density function, J Δ -time jitter (delay random variable), W Δ -coincidence detection window, T -sound period and max Δ -maximum delay.
The beta density is a probability density function written in a standard form as: Neuronal output activity is on the y-axis. The solid curve is the output of the full model with both excitation and inhibition. The dotted curve is the model without inhibition. Only one period of the output is shown here for clarity, but the output is periodic, so the x-axis maps to interaural phase difference. The error bars are sample standard deviations obtained numerically in simulations. In both curves they are the result of 100 trials. In other words, these error bars do not represent the level of the noise in the system. Instead, the noise is introduced into the system via the randomness of random variables and the magnitude of timing jitter. 
