When testing geometrically irregular parametric hypotheses, the bootstrap is an intuitively appealing method to circumvent difficult distribution theory. It has been shown, however, that the usual bootstrap is inconsistent in estimating the asymptotic distributions involved in such problems. This paper is concerned with the asymptotic size of likelihood ratio tests when critical values are computed using the inconsistent bootstrap. We clarify how the asymptotic size of such a test can be obtained from the size of the corresponding bootstrap test in the relevant limiting normal experiment. For boundary problems, that is, hypotheses given by convex cones, we show the bootstrap test to always be anticonservative, and we compute the size numerically for different two-dimensional examples. The examples illustrate that the size can be below or above the nominal level, and reveal that the relationship between the size of the test and the geometry of the considered hypotheses is surprisingly subtle.
INTRODUCTION
In a variety of statistical problems, the bootstrap provides a simple method for circumventing technical difficulties due to intractable distribution theory. Book-length treatments of the methodology can be found in Efron & Tibshirani (1993) and Davison & Hinkley (1997) . A substantial body of literature, also reviewed in Beran (2003) , gives conditions for the bootstrap to succeed in furnishing desired distributional approximations. Applications to hypothesis testing, which are the topic of this paper, are given particular emphasis in Bickel & Ren (2001) . When speaking of the bootstrap we will, unless otherwise indicated, mean the n-out-of-n bootstrap, that is, the method of resampling datasets that have the same sample size n as the original data. Our attention is restricted to this most commonly used version of the bootstrap but, as we will mention in § 5, other resampling techniques can be useful for the problems we treat.
The bootstrap is attractive in many circumstances, but the literature also contains various examples in which the method is inconsistent. A technical definition of consistency of the bootstrap as an estimator of a distribution is given, for instance, in § 23.2 in van der Vaart (1998) . References to examples of bootstrap failure are collected in Andrews (2000) . For a discussion of 920 MATHIAS DRTON AND BENJAMIN WILLIAMS bootstrap diagnostics, see Beran (1997) and Canty et al. (2006) . The examples treated in Andrews (2000) include a simple one-dimensional boundary point problem in which the bootstrap is inconsistent despite concerning a regular parametric model. Boundary point problems arise in order-restricted inference but also when testing vanishing of variance components in mixed models; see Silvapulle & Sen (2005) . Testing inequalities that arise from economic models is another important practical application; see Andrews & Guggenberger (2009) and the references therein. The issue in this context is that the limiting distribution of the test statistic does not vary continuously with the underlying data-generating distribution. Similar difficulties occur in hidden variable models, which often are geometrically singular along submodels of interest; compare, for instance, Drton et al. (2009) .
While the inconsistency of the bootstrap in the setting of geometrically irregular parametric models is well established, less work has been done on quantifying the failure of bootstrap-based statistical procedures. This serves as the motivation for the present paper, which is concerned with the asymptotic size of parametric bootstrap tests based on the likelihood ratio statistic. Our work is not unsimilar in spirit to that of Samworth (2003) who studies super-efficient and shrinkage estimators and concludes that the finite-sample performance of the inconsistent n-out-of-n bootstrap can be preferable over that of consistent modifications; see also Pötscher & Leeb (2009) and the references therein for similar conclusions in a post-model selection setting.
To fix ideas before turning to our general discussion in § 2 and our numerical computations in § § 3 and 4, we begin by revisiting the example from Andrews (2000) in slight generalization to higher dimension. Due to the degenerate nature of this example, the bootstrap likelihood ratio test has the correct asymptotic size despite the bootstrap being inconsistent in estimation of asymptotic distributions.
be a sequence of independent and identically distributed random vectors in R k , each following the multivariate normal distribution N (μ, I k ) with unknown mean vector μ = (μ 1 , . . . , μ k )
T and covariance matrix the k × k identity matrix, I k . Consider testing the null hypothesis H 0 : μ 1 0 versus the unrestricted alternative based on the observations X 1 , . . . , X n . LetX n = (X n1 , . . . ,X nk )
T be the sample mean vector of these n observations. Then the likelihood ratio test rejects H 0 for large values of
The limiting null distributions of n are of two kinds. If μ 1 > 0, then n converges to zero in probability. If μ 1 = 0, then, for all sample sizes n, the statistic n is distributed according to 1 2 χ 2 1 + 1 2 χ 2 0 , that is, the equal weight mixture of a chi-square distribution with one degree of freedom and a point mass at zero.
Suppose we use the parametric bootstrap to obtain a critical value for n . Proceeding conditionally on the original observations, let X * 1 , . . . , X * n be independent random vectors, each drawn from N (μ n0 , I k ), whereμ
T is the maximum likelihood estimator of μ under H 0 . Let * n = n min{X * n1 , 0} 2 , and define the critical value c that c * n,α (μ n0 ) does not converge in probability to the 1 − α quantile of the limiting distribution 1 2 χ 2 1 + 1 2 χ 2 0 ; see Andrews (2000) and Proposition 1.
ASYMPTOTIC SIZE OF BOOTSTRAP LIKELIHOOD RATIO TESTS
2·1. Parametric bootstrap tests Consider a parametric statistical model given by the family of densities { p θ : θ ∈ }, all associated with a common dominating measure. Let 0 , 1 ⊂ be subsets defining competing hypotheses of interest, nested as 0 ⊂ 1 . Based on observations X 1 , . . . , X n , the likelihood ratio statistic for testing 0 against 1 is
, and the maximum likelihood estimator of θ restricted to the null hypothesis 0 iŝ
Conditioning on the original observations X 1 , . . . , X n , introduce a bootstrap sample consisting of independent random vectors X * 1 , . . . , X * n , each distributed according to pθ . Write * n for the likelihood ratio statistic evaluated for this bootstrap sample, and define the critical value c * n,α (θ n0 ) to be the 1 − α quantile of the conditional distribution of * n givenθ n0 . As usual, the p quantile, for p ∈ [0, 1], of the distribution of a random variable Z is the infimum inf {t ∈ R : pr(Z t) p}. To study the behaviour of the bootstrap test just defined, we base ourselves on the asymptotic distribution theory for the likelihood ratio test as treated in van der Vaart (1998, Chapter 16).
2·2. Assumptions and background on asymptotics
We treat the setting in which the underlying parameter space is an open set ⊂ R k . The observations X 1 , . . . , X n are assumed to be independent random vectors drawn from p θ 0 for a true parameter θ 0 ∈ . Our focus is on models { p θ : θ ∈ } that are identifiable, that is, densities indexed by different values of θ define different probability distributions, and regular in the sense that they obey the following conditions used to treat likelihood theory in van der Vaart (1998):
(i) the model is differentiable in quadratic mean at the true parameter θ 0 with a nonsingular Fisher information matrix I θ 0 ; (ii) the model obeys the Lipschitz condition that there be a square-integrable function˙ such that
for all θ 1 , θ 2 from a neighbourhood around θ 0 ; and 922
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(iii) the unrestricted maximum likelihood estimatorθ n , obtained by replacing 0 by in (1), is consistent under p θ 0 .
To avoid further technical conditions, we limit ourselves to the case where 0 and 1 are semi-algebraic subsets of . Semi-algebraic sets arise when imposing finitely many polynomial equality and inequality constraints on the parameter θ . As exemplified in Drton et al. (2009) , many, if not most, hypotheses of practical interest are covered by the semi-algebraic framework.
In particular, polynomial parameterizations of the entries of θ yield semi-algebraic hypotheses. The large sample asymptotic distribution of the likelihood ratio statistic n is the distribution of the likelihood ratio statistic in a limiting experiment in which one observes a single multivariate normal random vector in R k . More precisely, we observe a draw from N h, I
−1 θ 0 with unknown mean vector h and covariance matrix determined by the Fisher information matrix, which at this point is a known quantity. The two competing hypotheses about h in the limiting testing problem are given by the limits of the sets n 1/2 ( 0 − θ 0 ) and n 1/2 ( 1 − θ 0 ) as n → ∞. When 0 and 1 are semi-algebraic subsets of , the two set limits exist in the sense of van der Vaart (1998) and are equal to the tangent cones T θ 0 ( 0 ) and T θ 0 ( 1 ); see Drton (2009) . The tangent cone T θ 0 ( ) of a subset ⊂ at θ 0 is the closed cone made up of all limits of sequences a n (θ n − θ 0 ), where a n are positive reals and θ n are points in that form a sequence that converges to θ 0 .
Defined in analogy to (1), the maximum likelihood estimator restricted to the alternative hypothesis 1 is denoted byθ n1 . We speak of a regular testing problem H 0 : θ ∈ 0 versus H 1 : θ ∈ 1 \ 0 if the underlying model { p θ : θ ∈ } is regular in the above sense and the two sets 0 ⊂ 1 are semi-algebraic subsets of with associated maximum likelihood estimatorŝ
Define M θ 0 (h) to be the minimizer for the first term in (2), that is, the projection of Z + h onto the set T θ 0 ( 0 ) based on the norm defined by the Fisher information. Similarly, define M θ 0 1 (h) to be the minimizer for the second term; the projection is then onto T θ 0 ( 1 ). The theory in van der Vaart (1998) can be summarized as follows.
LEMMA 1. Suppose in a regular testing problem observations X 1 , . . . , X n are drawn independently from p θ n . If θ n = θ 0 + h n /n 1/2 for a sequence (h n ) with limit h, then the triple
Involving distances from cones, the limiting test statistic L θ 0 (h) has the following property. 
Since Z is normally distributed, so is γ (Z + h) for any γ > 0. In particular, the distributions of Z + h and γ (Z + h) have the same null sets. Therefore,
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for all γ > 0. Hence, the distribution of L θ 0 (h) does not have any positive atoms. Arguing similarly, it holds for any 0 < a < b that
Therefore, the cumulative distribution function of L θ 0 (h) is either strictly increasing over any interval [a, b) or L θ 0 (h) = 0 with probability one.
2·3. Asymptotic size To study bootstrap tests, it is necessary to understand the asymptotic behaviour of the critical
The following is an immediate consequence of what Lemma 1 states about the likelihood ratio statistic n .
Using the previous lemmas, we can describe the asymptotic size of the bootstrap test from Definition 1 in terms of the limiting normal experiment. Write
for the limiting random variables when the data-generating distribution is p θ 0 . THEOREM 1. Suppose X 1 , . . . , X n are independent observations drawn from p θ 0 and we are given a regular testing problem for level α ∈ (0, 1). Then
Proof. By a strong version of the continuous mapping theorem, such as Theorem 18.11 in van der Vaart (1998), Lemma 1 implies that under p θ 0 we have the convergence in distribution
for suitable maps g n and g. A sufficient condition for (3) to hold is that for any deterministic sequence (a n , b n ) that converges to a point (a, b) in the support of (L θ 0 , M θ 0 ), we have that g n (a n , b n ) converges to g (a, b) . By Lemma 2, the quantile function of L θ 0 is continuous on [0, ∞). Hence, by Lemma 3, we obtain the convergence in distribution of the pairs
The claim now follows from the portmanteau lemma; compare Lemma 2.2(vii) in van der Vaart (1998).
Theorem 1 provides large-sample bounds on the probability that the bootstrap test from Definition 1 erroneously rejects its null hypothesis. If it holds that L θ 0 = c θ 0 ,α (M θ 0 ) with zero probability then the asymptotic size of the test is well defined as
the size of the bootstrap test in the limiting experiment.
Example 2. Suppose T θ 0 ( 0 ) is equal to the linear space L, and T θ 0 ( 1 ) is the direct sum of L and a cone C | ={0}. Then the distribution of L θ 0 (h), while possibly complicated, does not change when varying h ∈ L and, thus, c θ 0 ,α (M θ 0 ) = c θ 0 ,α (0) with probability one. If c θ 0 ,α (0) > 0, which holds for significance levels α that are of practical interest, then it follows from Lemma 2 that L θ 0 = c θ 0 ,α (M θ 0 ) with probability zero.
Testing problems with this structure arise when testing whether a multivariate normal random vector has independent components versus belongs to a factor analysis model with a fixed number of factors (Drton, 2009 ). Another example is testing the simultaneous vanishing of all variance components in variance component models (Stram & Lee, 1994) .
The event L θ 0 = c θ 0 ,α (M θ 0 ) has probability zero in many settings. For instance, our calculations in § 4 show this to hold when T θ 0 ( 0 ) is a union of lines and T θ 0 ( 1 ) = R 2 . A scenario where the bounds in Theorem 1 do not agree, for a rather trivial reason, occurs when the tangent cone T θ 0 ( 0 ) has a nonempty interior, or more generally, a nonempty relative interior in T θ 0 ( 1 ). Indeed, if the limiting observation Z lands deep in the interior of 
Proof. Whenθ n1 ∈ 0 , then n = 0 and the bootstrap test never rejects the null. Therefore,
Similar to the proof of Theorem 1, we have the convergence in distribution of the triples 
Every vector in the complement of tangent cones
, then τ is in the tangent cone of the relative boundary of 0 with respect to 1 . This relative boundary, and thus also its tangent cone, is a semi-algebraic set that is of smaller dimension than 1 (Benedetti & Risler, 1990) . Now, M θ 0 1 is distributed according to a singular normal distribution supported on the linear space T θ 0 ( 1 ). It follows that
For the example treated in § 3, our later calculations show that the upper bound from Theorem 2 coincides with the lower bound. It is certainly possible to show this for other settings, but we will not attempt this here. A general study of this problem for semi-algebraic cones would require a careful measure-theoretic treatment because the distribution of M θ 0 1 could assign positive probability to sets of different dimensions.
2·4. Asymptotic size versus nominal level
The next corollary gives two conditions that ensure correct asymptotic size of the bootstrap test. For simplicity, it is formulated under the assumption that the size of the bootstrap test converges. Note that, by Lemma 2, the continuity assumption on the distribution of L θ 0 merely narrows the focus on the nominal levels α that are of practical interest. It excludes situations where the nominal level α is smaller than the probability that L θ 0 = 0.
COROLLARY 1. Suppose the size of the bootstrap test converges to the asymptotic size s θ 0 (α) from (4) and the cumulative distribution function of L θ 0 is continuous at its
1 − α quantile. If (i) c θ 0 ,α (M θ 0 ) = c θ 0 ,α (0
) with probability one, or (ii) both
Proof. Note that
Under either assumption (i) or (ii) the second term in the sum is 0. Furthermore, either assumption implies that the first term equals pr{L θ 0 > c θ 0 ,α (0)}, and we may deduce that
where the last equality follows from the definition of c θ 0 ,α (0) and the assumption that L θ 0 is continuous at c θ 0 ,α (0).
Condition (i)
, which holds in Example 2, corresponds to classical consistency results for bootstrap tests. The next proposition explains, via condition (ii), why the bootstrap test in Example 1 in the introduction has the correct size. Proof. After possibly applying a linear transformation, we may assume that the Fisher information I θ 0 is the identity matrix,
The random critical value
If M θ 0 is on the boundary of T θ 0 ( 0 ), that is, has first component zero, then L θ 0 is equal in distribution to min{Z , 0} 2 where Z is a standard normal. This distribution is an equal weight mixture of a point mass at zero and the χ 2 1 distribution. Therefore, the distribution of L θ 0 is continuous at its 1 − α quantile if α < 1/2.
Next we state a straightforward condition for the bootstrap test to be conservative or anticonservative. The simple proof of the corollary is omitted. The remainder of the paper is concerned with computing the asymptotic size s θ 0 (α) in examples. Theorems 1 and 2 dictate treatment of the normal means model in which we observe a single random vector that follows a normal distribution N (θ, I k ) with unknown mean vector θ ∈ R k and the identity matrix as covariance matrix. Turning the Fisher information matrix into the identity matrix requires a linear transformation, but such a transformation leaves a set semi-algebraic. In our examples, we consider the basic problem of testing
that is, the problem with a saturated alternative. Concerned with the limiting experiment, we treat only examples in which 0 is already a closed cone and the true parameter is θ 0 = 0. To clarify, if 0 is the cone in Fig. 1(a) but θ 0 is a nonzero point on one of the two rays spanning the cone, then the relevant tangent cone would be a half-space in R 2 instead of 0 itself.
CONVEX CONES
As motivated above, we consider the scenario of observing a single draw from N (θ, I k ). The true parameter being θ 0 = 0, our observation is a standard normal point Z ∼ N (0, I k ). The current section then treats the testing problem in (5) when 0 is a closed convex cone. This situation is often referred to as a boundary point problem; see Silvapulle & Sen (2005) .
The Fisher information for the considered model is the identity matrix. Thus, the random variable L 0 (h) = L θ 0 (h) is the squared Euclidean distance between Z + h and 0 , and M 0 (h) = M θ 0 (h) is the projection of Z + h onto 0 ; recall (2). We use again the shorthand L 0 = L 0 (0) and M 0 = M 0 (0). Linear transformations preserve a set's property of being a convex cone, so assuming the identity matrix as a covariance matrix presents no loss of generality.
PROPOSITION 2. If 0 is a convex cone and the true parameter is θ 0 = 0, then the bootstrap likelihood ratio test is anticonservative in that the asymptotic size satisfies s 0 (α) α for any nominal level α ∈ (0, 1).
Proof. By Corollary 2, it suffices to show that c 0,α (M 0 ) c 0,α (0) with probability one. To verify this we demonstrate that for all h ∈ 0 and all observed values z ∈ R 2 ,
Now, L 0 (h) is the squared distance between z and the shifted cone 0 − h. Since h ∈ 0 , the convexity of 0 implies that h + τ ∈ 0 for all τ ∈ 0 . In other words, 0 ⊂ 0 − h. Hence, the distance between z and 0 is no less than that between z and 0 − h, and (6) holds.
In the remainder of this section, we restrict the discussion to k = 2 dimensions and compute the size s 0 (α). In the two-dimensional case, a convex cone is spanned by two rays. It is convenient to pass to polar coordinates and represent the parameter vector as θ = {r cos(ψ), r sin(ψ)} with radius r 0 and angle ψ ∈ [0, 2π). The problem of testing convex cones then corresponds to testing
where ρ ∈ [0, π] is the angle between the two rays spanning the convex cone 0 = {r cos(ψ), r sin(ψ)} : r 0, 0 ψ ρ in Cartesian coordinates. A picture of the cone is drawn in Fig. 1(a) . We now state how to obtain the size s 0 (α) from the critical value function c 0,α (h); our notation suppresses the dependence on the angle ρ defining the null hypothesis. We write φ and for the density and cumulative distribution function of the standard normal distribution N (0, 1). 
The result, whose proof is deferred to the Appendix, reveals that the size s 0 (α) depends only on the critical values c 0,α (h) for h on the nonnegative part of the x-axis. This is not surprising because of the orthogonal invariance of the standard normal distribution and because the test never rejects for observations in the interior of 0 . In the Appendix, we also explain the 
where
Note that pr{L 0 (h) = 0} 1/2 for h on the boundary of 0 . The upper bound is achieved for ρ = π and h = 0. Hence, c 0,α (h) > 0 for levels α < 0·5 and h on the boundary of 0 .
In Fig. 2(a) , we plot the size s 0 (α) for varying angle ρ ∈ [0, π]. The plot is based on numerical computation using Mathematica. We observe a subtle relationship between the size, the angle ρ and the nominal level α. While the size is bounded fairly close to α, it may come with some surprise that for fixed α the size is not monotonic in ρ. The fact that s 0 (α) = α for ρ = π is in accordance with Corollary 1. In relative terms, the departure from the nominal size is larger for smaller level α. The angle ρ maximizing the size is always close to 3π/8 but appears to change with α. It increases ever so slightly when increasing α.
INTERSECTING LINES
The previous section dealt with a setting where the bootstrap test is always anticonservative. Here we give a class of examples where the test can, but need not, be conservative. We remain in the setting of the normal means model treated in § 3, but now wish to test the k = 2 dimensional version of problem (5) in the case where the null hypothesis 0 is given by the union of two lines intersecting at angle ρ ∈ [0, π/2). Figure 1(b) illustrates the problem. Hypotheses of this type may appear when testing collapsibility properties and, more subtly so, when dealing with locally identifiable models; compare Glonek (1993) and Drton (2009, § 3.3) , respectively.
Representing the parameter vector in polar coordinates as θ = {r cos(ψ), r sin(ψ)}, we consider null hypotheses given by the cone 0 = {r cos(ψ), r sin(ψ)} : r 0, ψ ∈ {0, ρ, π, π + ρ} N (0, I 2 ) . Maintaining the notation used earlier, L 0 (h) is the squared Euclidean distance between Z + h and 0 , and c 0,α (h) is the 1 − α quantile of L 0 (h). We first show how to derive the size s 0 (α) from the critical value function c 0,α (h); our notation suppresses the dependence on the angle ρ defining the null hypothesis. The proof of the result is given in the Appendix. 
By the orthogonal invariance of the standard normal distribution, it is not surprising that the size s 0 (α) can be expressed in terms of the critical value function c 0,α (h) for vectors h on the nonnegative part of the x-axis. The following lemma, proven in the Appendix, gives the survival function of L 0 (h) for general vectors h, as the formula we obtain is no more complicated.
LEMMA 5. Let 0 ⊂ R 2 be the union of two lines intersecting at the origin at angle ρ ∈ [0, π/2]. Then, for any h ∈ R 2 and t 0,
where the integration bounds are
, and the radii j and angles β j are polar coordinates determined by the equations
We can now compute the size s 0 (α) numerically. above α is smaller than in the convex cone example, and the maximum is at angles ρ smaller than π/8. The minimum size, on the other hand, is smaller than α by a factor of 4 when α = 0·1 and by a factor of 344 when α = 0·001. The minimum seems to be achieved at π/2, though we have not proved this. Again it is interesting to see that the relationship between the angle ρ and the size s 0 (α) is quite subtle and, in particular, not monotonic.
CONCLUSION
We treated likelihood ratio tests with critical values computed using the parametric n-out-of-n bootstrap. Our work clarifies how the relevant limiting normal experiment determines the asymptotic size of such a test. Treating the case of saturated alternatives, we showed that when testing convex cones the asymptotic size is always at least as large as the nominal level. It may exceed this level unless the cone is a half space. Finally, we computed the asymptotic size numerically for two-dimensional examples involving convex cones and unions of two lines.
When starting our work, we conceived it possible that within some given class of sets, for instance, convex cones, there would be a distinguished set that maximizes or minimizes the asymptotic size of the bootstrap likelihood ratio test. Our numerical computations, however, reveal that such a view is too naïve and that there is in fact a surprisingly subtle relationship between the asymptotic size of the bootstrap test and the geometry of the underlying hypothesis.
Throughout this paper we considered the n-out-of-n bootstrap and the problems it faces in parametric testing problems with irregular, or more precisely, nonsmooth geometry. We should remark, however, that other methods, such as the m-out-of-n bootstrap with m < n or subsampling, can resolve some of the problems discussed here (Politis et al., 1999) . This said, their application requires tuning of the sub-/resample size m, and the methods are not without their own issues due to a lack of uniformity in their large-sample asymptotic properties. For more discussion of these issues, we refer the reader to Andrews & Guggenberger (2010) , Pötscher & Leeb (2009 ), Samworth (2003 and the references collected therein.
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APPENDIX

Proofs for § 3
As usual when dealing with convex cones, we partition the ambient space into the regions for which the projection lands in the same face of the cone. Let C 11 = [0, ∞) × (−∞, 0] be the cone containing all points that are projected onto the nonnegative part of the x-axis. Similarly, let C 12 be the cone containing the points that are projected onto the other ray spanning the cone 0 . Writing C 0 for the cone of points being projected onto the origin, it holds that
with any two of these four sets having measure zero intersection. Recall Fig. 1(a) . 
