Abstract-Using the generative errors (GEs) to detect video anomalies has drawn a lot of attention. However, there are two problems of the existing GE based methods in the step of anomaly detection: (1) Abnormal events usually occur in local areas. Using the GE from the whole scene as discrimination reduces the impact of the abnormal events to the discrimination. (2) It is difficult to aggregate multiple discriminations effectively. To address these problems, we propose two improvements. First, replace the frame-level GE with the maximum of the block-level GEs in the frame as the discrimination. Second, by assuming that the stricter the anomaly threshold is, the more reliable the anomaly detected, we propose a reliable-anomaly (R-anomaly) based multiple discriminations aggregation strategy. In this strategy, we use the R-anomalies in the auxiliary discriminations, detected with the strict anomaly detection thresholds (SADTs) which is set automatically, to enhance the corresponding anomaly scores in the main discrimination. Then use the main discrimination to detect anomalies. Experiments are carried on UCSD and CUHK Avenue datasets. The results demonstrated the effectiveness of the proposed methods and achieved state-of-the-art performance.
I. INTRODUCTION
URVEILLANCE videos are important in the security field. However, it is time-consuming and labor-intensive for people to watch the surveillance videos for a long time, as most of the content of the videos are normal. The task of video anomaly detection algorithm is to detect anomalies automatically in surveillance videos. It is a challenging task, because anomalies rarely happen and the types of anomalies are uncountable. Therefore, most algorithms train the models only with normal samples.
Video anomaly detection algorithms have been developed for a long time. As deep-learning has shown excellent performance on many computer vision tasks, researchers begin to pay attention to the deep-learning based methods. Among the deep-learning based methods, many works use the reconstruction errors [1] [2] or the prediction errors [3] [4] of a generative neural network (GNN) to discriminate anomalies. They first use a GNN to learn the manifold distribution of the This paragraph of the first footnote will contain the date on which you. Z. Wang and Y.-J Zhang are with the Department of Electronic Engineering, Tsinghua University, and Tsinghua National Laboratory for Information Science and Technology, Beijing 100084, China.
(e-mail: wzg16@mails.tsinghua.edu.cn; zhang-yj@mail.tsinghua.edu.cn) normal samples, then use the reconstruction errors or the prediction errors to discriminate whether the test samples are anomalies. Since both reconstruction errors and the prediction errors are GEs, in this letter, we call all these methods as GE based methods.
There have been a lot of GE based methods [1] [2] [3] [4] [5] [6] [7] . All of them focus on the optimization of GNN. In the anomaly detection step, they usually use the frame-level GEs to calculate anomaly scores and then detect anomalies. When multiple discriminations available, they usually leverage one of them [4] [2] [7] or their weighted sum [3] [5] . These strategies have the following shortcomings. (1) GEs exist anywhere in the frame especially in the foreground area. GEs of the anomalies are only part of them. When leveraging the frame-level GE to detect anomalies, the GEs of the abnormal event is averaged with the GEs of the normal event as discrimination, which reduces the impact of anomalies to the discrimination. (2) It is a waste of the GNN's knowledge to leverage only one of the multiple discriminations. The weighted summation strategy does not guarantee that the performance will improve, because it integrates both the advantages and the disadvantages of multiple discriminations. Moreover, the weights are hard to tune and cannot be adjusted according to prior knowledge.
To address the above problems, this letter proposes two methods. (1) Replace the frame-level GE with the maximum of the block-level GEs from the same frame to improve the anomaly saliency. (2) Propose a R-anomaly based aggregation strategy to aggregate multiple discriminations: first, set a SADT for each auxiliary discrimination to detect R-anomalies; then use the frequencies of which the test frame is classified as Ranomalies to enhance anomaly score in the main discrimination. In this way, we aggregate only the advantages of the auxiliary discriminations to the main discrimination. All parameters in this strategy are related to the strictness of SADTs, and can be adjusted according to the prior knowledge and needs of the application.
The main contributions of this letter are:
(1) Replace the frame-level GE with block-level GE to improve the anomaly saliency;
(2) Propose a R-anomaly based aggregation strategy to aggregate multiple discriminations. The experiments are carried on UCSD and CUHK Avenue datasets. By applying the improvement strategy on the existing GNN model, the anomaly detection performance is significantly improved, and achieve state-of-the-art on multiple datasets.
II. RELATED WORK
According to the models used in the algorithms, the algorithms can be classified into two classes: traditional machine learning based methods and deep-learning based methods. The traditional machine learning based methods use hand-crafted features or deep features to construct feature space, A Boost Strategy to the Generative Error Based Video Anomaly Detection Algorithms
Zhiguo Wang, Yu-Jin Zhang s and then use the traditional machine learning models to detect the outliers in the feature space. The commonly used models include : one-class SVM(OC-SVM) [8] , Hidden Markov Model (HMM) [9] , Sparse reconstruction [10] [11] and Topic model [11] [12]. The deep-learning based methods leverage the neural network models to learn the manifold distribution of the normal sample in sample space, then discriminate the samples which is deviated from this distribution as anomalies. There are two methods to measure the degree of deviation. One method is to use the distribution probability of the sample. [13] used Gaussian Mixture
Fully Convolutional Variational Autoencoder (GMFC-VAE) to generate the distribution probabilities for samples, and then discriminate the samples with low distributions as outliers. Another method is to use the GE as the measure, that is, the GE based methods, which attracted much more attention [1] [2] [3] [4] [5] [6] [7] . [1] used the reconstruction error of the Autoencoder (AE) as GE to detect anomalies. By combining AE with Long-Short-Term-Memory (LSTM), [6] used the reconstruction error of the LSTM-AE as GE to detect anomalies. [3] used bidirectional LSTM-AE as generator to generate the middle frame in a sequence, and used a 3D convolutional (C3D) discriminator to determine whether the generated sequence is real. [2] used C3D-AE as generator to reconstruct the input frames and to predict the future frames at the same time, then used the reconstruction error as the discrimination. [4] used U-net as generator to predict the future frame, and used multiple losses as the constraint on the output, including: pixel loss, gradient loss, flow loss and discriminator loss.
All the existing GE based work focus on the GNN training step, we concern the anomaly detection step in this letter.
III. OUR METHODS

Let
be the GNN, ̂ be the output of , be the ground truth of ̂. We can calculate GE feature map with the following formula:
where is the channel number of , and are spatial coordinates on the frame, ℒ means the norm when calculating the errors.
A. Block-level operation
The saliency of the abnormal frame relative to the normal frame in the same video can be written as:
where and are GEs of the abnormal frame and the normal frame respectively, is the number of pixels on , is the GE value of the th normal pixel of the normal or abnormal frame, ′ is the GE value of the th anomaly pixel on the abnormal frame, is the number of abnormal pixels on the abnormal frame.
We can assume that the GE of the normal area in the abnormal frame is approximately equal to the GE of the corresponding area in the normal frame. Then the anomaly saliency can be written as:
From (5), we can find that: the anomaly saliency is negatively correlated to ∑ = in a specific anomaly frame. That is, the higher the GE from the normal regions participate in the discrimination, the lower the saliency of the abnormal frames.
Therefore, in order to pay more attention to the anomalous area and reduce the impact of the GE of the normal area on the anomaly saliency, we substitute the maximum of the blocklevel GEs for the frame-level GE as the discrimination.
= max{ 1 , … , }
where is the th block on the frame, is the total number of the blocks in a frame, ℎ and are the height and width of the block respectively, is the GE of , is the blocklevel GE of the frame.
The block-level operation brings strong noises along the time axis. We use the median filter to filter out the noises along the time axis after block-level operation.
B. Anomaly Score
To calculate the anomaly score, many works [1] [4] used the max-min normalize strategy to normalize the GEs in each video independently. The reason for this process is that different videos have different normal-GE-levels, and the difference between normal-GE-levels may cover up the GE caused by the anomalies. However, this strategy arises another problem: it generates high anomaly scores in every video, even if there are no anomalies in the video. This is not in line with the application needs of our real life.
Considering the shortcoming of the existing normalize strategy, the block-level operation improves the anomaly saliency which reduces the impact of the difference between normal-GE-levels. We use as the anomaly score directly.
C. Aggregate Multiple Discriminations
Let { 1 , 2 , … , } be D discriminations of a video, where = [ (1), … , ( ), … , (T)], ( ) is the anomaly score of the th discrimination on the th frame of the video, is the number of the frames in the video. We aggregate multiple discriminations as follows : 1) Choose one of the discriminations as main discrimination ， and let the remaining discriminations as auxiliary discriminations 1 ′ , … , ′ , … , −1 ′ 。 2) Calculate SADT for each auxiliary discrimination ′ ， and use it to detect R-anomalies: 2.1) Calculate the anomaly scores for all the training video frames with the formula (8) , and sort them from large to small.
̂′ = [̂′ (1), … ,̂′ ( ), … ,̂′ ( )],̂′ ( ) >̂′ ( + 1) (9)
where is the number of frames in training data; ̂′ ( ) is the th biggest anomaly score in training data.
2.2) Set false-alarm-rate for training data, and calculate the SADT： = * ̂′ ( * ) (10) where is the false-alarm-rate and is a parameter used to adjust the strict degree of the SADT.
2.3) Determine a test frame whether it is R-anomaly:
where (t) is the R-anomaly label of the th test frame under . 3) Count the frequency ( ), when a test frame is judged as R-anomaly in all auxiliary discriminations. (12) 4) Smooth the frequencies along the time axis. Following the assume that an anomaly event will last at least ε frames [1] , the frame between two anomaly frames should also be anomaly if the time distance between the two anomaly frames are smaller than ε. With that assumption, we smooth the frequencies along the time axis with the following formula: ′ = min( , ), ≤ min( , ) , < < , − ≤ ε (13) 5) Use ′ to enhance the corresponding anomaly score in the with a weight γ： ′ (t) = (t) * ( γ * ′ + 1) (14) In this strategy, we have 4 parameters: α, β, γ, ε . Every parameter has its specific physical meaning. Therefore, we can adjust them according to the application requirements and the prior acknowledge. The impact of the adjustment is predictable.
IV. EXPERIMENTS
Using the model from the work [4] as baseline, we evaluate the effectiveness of the proposed methods. The work [4] use Unet as generator, and has three GEs: the GE of pixel value , the GE of gradient values , the GE of opticalflow values .
A. Dataset and Evaluation Criteria
The experiments are carried on two datasets: CUHK Avenue dataset [11] and UCSD Pedestrian dataset [14] . The Avenue dataset contain 16 training videos and 21 testing videos. The abnormal events include running, throwing schoolbag, throwing papers, etc. The UCSD dataset has two sub-datasets: Ped1, Ped2. The two sub-datasets capture different scenarios but have similar definition of abnormal events, include cycling, skateboarding, crossing lawns, cars, etc. These two sub-datasets are usually used independently.
The most commonly used evaluation metric is the Receiver Operation Characteristic (ROC) and the Area Under Curve (AUC). The ROC curve is produced by receiving different thresholds and calculating the corresponding True Positive Rate (TPR) and the False Positive Rate (FPR). In this letter, following the work [4] , we detect the frame-level anomalies and use frame-level AUC for performance evaluation.
B. Effectiveness of Block-level Operation
We analyze the effectiveness of block-level process from two indicators: the anomaly saliency and the AUC of anomaly detection. Fig. 1 visualizes the intensity and the heat map of the of a frame in Ped2. We can see that the GEs exist in almost all areas where the foreground target is located. Fig. 2 shows the curves of Ped2, including framelevel and block-level . As shown in the figure, the anomaly saliency improved significantly after the blocklevel process. Table I and Table II list the impacts of block-level process to the anomaly saliencies and AUCs respectively. Comparing with the frame-level GEs, the anomaly saliencies and the AUCs of the discriminations with block-level GEs are higher. 
C. Effectiveness of Multiple Discriminations Aggregation
From the model [4] , we can get three GE based discriminations: , , . From the discriminator in the model we can get another discrimination:
. The work [4] use as the final discrimination. To be consistent with [4] , we use the as the main discrimination, the others as the auxiliary discriminations. Fig. 4 shows the process of the aggregating algorithm. Fig.  4(a-c) shows the R-anomalies detected by , and respectively. In this process, = = = 0.01 , = = 1.2 , = 0.99 . As shown in the figure, the R-anomalies from different discriminations are different. They are complementary to each other to some degree. Fig. 4(d) shows the frequencies of which the frames are classified as R-anomalies. Fig. 4(e) shows the smoothed result of the frequencies. Following [1] , we set ε = 50. Fig. 4(f) and 4(g) shows the raw anomaly scores and the enhanced anomaly scores ′ respectively. In this process, we set γ = 4. Table III shows the AUCs of the raw discrimination and the enhanced discrimination ′ . The enhanced discrimination yields better performance.
D. Comparison with Existing Methods
The comparison of our method with several state-of-the-art methods on UCSD Pedestrian and CUHK Avenue datasets is shown in Table IV .
Comparing with the base-model [4] , by using the block-level process and aggregate process on the anomaly detection step, the performance is improved significantly. Comparing with the other methods, we achieve state-of-the-art performance on Ped2 and Avenue datasets.
V. CONCLUSION
In this letter, we propose two methods to improve the performance of the GE based algorithms in the step of anomaly detection to improve the anomaly saliency and aggregate multiple discriminations effectively. The aggregate strategy can be extended to aggregate multiple discriminations from multiple models. We will do that in the future. 
Method
Ped1 Ped2 Avenue GMFC-VAE [13] 94.9 92.2 83.4 WTA-AE [15] 91.9 96.6 82.1 Conv-AE [1] 75.0 85.0 80.0 Conv-LSTM-AE [6] 75.5 88.1 77.0 Cross-channel [16] 96. 8 95.5 N STAN [3] 82.1 96.5 87.2 U-net [4] 83.1 95.4 85.1 U-net [4] 
