In this paper, we consider symmetric disjunctive list-decoding (SLD) codes, which are a class of binary codes based on a symmetric disjunctive sum (SDS) of binary symbols. By definition, the SDS takes values from the ternary alphabet {0, 1, * }, where the symbol * denotes "erasure". Namely: SDS is equal to 0 (1) if all its binary symbols are equal to 0 (1), otherwise SDS is equal to * . The main purpose of this work is to obtain bounds on the rate of these codes.
I. STATEMENT OF PROBLEM AND RESULTS

A. Notations and Definitions
Let q, N , t, s, and L be integers, where q ≥ 2, 2 ≤ s < t, 1 ≤ L ≤ t − s. Let denote the equality by definition, |A| -the size of the set A and [N ] {1, 2, . . . , N } -the set of integers from 1 to N . The standard symbol a will be used to denote the largest integer ≤ a.
A binary (N × t)-matrix X = x i (j) , x i (j) = 0, 1,
x i (x i (1), . . . , x i (t)), x(j) (x 1 (j), . . . , x N (j)),
i ∈ [N ], j ∈ [t], with N rows x 1 , . . . , x N and t columns x(1), . . . , x(t) (codewords) is called a binary code of length N and size t = 2 RN , where a fixed parameter R > 0 is called a rate of the code X. The number of 1's in the codeword x(j),
i.e., |x(j)| N i=1
x i (j), is called a weight of x(j), j ∈ [t]. A code X is called a constant weight binary code of weight w, 1 ≤ w < N , if for any j ∈ [t], the weight |x(j)| = w. Let u v denote the disjunctive sum of binary columns u, v ∈ {0, 1} N . If x, y ∈ {0, 1, * } N are arbitrary ternary columns with components from the alphabet {0, 1, * }, then the ternary column z = (z 1 , z 2 , . . . , z N ) ∈ {0, 1, * } N ,
is called a symmetric disjunctive sum [1] of x and y. This operation will be denoted by , that is z = x y. We say that a binary column u covers a column v (u v) if u v = u, and a ternary column u symmetrically covers a column v (u v) if u v = u.
B. Symmetric Disjunctive List-Decoding Codes (SLD s L -codes) Definition 1. [2] , [3] . A binary code X is said to be a disjunctive list-decoding code of strength s with list size L (LD s L -code) if the disjunctive sum of any s codewords of X covers not more than L − 1 other codewords of X that are not components of the given sum. In other words, for any two disjoint sets S, L ⊂ [t], |S| = s, |L| = L, S ∩ L = ∅, there exist a row x i , i ∈ [N ], and a column x(j), j ∈ L, such that
Denote by t ld (N, s, L) the maximal size of LD s L -codes of length N and by N ld (t, s, L) the minimal length of LD s Lcodes of size t. Define the rate of LD s L -codes:
[4], [5] , [6] . A binary code X is said to be a symmetric disjunctive list-decoding code of strength s with list size L (SLD s L -code) if the symmetric disjunctive sum of any s codewords of X symmetrically covers not more than L − 1 other codewords of X that are not components of the given sum. In other words, for any two disjoint sets S, L ⊂ [t], |S| = s, |L| = L, S ∩ L = ∅, there exist a row x i , i ∈ [N ], and a column x(j), j ∈ L, such that x i (k) = 0 ∀k ∈ S and x i (j) = 1, or
x i (k) = 1 ∀k ∈ S and x i (j) = 0.
Denote by t sld (N, s, L) the maximal size of SLD s L -codes of length N and by N sld (t, s, L) the minimal length of SLD s L -codes of size t. Define the rate of SLD s L -codes:
.
(2) Theorem 1. (Monotonicity properties). The rate of SLD s L -codes satisfies the following inequalities
Proof of Theorem 1. It immediately follows from Definition 2 that every SLD (s + 1) L -code is the corresponding SLD s L -code, so the left inequality in (3) takes place. Simultaneously, every SLD s L -code is SLD s L+1 -code, therefore the right inequality in (3) is true.
C. Applications of Symmetric Disjunctive Codes
Applications of SLD s L -codes relate to the non-adaptive symmetric group testing which is based on the symmetric disjunctive sum of binary symbols. Group testing deals with identification of defective units in a given pool. We use symmetric group tests, i.e., take a subset of the pool and check it. The outcome of a symmetric group test belongs to the ternary alphabet. It is equal to 0, 1 or * , if all tested units are not defective, all units are defective or at least one unit is defective and at least another one is not defective, respectively. The symmetric group testing was motivated by applications [1] in electrical devices testing and chemical analysis.
Suppose the size of the pool equals t and the number of defective units does not exceed s. As is the case with LD s Lcodes [7] , SLD s L -codes can be considered in connection with the problem of constructing two-stage non-adaptive symmetric group testing procedures. In the first stage, one does N tests that can be depicted as an binary (N ×t)-matrix X = x i (j) , where a column x(j) corresponds to the j-th unit, a row x i corresponds to the i-th test and x i (j) 1 if and only if the jth unit is included into the i-th testing group. Then the ternary column y of the test results equals the symmetric disjunctive sum of the columns which correspond to the defective units. Let X be SLD s L -code, after decoding of the result column y, i.e. search of codewords which are symmetrically covered by y, a set of ≤ s + L − 1 elements is selected. These units are separately tested in the second stage. Note that for s ≥ 2 the rate R * L (s) of SLD s L -codes is a monotonically nondecreasing function of L ≥ 1, and its limit
can be interpreted as the maximum rate of two-stage nonadaptive symmetric group testing procedures in a search for ≤ s defects with the use of SLD s L -codes.
In papers [4] , [5] , we suggested another application of SLD codes called reference communication system. Let a system contain M terminal stations S 1 , S 2 , ..., S M and let a multipleaccess channel (MAC) connect these M stations to a central station (CS). Each terminal station has a source. In every time interval, the source can produce a binary information packet of length K. Introduce t 2 K and enumerate all 2 K possible information packets by integers from 1 to t. The packets are encoded into binary sequences of length N by a code X = (
, is the encoded sequence corresponding to the information packet number i. Denote by S the set of numbers of generated packets and suppose |S| ≤ s.
The CS is interested only in the contents of the received packet and not in the senders. Using a feedback broadcast channel (FBC) the CS answers all M stations to all requests. The model of MAC corresponds to the frequency modulation, i.e., the output ternary sequence y is the symmetric disjunctive sum of the inputs. The scheme of reference communication system is represented on Figure 1 .
Let the terminal stations use an SLD s L -code X. Since the number of information packets produced by the terminal stations in the same time interval is not more than s, the CS is able to recover at most s + L − 1 packets, which contain s transmitted packets.
Note that the model of MAC can also correspond to the impulse modulation, i.e., the output binary sequence is the disjunctive sum of the inputs. In this case, it is convenient to use LD s L -codes for encoding and decoding information
packets. The case of impulse modulation was considered in [5] . Another application of SLD s 1 -codes concerns with undetermined data [8] , [9] . Given an alphabet A = {a 1 , a 2 , ..., a t } of basic symbols, to every nonempty subset T ⊆ [t], assign a symbol a T , which is called undetermined. Its specification is any basic symbol a i , i ∈ T . By a specification of a sequence of undetermined symbols we mean the result of replacing all its symbols by some of its specifications. The symbol a [t] that can be specified by any basic symbol is called indefinite and is denoted by * . Let T be a system of subsets T ⊆ [t] and let A * = A * T = {a T | T ∈ T } be an undetermined alphabet associated with the system.
Consider a problem of coding of undetermined sequences such that the original undetermined sequence can be completely reconstructed from the encoded sequence. One coding method refers to a binary representation [8] , [9] of undetermined alphabet, which is defined as a pair (X, X * ) of (N × t)-matrix X with columns
Advantages of such method are linear in t complexity of the symbol reconstruction and the fact that the mentioned condition allows to know only a small matrix X for reconstruction of the original undetermined sequence while the matrix X * may contain up to 2 t columns. Obviously, an SLD s 1 -code X = (x(i), i ∈ [t]) and the matrix X * = ( i∈T x(i), T ∈ T ) give the fairly compact binary representation of undetermined alphabet associated with the
D. Relations Between Parameters of LD s L -codes and SLD s L -Codes
The following evident propositions from [4] , [5] , [6] associate the rate of LD s L -codes (1) with the rate of SLD s L -codes (2) . Proposition 1.
[4], [5] , [6] . Any LD s L -code is the corresponding SLD s L -code. Proposition 2.
[4], [5] , [6] . Let X = x i (j) be an SLD s L -code of length N and size t. Consider (N × t)-matrix X = x i (j) with elements
Then the code of length 2N and size t composed of all rows of the codes X and X is an LD s L -code. Corollary 1.
[4], [5] , [6] . The rates of LD s L -codes and SLD s L -codes satisfy inequalities:
The next obvious proposition allows us to get another upper bound on the rate of SLD s L -codes.
Proposition 3. Let X be an LD s L -code of length N and size t with a codeword x(j 0 ) of weight w. Then the code X of length N − w and size t − 1 constructed from the code X by removing the codeword x(j 0 ) and all rows x i , for which
Corollary 2. The rate of SLD s L -codes has the following upper bound:
Proof of Corollary 2. Let X be an arbitrary SLD s L -code of length N and size t. The code X 1 obtained in Proposition 2 from the code X is a constant weight LD s L -code of length 2N , size t and weight N . Then the code X 2 obtained in Proposition 3 from the code X 1 is an LD (s − 1) L -code of length N and size t − 1. Hence as N → ∞ the inequality
holds. It means correctness of (5). The best presently known lower and upper bounds on the rate R L (s) were recently obtained in [10] , [11] . The use of the inequalities (4) (1)).
3.
For any fixed s ≥ 2 and L ≥ 1 the rate of an SLD s L -code satisfies the inequality
E. q-ary Frameproof List-Decoding Codes
Definition 2'. A q-ary code X is said to be a q-ary frameproof list-decoding s L -code (q-ary FLD s L -code) if, for any subset S, |S| = s, the q-ary coordinate set {x i (j), j ∈ S} ∈ [q] N contains not more than L − 1 other codewords of X that are not components of the subset {x(j), j ∈ S}.
Denote by t .
Remark 1.
A q-ary FLD s 1 -code is the special case of separating codes [12] . More specifically, for L = 1, Definition 2' is equivalent to the definition of (s, 1)-separating code. Some results and applications of (s, 1)-separating codes are presented in the survey [13] .
Remark 2. For L = 1, the definition of q-ary FLD s 1code is equivalent to the definition of s-frameproof code [14] .
The q-ary extensions of Corollary 1 and Corollary 2 are given by Corollary 1'. The rates of LD s L -codes and q-ary FLD s L -codes satisfy inequalities:
Corollary 2'. The rate of q-ary FLD s L -codes has the following upper bound:
Proof of Corollary 1'. The left inequality in (6) is obvious, because every LD s L -code is q-ary FLD s L -code. To prove the right inequality in (6) consider an arbitrary qary FLD s L -code. Introduce the binary (N q × t) matrix X 1 obtained by the standard replacement of each q-ary symbol x, x ∈ [q], in X by the (0, 1)-binary column of length q and weight 1 containing the unique symbol 1 at the x-th position. One can easily check that the binary code X 1 is a binary LD s L -code of length qN and size t.
Proof of Corollary 2'. Let X be an arbitrary q-ary SLD s L -code and X 1 be the binary LD s L -code of length qN , size t and weight N that obtained from the code X in the proof of Corollary 1. Then the code X 2 obtained in Proposition 3 from the code X 1 is a binary LD (s − 1) L -code of length (q − 1)N and size t − 1, so the upper bound (7) is correct.
The next evident Corollary 3 is the consequence of the two previous corollaries and the bounds on the rate of LD s Lcodes [10] .
Corollary 3. Let q, L be fixed and s → ∞. The following bounds on the rate of q-ary FLD s L -codes hold:
F. Random Coding Bounds on the Rate of SLD s L -codes
In the given paper, we develop a random coding method based on the ensemble of constant-weight codes and establish new lower random coding bounds on the rate of SLD s Lcodes. Some of the methods which are used in the proof of the next theorem are presented in [10] , [11] . The following three statements hold. 1. For any fixed L ≥ 1 and s ≥ 2 we have the inequality
where
and z is the unique root of the equation
2. For fixed L = 1, 2, . . . and s → ∞
3. For fixed s = 2, 3, . . . there exists a limit
If s → ∞, then R * ∞ (s) = log 2 e es (1 + o(1)) = 0.5307 . . . s (1 + o(1) ).
The numerical values of the lower bound (8)-(10) are shown in Table I , where the argument of maximum in (8) is denoted by Q * L (s). Note that the lower bound (8)-(10) improves the random coding bound obtained in [15] using the ensemble with independent binary symbols of codewords. In addition one can see that for small values of s ≥ 2 and L ≥ 1, the lower bounds (8)-(10) are greater than the lower bounds R L (s) on the rate of LD s L -codes from [10] .
Note that, for s → ∞, the asymptotic lower bound of R * L (s) (11) coincides with the asymptotic behavior of the random coding bound on the rate of LD s L -codes [10] . In addition, for L → ∞, the asymptotics of R * L (s) (12) coincides with the asymptotic behavior of the mentioned above bound from [10] .
II. PROOF OF THEOREM 3
This Section contains five lemmas that are only stated. The proofs of Lemma 1-5 are presented in the preprint [17] .
Proof of Statement 1. Fix L ≥ 1, s ≥ 2 and a parameter Q, 0 < Q ≤ 1/2. The bound (8)-(10) is obtained by the method of random coding over the ensemble of binary constant-weight codes [16] defined as the ensemble E(N, t, Q) of binary codes X of length N and size t, where the codewords are chosen independently and equiprobably from the set consisting of all N QN codewords of a fixed weight QN . 
Note that the set of all s * L -bad pairs of any codeword weight is invariant under the binary negation operation, it implies the equality P (N, Q, s, L) = P (N, 1 − Q, s, L). Therefore, it is enough to consider only 0 < Q ≤ 1/2.
To complete the proof of the theorem, it is sufficient to compute the function A * L (s, Q) (13). Lemma 1. If there exists a solution z, 0 < z < 1, of the equation (10), then the function A * L (s, Q) (13) equals
where the functions h(·), p(·) and q(·) are determined by (9) . Lemma 2. The function
continuously maps the interval (0, 1) into the interval (0, +∞) and strictly increases. By Lemma 2 the equation (10) has the unique solution. Thus, the condition of Lemma 1 is clear, it means that the bound (8)-(10) is proved.
Proof of Statement 2. For fixed s ≥ 2 and L ≥ 1, let us interpret equation (10) as a function Q L (s, z) of the argument z, 0 < z < 1, i.e.,
where the functions p(·) and q(·) are determined in (9) . Due to existence and uniqueness of the root of the equation (10), continuity and monotonicity of the function (15) (by Lemma 2), one can rewrite the definition of the random coding bound (8)- (10) as
Let L ≥ 1 be fixed and s → ∞. If in definition (17) It is clear that g(z) (21) monotonically increases in the interval [1/2, 1), attains 1 at the point z = 1 2 and has the left limit s−1 as z → 1.
For large enough parameter L and a fixed parameter c > 0 independent of L, one can see that the root of equation
exists and is unique, since the left-hand side of (22) monotonically increases and the right-hand side of (22) strictly decreases. Denote this root by z L (s, c). Let s ≥ 2 be fixed and L → ∞. 
