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Abstrakt
Diplomova´ pra´ce se veˇnuje optimalizaci abecedy pro kompresi dat pomocı´ vcˇelı´ch kolo-
niı´. Nejprve pra´ce obsahuje neˇktere´ druhy vcˇelı´ch algoritmu˚ a na´slednou implementaci.
Obsahem je i testova´nı´ na klasicky´ch optimalizacˇnı´ch funkcı´ch. Pra´ce take´ strucˇneˇ po-
pisuje za´kladnı´ typy kompresnı´ch algoritmu˚. V za´veˇrecˇne´ cˇa´sti je proveden experiment
spojujı´cı´ kompresi dat s vcˇelı´mi algoritmy.
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Abstract
This diploma work is focused on the optimization of alphabet for data compression by
using bee colonies algorithm. The first part of this work presents some types of bee
algorithms and subsequent implementation. The content of this work is also testing on
the classical optimization functions. The work concisely describes the basic types of the
compression algorithms. The final section includes experiment which combines data
compression with bee algorithm.
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Seznam pouzˇity´ch zkratek a symbolu˚
.NET – Platforma spolecˇnosti Microsoft
ABC – Artificial Bee Colony Algorithm
BA – Bees Algorithm
BCO – Bee Colony Optimization Algorithm
C# – Programovacı´ jazyk
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51 U´vod
Ta´to pra´ce se veˇnuje optimalizaci abecedy pro kompresi textovy´ch dat. V nasˇem moder-
nı´m sveˇteˇ se s kompresı´ setka´va´me te´meˇrˇ vsˇude. Neˇkterˇı´ lide´ ani netusˇı´ zˇe se komprese
prova´dı´ prˇı´mo vedle nich. Mezi komprese, se ktery´mi se setkal te´meˇrˇ kazˇdy´ patrˇı´ na-
prˇı´klad komprese zvuku(radio, televize) a obra´zku(televize, fotky). I kdyzˇ to vypada´, zˇe
kompresnı´ algoritmy jsou celkem na vrcholu, je potrˇeba otestovat neˇktere´ nove´ optimali-
zacˇnı´ postupy.
Cı´lem te´to pra´ce je optimalizovat abecedu(slovnı´k) pro kompresi pomocı´ vcˇelı´ho roje.
Optimalizace pomocı´ vcˇelı´ho roje patrˇı´ do skupiny tzv. „hejnovy´ch algoritmu˚“, tyto al-
goritmy jsou popsa´ny v kapitole 2.1. Nejprve se v pra´ci zaby´va´m ru˚zny´mi typy vcˇelı´ch
algoritmu˚, ktere´ by mohly by´t potenciona´lnı´m rˇesˇenı´ vy´sˇe zmı´neˇne´ho proble´mu. Tyto al-
goritmy jsou odvozeny z chova´nı´ klasicky´ch vcˇelmedonosny´ch.Mezi tyto algoritmypatrˇı´
ABC, BA a BCO. Po objasneˇnı´ za´kladnı´ch vcˇelı´ch algoritmu˚ na´sleduje pohled na ru˚zne´
typy kompresnı´ch metod. Tyto typy jsou rozdeˇleny na druhy podle funkcˇnostı´. U ka-
zˇde´ kompresnı´ metody je uka´za´n prˇı´klad komprese na kra´tke´m rˇeteˇzci. Da´le se pra´ce
zaby´va´ implementacı´ vcˇelı´ch algoritmu˚ a vyuzˇite´ho kompresnı´ho algoritmu. V teto cˇa´sti
popisuji dva zpu˚soby implementace vcˇelı´ch algoritmu˚ s popisem zjednodusˇeny´ch cˇa´stı´
ko´du˚. Popisuji zde i implementaci kompresnı´ho algoritmu, ktery´ jsemvyuzˇil v programu.
Na´sledujı´cı´ kapitola se zaby´va´ testova´nı´m algoritmu˚ ABC a BA na klasicky´ch optimali-
zacˇnı´ch u´kolech. Jsou zde popsa´ny rozdı´ly teˇchto algoritmu˚ a jejich chova´nı´. V poslednı´
cˇa´stı´ te´to pra´ce je popis propojenı´ vcˇelı´ho algoritmu s kompresnı´m algoritmem. Jsou zde
takte´zˇ obsazˇeny vy´sledky komprese, ktere´ jsou porovna´ny s kompresnı´m algoritmem
LZW.
62 Vcˇelı´ kolonie - Bee Colony
Algoritmus vcˇelı´ch koloniı´ patrˇı´ do skupiny algoritmu˚ oznacˇovany´ch jako „inteligence
hejna“(swarm intelligence). Tato skupina je popsa´na v kapitole 2.1. Tento algoritmus je
inspirova´n chova´nı´m skutecˇny´ch vcˇel prˇi hleda´nı´ potravy (Nektaru). Vcˇely patrˇı´ mezi
tzv. socia´lnı´ hmyz, ktery´ se vyznacˇuje tı´m, zˇe mezi jedinci docha´zı´ k deˇlbeˇ pra´ce. Jiny´mi
slovy vcˇely pracujı´ jako ty´m, ktery´ doka´zˇe rˇesˇit slozˇite´ proble´my. Jedinci mezi sebou
komunikujı´ pomocı´ tzv. „Vcˇelı´ho tance“. V te´to kapitole jsem vyuzˇil poznatku˚ ze zdroju˚
[5], [3].
2.1 Inteligence hejna
Mnohocˇlenna´ zvı´rˇecı´ spolecˇenstvı´ zvla´dajı´ u´lohy, na jake´ by jedinec nikdy nestacˇil. V po-
slednı´ch letech se velice rozmohlo vyuzˇitı´ tzv. „inteligence hejna“. Tyto algoritmy jsou
zalozˇeny na kolektivnı´m chova´nı´m ru˚zny´ch spolecˇenstvı´ (hejn, koloniı´, atd). Vy´voj algo-
ritmu˚ spocˇı´val v pozorova´nı´ chova´nı´ zvı´rˇecı´ch spolecˇenstvı´ v urcˇity´ch situacı´ch. Veˇtsˇina
soucˇasny´ch algoritmu˚ je realizova´na pro optimalizacˇnı´ u´koly. Mezi nejzna´meˇjsˇı´ z opti-
malizacˇnı´ch hejnovy´ch algoritmu˚ patrˇı´ tyto:
1. Optimalizace hejnem cˇa´stic
2. Optimalizace mravencˇı´ koloniı´
3. Optimalizace vcˇelı´m rojem
4. Optimalizace hejnem sveˇtlusˇek
Hejnove´ algoritmy jsou schopny pracovat v n-dimenziona´lnı´m prostoru a vyznacˇujı´ se
tı´m, zˇe jsou schopny najı´t vy´sledek blı´zˇı´cı´ se pozˇadovane´mu, za kra´tkou dobu.
2.2 Obecne´ chova´nı´ vcˇel
Prˇi prˇesteˇhova´nı´ kolonie do nove´ho prostrˇedı´ je trˇeba nale´zt zdroje potravy. Te´to cˇa´sti se
ujı´majı´ vcˇelı´ pru˚zkumnı´ci, kterˇı´ se rozle´tnou po okolı´ a hledajı´ potravu. Jakmile pru˚zkum-
nı´k nalezne potravu sesbı´ra´ z nalezene´ oblasti nektar. Pote´ se vracı´ do u´lu, kde sesbı´rany´
nektar odevzda´ deˇlnicı´m. V te´to cˇa´sti se pru˚zkumnı´k rozhoduje co da´l deˇlat. Ma´ na vy´beˇr
3 mozˇnosti:
• Pru˚zkumnı´k poletı´ opeˇt na na´hodne´ mı´sto (Pokud bylo na nalezene´m mı´steˇ ma´lo
nektaru).
• Pru˚zkumnı´k bude hledat v okolı´ nalezene´ho mı´sta, zda tam nejsou neˇjake´ veˇtsˇı´
zdroje nektaru.
• Pru˚zkumnı´k letı´ zpeˇt na nalezene´ mı´sto a prˇitom se snazˇı´ prˇedat informaci kolegy-
nı´m. Tuto informaci da´va´ pomocı´ tzv. „Vcˇelı´ho tance“ na specia´lnı´m mı´steˇ v u´lu.
7Prˇi vcˇelı´m tanci se vcˇela „tanecˇnice“ snazˇı´ prˇila´kat veˇtsˇı´ pocˇet vycˇka´vacı´ch vcˇel. Ostatnı´
vcˇely sledujı´ tanecˇnice. Vcˇela sledujı´cı´ tanec se mu˚zˇe prˇidat k neˇktere´ z tanecˇnic a leteˇt
do jejı´ oblasti, nebo se sama vyda´ na pru˚zkum.
2.3 Umeˇle´ vcˇely
Umeˇle´ vcˇely jsou chova´nı´m velmi podobne´ vcˇela´m zˇivy´m.Na pocˇa´tku jsou vsˇechny vcˇely
v u´lu. Na´sledneˇ se vysˇlou pru˚zkumnı´ci do prostoru, kde hledajı´ informaci(naprˇı´klad hod-
notu funkce). Rozdı´l nasta´va´ prˇi prˇeda´va´nı´ informacı´ mezi pru˚zkumnı´kem a vycˇka´vacı´
vcˇelou. Prˇi prˇeda´va´nı´ informacı´ se nepouzˇı´va´ vcˇelı´ tanec. To znamena´, zˇe se komunikuje
prˇı´mo. Existuje veˇtsˇı´ mnozˇstvı´ algoritmu˚. Neˇktere´ zde popı´sˇi.
2.3.1 Artificial Bee Colony Algorithm (ABC)
Artificial BeeColonyAlgorithm lzeprˇelozˇit jako algoritmusumeˇle´hovcˇelı´ho roje.Vyuzˇı´va´
se zde trˇı´ druhu˚ vcˇel: deˇlnice, pru˚zkumnı´ci a vycˇka´vacı´ vcˇely. Na zacˇa´tku algoritmu
pru˚zkumnı´ci vyletı´ z u´lu do prostoru, kde zı´skajı´ neˇjake´ prozatı´mnı´ rˇesˇenı´, a sta´vajı´ se
z nich deˇlnice. Deˇlnice pracujı´ na sve´m prozatı´mnı´m rˇesˇenı´ a snazˇı´ se ho vylepsˇit pomocı´
loka´lnı´ho prohleda´va´nı´. Da´le se deˇlnice snazˇı´ prˇila´kat vycˇka´vacı´ vcˇely. Tyto vycˇka´vacı´
vcˇely si s veˇtsˇı´ pravdeˇpodobnostı´ vybı´rajı´ deˇlnici s lepsˇı´m rˇesˇenı´m. Prˇirˇazene´ vycˇka´vacı´
vcˇely se pomocı´ loka´lnı´ho vyhleda´vanı´ snazˇı´ vylepsˇit rˇesˇenı´ jejich deˇlnice. Pokud neˇjaka´
vycˇka´vacı´ vcˇela nalezne lepsˇı´ rˇesˇenı´ nezˇ ma´ aktua´lnı´ deˇlnice,tak si deˇlnice sve´ rˇesˇenı´
aktualizuje. V prˇı´padeˇ, zˇe deˇlnice nezlepsˇı´ sve´ rˇesˇenı´ po neˇkolik iteracı´, zahodı´ sve´ rˇesˇenı´
a stane se pru˚zkumnı´kem. Zahodit sve´ rˇesˇenı´ mu˚zˇe deˇlnice pouze pokud nenı´ jejı´ rˇesˇenı´
v mnozˇineˇ nejlepsˇı´ch rˇesˇenı´. Tato mnozˇina obsahuje urcˇite´ procento deˇlnic s nejlepsˇı´mi
rˇesˇenı´mi. Bez te´to mnozˇiny by mohla vcˇela, ktera´ dosa´hla nejlepsˇı´ho mozˇne´ho rˇesˇenı´, po
urcˇite´m pocˇtu iteracı´ch zahodit sve´ rˇesˇenı´(protozˇe uzˇ by lepsˇı´ rˇesˇenı´ neexistovalo). Pro
u´speˇsˇne´ hleda´ni je potrˇeba nastavit neˇkolik parametru˚:
• Pocˇet pru˚zkumnı´ku˚.
• Velikost kolonie.
• Celkovy´ pocˇet iteracı´.
• Pocˇet iteracı´, kdy vcˇela ma´ opustit sve´ rˇesˇenı´, jestlizˇe ho nezlepsˇila.
• Rozsah, ve ktere´m ma´ algoritmus pocˇı´tat.
• Dalsˇı´ parametry podle pouzˇitı´. Naprˇı´klad hranice ve ktery´ch se ma´ pocˇı´tat, velikost
loka´lnı´ho prohleda´va´nı´ atd.
8Nynı´ popı´sˇi algoritmus pomocı´ pseudoko´du.
X: Rˇesˇenı´ aktua´lnı´ deˇlnice.
Y: Nejlepsˇı´ rˇesˇenı´ z prˇirˇazeny´ch vcˇel
Cˇı´tacˇ − cˇı´tacˇ jak dlouho vcˇela nezlepsˇila rˇesˇenı´
Vygenerovanı´ populace(Rozeslanı´ pru˚zkumnı´ku po prostoru).
for i 1 < Iterace
begin
Serˇazenı´ deˇlnic podle aktua´lnı´ho rˇesˇenı´.
cyklus − postupne´ procha´zenı´ deˇlnic.
begin
if (Cˇı´tacˇ < konstanta)
Prˇirˇazenı´ pocˇtu vycˇka´vacı´ch vcˇel deˇlnici .
Rozeslanı´ prˇirˇazeny´ch vcˇel po okolı´ deˇlnice.
if (Y lepsˇı´ nezˇ X)
Nahrazenı´ aktua´lnı´ho rˇesˇenı´ deˇlnice lepsˇı´m rˇesˇenı´m
Cˇı´tacˇ na aktua´lnı´ deˇlnici nastaven na 0
else
Cˇı´tacˇ na aktua´lnı´ deˇlnici zvy´sˇen o 1
Vra´ceni aktua´lnı´ho jedince.
else




2.3.2 Bees Algorithm (BA)
Bees Algorithm lze prˇelozˇit jako vcˇelı´ algoritmus. V algoritmu se vyuzˇı´va´ dvou druhu˚
vcˇel: pru˚zkumnı´ku˚ a vycˇka´vacı´ch vcˇel. Pru˚zkumnı´ci se na zacˇa´tku rozmı´stı´ do prostoru,
kde zı´skajı´ prozatı´mnı´ rˇesˇenı´. V dalsˇı´ cˇa´sti algoritmu se pru˚zkumnı´ci rozdeˇlı´ do dvou
skupin podle jejich cˇa´stecˇny´ch rˇesˇenı´. Prvnı´ skupina je skupina s lepsˇı´mi rˇesˇenı´mi a
druha skupina obsahuje horsˇı´ rˇesˇenı´. Vycˇka´vacı´ vcˇely se prˇirˇazujı´ pouze mezi vcˇely
v lepsˇı´ skupineˇ, a to podle kvality jejich cˇa´stecˇne´ho rˇesˇenı´. V dalsˇı´ cˇı´sti algoritmu se vcˇely
z lepsˇı´ skupiny snazˇı´ za pomoci prˇideˇleny´ch vycˇka´vacı´ch vcˇel zlepsˇit sve´ aktua´lnı´ rˇesˇenı´.
Vcˇely z horsˇı´ skupiny sve´ rˇesˇenı´ zahodı´ a opeˇt se sta´vajı´ pru˚zkumnı´ky, kterˇı´ jsou opeˇt
vysla´ni na na´hodnou pozici. I u tohoto algoritmu je trˇeba nastavit neˇktere´ parametry.
• Pocˇet pru˚zkumnı´ku˚.
• Velikost kolonie.
• Celkovy´ pocˇet iteracı´.
• Pocˇet vcˇel s lepsˇı´m rˇesˇenı´m(Tuto cˇa´st mu˚zˇeme nastavit i pomeˇrem naprˇ. pu˚l na pu˚l)
• Rozsah, ve ktere´m se ma´ pocˇı´tat.
• Dalsˇı´ parametry podle pouzˇitı´. Naprˇı´klad hranice, ve ktery´ch sema´ pocˇı´tat, velikost
loka´lnı´ho prohleda´va´nı´ atd.
9Algoritmus se v za´kladu podoba´ algoritmu ABC popsane´ho v kapitole 2.3.1 V na´sle-
dujı´cı´m pseudoko´du lze videˇt podobnost algoritmu˚.
X: Rˇesˇenı´ aktua´lnı´ deˇlnice.
Y: Nejlepsˇı´ rˇesˇenı´ z prˇirˇazeny´ch vcˇel
Z: Pocˇet vcˇel s lepsˇı´m rˇesˇenı´m
Vygenerovanı´ populace(Rozesla´nı´ pru˚zkumnı´ku po prostoru).
for i 1 < Iterace
begin
Serˇazenı´ deˇlnic podle aktua´lnı´ho rˇesˇenı´.
cyklus − postupne´ procha´zenı´ deˇlnic.
begin
if ( i < Z)
Prˇirˇazenı´ pocˇtu vycˇka´vacı´ch vcˇel pru˚zkumnı´kovi.
Rozesla´nı´ prˇirˇazeny´ch vcˇel po okolı´ deˇlnice.
if (Y lepsˇı´ nezˇ X)








2.3.3 Bee Colony Optimization Algorithm (BCO)
Na´zev lze prˇelozˇit jako optimalizacˇnı´ algoritmus vcˇelı´m rojem. Roj nenı´ rozdeˇlen do
zˇa´dny´ch skupin. Algoritmus obsahuje dveˇ fa´ze.
1. Doprˇedna´ fa´ze.
2. Zpeˇtna´ fa´ze.
Prˇi doprˇedne´ fa´zi se snazˇı´ vcˇely vylepsˇovat sve´ cˇa´stecˇne´ rˇesˇenı´. Ve zpeˇtne´ fa´zi se vcˇely
vracı´ do u´lu, kde porovna´vajı´ sve´ cˇa´stecˇne´ rˇesˇenı´ s ostatnı´mi vcˇelami. Vcˇely s neuspo-
kojivy´m cˇa´stecˇny´m rˇesˇenı´m sve´ rˇesˇenı´ zahodı´ a prˇevezmou rˇesˇenı´ neˇktere´ vı´ce u´speˇsˇne´
vcˇely. Vcˇely s velmi dobry´m cˇa´stecˇny´m rˇesˇenı´m dosta´vajı´ veˇtsˇı´ pravdeˇpodobnost, zˇe se
k nı´ prˇida´ neˇktera´ vcˇela se zahozeny´m rˇesˇenı´m. Vsˇechny tyto fa´ze se prova´deˇjı´ v iteracı´ch,
dokud nenı´ splneˇna ukoncˇovacı´ podmı´nka. Jednoduchy´ popis algoritmu BCO je zobra-
zen na na´sledujı´cı´m pseudoko´du.
B − Pocˇet vcˇel v u´lu.
NC − pocˇet kroku˚ prˇi doprˇedne´ fa´zi.
Na pocˇa´tku algoritmu jsou vsˇechny vcˇely v u´lu.
Vsˇechny vcˇely se nastavı´ na pra´zdne´ rˇesˇenı´.
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for i 1 < Iterace
begin
Doprˇedna´ fa´ze:
Nastavenı´ cˇı´tacˇe k = 1.
cyklus − dokud nenı´ splneˇna´ podmı´nka if $(k > NC)$.
Zhodnocenı´ vsˇech mozˇny´ch kroku˚.
Na´hodneˇ vybrat dalsˇı´ posun.
k = k + 1 // navy´sˇenı´ cˇı´tacˇe o 1.
Zpeˇtna´ fa´ze: // Vsˇechny vcˇely se vra´tı´ do u´lu.
Serˇazenı´ vcˇel podle cˇa´stecˇne´ho rˇesˇenı´.
Rozhodova´nı´ zda vcˇela bude pokracˇovat ve sve´m rˇesˇenı´, nebo sve´ rˇesˇeni zahodı´.




Tento algoritmus mu˚zˇeme vyuzˇı´t na veˇtsˇı´ mnozˇstvı´ proble´mu˚. Naprˇı´klad pro hleda´nı´
maxima (minima) funkce, nebo na proble´m obchodnı´ho cestujı´cı´ho.
11
3 Komprese
Komprese dat(take´ Komprimace dat) je proces, prˇi ktere´m redukujeme velikost bloku
informacı´. Prˇi kompresi se snazˇı´me snizˇovat redundanci dat. S ru˚zny´mi typy kompresı´
se mu˚zˇeme setkat te´meˇrˇ vsˇude(televize, ra´dio, fotky, atd.). Prvnı´ zna´me´ komprese dat
vznikly daleko drˇı´ve, nezˇ se zacˇaly pouzˇı´vat pocˇı´tacˇe. Jednou z nejvı´ce zna´my´ch kompresı´
je Morseova abeceda. Vı´ce o Morseoveˇ abecedeˇ v sekci 3.2
Kompresi lze rozdeˇlit na dva hlavnı´ druhy.
Druhy kompresı´:
• Bezeztra´tova´ komprese - je zpu˚sob komprese, kdy nedocha´zı´ ke ztra´teˇ informacı´.
Pokud tedy data dekomprimujeme, tak budou v pu˚vodnı´m stavu.
• Ztra´tova´ komprese - je zpu˚sob komprese, prˇi ktere´m neˇktera´ data, z du˚vodu zle-
psˇenı´ kompresnı´ho pomeˇru, zahodı´me nebo pozmeˇnı´me. Prˇi dekompresi se tedy
nikdy nedostaneme do pu˚vodnı´ho stavu. Jinak rˇecˇeno, budou chybeˇt neˇjaka´ data.
Tato komprese se nejcˇasteˇji vyuzˇı´va´ u obra´zku˚ a videı´ a zvuku. Prˇi kompresi se
vyuzˇı´va´ fyziologicky´ch omezenı´ lidsky´ch smyslu˚. Kompresnı´ metody lze takte´zˇ




– Komprese obrazu, videı´ a zvuku˚.
3.1 Obecna´ komprese
3.2 Morseova abeceda
Morseovu abecedu vymyslel na konci 19. stoletı´ americky´ fyzik Samuel F. B. Morse
(1791–1872), ktery´ ji v roce 1844 vyzkousˇel prˇi prvnı´m telegraficke´m spojenı´. V tabulce 1
je zobrazena Morseova abeceda. Znaky majı´ de´lku ko´du za´vislou na cˇetnosti pouzˇı´va´nı´
v anglicky´ch textech. Naprˇı´klad E je v anglicky´ch textech nejpouzˇı´vaneˇjsˇı´ znak. Proto ma´
E nejkratsˇı´ ko´d. Bez komprese by meˇl kazˇdy´ znak stejneˇ dlouhy´ ko´d a posı´lanı´ by bylo
velmi pomale´. Tı´m, zˇe majı´ znaky de´lku ko´du za´vislou na cˇetnosti vy´skytu˚ v anglicky´ch
textech, urychlujı´ zası´la´nı´ zpra´v, jelikozˇ nejcˇetneˇjsˇı´ znaky majı´ kra´tky´ ko´d.
3.3 RLE(run length encoding)
RLE je jedna z nejjednodusˇsˇı´ch bezeztra´tovy´ch kompresnı´chmetod. Funkce spocˇı´va´ v na-
hrazenı´ po sobeˇ se opakujı´cı´ch znaku˚ dvojicı´ pocˇet a znak.Naprˇı´klad rˇeteˇzec aaaabbbccccaa
zako´dujeme do na´sledujı´cı´ho textu 4a3b4c2a. Na tento algoritmus existujı´ ru˚zne´ modifi-
kace. Naprˇı´klad pokud budeme mı´t rˇeteˇzec abbcc, za´kladnı´ algoritmus by ho prodlouzˇil
na 1a2b2c. Proto existuje u´prava, kde znaky, ktere´ nedoka´zˇeme zmensˇit necha´me jak
jsou. Ovsˇem prˇi te´to u´praveˇ je potrˇeba neˇjak oznacˇit, zda se jedna´ o zako´dovany´, nebo o
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Znak Ko´d Znak Ko´d Znak Ko´d
A .- I .. R .-.
B -... J .- - - S ...
C -.-. K -.- T -
D -.. L .-.. U ..-
E . M - - V ...-
F ..-. N -. W .- -
G - -. O - - - X -..-
H .... P .–. Y -.- -
CH - - - - Q - -.- Z - -..
Tabulka 1: Morseova abeceda
nezako´dovany´ znak. Toto rozhodova´nı´ se prova´dı´ prˇida´nı´m znaku, ktery´ prˇida´me prˇed
zako´dovane´ cˇa´sti.Tento znakma´ v sobeˇ ulozˇenou informacı´, zˇe na´sleduje ko´dovana´ fra´ze.
RLE je vhodne´ na data, ktera´ obsahujı´ dlouhe´ sekvence stejny´ch znaku˚. Proto se
nejcˇasteˇji pouzˇı´va´ jako pomocna´ metoda u komprese obrazu a videı´. Nejvhodneˇjsˇı´ z dat
jsou kreslene´ obra´zky, ktere´ obsahujı´ dlouhe´ sekvence stejne´ barvy.
3.4 Statisticke´ metody komprese dat
Statisticke´ metody jsou metody, ktere´ vyuzˇı´vajı´ pravdeˇpodobnost vy´skytu˚ znaku˚ k jejich
zako´dova´nı´.
3.4.1 Entropie
Jelikozˇ data jsou navrzˇena´ tak, aby se s nimi dalo lehce pracovat, obsahujı´ velke´ mnozˇstvı´
redundancı´. Metody pro ukla´danı´ dat veˇtsˇinou neberou ohled na cˇa´sti, ktere´ se opakujı´.
Protopotrˇebujemedalekoveˇtsˇı´ prostorproulozˇenı´ dat.Naprˇı´kladprogram,ktery´ vyuzˇı´va´
ASCII tabulku, s hodnotami 0-127, ukla´da´ data po osmi bitech, zatı´mco pro ulozˇenı´ znaku
stacˇı´ bitu˚ 7. Nejjednodusˇsˇı´ komprese mu˚zˇe tedy odstranit nepouzˇı´vany´ bit, cˇı´mzˇ snı´zˇı´me
velikost dat o 18 .
Vsˇeobecneˇ je komprese metoda, kdy se snazˇı´me redundance odstranˇovat a tı´mto
snı´zˇı´me i velikost dat.Z pohledu komprese na´s tedy zajı´ma´, zda de´lka dat je odpovı´dajı´cı´ vzhledem
k mnozˇstvı´ informace obsazˇene´ v datech[2]. Mı´ru informace mu˚zˇeme zjistit pomocı´ entropie
dat. Na na´sledujı´cı´m vzorci 1 je zobrazena pru˚meˇrna´ entropie v bitech.
Prˇedpoklady:
symboly - a1, a2, ..., an






Pi log2 Pi (1)
Entropie je tedymı´ra informacı´ v prvku dat. Prˇi ko´dova´nı´ na´mpoma´ha´ zjistit do jake´mı´ry
je ko´d optima´lnı´. Pro prˇı´klad si vytvorˇı´me slovo obsahujı´cı´ 4 znaky. Slovo abcdabcd obsa-
huje tyto znaky A = (a, b, c, d) s pravdeˇpodobnostmi vy´skytu P = (0.25, 0.25, 0.25, 0.25).
Entropie je tedyE = −4(0.25 log2 0.25) = 2. Slovo tedymu˚zˇeme zako´dovat pomocı´ dvou-
bitovy´ch ko´du˚ (00,01,10,11) a ko´d bude optima´lnı´. Ovsˇem pokud vezmeme slovo aabb-
cdaa, ktere´ obsahuje stejne´ znaky jako prˇedchozı´ slovo, jeho pravdeˇpodobnosti vy´skytu
jsou jine´ P = (0.5, 0.25, 0.125, 0.125). Entropie takove´ho slova je E = −0.5 log2 0.5 −
0.25 log2 0.25 − 2(0.125 log2 0.125) = 1, 75. Kdybychom pouzˇili dvoubitove´ho ko´du jako
v prˇedesˇle´m prˇı´padeˇ, nebyl by ko´d optima´lnı´. Pro takove´to prˇı´pady je potrˇeba vyuzˇı´t
ko´dy promeˇnlive´ de´lky. Ko´dove´ znacˇenı´ znaku˚ mu˚zˇe vypadat naprˇ. takto (1,01,000,001).
Ko´dova´nı´ je zapotrˇebı´ prove´st tak, aby jsme byli schopni bezchybneˇ dekomprimovat
data.
3.4.2 Huffmanovo ko´dova´nı´
Huffmanovo ko´dova´nı´ patrˇı´ k nejstarsˇı´ch a nejzna´meˇjsˇı´ch ko´dova´nı´m. Bylo vyvinuto
Davidem Huffmanem v roce 1952. Princip je zalozˇen na cˇetnosti znaku˚. Znaku˚m,ktere´
majı´ nejveˇtsˇı´ cˇetnost, se prˇideˇlujı´ nejkratsˇı´ ko´dy. Ko´dovanı´ lze prova´deˇt vı´ce zpu˚soby.
Nejjednodusˇsˇı´ zpu˚sob je pomocı´ bina´rnı´ho stromu.
Konstrukce Huffmanova ko´du:
Prˇedpokla´dejme, zˇe text se skla´da´ z n znaku˚ a1, a2, a3, ..., an, a necht’ tyto znaky jsou
serˇazeny tak, zˇe pravdeˇpodobnosti jejich vy´skytu˚ p1, p2, p3, ..., pn tvorˇı´ nerostoucı´ po-
sloupnost (tj. pi ≥ pi+1proi = 1, 2, ..., n − 1)[2]. Jiny´mi slovy serˇadı´me vsˇechny znaky,
obsazˇene´ v datech, podle jejich cˇetnostı´.
• Nejprve vezmeme dva znaky s nejmensˇı´ pravdeˇpodobnostı´ a vytvorˇı´me z nich
strom. Kazˇdy´ list bude pojmenova´n dany´m znakem. Korˇen bude pojmenova´n sou-
cˇtem pravdeˇpodobnostı´ teˇchto dvou znaku˚.
• Na´sledneˇdoposloupnosti pravdeˇpodobnostı´ prˇida´menoveˇ vytvorˇeny´ korˇen.Znaky,
ktere´ tento korˇen z posloupnosti vymazˇeme, jelikozˇ uzˇ jsou zako´dova´ny.
• Opeˇt vybereme dva znaky (nebo stromy) s nejmensˇı´ pravdeˇpodobnostı´ a vytvorˇı´me
uzel se soucˇtem jejich pravdeˇpodobnostı´. Pokud je vı´ce mozˇnostı´, zvolı´me na´hodneˇ
jednu z nich. Pokracˇujeme prˇedchozı´m krokem, dokud seznam pravdeˇpodobnostı´
nebude pra´zdny´.
• Smeˇrem od korˇene k listu˚m ohodnotı´me potomky 0 a 1.
14
Znak Cˇetnost Pravdeˇpodobnost Ko´d
a 4 0,5 1
b 2 0,25 01
c 1 0,125 000
d 1 0,125 001
Tabulka 2: Tabulka znaku˚ s cˇetnostmi a ko´dy
Prakticka´ uka´zka:
Meˇjme slovo aabbcdaa. Toto slovo obsahuje znaky (a,b,c,d) s cˇetnostmi (4,2,1,1) a tedy
s pravdeˇpodobnostmi (0.5,0.25,0.125,0.125). V tabulce 2 jsou zobrazeny znaky s cˇetnostmi
a jejich ko´dova´nı´. Ko´dova´nı´ je vytvorˇeno pomocı´ Huffmanova stromu zobrazene´ho na
obra´zku 1.
Obra´zek 1: Postupne´ sestaveni Huffmanova stromu
Nejprve se spojı´ dva znaky s nejmensˇı´ pravdeˇpodobnostı´. Vznikne tedy podstrom
s hodnotou soucˇtu pravdeˇpodobnostı´, ktera´ je v prˇı´kladu 0,25. Na´sledneˇ spojı´me na´sle-
dujı´cı´ dveˇ pravdeˇpodobnosti, cozˇ je na´sˇ podstrom s hodnotou 0,25 a znak b s hodnotou
0,25. Nakonec do stromu stejny´m zpu˚sobem prˇida´me i znak a. Jako poslednı´ krok ohod-
notı´me potomky bizarnı´mi cˇı´sly 0 a 1. Nynı´ pomocı´ stromu mu˚zˇeme zako´dovat znaky.
Ko´dy znaku˚ jsou zobrazeny v tabulce 2.
Nynı´ mu˚zˇeme zkusit vypocˇı´tat pru˚meˇrnou entropii slova aabcdaa. Po dosazenı´ do
vzorce vyjde entropie 1,75 bitu˚. Tedy zˇe pro optima´lnı´ ko´d je potrˇeba 1,75 bitu˚ na zapsa´nı´
znaku. Pokuddane´ slovo zako´dujemepomocı´ tabulky 2 vznikne na´mposloupnost o de´lce
14 bitu˚ 11010000010111. 14 bitu˚ pro zapsa´nı´ osmi znaku˚ znamena´, zˇe na zapsa´nı´ jednoho
znaku potrˇebujeme 1,75 bitu˚. Takzˇe nasˇe ko´dova´nı´ je optima´lnı´.
Vy´hodou Haufmanova ko´dova´nı´ je rychlost komprese i dekomprese. Nevy´hodou je
nutnost ulozˇenı´ bina´rnı´ho stromu, aby jsme byli schopni data dekomprimovat. Dı´ky te´to
nevy´hodeˇ se mu˚zˇe toto ko´dova´nı´ projevit azˇ u veˇtsˇı´ch dat.
3.4.3 Aritmeticke´ ko´dova´nı´
V aritmeticke´m ko´dova´nı´ pouzˇı´va´me k zako´dova´nı´ cele´ho textu jedno cˇı´slo z intervalu







Tabulka 3: Tabulka znaku˚ s pravdeˇpodobnostmi
Krok Nacˇteny´ symbol Interval od Interval do
0 - 0 1
1 a 0 0,5
2 a 0 0,25
3 b 0,125 0,1875
4 c 0,171875 0,1796875
5 a 0,171875 0,17578125
... ... ... ...
Tabulka 4: Postupne´ tvorˇenı´ intervalu˚
potrˇeba mı´t vypsane´ vsˇechny znaky a jejich pravdeˇpodobnosti vy´skytu. Aritmeticke´ ko´-
dova´nı´ na´sledneˇ rozdeˇlı´ interval < 0, 1) na mnozˇinu disjunktnı´ch intervalu˚. Pocˇet teˇchto
disjunktnı´ch intervalu˚ je roven pocˇtu znaku˚. Velikost intervalu˚ odpovı´da´ pravdeˇpodob-
nosti vy´skytu znaku˚.
Postup ko´dova´nı´
• Nejdrˇı´ve si sepı´sˇeme cˇetnosti znaku˚ a vypocˇı´ta´me jejich pravdeˇpodobnost.
• Nastavı´me interval na < 0, 1 >.
• Prˇecˇteme znak a interval se rozdeˇlı´ na podintervaly dle pravdeˇpodobnosti znaku˚.
• Interval nastavı´me na hodnotu, kterou ma´ disjunktnı´ interval u prˇecˇtene´ho znaku.
Da´le pokracˇujeme prˇedchozı´m bodem, dokud nebude zako´dovany´ cely´ text.
• Jakmile je zako´dova´n cely´ text, vybereme cˇı´slo z konecˇne´ho intervalu a toto cˇı´slo
zapı´sˇeme.
Prakticka´ uka´zka:
Pouzˇijeme slovo aabcadab, ke ktere´mu ma´me pravdeˇpodobnosti znaku˚ zapsane´ v tabulce
3. Podle teˇchto pravdeˇpodobnostı´ mu˚zˇeme rozdeˇlovat intervaly. Vy´sledek ko´dova´nı´ je
na´hodne´ cˇı´slo z konecˇne´ho intervalu. Toto cˇı´slo zapı´sˇeme.
Deko´dova´nı´ probı´hal podobny´m zpu˚sobem jako prˇi ko´dova´nı´. Takte´zˇ vyuzˇı´va´me
intervalu˚. Ma´me prˇecˇtenou hodnotu a pomocı´ te´to hodnoty urcˇujeme v kazˇde´m kroku,
do ktere´ho intervalu tato hodnota patrˇı´.
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< 0, 1) < 0, 0.5) < 0, 0.25) < 0.125, 0.1875)
a < 0, 0.5) < 0, 0.25) < 0, 0.125) < 0.125, 0.15625)
b < 0.5, 0.75) <, 0.25, 0.375) < 0.125, 0.1875) < 0.15625, 0.171875)
c < 0.75, 0.875) < 0.375, 0.4375) < 0.1875, 0.0.21875) < 0.171875, 0.1796875)
d < 0.875, 1) < 0.4375, 0.5) < 0.1875, 0.0.25) < 0.1796875, 0.1875)
Tabulka 5: Intervaly pro hleda´nı´ slova
Postup deko´dova´nı´:
• Nastavı´me interval na < 0, 1 >.
• Rozdeˇlı´me aktua´lnı´ interval dle pravdeˇpodobnostı´.
• Vybereme interval do ktere´ho nasˇe hledane´ cˇı´slo patrˇı´ a zapı´sˇeme znak patrˇı´cı´ k
dane´mu intervalu. Tento interval si zapı´sˇeme a pokracˇujeme prˇedchozı´m krokem
dokud nebude dekomprimova´n vesˇkery´ obsah.
Prakticka´ uka´zka dekomprese:
Pro prˇı´klad jsem vybral cˇı´slo 0.172 z intervalu < 0.171875, 0.17578125 >, ktery´ jsme
zjistili prˇi kompresi. S tı´mto cˇı´sle jsme schopni dojı´t k vy´sledne´mu slovu aabc. Pomocı´
tabulky 5 tedy doka´zˇeme vypsat rˇeteˇzec do pu˚vodnı´ho (bezeztra´tove´ho) tvaru. Zacˇı´na´me
tedy v prvnı´m sloupci. Nasˇe hodnota 0.172 patrˇı´ do intervalu ke znaku a. Tento znak si
napı´sˇeme. Interval do ktere´ho patrˇı´ nasˇe cˇı´slo vypı´sˇeme do sloupce 2. Rozdeˇlı´me interval
a najdeme disjunktnı´ interval, do ktere´ho patrˇı´ nasˇe cˇı´slo. Cˇı´slo patrˇı´ do intervalu u znaku
a. Pı´smeno a tedy prˇipı´sˇeme a vznika´ na´m slovo aa. Interval posuneme do dalsˇı´ho sloupce,
kde ho znovu rozdeˇlı´me dle pravdeˇpodobnosti. Tı´mto zpu˚sobem pokracˇujeme, dokud
nenalezneme cely´ rˇeteˇzec.
Aritmeticke´ ko´dova´nı´ je pomalejsˇı´ nezˇ Huffmanovo ko´dova´nı´. Ovsˇem doka´zˇe si le´pe
poradit s velmi nerovnomeˇrny´m rozlozˇenı´m cˇetnostı´ a dosahuje lepsˇı´ch vy´sledku˚. U arit-
meticke´ho ko´dova´nı´ se kazˇdy´m znakem velikost intervalu zmensˇuje. Tı´m pa´dem nasˇe
desetinne´ cˇı´slo, prˇepsane´ do bitove´ podoby, je s kazˇdy´m znakem delsˇı´, cozˇ zhorsˇuje pra´ci
s teˇmito cˇı´sly. Proto byly vyvinuty metody aritmeticke´ho ko´dova´nı´ s cely´mi cˇı´sly, nebo
taky s omezenı´m na pocˇet desetinny´ch mı´st.
3.5 Slovnı´kove´ metody
Slovnı´kove´ metody hledajı´ opakujı´cı´ se fra´ze v textech. Slovnı´kove´ metody se rozdeˇlujı´
do dvou skupin:
1. Prvnı´ skupina jsou metody, kdy si vytva´rˇı´me slovnı´k a fra´ze v textu nahrazujeme
indexem dane´ fra´ze obsazˇene´ ve slovnı´ku.




Metoda LZ77 hleda´ opakujı´cı´ se fra´ze do urcˇite´ de´lky. Na obra´zku 2 je zobrazen postup
metody LZ77.
Obra´zek 2: Na´hled na posuvne´ oke´nko
Posuvne´ oke´nko(slidingwindow) je rozdeˇleno nadveˇ cˇa´sti(X aY). V cˇa´sti X je doposud
neko´dovany´ text. Cˇa´st Y obsahuje jizˇ zako´dovany´ text. Toto oke´nko se posouva´ po textu,
ktery´ chceme ko´dovat. Postup ko´dova´nı´ je prova´deˇn na´sledovneˇ. V cˇa´sti Y vyhleda´va´me
fra´ze odpovı´dajı´cı´ fra´zı´m za cˇa´sti X. Jestlizˇe je nalezen veˇtsˇı´ pocˇet fra´zi, vybereme tu
nejdelsˇı´. Pokud je nalezeno vı´ce nejdelsˇı´ch fra´zı´, vybereme tu, ktera´ je nejblı´zˇe odmeznı´ku
mezi X a Y. Fra´zi zako´dujeme na´sledujı´cı´m zpu˚sobem. (i,j,znak), kde i je vzda´lenost od
meznı´kumezi X a Y, j je de´lka fra´ze a znak je znak na´sledujı´cı´ za fra´zı´. Po zako´dova´nı´ fra´ze
posuneme oke´nko o j+1 znaku˚ doprava. Prˇi ko´dovanı´ mu˚zˇou nastat 2 meznı´ prˇı´pady
• Nenalezneme zˇa´dnou fra´zi. Zapı´sˇeme tedy (0,0,znak) a posuneme oke´nko o 1 do-
prava.
• Nalezneme fra´zi shodnou se znaky v cele´ cˇa´sti X. V tomto prˇı´padeˇ zapı´sˇeme fra´zi
bez poslednı´ho znaku.
Na obra´zku 3 je zobrazen prˇı´klad s postupemko´dova´nı´ pro jednoduchy´ text. Dekomprese
Obra´zek 3: Postup ko´dova´nı´ LZ77
z ko´du je velice jednoducha´. Zapisujeme si pouze dekomprimovany´ text. V tomto textu
vyhleda´va´me fra´ze pomocı´ ko´du˚. Dekomprese je daleko rychlejsˇı´, jelikozˇ nemusı´me vy-
hleda´vat fra´ze v textu. Ma´me prˇesnou pozici i de´lku. Prˇı´klad na dekompresi je zobrazen
na obra´zku 4.
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Obra´zek 4: Postup dekomprimova´ni LZ77
3.5.1.1 Metoda LZSS Tato metoda byla vytvorˇena v roce 1982 Jamesem Storerem and
Thomasem Szymanskim. LZSS vznikla u´pravou algoritmu LZ77. Na rozdı´l od prˇedcha´-
zejı´cı´ metody vycha´zı´ zmysˇlenky, zˇe odkaz fra´zemu˚zˇe by´t delsˇı´ nezˇ rˇeteˇzec, ktery´ chceme
nahradit. Da´le LZSS neukla´da´ za nalezenou fra´zı´ na´sledujı´cı´ znak, jelikozˇ by tı´mto zna-
kem mohla zacˇı´nat dalsˇı´ fra´ze. Pokud se nenalezne fra´ze veˇtsˇı´ nezˇ jeden znak, ukla´da´me
samostatny´ znak. Abychom prˇi dekompresi veˇdeˇli jestli cˇteme zako´dovanou fra´zi, nebo
pouze zako´dovany´ znak, musı´me ukla´dat jesˇteˇ jeden bit, ktery´ bude oznacˇovat zda se
jedna o fra´zi, nebo znak. Za´pis tedy ma´ 2 cˇa´sti:
• (rozezna´vacı´ bit, i,j) - ulozˇenı´ odkazu na fra´zi
• (rozezna´vacı´ bit, znak) - pokud nenı´ nalezena fra´ze
Rozezna´vacı´ bit naby´va´ hodnot 0 a 1. Je to bit, pomocı´ ktere´ho pozna´me prˇi deko´do-
va´nı´, jestli se jedna´ o fra´zi, nebo o znak. Na´sledujı´cı´ znak i je vzda´lenost od prvnı´ho
nezako´dovane´ho znaku a j je de´lka fra´ze.
3.5.2 LZ78
LZ78 jemetodapublikova´nav roce 1978AbrahamemLempelema JacobemZivem.Princip
je jednoduchy´. Vsˇechny fra´ze si ukla´da´me do slovnı´ku a prˇirˇazujeme jim postupneˇ cˇı´sla
od 1. Text na vstupu porovna´va´me s fra´zemi ve slovnı´ku. Vybereme nejdelsˇı´ fra´zi a text
zako´dujeme na´sledujı´cı´m zpu˚sobem:
• (cˇı´slo fra´ze,znak), kde cˇı´slo fra´ze je cˇı´slo nejdelsˇı´ nalezene´ fra´ze a znak je nasledujı´c
znak.
• (0, aktua´lnı´ znak), kde aktua´lnı´ znak je prvnı´ znak, ktery´ je pra´veˇ na vstupu. Tento
za´pis se pouzˇı´va´, pokud nenı´ nalezena zˇa´dna´ fra´ze. Jednodusˇe rˇecˇeno zako´dujeme
samostatny´ znak.
Po kazˇde´m zako´dova´nı´ dvojice prˇida´me do slovnı´ku dalsˇı´ fra´zi, ktera´ odpovı´da´ nalezene´
fra´zi + na´sledujı´cı´mu znaku. Tato fra´ze je tedy o jeden znak delsˇı´ nezˇ pu˚vodnı´.
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Prˇi kazˇde´m kroku je do slovnı´ku prˇida´na dalsˇı´ fra´ze. Jelikozˇ je velikost slovnı´ku
omezena´, musı´ se slovnı´k po dosazˇenı´ plne´ho stavu vymazat. Po vymaza´nı´ zacˇı´na´me
na´sledujı´cı´ text ko´dovat znovu s pra´zdny´m slovnı´kem. Na obra´zku 5 je zobrazen postup
ko´dova´nı´ pomocı´ LZ78.
Obra´zek 5: Postup komprese pomocı´ LZ78
3.5.2.1 LZW Metoda LZW je vylepsˇenı´ metod LZ78. Toto vylepsˇenı´ bylo publikova´no
v roce 1984 Abrahamem Lempelem, Jacobem Zivem a TerryWelchem. Stejneˇ jako u LZSS
(viz. podkapitola 3.5.1.1) je hlavnı´ mysˇlenkou neko´dovat znak za fra´zı´, jelikozˇ by tento
znak mohl by´t vyuzˇitelny´ v na´sledujı´cı´ fra´zi. LZW ko´duje pouze fra´ze de´lky 2 a veˇtsˇı´.
Proto musı´me do slovnı´ku prˇed zacˇa´tkem prˇidat vsˇechny fra´ze de´lky 1. Jinak rˇecˇeno
musı´me do slovnı´ku prˇidat vsˇechny znaky, ktere´ jsou pouzˇity v textu. U cˇı´slova´nı´ fra´zı´
nemusı´me zacˇı´nat cˇı´slem 1(jako u LZ78), ale mu˚zˇeme zacˇı´t od 0. Nepotrˇebujeme totizˇ
identifika´tor, ktery´ na´m uka´zˇe, zˇe jsme nenasˇli zˇa´dnou fra´zi.
Prˇı´ kazˇde´m kroku, mimo prvnı´ krok, prˇida´me do slovnı´ku dalsˇı´ fra´zi. Tato fra´ze se
skla´da´ z fra´ze z minule´ho kroku a pocˇa´tecˇnı´ho pı´smena aktua´lnı´ fra´ze. Postup ko´dova´ni
slova ababbacbac je zobrazennaobra´zku6Vy´stupemte´tometody jeposloupnost 0,1,4,5,2,7.
Dekomprese se prova´dı´ obdobny´m zpu˚sobem jako komprese. Z dekomprimovane´ho
textu si postupneˇ skla´da´me identicky´ slovnı´k se slovnı´kem pouzˇity´m prˇi kompresi. De-
komprese je zobrazena na obra´zku 7. Prvnı´ fa´ze je obdobna´ jako u komprimace zobrazene´
na obra´zku 6. Jak lze videˇt, opeˇt jsme si prˇi kazˇde´m kroku(mimo prvnı´ho) prˇida´vali do
slovnı´ku dalsˇı´ fra´zi.
3.6 Algoritmus vyuzˇity´ v te´to pra´ci
Pro tuto pra´ci jsem vyuzˇil kompresnı´ algoritmus, ktery´ se skla´da´ z cˇa´stı´ ru˚zny´ch algo-
ritmu˚. Hlavnı´ mysˇlenkou je vytvorˇit slovnı´k obsahujı´cı´ fra´ze o de´lce 1, 2, ...,n, kde n je
uzˇivatelem definovana´ maxima´lnı´ de´lka. Jinak rˇecˇeno mu˚zˇu si zvolit, jestli budu pou-
zˇı´vat znaky, dvojznaky, nebo delsˇı´ fra´ze. Ze zacˇa´tku musı´ slovnı´k obsahovat vsˇechny
pouzˇite´ znaky, aby jsme byli schopni zako´dovat cely´ text. Slovnı´k ma´ omezenou de´lku.
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Obra´zek 6: Postup komprese pomocı´ LZW
Obra´zek 7: Postup dekomprese pomocı´ LZW
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Jelikozˇ musı´me slovnı´k ukla´dat, nesmı´ byt moc velky´. Jakmile ma´me slovnı´k vytvorˇeny´,
postupneˇ procha´zı´me rˇeteˇzec a nacha´zı´me nejdelsˇı´ mozˇnou fra´zi. Tuto fra´zi nahrazujeme
pozicı´ fra´ze ve slovnı´ku. Slovnı´k se tvorˇı´ jednodusˇe. Nejprve projdeme data a prˇida´me
do slovnı´ku vsˇechny fra´ze de´lky 1. Na´sledneˇ procha´zı´me text znovu, ale po dvojznacı´ch.
Takto pokracˇujeme podle nastavenı´ de´lky fra´zı´. Na obra´zku 8 lze videˇt postup vytvorˇenı´
Obra´zek 8: Postup komprese pomocı´ algoritmu uzˇite´ho v pra´ci
slovnı´ku a komprese rˇeteˇzce. Vy´stup komprese je posloupnost indexu˚ 7, 8, 9, 2. Tedy
z pu˚vodnı´ch deseti znaku˚ jsme pocˇet znaku˚ snı´zˇili na cˇtyrˇi. Jelikozˇ slovnı´k pouzˇı´va´ in-
dexy 0-9, nepotrˇebujeme k ukla´da´nı´ vy´stupu 8 bitu˚ na jeden znak(index). Postacˇı´ na´m
pouze 4 bity. Musı´me ovsˇem take´ pocˇı´tat s ulozˇenı´ slovnı´ku. Optimalizace slovnı´ku je
asi nejveˇtsˇı´ slabina tohoto algoritmu. Pokud se podı´va´me na obra´zek 8, lze videˇt, zˇe prˇi
komprimaci nebyly pouzˇity zˇa´dne´ dvojznaky. Tedy pokud by ve slovnı´ku tyto dvojznaky
nebyly, usˇetrˇilo by na´m to dost mı´sta. O optimalizaci slovnı´ku se pokousˇı´m v kapitole 6.
Jelikozˇ si mu˚zˇeme nacˇı´st ulozˇeny´ slovnı´k, dekomprese je velice jednoducha´. Nacˇ-
teme si tedy slovnı´k a postupneˇ procha´zı´me posloupnost cˇı´sel. Tato cˇı´sla jsou indexy ve
slovnı´ku. Indexy nahradı´me fra´zı´ a dekomprese je hotova´.
22
4 Implementace
Pro implementaci jsem vyuzˇil programovacı´ jazyk C #.
4.1 Jazyk C# a jeho vlastnosti
C# je jednoduchy´, objektoveˇ orientovany´ programovacı´ jazyk vytvorˇeny´ spolecˇnostı´
Microsoft. Tento jazyk je plneˇ kompatibilnı´ s technologiı´ .NET a je odvozen od jazyku˚ C
a Java. Nevy´hodou jazyka C# je programova´nı´ cˇasoveˇ na´rocˇne´ aplikace, protozˇe jazyk
nema´ neˇktere´ klı´cˇove´ komponenty pro aplikace s velmi vysoky´m vy´konem. Vlastnosti
Jazyka C#:
• plna´ podpora trˇı´d a objektoveˇ orientovane´ho programova´nı´, vcˇetneˇ deˇdicˇnosti roz-
hranı´ i implementace, virtua´lnı´ch funkcı´ a prˇetı´zˇenı´ opera´toru˚,
• konzistentnı´ a vhodneˇ definovana´ sada za´kladnı´ch typu˚,
• integrovana´ podoba automaticke´ho generova´nı´ dokumentace ve forma´tu XML,
• automaticke´ cˇisˇteˇnı´ dynamicky prˇideˇlova´nı´ pameˇti
• mozˇnost oznacˇit trˇı´dy nebometody uzˇivatelsky definovany´mi atributy. Tato funkce
mu˚zˇe by´t uzˇitecˇna´ pro dokumentaci a neˇkdy ma´ urcˇity´ vliv na prˇeklad (naprˇ. prˇi
oznacˇenı´ metod, aby se prˇekla´daly pouze v ladicı´ch sestavenı´ch),
• plny´ prˇı´stup ke knihovneˇ za´kladnı´ch trˇı´d .NET a take´ snadna´ dostupnost rozhranı´
Windows API (pokud ho skutecˇneˇ potrˇebujete, k cˇemuzˇ nedocha´zı´ prˇı´lisˇ cˇasto),
• v prˇı´padeˇ potrˇeby jsou dostupne´ ukazatele a prˇı´my´ prˇı´stup do pameˇti, ale jazyk je
navrzˇen takovy´m zpu˚sobem, zˇe lze bez nich pracovat te´meˇrˇ ve vsˇech situacı´ch,
• podpora vlastnostı´ a uda´lostı´ ve stylu jazyka Visual Basic,
• pouhou zmeˇnou mozˇnostı´ prˇekladacˇe mu˚zˇete prˇekla´dat bud’ spustitelny´ soubor,
nebo knihovnu komponent .NET, kterou mu˚zˇe volat jiny´ ko´d stejny´m zpu˚sobem
jako ovla´dacı´ prvky ActiveX (komponenty COM)




V te´to cˇa´sti popı´sˇi neˇktere´ komponenty, ktere´ jsem vyuzˇil
4.2.1 Zedgraph
Zedgraph [1] je volneˇ dostupna´ knihovna trˇı´d pro vytva´rˇenı´ 2D cˇa´rovy´ch, sloupcovy´ch
a kola´cˇovy´ch grafu˚. Knihovna je staveˇna jak pro ASP, tak i pro Windows Form. Da´le je
zedgraph velmi flexibilnı´. V grafumu˚zˇeme upravovat takrˇka vsˇe. Ovsˇem pro jednoduche´
pouzˇitı´ ma´ veˇtsˇinu mozˇnostı´ nastavenou na neˇjakou defaultnı´ hodnotu.
Nastavenı´m grafu se zaby´vajı´ 2 hlavnı´ prvky.MasterPane, ktery´ slucˇuje vsˇechny grafy,
aGraphPane, pomocı´ ktere´ho nastavujeme konkre´tnı´ grafy. Prˇedevsˇı´m na´zev grafu, na´zvy
os, typy os, minima amaxima os, nastavenı´ hlavnı´ch i vedlejsˇı´chmrˇı´zˇek amnoho dalsˇı´ho.
Du˚lezˇite´ metody pro nastavenı´ grafu:
• AxisChange( )- Nastavuje rozsahy os tak, aby byly vsˇechny vykreslene´ body v tomto
rozsahu.
• RestoreScale( ) - Resetuje nastavenı´ os na pu˚vodnı´.
• ZedGraph.Refresh() - Aktualizuje dany´ graf.
• GraphPane.AddCurve() - Prˇida´ do grafu krˇivku.
• ZoomOutAll() - Zrusˇı´ vesˇkera´ prˇiblı´zˇenı´ a nastavı´ pohled na pu˚vodnı´.
• GraphPane.Title.Text- Na´zev grafu.
• GraphPane.XAxis.Title.Text-Na´zev osy X.
• GraphPane.YAxis.Title.Text- Na´zev osy Y.
4.2.2 Mersenne Twister
Mersenne Twister[4] je volneˇ dostupny´ genera´tor na´hodny´ch cˇı´sel, ktery´ vivinuli Makoto
Matsumoto a Takuji Nishimura v roce 1996/1997. Da´le pak vylepsˇen v roce 2002.
Vy´hody genera´toru:
• Navrzˇenı´ s ohledem na nedostatky ostatnı´ch genera´toru˚
• Daleko veˇtsˇı´ posloupnost cˇı´sel
• Rychla´ generace
• Dobre´ vyuzˇitı´ pameˇti
Prˇi testova´nı´ vcˇelı´ch algoritmu˚ pomocı´ tohoto genera´toru byly vy´sledky optimalizacˇnı´ch
u´loh daleko prˇesneˇjsˇı´. Pomocı´ klasicke´ho genera´toru jsem se mnohdy ke spra´vne´mu
vy´sledku nedostal.
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Jedinec1 Jedinec2 Jedinec3 Jedinec4 Jedinec5 ...
Fitness 0,5256456 0,237798 0.48641 0.84351 0.2635
Cˇı´tacˇ 0 0 0 0 0
Parametr1 2.15476 45.48413 6.787765 25.57645 65.48314
Parametr2 1.784165 0.14564 65.94589 0.57485 25.6453
Parametr3 10.54646 5.85314 10.21456 2.547685 2.41556
Parametr4 85.4636 1.85765 4.47896 2.84223 0.54314
...
Tabulka 6: Populace pomocı´ dvourozmeˇrne´ho pole
4.3 Implementace ABC
Implementace tohoto algoritmu nenı´ moc slozˇita´. Pokud budu postupovat podle pseudo-
ko´du 1, je nejdrˇı´ve zapotrˇebı´ vytvorˇit pocˇa´tecˇnı´ populaci. Populace se da´ naprogramovat
vı´ce zpu˚soby. Prvnı´ zpu˚sob je pomocı´ dvourozmeˇrne´ho pole. Teto zpu˚sob je zobrazen
v tabulce 6. Kazˇdy´ sloupec oznacˇuje jednoho jedince. Tento jedinec obsahuje na nulte´m
rˇa´dku fitness(hodnota funkce v dane´m bodeˇ). Rˇa´dek s indexem 1 obsahuje cˇı´tacˇ. V tomto
polı´cˇku je zapsa´n pocˇet iteracı´ od poslednı´ho zlepsˇenı´. Ostatnı´ rˇa´dky obsahujı´ parame-
try. Jsou to na´hodne´ hodnoty v rozmezı´ definicˇnı´ho oboru funkce. Jinak rˇecˇeno se jedna´
sourˇadnice bodu. Z teˇchto sourˇadnic se pocˇı´ta´ fitness. Tento zpu˚sob za´pisu jedincu˚ se mi
zda´ neprˇehledny´ a take´ slozˇity´. Prˇi implementaci jsem vyuzˇil objektu˚. Vytvorˇil jsem si
trˇı´du Individual(jedinec). Tato trˇı´da obsahuje promeˇnnou fitness, promeˇnnou count(cˇı´tacˇ)
a List< double > dim, ktery´ slouzˇı´ pro ulozˇenı´ sourˇadnic, ze ktery´ch se pocˇı´ta´ fitness. Tato





public List<double> dim = new List<double>();
}
Vy´pis 4: Trˇı´da individual
Tento objekt ukla´da´m do listu objektu˚(List<Individual>), cozˇ tvorˇı´ mnou vygenerova-
nou populaci. S takto vygenerovanou populacı´ lze jednodusˇeji pracovat a take´ se da´
jednodusˇeji upravovat. Naprˇı´klad prˇida´nı´ neˇjake´ promeˇnne´ jedinci daleko jednodusˇeji
nezˇ u rˇesˇenı´ pomocı´ pole, kde by jsme museli prˇepsat cˇa´st programu.
Populaci ma´me vytvorˇenou a algoritmus pokracˇuje cyklem, ktery´ se opakuje dokud
nenı´ dosazˇen urcˇity´ pocˇet iteracı´. Na zacˇa´tku kazˇde´ iterace se musı´ vcˇely serˇadit podle
fitness hodnoty.U jedincu˚ zapsany´chvpoli je potrˇebanapsat vlastnı´ trˇı´dı´cı´ algoritmus, cozˇ
nenı´ slozˇite´. Prˇi pouzˇı´va´nı´ objektu˚mu˚zˇeme takte´zˇ vytvorˇit vlastnı´ trˇı´dı´cı´ algoritmus, nebo
mu˚zˇeme vyuzˇı´t funkci „Sort()“. Pomocı´ te´to funkce lze setrˇı´dit jedince velmi jednodusˇe.
Setrˇı´zenı´ jedincu˚ pomocı´ metody „Sort()“ je zobrazeno na vy´pisu ko´du 5.
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oldPop.Sort(delegate(Individual ind1, Individual ind2)
{
return ind1. fitness .CompareTo(ind2.fitness);
}) ;
Vy´pis 5: Setrˇı´zenı´ podle hodnoty fitness
Na´sleduje cyklus procha´zejı´cı´ populacı´. Ke kazˇde´ deˇlnici je potrˇeba prˇirˇadit urcˇity´ pocˇet
na´sledovnı´ku˚. Toto rozdeˇlenı´ lze prove´st vı´ce zpu˚soby. Mu˚j zpu˚sob je velice jednoduchy´.
Vcˇely rozdeˇluji podle jednoduche´ho vzorce.
Vzorec pro prˇirˇazenı´ vcˇel:




)) + 1 (2)
Kde d znamena´ pocˇet deˇlnic, v je pocˇet vycˇka´vacı´ch vcˇel a j je index aktua´lnı´ho jedince.
Na konci vzorce prˇicˇı´ta´m 1, jelikozˇ pocˇı´ta´m s tı´m, zˇe okolı´ bude prohleda´vat i samotna´
deˇlnice. Pro lepsˇı´ pochopenı´ vypocˇı´ta´m prˇirˇazenı´ vcˇel na konkre´tnı´m prˇı´kladu.
• 10 pru˚zkumnı´ku˚(pozdeˇji deˇlnic)
• 400 vycˇka´vacı´ch vcˇel
• j=5




)) + 1 = 37 (3)
To znamena´, zˇe k deˇlnici s indexem 5 prˇirˇadı´me 37 vycˇka´vacı´ch vcˇel. Pro spra´vnou funkci
tohoto vzorce je potrˇeba dba´t na spra´vne´ nastavenı´ vstupnı´ch parametru˚. Prˇi sˇpatne´m
nastavenı´ pomeˇru mezi deˇlnicemi a vycˇka´vacı´mi vcˇelami by mohla nastat situace, kde
vycˇka´vacı´ vcˇely budou prˇirˇazeny pouze k neˇkolika nejlepsˇı´m deˇlnicı´m.
Jelikozˇ vycˇka´vacı´ vcˇely ma´me rozdeˇleny, mu˚zˇeme zapocˇı´t s loka´lnı´m prohleda´va´nı´m.
Nejprve oveˇrˇı´me jestlizˇe vcˇela nenı´ v loka´lnı´m extre´mu. Toto oveˇrˇenı´ lze prove´st pomocı´
pocˇı´tadla, jezˇ ma´ kazˇda´ deˇlnice. Hodnota tohoto cˇı´tacˇe se inkrementuje vzˇdy, kdyzˇ vcˇela
nezlepsˇı´ sve´ aktua´lnı´ rˇesˇenı´. Jestlizˇe je hodnota cˇı´tacˇe veˇtsˇı´, nezˇ nastavena´mez, deˇlnice sve´
rˇesˇenı´ zahodı´ a odletı´ na na´hodnou pozici. Pro spra´vnou funkci je potrˇeba zajistit, aby pa´r
nejlepsˇı´ch vcˇel nezahazovalo rˇesˇenı´. Bez tohoto osˇetrˇenı´ bymohla nastat situace, prˇi ktere´
by deˇlnice, ktera´ je jizˇ v globa´lnı´m extre´mu, mohla zahodit sve´ rˇesˇenı´. Pokud jsou tyto
podmı´nky splneˇny, tak mu˚zˇe zacˇı´t loka´lnı´ prohleda´va´nı´. Na Vy´pisu ko´du 6 je zobrazen
postup loka´lnı´ho prohleda´va´nı´. Toto prohleda´va´nı´ zacˇı´na´ cyklem, kde promeˇnna´ bees
znacˇı´ pocˇet prˇirˇazeny´ch vycˇka´vacı´ch vcˇel.
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Activ = new Individual() ;
for ( int k = 0; k < dimension; k++)
{
Activ .dim.Add(oldPop[j].dim[k] − range + (ranGen.NextDouble() ∗
((oldPop[j ]. dim[k] + range) − (oldPop[j ]. dim[k] − range))));
// oveˇrˇenı´, zda novy´ parametr patrˇı´ do definicˇnı´ho oboru funkce






} while (true) ;
// Zde patrˇı´ vy´pocˇet fitness z novy´ch
ActualInd.Add(Activ);
}
Vy´pis 6: Loka´lnı´ prohleda´va´nı´
Na´sledujı´cı´ cyklus pouze oveˇrˇuje zda-li noveˇ vytvorˇene´ parametry na´lezˇı´ definicˇnı´mu
oboru funkce. Poslednı´ cyklus vytva´rˇı´ nove´ hodnoty parametru˚. Tyto hodnoty jsou z blı´z-
kosti aktua´lnı´ deˇlnice. Novy´ parametr vznika´ jednoduchy´m zpu˚sobem. Nejdrˇı´ve je po-
trˇeba si nacˇı´st parametr aktua´lnı´ deˇlnice. Pomocı´ tohoto parametru vytvorˇı´me hranice.
Dolnı´ hodnota hranice se vytvorˇı´ odecˇtenı´m nastavene´ hodnoty pro velikost loka´lnı´ho
prohleda´vanı´ od parametru aktua´lnı´ deˇlnice. U hornı´ hranice je to tote´zˇ, ale s prˇicˇtenı´m
nastavene´ hodnoty. Jednoduchy´ prˇı´klad urcˇenı´ hranic je zobrazen v tabulce 7. Kdyzˇ uzˇ
jsou vypocˇteny hranice, na´sleduje vygenerova´nı´ na´hodne´ho cˇı´sla z na´mi vytvorˇene´ho
intervalu. Tyto vy´pocˇty se provedou pro kazˇdy´ parametr. V poslednı´ cˇa´sti je potrˇeba vy-
pocˇı´tat fitness z novy´ch parametru˚ a na´sledne´ ulozˇenı´ do prozatı´mnı´ho listu jedincu˚. Tyto
vy´pocˇty provedeme pro vsˇechny prˇirˇazene´ vcˇely. Pro konecˇnou fa´zi je potrˇeba najı´t noveˇ
vytvorˇenou vcˇelu s nejlepsˇı´ fitness hodnotou. Tuto fitness hodnotu porovna´me s fitness
hodnotou aktua´lnı´ deˇlnice. Pokud je fitness aktua´lnı´ deˇlnice lepsˇı´, inkrementujeme cˇı´tacˇ
deˇlnice o 1 a ponecha´me deˇlnici se svy´m rˇesˇenı´m. Pokud fitness aktua´lnı´ deˇlnice nenı´
lepsˇı´, nahradı´me rˇesˇenı´ deˇlnice rˇesˇenı´m nejlepsˇı´ vycˇka´vacı´ vcˇely a cˇı´tacˇ nastavı´me na 0.
Po provedenı´ loka´lnı´ho prohleda´va´nı´ u vsˇech deˇlnic zacˇı´na´ nova´ iterace a cely´ proces
se opakuje. Ukoncˇenı´ algoritmu mu˚zˇe nastat po urcˇite´m pocˇtu iteracı´, nebo prˇi splneˇnı´
ukoncˇovacı´ podmı´nky.
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Deˇlnice Dolnı´ hodnota Hornı´ hodnota
Fitness 0,5256456
Cˇı´tacˇ 0
Parametr1 7 2 13
Parametr2 10 5 15
Parametr3 15 10 20
Parametr4 11 6 16
Tabulka 7: Loka´lnı´ prohleda´va´nı´
4.4 Implementace BA
Pokud porovna´te pseudoko´d 2 s pseudko´dem 1 tak zjistı´te velikou podobnost. Zacˇa´tek
implementace algoritmu, azˇ po prˇideˇlenı´ vcˇel, je obdobny´ s algoritmem ABC popsany´m
v kapitole 4.3. U BA algoritmu se prova´dı´ rozdeˇlenı´ pouze pro vcˇely s lepsˇı´mi vy´sledky.
V me´m prˇı´padeˇ pouzˇı´va´m jako pocˇet lepsˇı´ch vcˇel prvnı´ polovinu pru˚zkumnı´ku˚. Vzorec
pro prˇideˇlenı´ vycˇka´vacı´ch vcˇel je tedy podobny´ vzorci 2.




)) + 1 (4)
Kde p znamena´ pocˇet pru˚zkumnı´ku˚, v je pocˇet vycˇka´vacı´ch vcˇel, j je index aktua´lnı´ho
jedince a p/2 je soucˇet indexu˚ prvnı´ poloviny pru˚zkumnı´ku˚ vcˇel.
Na´sleduje loka´lnı´ prohleda´va´nı´. Toto prohleda´va´nı´ okolı´ se prova´dı´ pouze pro vcˇely
z lepsˇı´ skupiny. Vcˇely z horsˇı´ skupiny sve´ aktua´lnı´ rˇesˇenı´ zahodı´ a vygenerujı´ si novou
na´hodnou pozici. Na vcˇela´ch z lepsˇı´ skupiny se tedy prova´dı´ loka´lnı´ prohleda´va´nı´. Ko´d
loka´lnı´ho prohleda´va´nı´ u BA je obdobny´ s loka´lnı´m prohleda´va´nı´m u ABC. Tento ko´d je
zobrazen je vy´pisu ko´du 6.
4.5 Implementace binary ABC
Za´kladnı´ algoritmus ABC popsany´ v kapitole 4.3 nenı´ uzpu˚soben pro pra´ci s bina´rnı´mi
cˇı´sly. pro spra´vnou funkcˇnost je potrˇeba algoritmus lehce upravit. Nejprve je potrˇeba
vytvorˇit za´kladnı´ populaci. V te´to na´hodne´ populaci pouzˇı´va´me jako parametry hodnoty
0 nebo 1. Nejjednodusˇsˇı´ postup jak vygenerovat populaci je pomocı´ na´hodne´ho cˇı´sla
v intervalu< 0, 1 >. Toto na´hodne´ cˇı´slo porovna´me s konstantou 0,5. Pokud jenhodnslo <
0, 5 parametr se nastavı´ na 0. V opacˇne´m prˇı´padeˇ, kdyzˇ nhodnslo ≥ 0, 5, nastavı´me
parametr na 1. Ko´d je zobrazen ve vy´pisu 7.
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for ( int j = 0; j < dimension; j++)
{
if (( ranGen.NextDouble()) < 0.5)
{
ind.dim.Add(0);


















ind. fitness = 1 − (double)((double)M11 / (double)(M10 + M01 + M11));
Vy´pis 7: Vytva´rˇenı´ na´hodne´ho jedince
Na´sleduje vy´pocˇet fitness hodnoty. Pro testova´nı´ jsem pouzˇil jako fitness hodnotu vzda´-
lenost jedince od urcˇite´ho vektoru. Tuto vzda´lenost lze pocˇı´tat vı´ce zpu˚soby. V me´m
programu pouzˇı´va´m vzorec pro vy´pocˇet Jaccardova indexu. Meˇjme tedy vektor X =
(x1, x2, x3, ..., xD) a vektor Y = (y1, y2, y3, ..., yD), kde D je dimenze vektoru. Prˇi porov-
na´nı´ vektoru˚ mu˚zˇou nastat 4 situace:
• xd = yd = 1
• xd = 1, yd = 0
• xd = 0, yd = 1
• xd = yd = 0
Kde d naby´va´ hodnot 1, 2, ..., D. tyto situace si pojmenujeme na´sledneˇ:
• M11 je pocˇet vsˇech bitu˚, kde bit v X a za´rovenˇ Y je roven 1(xd = yd = 1)
• M10 je pocˇet vsˇech bitu˚, kde bit v X je 1 a bit v Y je 0 (xd = 1, yd = 0)
• M01 je pocˇet vsˇech bitu˚, kde bit v X je 0 a bit v Y je 1 (xd = 0, yd = 1)
• M00 je pocˇet vsˇech bitu˚, kde bit v X a za´rovenˇ Y je roven 0(xd = yd = 0)
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Nynı´ mu˚zˇeme tyto hodnoty dosadit do Jaccardova vzorce:
fitness = 1− M11
M01 +M10 +M11
(5)
Cˇı´m mensˇı´ fitness je, tı´m podobneˇjsˇı´ jsou si vektory X a Y. Prˇi fitness = 0 platı´, zˇe vektory
X a Y jsou si rovny.
Za´kladnı´ populace je jizˇ vytvorˇena. Populaci setrˇı´dı´me podle fitness hodnot. Prˇirˇazenı´
pocˇtu vycˇka´vacı´ch vcˇel je obdobne´ jako u ABC poprˇı´padeˇ BA. Loka´lnı´ prohleda´va´nı´ je
od prˇedesˇly´ch algoritmu˚ jine´. Za´kladnı´ princip zu˚sta´va´ stejny´. Podle pocˇtu na´sledovnı´ku˚
vygenerujeme urcˇity´ pocˇet novy´ch vcˇel, ze ktery´ch vybereme vcˇelu s nejlepsˇı´ fitness
hodnotou a tuto vcˇelu porovna´me s aktua´lnı´m rˇesˇenı´m. Nove´ vcˇely se vytva´rˇejı´ pomocı´
na´sledujı´cı´ho vzorce:
Xj = Dji ⊕ [α(Dji ⊕N jk)] (6)
Kde Xj je j-ta dimenze noveˇ vytvorˇene´ vcˇely, Dji je j-ta dimenze i-te deˇlnice, N
j
k je
j-ta dimenze k-te vcˇely(Je na´hodneˇ vybra´na vcˇela z mnozˇiny deˇlnic, kde i ̸= k ) a α je
sˇance na negaci vy´razu. Sˇanci na negaci(α) jsem nastavil mezi (0, 2 > procenta. Nejedno-
dusˇsˇı´ rˇesˇenı´, jak te´to pravdeˇpodobnosti dosa´hnout, je vygenerova´nı´m na´hodne´ho cˇı´sla
v intervalu < 0, 1 > a na´sledne´m porovna´nı´ s konstantou naprˇ 0,2. Prˇi tomto nastavenı´
algoritmus dosahoval nejlepsˇı´ch vy´sledku˚. Prˇi testova´nı´ jsem nezkousˇel pouze XOR (⊕),
ale i AND a OR. Opera´tor XOR v me´m prˇı´padeˇ da´val nejlepsˇı´ vy´sledky. Abych urychlil
algoritmus pro vytva´rˇenı´ novy´ch okolnı´ch vcˇel, vytva´rˇı´m nove´ vcˇely ve vla´knech. Jelikozˇ
se vcˇely vytva´rˇejı´ neza´visle, mu˚zˇeme pouzˇı´t vla´kna. Vytvorˇenı´ vla´ken je zobrazeno na
vy´pisu ko´du 8
resetEvents = new ManualResetEvent[bees];
for ( int i = 0; i < bees; i++)
{
ThreadInfo t = new ThreadInfo();
t . i = i ;
t . j = j ;
resetEvents[i ] = new ManualResetEvent(false);
ThreadPool.QueueUserWorkItem(new WaitCallback(MakeNew), t);
}




Vy´pis 8: Prohleda´va´nı´ okolı´
Nejdrˇı´ve je potrˇeba vytvorˇit objekt Threadinfo, do ktere´ho si ulozˇı´me jako je index aktua´lnı´
deˇlnice a cˇı´slo prˇirˇazene´ vcˇely. Da´le potrˇebujeme pole resetEvents, ve ktere´m se mu˚zˇeme
dozveˇdeˇt, zda-li je vla´kno hotove´. Na´sledneˇ vytvorˇı´me threadpool, ve ktere´m vola´me
metodu MakeNew. Tato metoda vytva´rˇı´ novou vcˇelu. Prˇed pokracˇova´nı´m algoritmu je
potrˇeba pocˇkat, nezˇ se vsˇechna vla´kna provedou. Na tuto kontrolu slouzˇı´ cyklus foreach
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Tabulka 8: Cˇasove´ porovna´nı´ algoritmu s vla´kny a algoritmu bez vla´ken prˇi zmeˇneˇ pocˇtu
vycˇka´vacı´ch vcˇel
zobrazeny´ v ko´du. V tabulce 8 je zobrazeny´ cˇasovy´ rozdı´l mezi algoritmem s vla´kny
a algoritmem bez vla´ken. V te´to tabulce je zobrazena pouze za´vislost cˇasu na zmeˇneˇ




• vycˇka´vacı´ vcˇely je promeˇnna´
Jak lze videˇt z tabulky 8, prˇi zvy´sˇenı´ pocˇtu vycˇka´vacı´ch vcˇel se jsou vla´kna cˇı´m da´l vı´ce
uzˇitecˇneˇjsˇı´. Obdobny´ prˇı´pad nasta´va´ i prˇi zmeˇneˇ dimenze. Cˇasy algoritmu prˇi zmeˇneˇ
dimenze jsou zobrazeny v tabulce 9. Testova´nı´ teˇchto cˇasu˚ probeˇhlo prˇi parametrech:
• Pru˚zkumnı´ku 20
• Iterace 300
• dimenze je promeˇnna´
• 1000
Na poslednı´m rˇa´dku tabulky 9 lze videˇt zpozˇdeˇnı´ algoritmu bez vla´ken prˇiblizˇneˇ o 20s.
Jestlizˇe si spojı´me obeˇ tabulky (9, 8) dospeˇjeme k tomu, zˇe vla´kna opravdu velmi zrychlujı´
algoritmus.
V kazˇde´m vla´knu se spousˇtı´ metoda MakeNew, ve ktere´ se vypocˇı´ta´va´ nova´ vcˇela
z okolı´. Tato vcˇela se pocˇı´ta´ pomocı´ vzorecˇku 6. Po dokoncˇenı´ vsˇech vla´ken prˇicha´zı´
na rˇadu vybra´nı´ nejlepsˇı´ho jedince. Jedinec se vybı´ra´ z listu noveˇ vytvorˇeny´ch jedincu˚.
Nejlepsˇı´ho jedince porovna´me s aktua´lnı´m jedincem(deˇlnicı´). Jestlizˇe je aktua´lnı´ deˇlnice
lepsˇı´, prˇicˇteme k jejı´mu cˇı´tacˇi 1. Pokud je deˇlnice horsˇı´, nahradı´me prozatı´mnı´ rˇesˇenı´
rˇesˇenı´m z nejlepsˇı´ho nove´ho jedince.
Cely´ tento algoritmus opakujeme po urcˇity´ pocˇet iteracı´, nebo dokud nenı´ splneˇna
ukoncˇovacı´ podmı´nka.
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Tabulka 9: Cˇasove´ porovna´nı´ algoritmu s vla´kny a algoritmu bez vla´ken prˇi zmeˇneˇ di-
menze
4.6 Implementace kompresnı´ho algoritmu
Tato cˇa´st se zaby´va´ implementacı´ kompresnı´ho algoritmu popsane´ho v kapitole 3.6. Za-
cˇa´tek je velice jednoduchy´. Pomocı´ streamu si otevrˇu dany´ soubor. Tento soubor si po
znacı´ch nacˇtu do pameˇti.Na´sledneˇ mu˚zˇu zacˇı´t vytva´rˇet slovnı´k. Tento slovnı´k je iniciali-
zova´n tabulkou a jeho velikost je omezena(zadana´ velikost). Vzhled je zobrazen v tabulce
10. Kazˇdy´ rˇa´dek te´to tabulky je jedna fra´ze. Sloupce tabulky jsou znaky v dane´ fra´zi.
for ( int i = 0; i < data.Count − pocetznaku; i++)
{
for ( int j = rows − 1; j >= 0; j−−)
{
stav = true;
for ( int k = 0; k < pocetznaku; k++)
{
delka = k;
if (slovnik [ j , 0] == −1) { stav = false; break; }
if (slovnik [ j , k] == −1) { delka = k − 1; break; }














Vy´pis 9: Vyhleda´va´nı´ nejdelsˇı´ch fra´zı´ ve slovnı´ku
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Tabulka 10: Tvorba slovnı´ku
Slovnı´k: Ulozˇenı´ slovnı´ku:
Ko´d Fra´ze Krok Ulozˇeny´ text
0 a 1 a
1 b 2 ab
2 c 3 abc
3 ba 4 abcba
4 aba 5 abcbaaba
5 bba 6 abcbaababba
Tabulka 11: Ukla´da´nı´ slovnı´ku
Mu˚zˇe nastat situace, zˇe slovnı´k zcela nezaplnı´me. Naprˇı´klad nastavı´me vyuzˇı´va´nı´
fra´ze de´lky 1. V takove´m prˇı´padeˇ zmensˇı´me slovnı´k tak, aby nezu˚staly volne´ rˇa´dky. Slov-
nı´k tedy ma´me hotovy´ a mu˚zˇeme zacˇı´t s kompresı´. V na´sledujı´cı´m ko´du jsou zobrazeny
cykly pro vyhleda´va´nı´ nejdelsˇı´ch fra´zi ve slovnı´ku.
Prvnı´ cyklus zobrazeny´ vevy´pisu9procha´zı´ znaky, ktere´ jsounacˇtene´ vpameˇti(vListu).
Na´sledujı´cı´ cyklus procha´zı´ slovnı´k od konce. Tedy od nejdelsˇı´ch fra´zı´. Poslednı´ cyklus
porovna´va´ znaky z dat se znaky ve slovnı´ku a snazˇı´ se najı´t nejdelsˇı´ shodu.
Data jsou prˇepsa´na na posloupnost indexu˚, takzˇe mu˚zˇeme prˇejı´t k za´pisu. Nezˇ za-
pı´sˇeme slovnı´k a data je potrˇeba zapsat neˇktere´ informace. Na zacˇa´tek souboru tedy
zapı´sˇeme pocˇet rˇa´dku˚ slovnı´ku a pocˇet fra´zı´ de´lky 1. Take´ pocˇty fra´zı´ de´lky 2 a pocˇty
delsˇı´ch fra´zı´. Jakmile ma´me tyto hodnoty zapsa´ny, mu˚zˇeme zacˇı´t ukla´dat slovnı´k. Po-
stupneˇ tedy ukla´da´me znaky po bytech. Ukla´da´nı´ je zobrazeno v tabulce 11. Ukla´da´me
tedy fra´ze po znacı´ch postupneˇ za sebou. Jelikozˇ jsme si zapsali pocˇty fra´zı´ s urcˇity´mi
de´lkami, nacˇtenı´ slovnı´ku prˇi dekompresi bude snadne´. Jakmile ulozˇı´me cely´ slovnı´k,
prˇicha´zı´ na rˇadu ukla´da´nı´ dat(posloupnosti indexu˚). Nezˇ zacˇneme ukla´dat data, je po-
trˇeba zjistit kolik bitu˚ potrˇebujeme k zapsa´nı´ jednoho znaku(indexu). Tuto informaci si
mu˚zˇeme zjistit pomocı´ slovnı´ku. Zjistı´me tedy index poslednı´ fra´ze ve slovnı´ku. Tı´mto
zna´me nejveˇtsˇı´ cˇı´slo, ktere´ potrˇebujeme zapsat. Vypocˇteme si tedy kolik bitu˚ potrˇebujeme
k zapsa´nı´ tohoto cˇı´sla. Pocˇet bitu˚ pro ukla´da´nı´ tedy zna´me a mu˚zˇeme zacˇı´t ukla´dat data.
Prˇi dekompresi doka´zˇeme nacˇı´st slovnı´k, takzˇe si doka´zˇeme vypocˇı´tat po kolika bitech
ma´me data cˇı´st.
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5 Testova´nı´ ABC a BA
V te´to kapitole testuji algoritmy ABC a BA na klasicky´ch optimalizacˇnı´ch funkcı´ch. V
prvnı´ cˇa´stı´ popisuji detailneˇji rozdı´l algoritmu˚ na prvnı´ de Jongoveˇ funkci. V Na´sledne´
testuji algoritmy na dalsˇı´ch funkcı´ch. Jako testovacı´ funkce jsem pouzˇil optimalizacˇnı´
funkce z knihy [3]
5.1 Podrobneˇjsˇı´ testova´nı´
Zde na´sleduje podrobneˇjsˇı´ testova´nı´ algoritmu˚ ABC a BA na jedne´ z optimalizacˇnı´ch
funkcı´.
5.1.1 Testova´nı´ ABC(DeJong 1)
Algoritmus jsem odzkousˇel na neˇkolika vı´cerozmeˇrny´ch funkcı´ch(De Jong, Rastrigin’s
function, Schwefel’s function a dalsˇı´). Pro podrobneˇjsˇı´ popis jsem si vybral prvnı´ de
Jongovu funkci popsa´nou v kapitole 5.1.3, Pro vy´pocˇet globa´lnı´ho minima v prvnı´ de
Jongoveˇ funkci jsem parametry nastavil na na´sledujı´cı´ hodnoty:
• Pocˇet pru˚zkumnı´ku =10
• Velikost kolonie = 120
• Pocˇet iteracı´ = 200
• Prohleda´vane´ okolı´ =0,1
• Pocˇet iteracı´, kdy vcˇela ma´ opustit sve´ rˇesˇenı´ = 10
• Pocˇı´ta´nı´ v intervalu < −5, 5 >
• Dimenze = 2
Na obra´zku 9 je zobrazen pru˚beˇh hleda´nı´ globa´lnı´hominima.Na tomto obra´zku lze videˇt,
zˇe algoritmus bez proble´mu nasˇel globa´lnı´ minimum.
5.1.2 Testova´nı´ BA(DeJong 1)
Tento typ algoritmu jsem testoval na obdobny´ch funkcı´ch jako algoritmus ABC(viz kapi-
tola 5.1.1). Pro porovna´nı´ s prˇedchozı´m algoritmem jsem pro uka´zku opeˇt pouzˇil prvnı´
de Jongovou funkci popsanou v kapitole 5.1.3. Nastavenı´ parametru je takte´zˇ obdobne´
jako prˇi testova´nı´ ABC.
• Pocˇet pru˚zkumnı´ku =10
• Velikost kolonie = 120
• Pocˇet iteracı´ = 200
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Obra´zek 9: ABC:Pru˚beˇh pohybu vcˇel prˇi iteracı´ch (0, 10, 30, 50, 70, 110)
Obra´zek 10: BA:Pru˚beˇh pohybu vcˇel prˇi iteracı´ch (0, 10, 30, 50, 70, 110
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• Prohleda´vane´ okolı´ =0,1
• Pocˇet vcˇel v lepsˇı´ skupineˇ = Pocˇet pru˚zkumnı´ku˚/2
• Pocˇı´ta´nı´ v intervalu < −5, 5 >
• Dimenze = 2
Na obra´zku 10 je zobrazen pru˚beˇh hleda´nı´ globa´lnı´ho minima prvnı´ de Jongovy
funkce. Lze videˇt, zˇe algoritmus minimum nasˇel velice rychle. Uzˇ prˇi iteraci cˇ. 30 se
neˇktere´ vcˇely blı´zˇili globa´lnı´muminimu. Prˇi porovna´nı´ obra´zku 10 s obra´zkem 9mu˚zˇeme
videˇt, jak algoritmus BA se kminimudostal daleko drˇı´ve. Toto drˇı´veˇjsˇı´ dosazˇenı´minima je
zpu˚sobeno prˇideˇlenı´m veˇtsˇı´ho pocˇtu vycˇka´vacı´ch vcˇel, vcˇela´m s lepsˇı´m rˇesˇenı´m. Zatı´mco
u ABC se vycˇka´vacı´ vcˇely rozdeˇlujı´ mezi vsˇechny pru˚zkumnı´ky, tak u BA se vycˇka´vacı´
vcˇely rozdeˇluji jenom mezi vcˇely s lepsˇı´m rˇesˇenı´m.
5.1.3 Prvnı´ de Jongova funkce




Obra´zek 11: Zobrazenı´ prvnı´ de Jongovy funkce
Globa´lnı´ minimum prvnı´ de Jongovy funkce, zobrazene´ na obra´zku 11 se nacha´zı´ v
bodeˇ (x1, x2, ..., xn) = (0, 0, ..., 0).
5.2 Testova´nı´ algoritmu˚ na dalsˇı´ch funkcı´ch
V te´to podkapitole je uka´za´no chova´nı´ algoritmu˚ BA a ABC na dalsˇı´ch optimalizacˇnı´ch
funkcı´ch. Vy´sledky testova´nı´ jsou v te´to podkapitole strucˇneˇjsˇı´. Prˇedevsˇı´m jsem se zameˇrˇil















Griewangova funkce je popsana´ vzorcem 8. Tato funkce je zobrazena na obra´zku12 a
Obra´zek 12: Zobrazenı´ Griewangkovy funkce
jejı´ globa´lnı´ minimum se nacha´zı´ v bodeˇ (x1, x2, ..., xD) = (0, 0, ..., 0), kde D je dimenze.
Hodnota globa´lnı´ho minima je 0 pro jakoukoli dimenzi. Na obra´zku 13 je zobrazena´
Obra´zek 13: Griewang:Rozvrzˇenı´ jedincu˚ prˇi poslednı´ iteraci. ABC(vlevo), BA(vpravo)
poslednı´ iterace obou algoritmu˚ prˇi jednom z neˇkolika testu˚. Po provedenı´ neˇkolika testu˚
jsem vypozoroval, zˇe oba algoritmy se velice prˇiblizˇujı´ hledane´mu globa´lnı´mu minimu.
U algoritmu ABC se k minimu prˇiblizˇuje veˇtsˇı´ pocˇet vcˇel, ale s mensˇı´ prˇesnostı´. Zatı´mco
u algoritmu BA se prˇiblizˇuje mensˇı´ pocˇet vcˇel s veˇtsˇı´ prˇesnosti. Jako prˇı´klad bych uvedl
hodnoty nejlepsˇı´ch vcˇel. Vcˇela ABC=0,0016, vcˇela BA=0,0003. Du˚vod lepsˇı´ho vy´sledku
BA je nejspı´sˇe da´n rychlejsˇı´m prˇiblı´zˇenı´m ke globa´lnı´mu minimu. Toto je zpu˚sobeno






x2i − 10 cos 2πxi (9)
Obra´zek 14: Zobrazenı´ Rastriginovy funkce
Rastriginova funkce popsa´na vzorcem 9 je zobrazena na obra´zku 14. Pro D=2 je glo-
ba´lnı´minimumvbodeˇ (x1, x2) = (0, 0) a hodnota tohotominima je -400. Pro veˇtsˇı´ dimenzi
je globa´lnı´ minimum v bodeˇ (x1, x2, ..., xD) = (0, 0, ..., 0), kde D je dimenze. Hodnota mi-
nima pro veˇtsˇı´ dimenzi je y = −200×D. I kdyzˇ vy´sledky hleda´nı´ minima(zobrazeny na
Obra´zek 15: Rastrigin: Rozvrzˇenı´ jedincu˚ prˇi poslednı´ iteraci. ABC(vlevo), BA(vpravo)
obra´zku 15) vypadajı´ velice podobneˇ, prˇi veˇtsˇı´m pocˇtu testu˚ se uka´zalo, zˇe minimum pro
tuto funkci le´pe vyhleda´va´ algoritmus BA. U algoritmu ABC neˇkolikra´t nastala situace,
prˇi ktere´ byly nalezeny pouze loka´lnı´ extre´my. Zatı´mco u algoritmu BA se veˇtsˇina vcˇel
z elitnı´ skupiny dostala do blı´zkosti globa´lnı´ho minima. Pro vyhleda´va´nı´ minima te´to
funkce je potrˇeba spra´vneˇ nastavit velikost prohleda´vane´ho okolı´. Okolı´ nesmı´ by´t moc









Dalsˇı´ z testovany´ch funkcı´ je Schwefelova(vzorec 10). Tato funkce je zobrazena na ob-
Obra´zek 16: Zobrazenı´ Schwefelovy funkce
ra´zku 16. Globa´lnı´ minimum pro D=2 je prˇiblizˇneˇ v bodeˇ (x1, x2) = (421, 421) a hodnota
tohoto minima je y = −837, 966. Pro veˇtsˇı´ dimenze je globa´lnı´ minimum prˇiblizˇneˇ rovno
y = −418, 983 × D V te´to funkci nebyl proble´m naleznout globa´lnı´ minimum. Oba al-
Obra´zek 17: Schwefel: Rozvrzˇenı´ jedincu˚ prˇi poslednı´ iteraci. ABC(vlevo), BA(vpravo)
goritmy globa´lnı´ minimum nasˇly bez proble´mu˚. Algoritmus BA veˇtsˇinou nacha´zel mi-
nimum drˇı´ve, nezˇ algoritmus ABC. Algoritmus ABC se na pocˇa´tku zdrzˇoval v loka´lnı´ch
extre´mech, kde promarnil velky´ pocˇet iteracı´ na nalezenı´ tohoto loka´lnı´ho extre´mu. Oba
algoritmy jsou schopny veˇtsˇinou nale´zt minimum do probeˇhnutı´ 100 iteracı´. Rychlost
nalezenı´ minima je za´visla´ na genera´toru na´hodny´ch pozic. Pokud na´hodou genera´tor
neposˇle vcˇelu do okolı´ minima, algoritmus dane´ minimum nenajde.
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i+1) + 3(cos 2xi + sin 2xi+1)) (11)
Globa´lnı´ minimum Ackleyho prvnı´ funkce(vzorec 11) se nacha´zı´ pro dimenzi D=2 ve
Obra´zek 18: Zobrazenı´ prvnı´ Ackleyho funkce
dvou bodech. Prvnı´ bod je (x1, x2) = (−1, 50236;−0, 754865)) a druhy´ bod je (x1, x2) =
(1, 50236,−0, 754865)). Toto minimumma´ prˇiblizˇnou hodnotu y = −4, 5901. Pro dimenzi
3ma´minimumhodnotu y = −7, 54276 a pro vysˇsˇı´ dimenzi jeminimumpopsa´no vzorcem
y = −7, 54276− 2, 91867× (n− 3)
Obra´zek 19: Ackley 1: Rozvrzˇenı´ jedincu˚ prˇi poslednı´ iteraci. ABC(vlevo), BA(vpravo)
Na obra´zku 19 jdou videˇt poslednı´ iterace obou algoritmu˚. Algoritmus ABC(obra´zek
19(vlevo)) ve veˇtsˇineˇ pokusu˚ nasˇel pouze jedno minimum. Neˇkdy nastala situace, zˇe
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minimum vu˚bec nenasˇel. Zatı´mco BA(obra´zek 19(vpravo)) ve veˇtsˇineˇ prˇı´padu nasˇel obeˇ
minima. U ABC jsem se snazˇil u´pravou parametru˚ dosa´hnout podobny´ch vy´sledku˚ jaku
u BA. Po zvy´sˇenı´ iteracı´, pocˇtu pru˚zkumnı´ku˚, velikosti loka´lnı´ho prohleda´va´nı´ a pocˇtu
vycˇka´vacı´ch vcˇel, uzˇ i ABC cˇasto nasˇlo obeˇ minima.
5.2.5 Druha´ de Jongova funkce
D−1
i=1
100(x2i − x2i+1)2 + (1− xi)2 (12)
Druha´ de Jongova funkce je popsa´na vzorcem 12 a jejı´ tvar pro dimenzi 2 je zobrazen
Obra´zek 20: Zobrazenı´ druhe´ de Jongovy funkce
na obra´zku 20. Globa´lnı´ minimum te´to funkce je v bodeˇ (x1, x2) = (1, 1)) a jeho hodnota
je y = 0. Pro veˇtsˇı´ rozmeˇry je minimum v bodeˇ (x1, x2, ..., xD) = (1, 1, ..., 1), kde D je
dimenze. Hodnota tohotominima je takte´zˇ y = 0. Oba algoritmy se s touto funkci u´speˇsˇneˇ
Obra´zek 21: de Jong 2: Rozvrzˇenı´ jedincu˚ prˇi poslednı´ iteraci. ABC(vlevo), BA(vpravo)
poradili. Algoritmus BA se k cı´li dostal velice rychle. Zatı´mco algoritmus ABC dostal do
minima vsˇechny vcˇely. Na obra´zku 21 lze videˇt rozdı´lnost algoritmu˚. U algoritmuABC se
i nejhorsˇı´ vcˇela snazˇı´ zlepsˇovat sve´ rˇesˇenı´. U algoritmu BA horsˇı´ vcˇely sve´ rˇesˇenı´ zahodı´.
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Pocˇet iteracı´ Dimenze Pru˚zkumnı´ku˚ Kolonie Fitness Cˇas
400 50 10 210 0 310ms
400 100 20 310 0 920ms
400 200 30 600 0,053 2,4 s
1000 300 30 2000 0,078 21 s
1000 400 10 1500 0,098 19 s
1000 500 20 2020 0,178 31 s
Tabulka 12: Vy´sledky testu˚ bina´rnı´ch vcˇel
Funkce Iterace Pru˚zkumnı´ku˚ Velikost okolı´ Dimenze Kolonie
Griewangova 300 10 2 2 140
Rastriginova 300 10 0,3 2 140
Schwefelova 300 30 5 2 330
Ackleyho 1 300 10 0,3 2 140
de Jong 2 300 10 0,3 2 140
Tabulka 13: Nastavenı´ parametru˚ prˇi testova´nı´ funkcı´
5.3 Testova´nı´ Bina´rnı´ch vcˇel
Za´kladnı´ verzi bina´rnı´ch vcˇel bez komprese jsem testoval pomocı´ hleda´nı´ urcˇite´ho vek-
toru. Na zacˇa´tku algoritmu jsem si vytvorˇil na´hodny´ vektor, ktery´ byl dane´ dimenze.
V pru˚beˇhu algoritmu jsem u vcˇel pouzˇı´val podobnost hledane´ho vektoru s vektorem
u vcˇely jako fitness hodnotu dane´ vcˇely. Tuto fitness hodnotu jsem pocˇı´tal pomocı´ Jaccar-
dova vzorce popsane´ho rovnicı´ 5. Tento vzorec urcˇuje podobnost dvou vektoru˚. Vy´sled-
kem vzorce je cˇı´slo mezi 0 a 1. Cˇı´m vı´ce se blı´zˇı´me cˇı´slu 0, tı´m jsou vektory podobneˇjsˇı´.
Cˇı´slo 0 znamena´, zˇe vektory jsou stejne´. V tabulce 12 jsou vypsa´ny vy´sledky jednotlivy´ch
testu˚.
5.4 Zhodnocenı´ testu˚
Vtabulce 13 Jsouzobrazenyhodnotyparametru˚ nastavene´ prˇi testova´nı´ u oboualgoritmu˚.
Oba algoritmy se u vsˇech funkcı´ch dostaly k hledane´mu vy´sledku. U neˇktery´ch funkcı´
bylo potrˇeba, k nalezenı´ spra´vne´ho vy´sledku, spra´vneˇ nastavit parametry. Prˇi veˇtsˇineˇ
pokusu˚ vycha´zelo kvalitneˇjsˇı´ rˇesˇenı´ u algoritmu BA.
Da´le jsem testoval bina´rnı´ vcˇely. V tabulce 12 lze videˇt vy´sledne´ hodnoty prˇi ru˚zny´ch
nastavenı´ch. Vmensˇı´ch dimenzı´ch nebyl proble´m naleznout hledany´ vektor velice rychle.
U veˇtsˇı´ch dimenzı´ se se vcˇely vektoru prˇiblizˇovali, ale nenalezly jej. Nalezenı´ by bylo
mozˇne´ prˇida´nı´m iteracı´, vycˇka´vacı´ch vcˇel a pocˇtu pru˚zkumnı´ku˚.
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6 Experiment
V te´to kapitole se pokusı´m aplikovat vcˇelı´ algoritmus na kompresnı´ algoritmus
6.1 Propojenı´ algoritmu˚
Nejveˇtsˇı´ nedostatek u kompresnı´ho algoritmu, popsane´ho v kapitole 3.6, je velikost slov-
nı´ku. Proto se tedy pokousˇı´m tento slovnı´k optimalizovat pomocı´ bina´rnı´ch vcˇel po-
psany´ch v kapitole 4.5.Jako hodnotu fitness jsem u bina´rnı´ch vcˇel pouzˇı´val vzda´lenost
vektoru od urcˇite´ho vektoru. Prˇi kompresi nastavuji hodnotu fitness na velikost kom-
primovane´ho souboru s dany´m slovnı´kem. Tvorbu nove´ho slovnı´ku jsem zachytil na
obra´zku 22. Za´kladnı´ abecedu nemu˚zˇeme omezit, proto je dimenze vektoru u vcˇel rovna
pocˇtu fra´zı´ s de´lkouveˇtsˇı´ nezˇ 1.Donove´ho slovnı´ku tedyprˇepı´sˇemevsˇechny fra´ze de´lky 1.
Na´sledneˇ do nove´ho slovnı´ku prˇida´me pouze fra´ze u ktery´ch je hodnota vcˇelı´ho vektoru
1.
Jakmile je novy´ slovnı´k vytvorˇen je potrˇeba vypocˇı´tat fitness. Tedy je zapotrˇebı´ na-
simulovat zabalenı´ souboru a zapsat jeho velikost. Tuto simulaci prova´dı´m metodou ve
ktere´ vracı´m soucˇet bitu˚ potrˇebny´ch pro ulozˇenı´ slovnı´ku i dat.Mimo vypocˇı´ta´nı´ hodnoty
fitness pracuje algoritmus stejneˇ jako prˇi hleda´nı´ vektoru.
6.2 Testova´nı´ algoritmu
Pro testova´nı´ jsem vyuzˇil neˇkolik maly´ch testovacı´ch souboru˚.
Vyuzˇite´ soubory a jejich popis:
• Soubor alice29.txt - Tento soubor ma´ velikost 149KB a obsahem je prvnı´ kapitola
knihy Alenka v rˇı´sˇı´ divu˚.
• Soubor alphabet.txt - Tento soubor ma´ velikost 98KB a obsahuje rˇeteˇzec, ve ktere´m
se opakuje abeceda od a azˇ po z.
• Soubor asyoulik.txt - Soubor o velikosti 123KB. Obsahem jsou anglicky psane´ rozho-
vory ve tvaru: jme´no mezera text.
• Soubor lcet10.txt - Soubor s velikostı´ 417KB, ktery´ obsahuje anglicky psany´ semina´rˇ
o elektronicky´ch textech
• Soubor random.txt - Soubor o velikosti 98KB. Obsahem je rˇeteˇzec s na´hodneˇ vyge-
nerovany´mi znaky.
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Obra´zek 22: Tvorba nove´ho slovnı´ku
Velikost sl. De´lka fra´ze Iteracı´ Pru˚zkumnı´ku˚ Kolonie Velikost Cˇas[min]
100 4 50 10 110 102KB 3-4
200 4 50 10 110 90KB 4-5
300 4 50 10 110 92KB 5-6
300 4 100 20 220 90KB 20
300 10 100 10 200 89KB 16
400 10 100 10 200 83KB 18
500 10 100 15 350 77KB 34
Tabulka 14: Vy´sledky prˇi kompresi souboru asyoulik.txt
6.2.1 Testova´nı´ na souboru asyoulik.txt
Soubor o velikosti 123KB. Pomocı´ metody LZW se tento text zkomprimoval na 54KB.
Vy´sledky komprese my´m algoritmem jsou zobrazeny v tabulce 14. Nejlepsˇı´ komprese
pomocı´ testovane´ho algoritmu byla dosazˇena prˇi velikosti slovnı´ku 500. Prˇedpokla´da´m,
zˇe by vcˇely mohly nale´zt i lepsˇı´ rˇesˇenı´. Ovsˇem pro lepsˇı´ rˇesˇenı´ bychom potrˇebovali vysˇsˇı´
pocˇet iteracı´ a veˇtsˇı´ kolonii. S teˇmito veˇtsˇı´mi cˇı´sly by ovsˇem stoupl i cˇas, ktery´ uzˇ je i nynı´
velky´.
6.2.2 Testova´nı´ na souboru alphabet.txt
Tento souborma´ velikost 98KB. LZWmetoda byla schopna´ soubor zkomprimovat na 5KB.
Pro tento soubor nevysˇla ma´ komprese o moc hu˚rˇe. Vy´sledky jsou zapsa´ny v tabulce 15.
Pokud nebudeme bra´t v potaz poslednı´ rˇa´dek te´to tabulky, jsou i cˇasy komprese celkem
uspokojive´. Naprˇı´klad kdyzˇ si vezmeme prˇedposlednı´ rˇa´dek tabulky. Tento pokus trval
2-3 min. Jelikozˇ je zde 100 iteracı´ a 500 vycˇka´vacı´ch vcˇel, tak celkovy´ pocˇet balenı´ tohoto
souboru je prˇiblizˇneˇ 50000. Poslednı´ pokus o kompresi sice trval 29 minut, ale opeˇt
zvy´sˇil kompresnı´ pomeˇr. I zde odhaduji, zˇe by bylo mozˇne´ na u´kor cˇasu dosa´hnout lepsˇı´
komprese.
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Velikost sl. De´lka fra´ze Iteracı´ Pru˚zkumnı´ku˚ Kolonie Velikost Cˇas[min]
50 10 50 10 110 39KB 0-1
100 10 50 10 110 23KB 0-1
200 10 50 10 110 13KB 0-1
300 10 100 10 110 12KB 0-1
300 10 100 30 510 12KB 2-3
400 10 100 30 510 11KB 3-4
400 20 100 10 510 7KB 2-3
500 54 500 50 1200 6KB 29
Tabulka 15: Vy´sledky prˇi kompresi souboru alphabet.txt
Velikost sl. De´lka fra´ze Iteracı´ Pru˚zkumnı´ku˚ Kolonie Velikost Cˇas[min]
66 2 100 10 110 85KB 2-3
70 3 100 10 210 86KB 4-5
100 5 100 10 210 85KB 7-8
127 3 100 10 210 84KB 10-11
200 5 100 10 210 94KB 15-16
300 4 100 20 350 105KB 40-41
Tabulka 16: Vy´sledky prˇi kompresi souboru random.txt
6.2.3 Testova´nı´ na souboru random.txt
Soubor o velikosti 98KB. Pomocı´ LZW jdou tyto data zkomprimovat na 91KB. U tohoto
textove´ho souboru zato le´pe vysˇel mu˚j algoritmus.V tabulce 16 lze videˇt, zˇe testovany´
algoritmus doka´zal porazit LZW i prˇi mensˇı´ch slovnı´cı´ch. Prˇi velikosti slovnı´ku 200 a 300
se komprimovana´ velikost zacˇala zvysˇovat. Toto zvy´sˇenı´ prˇisuzuji tomu, zˇe vcˇely nenasˇly
optima´lnı´ slovnı´k. Pokud by neexistoval lepsˇı´ slovnı´k, nezˇ slovnı´k z prˇedesˇle´ho rˇa´dku,
meˇly vcˇely najı´t tento prˇedesˇly´ slovnı´k. Ovsˇem pro hleda´nı´ v takove´ dimenzi bychom
museli upravit parametry vcˇel a to by se zvy´sˇila cˇasova´ na´rocˇnost.
6.2.4 Testova´nı´ na souboru lcet10.txt
Soubor s velikostı´ 417KB. Metoda LZW tento soubor doka´zala zkomprimovat na velikost
160KB. Testovany´ algoritmus tyto data zkomprimoval na 309KB. Komprese tohoto sou-
boru byla cˇasoveˇ velmi na´rocˇna´. Jak mu˚zˇeme videˇt v tabulce 17, i prˇi mensˇı´ch hodnota´ch
parametru˚ trvala komprese 10min. Algoritmus by byl schopen zkomprimovat text daleko
lı´p, ale cˇasova´ na´rocˇnost by byla velice vysoka´.
6.2.5 Testova´nı´ na souboru alice29.txt
Tento soubor ma´ velikost 149KB. LZW doka´zˇe tento text zkomprimovat na 61KB. My´m
algoritmem jsem zvla´dl 93KB, ovsˇem nastavenı´ parametru˚ nebylo optima´lnı´. Test zobra-
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Velikost sl. De´lka fra´ze Iteracı´ Pru˚zkumnı´ku˚ Kolonie Velikost Cˇas[min]
100 3 50 10 110 338KB 10min
200 4 100 10 110 310KB 29min
300 5 100 20 350 309KB 37min
Tabulka 17: Vy´sledky prˇi kompresi souboru lcet10.txt
Velikost sl. De´lka fra´ze Iteracı´ Pru˚zkumnı´ku˚ Kolonie Velikost Cˇas[min]
100 3 50 10 110 122KB 3min
200 3 100 10 110 100KB 8min
300 4 100 15 220 100KB 19min
300 5 100 10 310 99KB 24min
400 5 200 10 310 93KB 59min
Tabulka 18: Vy´sledky prˇi kompresi souboru alice29.txt
zeny´ na poslednı´m rˇa´dku tabulky 18 trval 59 minut. Jako optima´lnı´ nastavenı´ pocˇı´ta´m
prˇiblizˇneˇ velikost slovnı´ku 500 - 1000, pru˚zkumnı´ku˚ 50 - 100, kolonie 5000 - 7000 a iteracı´
500 - 1000. S teˇmito parametry by kompresnı´ pomeˇt meˇl by´t lepsˇı´(v blı´zkosti nejlepsˇı´ho).
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7 Za´veˇr
Za´meˇrem diplomove´ pra´ce bylo zkombinovat kompresi dat se vcˇelı´mi algoritmy. Na
zacˇa´tku pra´ce jsou sepsa´ny za´kladnı´ metody optimalizace pomocı´ vcˇelı´ch koloniı´ a kom-
prese dat. Pra´ce se rozdeˇluje do dvou cˇa´stı´. Prvnı´ cˇa´st se zaby´va´ implementacı´ metod
pro optimalizaci pomocı´ vcˇelı´ch koloniı´ a na´sledne´mu testova´nı´ teˇchto metod na kla-
sicky´ch optimalizacˇnı´ch funkcı´ch. Druha´ cˇa´st se zaby´va´ propojenı´m vcˇelı´ho algoritmu
s kompresnı´m algoritmem.
Chova´nı´ algoritmu˚ u klasicky´ch optimalizacˇnı´ch metod jsem otestoval na ru˚zny´ch
vı´cerozmeˇrny´ch funkcı´ch. Na teˇchto funkcı´ch jsem hledal globa´lnı´ minima. Algoritmy
nacha´zely tyto minima veˇtsˇinou bez veˇtsˇı´ proble´mu˚. Nejlepsˇı´ch vy´sledku˚ dosahoval
algoritmus BA(Bee Algorithm), ktery´ nacha´zel minima drˇı´ve a prˇesneˇji.
Na´sledna´ cˇa´st obsahuje prˇepracova´nı´ vcˇelı´ho algoritmu do verze, ktera´ pracuje s bi-
na´rnı´mi cˇı´sly. Prˇepracova´nı´ nebylo slozˇite´.Nejveˇtsˇı´ proble´mnastal prˇi prohleda´va´nı´ okolı´,
kde bylo potrˇeba definovat, jak bude vypadat okolı´ u aktua´lnı´ho vektoru. Pro toto pro-
hleda´va´nı´ jsem nakonec pouzˇil vzorec, ktery´ vyuzˇı´va´ na´hodne´ vcˇely a operace XOR.
Jakmile byl vytvorˇen bina´rnı´ vcˇelı´ algoritmus propojil jsem ho s kompresı´ a mohl jsem
zacˇı´t testovat.
Chova´nı´ kompletnı´ho algoritmu jsem testoval na skupineˇ testovacı´ch souboru˚ ru˚z-
ny´ch druhu˚. Na neˇktery´ch algoritmech se vytvorˇena´ metoda prˇiblizˇovala kompresnı´mu
pomeˇru metody LZW. Testovany´ algoritmus porazil metodu LZW u souboru „ran-
dom.txt“. Tento soubor obsahoval na´hodne´ znaky. Du˚vod lepsˇı´ komprese prˇikla´da´m
tomu, zˇe si algoritmus vytvorˇil slovnı´k o velikosti 127 rˇa´dku˚, kde bylo prˇiblizˇneˇ 64 rˇa´dku˚
s fra´zemi de´lky 1 a zbyle´ rˇa´dky obsahovaly dvojznaky, ktere´ meˇly nejcˇasteˇjsˇı´ vy´skyt.
Jelikozˇ byla de´lka slovnı´ku 127, bylo potrˇeba pro zapsa´nı´ kazˇde´ho indexu 7 bitu˚, proto
je komprese u´cˇinna´. U veˇtsˇı´ch souboru˚ meˇl algoritmus mensˇı´ kompresnı´ pomeˇr. Tento
pomeˇr by se dal zveˇtsˇit u´pravou parametru˚ vcˇel, ovsˇem na u´kor cˇasu.
Biologicky inspirovane´ algoritmy jsou v te´to dobeˇ aktua´lnı´ te´ma. I kdyzˇ ta´to pra´ce ne-
dospeˇla k neˇjaky´m prˇekvapivy´m vy´sledku˚m, urcˇiteˇ je potrˇeba da´le zkoumat, kde v kom-
presi by se dali biologicky inspirovane´ algoritmy vyuzˇı´t. Naprˇı´klad by se v te´to pra´ci
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A Prˇı´loha
Soucˇa´sti origina´lu diplomove´ pra´ce je CDROM obsahujı´cı´ tuto pra´ci a vesˇkere´ zdrojove´
ko´dy.
A.1 Obsah CD
• V adresa´rˇi Program je pouze program.
• V adresa´rˇi Zdrojovy´ ko´d je program se vsˇemi zdrojovy´mi ko´dy.
• V adresa´rˇi Diplomova´ pra´ce je tato pra´ce v elektronicke´ podobeˇ.
