Abstract This paper proposes an adjusted ridge regression estimator for b for the linear regression model. The merit of the proposed estimator is that it does not require estimating the ridge parameter k unlike other existing estimators. We compared our estimator with an ordinary least squares (LS) estimator and with some well known estimators proposed by Hoerl and Kennard (1970) , ordinary ridge regression (RR) estimator and generalized ridge regression (GR) and some estimators proposed by Kibria (2003) among others. A simulation study has been conducted and compared for the performance of the estimators in the sense of smaller mean square error (MSE). It appears that the proposed estimator is promising and can be recommended to the practitioners. 
Introduction
Regression analysis is one of the frequently used tools for forecasting in almost all disciplines; hence estimation of unknown parameters is a common interest for many users. These estimates can be found by various estimation methods. The easiest and the most common method of them is the ordinary least squares (LS) technique, which minimizes the squared distance between the estimated and observed values. Multicollinearity among the explanatory variables in the regression model is an important problem that exhibits serious undesirable effects on the analysis faced in applications. The LS estimator is sensitive to number 'errors', namely, there is an 'explosion' of the sampling variance of the estimators. Alternative estimators are designed to combat multicollinearity-yield-biased estimators.
One of the popular numerical techniques to deal with multicollinearity is the ridge regression due to Hoerl and Kennard (1970) . Ridge regression approach has been studied by McDonald and Galarneau (1975) , Swindel (1976) , Lawless (1978) , Singh and Chaubey (1987) , Sarkar (1992) , Saleh and Kibria (1993) , Kibria (2003) , Khalaf and Shukur (2005) , Zhong and Yang (2007) , Batah et al. (2008) , Yan (2008) , Yan and Zhao (2009) , Muniz and Kibria (2009) , Yang and Chang (2010) , Khalaf (2012) and Dorugade (2014) and others. Ridge Regression estimator has been the benchmarked for almost all the estimators developed later in this context. Most of the researchers compare superiority of their suggested estimators with LS, RR, GR and other existing methods in terms of minimum MSE criterion in the presence of multicollinearity. In this article, our primary aim is to suggest an estimator by modifying the ordinary ridge regression (RR) estimator avoiding the computation of ridge parameter and secondly to evaluate the performance of our estimator with LS, RR and GR estimators in the presence of sever or extremely sever multicollinearity.
This article is organized as follows: in Section 2, we define model and parameter estimation methods with their bias and MSE. In Section 3, we have proposed biased estimator. We compare our new estimator in the MSE sense, with the RR estimator, in the same section. In Section 4, performances of the proposed estimators with respect to the scalar MSE criterion compared to LS, RR and GR estimators are evaluated on basis of the Monte Carlo Simulation results. Influence of choice of k to compute RR on the proposed estimator AR is also studied in the same section. Finally, article ends with some concluding remarks.
Model specifications and the estimators
We consider the linear regression model with p predictors and n observations:
where
. . . ; e n Þ 0 and X ¼ ðx 1 ; x 2 ; . . . ; x p Þ. e i 's are independently and identically distributed as normal with mean 0 and variance r 2 . Assume that the Y i 's are centered and the covariates x i 's are standardized. Let K and T be the matrices of eigen values and eigen vectors of X 0 X, respectively, satisfying
where Z = XT, it implies that Z 0 Z ¼ K, and a ¼ T 0 b (see Montgomery et al., 2001) .
Then LS estimator of a is given bŷ
Therefore, LS estimator of b is given bŷ
Generalized ridge regression estimator (GR)
In order to combat multicollinearity and improve the LS estimator, Hoerl and Kennard (1970) suggested an alternative estimator by adding a ridge parameter k to the diagonal elements of the least square estimator. They also suggested generalized ridge regression (GR) estimator by using separate ridge parameter for each regressor in the ridge regression. Also, if the optimal values for biasing constants differ significantly from each other, then this estimator has the potential to save a greater amount of MSE than the LS estimator (Stephen and Christopher, 2001) . The GR estimator of a is defined bŷ
. .,p be the different ridge parameters for different regressor and
Hence GR estimator for b isb GR ¼ Tâ GR . and mean square error ofâ GR is
Setting k 1 = k 2 = . . . = k p = k and k P 0, GR estimator reduces to RR estimator of a denoted byâ RR :. Hence, mean square error ofâ RR iŝ
Therefore, RR estimator of b is given bŷ
and mean square error ofâ RR is
We observe that when k = 0 in (7), MSE of LS estimator of a is recovered. Hence RR  500  160  80  100  880  270  170  140  1150 410  180  70  2340 890  540  370  GR  220  60  30  0  360  90  80  10  560  180  60  80  1280 400  220 
There are different methods for estimating k that exists in the present literature. However, following we listed some of the well known methods for choosing ridge parameter value to compute RR estimator used in simulation study. 
Also, in case of generalized ridge regression, the following well known method for determination of ridge parameter for each regressor, given by Hoerl and Kennard (1970) , is used to computeâ GR .
where,â i is the ith element ofâ LS , i ¼ 1; 2; :::; p andr 2 is the LS estimator of r 2 i.e.r 2 ¼
Proposed estimator
The Ridge Regression (RR) estimator proposed by Hoerl and Kennard (1970) is such an estimator widely used by statisticians in the presence of multicollinearity. However, RR '' and ''f m2 '' for AR, RR, GR and LS estimators (p = 7 and b = (10, 1, 8, 5, 12, 1, 4, 7) 0 ). AR  5630  6140  5780  6010  3890  6210  5820  5880  50  4080  4960  3650  RR  2050  3050  3640  3390  2870  2230  3300  3750  2870  2250  2200  4020  GR  1800  750  560  600  2340  1410  840  370  4410  2500  2250  2240  LS  520  60  20  0  900  150  40  0  2670  1170  590  90  f m2  AR  1810  5600  6310  6070  80  3550  5470  6420  0  830  2710  3610  RR  4620  3210  2840  2340  5190  4410  3340  2980  3130  3970  3500  3530  GR  960  420  30  20  1220  720  620  140  2830  1510  1050  700  LS  2610  770  820  1570  3510  1320  570  460  4040  3690 estimator has some disadvantages; mainly it is a nonlinear function of the ridge parameter (or biasing constant) k. This leads to complicated equations, when k is selected. There is no explicit formula for this ridge parameter. Many authors proposed different approximations for it. The conventional wisdom is that no single method would be uniformly better than all the others. Also, as pointed out by Liu (2003) when there exits sever multicollinearity the ridge parameter k selected for ridge regression may not fully remedy the problem of multicollinearity. To avoid calculating the value of k in this article, we suggest the modification in the Ridge Regression (RR) estimator proposed by Hoerl and Kennard (1970) by avoiding the determination of optimal ridge parameter k. Now the idea is that the correlation coefficient between the regressors is helpful in detecting the near linear dependency between the same pairs of regressors only which plays an important role in detecting problem of multicollinearity. Rodgers and Nicewander (1988) present a longer review of ways to interpret the correlation coefficient. Also, as interpreted by Nefzger and Drasgow (1957) , for the bivariate data (X, Y) when we standardize the two raw variables, the standard deviations become unity and the slope of the regression line of Y on X becomes the correlation coefficient. Obliviously, Z 0 Y is the vector of correlation coefficient between Z and Y. By using the same vector with modification in RR estimator, we proposed a new estimator of a which is termed as Adjusted Ridge (AR) Estimator and is given by: 
where, c i is the ith diagonal element of C, i ¼ 1; 2; . . . ; p Or
where,â i is the ith element ofâ LS , i ¼ 1; 2; . . . ; p andr 2 are the LS estimator of r 2 i.e.r 2 ¼
It is well known that, the value of ridge parameter 'k' is chosen small enough, for which the mean squared error of RR estimator, is less than the mean squared error of LS estimator. Also most of the researchers studied comparison between RR and GR estimators. Hence, in the following, we compare our proposed estimator to the RR estimator only. Using (7) and (17) we investigate the following difference 
Simulation study
We are now ready to illustrate the behavior of the proposed estimator via a Monte Carlo simulation. We performed our simulations with MATLAB, using different sample sizes and error variances examined the MSE of the estimators LS, RR, GR and AR for different degrees of multicollinearity. For the simulations, we supposed the regression model defined in Eq.
(1). Following McDonald and Galerneau (1975) the explanatory variables are generated by
:::; n j ¼ 1; 2; :::; p:
where, u ij are independent standard normal pseudo-random numbers and q is specified so that the theoretical correlation between any two explanatory variables is given by q 2 . In this study, to investigate the effects of different degrees of multicollinearity on the estimators, we consider, q = 0. 6, 0.8, 0.90, 0.95, 0.99, 0.999, 0.9999 and 0.99999 . Ten thousand simulations are run for all combinations of r 2 = 1, 9, 25 100 and n = 20, 50, 100 and 500. Here we used well known ridge parameter k 1 given by Hoerl et al. (1975) . MSE of estimators computed using the following expression, There are 16 sets of (n, r 2 ) values. These are arranged as (20, 1), (20, 9),. . ., (500, 100) and it is numbered as 1, 2,. . ., 16 respectively. Obtained results are represented in Figs. 1-5 .
In addition to demonstrate the other performances of the proposed method, we have computed the relative error sum of squares of parameters (RESSðbÞ) as well as prediction mean square error (MSEðyÞ) to show the predicting ability of the model developed by the proposed and the other estimators using following expressions.
Results on ''f m1 '' and ''f m2 '' which are reported in Table 2 , indicate the frequencies with which each estimator had the lowest RESSðbÞ and MSEðyÞ; respectively. We consider the method that leads to the maximum ''f m1 '' and ''f m2 '' to the best from the MSE point of view. Tables 1 and 2 indicate that when multicollinearity is nonexistent with lower error variance r 2 only (at q = 0.6 and r 2 = 1) the improvement of AR is not very substantial, since in this case RR and GR are themselves fine estimators. However, when multicollinearity is moderate or sever or extremely sever, the improvement is extremely effective and dramatic, because in this case not only LS but also RR and GR perform very poorly as shown by the simulation. Especially under the situation, when multicollinearity is extremely severed; the level of multicollinearity influences the improvement of the AR over other estimators. Similarly, increasing the error variance seems to improve the accuracy of AR. However, in Tables 1 and 2 , it is also seen that increasing the sample size at lower error variance for nonexistent or moderate multicollinearity GR is superior to LS, RR and AR estimators. But, for sever or extremely sever multicollinearity AR is superior to others for large sample size, even error variances are small. For sever or extremely sever multicollinearity AR is consistently superior to LS, RR and GR estimators for different combinations of size of the sample (n), variance of the error term (r 2 ) and number of predictors (p). Two novel features of the proposed estimator are that its computation does not depend on any unknown ridge parameter k and it can be used without any modification in the proposed estimator. It is a better alternative to overcome the problem of multicollinearity, particularly with sever or extremely sever multicollinearity and increasing error variances in linear regression. We observe that represented results in Fig. 1 to Fig. 4 are also supported to the conclusions, drawn from Tables 1 and 2. In case of multicollinearity, we have used RR estimator, in which ridge parameter k plays an important role. A natural question arising at this stage is that what should be the suitable choice of k and how does it influence the performance of the proposed estimator. Here, we attempt to answer this question. RR estimator computed using different ridge parameters given in 9-15 and AR estimators computed for number of regressors p = 4 and values of ''f m '' are computed and reported in Table 3 . We consider the method that leads to the maximum ''f m '' to the best from the MSE point of view. Table 3 , clearly indicates that choice of k to compute RR does not influence the performance of the proposed estimator AR.
Conclusion
This article introduces a new method for regression parameter estimation which aims at totally avoiding computational part for optimal ridge parameter k in ridge regression. Our suggested estimator is termed as AR since it is obtained by adjusting RR estimator, given by Hoerl and Kennard (1970) . New estimator is a better alternative to RR and GR estimators in the presence of sever or extremely sever multicollinearity with increasing error variance in linear regression. We believe that AR is a fine estimator, not only in theory but also in practice.
