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Diagnostic fracture injection tests (DFITs) are performed in low permeability formations to estimate the
minimum principal stress, formation pressure, permeability, and other parameters. G-function derivative
plots are used for diagnosing fracture closure and “non-ideal” reservoir processes. In this study, we use a
discrete fracture network hydraulic fracturing simulator to investigate non-ideal DFIT mechanisms. The
simulator fully couples ﬂuid ﬂow with the stresses induced by fracture deformation. DFITs are simulated
for six different scenarios: a single hydraulic fracture, multiple fracture strands, opening of transverse
fractures, near-wellbore complexity, far-ﬁeld complexity, and height recession. The results indicate that
pressure transient behavior commonly ascribed to “fracture height recession,” “closure of transverse
fractures,” and “fracture tip extension” are likely to be misinterpreted by conventional techniques. In
previous studies, we found that a curving upward GdP/dG plot is caused by changing fracture stiffness
after closure and that the closure pressure is best picked when G dP/dG begins to deviate upward. In
contrast, the commonly used “tangent” method can signiﬁcantly underestimate the minimum principal
stress. The results of this study conﬁrm those prior results. The results suggest that in most cases, it
should be possible to use pump-in/ﬂowback tests to conﬁrm estimates of the minimum principal stress.
However, if a ﬂow bottleneck occurs at the wellbore due to near-wellbore complexity, the pump-in/
ﬂowback test may be uninterpretable.
& 2016 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
1.1. Background
Diagnostic fracture injection tests (DFITs) are used in low-per-
meability reservoirs to estimate the minimum principal stress,
pore pressure, permeability, and other parameters. During a DFIT,
a small volume of water is injected into the reservoir at low in-
jection rate, usually 2 to 15 kg/s (1 to 6 bbl/min), for a few
minutes (Cramer and Nguyen, 2013; Araujo et al., 2014). Some
authors recommend larger injection volumes (Craig, 2014). In re-
sponse to injection, hydraulic fractures form and propagate
through the formation. After injection is stopped, pressure is
monitored for an extended period of time. Fig. 1 shows an example
of injection rate and bottom-hole pressure during a DFIT.
DFIT pressure transients are commonly interpreted with a G-
function plot. The G-function is a dimensionless function of shut-in
time that was ﬁrst proposed by Nolte (1979). Nolte (1979) madeB.V. This is an open access article useveral simplifying assumptions, including: (1) a single planar
fractures forms, (2) leakoff can be described by the Carter leakoff
model (Howard and Fast, 1957), and (3) fracture growth scales
with time according to a power law. The G-function is a complex
function of α, but it is only weakly dependent on α between the
reasonable bounds of ½ to 1.0. If α is assumed to be 1.0, G can be
written in a particularly convenient form:
⎡
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All G-function plots in this paper use the convention of as-
suming that α equals 1.0, and use the deﬁnition of G given in Eqs.
(1) and (2). The speciﬁc choice of α does not affect the method of
picking closure from the transient. If the entire fracture is assumed
to have formed instantaneously, then leakoff rate is the same ev-
erywhere along the fracture, and the G-function reduces to thender the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
Nomenclature
A fracture area (m2)
Ap constant for the effect of perforation geometry and
other factors (MPa/(m3/s)2)
Cw wellbore storage coefﬁcient (m3/MPa)
cf ﬂuid compressibility (MPa1)
ϕc porosity compressibility (MPa
1)
E aperture (m)
E0 residual fracture aperture (m)
Ehf,max,resid maximum residual aperture (m)
Eopen mechanical fracture opening (m)
G G-time, deﬁned in Eq. (1) (unitless)
Gm shear modulus (MPa)
KI stress intensity factor (MPa m1/2)
KIc fracture toughness (MPa m1/2)
k permeability (m2)
P ﬂuid pressure (MPa)
Pinit initial formation ﬂuid pressure (MPa)
qﬂux mass ﬂux (kg/(m2 s))
qleakoff mass ﬂux leakoff rate across entire fracture (kg/ (m2
s))
Qj volumetric ﬂow rate between the well and element j
(m3/s)
Sf fracture stiffness (MPa/m)
Sf,c stiffness of a closed fracture (MPa/m)
Sf,cont contribution to stiffness of a closed fracture from
contact stress (MPa/m)
Sf,o stiffness of open fracture, or equivalently, contribution
to stiffness of a closed fracture from the deformation
of the surrounding formation (MPa/m)
s mass source term (kg/(m2 s))
T transmissivity (m3)
t time (s)
tD dimensionless time (unitless)
Vwl volume of ﬂuid in wellbore (m
3)
α power law exponent for fracture growth used in the
G-time derivation, unitless
Δt time from start of transient (s)
ΔP change in pressure since start of transient (MPa)
ΔPp j, perforation pressure drop between element j and the
well (MPa)
μ ﬂuid viscosity (MPa s)
v Poisson’s ratio (unitless)
ρ ﬂuid density (kg/m3)
ρinit initial ﬂuid density (kg/m3)
shmin minimum principal stress (MPa)
sHmax maximum principal stress (MPa)
sn’ effective normal stress (MPa)
sn normal stress (MPa)
sn,ref reference normal stress (MPa)
ϕinit initial formation porosity (unitless)
Fig. 1. Example of a DFIT test procedure.
Fig. 2. Schematics of ideal and non-ideal behavior for the GdP/dG curve. The
lines are labeled according to the conventional “tangent” method for DFIT
interpretation.
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square root of time are often used (Zoback, 2007).
Under certain conditions, a plot of pressure versus G-time will
yield a straight line prior to closure. Castillo (1987) proposed that
the fracture closure pressure (taken as an estimate of the mini-
mum principal stress) could be picked at the deviation from lin-
earity of a plot of pressure versus G-time. Later, plots of G dP/dG
were introduced to aid interpretation (Barree and Mukherjee,
1996). If P versus G-time plots as a straight line, then G dP/dG
should also plot as a straight line. Therefore, closure may be picked
at the deviation of G dP/dG from a straight line (Barree et al.,
2007).
In practice, the identiﬁcation of closure can be ambiguous.
Fig. 2 shows a variety of different shapes that may be observed in a
G dP/dG curve. Barree et al. (2007) summarized methods forinterpreting these curves, a methodology we refer to as the “tan-
gent” method of DFIT interpretation, based on the idea of picking
closure by drawing a tangent line from the origin to the G dP/dG
curve. The blue curve in Fig. 2 represents an “ideal” curve where
G dP/dG is linear until peaking and beginning to curve down. The
green (dashed) curve shows “pressure dependent leakoff” in which
G dP/dG curves concave down until settling into the “ideal” be-
havior represented by the blue curve. The black curve shows either
“closure of transverse fractures” or “fracture height recession,”
where G dP/dG curves upward before peaking. The red curve
Fig. 3. Comparison of the “tangent” method for picking closure and the “fracture
compliance” method proposed by McClure et al. (2014, 2016).
H. Jung et al. / Journal of Petroleum Science and Engineering 145 (2016) 114–136116shows “fracture tip extension,” in which GdP/dG does not peak
even after a lengthy shut-in period and gently curves downward.
These interpretations of non-ideal transients were developed
based on published work by Barree and Mukherjee (1996) and
Barree et al. (2007) and are widely used in DFIT interpretation
(Soliman and Kabir, 2012; Soliman and Gamadi, 2012; Cramer and
Nguyen, 2013; Padmakar, 2013; Wallace et al., 2014; Meng et al.,
2014; Barree et al., 2014).
1.2. Interpretation based on changing fracture stiffness at closure
McClure et al. (2014, 2016) have argued that the tangent
method leads to an incorrect identiﬁcation of closure pressure in
low permeability formations. Field experience shows that “ideal”
DFITs (as shown in Fig. 2) are rarely observed in low permeability
formations. In the majority of cases, GdP/dG curves upward. This
is traditionally interpreted as fracture height recession or closure
of transverse fractures. According to the tangent method, closure is
picked by drawing a straight line from the origin to the G dP/dG
curve, leading to a closure pick near the peak of GdP/dG (Fig. 3).
McClure et al. (2014, 2016) showed that closure causes an increase
in fracture stiffness, resulting in a curving upward G dP/dG. Thus,
the curving upward GdP/dG is a natural consequence of fracture
closure and does not require any special processes to explain.
Therefore, McClure et al. (2014, 2016) proposed that closure
should be picked when GdP/dG begins to deviate upward, a
method called the “fracture compliance” method (Fig. 3). Because
of the stress shadow caused by the residual aperture, the ﬂuid
pressure at closure may be up to 1–2 MPa greater than the mini-
mum principal stress.
Further explanation of the fracture compliance method is
provided in the Appendix.
1.3. Non-ideal DFIT mechanisms
The objective of this paper is to perform computational mod-
eling of a variety of non-ideal DFIT mechanisms. The simulations
are performed with a discrete fracture network hydraulic fractur-
ing simulator that fully couples ﬂuid ﬂow in the fracture with the
stresses induced by fracture deformation. The simulator switches
to a nonlinear joint closure law (Eq. (A-2)) after mechanical clo-
sure. Prior modeling studies on DFIT transients have not used ajoint closure law to describe fracture aperture evolution after
closure, and they typically have not investigated geometries more
complex than a single planar fracture. Table 1 summarizes the
non-ideal DFIT interpretations we propose based on simulation
results, and the interpretations of these transients based on the
tangent method. The interpretation method proposed in this pa-
per and by McClure et al. (2014, 2016) is referred to as the “fracture
compliance” method, in reference to how changing fracture com-
pliance (and equivalently, stiffness) after closure has a dominant
effect on the transient.2. Methodology
2.1. Simulator description
CFRAC (Complex Fracturing ReseArch Code) is used to perform
the simulations. CFRAC is a discrete fracture network simulator
developed by McClure and Horne (2013). Simulations can be fully
3D (McClure et al., 2015) or 2D. CFRAC fully couples ﬂuid ﬂow with
the stresses induced by fracture opening and sliding.
A key aspect of CFRAC is that it allows fractures to retain re-
sidual aperture after mechanical closure. Thus, even after me-
chanical closure, the fractures can contain and conduct ﬂuid.
A fracture element is mechanically closed if its ﬂuid pressure is
less than the normal stress. If the ﬂuid pressure reaches the nor-
mal stress, the element becomes mechanically open. Stresses are
calculated with the boundary element method (Okada, 1992; Shou
and Crouch, 1995). In the 2D simulations, the Olson (2004) ad-
justment is used to account for the ﬁnite formation height. The
calculations are performed by enforcing that the effective normal
stress of open hydraulic fracture elements is zero (Crouch and
Starﬁeld, 1983). Sliding of closed elements is determined by Cou-
lomb’s law. Sliding for mechanically open elements is calculated
by enforcing that shear stress is equal to zero (McClure and Horne,
2013; McClure et al., 2016).
The ﬂuid is isothermal, slightly compressible liquid with con-
stant viscosity. Fluid ﬂow calculations in the fracture are based on
the unsteady state mass balance and Darcy's law:
( )ρ∂( )∂ = − ∇∙ − + ( )
E
t
q E q s, 3flux leakoff
ρ
μ
= − ∇
( )
q
k
P
4flux
where E is the aperture, t is time, qﬂux is mass ﬂux for the ﬂow
inside the fracture, s is a source term for a well, ρ is density, k is
permeability, P is pressure, and qleakoff is mass leakoff rate per
fracture surface area into the surrounding matrix.
Permeability and transmissivity, T, of the fracture are deﬁned
according to the following equations (Witherspoon et al., 1980):
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The aperture of closed elements is given by Eqs. (A-1). The
aperture of open elements is given by:
= + ( )E E E , 6open0
where Eopen is the physical separation between the fracture walls.
The aperture at the moment of closure/opening is E0.
In the 2D simulations for this study, ﬂuid leakoff is calculated fully
numerically with a conforming triangular mesh (Norbeck et al., 2015).
In the 3D simulations, leakoff is calculated with the one-dimensional
leakoff model introduced by Vinsome and Westerveld (1980).
Table 1
Summary of interpretations of trends in G dP/dG in low permeability formations.
GdP/dG Trend Schematic ﬁgure Interpretation based on the results of this pa-
per (fracture compliance method)
Interpretation based on the tan-
gent method
Curving upward This is a normal response caused by increasing
fracture stiffness (decreasing compliance) after
closure (Section 3.1). Closure should be picked at
the start of the upward deviation of G dP/dG.
Closure of transverse fractures or
fracture height recession (Barree and
Mukherjee, 1996; Barree et al., 2007)
Steadily increasing for the
duration of the test, possi-
bly curving downward
Isolation of the well from far-ﬁeld fractures due
to closure and loss of transmissivity from near-
wellbore complexity (Section 3.4). Test may be
uninterpretable.
Fracture tip extension (Barree and
Mukherjee, 1996; Barree et al., 2007)
Up and down inﬂections Multiple closures caused by fracture complexity
or interlayer stress variation (Sections 3.4–3.6).
The minimum principal stress can be estimated
from the ﬁnal observed closure (at the start of the
ﬁnal upward deviation of G dP/dG).
Multiple closures (Mohamed et al.,
2011; Wallace et al., 2014)
A very high value at early
time, dropping before le-
velling out and/or begin-
ning to rise
Closure of bottleneck fractures associated with
near-wellbore complexity and dissipation of the
wellbore storage volume associated with excess
injection pressure (Section 3.4).
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and pre-existing fractures. The locations of both types of fractures
must be speciﬁed in advance. Pre-existing fracture elements exist
at the beginning of the simulation. Hydraulic fractures form and
propagate during the simulation. In simulations with a single
fracture, the fracture should form into a linear/planar feature, and
so it is not a problem to assume the fracture geometry in advance.
For simulations with multiple propagating fracture, assuming the
fracture geometry in advance is not as robust. Fractures may curve
due to stress interaction, especially in formations with low stress
anisotropy (Roussel and Sharma, 2011). In some simulations in this
paper, we simulate hydraulic fractures forming off natural frac-
tures. The exact location of these initiation points is challenging to
predict precisely, and fractures forming from natural fracture
would be expected to curve at least slightly. However, the results
of this study are not reliant on precise predictions of fracture
geometry. The goal of the study is to investigate pressure transient
behavior under several plausible, though sometimes idealized,
scenarios, and not to predict precisely under what circumstancesthese scenarios will occur.
For natural fractures, E0 is constant and speciﬁed at the be-
ginning of the simulation. When a hydraulic fracture element is
initiated in the simulation, it is given a very small aperture, 0.1 μm.
Then, E0 grows as the fracture opens, mimicking the process of
roughness development as a fracture forms. For these hydraulic
fracture elements, E0 is set to 90% of the total aperture, does not
decrease, and has a maximum value of 500 μm (McClure et al.,
2014).
Hydraulic fracture propagation is based on linear elastic frac-
ture mechanics. The stress intensity factor (KI) at the crack tip is
evaluated numerically (Olson, 2007), and the fracture propagates if
the stress intensity factor exceeds a speciﬁed fracture toughness,
KIc.
At each connection between a fracture element and the well,
additional perforation pressure drop is applied according to the
equation:
Δ = ( )P A Q , 7p j p j, 2
H. Jung et al. / Journal of Petroleum Science and Engineering 145 (2016) 114–136118where ΔPp j, is the perforation pressure drop between element j and
the well, Ap is a constant that includes the effect of perforation
geometry and other factors (Cramer, 1987), and Qj is the volu-
metric ﬂow rate between the well and element j.
Eq. (7) is also used as a de-facto method modeling near-well-
bore pressure drop caused by a tortuous path from the well to the
far-ﬁeld fractures. In most cases, the near-wellbore pressure drop
is likely to be greater than the perforation or wellbore pressure
drop. We have chosen to lump all those effects together with the
matching parameter Ap. This is a simpliﬁcation because the near-
wellbore pressure drop probably does not scale with the square of
ﬂow rate. The consequence is that the model predicts excessively
rapid dissipation of the near-wellbore pressure drop after shut-in.
This model simpliﬁcation could be resolved in future work with a
more carefully designed correction term for near-wellbore pres-
sure drop. Section 3.4 describes simulations in which near-well-
bore pressure drop is explicitly represented with a re-oriented
fracture near the well.
2.2. Description of simulations
Simulations are performed under the following conditions:
base case with low fracture toughness (BC1), base case with high
fracture toughness (BC2), multiple propagating hydraulic fracture
strands (MS), transverse natural fractures (TF), near-wellbore
complexity (NWC), far-ﬁeld complexity (FFC), and fracture height
recession (HR).
All simulations except the height recession simulations are
performed with the 2D version of CFRAC. The input parameters are
based on a simulation match to a DFIT ﬁeld example described by
McClure et al. (2016).
Table 2 provides the settings used in all the simulations. Cw is
wellbore storage coefﬁcient, Ehf,resid,max is maximum residual
aperture, Gm is shear modulus, ν is Poisson's ratio, μ is viscosity, cf
is ﬂuid compressibility, ρinit is initial ﬂuid density, ϕc is porosityTable 2
Simulation settings used in all simu-
lations. Symbols are deﬁned in the
text and in the List of Variables.
Cw (m3/MPa) 0.0184
Ehf,resid,max (m) 0.005
Gm (GPa) 15
ν (unitless) 0.25
μ (mPa s) 1
cf (MPa1) 0.000458
ρinit (kg/m3) 1000
ϕc (MPa
1) 0.00145
Injection amount (kg) 1806.79
Injection duration (s) 352.08
k (m2) 1019
shmin (MPa) 55.1
Pinit (MPa) 33.7
ϕinit (unitless) 3%
Table 3
Simulation settings that are varied between different simulations.
BC1 BC2 MS TF
K1c (MPa m1/2) 2 10 4 10
Maximum fracture height (m) 7 7 7 7
sn,ref (MPa) 5 5 5 5
sHmax (MPa) 60.3 60.3 60.3 56.1
Ap (MPa/(m3/s)2) 33222 33222 531545 33222
E0 (m) 0.005 0.005 0.005 0.005compressibility, shmin is minimum principal stress, Pinit is the initial
ﬂuid pressure, and ϕinit is the initial matrix porosity. Table 3 pro-
vides the settings that are varied between the simulations. First, a
DFIT is performed with the injection schedule shown in Fig. 1, for a
total of 1806.79 kg (11.38 barrels). Then, the well is shut-in and
pressure is monitored until 105 s of simulation time.
At the end of the extended shut-in period, a pump-in/ﬂow back
test is performed. Injection is performed at 10 kg/s (3.8 barrels per
minute) for 200 s, and then the well is shut-in for 160 s (although
ideally, pump-in/ﬂowback tests are performed without shut-in
between the injection and production). Next, the well is produced
at 0.5 kg/s (0.19 barrels per minute) for 4000 s (or a minimum
bottom-hole pressure of 33.7 MPa). Fig. 1 shows an example of the
injection rate and pressure during the DFIT part of the test. Fig. 4
shows an example of the injection and production schedule during
the pump-in/ﬂowback part of the test.
Fig. 5 shows the fracture networks used in the simulations.
Because the path of potentially forming fractures must be speciﬁed
in advance, they are plotted as red. Natural fractures are plotted as
blue. The minimum principal stress is 55.1 MPa in all simulations.3. Results and discussion
In the following sections, simulation results are provided in
ﬁgures with four plots. The upper left plot shows a Bourdet plot
(Bourdet et al., 1989) of the shut-in period with derivative taken
with respect to time (in contrast to the way DFITs are sometimesNWC1 NWC2 NWC3 NWC4 NWC5 HR 1-3
FFC1 FFC2 FFC3 FFC4 FFC5
2 2 2 2 2 2
7 7 7 7 7 50
5 5 5 5 30 5
60.3 60.3 60.3 60.3 60.3 60.3
33222 33222 33222 33222 33222 33222
0.0001 0.001 0.0025 0.005 0.005 0.005
Fig. 4. Example of injection and production rates and bottom-hole pressure during
a pump-in/ﬂowback tests. Negative rate represents production, and positive rate
represents injection.
Fig. 5. Fracture networks used in the simulations. Red (solid) lines show the path
of potentially forming hydraulic fractures. Blue (dashed) lines show pre-existing
fractures. The black line shows the wellbore. In the height recession case, the ﬁgure
shows the fracture viewed from the side, with the red region having stress that is
1–2 MPa lower than the surrounding orange region. The HR simulations stress
distributions are described in Table 10.
Table 4
Results from Simulation BC1. The actual minimum principal stress is 55.1 MPa.
Actual mechanical
closure in
simulation
Fracture com-
pliance method
Pump-in/ﬂow-
back test
Closure time (G-
time)
5.99 9.00
Wellbore pressure
at closure (MPa)
55.7 55.5 55.1
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to superposition time). The upper right and lower left plots show
G-function plots, with different axes scales. The lower right plot
shows pressure versus ﬂowback mass from the pump-in/ﬂowback
test.
In the each ﬁgure, the closure pressure is identiﬁed in the G-
function plots using the fracture compliance method (McClure
et al., 2016), by picking closure at the moment when there is a
sharp upward deviation in GdP/dG. This closure pick is shownwith a vertical black line. The ﬁgures also show the point in time
when ﬂuid pressure actually reaches 55.1 MPa, the known and
speciﬁed minimum principal stress, which is shown with a hor-
izontal red line. The minimum principal stress is estimated from
the pump-in/ﬂowback tests using the method of Plahn et al.
(1997), by drawing straight lines through the early time period of
linearity and the later time period of linearity and identifying the
point of intersection. The minimum principal stress is shown in
the plots with a horizontal red line.
3.1. Base case
In the base case simulation (BC1), there is a single propagating
hydraulic fracture. Mechanical closure occurs around at 9 G-time
and 55.5 MPa (Table 4). The GdP/dG plot curves upward after
mechanical closure (Fig. 6), consistent with the ﬁndings of
McClure et al. (2016). As described by McClure et al. (2016), the
fracture closes at a pressure slightly greater than the minimum
principal stress due to the stress shadow caused by the residual
aperture at closure.
The Plahn et al. (1997) method of interpreting the pump-in/ﬂowback test (i.e., picking the minimum principal stress at the
intersection of the two straight lines) yields an exact estimate of
the minimum principal stress, 55.1 MPa. During the pump-in/
ﬂowback test, pressure begins to curve downward when closure
occurs (because closure increases the fracture stiffness and
therefore increases the magnitude of the pressure derivative, as
described in the Appendix). The intersection of the two lines
drawn according to the Plahn et al. (1997) method occurs at a
slightly lower pressure than this true closure pressure. However,
as in the shut-in transient, mechanical fracture closure occurs at a
pressure slightly greater than the minimum principal stress. As a
result, the intersection of the lines tends to occur very close to the
true value of the minimum principal stress, demonstrating the
usefulness of this heuristic method.
A tangent method interpretation of the G-function plot would
be “fracture height recession” or “closure of transverse fractures”
because G dP/dG curves upward. However, neither of these
processes occurred in Simulation BC1. Consistent with the results
described by McClure et al. (2016), all of the results in this paper
demonstrate that a curving upward G dP/dG plot is primarily
caused by increasing fracture stiffness at closure (Table 4; Fig. 7).
3.2. Multiple fracture strands
In this simulation, multiple fracture strands propagate away
from the well. In practice, this could occur if separate fractures
form at different perforations in a cluster, different perforation
clusters or along an uncemented channel in the borehole/casing
annulus. In-situ observations suggest that the propagation of
multiple fracture strands is common in hydraulic fracturing
(Warpinski and Teufel, 1987; Warpinski et al., 1993; Jeffrey et al.,
1995, 2009; Branagan et al., 1996; Mahrer, 1999).
Fig. 6. Results from Simulation BC1. Upper left: Bourdet plot with derivative with respect to time. Upper right: G-function plot. Lower left: G-function plot (zoomed in).
Lower right: pump-in/ﬂowback test. The horizontal red line shows the minimum principal stress. The black lines show closure interpretations from the fracture compliance
method (shut-in) and the Plahn et al. (1997) method (pump-in/ﬂowback).
Fig. 7. Extent of fracture propagation during Simulation BC1.
H. Jung et al. / Journal of Petroleum Science and Engineering 145 (2016) 114–136120In the absence of perforation pressure drop, stress shadowing
would inhibit the inner fractures from propagating, and only the
outer fractures would propagate. But perforation pressure drop is
nonlinearly dependent on ﬂow rate, which causes ﬂow to be dis-
tributed between all of the hydraulic fractures connected to the
well.
Fig. 8 shows fracture propagation and aperture at different
points in time during the simulation. At shut-in, the inner frac-
tures are only slightly shorter than the outer fractures. The dis-
tribution of aperture along the fractures is uneven because stress
shadowing between the adjacent fractures prevents signiﬁcant
opening from occurring in adjacent locations along neighboring
fractures. After injection is stopped, ﬂuid backﬂows through the
well from the inner fractures to the outer fractures, which pro-
pagate further. Stress shadowing is greatest near the well, and so
the fractures close near the well ﬁrst, and close away from the well
later.
The total propagated length of the four strands is around
510 m, which is modestly greater than the total length from Si-
mulation BC1 (Fig. 7). But compared to Simulation BC1, the max-
imum half-length of each strand is much less. This result shows
that if multiple fractures propagate instead of a single fracture, the
total hydraulic fracture surface area may be roughly similar, but
surface area will be distributed among multiple fractures. This
should accelerate the onset of pseudo-radial ﬂow, which is con-
trolled by the length of the longest individual fracture strand.The G dP/dG plot curves upward after closure, as in Simula-
tion BC1, but it decays more rapidly after the peak. There is no
distinctive feature in the pressure transient that could be used to
infer that multiple fractures have formed instead of a single frac-
ture (Fig. 9).
The middle two fractures close at earlier than 1 G-time, which
causes small and temporary upward (and then curving downward)
trends in the GdP/dG curve. The outer fractures close at around 5
G-time and at 55.98 MPa. The pump-in/ﬂowback test yields an
estimate of 54.83 MPa (Table 5).
These results are somewhat similar to multi-interval closure
behavior introduced later in the paper. To enhance the sharpness
of change in GdP/dG at closure, it is advisable to take measures
to avoid propagation of multiple far-ﬁeld fractures, such as limit-
ing injection to one cluster or sleeve in a well-cemented section of
pipe.
3.3. Transverse natural fractures
Simulation TF includes mechanical opening of natural fractures
transverse to the hydraulic fracture. In testing, we found that the
transverse natural fractures can only open under a speciﬁc set of
conditions. The stress anisotropy must be very low. Therefore, in
Simulation TF, the maximum horizontal stress is set to be
56.1 MPa, only 1 MPa larger than the minimum principal stress.
With a typical fracture toughness of 2 MPa m1/2, the net pressure
in the fracture during injection does not exceed 1 MPa and is not
high enough to open the natural fractures. Therefore, the fracture
toughness is Simulation TF is set to 10 MPa m1/2 (greater than
typical laboratory derived values, Thiercelin, 1987) in order to raise
net pressure high enough to open the natural fractures.
Fig. 10 shows fracture propagation and aperture at different
points in time. At shut-in, signiﬁcant ﬂuid has ﬂowed into two
transverse fractures and caused them to mechanically open. The
Fig. 8. Fracture propagation and aperture at different points in time during Simulation MS.
Fig. 9. Results from Simulation MS. Upper left: Bourdet plot with derivative with respect to time. Upper right: G-function plot. Lower left: G-function plot (zoomed in). Lower
right: pump-in/ﬂowback test. The horizontal red line shows the minimum principal stress. The black lines show closure interpretations from the fracture compliance method
(shut-in) and the Plahn et al. (1997) method (pump-in/ﬂowback).
H. Jung et al. / Journal of Petroleum Science and Engineering 145 (2016) 114–136 121
H. Jung et al. / Journal of Petroleum Science and Engineering 145 (2016) 114–136122hydraulic fracture continues propagating, and a few minutes after
shut-in, a total of four transverse natural fractures have been
opened. Propagation is asymmetric because of slight asymmetry in
the simulation mesh. The transverse fractures close at G-time
11.32, at 56.09 MPa, which is very close to their normal stress (the
maximum horizontal stress, 56.1 MPa). The hydraulic fracture
closes at 19 G-time, at 55.7 MPa (Table 6).
Fig. 11 shows that GdP/dG curves upward. However, this
behavior is not predominantly caused by the closure of the
transverse fractures. As in the other simulations, the curvingTable 5
Results from Simulation MS. The actual minimum principal stress is 55.1 MPa.
Actual mechanical
closure in
simulation
Fracture com-
pliance method
Pump-in/ﬂow-
back test
Closure time (G-
time)
4.99 4.96
Wellbore pressure
at closure (MPa)
55.98 55.97 54.83
Fig. 10. Fracture propagation and aperture at diupward G dP/dG plot is caused by the changing fracture stiffness
after closure. GdP/dG does curve upward between the time of
transverse fracture closure and hydraulic fracture closure (G-time
from 11 to 18), but this trend is almost insigniﬁcant compared to
the much larger change in G dP/dG that occurs after hydraulic
fracture closure due to the changing fracture stiffness.
The discussion in the Appendix explains why the upward trend
in G dP/dG due to closure of transverse fractures is minimal
compared to the upward trend in GdP/dG after closure of the
hydraulic fracture. When the transverse fractures close, they havefferent points in time during Simulation TF.
Table 6
Results from Simulation TF. The actual minimum principal stress is 55.1 MPa.
Actual mechanical
closure in
simulation
Fracture com-
pliance method
Pump-in/ﬂow-
back test
Closure time (G-
time)
19.00 19.46
Wellbore pressure
at closure (MPa)
55.7 55.69 55.29
Fig. 11. Results from Simulation TF. Upper left: Bourdet plot with derivative with respect to time. Upper right: G-function plot. Lower left: G-function plot (zoomed in). Lower
right: pump-in/ﬂowback test. The horizontal red line shows the minimum principal stress. The black lines show closure interpretations from the fracture compliance method
(shut-in) and the Plahn et al. (1997) method (pump-in/ﬂowback).
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begins to increase, causing an overall increase in the systems
stiffness, causing the increasing G dP/dG trend. However, when
the main hydraulic fracture closes at a slightly lower ﬂuid pres-
sure, the stiffness of the closed hydraulic and natural fractures
increases substantially, and so the majority of the changes in
system stiffness occur after the ﬁnal closure of the main hydraulic
fracture, not in the period of time between the closure of the
natural fractures and the main hydraulic fracture.
Simulation TF cannot be compared directly to Simulation BC1
because they use different values of fracture toughness. However,
Simulation TF can be compared to Simulation BC2 (Table 7), which
is identical to Simulation BC1, except that it uses the same value of
fracture toughness, 10 MPa m1/2, as Simulation TF. Because of the
higher toughness in Simulation BC2, the hydraulic fracture has a
much lower half-length than Simulation BC1 (65.5 m, instead of
220.5 m). This results in a higher net pressure and later closure
(because of the lower surface area available for closure). This
causes the linear pre-closure period on the GdP/dG curve to
occur for a longer period of time, and show a more pronounced
curving upward effect when closure does occur (Fig. 12).
Comparing Simulation BC2 (Table 7) and Simulation TF (Ta-
ble 6), it is apparent that the transverse natural fractures in Si-
mulation TF have a signiﬁcant effect on the transient. They cause
closure to occur much earlier by providing additional fracture
surface area for leakoff into the matrix (both before and after
closure). However, the mechanical closure of the natural fractures
does not have a major effect on the transient and is not primarily
responsible for the curving upward G dP/dG.
In both Simulations BC2 and TF, the pump-in/ﬂowback test
provides an accurate assessment of the minimum principal stress.
These results suggest that transverse natural fractures are un-
likely to open, except in settings with very low stress anisotropy
and high fracture toughness. If this does occur, their closure after
shut-in is unlikely to have a major effect on the pressure transient.The upward curving GdP/dG behavior can be by the changing
fracture stiffness after closure.
The transverse fractures can have a signiﬁcant effect on the
pressure transient by enhancing leakoff and accelerating closure.
This could occur even if the transverse natural fractures remain
mechanically closed and could occur without showing a clear in-
dication in the pressure transient. The effect of these transverse
fractures could be reasonably approximated in a numerical model
by increasing the permeability used in the leakoff calculations.
3.4. Near-wellbore complexity with bottlenecking from re-oriented
fractures
The geometry of the NWC simulations is shown in Fig. 5. Hy-
draulic fractures do not propagate directly from the wellbore. In-
stead, there is a short pre-existing fracture intersecting the well-
bore that is oriented perpendicular to the maximum horizontal
stress. Hydraulic fractures perpendicular to the minimum princi-
pal stress propagate from the pre-existing fracture. The problem
setup is somewhat idealized. It is intended to represent near-
wellbore complexity. In a cased and cemented horizontal well
drilled in the direction of the minimum horizontal stress, the
concentration of stress at the well may tend to cause fractures to
form axially. They must then twist as they re-orient into the re-
mote stresses away from the well. These processes could create
complex fracture geometries in non-optimal fracture orientations
near the well. We have not attempted to replicate these processes
in detail. The NWC simulation setup is intended to generically
represent these different types of near-wellbore complexity, which
have the potential to create a bottleneck for ﬂow between the well
and the far-ﬁeld hydraulic fractures.
In all the NWC simulations, the ﬂuid pressure during injection
is forced to increase enough to open the natural fracture at the
well (greater than the maximum horizontal stress, 60.3 MPa). At
shut-in, ﬂuid rapidly ﬂows out of the natural fracture into the
Fig. 12. Results from Simulation BC2. Upper left: Bourdet plot with derivative with respect to time. Upper right: G-function plot. Lower left: G-function plot (zoomed in).
Lower right: pump-in/ﬂowback test. The horizontal red line shows the minimum principal stress. The black lines show closure interpretations from the fracture compliance
method (shut-in) and the Plahn et al. (1997) method (pump-in/ﬂowback).
Table 7
Results from Simulation BC2. The actual minimum principal stress is 55.1 MPa.
Actual mechanical
closure in
simulation
Fracture com-
pliance method
Pump-in/ﬂow-
back test
Closure time (G-
time)
53.57 58.89
Wellbore pressure
at closure (MPa)
55.95 55.83 55.50
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pressure and closure of the pre-existing fracture at the wellbore
(Fig. 13).
The subsequent behavior of the pressure transient depends on
the after-closure transmissivity of the natural fracture, which is
controlled by E0 and shmin (Eq. (4)). In NWC1, E0 is set to an ex-
ceptionally low value, 0.01 mm. This represents a worst case sce-
nario: that the near-wellbore complexity is a very strong barrier to
ﬂow. At 6 G-time (14,473 s), the ﬂuid pressure in the hydraulic
fractures reaches 55.0 MPa (Table 8; Fig. 14), and it mechanically
closes. However, the pressure measured at the wellbore at 6 G-
time is 60.5 MPa, well above the minimum principal stress. When
the hydraulic fracture closes, there is no indication in the pressure
transient. The pressure at the well decays more slowly than the
pressure in the hydraulic fracture because wellbore storage pro-
vides an additional source of ﬂuid ﬂow into the formation. This
occurs because the closed natural fracture has such low trans-
missivity that it hydraulically isolates the well from the far-ﬁeld
hydraulic fractures. This process was previously described by
McClure (2014).
The pump-in/ﬂowback test is not successful in estimating the
minimum principal stress. After the pre-existing fracture at the
wellbore closes, ﬂuid ﬂows to the well very slowly. The ﬂowbackperiod drains only the ﬂuid from wellbore storage. The mass of
ﬂuid recovered in the ﬂowback test is much smaller than in the
other cases because most ﬂuid is trapped away from the well in
the hydraulic fractures.
Near-wellbore complexity that isolates the well from far-ﬁeld
fractures is more likely to be a problem for pump-in/ﬂowback tests
than for pump-in/shut-in tests such as DFITs. Pump-in/ﬂowback
tests are performed over a much shorter duration of time. There-
fore, even relatively modest obstructions to ﬂow can inhibit
ﬂowback. In contrast, DFITs are performed over days or weeks of
shut-in. The ﬂow obstruction must be very strong to prevent hy-
draulic connection from occurring over these longer timescales.
The behavior in Simulation NWC2 (which had a higher value of
E0, 0.1 mm) was similar to NWC1, with G dP/dG increasing but
gently inﬂecting down with no indication of hydraulic fracture
closure (Fig. 15). The shape of the G dP/dG curve is very similar to
what is conventionally called “fracture tip extension” (Barree et al.,
2007). One problem with the “fracture tip extension” DFIT inter-
pretation is that it can imply that the fracture continues propa-
gating for days or weeks after shut-in. It is unclear what physical
mechanism would cause that to occur. Our simulation result sug-
gests another interpretation, that if G dP/dG is increasing but
slowly curving down over the duration of a pressure transient, this
is caused by ﬂow obstruction due to near-wellbore complexity.
Under these circumstances, it may be impossible to diagnose the
minimum principal stress from the pressure transient.
Simulation NWC3 has an even higher value of E0, 0.25 mm. In
this case, the transmissivity of the pre-existing fracture after clo-
sure is high enough that there is a hydraulic connection between
the well and the hydraulic fractures. Closure of the hydraulic
fractures causes an upward deﬂection in the plot of G dP/dG, and
so the closure pressure can be accurately assessed from the tran-
sient (Fig. 16). The pump-in/ﬂowback test is not able to give an
indication of the minimum principal stress.
Fig. 13. Fracture network at shut-in and shortly after closure of central fracture and hydraulic fracture in Simulation NWC1.
Table 8
Results from the NWC simulations. The actual minimum principal stress is 55.1 MPa.
Mechanical closure in simulation Fracture compliance method Pump-in/ﬂowback test
NWC1 closure time (G-time) 6.00 Cannot be estimated Cannot be estimated
NWC1 wellbore pressure at closure (MPa) 60.5
NWC2 closure time (G-time) 25.00 Cannot be estimated Cannot be estimated
NWC2 wellbore pressure at closure (MPa) 56.83
NWC3 closure time (G-time) 11.26 14.77 Cannot be estimated
NWC3 wellbore pressure at closure (MPa) 56.90 55.93
NWC4 closure time (G-time) 11.26 10.29 Cannot be estimated
NWC4 wellbore pressure at closure (MPa) 56.90 55.49
NWC5 closure time (G-time) 4.20 6.23
NWC5 wellbore pressure at closure (MPa) 55.77 55.50 54
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ture is even higher, with E0 equal to 0.5 mm (the same as the
hydraulic fractures). Similar to NWC3, closure of the hydraulic
fractures is clearly visible on the GdP/dG plot, and the pump-in/
ﬂowback test is unable to diagnose the minimum principal stress
(Fig. 17).
The closure of the re-oriented near-wellbore fracture causes
the G dP/dG plot to curve upward and then downward, before
ﬁnally curving upward again when the hydraulic fracture closes.
This behavior is an example of the “multiple closures” that have
been observed in ﬁeld DFITs (Mohamed et al., 2011; Wallace et al.,
2014).
In Simulation NWC5, the transmissivity of the pre-existing
fracture is highest. E0 is set to the high value of 0.5 mm (same as
NWC4), and the fracture is stiffer than in the other simulations,with snref equal to 30 MPa (instead of 5 MPa). In this case, the pre-
existing fracture has such high transmissivity after closure that it
has an almost negligible effect on the tests. This is the only NWC
simulation where the pump-in/ﬂowback test is successful in pro-
viding an assessment of the minimum principal stress (Fig. 18).
These simulations demonstrate the strong effect that near-
wellbore complexity can have on a DFIT. The closure of re-oriented
fractures that form a bottleneck between the wellbore and far-ﬁeld
hydraulic fractures will occur early in the transient. Once closed,
the effect of the bottleneck fractures depends on their transmis-
sivity. If the closed fractures have high transmissivity, they will
readily conduct ﬂuid and have a minimal effect on the transient. If
they have an intermediate transmissivity, they can cause multiple
closures to be apparent in the transient and prevent a pump-in/
ﬂowback test from providing an accurate assessment for shmin.
Fig. 14. Results from Simulation NWC1 (E0¼0.01 mm and sn,ref¼5 MPa). Upper left: Bourdet plot with derivative with respect to time. Upper right: G-function plot. Lower
left: G-function plot (zoomed in). Lower right: pump-in/ﬂowback test. The horizontal red line shows the minimum principal stress. The black lines show closure inter-
pretations from the fracture compliance method (shut-in) and the Plahn et al. (1997) method (pump-in/ﬂowback).
Fig. 15. Results from Simulation NWC2 (E0¼0.1 mm and sn,ref¼5 MPa). Upper left: Bourdet plot with derivative with respect to time. Upper right: G-function plot. Lower left:
G-function plot (zoomed in). Lower right: pump-in/ﬂowback test. The horizontal red line shows the minimum principal stress. The black lines show closure interpretations
from the fracture compliance method (shut-in) and the Plahn et al. (1997) method (pump-in/ﬂowback).
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DFIT pressure transient. If their transmissivity is extremely low,
they can make it impossible to diagnose the minimum principal
stress. Under these conditions, the G dP/dG curve will beincreasing for the duration of the test and may curve gradually
downward, a behavior that would conventionally be diagnosed as
fracture tip extension.
Fig. 16. Results from Simulation NWC3 (E0¼0.25 mm and sn,ref¼5 MPa). Upper left: Bourdet plot with derivative with respect to time. Upper right: G-function plot. Lower
left: G-function plot (zoomed in). Lower right: pump-in/ﬂowback test. The horizontal red line shows the minimum principal stress. The black lines show closure inter-
pretations from the fracture compliance method (shut-in) and the Plahn et al. (1997) method (pump-in/ﬂowback).
Fig. 17. Results from Simulation NWC4 (E0¼0.5 mm and sn,ref¼5 MPa). Upper left: Bourdet plot with derivative with respect to time. Upper right: G-function plot. Lower left:
G-function plot (zoomed in). Lower right: pump-in/ﬂowback test. The horizontal red line shows the minimum principal stress. The black lines show closure interpretations
from the fracture compliance method (shut-in) and the Plahn et al. (1997) method (pump-in/ﬂowback).
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Fig. 18. Results from Simulation NWC5 (E0¼0.5 mm and sn,ref¼30 MPa). Upper left: Bourdet plot with derivative with respect to time. Upper right: G-function plot. Lower left:
G-function plot (zoomed in). Lower right: pump-in/ﬂowback test. The horizontal red line shows the minimum principal stress. The black lines show closure interpretations
from the fracture compliance method (shut-in) and the Plahn et al. (1997) method (pump-in/ﬂowback).
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ural fractures in the far-ﬁeld
In these simulations, hydraulic fractures normal to the mini-
mum principal stress initiate at the wellbore but then terminate
when they intersect natural fractures. The ﬂuid pressure rises until
the natural fractures mechanically open and then new hydraulic
fractures propagate off them. For example, Fig. 19 shows the
fracture network at the end of injection, after closure of the nat-
ural fractures, and after closure of the hydraulic fractures in Si-
mulation FFC1.
In the simulations, the natural fractures close, but not as
quickly as in the NWC simulations (when the re-oriented fractures
are located directly at the well). Because the natural fractures
create a partial obstruction during pumping, the ﬂuid pressure in
the hydraulic fractures near the well is higher than the ﬂuid
pressure in the peripheral hydraulic fractures at shut-in (Fig. 19).
As a result, after shut-in, ﬂuid continues ﬂowing through the pre-
existing fractures to the peripheral fractures, delaying closure of
the pre-existing fractures. When the natural fractures close, it is
sometimes apparent in the GdP/dG curve as a downward de-
ﬂection, as seen in Fig. 20. The downward deﬂection apparently
occurs because when the natural fractures close, they prevent the
further ﬂow of ﬂuid from the hydraulic fractures near the well to
the peripheral hydraulic fractures, which reduces the rate of
pressure decrease at the well.
The pump-in/ﬂowback test is able to correctly diagnose the
magnitude of the minimum principal stress in all of the FFC si-
mulations (Table 9). However, the ﬂuid recovery is signiﬁcantly
lower than in the simulations without ﬂow obstructions (such the
base case simulation shown in Fig. 6).
Closure of the hydraulic fractures near the well occurs near the
true value of the minimum principal stress. In all cases, this causes
an upward deﬂection of G dP/dG. The results from Simulations
FFC3 and FFC4 are similar to the results from Simulation FFC2, andso the detailed results are not shown (Fig. 21). In FFC5, the si-
mulation in which the transmissivity of the natural fractures is
highest, the hydraulic fracture has a minimal effect on the tran-
sient. However, the closure of the natural fractures does cause an
up-down-up trend for G dP/dG that would be conventionally
interpreted as multiple closures (Fig. 22).
3.6. Fracture height recession
The HR simulations are performed with the 3D version of
CFRAC. There is a single hydraulic fracture, meshed in the hor-
izontal and vertical directions with elements 1 m on each side. As
shown in Fig. 5, vertical stress and permeability layering is im-
posed on the fracture; properties for the different simulations are
given in Table 10. In each simulation, the well is located in the
target interval in the center (z¼0). In addition to the layering
shown in Table 10, there is a continuous trend in stress with depth,
with the effective minimum principal stress increasing by 6.7 MPa/
km.
Simulation HR1 evaluates a three-layer scenario. The upper and
lower bounding intervals have differing stress and mobility
properties, with minimum horizontal stress 2 MPa greater and
permeability one order of magnitude lower as compared to the
target interval.
Fig. 23 shows the distribution of fracture aperture at the end of
injection (top) and at two other points in time after shut-in. The
fracture predominantly propagates horizontally in the low stress
layer, with some height growth up and down into the surrounding
high stress layers. The fracture propagates slightly more upward
than downward because of the vertical trends in stress with depth.
Fracture closure occurs at G-time of 10, at which point GdP/dG
begins to curve gently upward (Fig. 24). Prior to closure, GdP/dG
does not curve upward, even though height recession is occurring.
This occurs because the fracture tip continues to extend after shut-
in, simultaneous with the height recession. The net effect is that
Fig. 20. Results from Simulation FFC1 (E0¼0.01 mm and sn,ref¼5 MPa). Upper left: Bourdet plot with derivative with respect to time. Upper right: G-function plot. Lower left:
G-function plot (zoomed in). Lower right: pump-in/ﬂowback test. The horizontal red line shows the minimum principal stress. The black lines show closure interpretations
from the fracture compliance method (shut-in) and the Plahn et al. (1997) method (pump-in/ﬂowback).
Fig. 19. Fracture network at the end of injection and after closure of the natural fracture in Simulation FFC1.
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Table 9
Results from the FFC simulations. The actual minimum principal stress is 55.1 MPa.
Mechanical closure in simulation Fracture compliance method Pump-in/ﬂowback test
FFC1 closure time (G-time) 7.025/122.2 25.07/120.5
FFC1 wellbore pressure at closure (MPa) 60.8/55.46 59.54/55.53 55.01
FFC2 closure time (G-time) 3.3/70.4 27.47/68.1
FFC2 wellbore pressure at closure (MPa) 60.79/55.52 58.21/55.64 55.0
FFC3 closure time (G-time) 3.7/35.0 25.0 /35.84
FFC3 wellbore pressure at closure (MPa) 60.03/55.52 56.7/55.48 54.72
FFC4 closure time (G-time) 0.21/8.00 8.96 /18.08
FFC4 wellbore pressure at closure (MPa) 60.96/58.0 57.45/55.25 54.7
FFC5 closure time (G-time) 0.40/4.50 5.05
FFC5 wellbore pressure at closure (MPa) 60.04/55.8 55.75 51.78
Fig. 21. Results from Simulation FFC2 (E0¼0.25 mm and sn,ref¼5 MPa). Upper left: Bourdet plot with derivative with respect to time. Upper right: G-function plot. Lower left:
G-function plot (zoomed in). Lower right: pump-in/ﬂowback test. The horizontal red line shows the minimum principal stress. The black lines show closure interpretations
from the fracture compliance method (shut-in) and the Plahn et al. (1997) method (pump-in/ﬂowback).
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simulations, the mechanically closed parts of the fracture continue
to contain ﬂuid and contribute to the system stiffness. Thus, the
initial effect of their closure on the transient is not as great, and
G dP/dG does not begin to strongly curve upward until the entire
hydraulic fracture closes.
This simulation supports our overall assessment (McClure et al.,
2016) that a curving upward G dP/dG is primarily caused by in-
creasing fracture stiffness after closure, and height recession is not
the best interpretation. Simulation HR1 shows that even if height
recession does occur, its effect on the transient will probably be
minor (Table 11).
In Simulation HR2, the parameter settings for this simulation
are identical to HR1 with the exception that the target interval
thickness is reduced from 10 m to 2 m (Table 10). Fig. 25 shows the
distribution of fracture aperture at the end of injection. In this
case, extensive fracture propagation occurs in the bounding in-
tervals due to higher net pressure as the result of the thin target
interval. As indicated in Fig. 26, fracture closures are indicated at
G-time equal to 14 and 25 when the GdP/dG curve sharplyinclines in slope from the initial linear trend.
The pressures at the indicated fracture closure events are close
to the minimum horizontal stress in the bounding intervals and in
the target interval, respectively.
The complex pressure falloff behavior associated with sig-
niﬁcant fracture growth outside of the target interval can lead to
uncertainty in interpreting ﬁeld data, especially when dealing
with noise. This revelation provides important guidance for de-
signing and executing DFIT projects. Injection rate and volume
should be minimized to reduce the risk of extensive out-of-zone
fracture height growth. Testing of very thin target intervals should
be avoided. To assist in evaluating fracture height containment, a
hydraulic fracturing simulator should be used to model the pro-
pagation characteristics of DFIT job designs.
Simulation HR3 evaluates a ﬁve-layer scenario (Table 10). All
physical properties of the 8 m target layer/interval (i.e., the inter-
val in which the fracture is initiated) are the same as for Simula-
tion BC. Thin upper and lower bounding intervals (2 m and 3 m
thick, respectively) have differing stress and mobility properties,
with minimum horizontal stress 2 MPa greater and permeability
Fig. 22. Results from Simulation FFC5 (E0¼0.5 mm and snref). Upper left: Bourdet plot with derivative with respect to time. Upper right: G-function plot. Lower left: G-
function plot (zoomed in). Lower right: pump-in/ﬂowback test. The horizontal red line shows the minimum principal stress. The black lines show closure interpretations
from the fracture compliance method (shut-in) and the Plahn et al. (1997) method (pump-in/ﬂowback).
Table 10
Layer properties in the HR simulations. In addition to the layering, the effective minimum principal stress increases by 6.7 MPa/km.
Simulation and layer Permeability (m2) Thickness (m) Minimum principal stress (MPa)
HR1 – Target interval 11019 10 55.1 at center
Upper bounding interval 11020 20 þ2.0
Lower bounding interval 11020 20 þ2.0
HR2 – Target interval 11019 2 55.1 at center
Upper bounding interval 11020 24 þ2.0
Lower bounding interval 11020 24 þ2.0
HR3 – Target interval 11019 8 55.1 at center
Upper bounding interval 11020 2 þ2.0
Lower bounding interval 11020 3 þ2.0
Uppermost bounding interval 11020 20 þ1.0
Lowermost bounding interval 11020 17 þ1.0
Fig. 23. Distribution of fracture aperture at different points in time in Simulation HR1.
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Fig. 24. Results from Simulation HR1. Upper left: Bourdet plot with derivative with respect to time. Upper right: G-function plot. Lower left: G-function plot (zoomed in).
Lower right: pump-in/ﬂowback test. The horizontal red line shows the minimum principal stress in the target interval. The black lines show closure interpretations from the
fracture compliance method (shut-in) and the Plahn et al. (1997) method (pump-in/ﬂowback).
Table 11
Results from the HR simulations.
Mechanical closure in simulation Fracture compliance method Pump-in/ﬂowback test
HR1 closure time (G-time) 10.02 10.02
HR1 pressure when closure occurs (MPa) 55.53 55.53 54.57
HR2 closure time (G-time) 15.33/25.31 13.78/25.28
HR2 pressure when closure occurs (MPa) 56.35/55.33 56.44/55.34 55.45
HR3 closure time (G-time) 15.09 15
HR3 pressure when closure occurs (MPa) 55.35 55.37 54.74
Fig. 25. Fracture area and aperture at end of injection in Simulation HR2.
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The thicker uppermost and lowermost intervals (20 m and 17 m
thick, respectively) have differing stress and mobility properties,
with minimum horizontal stress 1 MPa greater and permeability
one order of magnitude lower as compared to the target interval
(Fig. 27).
Fig. 27 shows the distribution of the fracture aperture at the
end of injection. The fracture propagates into all layers, with
minimal downward growth and some growth into the uppermostlayer. A signiﬁcant fraction of the fracture volume is contained in
the target interval. The resulting GdP/dG shows that closure
occurs at G-time equal to 15 at a pressure that is 0.27 MPa greater
than the minimum horizontal stress in the target interval. As in
Simulation HR1, there is no evidence of an initial closure event in
the bounding intervals (Fig. 28). Yet the change in the G dP/dG
slope at the time of closure is more gradual, possibly leading to
some imprecision in selecting closure when dealing with ﬁeld
data.
Fig. 26. Results from Simulation HR2. Upper left: Bourdet plot with derivative with respect to time. Upper right: G-function plot. Lower left: G-function plot (zoomed in).
Lower right: pump-in/ﬂowback test. The horizontal red line shows the minimum principal stress in the target interval. The black lines show closure interpretations from the
fracture compliance method (shut-in) and the Plahn et al. (1997) method (pump-in/ﬂowback).
Fig. 27. Fracture area and aperture at end of injection in Simulation HR3.
H. Jung et al. / Journal of Petroleum Science and Engineering 145 (2016) 114–136 1334. Conclusion
Our results suggest the following conclusions about DFIT in-
terpretation in low permeability formations. The overall implica-
tions of the fracture compliance method for DFIT pressure tran-
sient interpretation are summarized in Table 1.
 Consistent with the results described by McClure et al. (2014,
2016) a curving upward GdP/dG plot is caused primarily by
increasing fracture stiffness (or equivalently, decreasing fracture
compliance) after mechanical closure. The fracture closure
pressure is best picked when G dP/dG begins to deviate
upward (the “fracture compliance” method), not near the peak,
as recommended by the “tangent” method. Due to the stress
shadow caused by the residual aperture, the pressure at closure
may be up to 1–2 MPa greater than the minimum principal
stress.
 If multiple fracture strands propagate during injection, there
will be no clear signal in the pressure transient that this has
occurred. The overall fracture surface area will be similar to thecase where only a single fracture propagates, but the length of
each individual strand will be shorter. This could lead to earlier
onset of pseudo-radial ﬂow than would be expected if there was
a single propagating fracture.
 Mechanical opening of transverse natural fractures will not
occur unless there is extremely low stress anisotropy and high
fracture toughness. If this does occur, the mechanical closure of
the transverse fractures will likely have a limited effect on the
pressure transient and is not likely to be the dominant cause of
an upward deviation in the GdP/dG curve. Transverse natural
fractures (whether mechanically open or closed) can have a
strong effect on the pressure transient by enhancing leakoff into
the formation and accelerating closure of the primary hydraulic
fracture.
 If poorly oriented fractures form at the wellbore and create a
ﬂow bottleneck between the well and far-ﬁeld hydraulic frac-
tures, this can have a strong effect on the pressure transient. The
effect depends on the transmissivity of the poorly oriented
fractures after they mechanically close. If they have a very low
transmissivity after closure, they can hydraulically isolate the
Fig. 28. Results from Simulation HR3. Upper left: Bourdet plot with derivative with respect to time. Upper right: G-function plot. Lower left: G-function plot (zoomed in).
Lower right: pump-in/ﬂowback test. The horizontal red line shows the minimum principal stress in the target interval. The black lines show closure interpretations from the
fracture compliance method (shut-in) and the Plahn et al. (1997) method (pump-in/ﬂowback).
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terpretable. This could manifest as a gradually increasing
G dP/dG plot. In contrast to our results, the tangent method
interprets this type of transient as being caused fracture tip
extension. If the transmissivity after closure is intermediate,
multiple closures may be apparent in the G dP/dG curve. If the
transmissivity after closure is high, the bottlenecking will have a
limited effect on the transient.
 If hydraulic fractures propagating from the well terminate
against natural fractures and branch, the minimum principal
stress can still be accurately estimated from the pressure tran-
sient. This may result in multiple closures appearing on the
G dP/dG plot or in a gently curving downward GdP/dG prior
to closure (then GdP/dG curves back up after closure).
 Fracture height recession has a limited effect on the pressure
transient. It may occur concurrently with tip extension, masking
its effect. Conventional modeling assumes that the residual
aperture of closed fractures is zero or constant, exaggerating the
effect of height recession on the transient. With residual aper-
ture included, fracture height recession has a fairly limited ef-
fect on the transient, with most of the increase in G dP/dG
occurring after closure of the entire fracture.
 Substantial out-of-zone fracture height growth can lead to more
complex pressure falloff behavior. This ﬁnding provides guidance
for designing and executing DFIT projects. Injection rate and
volume should be minimized to reduce the risk of extensive out-
of-zone fracture height growth. Testing of very thin target in-
tervals should be avoided. To assist in evaluating fracture height
containment, a hydraulic fracturing simulator can be used to
model the propagation characteristics of DFIT job designs.
 Pump-in/ﬂowback tests provide accurate assessments of the
minimum principal stress under most conditions tested. The
only condition where these tests are not successful is whennear-wellbore complexity creates a bottleneck for ﬂow near the
wellbore. In this case, the bottleneck may be identiﬁed from low
ﬂuid recovery and possibly an absence of a break in the pressure
data during the ﬂowback period.Acknowledgments
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McClure et al. (2016) derived the following equation to describe
the pressure transient behavior after shut-in during a DFIT:
=
−
+ ( )
dP
dt
q
c V A-1
leakoff
f wl
A
Sf
where P is pressure, t is time, qleakoff is the volumetric rate of
leakoff from the fracture and well into the formation, cf is the
compressibility of the ﬂuid in the well, Vwl is the volume of the
well, A is the fracture surface area, and Sf is the fracture stiffness,
deﬁned as the inverse of the derivative of fracture aperture with
respect to pressure. Eq. (A-1) assumes that the compressibility of
the ﬂuid in the fracture is negligible and the wellbore volume is
constant.
Eq. (A-1) applies during all phases of the shut-in period. If the
fracture is mechanically open and not propagating, the values in
H. Jung et al. / Journal of Petroleum Science and Engineering 145 (2016) 114–136 135the denominator will be constant. The leakoff rate qleakoff will scale
with the derivative of the G-function with respect to time and so a
plot of pressure versus G-time will be a straight line.
Even though our ﬁndings do not support many of the tangent
method interpretations of “non-ideal” DFIT processes, Eq. (A-1) can
be used to intuitively explain the rationale behind these inter-
pretations. If fracture tip extension is occurring, A will be in-
creasing, causing decreasing dP/dt and a curving downward
G dP/dG curve. The interpretation “fracture height recession” is
based on the idea that decreasing fracture height during closure
will cause decreasing A and increasing fracture stiffness, causing
increasing dP/dt and a curving upward GdP/dG. Our results ﬁnd
that while these general principles are valid, in most cases, other
processes can cause curving upward or downward G dP/dG
curves and are more likely to occur or are more likely to have a
dominant effect on the shape of the curve.
Conventionally, it has been assumed that after a fracture me-
chanically closes, it has zero aperture (or inﬁnite stiffness). For
example, Craig and Blasingame (2006) used a form of Eq. (3) in
which the “after closure” fracture volume was assumed constant
(equivalent to assuming inﬁnite Sf). A similar assumption was used
by Raaen et al. (2001). However, the aperture of mechanically
closed fractures is non-negligible and non-constant (Gangi, 1978;
Witherspoon et al., 1980; Walsh, 1981; Barton et al., 1985; Brown
and Bruhn, 1998; Pyrak-Nolte and Morris, 2000). For example,
Willis-Richards et al. (1996) used the following equation for frac-
ture aperture, based on the work of Barton et al. (1985):
σ σ
=
+ ( − ) ( )
E
E
P1 9 / A-2n nref
0
where E is aperture, E0 is the aperture at effective normal stress
equal to zero, sn is the normal stress on the fracture, P is the ﬂuid
pressure, and snref is the effective normal stress at which aperture
is reduced by 90%.
Fracture compliance is deﬁned as the derivative of fracture
aperture with respect to pressure. The fracture stiffness is equal to
the reciprocal of compliance.
If the fracture length is much greater than height, the fracture
stiffness prior to closure can be written as (Sneddon, 1946; Perkins
and Kern, 1961; Nordgren, 1972):
π υ
=
( − ) ( )
S
G
h
4
1 A-3
f o
m
f
,
where Sf,o is the stiffness of an open fracture, Gm is the shear
modulus, ν is Poisson’s ratio, and hf is the fracture height.
If the fracture is mechanically closed, the stiffness of the frac-
ture is equal to (McClure et al., 2016):
= + ( )S S S A-4f c f o f cont, , ,
where Sf,c is the stiffness of a closed fracture and Sf,cont is the
contribution of the contacting of the fracture walls to the stiffness.
The value of Sf,cont can be found by taking the derivative of a
constitutive equation for fracture aperture with respect to pres-
sure (or the negative of effective normal stress). For example,
using Eq. (4):
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If the shear modulus is 15,000 MPa, fracture height is 10 m, and
Poisson’s ratio is 0.25, then Sf,o will be equal to 2.55 MPa/mm. If E0
equals 500 μm and snref equals 5 MPa, then Sf,cont at the moment of
closure (effective normal stress equal to zero) will be 1.11 MPa/
mm. Thus, we see under these conditions, mechanical closure
increases stiffness modestly, from 2.55 to 3.66 MPa/mm. As theﬂuid pressure drops further, however, stiffness continues to in-
crease. At effective normal stress of 5 MPa, stiffness will have in-
creased to 113.7 MPa/mm. Thus, when mechanical closure occurs,
stiffness increases and then continues to increase over time,
causing a curving upward G dP/dG (from Eq. (3)).
In high permeability formations, fracture closure decreases
leakoff rate. A fracture with dimensionless fracture transmissivity
(transmissivity divided by the product of matrix permeability and
fracture half-length) greater than 300 is considered “inﬁnite con-
ductivity” (Kamal, 2009). Combining this condition with the cubic
law (Eq. (5)), we can calculate that a fracture with half-length of
30 m in a formation with permeability of 100 nd will be inﬁnite
conductivity as long as the aperture is greater than just 22 μm.
Therefore, in very low permeability formations, mechanical clo-
sure of the fracture will not affect leakoff rate unless the residual
aperture is exceptionally small.
If the dimensionless fracture transmissivity is less than 0.1, the
fracture will have such low ability to conduct ﬂuid that it will ef-
fectively not exist. For a fracture with an aperture of 22 μm and
half-length of 30 m, the dimensionless fracture transmissivity will
be less than 0.1 for permeability greater than 3 md. Thus, we see
that in high permeability formations, closure can reduce leakoff
rate. This causes the rate of pressure decline to decrease (Eq. (3)),
causing a curving downward G dP/dG plot after closure (McClure
et al., 2014, 2016).
Another important effect is that the leakoff rate decreases as
ﬂuid pressure in the fracture drops. The G-function is derived
using Carter leakoff (Howard and Fast, 1957), which assumes
constant pressure in the fracture. This is a reasonable assumption
prior to closure, when pressure change is relatively small, but after
closure, pressure drops signiﬁcantly, and leakoff rate becomes
much lower than predicted by the Carter leakoff model. Decreas-
ing leakoff rate due to dropping pressure in the fracture after
closure is why GdP/dG peaks and then decays to zero as the
pressure decays back to the formation pressure.References
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