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Abstract
We study how efficiently a k-element set S ⊆ [n] can be learned from a uniform super-
position |S〉 of its elements. One can think of |S〉 = ∑i∈S |i〉 /√|S | as the quantum version of a
uniformly random sample over S, as in the classical analysis of the “coupon collector problem.”
We show that if k is close to n, then we can learn S using asymptotically fewer quantum sam-
ples than random samples. In particular, if there are n − k = O(1) missing elements then O(k)
copies of |S〉 suffice, in contrast to the Θ(k logk) random samples needed by a classical coupon
collector. On the other hand, if n− k =Ω(k), then Ω(k logk) quantum samples are necessary.
More generally, we give tight bounds on the number of quantum samples needed for every k
and n, and we give efficient quantum learning algorithms. We also give tight bounds in the
model where we can additionally reflect through |S〉. Finally, we relate coupon collection to
a known example separating proper and improper PAC learning that turns out to show no
separation in the quantum case.
1 Introduction
Learning from quantum states is a major topic in quantum machine learning. While this task has
been studied extensively [BJ99, SG04, AS05, AS09, AW18, GKZ19, ACL+19], many fundamen-
tal questions about the power of quantum learning remain. Determining properties of quantum
states has potential applications not only in the context of machine learning, but also as a ba-
sic primitive for other types of quantum algorithms and for quantum information processing
more generally.
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In this paper we study a very simple and natural quantum learning problem. We are given
copies of the uniform superposition
|S〉 := 1√|S |
∑
i∈S
|i〉
over the elements of an unknown set S ⊆ [n] := {1, . . . ,n} (sometimes referred to as a uniform
quantum sample from S [ATS03]). Assume we know the size k := |S | < n. Our goal is to learn S
exactly. How many copies of |S〉 do we need for this? And given the information-theoretically
minimal number of copies needed, can we learn S gate-efficiently (i.e., using a quantum circuit
with gate count polynomial in k and logn)?
As a warm-up, first consider what happens if we just measure our copies of |S〉 in the com-
putational basis, giving uniform samples from S . How many such samples do we need before we
learn S? As long as there is some element of S that we have not seen, we cannot even guess S
with constant success probability, so we need to sample until we see all k distinct elements. This
is known as the “coupon collector problem.” Analyzing the required number of samples is easy to
do in expectation, as follows. Suppose we have already seen i < k distinct elements from S . Then
the probability that we see a new element in the next sample is (k− i)/k, and the expected number
of samples to see an (i + 1)st element is the reciprocal of that probability, k/(k − i). By linearity
of expectation we can add this up over all i from 0 to k − 1, obtaining the expected number of
samples to see all k elements:
k−1∑
i=0
k
k − i = k
k∑
j=1
1
j
∼ k lnk.
With a bit more work one can show thatΘ(k logk) samples are necessary and sufficient to identify
S with high probability [MR95, Chapter 3.6]:
Proposition 1 (Classical coupon collector). Given uniformly random samples from a set S ⊆ [n] of
size k < n, the number of samples needed to identify S with high probability is Θ(k logk).
The relationship between the probability of seeing all elements of S and the number of samples
is extremely well understood. In particular, we can achieve probability arbitrarily close to 1 using
only k lnk +O(k) samples [MR95, Theorem 3.8].
Of course, measuring |S〉 in the computational basis is not the only approach a quantum com-
puter could take. The goal of this paper is to identifywhen and howwe can do better, reducing the
number of copies of |S〉 that are used to solve this “quantum coupon collector problem.” It turns
out that we can asymptotically beat the classical threshold of Θ(k logk) if and only if the num-
ber m = n − k of “missing elements” is small (whereas classically the parameter m is irrelevant).
Specifically, we give a simple, gate-efficient quantum algorithm that learns S from O(n log(m+1))
copies of |S〉. For small m this is significantly more efficient than classical coupon collection. In
particular, for m =O(1) we only need O(k) quantum samples, saving a factor of O(logk).
As we explain in Section 5, this result is relevant for the comparison of proper and improper
learning in the PAC model. A “proper” learner is one that only outputs hypotheses from the same
concept class that its target function comes from. The coupon collector problem can be viewed as
a learning task where the sample complexity of proper learners from classical random examples
is asymptotically higher than that of proper learners from quantum examples.
We also prove lower bounds on the number T of copies needed, using the general (i.e., negative-
weights) adversary bound of quantum query complexity [HLSˇ07]. This approach may be surpris-
ing, since no queries are involved when trying to learn S from copies of |S〉. However, the adver-
sary bound also characterizes the quantum query complexity of “state conversion” [LMR+11] and
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“state discrimination.” Our learning problem may be viewed as the problem of converting the
state |S〉⊗T to a basis state that gives a classical description of the k-set S . To employ the general
adversary bound, we exploit the underlying symmetries of the problem using the mathematical
machinery of association schemes (see also [AMRR11, LR20] for prior uses of association schemes
in proving adversary lower bounds). Using this, we show that, unless the number of missing el-
ements m = n − k is very small, the O(k logk) classical coupon collector algorithm is essentially
optimal even in the quantum case. This means that the quantum coupon collector might as well
just measure the copies of the state in the computational basis, unless m is very small.
We also study the situation where, in addition to copies of |S〉, we can also apply a unitary
operation RS = 2|S〉〈S | − Id that reflects through the state |S〉 (i.e., RS |S〉 = |S〉 and RS |φ〉 = −|φ〉 for
all states |φ〉 orthogonal to |S〉). This model is reasonable to consider because if we had a unitary
that prepared |S〉, or even |S〉 |ψ〉 for some garbage state |ψ〉, starting from some canonical state |0〉,
then we could use this unitary to create the unitary RS in a black-box manner. For example, if
U |0〉 = |S〉, then RS =U(2|0〉〈0| − Id)U†.
This model gives us extra power and enablesmore efficient learning of the set S : Θ(
√
km) states
and reflections are necessary and sufficient to learn S for large k (i.e., small m), and Θ(k) states
and reflections are necessary and sufficient for small k.
The following table summarizes our main results. Sections 2 and 3 prove the upper and lower
bounds in the first row, respectively, while Section 4 proves the results in the second row.
k ≥ n/2 k ≤ n/2
Number of copies
of |S〉:
Θ(k log(m+1))
Theorem 2 and Theorem 5
Θ(k logk)
Proposition 1 and Theorem 5
Number of copies
and reflections:
Θ(
√
km)
Theorem 9 and Theorem 10
Θ(k)
Theorem 11 and Theorem 12
Table 1: Main results about the complexity of learning the set S with m = n− k missing elements
We contrast our work with recent results on the quantum query complexity of approximate
counting by Aaronson, Kothari, Kretschmer, and Thaler [AKKT19]. They consider a similar
model, given copies of the state |S〉, the ability to reflect through |S〉, and also the ability to query
membership in S . However, in their work the size of S is unknown and the goal is to approxi-
mately count this set up to small multiplicative error. They obtain tight upper and lower bounds
on the complexity of this approximate-counting task using techniques quite different from ours
(specifically, Laurent polynomials for the lower bounds). This allows them to give an oracle sepa-
ration between the complexity classes SBP and QMA. In contrast, in our case the size k of the set S
is already known to the learner from the start, and the goal is to identify S exactly.
2 Upper bound on quantum samples
In this section we prove upper bounds on the number of copies of |S〉 that suffice to identify the
k-element set S ⊆ [n] with high probability.
The easiest way to recover S is by measuringO(k logk) copies of |S〉 in the computational basis.
By the classical coupon collector problem (Proposition 1), we will (with high probability) see all
elements of S at least once. As we will show later, this number of copies of |S〉 turns out to be
asymptotically optimal if the number of missing elements m = n − k is large (at least polynomial
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in n). However, here we show that something better is possible for very small m.
Theorem 2 (Upper bound for small m). Let S ⊆ [n] be a set of size k < n and let m = n − k. We can
identify S with high probability usingO(k log(m+1)) copies of |S〉 by a gate-efficient quantum algorithm.
Proof. This bound is trivial whenm is polynomial in n, since an upper bound ofO(k logk) follows
from Proposition 1. So let us now assume that m ≤ n1/4 and hence k ≥ n− n1/4.
Consider the uniform superposition over all elements of the universe [n]:
|[n]〉 = 1√
n
∑
i∈[n]
|i〉 .
Performing the 2-outcome projective measurement with operators |[n]〉〈[n]| and Id− |[n]〉〈[n]| is no
harder than preparing |[n]〉, so it can be implemented gate-efficiently. If we apply this measure-
ment to a copy of |S〉, then we get the first outcome with probability |〈S |[n]〉|2 = k/n and the second
outcome with probabilitym/n. In the latter case, the post-measurement state is
|ψ〉 =
√
m
n
|S〉 −
√
k
n
|S〉
which is close to −|S〉 if m≪ n.
We use an expected number of O
(
n
m ·m log(m+1)
)
= O(n log(m + 1)) copies of |S〉 to prepare
O(m log(m+1)) copies of |ψ〉. If |ψ〉were exactly equal to −|S〉, thenmeasuring in the computational
basis would sample uniformly over the set S of m missing elements, and O(m log(m + 1)) such
samples suffice to recover S by the classical coupon collector problem (Proposition 1). Instead, |ψ〉
only approximately equals −|S〉: if we measure it then each i ∈ S has probability knm , while each
i ∈ S has (much smaller but nonzero) probability mnk . Suppose we prepare and measure T =
10m log(m + 1) copies of |ψ〉. Then the expected number of occurrences of each i ∈ S is T · knm ≥
5log(m + 1) since k ≥ n/2, while the expected number of occurrences of each i ∈ S is T · mnk =
O(log(n)/n3/2). In both cases the number of occurrences is tightly concentrated.1 Hence if we
keep only the elements that appear, say, at least log(m+1) times among the T outcomes, then with
high probability we will have found S , and hence learned S = [n] \ S .
3 Lower bound on quantum samples
In this section we prove lower bounds on the number of copies of |S〉 needed to identify S with
high probability. Before establishing the lower bounds claimed in Table 1, we introduce some
preliminary concepts, namely the γ2-norm (Section 3.1), association schemes (Section 3.2), the
Johnson scheme (Section 3.3), and the adversary bound for state discrimination (Section 3.4). The
lower bound itself is established in Section 3.5.
1Suppose we flip T 0/1-valued coins, each taking value 1 with probability p. Let X be their sum (i.e., the number of
1s), which has expectation µ = pT . The Chernoff bound implies Pr[X ≤ (1 − δ)µ] ≤ exp(−δ2µ/2). To get concentration
for the number of occurrences of a specific i ∈ S , apply this tail bound with p = k/(nm), µ = Tp ≥ 5log(m + 1), δ = 4/5
to obtain Pr[X ≤ log(m+ 1)]≪ 1/m. Hence, by a union bound, the probability that among the m elements i ∈ S there is
one of which we see fewer than log(m + 1) occurrences, is ≪ 1. For an i ∈ S , by Markov’s inequality the probability to
see at least log(m+1) occurrences of this i among the T samples is≪ 1/n, and we can use a union bound over all i ∈ S .
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3.1 γ2-norm
The γ2-norm of a D1 ×D2 matrix A with entries A(x,y) for x ∈ [D1] and y ∈ [D2] can be defined in
two equivalent ways [Bel14, Section 3]. The primal definition is
minimise max
{
maxx∈[D1]‖ux‖2,maxy∈[D2]
∥∥∥vy∥∥∥2}
subject to A(x,y) = 〈ux,vy〉 for all x ∈ [D1] and y ∈ [D2],
(1)
where {ux : x ∈ [D1]} and {vy : y ∈ [D2]} are vectors of the same dimension. The dual definition is
maximise ‖Γ ◦A‖
subject to ‖Γ‖ ≤ 1 (2)
where Γ ranges over D1 ×D2-matrices, ◦ denotes the Hadamard (entrywise) product of matrices,
and ‖ · ‖ is the spectral norm of a matrix. Note that γ2(A ◦ B) ≤ γ2(A)γ2(B): consider the vectors
obtained from the optimal feasible solutions of γ2(A) and γ2(B) in Eq. (1) and observe that the
tensor product of these vectors forms a feasible solution for the primal problem for γ2(A◦B) with
(not necessarily minimal) value γ2(A)γ2(B).
3.2 Association schemes
Here we present a quick introduction to association schemes (see, for example, [God18, Chapter 1]
for a more thorough treatment).
Definition 1. An association scheme on the set U is a finite set of real symmetric U ×U matrices
{A0,A1, . . . ,As} satisfying all the following properties:
• each Aj only has entries 0 and 1;
• A0 is the identity matrix Id;
•
∑s
j=0Aj is the all-1 matrix J ; and
• for every i and j, the product AiAj is a linear combination of the matrices {A0, . . . ,As}.
The space spanned by the set {A0,A1, . . . ,As} forms an algebra, which is called the Bose–Mesner al-
gebra corresponding to the scheme. By abuse of terminology, we may also refer to this algebra as the
association scheme.
We now state a few properties of {A0, . . . ,As}. First, observe that Aj has zero diagonal for j > 0.
Additionally, {A0, . . . ,As} form a basis of the corresponding Bose–Mesner algebra, since for every
(x,y), there is exactly one j for which Aj (x,y) , 0. Also, the basis {A0, . . . ,As} satisfies Ai ◦ Aj =
1[i=j]Ai , where 1[P] is the indicator function of predicate P (i.e., 1 if P is true and 0 if P is false).
It is possible to find another basis {E0, . . . ,Es} consisting of idempotentmatrices for span{A0, . . . ,As}
that satisfy EiEj = 1[i=j]Ei , with respect to the usual product of matrices. The operators Ei are
orthogonal projectors onto the eigenspaces of the association scheme. We have
E0 = J/N and
s∑
j=0
Ej = Id,
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where N = |U |. Since both {Ai} and {Ej } are bases for the space of N ×N matrices, it is possible
to write
Ai =
s∑
j=0
pi(j)Ej and Ej =
s∑
i=0
qj (i)
N
Ai , (3)
where pi(j) and qj(i) are called the eigenvalues and dual eigenvalues of the association scheme,
respectively.
It is easy to show that the Hadamard product and the usual product of any two elements of
the association scheme also belong to the association scheme. Clearly for every i, j we know that
Ai ◦Aj and Ei · Ej are elements of the basis of the scheme. Also observe that Ai · Aj and Ei ◦ Ej
are elements of the scheme by writing out these products using Eq. (3) and observing that Ai ·Aj
(resp. Ei ◦Ej ) is a linear combination of elements of {A0, . . . ,As} (resp. {E0, . . . ,Es}). In particular, we
can write
Ei ◦Ej =
1
N
s∑
ℓ=0
qi,j(ℓ)Eℓ . (4)
The real numbers qi,j (ℓ) are called the Krein parameters of the association scheme.
3.3 Johnson scheme
In the Johnson association scheme J (n,k), the set U is the set of all k-subsets of [n]. Therefore,
N = |U | = (nk). Let m =min{k,n−k}. For j = 0,1, . . . ,m, define Aj (x,y) := 1[|x∩y|=k−j]. The idempotent
Ej is defined as follows: for x ∈ U , let ex ∈ RU be the indicator vector defined as ex(y) = 1[x=y] for
y ∈U , and let
Vj :=
span
{∑
x⊇z ex : z ⊆ [n] with |z| = j
}
if k ≤ n/2,
span
{∑
x⊆z ex : z ⊆ [n] with |z| = n− j
}
if k > n/2,
where the sums are over x ∈ U . These spaces satisfy V0 ⊂ V1 ⊂ · · · ⊂ Vm = RU and the dimension
of Vj is
(n
j
)
. For j ∈ {1, . . . ,m}, the idempotent Ej is defined as the orthogonal projector on Vj ∩V⊥j−1,
and E0 is the orthogonal projector on V0. Hence, for j ∈ {0,1, . . . ,m}, the dimension of the jth
eigenspace is
dj := Tr[Ej ] =
(
n
j
)
−
(
n
j − 1
)
. (5)
We do not require explicit expressions for most eigenvalues and valencies of J (n,k), the only
exceptions being the dual eigenvalues
q0(i) = 1 and q1(i) =
n(n− 1)
n− k
(
k − i
k
− k
n
)
. (6)
See [Ros14, Eq. 1.24] for the latter. We are only interested in the following Krein parameters of
this association scheme. When one idempotent is E0, we have
qi,0(j) = 1[i=j]. (7)
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When one idempotent is E1, we have
qj−1,1(j) =
j(n− 1)n(k − j +1)(m− j +1)
mk(n− 2j +1)(n− 2j +2) , (8a)
qj,1(j) =
j(n− 1)(n− j +1)(m− k)2
mk(n− 2j)(n− 2j +2) , (8b)
qj+1,1(j) =
n(n− 1)(n− j +1)(k − j)(m− j)
mk(n− 2j)(n− 2j +1) , (8c)
and qi,1(j) = 0 whenever |i − j | > 1 (see [BI84, Section 3.2]).
3.4 Adversary lower bound for state discrimination
Consider the following state-discrimination problem.
(∗) Let f : D → R be a function for some finite sets D and R. Let {|ψx〉 : x ∈ D} be a family of
quantum states of the same dimension. Given a copy of |ψx〉 for an arbitrary x ∈ D, the goal
is to determine f (x) with high success probability.
Let A be the Gram matrix of the states, namely
A(x,y) = 〈ψx | ψy〉 ,
and let F be the D ×D matrix with
F(x,y) = 1[f (x),f (y)].
Informally, the main result of this section is that the above state-discrimination problem can be
solved with small error probability if and only if
γ2(A ◦ F)
is small. We start with the proof of the lower bound. With constants refined, it reads as follows:
Proposition 3. If the above state-discrimination problem (∗) can be solved with success probability 1−ε,
then γ2(A ◦ F) ≤ 4
√
ε.
Proof. This is essentially the result of [Bel14, Claim 3.27], which is also closely related to [HLSˇ07].
For completeness we repeat the proof, with slight modifications.
Without loss of generality we may assume the measurement is projective (this follows from
Neumark’s theorem). Thus, there exist orthogonal projectors {Πa}a∈R such that
∥∥∥Πf (x) |ψx〉∥∥∥2 ≥ 1−ε
for all x ∈D. Denote Π⊥a = Id−Πa, so that ‖Π⊥f (x) |ψx〉‖2 ≤ ε for all x ∈D. We first write
A(x,y) = 〈ψx | ψy〉 = 〈ψx|Πf (y) |ψy〉+ 〈ψx|Π⊥f (y) |ψy〉
= 〈ψx|Πf (x)Πf (y) |ψy〉+ 〈ψx|Π⊥f (x)Πf (y) |ψy〉+ 〈ψx|Π⊥f (y) |ψy〉 .
Note that if f (x) , f (y), then the first term is 0 because Πf (x) and Πf (y) project onto orthogonal
subspaces. This motivates us to define the D ×D matrix
B(x,y) = 〈ψx|Π⊥f (x)Πf (y) |ψy〉+ 〈ψx|Π⊥f (y) |ψy〉 .
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We have A(x,y) = B(x,y) whenever f (x) , f (y), and hence A ◦ F = B ◦ F. Note that γ2(B) ≤ 2
√
ε by
taking the vectors ux =
(
ε−1/4Π⊥f (x) |ψx〉 , ε1/4 |ψx〉
)
and vy =
(
ε1/4Πf (y) |ψy〉 , ε−1/4Π⊥f (y) |ψy〉
)
. Now
we have
γ2(A ◦ F) = γ2(B ◦ F) ≤ γ2(B)γ2(F) ≤ 4
√
ε,
where we used the composition property of the γ2-norm in the first inequality and in the second
inequality we used γ2(F) ≤ 2, which follows by considering the vectors ux,vy ∈ {0,1}|R|+1 whose last
coordinate is always 1, and where ux has a 1 at coordinate f (x) and vy has a −1 at coordinate f (y)
(identifying R with {1, . . . , |R|} for the purposes of indexing these vectors), and whose remaining
entries are all 0.
Proposition 4. The above state-discrimination problem (∗) can be solved with success probability at
least 1−γ2(A ◦ F).
Proof. If B is the Gram matrix of the collection of states {|ψx〉 ⊗ |f (x)〉}x∈D , then
A−B = A ◦ F.
Using [LR13, Claim 3.10], there exists a unitary U such that(
〈ψx| ⊗ 〈f (x)|
)
U
(
|ψx〉 ⊗ |0〉
)
≥ 1− ε/2
where ε := γ2(A ◦ F). Thus, if we measure the second register of U(|ψx〉 ⊗ |0〉), we get f (x) with
probability at least (1− ε/2)2 ≥ 1− ε.
3.5 Lower bound
For x ⊆ [n] of size k, let
|ψx〉 =
1√
k
∑
i∈x
|i〉 .
This is what we denoted by |S〉 earlier (x = S); we use |ψx〉 here for consistency with the common
notation in lower bounds. The task is to identify the subset x using as few copies of the state |ψx〉
as possible. We prove the following lower bound.
Theorem 5. To find x with success probability Ω(1), it is necessary to have Ω(k log(min{k,n− k}))
copies of the state |ψx〉.
Let m = n− k. Since we could add more elements to the ambient space artificially, the problem
becomes no easier as n grows with k fixed. Thus, it suffices to prove the lower bound ofΩ(k log(m+
1)) under the assumption m≪ k.
Define the Gram matrix Ψ by Ψ(x,y) = 〈ψx | ψy〉 . The Gram matrix corresponding to |ψx〉⊗ℓ
is Ψ◦ℓ (where Ψ◦ℓ is the Hadamard product of Ψ with itself ℓ times). The function we want to
compute is f : x 7→ x, so we have F(x,y) = 1[f (x),f (y)] = 1[x,y], i.e., F = J − Id. By Proposition 3, it
thus suffices to prove that for some ℓ =Ω(k log(m+1)) we have
γ2
(
Ψ
◦ℓ ◦ (J − Id)
)
=Ω(1).
To that end, we use the dual formulation of the γ2-norm (in Eq. (2)) and construct a matrix Γ such
that
‖Γ‖ = 1, Γ ◦ Id = 0, and ‖Γ ◦Ψ◦ℓ‖ =Ω(1).
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We now construct a Γ that satisfies the constraints above. To do so, we first write Γ in terms of the
idempotents {Ej }mj=0 of the Johnson association scheme (as defined above Eq. (5)): for {γj }j which
we define shortly, let
Γ =
m∑
j=0
γjEj . (9)
To satisfy Γ ◦ Id = 0, we would like Γ to have zero diagonal. Note that Γ has zero diagonal if and
only if Tr[Γ] =
∑m
j=0γjTr[Ej ] =
∑m
j=0γjdj = 0, where dj was defined in Eq. (5). We now fix {γj}j as
follows: since dm =
(n
m
)− ( nm−1) is larger than the sum of the remaining djs, we let
γ0 = γ1 = · · · = γm−1 = 1, γm ∈ [−1,0] (10)
so that Tr[Γ] = 0 and ‖Γ‖ = 1. Thus, it remains to show that
‖Γ ◦Ψ◦ℓ‖ =Ω(1). (11)
For that, we use the following technical result.
Lemma 6. For each j = 0,1, . . . ,m, we have
Ej ◦Ψ = pj+1,−1Ej+1 + pj,0Ej + pj−1,+1Ej−1,
where
pj,−1 =
j(k − j +1)(m− j +1)
(n− 2j +1)(n− 2j +2)k ,
pj,0 =
k
n
+
j(n− j +1)(m− k)2
nk(n− 2j)(n− 2j +2) ,
pj,+1 =
(n− j +1)(k − j)(m− j)
(n− 2j)(n− 2j +1)k .
Before we proceed with the proof of this lemma, let us state a simple consequence.
Corollary 7. For each j ∈ {0, . . . ,m}, the numbers pj,−1, pj,0, and pj,+1 are non-negative, and satisfy
pj,−1 + pj,0 + pj,+1 = 1.
Proof. The non-negativity is obvious. For the last property note that
m∑
j=0
Ej = Id =Ψ ◦ Id =Ψ ◦
( m∑
j=0
Ej
)
=
m∑
j=0
(
pj,−1 + pj,0 + pj,1
)
Ej ,
where the first equality uses the definition of an association scheme, the second equality follows
becauseΨ(x,x) = 1 by definition, and the last equality is by the assumption of Lemma 6.
Proof of Lemma 6. It suffices to write outΨ in the basis {Ej }mj=0 and use the Krein parameters. By
definition of |ψx〉 = 1√k
∑
i∈x |i〉, we have that Ψ(x,y) = 〈ψx | ψy〉 equals 1k times the intersection of x
and y, and
Ψ =
m∑
i=0
(
1− i
k
)
Ai ,
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where Ai was defined at the beginning of Section 3.3 as Ai (x,y) := 1[|x∩y|=k−i]. We now rewrite Ψ
as follows: using Eq. (6), we have
k
n
E0 +
n− k
n(n− 1)E1 =
1
N
m∑
i=0
(
k
n
q0(i) +
n− k
n(n− 1)q1(i)
)
Ai =
1
N
m∑
i=0
k − i
k
Ai =
1
N
Ψ,
where the first equality used Eq. (3). Additionally observe that
NEj ◦E0 = qj,0(j)Ej and NEj ◦E1 = qj,1(j − 1)Ej−1 + qj,1(j)Ej + qj,1(j +1)Ej+1.
Plugging in the values of qj,· from Eq. (8), we get the required equality.
We are now ready to prove our main lower bound in Theorem 5.
Proof of Theorem 5. We prove this by induction on the number of copies of the state |ψx〉, which
we denote by s. Let us define γ
(s)
j via
Γ ◦Ψ◦s =
m∑
j=0
γ
(s)
j Ej .
Since the Ej are pairwise-orthogonal projections, the norm of Γ ◦Ψ◦s equals maxj |γ (s)j |. Hence to
lower bound ‖Γ ◦Ψ◦s‖, it suffices to lower bound γ (s)0 .
We have
Γ ◦Ψ◦(s+1) =
m∑
j=0
γ
(s)
j Ej ◦Ψ
and using Lemma 6 we get
γ
(s+1)
j = pj,−1γ
(s)
j−1 + pj,0γ
(s)
j + pj,+1γ
(s)
j+1. (12)
For every j ∈ {0, . . . ,m}, we now consider the following probabilistic sequence {B(s)j }. For s = 0, we
let B
(0)
j = γj and
B
(s+1)
j =

B
(s)
j−1 with probability pj,−1,
B
(s)
j with probability pj,0,
B
(s)
j+1 with probability pj,+1,
using the fact that pj,−1+pj,0+pj,+1 = 1. Note that B
(s)
j only takes values from {γ0, . . . ,γm} and there
are only two distinct such values, namely 1 and γm (since γ0 = γ1 = · · · = γm−1 = 1 as defined in
Eq. (10)). Also note that p0,−1 = pm,+1 = 0, so we do not have to explicitly handle the boundaries.
Induction on s using Eq. (12) shows that E[B
(s)
j ] = γ
(s)
j , which is the motivation behind defining
these variables.
Define similarly C
(s)
j as C
(0)
j = γj and
C
(s+1)
j =
C
(s)
j with probability pj,−1 + pj,0,
C
(s)
j+1 with probability pj,+1.
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Let us give an intuitive description of how the random variables C
(s)
j behave. For each s, the head
of the sequence C
(s)
0 ,C
(s)
1 , . . . , up to some C
(s)
ℓ consists purely of 1s, and the tail C
(s)
ℓ+1, . . . ,C
(s)
m consists
purely of γm. Initially, for s = 0, the tail consists of one element C
(s)
m only, but the tail gradually
extends as s grows (and the head, respectively, shrinks). The probability of growing the length of
the tail from m− j to m− j +1 in one step is pj,+1.
The random variables B
(s)
j behave similarly, but are slightly more complicated, since the tail
can also shrink and 1s can get into the tail. This is the reason why we replace B
(s)
j with C
(s)
j in
our analysis: C
(s)
j is easier to analyze, and it suffices to lower bound its expectation because B
(s)
j
dominates C
(s)
j , i.e., for each s and j and real t we have Pr[B
(s)
j ≥ t] ≥ Pr[C
(s)
j ≥ t]. The latter is
proven by induction, as follows. The base case s = 0 is trivial, and the inductive step is
Pr[B
(s+1)
j ≥ t] = pj,−1Pr[B
(s)
j−1 ≥ t] + pj,0Pr[B
(s)
j ≥ t] + pj,+1Pr[B
(s)
j+1 ≥ t]
≥ pj,−1Pr[C(s)j−1 ≥ t] + pj,0Pr[C
(s)
j ≥ t] + pj,+1Pr[C
(s)
j+1 ≥ t]
≥ (pj,−1 + pj,0)Pr[C(s)j ≥ t] + pj,+1Pr[C
(s)
j+1 ≥ t] = Pr[C
(s+1)
j ≥ t],
since C
(s)
j−1 ≥ C
(s)
j by our above analysis.
The analysis of C
(s)
j is very similar to the classical coupon collector problem if we interpret the
length of the tail as the number of acquired coupons. We briefly repeat the argument. For each
j, define random variable Tj as the first value of s such that C
(s)
j = γm. Obviously, Tm = 0. We can
interpret Tj as the first value of s such that the length of the tail becomes m − j + 1. The random
variable Tj−Tj+1 is the number of steps required to grow the length of the tail fromm−j tom−j+1.
Clearly, these variables are independent for different j. Also, each of them is distributed according
to a geometric distribution and standard probability theory gives us that E[Tj −Tj+1] = 1/pj,+1 and
Var[Tj −Tj+1] = (1− pj,+1)/p2j,+1. We have pj,+1 =Θ((m− j)/k) from Lemma 6, so
E[T0] =
m−1∑
j=0
1
pj,+1
=Θ(k)
(m−1∑
j=0
1
m− j
)
=Θ(k log(m+1)).
Similarly,
Var[T0] =
m−1∑
j=0
1− pj+1
p2j,+1
=Θ(k2)
(m−1∑
j=0
1
(m− j)2
)
=Θ(k2).
Hence, using Chebyshev’s inequality, there exists ℓ =Θ(k log(m+1)) such that
Pr[T0 > ℓ] ≥ 3/4.
Since C
(ℓ)
0 can take only two values (1 and γm ∈ [−1,0]), we have that
γ
(ℓ)
0 = E[C
(ℓ)
0 ] ≥ 3/4 · 1+1/4 ·γm ≥ 1/2.
Finally, since B
(ℓ)
0 dominates C
(ℓ)
0 , we get
γ
(ℓ)
0 = E[B
(ℓ)
0 ] ≥ E[C
(ℓ)
0 ] ≥ 1/2,
implying Eq. (11). This shows that there exists ℓ = Θ(k log(m + 1)) such that the error probability
of any measurement on ℓ copies of |ψx〉 has error probabilityΩ(1) in identifying x.
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4 Learning from quantum samples and reflections
In the previous sectionswe assumedwewere given a number of copies of the unknown state |S〉. In
this section we assume a stronger model: in addition to a number of copies of the state |S〉, we are
also given the ability to apply the reflection RS = 2|S〉〈S | − Id through |S〉. The key additional tool
we will use is (exact) amplitude amplification, encapsulated by the next theorem, which follows
from [BHMT02]:
Theorem 8 (Exact amplitude amplification). Let |φ〉 and |ψ〉 be states such that 〈φ|ψ〉 = α > 0.
Suppose we know α exactly, and we can implement reflections through |φ〉 and |ψ〉. Then we can convert
|φ〉 into |ψ〉 (exactly) using O(1/α) reflections and O˜(1/α) other gates.
We distinguish the two regimes of k ≥ n/2 and k < n/2.
4.1 Tight bound if k ≥ n/2
Theorem 9 (Upper bound for small m). Let S ⊆ [n] be a set of size k ≥ n/2 and let m = n− k. We can
identify S with probability 1 using O
(√
km
)
uses of RS = 2|S〉〈S | − Id.
Proof. Our algorithm sequentially finds all m missing elements. We would like to use amplitude
amplification to prepare a copy of |S〉, which is the uniform superposition over the m missing
elements. Consider the uniform state over the n-element universe:
|[n]〉 =
√
k
n
|S〉+
√
m
n
|S〉 .
This state is easy to prepare, and hence also easy to reflect through. Note that in the 2-dimensional
plane spanned by |S〉 and |S〉, reflection through |S〉 is the same as a reflection through |S〉 up to an
irrelevant global phase. The inner product between |[n]〉 and |S〉 equals √m/n. Accordingly, using
O(
√
n/m) rounds of exact amplitude amplification (which only rotates in the 2-dimensional space
spanned by |S〉 and |S〉; each round “costs” one application of RS ) we can turn |[n]〉 into |S〉, up to
a global phase.
Measuring |S〉 gives us one of the missing elements, uniformly at random. Now we remove
this element from the universe. Note that |S〉 does not change since we removed an element
of the universe that was missing from S . We then repeat the above algorithm on a universe of
size n − 1 with m − 1 missing elements in order to find another missing element at the cost of
O(
√
(n− 1)/(m− 1)) rounds of amplitude amplification, and so on. This finds all missing elements
(and hence S) with probability 1, using
m−1∑
i=0
O

√
n− i
m− i
 =O(√n) m∑
j=1
1√
j
=O(
√
nm) =O(
√
km)
applications of RS , where we used k ≥ n/2. Note that in this regime we do not need any copies
of |S〉, just reflections RS .
Theorem 10 (Lower bound for small m). Let S ⊆ [n] be a set of size k < n and let m = n − k. Any
quantum algorithm that identifies S with high probability using a total of T copies of |S〉 and uses of RS ,
must satisfy T = Ω
(√
km
)
. The lower bound holds even if we allow T copies of |S〉, uses of RS , and
membership queries to S .
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Proof. We prove a matching lower bound in a stronger model, namely in a model where we can
make queries to the n-bit characteristic vector x for S . That is, we now assume we have a uni-
tary US that maps
US : |i,b〉 7→ |i,b ⊕ xi〉 for all i ∈ [n],b ∈ {0,1},
where xi = 1 iff i ∈ S .
We first argue that this is indeed a stronger model, by showing how we can unitarily prepare
a copy of |S〉 using O(1) applications of US . Note that 〈[n]|S〉 =
√
k/n ≥ 1/√2 under the current
assumption that k ≥ n/2. Also note that, in the 2-dimensional space spanned by |S〉 and |S〉, a
reflection through |S〉 corresponds to a “phase query” to x, which can be implemented by one
query toUS (setting the target qubit to (|0〉−|1〉)/
√
2). Hence usingO(1) rounds of exact amplitude
amplification suffices to prepare a copy of |S〉 starting from the state |[n]〉, which is easy to prepare
and reflect through. Thus we can implement the state-preparation map GS : |0〉 7→ |S〉 using O(1)
applications of US . Note that one application of G
−1
S , followed by a reflection through |0〉 and an
application ofGS , implements a reflection through |S〉. Thus preparing a copy of |S〉 and reflecting
through |S〉 each “cost” only O(1) queries to x (i.e., applications of US ).
Accordingly, an algorithm that learns S using at most T copies of |S〉 and at most T applica-
tions of RS implies a quantum algorithm that can learn an n-bit string x of weight k ≥ n/2 using
O(T ) queries to x. But it is known that this requires Ω(
√
nm) = Ω(
√
km) queries to x, even when
allowing bounded error probability. This follows, for instance, from [BBC+01, Theorem 4.10].
Hence we obtain the same lower bound on the number of copies of |S〉 plus the number of reflec-
tions through |S〉.
4.2 Tight bound if k < n/2
Theorem 11 (Upper bound for small k). Let S ⊆ [n] be a set of size k < n. We can identify S with
probability 1 using O(k) copies of |S〉 and uses of RS = 2|S〉〈S | − Id.
Proof. Our algorithm sequentially finds all elements of S . We start with a copy of |S〉 andmeasure
to find one i1 ∈ S . Then we use exact amplification to convert a fresh copy of |S〉 into |S \ {i1}〉. This
requires being able to reflect through |S〉 (i.e., apply RS ), and reflect through |S \ {i1}〉. In the
2-dimensional plane spanned by |S〉 and |S \ {i1}〉, the latter reflection is equivalent to putting a
minus in front of |i1〉, which is easy to do. We measure |S \ {i1}〉 and learn (with probability 1)
another element i2 ∈ S \ {i1}. Then we change a fresh copy of |S〉 into |S \ {i1, i2}〉, measure, and
learn some i3 ∈ S \ {i1, i2}. We repeat this until we have seen all k elements.
The amplitude amplifications get more costly as we find more elements of S : If we have al-
ready found a set I ⊆ S , then changing a fresh copy of |S〉 to |S \ I〉 uses O( 1〈S |S\I〉 ) = O(
√
k/(k − |I |))
reflections, and hence O(
√
k/(k − |I |)) applications of RS . Overall, this procedure finds S using
k = |S | copies of |S〉, and
k−1∑
i=0
O

√
k
k − i
 =O(√k) k∑
j=1
1√
j
=O(k)
applications of RS .
Theorem 12 (Lower bound for small k). Let S ⊆ [n] be a set of size k < n. Any quantum algorithm that
identifies S with high probability using a total of T copies of |S〉, and uses of RS must satisfy T =Ω(k).
The lower bound holds even if we allow T copies of |S〉, uses of RS , and membership queries to S .
13
Proof. To prove a matching lower bound, suppose our algorithm receives advice in the form of
n − 2k of the missing elements. This advice reduces the problem to one with universe size n′ =
n− (n− 2k) = 2k and m′ =m− (n − 2k) = k missing elements. Importantly, note that |S〉, and hence
RS , do not change after learning these missing elements. But in Theorem 10 we already proved an
Ω(
√
n′m′) =Ω(k) lower bound on the number of copies of |S〉, reflections, and queries to S needed
to solve this special case. Since the extra advice cannot have made the original problem harder,
the same lower bound applies to our original problem.
5 Proper PAC learning
As mentioned briefly in the introduction, one of the motivations for this research is the question
whether the sample complexity of proper quantum PAC learning is higher than that of improper
PAC learning. Let us precisely define Valiant’s PAC model [Val84]. We are trying to learn an
unknown element f from a concept class C. For simplicity we only consider f s that are Boolean-
valued functions on [n]. Our access to f is through random examples, which are pairs of the form
(x,f (x)), where x is distributed according to a distribution D : [n]→ [0,1] that is unknown to the
learner. A learning algorithm takes a number T of such i.i.d. examples as input, and produces a
hypothesis h : [n] → {0,1} that is supposed to be close to the target function f . The error of the
hypothesis h (with respect to the target f , under distribution D) is defined as
errD(f ,h) := Pr
x∼D
[f (x) , h(x)].
We say that a learning algorithm is an (ε,δ)-PAC learner for C, if it probably (i.e., with probability
at least 1− δ) outputs an approximately correct (i.e., with error at most ε) hypothesis h:
∀f ∈ C,∀D : Pr[errD(f ,h) > ε] ≤ δ,
where the probability is taken over the sequence of T D-distributed examples that the learner
receives, as well as over its internal randomness. The (ε,δ)-PAC sample complexity of C is the
minimal T for which such a learning algorithm exists.2
The PAC sample complexity of C is essentially determined by its VC-dimension d as3
Θ
(
d
ε
+
log(1/δ)
ε
)
. (13)
See Blumer et al. [BEHW89] for the lower bound and Hanneke [Han16] for the upper bound.
The above upper bound on sample complexity allows the learner to be improper, i.e., to some-
times output hypotheses h < C. The following folklore example, which we learned from Steve
Hanneke [Han18], shows that the sample complexity of proper learning can be asymptotically
larger.4 Consider the concept class C = {f : [n]→ {0,1} | ∃! i s.t. f (i) = 0} of functions that are all-1
except on one “missing element” i. The VC-dimension of this class is 1, hence Θ
(
log(1/δ)
ε
)
classical
examples are necessary and sufficient for PAC learning C by (13). With ε = 1/n and δ = 1/3, this
2This definition uses the information-theoretic notion of sample complexity. We do not consider the time complexity
of learning here. For more on sample and time complexity of quantum learning, we refer the reader to [AW17].
3The VC-dimension of C is the maximum size among all sets T ⊆ [n] that are “shattered” by C. A set T is shattered
by C if for all 2|T | labelings ℓ : T → {0,1} of the elements of T , there is an f ∈ C that has that labeling (i.e., where f|T = ℓ).
4In a recent result, Montasser et al. [MHS19] proved another separation between proper and improper learning.
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bound becomes Θ(n). Now fix an (ε,δ)-PAC proper learner for this class that uses some T exam-
ples; we will show that T = Ω(n logn), exhibiting an asymptotic separation between the sample
complexities of proper and improper PAC learning.
For every i ∈ [n], consider a distributionDi that is uniform over [n]\{i}. If the target concept f
has i as its missing element then the learner has to output that f , since any other g ∈ C will make
an error on its own missing element and hence would have error at least 1/(n−1) > ε under Di . In
other words, when sampling from Di the learner has to identify the one missing element i with
success probability ≥ 2/3. But we know from the coupon collector argument that this requires
Ω(n logn) samples. Note that a Di-distributed (x,f (x)) is equivalent to sampling uniformly from
[n] \ {i}, since the label f (x) is always 1 under Di .
What about quantum PAC learning? Bshouty and Jackson [BJ99] generalized the PAC model
by considering superposition states
|ψD,f 〉 =
∑
x
√
D(x) |x,f (x)〉
instead of random samples. The learner now receives T copies of this “quantum example” state,
and has to output a probably approximately correct hypothesis. Measuring a quantum example
gives a classical example, so quantum examples are at least as useful as classical examples, but
one of the questions in quantum learning theory is in what situations they are significantly more
useful. Two of us [AW18] have shown that the bound of (13) also applies to learning from quan-
tum examples, so for improper learning the quantum and classical sample complexities are equal
up to constant factors. However, quantum examples are beneficial for learning C under the Di
distributions. Note that |ψDi ,fi 〉 is just the uniform superposition over the set S = [n] \ {i}, tensored
with an irrelevant extra |1〉. As we showed in Section 2, given O(n) copies of |ψDi ,fi 〉 we can iden-
tify the one missing element i with probability ≥ 2/3. So the example that separates the sample
complexities of classical proper and improper learning, does not separate quantum proper and
improper learning. This naturally raises the question of whether the quantum sample complex-
ities of proper and improper PAC learning are asymptotically equal (which, as mentioned, they
provably are not in the classical case).
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