Abstract-Positron emission tomography (PET) has become a leading modality in molecular imaging. Demands for further improvements in spatial resolution and sensitivity remain high with growing number of applications. In this paper we present a novel PET system design that integrates a high-resolution depth-of-interaction (DOI) detector into an existing PET system to obtain higher-resolution and higher-sensitivity images in a target region around the face of the high-resolution detector. A unique feature of the proposed PET system is that the high-resolution detector can be adaptively positioned based on the detectability or quantitative accuracy of a feature of interest. This paper focuses on the signal-known-exactly, background-known-exactly (SKE-BKE) detection task. We perform theoretical analysis of lesion detectability using computer observers, and then develop methods that can efficiently calculate the optimal position of the high-resolution detector that maximizes the lesion detectability. We simulated incorporation of a high-resolution DOI detector into the microPET II scanner. Quantitative results verified that the new system has better performance than the microPET II scanner in terms of spatial resolution and lesion detectability, and that the optimal position for lesion detection can be reliably predicted by the proposed method.
I. INTRODUCTION

P
OSITRON emission tomography (PET) has been recognized as an important research and clinical molecular imaging modality. In past few decades the performance of PET systems has been improved significantly in terms of spatial resolution and sensitivity. For example, some research systems have reported a submillimeter spatial resolution in animal studies using arrays of small scintillator elements [1] - [3] . However, the resolution of most modern PET systems is still limited by the physical size of the scintillator elements and the intrinsic spatial resolution of the detectors [4] .
One way to improve the spatial resolution is to place detectors with much smaller scintillator elements in close proximity to the object being imaged. This leads to the so-called PET-insert system, which is able to obtain higher spatial resolution and higher sensitivity around the high-resolution detector insert. Successful instances have been presented where high-resolution detectors are either inserted into an existing whole body PET scanner [5] , [6] or a small-animal PET device [7] - [9] to improve the system performance in a smaller field-of-view (FOV).
The effect of a high-resolution detector insert on the system resolution has been analyzed by Tai et al. [10] in their study of the virtual-pinhole PET scanner. Most PET inserts use a large number of high-resolution detectors to form either a partial or full ring of a fixed radius, so it may not be possible to position animals right up against the high-resolution detectors to take full advantage of the resolution available. In [11] and [12] we studied a "zoom-in" PET (ZiPET) system that integrates a single high-resolution DOI detector into the existing PET scanner to provide higher resolution and sensitivity in a small region around the face of the high-resolution detector (see Fig. 1 for an example of the proposed ZiPET system). The proposed design offers an innovative solution to take advantage of a single available high-resolution detector and to obtain high-resolution images well before a full-ring PET system can be built. Potential applications include the study of human cancers using animal models where tumors are often grown near the skin surface and therefore allow close contact with the high resolution detector. The proposed system then provides high-resolution and high-sensitivity images that can reveal the heterogeneity inside a tumor, which permits better understanding of tumor progression and response to therapies.
Using a single high-resolution detector also provides greater flexibility because this detector can be adaptively positioned with respect to the subject being imaged following the adaptive imaging concept proposed by Barrett et al. [13] and Clarkson et al. [14] , which has been applied to develop adaptive SPECT systems for imaging small animals [15] , [16] . Basically a short-duration scout scan will be performed first. Then a task-specific figure of merit will be evaluated based on the scout data and prior information to find the optimal position of the high-resolution detector that maximizes the task performance. Finally the high-resolution detector will be placed at the optimal position to acquire a complete set of data for image reconstruction and analysis.
Theoretical analysis and simulation studies on resolution and noise properties of the proposed ZiPET system were carried out in our previous works [11] , [12] . The main purpose of this paper is to study the ability of adaptive imaging of the proposed system. We investigate the system adaptive capability for the signal-known exactly and background known exactly (SKE-BKE) detection task using computer observers. Based on the theoretical formulae derived in [17] and [18] , we develop a practical strategy for adaptive positioning of the high-resolution detector.
We note that other researchers have studied similar hardware configurations, but without the adaptive imaging. One design was studied by Wu et al. [19] , where a high-resolution detector insert was rotated inside a microPET scanner forming coincidences with the low-resolution detectors. Huh et al. [20] presented a PET imaging probe where a high-resolution detector is used in coincidence with an arc of low-resolution detectors to perform limited angle tomography of a region of interest. Compared with these prior works, our system collects not only the coincidence data between the high-resolution detector and the detectors in the microPET scanner (which we refer to as high-resolution data), but also the projection data between microPET detectors (which we refer to as low-resolution data). The combination of the high-resolution and low-resolution data provides high sensitivity and a full angular coverage of any point inside the FOV.
The paper is organized as follows. Section II describes the image reconstruction method for the ZiPET system. We use the statistically based iterative method which allows us to adapt an accurate system model and to model the statistics of measurement data. A theoretical evaluation on lesion detection is followed. In Section III, we extend the theoretical analysis to adaptive imaging and present our strategy for adaptive PET imaging for lesion detection using the ZiPET system. Section IV shows computer simulation results, which demonstrate that the proposed system improves spatial resolution and lesion detectability. Conclusion and discussion are presented in Section V.
II. THEORY
A. System Modeling and Image Reconstruction
The data from the ZiPET system consist of both high-resolution data from the high-resolution detector and low-resolution data from the original PET scanner. These emission data are well modeled as a collection of independent Poisson random variables with the expectation (where is the total number of lines of response (LOR), and " " denotes the vector or matrix transpose) related to the unknown image (where is the number of voxels) by an affine transform (1) where is the system matrix with the th element representing the probability of detecting an event from voxel by detector pair , and is the mean contribution of background events such as randoms and scatters. The mean background is often estimated prior to image reconstruction.
For comparison with the original scanner, we decompose the system matrix of the proposed ZiPET system as (2) Fig. 1 . Transaxial view of a typical ZiPET system. Here, the high-resolution detector is added into a microPET II system which has 30 low-resolution detector blocks uniformly spread over a ring of diameter 160 mm. The diameter of FOV is suppose to be the size of 30 mm. The high-resolution detector is positioned 15 mm away from the center at an angle with respect to the x-axis.
where concerns the LORs formed by the original PET detectors, and models the LORs between the original low-resolution detectors and the high-resolution detector. Similarly, we can also partition the data as (3) where and represent the low-resolution and high-resolution data, respectively.
We use the maximum a posteriori (MAP) reconstruction which estimates the unknown image by (4) where is the Poisson log-likelihood function, i.e.,
with being the measured projection data.
is the prior energy function with the form of (6) where represents neighborhoods of voxel , and is the weighting factor that is chosen to be the reciprocal of the Euclidean distance between voxels and . is the hyperparameter of the prior distribution that controls the strength of the regularization. The MAP solution in (4) has no closed form and is obtained using an iterative algorithm.
B. Theoretical Analysis of Lesion Detection
Lesion detection is a major application of PET imaging and hence is the initial focus of the adaptive ZiPET system. In this paper, we limit the study to the SKE-BKE detection task and evaluate the task performance using linear observers. We also consider that the signal is weak so that the presence of the signal does not affect noise in measurements. One observer we used is the prewhitening observer (PWO), which computes the test statistic by (7) where is the null hypothesis representing lesion absent, and is the alternative hypothesis representing lesion present.
denotes the expectation operator, and is the covariance matrix of reconstruction . The detectability can be measured by the signal-to-noise-ratio (SNR) of . In previous work [17] , it has been shown that for MAP reconstruction, the PWO SNR of the ZiPET system can be approximated by (8) where is the true signal to be detected and (9) is the Fisher information matrix. Here is the diagonal matrix whose th element is given by . We note that the PWO SNR depends only on the system matrix and is independent of the prior function.
From (2) and (3), we have (10) where and are essentially the Fisher information matrices of the low-resolution and high-resolution data, respectively. Substituting the above equation into (8), we obtain (11) Ignoring the attenuation of the high-resolution detector, the SNR of PWO of the original PET scanner can be approximated by (12) Because is nonnegative definite, the above expressions indicate (13) i.e., the PWO performance of the proposed ZiPET system is always superior to that of the original PET scanner. The SNR gain is approximately equal to , which comes from the contribution of the high-resolution detector. We can show that (13) still holds when the attenuation of the high-resolution detector is considered under the following two assumptions. 1) Any photon that is attenuated by the high-resolution detector is detected by the high-resolution detector, i.e., the total number of detected events is not reduced by the insertion of the high-resolution detector. 2) An event detected by the high-resolution detector carries more information than a similar event detected by a low-resolution detector because the former has higher intrinsic resolution. The improvement in lesion detectability has been demonstrated by the simulation results in [12] .
Another model observer that we studied is the channelized Hotelling observer (CHO) [21] , [22] , whose test statistic is calculated by (14) where represents frequency-selective channels that mimic the human visual system, is the covariance matrix of channel outputs, and is the internal channel noise with zero mean and covariance that models the uncertainty in human detection process. Assuming that the lesion is centered at the th voxel and using the results derived in [18] , we can compute the CHO SNR of the ZiPET system by (15) with (16) and (17) Here contains coefficients of Fourier transform of each channel function. and are the local Fourier spectra of and the Hessian matrix of , respectively. Readers are referred to [23] - [25] for more details on the calculations of and . is the Fourier transform of .
The derivation of the above theoretical expressions are based on the assumption of local shift-invariant system response, which has been shown to be a reasonable approximation for the ZiPET system by computer simulations [12] . Equations (8) and (15) allow fast evaluation of lesion detectability and will be used to guide the adaptive positioning of the high-resolution detector based on the specific imaging task.
III. ADAPTIVE PET IMAGING FOR LESION DETECTION
Using a single high-resolution detector offers the flexibility to position the high-resolution detector for a specific task. In this section, we describe how to predict the optimal position of the high-resolution detector for a given SKE-BKE detection task. Fig. 2 summarizes our basic strategy which follows the idea proposed in [13] . First, a short scout scan will be acquired with or without the high-resolution detector. Then a scout image, denoted by , will be reconstructed to provide useful information for the SKE-BKE based lesion detection task. There are many ways to adjust the position of high-resolution detector.
Here we restrict the high-resolution detector to rotate on a circle with a fixed radius as shown in Fig. 1 . We use theoretical expressions shown in the previous section to evaluate the task performance at different angles of the high-resolution detector. For clarity, let us consider CHO SNR as the measure of lesion detectability. We rewrite (15) to show explicitly that the SNR is a function of the rotational angle and the hyperparameter conditioned on the scout image and the known lesion location , i.e., (18) where (19) and ,
Here the local spectrum is now a function of , but the prior term is independent of the detector angle . Then the optimal angle is found by (21) The exact solution to the above problem is hard to obtain, so for practical interests, we find the optimal angle among a set of discrete angles . For each fixed angle , is a 1-D function of the hyperparameter whose optimal value, denoted by , can be found by using a 1-D line search method.
In order to calculate SNR using (18) , one has to calculate based on the corresponding Fisher information matrix. Here we rewrite the definition of the Fisher information matrix in (9) as a function of (22) where is the system matrix when the high-resolution detector is positioned at angle , and represents the expectation of the data at this angle. Clearly, both and are necessary for computing the Fisher information matrix. We now describe our methods to calculate them efficiently. 
A. Mean Estimation
In practice the mean data is usually unavailable, but one can approximate it using the scout data. We could not use the data plug-in techniques proposed in [26] and [24] directly, because the scout data do not contain the high-resolution projections. Instead we propose to approximate by forward projecting the scout image (23) Here is a positive scalar which is related to the scanning durations of the scout scan and the final scan. It should be properly chosen so that the total number of photon counts in is approximately equal to that of in the final scan. The approximation can be viewed as an asymptotically unbiased estimate of as long as the scout image is the maximum likelihood (ML) estimate.
B. Rotational Symmetry
The approximation in (23) relies on the assumption that all matrices are precomputed in advance. This can be impractical when each system matrix takes a large amount of storage space and many test angles are required. To solve this problem, we propose the second approximation based on the rotational symmetry. Most PET scanners have a cylindrical geometry. Our high-resolution detector is placed on a circle whose center overlaps with that of the FOV. Therefore, rotating the detector is equivalently to rotating the object in the opposite direction. For PET scanners with large block detectors, the ring becomes a polygon and the rotational symmetry is only true for rotational angles equal to where is the total number of detector blocks and is an integer. To satisfy this condition, we use the following set of angles for the high-resolution detector: (24) where is an initial angle.
This rotational symmetry allows us to use the precomputed with a properly rotated scout image to estimate at any angle . It is apparent that for any angle , the scout image needs to be rotated by . Let us denote as such rotated scout image. From (23) and (22), we have (25) (26) We can then compute using , where denotes the new voxel index of the lesion center in the rotated scout image. Clearly is a rotated version of , so we need to rotate it back by to obtain an estimate of , which can be plugged into (18)- (20) to compute the CHO SNR.
For PWO SNR, we do not need to calculate the local spectra, but simply rotate the signal by the same degree so that the resulting signal denoted by ) matches the rotated Fisher information matrix . The PWO SNR is then calculated by (27) 
C. Summary of the Procedure
The procedure for adaptively positioning the high-resolution detector for lesion detection is summarized in Fig. 3 . Our algorithm requires only one precomputed system matrix. For image rotation, there exist good methods to perform rotation accurately and efficiently (see [27] and [28] for example). Thus it will not add much computational load to the proposed algorithm. Note that for both PWO and CHO, it is not necessary to compute the full Fisher information matrix. The PWO SNR can be done efficiently in sinogram domain and thus only one forward projection is required for each high-resolution detector position. For the CHO, only one column of the Fisher information matrix needs to be computed, which takes one forward projection and one backward projection [23] .
Once we find the optimal angle , the high-resolution detector will be positioned at this angle to acquire a full set of data, which will be reconstructed and analyzed for the specific task. When , we will have to compute a new system matrix for image reconstruction. This would be inconvenient if the computation of a system matrix takes a long time. To alleviate this problem, we can take advantage of the rotational symmetry of the low-resolution data. We will circularly shift the low-resolution data by and reconstruct the resulting sinogram using the precomputed system matrix . Note that the final reconstruction is rotated by angle , but it does not affect the detection performance.
IV. SIMULATION STUDY
A. System Setup
We simulated the ZiPET scanner that incorporates a high-resolution detector into the microPET II scanner. The simulated microPET II scanner operates in 2-D mode and consists of Eight DOI bins were used with a DOI resolution of 2.5 mm full-width at half-maximum (FWHM). The FOV of the system is restricted to a circular region of diameter 30 mm, which is large enough for small animals such as mice. The high-resolution detector was placed outside this FOV, 15 mm away from the center of the scanner transaxially. The transaxial view of our proposed ZiPET system is shown in Fig. 1 .
The system matrix was calculated using a numerical method proposed in [29] . It includes the photon solid angle effect and models the block structure of the PET scanner and also takes into account the photon penetration and gaps between detectors, but no inter-crystal scatters are considered. The attenuation effect of the high resolution detector on the low-resolution data Fig. 4 . Simulated DOI resolution profiles for the high-resolution detector. The detector is 20 mm long and has eight DOI bins each with a Gaussian profile except two ends where truncation occurs. These profiles represent the probability of an interaction at a certain depth being credited to each of the eight DOI bins. At each interaction point, the sum of all the profiles equal to one, which means no event loss in the DOI encoding. The simulated DOI resolution is 2.5 mm FWHM.
is modeled in the system matrix. We did not include subject attenuation in our simulations because of the relative small FOV, where subject attenuation is negligible. In the situations where subject attenuation is significant, attenuation correction factors can be modeled by a diagonal matrix in the calculations.
In order to compute a high-resolution system matrix with the desired DOI resolution, we modeled the blurring effect along the DOI direction using a Gaussian function with the FWHM equal to 2.5 mm (see Fig. 4 ). The Gaussian profiles are similar to the experimental results from the DOI detectors with dual-end readouts [30] . The DOI information is discretized into eight DOI bins. The events that fall outside the two ends of the detector after the DOI blurring are assigned to the nearest valid DOI bin so that there is no loss of event. Thus the profiles for two ends are different. The probability of detecting an event in each DOI bin is calculated by numerically integrating the Gaussian profiles through the whole detector with a sampling interval of 0.5 mm.
B. Spatial Resolution Improvement
We demonstrate the spatial resolution improvement using a hot-spots phantom. This phantom consists of a warm disc background (diameter of 28.0 mm) and five sets of 3 3 tiny round spots located near the edge of the disc. The diameter of each hot spot is 0.3 mm, and the center-to-center spacing between adjacent spots is 0.8 mm. The activity ratio of the hot spots to the background is 40:1. A noisy sinogram with 10% background randoms and scatters was generated with the expected total number of low-resolution events equal to one million. To model the image domain partial volume effect, the sinogram was generated with 0.1 0.1 mm pixels, while the reconstruction was performed using 0.2 0.2 mm pixels. We used the second-order neighborhood system for the prior energy function. All images were reconstructed using 400 iterations of the MAP-EM algorithm [31] starting from a uniform image. The term in (1) was set to the noise-free background in all reconstructions. 5 shows MAP-reconstructed images of the phantom for the proposed system with the high-resolution detector at 0 and the microPET II. The hyperparameter was chosen for easy separation of adjacent hot spots. These images are quite similar to those reconstructed with a rectangular DOI profile shown in [12] . Clearly it is difficult to distinguish individual hot spots along radial directions from the microPET II image, because its radial resolution is slightly worse than the edge-to-edge spacing between the hot spots. In comparison, the hot spots are better identified by the proposed system, in particular, at 45 position. The two sets of hot spots at 0 and 180 positions are resolved sharply along the tangential direction, but not along the radial direction. The result indicates that the optimal imaging region is task dependent because the high-resolution detector offers substantial improvement in resolution along the direction parallel to the face of the high-resolution detector, but offers little improvement along the perpendicular direction. Quantitative measurements of the spatial resolution of the ZiPET system can be found in [12] .
C. Adaptive Positioning for Lesion Detection
To demonstrate how to position the high-resolution detector for the lesion detection task, we simulated three scenarios [ Fig. 6(a)-(c) ] in which the tasks were to distinguish a solid tumor (left images, ) from a tumor with small features (right images, ). The main difference between the first two cases is the orientation of the features. In case #1, the two hot spots are vertically aligned, while they are horizontally aligned in case #2. The third case was to distinguish a single solid tumor from a tumor with a necrotic core. The initial position of the high-resolution detector is at zero degree. The test angle set contains a total of sixteen angles uniformly spaced from 0 to 180 . We precomputed the system matrix with . In all cases, we simulated the noisy scout data by generating the low-resolution data with 50 K expected events (also with 10% background events to model randoms and scatters) and set the expected number of events in the final scan to one million for the low-resolution data. We assumed that the background event rate does not change during the scan, and is also not affected by the position of the high-resolution detector. A total number of 200 scout datasets were produced for quantitative evaluation. 6 . Three SKE-BKE detection tasks. In the first two cases, the task is to discriminate a solid tumor (elliptical shape with major radius 1.0 mm, minor radius 0.6 mm, and contrast 2:1) from a tumor consisting of two hot spots (0.6 mm in diameter, 1.2 mm center-to-center spacing, and contrast 3:1). In case #3, the task is to distinguish a single sold tumor of diameter 2.0 mm (contrast 2:1) from a tumor (diameter 2.0 mm, contrast 3:1) with necrotic core (cold spot of diameter 0.6 mm). Reference SNR values were computed using noise-free data. All scout images were reconstructed by running 100 ML-EM iterations.
The CHO used in this paper has three "difference of Gaussian" (DOG) channels constructed from four Gaussian functions with standard deviations 2.653, 1.592, 0.995, and 0.573, respectively [32] . We considered white channel noise with variance . While the selected CHO parameters are somewhat arbitrary and are unlikely to be the optimum for predicting human performance, the proposed method does not rely on a particular choice of observer and can be applied to other linear observers.
When dealing with image rotation, we used the Matlab routine with the " " interpolation method. Note that the cubic interpolation may introduce negative values in rotated scout image, which are unnatural for emission tomography, so we reset all negative values to zero. When the signal was rotated, we determined its new location by calculating the geometrical centroid and then rounding it to the nearest pixel coordinates. When rotating the local spectra, we first determined its center by identifying its peak, and then checked whether the center of the rotated spectra overlaps with the desired lesion location or not. If they were not matched due to the rounding error, a phase correction would follow to match the spectra to the right lesion position. For any given angle, we use the Matlab routine to find the optimal hyperparameter . Fig. 7 shows the predicted PWO SNR curves as a function of the high-resolution detector angle. The solid lines represent PWO SNR values which were calculated using theoretical expressions from noiseless projection data of the desired photon count level. They serve as the reference. For each scout image, we plugged it into the proposed formulae to calculate the PWO SNR value. A total of 200 predictions were obtained for each angle and their means are shown by symbols in Fig. 7 . The error bars show the standard deviations from the 200 realizations. As we can see, the PWO SNR values predicted from the scout images agree very well with the reference SNR values. These results demonstrate that the proposed method provides reasonably accurate estimates of lesion detectability.
In all scenarios, one can easily identify an optimal angle for the ZiPET in each case by locating the peak of the SNR curves. We see that for the first and third task, the optimal position of the high-resolution detector is at about 0 , while for the second task the optimal position is at 48 . In comparison, microPET II does not exhibit position-dependent lesion detectability because of its rotational symmetry. Typically, a well positioned highresolution detector can yield about 25% improvement over the microPET II scanner. Fig. 8 shows the predicted CHO SNR curves as a function of the high-resolution detector angle. Similarly, in all three scenarios the ZiPET system exhibits better detectability than the microPET II scanner. Interestingly, the optimal position of the high-resolution detector are nearly the same as those for the PWO: 0 for cases #1 and #3 and 48 for case #2. Again the microPET II scanner does not show position-dependent lesion detectability.
From these results, we see that there are two factors that affect the detectability of the ZiPET system: the distance to the high-resolution detector and the shape of lesion being detected. When an isotropic lesion is under consideration, the detectability is inversely related to the distance between the lesion and the detector. Clearly the closer the lesion is to the detector, the higher is the detectability. A good example is case #3. The shape dependence is due to the directionality of the local spectrum of the Fisher information matrix (see [12] ). When the underlying signal is anisotropic, the ZiPET will choose a position where the corresponding local spectrum of the Fisher information matrix is best aligned to the shape of the signal. Comparing the plots in Figs. 7 and 8 , we can see that the performance of the CHO is more affected by the directionality of the signal than that of the PWO, which indicates that the CHO is less efficient in processing certain information than others. Such inefficiency may be compensated partially or wholly by using directional channels and designing a proper regularization function in image reconstruction [33] .
D. Effect of the Noise Level of Scout Data
The theoretical SNR predictions can be affected by noise in the scout data. Therefore, we study the variability of the theoretically predicted SNR under various noise levels. We varied the count level of the scout data from 5 to 100 K. At each noise level, we calculated the mean and standard deviation of the estimated CHO SNR maximum (over a range of the hyperparameter values) using 200 independent realizations. Fig. 9 plots the predicted CHO SNR maximum based on noisy scout images versus count level of the scout data for case #1 when the detector is placed at zeros degree. Clearly we see an increasing positive bias as we reduce the count level of the scout data. Even at 25 K count level, the bias is only about 1%, which is still acceptable for our purpose. The bias increases to about 8% when count level is reduced to 5 K. This is probably due to the inherent bias in ML image reconstruction of low-count Poisson data. The use of MAP which incorporates an image smoothness constraint may be helpful to overcome this problem and will be studied in future work.
E. Variability of the Estimated
When using noisy scout images, the estimated optimum hyperparameter value will be affected. We studied the variability of the estimated using 200 noisy scout datasets, each having 50 K expected events. Fig. 10 shows the histograms of the ratio between the optimum estimated from the noisy scout data and that from the noise-free data under different conditions. We found that the estimated values from the noisy scout data are all within 5% of the noise-free reference value. These results show that noise in the scout data has negligible effect on the optimum hyperparameter estimation.
F. Validation Using Monte Carlo Reconstructions
Finally we performed Monte Carlo reconstructions to validate the accuracy of the theoretical predictions of the CHO SNR. We selected three detection angles, 0 , 24 , and 48 . Two additional system matrices and were computed. For each detection task, two hundred noisy sinograms were generated using the precomputed system matrices for both signal-absent and signal-present cases. Each sinogram has one million expected events, and was reconstructed using 400 iterations of the MAP-EM algorithm with different values. The CHO SNR was then calculated from the Monte Carlo reconstructions. A comparison between the Monte Carlo reconstruction-based CHO SNR results and the theoretical predictions are shown in Fig. 11 . The results of microPET II are not shown for 24 and 48 since they are the same as those at 0 . The error bars show the standard deviations of the Monte Carlo reconstruction-based CHO Fig. 10 . Distributes of ratio between the estimate of the optimum using noisy data sets and that using noise free data.
SNR values estimated using a bootstrap method. The results show that the theoretical predictions using the proposed scout data-based strategy agree very well with the Monte Carlo reconstruction-based results for all three test angles and all values. The Monte Carlo reconstruction based results also show that angle 0 results in the greatest CHO SNR for cases #1 and #3, while angle 48 provides the greatest SNR for case #2, which further confirms the theoretical prediction.
V. DISCUSSION AND CONCLUSION
We have proposed a zoom-in PET imaging system which combines one single high-resolution detector with the existing microPET II scanner. The high-resolution detector can be adaptively positioned to provide higher resolution and sensitivity in a targeted region. Computer simulation studies show improvements in spatial resolution and lesion detectability of the proposed system over the original scanner. The high-resolution of the ZiPET CHO SNR curves from the noise-free data using P P P (0 ) (left column), P P P (24 ) (middle column), and P P P (48 ) (right column), respectively. Blue dash-dotted lines in the left column are theoretical predictions of the microPET II scanner from the noise free data. Dashed lines are the predicted CHO SNR curves using noisy scout images and rotation symmetry with P P P (0 ) for the two systems. Diamond and circle symbols denote the Monte Carlo reconstruction based results of the ZiPET and microPET II, respectively, with error bars representing the standard deviations.
zoom-in detector can work with any existing PET scanner, including both clinical and preclinical scanners. We note that it is challenging to position a high-resolution detector into an existing PET scanner that has a very small gantry, but a successful example has been shown by Wu et al. [19] . In addition, newer detectors are often read out by avalanche photodiode (APD) detectors [30] , which requires less space than early generation detectors that use bulky photomultiplier tubes (PMTs).
We have developed an algorithm to predict the optimal position of the high-resolution detector rapidly for the SKE-BKE detection task. The prewhitening observer and channelized Hotelling observer were used to evaluate the detection performance, but the method is applicable to other linear observers as well. The key lies in the estimation of the Fisher information matrix for different system configuration based on a scout image. Two practical strategies, the scout image-based mean data estimation and the image rotation-based Fisher information matrix estimation, have been proposed. The quantitative accuracy of these approximations has been verified in the simulation study. The results showed that the optimal position of the high-resolution detector can be reliably estimated using the proposed method.
An alternative to the rotation-based Fisher information matrix estimation is to precompute the system matrices for all possible angles and use (22) directly. The result may be more accurate than our proposed rotational-based method since it does not introduce any interpolation error due to the image rotation. However, if each individual system matrix requires a huge storage space and high computational cost, such brute-force method is not efficient. This can be true for fully 3D PET imaging. In the simulation study, we compared this brute-force approach to the rotational-based method (see Fig. 11 ). The results show that the accuracy of our rotational-based method is comparable to that of the brute-force method in adaptive lesion detection.
Our studies have shown that the higher detectability can be achieved when the lesion is close to the face of the high-resolution detector. Nevertheless, if the lesion of interest is further into the center of the FOV, our proposed system could still provide higher detectability than the original low-resolution scanner alone, but the improvement may be limited. Moreover, the proposed adaptive imaging can be extended to multiple high-resolution detector inserts, although the system integration and the detector geometry optimization become more complex. We have also restricted the high-resolution detector to rotate on a circle. More complicated detector positioning can be modeled by including detector translation. With more degrees of freedom, exhausted search is no longer feasible and some nonlinear optimization algorithm, such as the Nelder-Mead method, can be used to find the optimal configuration.
One limitation of our simulation is that we did not model scatters and the dead-time effects in the detectors. Inter-crystal scatters inside the high-resolution detector can degrade the detector intrinsic resolution and thus reduce the potential improvement. Such degradation can be either simulated using a Monte Carlo program or measured experimentally. The result can then be incorporated into the system matrix for image reconstruction and system evaluation. In addition, the presence of the high-resolution detector will also introduce scatter events to the low-resolution data and the distribution of these scatter events will be dependent on the position of the high-resolution detector. With a reconstructed scout image and known material properties of the high-resolution detector, the distribution of the scatter events can be estimated using single scatter simulation and then be incorporated in the SNR calculation and image reconstruction. Because the high-resolution detector is in close contact with the object being imaged, it will receive high flux of photons, which may cause a significant amount of deadtime. This will reduce the effective efficiency of the high-resolution detector. Using a fast detector coupled with fast electronics is helpful to alleviate such problem.
We also note that SKE-BKE tasks are highly simplified scenarios as compared with real detection tasks. The success of the proposed method depends on the availability of accurate information on the target location and signal profile. Since scout data are often of high noise and cannot be used to identify the target location and signal profile accurately, the ZiPET system is more useful in the situations where the target location has been identified by other imaging modalities, e.g., charactering metabolic activity of a known lesion. If the signal profile is known from prior knowledge, one can directly apply the proposed method. Otherwise, one may still be able to obtain a reasonably good position of the high-resolution detector based on a uniform signal profile, given that the PWO showed similar performance for all three cases in Fig. 7 . Our future work will include extension to detection tasks with randomness in both signal and background to relax the requirement for knowing the signal profile exactly. The adaptive imaging strategy can also be extended to quantitation tasks [34] .
