Relativistic Non-ideal flows by Tissino, Jacopo
UNIVERSITA` DEGLI STUDI DI PADOVA
Dipartimento di Fisica e Astronomia “Galileo Galilei”
Corso di Laurea in Fisica
Tesi di Laurea
Relativistic non-ideal flows
Relatore Laureando
Prof. Roberto Turolla Jacopo Tissino
Anno Accademico 2018/2019
Abstract
The problem of stationary, spherically symmetric accretion onto a Schwarzschild black hole
is discussed here with the use of a formalism which is completely consistent with Einstein’s
General theory of Relativity.
The transfer of heat is a significant part of this process, however treating it without approx-
imations has proven difficult. Here I explore the adiabatic case first; then I consider a more
general case by assuming that all the heat transfer happens through electromagnetic radiation.
For the latter I apply the PSTF formalism which, roughly speaking, while still being relativistic
allows for the decomposition of the radiation into its first moments: energy density and flux.
The numerical analysis of the differential equations the problem can be reduced to shows
a bimodal behaviour: a branch of solutions has a much higher efficiency (ratio of luminosity
to accretion rate) than another.
In order to treat this problem, first I briefly recall the formalism of general relativity; then
I treat the basics of the relativistic formulation of the fluid dynamical equations, including the
relativistic version of the Second Principle of thermodynamics.
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1 Introduction
The proper study of the problem of accretion onto a black hole requires the use of a relativistic
formalism, since the gravitational effect of such an object can only be properly described as
the curvature of space-time, and the speed of matter from radial infinity to the horizon spans
the whole interval [0, c]: neither the non-relativistic nor the ultra-relativistic approximations are
justified if the whole accretion problem is to be considered.
To this end, in section 3 I will briefly recall the basics of special relativity, differential geometry
and general relativity in order to introduce the Schwarzschild metric, which is the geometrical
background on which the spherical accretion problem is studied.
In classical mechanics the equations of fluid dynamics are the conservation equations of mass
(the continuity equation), of momentum (the Navier-Stokes equations) and of energy. In section 4
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I will compare the equations of motion of a non-relativistic fluid to those of a relativistic fluid: the
classical equations have direct relativistic analogues; however an important difference is the fact
that the energy conservation equation cannot be decoupled from the momentum conservation
equations since they are the components of the same tensorial equation: the conservation of the
stress-energy tensor.
I will use the formalism first introduced by Eckart [Eck40] for the decomposition the stress
energy-tensor, and following Taub [Tau78] analyze the spatial projection of the conservation equa-
tions, distinguishing the relativistic forces acting on the fluid due to viscosity and to heat transfer.
I will then give a proof of the relativistic Second Principle of thermodynamics, which will
justify the definition of an ideal fluid: ideality implies the isentropicity of flow lines.
The relativistic equations of fluid dynamics are very complicated in the general case: in order
to be able to analyze the solutions one has to make several simplifying assumptions. I will derive
the equations which govern accretion in the spherically symmetric, adiabatic case. These already
give an interesting result: they show a critical point corresponding to the adiabatic speed of
sound: to avoid a divergence of the velocity gradient, one must impose the condition that the
speed of sound be reached exactly at a certain critical radius.
In order to describe the heat transfer one assumes that the stress-energy tensor of matter is
simply the ideal-fluid one, and that all of the transfer of heat happens through radiation. The
description of the radiation stress-energy tensor is, however, difficult in general. In section 5
I will introduce and apply the PSTF moments formalism by Thorne [Tho81]: it is a relativistic
generalization of a technique from classical mechanics which allows, in the spherically symmetric
case, for a simple description of the stress-energy tensor in terms of few scalar moments; these are
tied to each other by differential equations which are derived as a harmonic expansion of the
transfer equation for photons.
With these tools, the equations of motion can be reduced to a system of six ODEs, which still
show the adiabatic speed of sound critical point but also have another one. Also, they can be
integrated numerically [NTZ91]: the solutions, when characterized by their efficiency, cluster in
two regions.
2 Notational preface
I will use Greek indices (µ, ν, ρ. . . ) to denote 4-dimensional indices ranging from 0 to 3, and
Latin indices (i, j, k. . . ) to denote 3-dimensional indices ranging from 1 to 3.
I will use the “mostly plus” metric for flat Minkowski space-time, ηµν = diag(−,+,+,+):
therefore four-velocities will have square norm uµuµ = −1. I will use Einstein summation con-
vention: if an index appears multiple times in the same monomial, it is meant to be summed
over.
I will adopt the abuse of notation by which a vector is denoted by its components, and a free
index means we consider all of the possible values it can take, such as xµ denoting a point in
spacetime.
Take a diffeomorphism x → y, with Jacobian matrix ∂yµ/∂xν . The indices of contravariant
vectors, transforming as
Vµ →
(
∂yµ
∂xν
)
Vν (2.1)
will be denoted as upper indices, while the indices of covariant vectors, transforming as
Vµ →
(
∂xν
∂yµ
)
Vν (2.2)
3
will be denoted as lower indices; the same applies to higher rank tensors.
Unless otherwise specified, I will work in geometrized units, where c = G = 1.
In section 5 I will use the notation from Thorne [Tho81]: Ak will represent a sequence of k
indices labelled as αi, for i between 1 and k. The same will hold for Bk →
{
βi
}
etc.
Take a tensor with many indices, TAkBj . These indices can be symmetrized and antisym-
metrized, and I will use the following conventions:
T(Ak)Bj =
1
k! ∑
σ∈Sk
Tσ(Ak)J (2.3)
T[Ak ]Bj =
1
k! ∑
σ∈Sk
sign σTσ(Ak)Bj (2.4)
where Sk 3 σ is the group of permutations of k elements, and sign σ is 1 if σ is an even permuta-
tion (it can be obtained with an even number of pair swaps) and −1 otherwise.
3 Relativity
3.1 Special relativity
Special Relativity is a theory which satisfies the following axioms [Lec14]:
1. space and time are homogeneous (i. e. shift-invariant), space is isotropic (i. e. rotation-
invariant);
2. the speed of light is the same in every inertial reference frame;
3. all the laws of physics are written in the same way in every inertial reference frame.
In special relativity, instead of having vectors in 3D space and a time scalar coordinate, we
denote events as points in 4D spacetime, which is an intrinsically flat semi-Riemannian mani-
fold with metric signature (−,+,+,+), with coordinates such as xµ = (t, x, y, z). This is called
Minkowski flat spacetime.
This difference is not just semantic: the spacetime formalism is needed because the axioms
are equivalent to the conservation of the spacetime interval ds2 = ηµν dxµ dxν, and the only
transformations between inertial reference frames which leave it invariant often mix time and
space: they are represented in 4D spacetime as xµ → Λµαxα + aµ, with the Λ αµ being (1, 1)
tensors which satisfy ΛµαΛνβηµν = ηαβ, and a
µ being a generic constant 4-vector.
The flat metric allows us to compute the lengths of vectors, and since it is indefinite there
are nonzero vectors of positive, negative and zero spacetime length. These are respectively called
spacelike, timelike and null-like.
We define the proper time τ by dτ def=
√
−ds2. Unlike coordinate time x0 = t this has the
advantage of being Lorentz-invariant.
We can define a tensorial velocity by differentiating the position with respect to proper time:
uµ def= dxµ
/
dτ . Defined this way, the so-called 4-velocity trasforms like a tensor. If ~v is the regular
three-velocity and v is its magnitude, we define γ = 1/
√
1− v2 and then: uµ = (γ,γ~v).
Now, differentiating any function of position looks like dTAk(xµ)
/
dτ = (∇µTAk) dxµ
/
dτ =
uµ∇µTAk .
Once we have this, we can define the 4-acceleration:
aν =
duµ
dτ
= uµ∇µuν . (3.1)
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The 4-velocity is a unit vector: uµuµ = −1, and by differentiating this relation we get the often
used identity uµaµ = 0.
We also define the 4-momentum pµ = muµ, where m is the rest mass of the body at hand.
The 0-th component of the 4-momentum vector is the energy of the body, while the i-th
components define a new relativistic 3-momentum pi = γmvi: we then have pµpµ = m2 =
E2 − ∣∣p∣∣2.
3.2 Differential geometry and tensor calculus
3.2.1 Metric
The metric tensor gµν is a symmetric (0, 2) tensor which defines a scalar product at every point
in our manifold: x · y = gµνxµyν. It is not intrinsic to the manifold. By integrating the velocity
vector we can find the lengths of curves xµ(λ):
L =
∫ √
gµν
dxµ
dλ
dxν
dλ
dλ . (3.2)
For a flat spacetime we use the Minkowski metric ηµν. In general, in the presence of matter
the manifold will be intrinsically curved (the meaning of this will be discussed in section 3.3.2),
so there will not be a coordinate transformation to cast gµν in the form ηµν. If we choose a certain
point P, however, it is possible to find a transformation so that gµν(P) = ηµν(P), ∂ρgµν(P) = 0
[Car97, pages 49–50].
The spacetime interval ds2, defined with gµν instead of ηµν, is still an invariant scalar.
3.2.2 Tensor calculus
An object such as ∂µAν (the matrix of the partial derivatives with respect to the coordinates of
some vector Aν) does not in general transform as a tensor.
Because of this, we wish to define a new kind of derivative, which is covariant, that is, which
transforms as a tensor. There is not an intrinsic way to do this, but for any choice of covariant
derivative one makes it can be written as
∇µAν = ∂µAν + ΓναµAα . (3.3)
where the rank-3 objects Γ are called Christoffel symbols. They are not tensors: they depend on
the choice of basis eα.
A specific covariant derivative can be chosen by imposing the condition of it being torsion-
free: Γναµ = Γνµα and compatible with the metric: ∇σgµν = 0 . This allows us to have a well-defined
unique covariant derivative. If we make this assumption, the Christoffel symbols can be calculated
as:
Γµνρ =
1
2
gµα
(
∂ρgαν + ∂νgαρ − ∂αgνρ
)
. (3.4)
The covariant derivative is the same as the coordinate derivative for scalars.
We can define the covariant derivative of higher order tensor analogously; adding a Christoffel
symbol for every new index. The symbols corresponding to lower indices have a minus sign: this
can be seen by differentiating a scalar such as∇ν(AµBµ) != ∂ν(AµBµ) and matching the Christoffel
terms.
The divergence of a vector field Aµ can be calculated as:
∇µAµ = 1√−g∂µ
(√−gAµ) (3.5)
where g is the determinant of the metric.
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3.2.3 Geodesics
A path xµ(λ) is called a geodesic if it is stationary with respect to path length. To check whether a
given path is a geodesic we can stationarize the action corresponding to the Lagrangian L(x, x˙) =
gµν x˙µ x˙ν (where we use the notation x˙ = dx
/
dλ ). The Lagrange equations then are:
x¨µ + Γµνρ x˙ν x˙ρ = 0 (3.6)
where Γµνρ are the Christoffel symbols, which can be calculated by differentiating the metric, as
shown in (3.4). L is an integral of these Lagrange equations.
If the parameter λ is taken to be the proper time s, then the equation is
duµ
ds
+ Γµνρuνuρ = 0 . (3.7)
Notice that this is equivalent to the covariant acceleration (3.1) being zero.
3.2.4 Fermi-Walker transport
Take a general vector field Vµ(s) defined along a curve, with the curve’s tangent vector uµ whose
covariant acceleration is aµ. Then we say that Vµ is transported according to Fermi-Walker if it
satisfies
V˙µ = uν∇νVµ = 2Vρu[µaρ] . (3.8)
This condition is always satisfied by Vµ = uµ, since aµuµ = 0, whether or not the curve is a
geodesic: the tangent vector is always Fermi-Walker transported, but it is parallel transported only
for geodesics.
The justification of this definition is the fact that we want the transformations of our reference
frame to be infinitesimal Lorentz boosts, which are generated by antisymmetric tensors, and we
want to forbid any rotations in the plane orthogonal to aµ and uµ.
3.2.5 Tetrads and projectors
We want to work in a reference in which the velocity uµ is purely timelike. This can always
be found by the equivalence principle. Such a reference can be completed into what is called a
tetrad, for which the metric becomes the Minkowski metric in a neighbourhood of the point we
consider.
We call the velocity uµ = Vµ
(0) and complement it with three other vectors V
µ
(i) such that
gµνV
µ
(α)
Vν(β) = η(α)(β) (3.9)
where the brackets around the indices denote the fact that they label four vectors, not the com-
ponents of a tensor.
We can choose the vectors Vµ
(i) so that they are Fermi-Walker transported along the worldline
defined by uµ: this allows us to find the relativistic equivalent of a non-rotating frame of reference.
It is useful to project tensors onto the space-like and time-like subspaces defined by our tetrad
(and we wish to do so in a coordinate-independent manner, so just taking the 0th and i-th com-
ponents in the tetrad will not suffice). We therefore define the projectors:
hµν = uµuν + gµν piµν = −uµuν (3.10)
respectively onto the space- and time-like subspaces defined by the four-velocity.
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3.2.6 Killing vector fields
Suppose there is a certain direction (which, for simplicity, we assume to be along one of our
coordinate axes) along which the metric is preserved: an α˜ such that ∂α˜gµν = 0.
Then the metric properties of curves along the manifold are unchanged if we shift their coor-
dinate representation by a constant along the α˜ coordinate axis.
Let us call the direction of this translation ξµ = δµα˜ if we use this coordinate system. It can be
shown by direct computation that
∇νξµ = 12
(
∂α˜gµν + ∂νgµα˜ − ∂µgνα˜
)
(3.11)
but by hypothesis the first term on the RHS of (3.11) is zero, therefore we have shown that
∇νξµ = ∇[νξµ] in this coordinate frame, but since this is a covariant equation it extends to every
other one.
This can equivalently be stated by writing ∇(νξµ) = 0: this is called Killing’s equation [MTW73,
section 25.2, page 650]. This is useful since: given a geodesic xµ(λ), for which we define uµ =
dxµ
/
dλ , it must be the case that uν∇νuµ = 0. Then, the component of uµ along ξµ (uα˜ = uµξµ) is
conserved:
d
dλ
(
uµξµ
)
= uν∇ν
(
uµξµ
)
=
:0ξµuν∇νuµ +
:0uνuµ∇νξµ ≡ 0 . (3.12)
3.2.7 Surfaces in space-time and acceleration decomposition
We consider 3D space-like surfaces in 4D space-time: if a fluid is moving with velocity uµ, we
denote the solutions of the differential equation associated with the vector field as xµ(ξ i, s), where
ξ i are the 3D coordinates of the starting position and s is the time at which we look at the solution.
Then the “starting” hypersurface is Σ =
{
xµ(ξ i, 0)
}
.
Suppose we have a curve ξ i(τ) in Σ. Then we can define the two-dimensional surface defined
by the evolution of ξ i(τ): xµ(ξ i(τ), s) def= xµ(τ, s). If we also define the “spatial” tangent vector
λµ = dxµ
/
dτ , it follows from Schwarz’s theorem that:
∂2xµ
∂τ∂s
=
∂2xµ
∂s∂τ
=⇒ ∂u
µ
∂τ
=
∂λµ
∂s
. (3.13)
Now let us take the spatial vectors of an orthonormal Fermi-Walker transported tetrad Vµ
(a) as
described in section 3.2.5, and express λµ in this frame: its covariant components will be
X(a) = V(a)µλ
µ . (3.14)
If we differentiate (3.14) with respect to s, and use (3.13) with the fact that ddτ = λ
µ∇µ, we get:
dX(a)
ds
=
dV(a)µ
ds
λµ +V(a)µ
dλµ
ds
(3.15a)
= Vρ
(a)
*0λµuµaρ −
*
0
Vρ
(a)uρλ
µaµ +Vν(a)∇µuν (3.15b)
= Vρ
(a)λ
µ∇µuρ (3.15c)
=
(
∇µuρ
)
Vρ
(a)V
µ
(b)X
(b) (3.15d)
where in the last step we expressed everything with respect to the tetrad coordinate system.
Therefore, in those coordinates, the evolution of the components X(a) is linear, and defined by
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the tetrad components of the two-form ∇µuν [Tau78, section 4]. So, we want to decompose this
tensor:
∇σuτ = ωστ︸︷︷︸
spatial
rotation
+ σστ︸︷︷︸
spatial
shear
+
1
3
θhστ︸ ︷︷ ︸
spatial
compression
− aτuσ︸︷︷︸
acceleration
(3.16)
1. θ = ∇µuµ is the bare trace of the tensor, corresponding to the expansion velocity;
2. aµ = uν∇νuµ is the covariant acceleration;
3. σστ =
(
∇(µuν)
)
hµσhντ − 1/3θhστ = ∇(σuτ) + a(σuτ) − 1/3θhστ is the spatial symmetric trace-
free part of the tensor, which corresponds to the shear stress;
4. ωστ = hνσh
µ
τ∇[νuµ] = ∂[τuσ] + a[τuσ] is the spatial (antisymmetric, trace-free) rotation tensor.
To verify the formulas given for σστ and ωστ it is enough to expand the definitions, simplifying
the terms which contain products of the 4-acceleration and the 4-velocity; also, the terms such as
uµuτ∇σuµ vanish since 0 = uτ∇σ(uµuµ) = 2uµuτ∇σuµ.
3.3 General Relativity
3.3.1 The Equivalence Principle
In the General theory of Relativity we make a stronger claim than that of the axioms of SR, which
are only formulated for inertial reference frames.
The Einstein Equivalence Principle states [Car97, p. 100] that in small enough regions of space-
time the laws of physics are those of special relativity, and we cannot detect gravitational effects
locally. The frame of reference in which we must write the laws for them to appear in their
special-relativistic form is called the Locally Inertial Reference Frame or Local Rest Frame (LRF).
Unlike special relativity, the transformation laws between different reference frames are not
linear, but can be in general be represented as diffeomorphisms.
We model spacetime as a manifold which has intrinsic (basis-independent) curvature; an ob-
ject which is modelled in newtonian mechanics as being in free fall, accelerated by a gravitational
force, is modelled in general relativity as following a geodesic in the manifold.
3.3.2 Curvature
The intrinsic curvature of spacetime is fully described by the Riemann curvature tensor, which is
a fourth rank tensor: for any generic vector Vµ,
RµνρσVν
def
= [∇ρ,∇σ]Vµ . (3.17)
It can be calculated using the Christoffel symbols, and while they are not tensors Rµνρσ is one.
This result follows by expanding all the covariant derivatives in formula (3.17):
Rµνρσ = ∂ρΓ
µ
νσ − ∂σΓµνρ + ΓµρλΓλσν − ΓµσλΓλρν (3.18)
The Christoffel symbols can be nonzero if we choose certain coordinates even for flat space-
time, but the Riemann tensor is zero if and only if the spacetime is flat.
The Riemann tensor satisfies the following identities [MTW73, eqs. 8.45 and 8.76]:
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∇[λRµν]ρσ = 0 (3.19a)
Rµνρσ = R[µν][ρσ] = R[ρσ][µν] (3.19b)
R[µνρσ] = 0 = Rµ[νρσ] . (3.19c)
If we define the Ricci tensor Rµν = R
ρ
µρν and the curvature scalar R = Rµνgµν, we can derive
from (3.19a) the contracted Bianchi identity ∇µR = 2∇νRνµ, which means that ∇µ
(
Rµν − 1/2Rgµν) =
0.
3.3.3 The Einstein Field Equations
They describe the way the presence of matter changes the geometry of spacetime. They in-
volve the stress-energy tensor Tµν which is defined in section 4.2.1 and the Einstein tensor Gµν =
Rµν − 1/2Rgµν, which is the only independent tensor satisfying the following properties: it can
be constructed from only the Riemann tensor and the metric, it vanishes for flat spacetime and it
identically satisfies the conservation laws ∇µGµν = 0.
The field equations (EFE) are:
Gµν = 8piTµν . (3.20)
The constant comes by imposing continuity with the newtonian limit, in which we know the
gravitational field Φ is determined by the matter density ρ0 according to the Poisson equation
∂i∂
iΦ = 4piρ0.
The matter density ρ0 is replaced in the relativistic formulation by T00; as for the gravitational
field Φ, in order to see how it appears in the relativistic formulation we must calculate the weak-
field limit of the Einstein tensor: this is done by assuming the metric is in the form gµν = ηµν+ hµν
with
∣∣∣hµν∣∣∣ ∣∣∣ηµν∣∣∣.
By comparing the geodesic equation we get with this perturbed metric with the equations of
motion of a particle in a newtonian gravitational field we can identify Φ = −1/2h00 [Car97, eq.
4.20]. The expression for the Ricci tensor contains exactly the derivatives needed to get the Lapla-
cian operator which appears in the newtonian Poisson equation: R00 = −1/2∂i∂ih00. Substituting
this into the Einstein Equations (as they appear before the determination of the proportionality
constant) yields 1/2∂i∂ih00 ∝ T00, which can be directly compared with the newtonian limit.
The EFE can be written in a more general way by removing the condition that the LHS vanish
for flat spacetime, and thus including there a cosmological constant term Λgµν with constant Λ. It
is unclear whether this term should appear, and what the value of Λ should be.
3.3.4 The Schwarzschild solution
The EFE are generally very difficult to solve, but they admit analytical solutions in certain special
cases. One of the simplest is that of a central mass M described with spherical coordinates
(t, r, θ, ϕ) and in the presence of spherical symmetry. Here I present a sketch of the procedure
used to derive the metric, following what is done in Carroll [Car97, section 7].
We impose the condition that the stress energy tensor be identically zero for radii greater than
a certain (arbitrarily small) radius, r > rc.
Then, we can write down the most general possible spherically symmetric metric, which turns
out to be [Car97, eq. 7.13]:
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ds2 = −e2α(r,t) dt2 + e2β(r,t) dr2 + r2
(
dθ2 + sin2 θ dϕ
)
(3.21)
and plug this into the equations Gµν = 0 =⇒ Rµν = 0 for all r > rc. We get the result that the
metric possesses a timelike Killing vector field which is orthogonal to a family of hypersurfaces
t = const: therefore it is static, unchanging with time. α and β only depend on r, and we can
show that
e2α(r) = e−2β(r) =
(
1+
C
r
)
(3.22)
for some C. By continuity with the weak-field limit, for which we have the newtonian grav-
itational field Φ = −M/r and g00 = −(1 + 2Φ), one sets C = −2M. Keeping the notation
Φ = −M/r we have:
ds2 = −(1+ 2Φ)dt2 + 1
1+ 2Φ
dr2 + r2
(
dθ2 + sin2 θ dϕ
)
(3.23)
or, equivalently,
gµν = diag
(
−(1+ 2Φ), 1
1+ 2Φ
, r2, r2 sin2 θ
)
. (3.24)
It approaches the spherical-coordinates flat metric η′µν = diag
(
−1, 1, r2, r2 sin2 θ
)
both in the
limit M→ 0 and the limit r → ∞. Its determinant is g = −r4 sin2 θ, so √−g = r2 sin θ.
4 Fluid dynamics
4.1 Nonrelativistic fluid mechanics
Nonrelativistic (compressible) fluid mechanics is described by the equations:
∂tρ0 + ∂i(ρ0vi) = 0 conservation of mass (4.1a)
ρ0
(
∂tvi + vj∂jvi
)
= ∂jσ
ij conservation of momentum (4.1b)
ρ0∂tE + vi∂iE = ∂i
(
σijvj + κ∂iT
)
conservation of energy (4.1c)
where ρ0 is the density of the fluid, vi are the components of the velocity vector field, σij is the
classical stress tensor. E is the energy density of the fluid, κ is the thermal conductivity, T is the
temperature field of the fluid.
We use the compressible formulation in order for these to be closer to their relativistic coun-
terpart, for which compressive effects cannot be ignored.
The nonrelativistic stress tensor can be written as:
σij = −(p− ξ∂kvk)δij + 2η∂(ivj) (4.2)
where p is the (isotropic) pressure, η the viscosity, ξ is the bulk viscosity.1 We are assuming that
the normal stresses are only those exerted by pressure, so the diagonal terms σii (not summed)
must just be −p, and the term −ξ∂kvk must equal η∂(ivi) = 2η∂ivi (not summed). Therefore, by
isotropy, ξ = −2η/3.
1For consistency with the later sections, here we define ξ with the opposite sign to what appears in [Tau78, page
301].
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Note that we are working in Euclidean 3D space, so the metric is the identity and upper and
lower indices are equivalent.
The energy density is the sum of kinetic and internal energies:
E = vivi/2+ ε (4.3)
where ε is the specific internal energy.
4.2 The relativistic fluid
We want to develop a formalism to treat a fluid dynamical problem in the presence of relativistic
speeds and strong gravitational fields, such as in spherical accretion onto a black hole. It will
have to be fully relativistic: the conservation laws will have to be written as tensorial equations.
We treat the fluid as a continuous medium which will have a certain density of particles per
unit volume n: that is, what we consider “infinitesimal” is not actually arbitrarily small but should
be considered much smaller than the characteristic lengths of the problem, while still containing
many particles.
The 4-current of particles is Nµ = nuµ, where uµ is the 4-velocity field of the fluid. If these
particles have a certain rest mass m0, we can then define the rest-mass-flow vector ρ0uµ = m0Nµ,
which is conserved: ∇µ(ρ0uµ) = 0, since particles do not spontaneously appear or disappear
nor change their rest mass. The presence of particles with different rest masses can be easily
accounted for by adding the mass flow vectors.
Particles in a fluid can have three kinds of energy we concern ourselves with: rest mass,
kinetic energy and other forms of energy (thermal, chemical, nuclear. . . ). We can always perform
a change of coordinates to bring us to the Local Rest Frame, in which the kinetic energy is zero.
Do note that, since our volume element is not actually arbitrarily small, being in the LRF only
means that, locally, the average velocity of the fluid is purely timelike: the temperature can be
nonzero, so in the LRF the particles in the volume element will still have isotropically distributed
nonzero velocities.
We write the sum of mass-energy and internal energy as ρ = ρ0(1 + e), the energy density of
the fluid in its Local Rest Frame, while ρ0 is the mass density in the LRF. So, e is the ratio of the
internal non-mass energy to the mass.
4.2.1 Stress-energy tensor
The stress-energy tensor Tµν is a symmetric (2, 0) tensor whose µ, ν components are defined as
the flux of µ-th component of the four-momentum pµ through a surface of constant coordinate
xν.
Because of our choice of the metric signature, the spatial part of the tensor corresponds to the
negative of the classical continuum-mechanics stress tensor: Tij = −σij, since that tensor describes
the stresses on the “box” of fluid [Mor16].
To give an example: for a gas of non-interacting particles, the stress-energy tensor is very
simple: the momentum density is ρuµ, and then to obtain the flow through a surface of constant
xν we just need to multiply by uν, so in the Local Rest Frame we have:
Tµν = ρuµuν =

ρ 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
 . (4.4)
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The fact that momentum is conserved (which follows from Noether’s theorem applied to the
translational invariance of spacetime) can be expressed as the statement that the stress-energy
tensor is conserved: ∇µTµν = 0.
In our example, this can be written as
ρ(aν + uν(∇µuµ)) + uν dρdτ = 0 . (4.5)
4.2.2 Relativistic non-ideal fluid dynamics
The evolution of the fluid is described by the conservation of the stress-energy tensor ∇µTµν = 0
and the conservation of mass ∇µ(ρ0uµ) = 0.
If we wanted to analyze our fluids without any approximation we would need to consider
the stress-energy tensor of the fluid when solving the Einstein Field Equations: this can be done
but it makes the geometry of the system significantly harder to work with, and since we wish
to consider other effects such as heat transfer and viscosity throughout the fluid we assume the
fluid is not self-gravitating, that is, we solve the conservation equations in a fixed Schwarzschild
metric background. This assumption is reasonable in our case: the components of the stress-
energy tensor of the infalling gas are much smaller than those of the black hole.
Any stress-energy tensor can be decomposed into its space and time-like parts in the local rest
frame of the fluid:
Tµν = wuµuν + 2w(µuν) + wµν (4.6)
where [Tau48, eqs. 8.2, 8.3, 8.5]:
w = Tµνuµuν = ρ0(1+ ε) = ρ rest energy (4.7a)
wµ = Tνσhσµu
ν = −κhσµ(∂σT + Taσ) heat conduction (4.7b)
wµν = Tρσh
ρ
µhσν =
(
p− ξθ)hµν − 2ησµν pressure and viscous stresses. (4.7c)
Do note that by definition the tensors wµ and wµν are purely spatial: uµwµ = uµwµν = 0.
For the definition of the acceleration, vorticity etc. see equation (3.16).
As in section 4.1 η is the viscosity, ξ is the bulk viscosity, κ is the thermal conductivity, T is
the temperature field, p is the pressure field, ρ0 is the rest mass density while ρ = ρ0(1+ ε) is the
energy density measured in the Local Rest Frame.
Equivalently, we can write
Tµν = T
p
µν − TVµν + Thµν (4.8a)
= wuµuν + phµν − ξθhµν − 2ησµν + 2w(µuν) (4.8b)
perfect fluid viscous stresses heat conduction.
In the nonrelativistic limit the velocity is approximately uµ = (1, vi), so the conservation of
mass becomes (4.1a), while we can obtain both the conservation of energy (4.1c) and the conser-
vation of momentum (4.1b) from the four equations of conservation of the stress-energy tensor,
projected respectively onto the 4-velocity and the subspace orthogonal to it.
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4.2.3 Viscous and heat-flow relativistic forces
If we consider the spatial components of the conservation equations by applying hσµ∇ν to the
formulation of the stress-energy tensor given in (4.8) we get:
hσµ∇ν
(
(p + ρ)uµuν + pgµν
)
= hσµ∇ν
(
TµνV − Tµνh
)
(4.9a)
(ρ+ p)aσ + hσν∂
νp = hσµ∇ν
(
+ξθhµν + 2ησµν − 2w(µuν)
)
(4.9b)
= ∇νTσνV − uσ
(
ξθ2
3
+ 2ησµνσµν
)
︸ ︷︷ ︸
F σV
−∇ν(wσuν)− wν∇νuσ + aµwµuσ︸ ︷︷ ︸
F σh
.
(4.9c)
The vectors F σV,h are relativistic forces on the fluid due respectively to viscosity and heat flow.
The equations in (4.9c) are four, but they were projected into a three-dimensional subspace so
their component along the velocity is trivial, therefore we say that, practically speaking, they are
three independent equations: the relativistic generalization of the Navier-Stokes equations.
4.2.4 The Second Principle in General Relativity
Because of the conservation of the stress-energy tensor, we have:
∇ν
(
uµTµν
)
= Tµν∇νuµ . (4.10)
Let us also consider the fundamental thermodynamic relation, which follows from the first and
second principles in classical thermodynamics, as a definition for the scalar entropy per unit rest
mass S:
T dS = dε+ p d
1
ρ0
. (4.11)
Claim 4.1. We can mold equation (4.10) into a version of the second principle of thermodynamics
T∇µSµ = ξθ2 + 2ησµνσµν + w
µwµ
κT
≥ 0 (4.12)
where we define Sµ = ρ0Suµ + wµ/T.
Proof. We will need the decompositions of the derivative of velocity (3.16), of the stress-energy
tensor (4.6), (4.7), the expression of differential entropy (4.11) and the conservation of mass
∇µ(ρ0uµ) = 0.
First of all, the LHS of (4.10) can be greatly simplified by noticing that uµwµ = uµwµν = 0, so
it becomes
∇ν
(
uµTµν
)
= ∇ν
w uµuµ︸ ︷︷ ︸
−1
uν + uµwµ︸ ︷︷ ︸
0
uν + uµuµ︸ ︷︷ ︸
−1
wν + uµwµν︸ ︷︷ ︸
0
 (4.13a)
= ∇ν
(−uνρ0(1+ ε)− wν) (4.13b)
= −ρ0uν∂νε−∇νwν . (4.13c)
In the RHS of (4.10) many terms cancel as well because they contain contractions of space and
timelike indices: we get
(
∇νuµ
)
Tµν =
(
ωνµ + σνµ +
1
3
θhνµ − aµuν
)
(wuµuν + wµuν + uµwν + wµν) (4.14a)
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= wµν
(
ωµν + σµν +
θhµν
3
)
+ aµwµ (4.14b)
=
((
p− ξθ)hµν − 2ησµν)(ωµν + σµν + θhµν3
)
+ aµ
(
−κhµσ
(
∂σT + Taσ
))
(4.14c)
=
(
p− ξθ)θ − 2ησµνσµν − κaµ∂µT − κTaµaµ . (4.14d)
So far, we have:
− ρ0uν∂νε−∇νwν =
(
p− ξθ)θ − 2ησµνσµν − κaµ∂µT − κTaµaµ . (4.15)
Let us rearrange (4.15) in a convenient way:
+ ρ0uν∂νε+ pθ = −∇νwν + ξθ2 + 2ησµνσµν + κaµ∂µT + κTaµaµ . (4.16)
Now let us consider a quantity we wish to obtain from these manipulations: T∇µSµ. It can be
expanded using the continuity equation into:
T∇µSµ = T∇µ
(
ρ0Suµ +
1
T
wµ
)
= Tρ0uµ∂µS +∇µwµ − wµ∇µTT . (4.17)
We can turn the differentials in (4.11) into proper-time derivatives: d → d/dτ = uµ∂µ. Also,
we can use the continuity equation to see that uµ∂µρ0 = −ρ0θ. Then (4.11) becomes:
T
dS
dτ
=
dε
dτ
− p
ρ20
dρ0
dτ
=
dε
dτ
+
pθ
ρ0
. (4.18)
So we can write the LHS of (4.16), using the identities in equation (4.17) and (4.18):
ρ0
(
uν∂νε+
pθ
ρ0
)
= ρ0Tuν∂νS = T∇µSµ −∇µwµ + 1T w
µ∇µT . (4.19)
Let us substitute (4.19) into (4.16), and then subtract the desired result (4.12) from the equation:
this way, if we get an identity the proof will be complete (this may seem circular, but it is done
just for convenience in the algebraic manipulations: to get a more rigorous argument one may
just reverse the steps, using the identity (4.20b) in equation (4.20a) to get equation (4.12)).
T∇µSµ −∇µwµ + 1T w
µ∇µT = −∇νwν + ξθ2 + 2ησµνσµν + κaµ∂µT + κTaµaµ (4.20a)
−∇µwµ + 1T w
µ∇µT = −∇νwν + κaµ∂µT + κTaµaµ − w
µwµ
κT
(4.20b)
+
1
T
wµ∇µT = +κaµ∂µT + κTaµaµ − w
µwµ
κT
. (4.20c)
The last term in (4.20c) looks like:
wµwµ
κT
=
1
κT
κ2hσµh
µν(∂σT + Taσ)(∂νT + Taν) = κ
(
hµν
T
∂µT∂νT + 2aµ∂µT + Taµaµ
)
. (4.21)
Inserting the identity in (4.21) and making the last wµ explicit in (4.20c) we get:
− 1
T
κhµσ
(
∂σT + Taσ
)
∂µT = +κaµ∂µT + κTaµaµ − κ
(
hµν
T
∂µT∂νT + 2aµ∂µT + Taµaµ
)
(4.22a)
+
1
T
hµν∂νT∂µT + hµνaν∂µT = −aµ∂µT − Taµaµ +
(
hµν
T
∂µT∂νT + 2aµ∂µT + Taµaµ
)
(4.22b)
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0 = −aµ∂µT − Taµaµ +
(
aµ∂µT + Taµaµ
)
(4.22c)
Thus we have proved the equation in (4.12); the inequality follows directly from the fact that
we are considering square moduli of spacelike vectors, and the coefficients such as ξ are assumed
to be positive.
If we assume that the fluid is in equilibrium (∇µSµ = 0) then we must have θ = 0 (no
compression), σµν = 0 (no shear stresses), wµ = 0: the interpretation of this last equation is
slightly harder, but it is equivalent to the statement that, in the LRF, the log-temperature gradient
is purely spatial and it defines the acceleration, by aσ = −∂σ log T.
4.2.5 Ideal fluids
They are fluids with η = ξ = κ = 0, that is, without viscosity (neither bulk nor shear) nor heat
transmission. They are described by the following stress-energy tensor:
Tµν = ρuµuν + phµν = ρ0huµuν + pgµν (4.23)
where h = (p + ρ)/ρ0 is the specific enthalpy. If our fluid is ideal then the RHS of (4.12) is zero
and so is wµ, therefore T∇µSµ = T∇µ
(
ρ0Suµ
)
= Tρ0uµ∂µS by the continuity equation. So, S is
conserved along the world-lines of the fluid.
Also, the RHS of (4.9c) is zero, therefore we get the Euler equation:
(p + ρ)aµ + hµν∂νp = 0 . (4.24)
4.2.6 Speed of sound
The definition of the adiabatic speed of sound is v2s = (∂p
/
∂ρ )s: here we give a justification for
it, following an exposition by Yoshida [Yos11].
We work in Minkowski spacetime, where gµν = ηµν, and with an ideal fluid, for which Tµν =
(p + ρ)uµuν + pηµν. Then, the equations of conservation of mass and momentum read:
ρ0∂µuµ + uµ∂µρ0 = 0 mass (4.25a)
uµ
(
∂µρ− h∂µρ0
)
= 0 momentum along uµ (4.25b)
(p + ρ)aµ + hµρ∂ρp = 0 momentum normal to uµ (4.25c)
where h is the specific enthalpy. If we consider small perturbations p → p + δp, ρ0 → ρ0 + δρ0,
ρ → ρ+ ∂ρ, uµ → (1, δux, 0, 0) (the normalization condition is satisfied to first order in δux) we
get the following simplification of our three equations, up to first order in the perturbations:
∂x(δux) = −∂t(δρ0)
ρ0
(4.26a)
∂t(δρ)− h∂t(δρ0) = 0 (4.26b)
−(p + ρ)∂t(δux) = ∂x p . (4.26c)
We manipulate these by differentiating and substituting, in order to eliminate the dependence
on δux and ρ0, and get:
∂tδρ+ (p + ρ)∂x(∂ux) = 0 (4.27a)
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∂xδp + (p + ρ)∂t(∂ux) = 0 (4.27b)
which simplifies to ∂2ttδρ− ∂2xxδp = 0.
We can write this as the wave equation
(
v−2s ∂2tt − ∂2xx
)
δp = 0, where we define v2s = ∂p
/
∂ρ ,
the square of the characteristic velocity of propagation vs.
4.3 Bondi accretion: the adiabatic case
We now apply the formalism developed in this section to the problem of spherical accretion into
a black hole the adiabatic case, where we model the gas as an ideal fluid.
We assume the geometry of the spacetime is described by the Schwarzschild metric (3.23) and
make the following assumptions:
1. spherical symmetry: ∂θ = ∂ϕ = 0;
2. stationarity: ∂t = 0.
4.3.1 Fiducial congruence
The comoving tetrad defined by the fluid’s motion is called the fiducial congruence reference.
Claim 4.2. When written with respect to the usual spherical coordinates (t, r, θ, ϕ) the fiducial congruence
looks like:
tˆ = et = uµ =
(
γ2/y,−yv, 0, 0
)
(4.28a)
rˆ = er = aµ/
√
aρaρ =
(
−vγ2/y, y, 0, 0
)
(4.28b)
θˆ = eθ = (0, 0, 1/r, 0) (4.28c)
ϕˆ = eϕ =
(
0, 0, 0, 1/(r sin(θ))
)
(4.28d)
where γ is the Lorentz factor (γ = 1/
√
1− v2), and y = γ√1+ 2Φ = γ√1− 2M/r is the “energy-at-
infinity per unit rest mass” (see [TFZ˙81, equation 3]).
Proof. We start by proving that rescaling the vectors (uµ, aµ, eθ , eϕ) gives us a comoving tetrad.
They are clearly orthogonal, let us show that they are Fermi-Walker transported (see equation
(3.8)); notice that the condition of being FW-transported is 1-homogeneous, so proving it before
or after normalization makes no difference. For the velocity uµ ∝ tˆ we have
uν∇νuµ = aµ = uρ(uµaρ − uρaµ) = −(uρuρ)aµ . (4.29)
For the acceleration aµ ∝ rˆ we need the following identity: 0 = d(uµaµ)
/
dτ = aµaµ +
uµ daµ
/
dτ . We multiply this by uµ to get: uµ(aρaρ) = daµ
/
dτ .
Then, we can prove:
uν∇νaµ = aρ(uµaρ) = aρ(uµaρ − uρaµ) . (4.30)
In the proof for the θˆ and ϕˆ vectors, the RHS vanishes immediately since the time-radial
surface to which the velocity and acceleration belong is orthogonal to the sphere’s surface; the
LHS instead vanishes since it is a derivative with respect to proper time, therefore along the
fluid’s flow lines, which all lie in the time-radial surface.
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Now, we need to show that the velocity and the acceleration actually have the form shown
in (4.28): for the velocity, it is enough to impose the normalization uµuµ = −1, and to consider
an observer with velocity kµ who is stationary with respect to the spherical coordinates: by
normalization their 4-velocity will be kµ = (1/
√
g00, 0, 0, 0), and the local transformation between
the frames will be a Lorentz transformation with factor γ defined by the fluid’s velocity, therefore
it must hold that γ = −kµuµ.
Since g00 = −y2/γ2 we have:
γ = −kµuνgµν = −u0 g00√−g00 = u
0√−g00 = u0 y
γ
(4.31)
which gives us u0 = γ2/y, while for u1 we must impose (already knowing that u2 = u3 = 0):
−1 = (u0)2g00 + (u1)2g11 (4.32a)
= −
(
γ2
y
)2(
y
γ
)2
+ (u1)2
γ2
y2
(4.32b)
−1+ γ2 = (u1)2γ
2
y2
(4.32c)
y2(− 1
γ2
+ 1) = (u1)2 (4.32d)
y2v2 = (u1)2 . (4.32e)
We now have a choice for the sign of the radial component of the velocity: since we are
modelling acccretion, we choose u1 < 0 (with v > 0).
As for aµ, we do not need to compute the covariant derivative since the two components
of the normalized vector we want are determined by uµaµ = 0 = uµrˆνgµν and the normaliza-
tion condition rˆ · rˆ = 1. The first one translates to rˆ0y2 + rˆ1vγ2 = 0 and the second one to
(rˆ0)2(−y2/γ2) + (rˆ1)2(γ2/y2) = 1, since we know the other two components of the accelera-
tion are zero. Solving this system for the two unknown components yields precisely the desired
expression.
The θˆ and ϕˆ vectors just need to be rescaled, and they will need to become 1/
√
g22 and 1/
√
g33
respectively.
4.3.2 The equations of motion
The first equation we consider is the conservation of mass: if ρ0 is the rest mass density of the
fluid, we must have ∇µ
(
ρ0uµ
)
= 0. This, using the formula for covariant divergence (3.5), yields:
d
dr
(
ρ0yvr2
)
= 0 . (4.33)
In the newtonian limit both γ and y approach 1; also, the infalling mass rate M˙ at a certain
radius is ρ0(r)v(r)4pir2. Then, by continuity to the newtonian limit, the quantity which is constant
with respect to the radius must be M˙/(4pi): therefore
M˙ = 4piρ0yvr2 . (4.34)
The second equation we consider is the Euler equation (4.24), which follows from the spatial
projection of the conservation of the stress-energy tensor: because of spherical symmetry, the
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only nontrivial component of this is the radial one, so we need to calculate a1 = uµ∇µu1 =
du1
/
dτ + Γ1µνuµuν. To do this we will need the radial Schwarzschild Christoffel coefficients:
Γ1µν =

M(−2M+r)
r3 0 0 0
0 Mr(2M−r) 0 0
0 0 2M− r 0
0 0 0 (2M− r) sin2 (θ)
 (4.35)
while the proper-time derivative is d
/
dτ = uµ∂µ = yv∂1. Plugging in the expression for the only
relevant component of hµν, h11 = g11 + u1u1 = (1 + 2Φ)(1 + v2γ2) = y2 we get, after a lengthy
computation,
a1 = y2
(
γ2v
dv
dr
+
M
(1+ 2Φ)r2
)
. (4.36)
Substituting this into the (radial component of the) Euler equation (4.24) we get
(p + ρ)y2
(
γ2v
dv
dr
+
M
(1+ 2Φ)r2
)
= −h11∂1 p = −y2∂1 p (4.37a)
γ2v
dv
dr
+
M
(1+ 2Φ)r2
+
1
p + ρ
dp
dr
= 0 . (4.37b)
The third equation we consider is the projection of the conservation of the ideal fluid stress
energy tensor onto the 4-velocity, −uµ∇νTµν = 0, which can be written as dρ
/
dτ + (p+ ρ)θ = 0;
using the conservation of mass, it can be cast into dρ0
/
dτ + ρ0θ = 0 or θ = −ρ−10 dρ0
/
dτ .
Therefore we get an equation for the variation of the total internal energy, which holds for
ideal fluids at constant entropy:
dρ
dτ
=
p + ρ
ρ0
dρ0
dτ
or
(
∂ρ
∂ρ0
)
s
=
p + ρ
ρ0
def
= h (4.38)
where h is the specific enthalpy.
4.3.3 The Bernoulli equation
From these we can show that
Claim 4.3. The quantity γh
√
1+ 2Φ = yh , is a constant of motion.
Proof. First of all, by direct computation it can be shown from the definition of y that
γ2v
dv
dr
+
M
(1+ 2Φ)r2
=
d log y
dr
. (4.39)
Then, following Gourgoulhon [Gou06, section 6.3] we find that dp = ρ0 dh in the isentropic
case, therefore
1
ρ+ p
dp
dr
=
d log h
dr
(4.40)
so we can substitute the results in (4.39) and (4.40) into (4.37b):
d log h
dr
+
d log y
dr
=
d log
(
hy
)
dr
= 0 . (4.41)
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In the nonrelativistic, weak-field limit this becomes:Bernoulli’s theorem, the classical law of
conservation of energy density,
γh
√
1+ 2Φ ≈ p
ρ0
+
v2
2
− M
r
+ e = const . (4.42)
4.3.4 Simplifying the equations of motion
We want to write the equations of motion with the formalism of logarithmic derivatives: we re-
place all the derivatives which were with respect to r, d
/
dr , with derivatives with respect to log r,
which properly speaking would be ill-defined but we understand to mean d
/
d log r def= r d
/
dr ;
a more formal approach to this definition would be to use an adimensional radial coordinate
r/(2M) as is done in [NTZ91], but for consistency with [Nob00] I will not use that notation.
We can recast the mass conservation equation (4.33) using logarithmic derivatives, since when
a quantity has zero derivative its logarithm also does:
d log ρ0
d log r
+
d log yv
d log r
+ 2 = 0 . (4.43)
With the same approach we can recast all the equations we found as the following system, in
which we introduce the notation of primes denoting derivatives with respect to log r:
y′
y
+
p′
p + ρ
= 0 Euler equation (4.44a)
ρ′ − hρ′0 = 0 energy equation (4.44b)
(yv)′
yv
+
ρ′0
ρ0
+ 2 = 0 mass conservation. (4.44c)
We can express the gradients of ρ and P in terms of the logarithmic derivatives of ρ0 and T as
follows:
ρ′
p + ρ
= A
ρ′0
ρ0
+ B
T′
T
(4.45a)
p′
p + ρ
= a
ρ′0
ρ0
+ b
T′
T
(4.45b)
where the parameters A, B, a and b are defined by:
A =
ρ0
p + ρ
(
∂ρ
∂ρ0
)
T
B =
T
p + ρ
(
∂ρ
∂T
)
ρ0
(4.46a)
a =
ρ0
p + ρ
(
∂p
∂ρ0
)
T
b =
T
p + ρ
(
∂p
∂T
)
ρ0
; (4.46b)
the subscripts T and ρ0 on the derivatives mean that the denoted quantity should be held constant
when differentiating.
These are related by the reciprocity relation [Fla82, eq. B3]: A + b = 1.
When inserting these relations into equation (4.44b) we get:
0 =
(
A
ρ′0
ρ0
+ B
T′
T
− ρ
′
0
ρ0
)
(p + ρ) (4.47a)
=
T′
T
+
A− 1
B
ρ′0
ρ0
(4.47b)
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=
T′
T
− b
B
ρ′0
ρ0
(4.47c)
=
T′
T
− (Γ− 1)ρ
′
0
ρ0
(4.47d)
where we define the local adiabatic exponent Γ = 1+ b/B.
When we insert the relations into equation (4.44a) we get:
0 =
y′
y
+ a
ρ′0
ρ0
+ b
T′
T
(4.48a)
=
y′
y
+ a
ρ′0
ρ0
+
b2
B
ρ′0
ρ0
(4.48b)
=
y′
y
+ v2s
(
−2− (yv)
′
yv
)
(4.48c)
=
(
(yv)′
yv
− v
′
v
)
+−v2s
(
2+
(yv)′
yv
)
(4.48d)
= (v2 − v2s )
(yv)′
yv
− 2v2s +
M
y2r
(4.48e)
where we used: the fact that v2s =
(
∂p
/
∂ρ
)
s
= a + b2/B = a + b(Γ − 1) [Fla82, eq. B12],
the energy equation (4.47d), the conservation of mass equation (4.43), and the identity we now
derive, starting from the expression for the logarithmic derivative of y (4.39):
y′
y
= γ2v2
v′
v
+
Mγ2
y2r
(4.49a)
= (γ2 − 1)v
′
v
+
Mγ2
y2r
(4.49b)
= γ2
(
v′
v
+
M
y2r
)
− v
′
v
(4.49c)
(1− v2) (yv)
′
yv
=
v′
v
+
M
y2r
(4.49d)
(yv)′
yv
− v
′
v
= v2
(yv)′
yv
+
M
y2r
(4.49e)
y′
y
= v2
(yv)′
yv
+
M
y2r
(4.49f)
The system which describes the motion is then given by equations (4.47d), (4.48e) and by
(4.44c), which remains unchanged. This is a system of three first-order differential equations in
the varibles T, yv and ρ0 (y and v can be recovered since we have an explicit definition in the form
y = y(v)), which would ordinarily need three boundary conditions, but actually we only need
two.
When v = vs, the logarithmic derivative of yv term in (4.48e) vanishes: then, either r =
2vsy2/M or the logarithmic derivative diverges. Since the latter condition is unphysical, we must
consider the former, which defines a radius rs, and impose v(rs) = vs.
This constrains the acceptable solutions, and allows the solution to be fully determined by just
imposing two conditions, such as ρ0(r → ∞) = ρ∞ and T(r → ∞) = T∞.
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5 Radiative effects in spherical accretion
5.1 Thorne’s PSTF moment formalism
The PSTF moment formalism was developed by Thorne [Tho81] in order to treat radiation energy
transfer to an arbitrarily high degree of accuracy: it is fully relativistic, and — in the presence
of certain symmetries, such that it is possible to use its scalar-moments version, which will be
developed in section 5.2.3 — it gives rise to an infinite number of ordinary linear first-order
differential equations for the various scalar moments, which can be truncated at a certain order.
In the presence of those symmetries the scalar moments fully describe the radiation; truncating
the sequence of differential equations at order 6÷ 8 probably gives a reasonably high degree of
accuracy in all cases [TN88, p. 1285].
5.1.1 Mathematical introduction
We start by introducing the mathematical operations which will need to be applied to the moment
tensors.
Given any tensor Aµ1 ...µk = AMk we can use the tensor hµν to project it into the space-like
subspace defined by the velocity uµ:
AMk →
(
AMk
)P
=
(
k
∏
i=1
hµiνi
)
AMk . (5.1)
Then, we can take the symmetric part of any tensor as outlined in section 2:
AMk →
(
AMk
)S
= A(Mk) . (5.2)
We can select the trace-free part of a projected, symmetric tensor by
Aµ1 ...µk → (Aµ1 ...µk)TF =
bk/2c
∑
i=0
(−1)i k!(2k− 2i− 1)!!
(k− 2i)!(2k− 1)!!(2i)!! h
(α1α2 . . . hα2i−1α2i Aα2i+1 ...αk)β1 ...βi β1 ...βi .
(5.3)
To see what this produces, let us consider its action on a rank-two projected tensor: it is just
the subtraction of its trace,
Aµν → Aµν − 1
3
hµνAρρ . (5.4)
Now, let us consider all the unit vectors nµ in the space normal to the velocity, which have
nµuµ = 0 and nµnµ = 1. They span the sphere S2.
If we have a function F : S2 → R, we can decompose it into harmonics as:
F(n) =
∞
∑
k=0
Fα1 ...αk
k
∏
i=0
nαi (5.5)
where the PSTF moments Fα1...αk can be computed as
Fα1...αk =
(2k + 1)!!
4pik!
(∫
F
k
∏
i=0
nαi dΩ
)TF
. (5.6)
In particular, the function we will apply this to is the distribution of electromagnetic radiation
around the black hole. So, we consider a photon, whose trajectory in spacetime is parameterized
as γ(ξ), with a choice of ξ such that the photon’s momentum is p = d
/
dξ .
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Now, our observer has a timelike velocity uµ. We can find a spacelike vector nµ corresponding
to the space-like part of the movement of the photon, or
pµ = (−uνpν)(uµ + nµ) . (5.7)
It must hold that uµuµ = −1 while nµnµ = +1 in order for pµ to be null-like. Now, we define
a parameter l which corresponds to the space distance the photon moved through in this frame
(l is not covariant!)
l =
∫
(−uνpν)dξ (5.8)
now, d
/
dl is parallel to p but it has different length, in fact since dl
/
dξ = (−uνpν) it is d
/
dl =
(nµ + uµ)∂µ.
It holds ([Tho81, eq. 2.17], with the notation from (3.16)), that
dν
dl
= (uµ + nµ)∇µ(−pνuν) = −ν
(
nµaµ +
θ
3
+ nµnνσµν
)
. (5.9)
We want to quantify the number density of photons in relation to their momentum. We
assume the radiation is unpolarized, therefore for each unit h3 cell in phase space there can be 2
photons: so we denote the distribution function of the photons as 2N(xµ, pµ).
It is known that the volume element dVp = d3 p /p0 is Lorentz invariant (see [MTW73, box
22.5]). We can write this using the photons’ frequency ν = −pµuµ/h as dVp = νdΩdν.
Let us define the specific radiative intensity as
Iν =
δE
δAδtδνδΩ
=
hνδN
δAδtδνδΩ
(5.10)
where δA denotes an infinitesimal area the photons are coming through, δt an infinitesimal time,
δν an infinitesimal photon frequency, δΩ an infinitesimal solid angle.
Then, the number density of photons in phase space is [MTW73, figure 22.2]
2N(xµ, pµ)
h3
=
δN
VxVp
=
δN
h3ν2δAδtδνδΩ
=
1
h4ν3
Iν (5.11)
therefore Iν = 2Nν3h.
Now, we want to describe the variation of the occupation number N with respect to the
photons’ trajectories’ parameter l. We encapsulate all possible effects into a source term S:
S
def
=
d
dl
2N(xµ, pµ) = 2
(
∂N
∂xµ
dxµ
dl
+
∂N
∂pµ
dpµ
dl
)
(5.12)
since the occupation number can be thought of as just a function of the spatial components of the
momentum.
Since d
/
dl = (nµ + uµ)∂µ and the covariant derivative of pγ is zero (since the photon’s
trajectory is a geodesic), we can compute
dpγ
dl
= (nµ + uµ)∇µpγ − Γγαβpα(uβ + nβ) = −Γγαβpα(uβ + nβ) . (5.13)
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5.1.2 Moments’ definitions
In this subsection I will follow Thorne [Tho81] in his usage of units where c = h = 1.
We define the (unprojected) k-th moments of radiative transfer:
MAkν
def
=
∫
2N
δ(ν− (−pνuν))
νk−2
k
∏
i
pαi dVp (5.14a)
=
∫ (
2Nν3
)1
ν
δ(ν+ pνuν)
k
∏
i
(
pαi
ν
)
(νdΩdν) (5.14b)
=
∫
Iν
k
∏
i
(nαi + uαi)dΩ . (5.14c)
In general, we can compute the k-th moments of any function just as here we computed those
of 2N = Iν/ν3: if we apply this procedure to the the source termSwe get the following moments:
SAkν = ν3
∫
SS
k
∏
i
(nαi + uαi)dΩ . (5.15)
5.1.3 Redshift-adapted version
Thorne [Tho81] also defines a redshift-adapted version of the moments’ definition: if R is a univer-
sal redshift functions, such that R(pνuν) is conserved along every photon geodesic pµ∇µpν = 0,
that is, R allows us to calculate the redshift between any two points A, B which are connected by
a geodesic as νA/νB = RB/RA.
Then, we define MAkf = M
Ak
ν /R.
5.1.4 Frequency-integrated version
We may not wish to consider the frequency dependence of the radiation, but instead to treat all
radiative transfer “in bulk”: to this end, we define the frequency-integrated moments:
MAk =
∫
MAkν dν (5.16)
and the same is applied to the source moments SAkν → SAk .
Since this includes the radiation intensity from all frequencies, we have direct interpretations
for the first moments:
M =
∫
Iν dΩdν energy density of radiation
(5.17a)
Mα =
∫
Iν(nα + uα)dΩdν (M0, Mi) = (energy density of radiation, energy flux)
(5.17b)
Mαβ =
∫
Iν(nα + uα)(nβ + uβ)dΩdν stress-energy tensor of radiation.
(5.17c)
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5.1.5 The moment equations
These can be derived from the transport equation, see Thorne [Tho81, eq. 3.14]. I present them
only in the grey (frequency-integrated) case:
∇βMAkβ − (k− 1)MAkβγ(∇γuβ) = SAk . (5.18)
The moments (the frequency-integrated MAk , but also the full moments MAkν and the redshift-
adapted ones MAkf ) satisfy the following:
MAkβ β = 0 (5.19a)
uβMAkβ = −MAk (5.19b)
hβγMAkβγ = MAk . (5.19c)
So, the k-th moment contains all the information about the l-th moments with l ≤ k; also, to
get lower-order moments we take partial traces onto space- and time-like subspaces: therefore
the unique information to the k-th moment, which is not redundantly expressed in lower-order
moments, is in its PSTF part:
M Ak =
(
MAk
)PSTF
. (5.20)
The same can be applied to MAkν and M
Ak
f , to the moment equations (5.18) and to the source
moments SAk → S Ak . Since we are taking the projection onto the space-like subspaces, we can
simplify the expression of the PSTF moments: all the terms which contain at least a four-velocity
vanish, therefore:
M Ak =
(∫
I∏
i
nαi dΩ
)TF
(5.21)
where I =
∫
Iν dν. The first PSTF moments also have physical interpretations:
M =
∫
I dΩ energy density of radiation (5.22a)
M α =
∫
Inα dΩ energy flux of radiation (5.22b)
M αβ =
∫
Inαnβ dΩ shears in the stress-energy tensor of radiation. (5.22c)
We can write the stress-energy tensor Tµν = Mµν with the PSTF moments (see [Tho81, eq.
4.9]):
Tµν =M uµuν + 2M (µuν) +M µν +
1
3
M hµν (5.23)
and compare these to the expression of the components of the stress-energy tensor (4.7) to get the
following identifications:
M = w = ρ (5.24a)
M µ = wµ = −κhµσ
(
∂σT + Taσ
)
(5.24b)
M µν +
1
3
M hµν = (p− ξθ)hµν − 2ησµν (5.24c)
and since the photons’ paths are geodesics in this case θ = 0, for the components proportional to
hµν of equation (5.24c) we just get ρ = 1/3p, which is what we expect for a photon gas. For the
traceless part of the equation, we get M µν = −2ησµν.
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5.1.6 The PSTF moment equations
We want to express the grey moment equations (5.18) in terms of the PSTF moments. This can be
done as follows: an expression can be found for the full moments in terms of the PSTF moments
in [Tho81, eq. 4.10c]:
MAk =
k
∑
l=0
b k−l2 c
∑
j=0
1
(2j)!!(k− l − 2j)!
k!
l!
(2l + 1)!!
(2l + 1+ 2j)!!
M (Al
l+2j−1
∏
i=l+1
hαiαi+1
k
∏
x=l+2j+1
uαx) (5.25)
where all the indices of the M , h and u are meant to be symmetrized.
We insert this into the moment equations and expand, making use of the decomposition of
the covariant derivative of the 4-velocity (3.16).
Then, we should take the PSTF part of the equations. This yields a very complicated expres-
sion, so here I record only the implicit formula given in Thorne [Tho81, eq. 4.11c]:
∇βM Akβ + uβ∇βM Ak + k2k + 1∇αkM Ak−1 − (k− 1)M Akβγσβγ
− (k− 1)M Akβaβ + 43M
Akθ +
5k
2k + 3
M Ak−1βσαkβ − kM Ak−1βωαkβ +
+
k(k + 3)
2k + 1
M Ak−1 aαk +
(k− 1)k(k + 2)
(2k− 1)(2k + 1)M
Ak−2σαk−1αk
PSTF = S Ak .
(5.26)
5.1.7 How to recover the intensity
Once we solve the PSTF grey moment equations, can compute the intensity from the moments by
comparing (5.6) and (5.21):
I =
∞
∑
k=0
(2k + 1)!!
4pik!
M Ak
k
∏
i=1
nαi . (5.27)
5.2 Generalized Bondi accretion
5.2.1 Simplifications under assumptions of symmetry
Instead of treating the general case as it is done by Thorne [Tho81], we describe the specific
choices made under the assumption of spherical symmetry, following Thorne, Flammang, and
Z˙ytkow [TFZ˙81].
The fiducial frame defined in (4.28) can still be used here: we denote with a subscript “fid”
the tensors expressed in that basis. We get the following expressions:
aµ = (0, dy
/
dr , 0, 0)fid (5.28a)
θ = − 1
r2
d
dr
(
r2vy
)
(5.28b)
σµν = − ddr
(
vy
r
)
2r
3

0
1
−1/2
−1/2

fid
= σ

0
1
−1/2
−1/2

fid
(5.28c)
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Γθrθ = Γϕrϕ =
y
r
. (5.28d)
We can see that the shear has been heavily simplified. This is a specific case of a general
statement about the PSTF moments: in the spherically symmetric case, the k-th PSTF moment
only has one independent component. This is because it satisfies the following identities:
M Ak = 0 if Ak contains an odd number of θs or ϕs (5.29a)
M Akθθ =M Akϕϕ = −1
2
M Akrr . (5.29b)
Equation (5.29a) comes from the fact that an odd number of θ or ϕ indices corresponds to
and odd number of unit vectors which are integrated on the sphere (see the definition (5.21)):
therefore the integrand is odd.
Equation (5.29b) comes from two observations: first of all, the moments corresponding to
indices θ and ϕ respectively must be equal because of spherical symmetry; secondly the moments
must be traceless, therefore the sum of the θθ, ϕϕ and rr moments must be zero (for any pair of
indices).
So, with these every k-th moment is fully determined by the component M r...r (k rs), which
we denote by wk. This fact is analogous to the statement that the only spherically symmetrical
one of the spherical harmonics Ylm is Yl0, therefore as in that case we have only one independent
component for every l.
5.2.2 Legendre polynomials complement
The l-th Legendre polynomial is:
Pl(x) =
1
2l
bl/2c
∑
k=0
(−1)k(2l − 2k)!
k!(l − k)!(l − 2k)! x
l−2k . (5.30)
We can see that the coefficient of xl is (2l)!/(2l(l!)2). We can rewrite this making use of the
identities (2n)! = (2n− 1)!!(2n)!! and (2n)!! = 2nn!, as:
(2l)!
2l(l!)2
=
1
l!
(2l)!
(2l)!!
=
(2l − 1)!!
l!
=
(2l + 1)!!
l!(2l + 1)
(5.31)
which is equation [Tho81, eq. 5.7d].
In Thorne [Tho81, eqs. 5.6] we find the statement that:
∫ 1
−1
I(µ)Pk(µ)
(
(2k− 1)!!
l!
)−1
dµ =
(∫ 1
−1
I(µ)
k
∏
i=1
nr dµ
)TF
(5.32)
where nr denotes the radial component of a normal vector in spherical coordinates, Pk is the k-th
Legendre polynomial and µ = cos θ where θ is the azimuthal coordinate of n. I(µ) is a generic
function.
5.2.3 The scalar moments
It can be shown, using the identity (5.32) that the definition of wk we gave is equivalent to
wk =
∫ 1
−1
I(cos θ)Pk(cos θ)
(
(2k− 1)!!
l!
)−1
2pi d cos θ (5.33)
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where Pk is the k-th Legendre polynomial (5.30). Then the first moments are:
w0 =
∫
I dΩ radiation energy density (5.34a)
w1 =
∫
I cos θ dΩ radiation energy flux (5.34b)
w2 =
∫
I
(
cos2 θ − 1
3
)
dΩ radiation shear stress. (5.34c)
We can explicitly write the radiation stress-energy tensor in terms of the wk using (5.23):
Tµνradiation =

w0 w1 0 0
w1 13 w0 + w2 0 0
0 0 13 w0 − 12 w2
0 0 13 w0 − 12 w2

fid
. (5.35)
5.2.4 The source moments
We can get an explicit formula for the source moments sk = S r...r (k rs) with the same procedure
which was used in section 5.2.3: we get
sk =
∫ 1
−1
dI
dl
(cos θ)Pk(cos θ)
(
(2k− 1)!!
l!
)−1
2pi d cos θ (5.36)
where dI
/
dl =
∫
Sν3 dν is the frequency-integrated source term in the transfer equation.
5.2.5 The simplified moment equations
It is possible to write equations (5.26) explicitly in terms of the wk and of derivatives wrt the
fiducial basis: one gets [Tho81, eq. 5.10c]
∂wk+1
∂rˆ
+ [(2− k)a + (k + 2)b]wk+1 + ∂wk
∂tˆ
+
[
4
3
θ +
5k(k + 1)
2(2k− 1)(2k + 3)σ
]
wk+
+
k2
(2k− 1)(2k + 1)
∂wk−1
∂rˆ
+
k2[(k + 3)a + (1− k)b]
(2k− 1)(2k + 1) wk−1+
− 3
2
(k− 1)σwk+2 + 3(k− 1)
2k2(k + 2)
2(2k− 3)(2k− 1)2(2k + 1)σwk−2 = sk
(5.37)
where a = dy
/
dr =
√
aµaµ is the magnitude of the 4-acceleration, b = y/r is the extrinsic
curvature, θ is the expansion velocity, σ is the scalar shear — the largest eigenvalue of the shear
matrix. Explicit expressions for these are found in (5.28).
Nobili, Turolla, and Zampieri [NTZ91] only used the first two of the moment equations, so
here is how the expression is simplified for k = 0, 1: for k = 0 we get:
∂w1
∂rˆ
+ 2(a + b)w1 +
∂w0
∂tˆ
+
4
3
θw0 +
3
2
σw2 = s0 . (5.38)
For k = 1 we get:
∂w2
∂rˆ
+ (a + 3b)w2 +
∂w1
∂tˆ
+
[
4
3
θ + σ
]
w1 +
1
3
∂w0
∂rˆ
+
4a
3
w0 = s1 . (5.39)
These have to be simplified further to be used: specifically, they can be expressed with respect
to r, v, y.
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5.2.6 Simplifying the moment equations further
Because of the hypothesis of stationarity, we can express the derivatives in (5.37) as:
∂
∂tˆ
=
γ2
y
∂
∂t
− yv ∂
∂r
= −yv ∂
∂r
(5.40a)
∂
∂rˆ
= −vγ
2
y
∂
∂t
+ y
∂
∂r
= y
∂
∂r
. (5.40b)
Now, we can make the scalar PSTF moment equations (5.37) fully explicit: denoting derivation
with respect to r with a prime, we have
y
dw1
dr
+ 2
(
dy
dr
+
y
r
)
w1 − yvdw0dr −
4
3
w0
r2
d
dr
(
r2vy
)
− w2r ddr
(
vy
r
)
= s0
(5.41a)
y
dw2
dr
+
(
dy
dr
+
3y
r
)
w2 − yvdw1dr −
4
3r2
d
dr
(
r2vy
)
w1 − 2r3
d
dr
(
vy
r
)
w1 +
y
3
dw0
dr
+
4
3
dy
dr
w0 = s1 .
(5.41b)
We can simplify these by expanding the derivatives of products d(vyr2)
/
dr and d(vy/r)
/
dr :
y
dw1
dr
+ 2
(
dy
dr
+
y
r
)
w1 − yvdw0dr −
4
3
w0
(
d(vy)
dr
+
2vy
r
)
− w2
(
d(vy)
dr
− vy
r
)
= s0 (5.42a)
y
dw2
dr
+
(
dy
dr
+
3y
r
)
w2 − yvdw1dr − 2w1
(
d(vy)
dr
+
vy
r
)
+
y
3
dw0
dr
+
4
3
dy
dr
w0 = s1 . (5.42b)
Equations (5.42) are the ones which appear in Nobili, Turolla, and Zampieri [NTZ91, eq. 4]
and which are reported in equation (5.43), with the notation of primes denoting differentiation
with respect to log r:1
w′1 − vw′0 − vw2
[
(vy)′
vy
− 1
]
+ 2w1
(
1+
y′
y
)
− 4
3
vw0
[
(vy)′
vy
+ 2
]
=
rs0
y
(5.43a)
w′2 − vw′1 +
1
3
w′0 + w2
(
3+
y′
y
)
− 2vw1
[
(vy)′
vy
+ 1
]
+
4
3
y′
y
w0 =
rs1
y
. (5.43b)
5.2.7 Some properties of the accretion variables
From equation (4.34) we can find an expression [TFZ˙81, eq. 18a] for y which only depends on r
and constants:
y =
√
y2
(
1− v2 + v2) =
√√√√( y2
γ2
)
+ y2v2 =
√√√√(1− 2M
r
)
+
(
M˙
4pir2ρ0
)2
(5.44)
therefore by the continuity equation v can also be expressed in terms of r and constants:
v =
M˙
4pir2ρ0y(r)
. (5.45)
1Do note that in the paper [NTZ91] the letter r is used to denote the adimensional radial coordinate r/(2M).
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5.2.8 The source term
The source term can be written [TFZ˙81, eq. 15] as
sk =
l!(2l + 1)
(2l + 1)!!
∫ 1
−1
dI
dl
Pk(µ)2pi dµ . (5.46)
The general relation for the change in intensity is
dIν
dl
= ρ0(εν − κν Iν) (5.47)
where ρ0 is the rest mass density, while εν and κν are the specific coefficients of emission and
absorption. If we integrate this relation over all frequencies and take its k-th moment, we get
sk = ρ0(εk − κkwk) (5.48)
where wk are the PSTF scalar moments, εk is the k-th moment of the emissivity and κk is the k-th
moment of the opacity of the gas.
Equation (5.48) can be taken to be a practical definition of εk and κk; we do the integral in
(5.46) and get constant terms and terms proportional to wk, which we split into the two terms in
the RHS of (5.48).
We will only consider the k = 0 and k = 1 moments. If the emission is isotropic, then the
emissivity moment ε1 is 0 since its definition contains an integral of the product of an even and
odd function.
Because of this, we just call the one emissivity moment we need ε = ε0.
The source moments given in [NTZ91, eq. 6] are:
s0 = ρ0
(
ε− w0
(
κ0 − κes 4kBme (T − Tγ)
))
(5.49a)
s1 = −ρ0w1κ1 (5.49b)
with
Tγ =
1
4kB
∫ ∞
0
hνw0(r, ν)dν∫ ∞
0
w0(r, ν)dν
. (5.50)
The term proportional to the electron scattering opacity κes in the zeroth source moment
accounts for the Compton heating and cooling of the gas caused by the interaction with the
photons.
The determination of the radiation temperature Tγ with the definition given here is impossible
if only the frequency-integrated transfer problem is solved, since it involves the specific energy
density per unit frequency: a reasonable approximation has to be made in order to compute it in
this case.
Nobili, Turolla, and Zampieri [NTZ91, eq. 17], following the works of Park and Ostriker,
propose the following differential equation for the determination of the logarithmic derivative of
Tγ when the temperature profile is known:
T′γ
Tγ
=
4kBT max(τ, τ2)
me
T − Tγ
T
. (5.51)
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where τ is the adimensional optical depth, which will be defined in 5.2.13. This differential
equation has to be solved simultaneously with the ones which will be found later.
Furthermore, we use the facts that ε/κ0 = aT4 if there is thermodynamic equilibrium and that
we have the following expression for the emissivity ε in terms of the cooling function Λ(T) (given
in (5.58)):
ε =
ρ0Λ(T)
m2p
(5.52)
to write the source term s0 as
s0 =
ρ20Λ(T)
m2p
(
1− w0
aT4
)
+ ρ0κesw0
4kB
me
(T − Tγ) . (5.53)
As for the s1 term, we model κ1 as
κ1 = κes + 〈κff〉 = κes + 6.4× 1022 cm g−2ρ0T−7/2 (5.54)
where the second term is the conventional approximation of the Rosseland mean opacity com-
puted taking into account only free-free transitions: the definition of the RMO is a harmonic
mean of the opacities at every frequency, weighted by the derivatives with respect to temperature
of the Planck function1 at specific frequencies [RL04, eq. 1.110].
1
〈κff〉 =
∫ ∞
0
dBν
dT
1
κffν
dν∫ ∞
0
dBν
dT
dν
(5.55)
The expression we get for s1 is:
s1 = −ρ0w1
(
κes + 6.4× 1022 cm g−2ρ0T−7/2
)
. (5.56)
5.2.9 Cooling function
The cooling function Λ(T) is defined by the following relation, which describes the variation in
the energy density by radiative processes:
dρ
dτ
= n2b
(
Γ(T)−Λ(T)) (5.57)
where ρ is the energy density (measured in erg cm−3), nb is the baryon density (measured in
cm−3), while Γ and Λ are the heating and cooling functions, both measured in erg cm3 s−1, see
[GH12, equation 1].
The cooling function of the infalling gas is plotted in figure 1 and given in equation (5.58):
Λ(T) =
((
1.42× 10−27T1/2
(
1+ 4.4× 10−10T
)
+ 6.0× 10−22T−1/2
)−1
+1025
(
T
1.5849× 104 K
)−12)−1
erg cm3 s−1 .
(5.58)
1The Planck function [RL04, eq. 1.51], here given reintroducing c explicitly,
Bν =
2hν3c−2
exp(hν/kBT)− 1
quantifies the spectral radiance emitted by a blackbody.
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Figure 1: Cooling function graph.
5.2.10 How the conservation equations change using the moment equations
The way we use the grey moment equations (5.43) to study the accretion problem is by using
them to simplify the conservation equations ∇µTµν.
The full energy momentum tensor of the problem is given, in the fiducial reference frame, by
combining an ideal-fluid stress-energy tensor (with pressure p and rest energy density ρ) with
the one given in (5.35):
Tµν = Tµνradiation + T
µν
matter =

ρ+ w0 w1 0 0
w1 p + w03 + w2 0 0
0 0 p + w03 − w22 0
0 0 0 p + w03 − w22

fid
. (5.59)
The t, r by t, r components of the stress-energy tensor with contravariant indices in spherical
coordinates are:

γ4
(
ρ−vw1+
v(v(3p+w0+3w2)−3w1)
3 +w0
)
y2 γ
2
(
v
(
−p− w2 − ρ+ vw1 − 43 w0
)
+ w1
)
γ2
(
−v (ρ+ w0)+ v(−3p+3vw1−w0−3w2)3 + w1) y2 (p + v (v (ρ+ w0)− 2w1)+ w03 + w2)
 .
(5.60)
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5.2.11 The total luminosity E˙
We can project the conservation of the stress energy tensor along the unit vector in the time
direction in the spherical reference frame, (et)ν: we get (et)ν∇µTνµ = ∇µTµt = 0.
Then, applying (3.5) and our symmetry assumptions:
0 = ∇µTµt =
1
r2 sin θ
∂
∂r
(
r2 sin θTrt
)
=
1
r2
∂
∂r
(
r2Trt
)
=⇒ r2Trt = const . (5.61)
In [TFZ˙81, before eq. 18c] this appears with an additional immaterial factor of 4pi.
The quantity which is conserved is r2gttTtr, where Ttr is the (0, 1) matrix element which
appears in (5.60). We can simplify it by expressing it in terms of the radiation luminosity L which
is L = 4pir2w1: we get
4pir2gtt
(
γ2(1+ v2)
L
4pir2
− vγ2
(
p + ρ+ w2 +
4
3
w0
))
= const . (5.62)
We can also substitute in the expression for v = M˙/
(
4pir2ρ0y
)
, and recognize the expression
for the specific enthalpy h and for y2 = −gttγ2:
− y2(1+ v2)L + yM˙
(
h +
4w0/3+ w2
ρ0
)
def
= −E˙ = const . (5.63)
This is the total luminosity of the accretion process (while L is only the radiation luminosity).
5.2.12 The full equations of motion
The conservation of the stress-energy tensor can be projected onto tˆ and rˆ and cast into [NTZ91,
eq. A7]:
(p + ρ)
dy
dr
+ y
dp
dr
+
4
3
w0
dy
dr
+
1
3
y
dw0
dr
+
1
yvr2
d
dr
(
y2v2r2w1
)
+
1
r3
d
dr
(
r3yw2
)
︸ ︷︷ ︸
s1
= 0 (5.64a)
dρ
dr
− p + ρ
ρ0
dρ0
dr
+
dw0
dr
+
4
3
w0
yvr2
d
dr
(
yvr2
)
+
1
y2vr2
d
dr
(
y2r2w1
)
+ w2
r
yv
d
dr
(
yv
r
)
︸ ︷︷ ︸
s0/(yv)
= 0 (5.64b)
where the identifications come from the manipulation of the moment equations (5.43) (see [NTZ91,
eq. A8]).
By adding the continuity equation (4.43) to the equations (5.64) — which are reworked slightly
to get the expressions of logarithmic derivatives — we get the full system of the simplified con-
servation equations we will work with. Here, as in [NTZ91] and as in section 4.3.4, primes denote
differentiation with respect to log r.
(p + ρ)
y′
y
+ p′ +
rs1
y
= 0 (5.65a)
ρ′ − (p + ρ)ρ
′
0
ρ0
+
rs0
vy
= 0 (5.65b)
(vy)′
vy
+
ρ′0
ρ0
+ 2 = 0 (5.65c)
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We can express these in terms of the variables (yv)(r), ρ0(r) and T(r). To this end, we apply
the same manipulations used in section 4.3.4 and thus get [NTZ91, eqs. 15]:
(v2 − v2s )
(yv)′
yv
− 2v2s +
M
y2r
+
r
yv(p + ρ)
(
(Γ− 1)s0 + vs1
)
= 0 (5.66a)
T′
T
− (Γ− 1)ρ
′
0
ρ0
− rs0
Bvy(p + ρ)
= 0 (5.66b)
(yv)′
yv
+
ρ′0
ρ0
+ 2 = 0 (5.66c)
where Γ, B, and v2s are those defined in section 4.3.4.
Their expressions will in general be unknown: they are however defined in terms of deriva-
tives of ρ and p, so if we can write an equation for those variables in terms of T and ρ0 we can
compute all the desired thermodynamic variables. The desired equations of state, which need to
account both for slow-moving and fully relativitic regimes, are [NTZ91, eqs. 16]:
p =
(
1+
F
1+ F
)
ρ0kBT
mp
(5.67a)
ρ = ρ0 +
(
3
2
F
(1+ F)
+
(
η − 1
θ
− 1
))
ρ0kBT
mp
+
(
1− F
1+ F
)
ρ0EH
mp
(5.67b)
where F = 2(T/1 K) exp
(
−1.58× 105 K/T
)
and the quantity F/(1+ F) is the approximate degree
of collisional ionization, θ = kBT/me while η is defined with the use of the modified Bessel
functions of order n, Kn: η = K3(θ−1)/K2(θ−1); mp and me are the masses of the proton and
of the electron, kB is the Boltzmann gas constant, while EH is the energy of first ionization of a
hydrogen atom.
5.2.13 Closures and singularities
The full system of differential equations which has to be solved is composed of the two grey
moment equations (5.43), the three equations of motion (5.66), plus the equation for the radiation
temperature (5.51), to be solved in the six unknowns w0, w1, ρ0, yv, T, Tγ.
The shear moment w2 also appears in the grey moment equations (5.43), but it cannot be
determined simultaneously. A closure relation is a reasonable approximation for the behaviour of
w2: what is assumed is
w2 = f (τ)w0 =
2
3
1
1+ τn
w0 (5.68)
where τ is the electron scattering optical depth, which is defined [RL04, eqs. 1.25, 1.26] as the
function along photon paths such that the incoming intensity diminishes as I = I0e−τ; f (τ)
is called the variable Eddington factor, while n ∈ N can be chosen to reproduce different be-
haviours. The error introduced by this approximation is typically of the order of 15 % [TN88].
The flow is called optically thick when, along a typical photon path τ  1, and optically thin
when τ  1. In these two cases f (τ) approaches 0 and 2/3 respectively.
If we substitute the closure relation into the grey moment equations (5.43) and solve for wl ,
where l = 0, 1, we get an equation of the form [NTZ91, eq. 18]:(
v2 − v f (τ)− 1
3
)
w′l = a function of r, w0, w1, v, v
′, l . (5.69)
This adds a singularity to the system in addition to the one at v = vs discussed in section 4.3.4.
This singularity is located at the zeroes of the Legendre polynomial P2(v) (see (5.30), the order of
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the polynomial is 2 = 1+ lmax where lmax = 1 is the maximum order of moments considered) in
the optically thick limit, and at v→ 1 in the optically thin limit.
5.2.14 Boundary conditions
To solve the differential equations boundary conditions must be provided, both at the horizon
and at infinity. Here are the conditions used by Nobili, Turolla, and Zampieri [NTZ91].
At radial infinity we suppose there is radiative equilibrium (s0 = 0) and the density gradient
vanishes (ρ′0/ρ0 = 0), so by the energy equation:
T′
T
(r → ∞) = 0 . (5.70)
Also, we assume the energy density and energy flux decay as r−2: w0, w1 ∝ r−2, or
w′0
w0
(r → ∞) = w
′
1
w1
(r → ∞) = −2 . (5.71)
At radial infinity the effects of Comptonization are negligible: this is expressed as
T(r → ∞) = Tγ(r → ∞) . (5.72)
All the previous conditions are fixed, and we have a residual degree of freedom: we can look
at different accretion rates M˙, which amounts to fixing the density ρ0 at a certain radius,1 we
choose the horizon:
ρ0(r = 2M) = ρ0,hor . (5.73)
Conditions must be assigned at the singularities of the Jacobian of the system: we shall not
explore those here, but they can be found at the end of section 3 of [NTZ91].
Lastly, we must fix the constant mass of the black hole M: the results are generally not scale-
independent, so this is actually an important choice. Nobili, Turolla, and Zampieri [NTZ91] chose
a value of
M = 3M (5.74)
where M ≈ 2× 1030 kg is the mass of the Sun.
5.2.15 Complement: Eddington luminosity
It is the characteristic luminosity at which the radiation pressure from the photons moving out-
ward equals the gravitational specific force on the infalling matter.
The gravitational force, in the newtonian limit, is
Fgrav =
GMm
r2
. (5.75)
The radiation pressure can be given in terms of the luminosity L (reinserting the units of c for
this) as
Prad =
L
c4pir2
, (5.76)
then, the radiative force on a test object of mass m is given by Frad = Pradκm, where κ is the specific
opacity: the per-unit-mass cross-section of the interaction. We usually assume κ = σT/mp, that
1This follows from the continuity equation (4.34): since the two variables are bound by an equation, fixing one also
fixes the other.
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is, that the interaction between radiation and matter is all due to Thompson scattering and the
matter is only composed of hydrogen atoms.
Equating the forces, we get our result:
LEdd
M
=
4picG
κ
. (5.77)
In the κ = σT/mp ≈ 0.04 m2/kg case, we get LEdd/M to be around 6.32 W kg−1 (constants’
values from [18]). If we express this in units of L/M ≈ 1.93× 10−4 W kg−1 [Wil18] we get
LEdd/M ≈ 3.27× 104L/M: the amount of radiation emitted by the Sun is much less than the
Eddington limit.
It is, of course, important to note that this is a limit found with many approximations: non-
relativistic gravity, spherical symmetry, only Thompson scattering, only hydrogen.
5.2.16 Solutions
The solutions of the differential equation system, obtained numerically, include the profiles of all
the variables at hand: a particularly interesting one is the variation of the luminosity L = 4pir2w1
with respect to the accretion rate M˙. To plot these, adimensional units are used: the luminosity
is rescaled by the Eddington luminosity, defining l = L/LEdd; the accretion rate can also be
rescaled by the luminosity if we are working in natural units (otherwise we would need to use
M˙Eddc2 = LEdd), defining m˙ = M˙/LEdd. The results are shown in figure 2.
Figure 2: Log-log plot of the luminosity against the accretion rate. The crosses are the results
of the simulations by Nobili, Turolla, and Zampieri [NTZ91], the triangles are the results of the
simulations by Park (1990a). Image credit: [NTZ91, fig. 1].
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The ratio between l and m˙ is called the efficiency e, and it represents the fraction of the mass
of the infalling gas which gets converted to energy in the accretion process.
The numerical solutions for spherical accretion show two branches: the high-luminosity one
has e ∼ 5.5× 10−5 ÷ 2.1× 10−4, while the low-luminosity one has e ∼ 8.4× 10−8 ÷ 8.6× 10−7
[NTZ91, tables 1, 2].
6 Conclusions
One important conclusion to draw from the models is that spherically symmetric accretion is
generally a very inefficient process: in disc accretion onto a Schwarzschild black hole the efficiency
can be as high as ∼ 0.06 [Nob00, eq. 2.8.5], which is much higher than 2.1× 10−4, the maximum
efficiency obtained in the models of spherical accretion considered here.
Further, the bimodal behaviour of the efficiency does not have an apparent theoretical justifi-
cation.
The research explored in this thesis is pioneering in the numerical study of accretion using a
fully relativistic formulation, but there are many aspects of this problem to be explored beyond
what was treated here. The problem may be treated introducing viscosity (which is done in
[TN89]), time dependence, frequency dependence, considering more of the moment equations,
relaxing the assumption of spherical symmetry.
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