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Abstract 
The term Big data is one of the important terms now days for every sector. As there are no. of 
organizations starts generating huge amount of data so there is a need of having some 
processing as well as storage engine. The term big data a collection of massive, huge  and 
complex data sets which includes the large quantities of data, social media its analysis, data 
management as well as real time data. To fetch and extract the use full data or to derive some 
conclusion from the Big data, analysis of the data in proper manner is required. So, this 
analysis can be done with different techniques one of them is Hadoop. And more specifically 
a MapReduce Framework. 
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INTRODUCTION 
In today’s world as we all know every 
sector is moving around the term Data. In 
almost all fields the amount of data 
generated is growing in exponential 
manner. The generation of data now days 
is not limited to computer applications or 
software industry and informatics but 
almost all giant organizations in every 
sector as well as most of the SME’s started 
generating data which is huge in size [1]. 
 
This flood of data is coming from many 
sources as any given organization is linked 
with many sources such as raw material 
suppliers, transportations, dead stock 
management, maintenance, competitors, 
customers, customer support, feedback, 
dealers, whole seller, retailers, and any 
other product specific source.  
 
To have the exact idea of what this big 
data flood is if we consider the some of the 
cases: 
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1. The New York stock exchange 
generates about 4-5 terabytes of data 
every day. 
2. Facebook hosts more than 240 billion 
photos, growing at the 7 petabytes of 
data everyday rate. 
3. Ancestory.com, the genealogy site 
stores around 10 petabytes of the data.  
4. The Internet archive stores around 18.5 
petabytes of data. 
5. The large Hadron collider near Geneva 
produces about 30 PetaBytes of data 
every year. 
6. The Human Genomics 7000 PB of 
Data 1 GB per person, 200PB capture 
and 20% CAGR. 
7. The World wide web generates the 
data about 1 PB, Wikipedia generates 
10 PB of Data, 100% CAGR.  
8. Annual email traffic with no spam 300 
PB+.  
9. Internet archive generates 1 PB+.  
10. Estimated online RAM from Google 
will generate 8 PB of data. 
11. Personal digital photos shared through 
the internet with the help of various 
sites and e-mails is 1000 PB +, 100% 
CAGR. 
12. 200 cameras of London traffic system 
generates 8 TB data per day.  
13. In 2004 wallmart transaction DB is 
500TB. 
14. Merck Bio research DB has 1.5 TB 
data per quarter, UPMC hospitals 
imaging data 500 TB per year. 
15. MIT baby talk speech experiment 
generates 1.4 PB of data.  
16. Terashake  earthquake model of LA 
Basin generates 1 PB data.  
17. Typical oil company generates 350 
TB+ data.  
18. One day of instant messaging in 2002 
was 750 GB.  
19. Total digital data to be created in year 
on an average 2 700000 PB. 
So, the term big data is relative here 
because the amount of data generated few 
days back was too big at that time but if 
we compare the same then, we will came 
to know that, the data generated at that 
time was small [2]. So, the term Big data 
has great significance as far as the 
analytics and its benefits are concerned. 
Big Data constitutes-Large data sets in 
PBs and ZBs which cannot be processed 
by a single machine within expected time 
frame. The following diagram shows  how 
data generation grows from year 1990 till 
date, this is the time where Google starts 
its functioning. Till 1990s we have small 
or moderate Business transaction data 
which typically includes the transaction 
held in a particular organization. 
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Fig. 1: Data Generation Grows from Year 
1990. 
 
BIG DATA DETAILED FEATURES 
As name indicates the term big data has 
No. of parameters to be considered while 
processing because the Big data has 
following characteristics which can be 
named as 3 V’s. 
 
Volume 
The term volume referred to a size of data 
which is either to be generated or already 
available for processing Eg. If we consider 
a CCTV camera data for a metro city of all 
cameras in the city then the volume of data 
captured by the CCTV will be different at 
different time of the day, i.e., if we 
consider any single camera out of all 
available cameras the that camera has lot 
of objects to be captured at the peak hours 
than at the late night [3]. 
  
Velocity 
The term velocity refers to a speed at 
which data contents changes from one 
value to next. Eg. The Facebook status of 
any given account or the profile photo may 
get changed once in a day on an average or 
the posts on the Twitter on every minute 
also the bank transactions per week, per 
month as well as for every minute. Various 
sources has different rate, i.e., in batch 
processing, in near time, in real time, or in 
a stream of data. 
 
Variety 
The term Variety refers to the kinds of 
data that an organization has: 
a) Unstructured Data. 
b) Structured Data. 
c) Semi Structured Data. 
 
Unstructured Data 
The term unstructured knowledge 
sometimes refers to the knowledge that 
does not reside in exceedingly ancient 
row-column info. The unstructured 
knowledge files usually includes text and 
transmission contents akin to E-mail 
messages, No. of data processing 
documents, No. of videos, images, audio 
files, displays, completely different 
websites etc. 
 
Structured Data 
The term structured data refers to the 
information with a high degree of 
organization such that the inclusion of the 
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data in a normal traditional relational data 
base is easy and seamless and readily 
searchable by simple, predefined, straight 
forward search engine algorithm. The 
structured data has the advantage of being 
easily entered, stored, queried and 
analyzed text files, data in row-column 
format, structured data refers to any data 
that resides in a fixed field within the 
record or file. 
 
Semi-Structured Data 
Semi structured data is the cross between 
two. It is a type of structured data but lacks 
into the strict data model. Eg. Word 
processing document showing meta data 
such as author name, date of creation etc. 
Other is Email has sender receiver name. 
 
Basically, the term Big data is a mess of 
the different data, data streams, such as 
Sensor data, Images, Data bases, HTML, 
Social, Location, Click Stream, Email 
which contains the different data items 
which are relevant, logically connected, 
dependency of such elements, and also the 
pattern for storage of those elements is 
concerned here. 
 
So, to deal with the different kinds of data 
one has to categorize the data into 
manageable sets    
 
 
Fig. 2: Actionable Intelligence. 
 
So, according to Eric Schmidt who was Ex 
CEO Google “Every two days now we 
create as much information as we did from 
the dawn of civilization up until 2003, 
according to Schmidt. That is something 
like five exabytes of data.now”. 
 
TECHNIQUES AND TECHNOLOGY 
So, to handle the situation of data 
explosion is with the help of a newly 
emerged Solution known as Hadoop. 
 
As this is a flood of data and we need a 
new system that should be:  
 With new database management other 
than Relational Databases capable of 
handling unstructured as well as 
structured data.  
 To process huge datasets on large 
clusters of computers than on a single 
system.  
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 To manage clusters in which: Nodes 
fail frequently-Number of nodes keep 
changing  
 Common infrastructure which is:  
–Efficient.  
–Easy to Use.  
–Reliable. 
The Hadoop is consists of No. of sub 
components which can be used for the 
specific requirement, they are as follows:  
 
THE MAPREDUCE FRAMEWORK  
 
MapReduce 
We can write applications to process large 
amounts of data, in parallel, on large 
clusters of commodity hardware (a 
Commodity hardware is nothing but the 
hardware which is easily available in the 
local market) in a reliable manner by 
using MapReduce is a framework. 
MapReduce is a processing technique as 
well as program model for distributed 
computing based on java programming 
language or java framework.  
 
The MapReduce algorithm contains two 
important tasks, namely Map and Reduce. 
1. The Map task accepts the set of data 
and converts it into different set of 
data, where all elements are broken 
down into a special structure called as 
tuple which again consists of 
key/value pairs. 
2. The Reduce task accepts output of a 
map task as an input for the further 
processing and combines these tuples 
into a smaller set of tuples. As the 
name itself MapReduce depicts, the 
Reduce task is always performed after 
the map task. 
With MapReduce it is possible over 
multiple nodes in a cluster to scale out the 
data. So here the major data units are 
Mapper and Reducer. The data processing 
techniques with small data in a map and 
reduce format then we are not getting the 
noticeable result. Because, the map 
reduce framework is built to process the 
large or big data applications.  
With the Big data Hadoop, Map Reduce, 
HDFS the general trend is send the 
Application of Data processing where the 
data is available instead of fetching the 
data where an application resides. The 
Map Reduce Algorithm executes in Three 
Stages namely, Map Stage, Shuffle Stage, 
Reduce Stage.  
 
Map Stage 
In the Map Stage the input data in the 
form of Key/ Value Pair (say K1/V1) is 
taken by the system. Divide this data into 
smaller no. of chunks. These smaller No. 
of chunks are stored in HDFS, i.e., 
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Hadoop Distributed File System. These 
small chunks are often called as Input 
Splits or just splits. The map stage 
generates an intermediate result for the 
data by gerenating the new list of Key/ 
Value Pair (Say List (K2/V2)) 
 
Reduce Stage 
The Reduce stage is the combination of 
two stages: 
 1. Shuffle stage.  
2. Reduce stage.  
The Reducer’s is responsible to process 
the data that comes from the previous data 
unit, i.e., Mapper. So, the output from the 
mapper is shuffle it means the output data 
goes to any reducer for the reduce process. 
After processing, the reducer produces a 
new output, i.e., new set of Key/Value 
Pair (K3/V3), which will be stored in the 
HDFS. 
 
During a MapReduce process, The 
Hadoop framework sends the Map and 
Reduce tasks to the appropriate servers or 
nodes in the cluster. The Hadoop and 
MapReduce framework manages all the 
details of data-passing tasks such as 
issuing the different tasks, verifying 
whether that task is completed or not and 
copying of data around the cluster 
between the nodes. 
 
The whole map reduce process happens in 
the client mode only and not in the 
hadoop or the hdfs or dfs mode, this 
specifically decided to reduce the network 
traffic. After all data processing has been 
done then the reducer will collect the final 
data which will be available in the parts 
with the no. of reducers, to produce the 
final output. Following diagram shows the 
MapReduce process.  
 
Fig. 3: MapReduce Process. 
 
INPUT AND OUTPUT OF 
MAPREDUCE FRAMEWORK 
The MapReduce framework of Hadoop 
framework operates on the <key, value> 
pairs, i.e., every task to be accomplished 
by the mapper or the reducer is accepts 
the input in the form of Key/ Values and 
produces another set of <key, value> 
pairs as the output of the mapper task, 
which contains the different result. 
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The main requirement to accomplish the 
given task with the Map Reduce 
framework is that all data which input to 
the system and which goes out of the 
system as an intermediate output or the 
final output should be the serialized 
because though the processing is done at 
the client node but that result will be send 
over the network, hence the data 
irrespective of their format should be 
serialized. So, to make this all forms of 
data serialized we will be using the 
Writable interface. To have to facilitate 
the sorting as a housekeeping activity we 
will use the Writable-Comparable 
interface. Input and Output types of a 
given MapReduce job is:  (Input) <k1, 
v1> -> This input will undergo Map 
Operation and Generates the new set of 
lists -> <k2, v2>-> This newly generated 
list is under go through Reduce Operation 
and generates the final output -> <k3, 
v3>(Output). 
 
Table 1: Input and Output. 
 Input Output 
Map <k1,v1> List(<k2,v2>) 
Reduce <k2,list(v2)> List(<k3,v3>) 
 
So, to achieve the Map Reduce 
Functionality following terminologies will 
use: 
 
PayLoad  
The Payload term refers to actual 
implementation of the application with 
Map and Reduce functions which is at the 
core of MapReduce framework. 
 
Mapper 
The Mapper term refers to function which 
maps the input data which is in the form 
of key/value pairs to a different set of 
intermediate key/value pairs. 
 
Named Node  
The term Name Node refers to the Node 
that manages the Hadoop Distributed File 
System (HDFS). It is a master node which 
wills delegates the tasks to be 
accomplished. It is the single point of 
Failure in the Hadoop Eco System. 
 
Data Node  
The term Data Node refers to the Node in 
the Hadoop EcoSystem where the actual 
data is present in advance before any 
processing happens. The Data Node is 
Slave Node. 
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Master Node  
The Master Node is the Node where the 
most important thing, i.e., JobTracker runs 
and which accepts the input requests from 
clients. 
 
Slave Node  
The Slave Node is the Node where the 
actual data is present and Map and Reduce 
program runs. 
 
Job Tracker 
The Job Tracker Schedules the different 
jobs and tracks the different jobs which 
are assigned to the task tracker. 
 
Task Tracker 
The Task Tracker Tracks the task allotted 
to it and reports status of processing to 
JobTracker. 
 
Job  
The term Job can be defined as a program 
is an execution of a Mapper and Reducer 
across a dataset under process. 
 
Task  
The term Task can be defined as an 
execution of a Mapper or a Reducer on a 
particular piece of data. 
 
 
 
CONCLUSION  
We have entered in an era of Big Data and 
Big Data Analytics. This paper describes 
the concept of Big Data and Big Data 
analytics with 3 Vs, Volume, Velocity and 
variety of Big Data it also focus on the 4th 
aspect of big data, i.e., Accuracy. The 
paper also discussed the issues related to 
Big Data processing problems.  
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