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ABSTRACT
For a k-uniform hypergraph G with vertex set {1, . . . , n}, the ordered Ramsey num-
ber ORkt (G) is the least integer N such that every t-coloring of the edges of the complete
k-uniform graph on vertex set {1, . . . , N} contains a monochromatic copy of G whose
vertices follow the prescribed order. Due to this added order restriction, the ordered
Ramsey numbers can be much larger than the usual graph Ramsey numbers. We deter-
mine that the ordered Ramsey numbers of loose paths under a monotone order grows
as a tower of height two less than the maximum degree in terms of the number of edges
and as a tower of height one less than the maximum degree in terms of the number of
colors. We also extend theorems of Conlon, Fox, Lee, and Sudakov on the ordered Ram-
sey numbers of 2-uniform matchings to provide upper bounds on the ordered Ramsey
number of k-uniform matchings under certain orderings.
Beyond this, we introduce an extension of the ordered Ramsey number to consider
graphs with only a partial ordering on their vertices. This extension also allows us to
consider analogues of the Ramsey number where the host graph is constructed from
an arbitrary poset. In particular, we focus on what we refer to as the Boolean Ramsey
number, which illustrates the difficulty in this new direction in addition to demonstrating
the connections to Tura´n-type problems in posets.
ix
PRELIMINARIES AND NOTATION
This chapter will discuss terminology and notation that is familiar to those with at
least an undergraduate understanding of graph theory. It should be used as a reference
as necessary for those unfamiliar with this terminology.
A k-uniform hypergraph is a pair (V (G), E(G)) where V (G) is some nonempty set,
called the vertex set of G, and E(G) is a collection of k-element subsets of V (G), called
the edge set of G. If the hypergraph G is unambiguous, we will simply use V and
E as opposed to V (G) and E(G). An ordered hypergraph is a hypergraph in which
V = {1, . . . , n} for some integer n, i.e. an ordered hypergraph is a hypergraph with
a total order on its vertices. Often, the term “graph” will be used in the place of
“hypergraph” or “ordered hypergraph.” We will, for the most part, use k to denote the
uniformity of a hypergraph.
For k ≥ 2, the complete k-uniform (ordered) hypergraph with vertex set {1, . . . , N}
is denoted KkN . The 2-uniform case is special, so KN denotes K
2
N .
For k-uniform hypergraphs G and H, we say that H is a subgraph of G, or that G con-
tains a copy ofH, if there is an injection φ : V (H)→ V (G) such that {φ(v1), . . . , φ(vk)} ∈
E(G) whenever {v1, . . . , vk} ∈ E(H).
A digraph (directed graph) is, informally, a graph whose edges are tuples of vertices
as opposed to unordered sets. Although we can define digraphs of any uniformity, we
only require the notion of a 2-uniform digraph for the purposes of this paper. Formally,
a 2-uniform digraph D is a pair (V (D), E(D)) where V (D) is a vertex set and E(D) is
a subset of V (D)2 \ {(x, x) : x ∈ V (D)} where if (x, y) ∈ E(D), then (y, x) /∈ E(D). We
say that a digraph is directed-acyclic if it does not have any directed cycles, i.e. there
xis no set x1, . . . , xn ∈ V (D) such that all of (x1, x2), (x2, x3), . . . , (xn−1, xn), (xn, x1) are
edges of D.
We define subgraphs analogously to the undirected case by saying that for two di-
graphs D and R, D is a subgraph of R, or R contains a copy of D, if there is an injective
function φ : V (D)→ V (R) such that (φ(x), φ(y)) ∈ E(R) whenever (x, y) ∈ E(D).
A partially-ordered set (poset) is a pair (P,≤) where P is some nonempty set and ≤ is
a binary relation on P , called a partial-ordering of P , satisfying the following properties.
• Reflexivity: for all x ∈ P , x ≤ x.
• Antisymmetry: for all x, y ∈ P , if x ≤ y and y ≤ x, then x = y.
• Transitivity: for all x, y, z ∈ P , if x ≤ y and y ≤ z, then x ≤ z.
If the partial-ordering is understood, we will simply use P instead of (P,≤). If for every
x, y ∈ P , x ≤ y or y ≤ x, then we say that P is a chain. On this other hand, if for every
distinct x, y ∈ P , x 6≤ y and y 6≤ x, we say that P is an antichain.
For a poset (P,≤), a linear extension of ≤ is another partial ordering ≤T on P where
(P,≤T ) is a chain and x ≤T y whenever x ≤ y. We refer to (P,≤T ) as a linear extension
of (P,≤). It is a straightforward fact that if P is a finite poset, then it has at least one
linear extension.
For integers m ≤ n, let [n] = {1, . . . , n}, [m,n] = {m,m + 1, . . . , n − 1, n}, and let(
[n]
m
)
denote the set of m-element subsets of [n]. Also, we use 2[n] to denote the set of all
subsets of [n].
We use lg n = log2 n. We frequently use e the number of edges in a graph and rarely
as the base of the natural logarithm. The tower function of height t, denoted by towt(n),
is
tow0(n) = n, and towt(n) = 2
towt−1(n) for t ≥ 1.
We use standard notation for asymptotics. For two functions f = f(n) and g = g(n),
we say that f = O(g) if for n sufficiently large, f(n) ≤ c · g(n) for some constant c.
xi
Similarly, f = Ω(g) if for n sufficiently large, f(n) ≥ c · g(n) for some constant c. If
f = O(g) and f = Ω(g), we say that f = Θ(g). Also, f = o(g) if limn→∞ f(n)/g(n) = 0;
the most common use of this will be o(1) which denotes a function that tends toward 0
as n tends toward infinity.
1CHAPTER 1. OVERVIEW
Ramsey theory, very generally speaking, is the idea that every structure must contain
very well-behaved substructures. In particular, Ramsey theory attempts to find condi-
tions under which specific well-behaved substructures must occur. One of the most basic
examples of a problem in Ramsey theory considers coloring the edges of K6 red and blue.
It is a straightforward exercise to observe that any red-blue coloring of the edges of K6
must contain a monochromatic triangle. To see this, choose any vertex v1, then by the
pigeonhole principle, there must be at least three other vertices v2, v3, v4 that are all con-
nected to v1 by the same color, say red. If any of the edges between v2, v3, v4 are red, say
v2v3, then v1v2v3 forms a red triangle. Otherwise, all of the edges between v2, v3, v4 are
blue, so v2v3v4 forms a blue triangle. Therefore, no matter how the colors are assigned
to the edges of K6, there will always be a monochromatic triangle. Furthermore, Figure
1.1 displays a red-blue coloring of the edges of K5 that has no monochromatic triangle.
Therefore, 6 is the least integer N such that every 2-coloring of the edges of KN contains
a monochromatic copy of K3. The extension of this idea is the crux of Ramsey theory.
1.1 The Graph Ramsey Number
Define R2(n) to be the least integerN such that every 2-coloring ofKN contains a copy
of Kn whose edges are all the same color, which is called the 2-color diagonal Ramsey
number of n. The argument at the beginning of this chapter shows that R2(3) = 6.
However, it is not obvious that R2(n) is always defined, as it may be possible to color
2Figure 1.1 A 2-coloring of K5 that avoids monochromatic copies of K3.
the edges of KN in a way that avoids monochromatic copies of Kn for any N . It turns
out that R2(n) exists for every n due to the following celebrated theorem of the logician
Frank P. Ramsey.
Theorem 1.1 (Ramsey [23]). For any positive integers n and t, there exists another
positive integer N such that in any t-coloring of the edges of KN , there must be a copy
of Kn whose edges are all the same color.
With this theorem in mind, we can actually define the t-color diagonal Ramsey num-
ber, denoted Rt(n) to be the least integer N such that any t-coloring of E(KN) admits
a copy of Kn whose edges are all the same color. Immediately, we can then define
R(n1, . . . , nt), for positive integers n1, . . . , nt, called the off-diagonal Ramsey number of
n1, . . . , nt, to be the least integer N such that any t-coloring of E(KN) contains a copy
of Kni whose edges all have color i for some i ∈ [t]. The existence of R(n1, . . . , nt) is
seen from the observation that R(n1, . . . , nt) ≤ Rt(max{n1, . . . , nt}) as Km is contained
within Kn whenever m ≤ n.
Although it was Ramsey who originally developed Ramsey theory, Erdo˝s and Szek-
eres [14] brought this problem to the attention of mainstream mathematics. In their
monumental 1935 paper [14], along with many other interesting results that we will
3discuss later, Erdo˝s and Szekeres proved that
R2(n) ≤ (1 + o(1))
4n−1√
pin
.
Furthermore, in 1947, Erdo˝s [12] proved that
R2(n) ≥ (1− o(1))
n√
2e
2n/2
where e is the base of the natural logarithm. Surprisingly, although the methods used
in each of these bounds are not overly complicated, these bounds, roughly Ω(2n/2) ≤
R2(Kn) ≤ O(22n), have remained largely unchanged despite significant effort. Currently,
the best bounds on the 2-color diagonal Ramsey number are
(1− o(1))
√
2n
e
2n/2 ≤ R2(n) ≤ n−O(
logn
log logn)22n
due to Spencer [24] and Conlon [7] respectively. Shockingly, Spencer’s lower bound is
only an improvement over Erdo˝s’s original bound by a constant factor of 2.
Although most of the focus of Ramsey theory is on the 2-uniform case, there is no
reason to restrict ourselves to this case as Ramsey also proved a version of Theorem 1.1
for k-uniform hypergraphs.
Theorem 1.2 (Ramsey [23]). For any positive integers n and t, there exists another
positive integer N such that in any t-coloring of the edges of KkN , there must be a copy
of Kkn whose edges are all the same color.
Thus, we may extend the definition of the Ramsey number so that Rkt (n), the least
integer N such that any t-coloring of the edges of KkN contains a copy of K
k
n whose edges
are all the same color, is well-defined. Furthermore, just like the 2-uniform case, we can
also consider the off-diagonal case of Rk(n1, . . . , nt). As the 2-uniform case is special,
R2(n1, . . . , nt) = R(n1, . . . , nt).
The best bounds on the k-uniform 2-color diagonal Ramsey number are quite loose,
especially in comparison to the bounds on the 2-uniform case. The best bounds on Rk2(n)
4come from a 1965 paper of Erdo˝s, Hajnal, and Rado [13] in which it is shown that
towk−2(Ω(n2)) ≤ Rk2(n) ≤ towk−1(O(n)).
In fact, it is conjectured that the upper bound is closer to the truth. Interestingly, if
it could be shown that 22
Ω(n) ≤ R32(n), due to the “stepping up” argument used in [13],
then it would automatically hold that Rk2(n) = towk−1(Θ(n)) for any k.
In fact, the notion of the Ramsey number naturally extends to any k-uniform hyper-
graph, as a k-uniform hypergraph on n vertices is a subgraph of Kkn.
Formally, a t-coloring of the edges of a k-uniform hypergraph G is a function c :
E(G) → [t]. The i-colored subgraph of G is the subgraph of G induced by the edges in
c−1(i). For another hypergraph H, we say that c contains an i-colored copy of H if H is
a subgraph of the i-colored subgraph of G.
Definition 1.3. For k-uniform hypergraphs G1, . . . , Gt, the emphgraph Ramsey number
of G1, . . . , Gt, denoted R
k(G1, . . . , Gt), is the least integer N such that for any t-coloring
of the edges of KkN , there is some i for which there is an i-colored copy of Gi. If
G1 = · · · = Gt = G, then we denote Rk(G1, . . . , Gt) by Rkt (G) and refer to this as the
diagonal case. If not all of the hypergraphs are the same, then we are in the off-diagonal
case.
Again, the 2-uniform case is special, so R2(G1, . . . , Gt) = R(G1, . . . , Gt).
Notice that we can equivalently define Rk(G1, . . . , Gt) to be the largest integer N such
that there exists a t-coloring of E(KkN−1) that has no copy of Gi in color i for any i ∈ [t].
Ramsey theory, very basically, asks one question: for hypergraphs G1, . . . , Gt, what is
Rk(G1, . . . , Gt)? In order to answer this question, we must call upon both definitions of
the Ramsey number.
If we want to show that Rk(G1, . . . , Gt) ≤ N1, then we must show that any t-coloring
of E(KkN1) contains an i-colored copy of Gi for some i. On this other hand, if we wish
5to show that Rk(G1, . . . , Gt) ≥ N2, we must demonstrate a t-coloring if E(KkN2−1) that
avoids i-colored copies of Gi for each i.
1.1.1 Arrow Notation
The original formulation of Ramsey theory is tied to coloring the complete graph and
looking for monochromatic substructures. Because any vertex in the complete graph
is indistinguishable from any other vertex, “na¨ıve” techniques such as the pigeonhole
principle can easily be applied to achieve bounds on the Ramsey numbers. However, it is
natural to ask if we can define some analogue of Ramsey theory which instead considers
coloring graphs other than the complete graph. The answer, of course, is yes and is done
by defining what is known as arrow notation.
For k-uniform hypergraphs H,G1, . . . , Gt, we say that H
k−→ (G1, . . . , Gt) if any t-
coloring of E(H) admits an i-colored copy of Gi for some i ∈ [t]. We refer to H as the
host graph. Using this notation, we can define the Ramsey number as follows:
Rk(G1, . . . , Gt) = min{|V (H)| : H k−→ (G1, . . . , Gt)}.
This is equivalent to the previous definition of the Ramsey number because if any t-
coloring of E(H) contains an i-colored copy of Gi for some i, then so does any t-coloring
of E(Kk|V (H)|).
Arrow notation can be used to define Ramsey-type numbers for many different param-
eters of the host graph other than just the number of vertices. An interesting Ramsey-
type number which is defined through arrow notation is called the size Ramsey number
of G1, . . . , Gt, which is defined to be min{|E(H)| : H k−→ (G1, . . . , Gt)}. It is easy to
observe that the size Ramsey number is bounded above by
(
Rk(G1,...,Gt)
k
)
as this is the
number of edges in the complete k-uniform graph of order Rk(G1, . . . , Gt); however, in
many cases, the size Ramsey number can be much smaller.
Using arrow notation, we can also define Ramsey-type numbers for different host
families of graphs. For example, we could look at the family of hypercube graphs, Qn,
61 2 3
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(1)
3
1 2 3
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(2)
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1 2 3
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(3)
3
Figure 1.2 The three nonisomorphic labelings of P3.
and given graphs G1, . . . , Gt that can appear as subgraphs of a hypercube, we can try to
determine the least integer N such that QN
2−→ (G1, . . . , Gt).
While we will not discuss the notion of size Ramsey numbers or Ramsey numbers
on the hypercubes, we will return to arrow notation in Chapter 3 in order to define
partially-ordered Ramsey numbers in full generality.
1.2 The Directed Ramsey Number
As Ramsey theory grew in popularity among discrete mathematicians, it was quickly
realized that even seemingly simple questions were very challenging. Because of this,
variants of Ramsey numbers were introduced both as possible stepping stones to these
problems and as independently interesting concepts. In this paper, we focus on recent
variants of Ramsey theory that consider graphs whose vertex sets are ordered in some
fashion.
Consider the 2-uniform path on 3 vertices, P3. By the pigeonhole principle, it is
immediate to note that Rt(P3) ≤ t + 2 as if c is a t-coloring of E(KN) that avoids
monochromatic copies of P3, then no vertex can be incident to two edges of the same
color.
Now consider labeling on the vertices of P3 with the set {1, 2, 3} (see Figure 1.2). We
can now ask the following question:
Fix an ordering of the vertices of KN (i.e. consider KN to have vertex set [N ]), and
color the edges; how large can N be so that I avoid monochromatic copies of a particular
71 2 3 4 5 6 7 8
Figure 1.3 A 3-coloring of E(K8) that avoids monochromatic copies of P
(1)
3 .
ordering of a given graph G? For example, Figure 1.3 displays a 3-coloring of E(K8) that
avoids monochromatic copies of P
(1)
3 ; however, this coloring admits many monochromatic
copies of P
(2)
3 and P
(3)
3 . In fact, the pattern shown in Figure 1.3 can be repeated to show
that there is a t-coloring of E(K2t) that does not have any monochromatic copies of P
(1)
3 .
On the other hand, any t-coloring of E(Kt+2) must admit monochromatic copies of both
P
(2)
3 and P
(3)
3 . Thus, we may be tempted to say that Rt(P
(2)
3 ) = Rt(P
(3)
3 ) ≤ t + 2 while
Rt(P
(1)
3 ) > 2
t.
In 2002, Choudum and Ponnusamy [3] introduced the first formalization of this idea
through the concept of the directed Ramsey number.1
The transitive tournament of order n, denoted TTn, is a directed-acyclic orientation
of Kn. In other words, TTn has the property that for every {x1, x2} ∈
(
V (TTn)
2
)
, either
(x1, x2) ∈ E(TTn) or (x2, x1) ∈ E(TTn), and if (x1, x2), (x2, x3) ∈ E(TTn), then (x1, x3) ∈
E(TTn).
For directed-acyclic digraphs D1, . . . , Dt, the directed Ramsey number of D1, . . . , Dt,
denoted DR(D1, . . . , Dt), is the least integer N such that any t-coloring of E(TTN)
contains a copy of Di in color i for some i. The fact that this number exists follows from
the simple observation that DRt(TTn) = Rt(n).
1In [3], this number is actually referred to as the “ordered Ramsey number,” but has since been
renamed.
8Choudum and Ponnusamy explored the directed Ramsey number for certain families
of digraphs; most notably, directed paths and directed stars. We will make mention of
these results in later sections and discuss their ties to ordered Ramsey numbers.
1.3 The Ordered Ramsey Numbers
An alternative formalization, called ordered Ramsey theory, has recently received
significant attention [2, 5, 8, 10,15,20,21]. In this variation, we again look for t-colorings
of the complete graph that avoid monochromatic copies of a graph G, except that the
order of the vertices of G in this monochromatic copy are very important.
Formally, ordered k-uniform hypergraph is a hypergraph G where the edge set E(G)
contains k-sets of vertices, and the vertex set V (G) is totally ordered. An ordered
hypergraph G is contained in an ordered hypergraph H if there is an injective, order-
preserving map from the vertices of G to the vertices of H such that edges of G map to
edges of H. Let KkN be the complete k-uniform hypergraph on the vertex set {1, . . . , N}
and let c : E(KkN) → {1, . . . , t} be a t-coloring of the edges in KkN . The i-colored
subgraph of KkN is the ordered hypergraph given by the edges in c
−1(i).
For ordered k-uniform hypergraphs G1, . . . , Gt, the ordered Ramsey number
ORk(G1, . . . , Gt) is the minimum N such that for every t-coloring of K
k
N there is some
color i such that the i-colored subgraph contains Gi. This number is necessarily defined
and finite, since there exists an n such that each Gi is a subgraph of K
k
n and hence
ORk(G1, . . . , Gt) ≤ Rkt (n). If G1 = · · · = Gt = G, then we denote ORk(G1, . . . , Gt) as
ORkt (G) and refer to this as the diagonal case; otherwise it is the off-diagonal case.
Notice that each ordered graph gives rise to a directed graph in a natural way. If G is
an ordered graph, form the digraph G′ by letting (x, y) ∈ E(G′) whenever {x, y} ∈ E(G)
and x < y. Thus, it is easy to observe that ORt(G) ≥ DRt(G′). However, the opposite
inequality need not hold. This follows from the fact that for a given digraph G, there
91 2 3 4 5
1 2 3 4 5
1 2 3 4 5
Figure 1.4 Nonisomorphic orderings of the same digraph.
may be multiple nonisomorphic orderings of the vertex set such that x < y whenever
(x, y) ∈ E(G) (see Figure 1.4). Because of this, the ordered Ramsey number should be
viewed as the “proper” way to extend the notion of Ramsey numbers to graphs with an
order on their vertices.
If G is a 2-uniform path under the standard ordering, then the 2-color ordered Ramsey
number of G is equal to the bound of the Erdo˝s-Szekeres Theorem [14] (see [3,20]), and
if G is a tight 3-uniform path under the standard ordering, then the 2-color ordered
Ramsey number of G is equal to the bound of the happy ending problem (see [15]). Due
to these connections, much of the previous work has focused on the ordered Ramsey
number of tight k-uniform paths under the standard ordering [15,20,21].
1.4 Applications of the Ordered Ramsey Number
Although the formal definition of ordered Ramsey numbers is fairly new, the idea has
been around since the monumental 1935 paper by Erdo˝s and Szekeres [14]. We briefly
present the connections between Erdo˝s-Szekeres type problems and the ordered Ramsey
numbers of hyperpaths.
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For positive integers k, `, e such that k > `, the (k, `)-path on e edges, denoted P k,`e ,
is the k-uniform ordered hypergraph on e(k− `) + ` vertices and e totally-ordered edges
A1, A2, . . . , Ae where two consecutive edges Ai, Ai+1 intersect exactly on the maximum
` vertices in Ai and the minimum ` vertices in Ai+1. The path P
k,k−1
e is called the tight
k-uniform path and otherwise P k,`e is a loose path.
1.4.1 Erdo˝s-Szekeres Type Problems
In 1935, Erdo˝s and Szekeres [14] proved that any sequence of (n − 1)2 + 1 distinct
real numbers must contain either an increasing or a decreasing subsequence of length n.
The original proof of this fact had an inductive flavor, and there have since appeared
very slick proofs that require only an elementary application of the pigeonhole principle.
In addition to these, there is a very natural connection of this problem to the ordered
Ramsey numbers of paths.
Let (a1, . . . , aN) be a sequence of distinct real numbers. Define a 2-coloring c of
E(KN) as follows: for i < j, let c(i, j) = 1 if ai < aj and c(i, j) = 2 if ai > aj. If
N ≥ OR2(P 2,1n−1), then c must have a monochromatic copy of P 2,1n−1. If this monochromatic
copy lies in color 1, then the vertices of the P 2,1n−1 correspond to an increasing subsequence
of length n, and if the copy lies in color 2, then the vertices correspond to an increasing
subsequence of length n. Therefore, if f(n) is the least integer such that any sequence of
f(n) distinct real numbers contains either an increasing or a decreasing subsequence of
length n, then f(n) ≤ OR2(P 2,1n−1). It turns out that OR2(P 2,1e ) = e2 + 1 (we will discuss
this in more generality in Chapter 2), so this connection to ordered Ramsey numbers
provides yet another proof of the Erdo˝s-Szekeres theorem.
Another problem discussed by Erdo˝s and Szekeres in this paper is known as the happy
ending problem. Their result states that for any positive integer n, there is another
integer N such that for any N points in the plane in general position (i.e. no three
on a line), there must be a collection of n of these points that form the vertices of a
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convex n-gon. The original proof of this fact requires an inductive argument, and there
is again a nice connection to order Ramsey numbers. Let (x1, y1), . . . , (xN , yN) be a set
of points in general position in the plane. Without loss of generality, we may assume
that x1 < · · · < xN (as we may rotate the plane slightly if any two points lie on a vertical
line). We can now define a 2-coloring of E(K3N) as follows: for i < j < k, let c(i, j, k) = 1
if the quadratic curve passing through {(xi, yi), (xj, yj), (xk, yk)} is concave up, and let
c(i, j, k) = 2 if the quadratic curve passing through {(xi, yi), (xj, yj), (xk, yk)} is concave
down. If N ≥ OR32(P 3,2n−2), then c must admit a monochromatic copy of P 3,2n−2. Whether
this copy lies in color 1 or 2, the vertices correspond to the points of a convex n-gon.
1.4.2 Track Numbers
A graph G is said to be an interval graph if there is an assignment I : V (G) → 2R
where I(v) is an interval for each v ∈ V (G) such that {u, v} ∈ E(G) if and only if
I(v) ∩ I(u) 6= ∅. A t-track representation of G is a representation of G as the union of
at most t interval graphs. The track number of G, denoted τ(G), is the least t such that
G has a t-track representation.
It was conjectured that the track number of the line graph of Kn is unbounded, i.e.
τ(L(Kn))→∞ as n→∞. This conjecture was resolved by Milans, Stolee, and West [20]
through the following theorem.
Theorem 1.4 (Milans, Stolee, and West [20]). Ω
(
lg lg n
lg lg lg n
)
≤ τ(L(Kn)) ≤ O (lg lg n).
This theorem was proved through the use of ordered Ramsey numbers by showing
that if t = τ(L(Kn)), then
OR3t−3(P
3,2
2 ) ≤ n < OR3t (P ′)
where P ′ is a copy of P 3,24 on vertex set {1, . . . , 6} with the additional edges {1, 2, 5} and
{2, 5, 6}.
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Due to the large amount of applications of the ordered Ramsey number of tight paths,
in Chapter 2 we focus on determining the ordered Ramsey numbers for loose paths.
1.5 Partially-Ordered Ramsey Numbers
In Chapter 3, we explore a generalization of the ordered Ramsey number to graphs
who have only a partial ordering on their vertices. Naturally following from this gener-
alization is the urge to explore other host graphs arising from various posets as opposed
to just the complete graph. We focus on using the Boolean lattice to create a host graph
and explore its connections to the ordered Ramsey number. This direction exhibits the
connections of the partially-ordered Ramsey number to popular questions in extremal
combinatorics such as Tura´n-type problems about posets. In addition, looking at the
Boolean lattice demonstrates why determining a partially-ordered Ramsey number may
be more difficult than determining an ordered Ramsey number.
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CHAPTER 2. ORDERED RAMSEY NUMBERS OF
HYPERGRAPHS1
Recall that for positive integers k, `, e such that k > `, the (k, `)-path on e edges,
denoted P k,`e , is the k-uniform ordered hypergraph on e(k− `) + ` vertices and e totally-
ordered edges A1, A2, . . . , Ae where two consecutive edges Ai, Ai+1 intersect exactly on
the maximum ` vertices in Ai and the minimum ` vertices in Ai+1. The path P
k,k−1
e
is called the tight k-uniform path and otherwise P k,`e is a loose path. For ` = 0, we
can extend the definition of P k,`e by requiring that two consecutive edges Ai, Ai+1 satisfy
maxAi < minAi+1, and hence the edges are disjoint, forming a matching. Note that
when k = 2 the only possibilities are a tight path or a matching. We will primarily use
the ordering given by this definition, and we will specify the special cases when we will
consider a possibly different ordering on P k,`e .
Define the intersection number, i(k, `), to be the maximum degree of a vertex in P k,`e
for all e ≥ k. Observe that if ` > 0, then i(k, `) is the unique integer m ≥ 2 that satisfies
m− 2
m− 1 <
`
k
≤ m− 1
m
.
The tight paths P k,k−1e have been investigated thoroughly. For 2-uniform tight paths,
the ordered Ramsey number ORt(P
2,1
e ) is determined by Choudum and Ponnusamy [3].
We provide a proof for completeness.
Theorem 2.1 (Choudum and Ponnusamy [3]). For positive integers e1, . . . , et,
OR(P 2,1e1 , . . . , P
2,1
et ) =
t∏
i=1
ei + 1.
1The contents of this chapter have been submitted to Discrete Mathematics [10].
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Proof. Upper bound. Let N =
∏t
i=1 ei+1 and suppose that c is some t-coloring of E(KN)
that avoids P 2,1ei in color i for each i ∈ [t]. For each x ∈ V (KN) and i ∈ [t], define qi(x)
to be the largest integer such that there is an i-colored copy of P 2,1qi(x) with x as its last
vertex. As c avoids P 2,1ei in color i for each i ∈ [t], 0 ≤ qi(x) ≤ ei− 1 for every i. Thus, if
we let q(x) = (q1(x), . . . , qt(x)), we see that there are at most
∏t
i=1 ei distinct values that
q can attain. Thus, by the pigeonhole principle, there must be two vertices x, y ∈ V (KN)
such that q(x) = q(y). Suppose that x < y and c(x, y) = j. In this case, if P is the
set of edges in a j-colored copy of P 2,1qj(x) ending in x, then P ∪ {x, y} is a set of edges
in a j-colored copy of P 2,1qj(x)+1 ending in y. Hence, qj(x) < qj(y); a contradiction to the
fact that q(x) = q(y), so c must admit a copy of P 2,1ei for some i. We conclude that,
OR(P 2,1e1 , . . . , P
2,1
et ) ≤ N .
Lower bound. Let N =
∏t
i=1 ei. We will construct a t-coloring of E(KN) that avoids
P 2,1ei in color i for each i ∈ [t]. To begin, let g : V (KN)→
∏t
i=1[ei] be a bijection where
if g(x) = (x1, . . . , xt) and g(y) = (y1, . . . , yt), then x < y in V (KN) if and only if xi < yi
where i is the smallest index where g(x) and g(y) differ.
For {x, y} ∈ E(KN), let c(x, y) = i whenever i is the smallest index where g(x) and
g(y) differ. We claim that c avoids P 2,1ei in color i for each i ∈ [t]. To see this, suppose not,
then there is an i-colored copy of P 2,1ei for some i ∈ [t] with vertices v(1) < · · · < v(ei+1)
where g(v(j)) = (v
(j)
1 , . . . , v
(j)
t ). As this copy of P
2,1
ei
is monochromatic in color i, we see
that v
(1)
i < v
(2)
i < · · · < v(ei+1)i . This, however, is impossible as there are only ei distinct
possible values for the ith coordinate of g(x) for any x. Hence, c avoids P 2,1ei in color i
for each i ∈ [t], so OR(P 2,1e1 , . . . , P 2,1et ) > N .
Fox, Pach, Sudakov, and Suk [15] determined the growth of OR3t (P
3,2
e ) to be expo-
nential in e and doubly-exponential in t, and Moshkovitz and Shapira [21] found that
ORkt (P
k,k−1
e ) grows as a tower of height k − 2 in e and as a tower of height k − 1 in
t. In fact, Moshkovitz and Shapira determine ORkt (P
k,k−1
e ) exactly in terms of high-
dimensional integer partitions. Additionally, Duffus, Lefmann, and Ro¨dl [11] implicitly
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studied ORkt (P
k,k−1
e ) (in the language of shift graphs) and determined a lower bound
similar to that of Moshkovitz and Shapira and also showed that ORk2(P
k,k−1
2 ) ≤ 2k + 1.
Using the bounds of Moshkovitz and Shapira on ORkt (P
k,k−1
e ), and a variation of their
proof due to Milans, Stolee, and West [20], we prove the following bounds on the ordered
Ramsey number of the monotone loose path.
Theorem 2.2. For k < 2` < 2k, t ≥ 2, e sufficiently large, and `′ = `−(k−`)(i(k, `)−1),
(k − `) towi(k,`)−2(et−1/2
√
t) + `′ ≤ ORkt (P k,`e ) ≤ (k − `) towi(k,`)−2(2et−1) + `′.
Therefore, the asymptotic growth of ORkt (P
k,`
e ) is a tower of height i(k, `)−2 in terms
of e and a tower of height i(k, `)− 1 in terms of t. In fact, when 2` ≤ k, or equivalently
when i(k, `) = 2, we can exactly determine ORkt (P
k,`
e ).
Corollary 2.3. For 0 < 2` ≤ k and positive integers e1, . . . , et,
ORk(P k,`e1 , . . . , P
k,`
et ) = (k − `)
t∏
i=1
ei + `.
In Sections 2.1.2 and 2.1.3, we provide two proofs of Theorem 2.2, and in Section
2.1.1, we prove a more direct proof of slightly weaker bounds.
In Section 2.1.4, we present an upper bound on the t-color ordered Ramsey number
ORt(P
2,1
e ) for an arbitrarily-ordered copy of P
2,1
e that nearly matches the upper bound
on ORt(M) for a 2-uniform matching M , which coincides with work of Cibulka, Gao,
Krcˇa´l, Valla, and Valtr [5] on two colors.
Conlon, Fox, Lee, and Sudakov [8] and Balko, Cibulka, Kra´l, and Kync˘l [2] indepen-
dently investigated how the ordered Ramsey number ORt(G) differs among orderings of
a 2-uniform graph G. In particular, they investigated upper bounds of ORt(M) for a
2-uniform matching M , and found that these upper bounds are nearly sharp. In Sec-
tion 2.2, we extend the methods in these papers to attain upper bounds on the ordered
Ramsey numbers of k-uniform matchings under certain “controlled” orderings.
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2.1 Ordered Ramsey Numbers of Loose Paths
We present two different methods of arriving proving Theorem 2.2. In addition, we
also present an argument that achieves weaker bounds but is more direct.
In Section 2.1.1, we present a “stepping up” argument in order to bound the size of
ORkt (P
k,`
e ) based on ORt(P
2,1
e ). In particular, we prove that,
Theorem 2.4. For integers 0 < ` < k and e > 1, let k′ = k − (k − `)(i(k, `) − 2) and
`′ = `− (k − `)(i(k, `)− 2). Then,
`′ · (towi(k,`)−1(t−O(lg t)) + 1) ≤ ORkt (P k,`e ) ≤ `′ · 2k′−2`′ (towi(k,`)−1(t lg e) + 1) .
Notice that while Theorem 2.4 is weaker than Theorem 2.2, these bounds do in fact
show that ORkt (P
k,`
e ) asymptotically grows as a tower of height i(k, `) − 1 in terms of
t. In addition, the upper bound does show that ORkt (P
k,`
e ) grows at most as a tower of
height i(k, `)− 2 in terms of e; however, the lower bound is not satisfying as it does not
have any relation to e.
2.1.1 A “Stepping Up” Argument for Loose Paths
The goal of this “stepping up” argument is to somehow relate P k,`e to P
2,1
e given that
Theorem 2.1 provides an exact formula for the ordered Ramsey number of latter. We
begin by first relating P k,`e to P
k′,`′
e for some k
′ and `′ with the property that i(k′, `′) = 2.
After this, we then find a relationship between P k
′,`′
e to P
2,1
e . Putting together these
arguments will then lead to the bounds in Theorem 2.4.
Theorem 2.5. For k > `, ORk( tbt/2c)
(P k,`e ) ≤ OR2k−`t (P 2k−`,ke ) ≤ ORket(P k,`2 ).
Proof. Upper Bound. Let N = OR2k−`t (P
2k−`,`
e )− 1 and let c be a t-coloring of E(K2k−`N )
that avoids P 2k−`,ke . ForX ∈
(
[N ]
k
)
and i ∈ [t], define qi(X) to be the largest integer so that
there is a monochromatic copy of P 2k−`,kqi(X) with X as its last k vertices. Define a coloring
of E(KkN) by c
′(X) = (q1(X), . . . , qt(X)). As c avoids P 2k−`,ke , qi(X) ∈ {0, . . . , e − 1},
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so c′ is an et-coloring of E(KkN). Now suppose that c
′ admitted a monochromatic copy
of P k,`2 , then there are edges J, J
′ ∈ ([N ]
k
)
such that c′(J) = c′(J ′) and J ∩ J ′ consists of
the maximum ` vertices of J and the minimum ` vertices of J ′. Thus, J ∪ J ′ ∈ ( [N ]
2k−`
)
,
so suppose that c(J ∪ J ′) = j. Let P be a j-coloring copy of P 2k−`,kqj(J) with J as its last
vertices. Then E(P ) ∪ J ′ ∼= P 2k−`,kqj(J)+1, so qj(J ′) > qj(J); which is a contradiction to the
fact that c(J) = c(J ′). Thus, ORket(P
k,`
2 ) > N .
Lower Bound. Let N = ORk( tbt/2c)
(P k,`e ) − 1 and let c be a
(
t
bt/2c
)
-coloring of E(KkN)
that avoids P k,`e . Associate each color with an element of
(
[t]
bt/2c
)
.
For J ⊆ [N ] let J+ be the k largest elements of J and let J− be the k smallest
elements of J .
For X ∈ ( [N ]
2k−`
)
, X− and X+ form a copy of P k,`2 . If c(X
−) = c(X+), let c′(X) be any
element of c(X−). If c(X−) 6= c(X+), let c′(X) be any element of c(X−) \ c(X+).
Let Q be the vertex set of a copy of P k,`e and let Qˆ = Q ∪ {x1, . . . , xk−`} where
maxQ < x1 < · · · < xk−`. Notice that Qˆ can be considered to be the vertex set of a copy
of P 2k−`,ke and also as the vertex set of a copy of P
k,`
e+1. As c avoids monochromatic copies
of P k,`e , there must be k-uniform edges J and J
′ coming from the copy of P k,`e induced
by Q that form a P k,`2 with c(J) 6= c(J ′). Let J ′′ be the k-uniform edge coming from the
copy of P k,`e+1 induced by Qˆ such that J , J
′, and J ′′ form a copy of P k,`3 . Thus, we observe
that c′(J ∪ J ′) ∈ c(J) \ c(J ′) where c′(J ′ ∪ J ′′) ∈ c(J ′), so c′(J ∪ J ′) 6= c′(J ′ ∪ J). Thus,
Qˆ does not induce a monochromatic copy of P 2k−`,ke , so c
′ avoids monochromatic copies
of P 2k−`,ke and OR
2k−`
t (P
2k−`,k
e ) > N .
We can continue to apply this bound until 2` ≤ k. In particular, if k′ = k − (k −
`)(i(k, `)−2) and `′ = `− (k− `)(i(k, `)−2), then 2`′ ≤ k′, so we can relate P k,`e to P k′,`′e
through Theorem 2.5. In particular, define an analogue of the tower function for middle
binomial coefficients by letting b(0)(x) = x and for m ≥ 1, b(m)(x) = ( b(m−1)(x)bb(m−1)(x)/2c). By
iterating the bounds found in Theorem 2.5, we arrive at the following corollary.
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Corollary 2.6. For ` < k < 2`, let k′ = k − (k − `)(i(k, `) − 2) and `′ = ` − (k −
`)(i(k, `)− 2). Then
ORk
′
b(i(k,`)−2)(t)(P
k′,`′
e ) ≤ ORkt (P k,`e ) ≤ ORk
′
towi(k,`)−2(t lg e)(P
k′,`′
2 ).
Through this corollary, we have successfully reduced finding bounds on ORkt (P
k,`
e )
to finding bounds on ORk
′
t (P
k′,`′
e ) where 2`
′ ≤ k′. All that remains to do is to relate
ORk
′
t (P
k′,`′
e ) to ORt(P
2,1
e ). We do this through the next two theorems.
Theorem 2.7. For p ∈ Z+, ORpkt (P pk,p`e ) = p ·ORkt (P k,`e ).
Proof. Let N = ORpkt (P
pk,p`
e ) and N
′ = bN/pc. For some x ∈ [N ] define the blow-
up of x to be h(x) = {p(x − 1) + 1, p(x − 1) + 2, . . . , px}. For {x1, . . . , xk} ∈
(
N ′
k
)
extend h so that h(x1, . . . , xk) =
⋃k
i=1 h(xi), which is an element of
(
N
pk
)
. Further
for a set {x1, . . . , xpk} ∈
(
N
pk
)
define the reduction of this set to be r(x1, . . . , xpk) =
{dx1/pe, dxp/pe, . . . , dxp(k−1)/pe}, which is an element of
(
N ′
k
)
.
Lower Bound. Let c be a t-coloring of E(KpkN−1) that avoids P
pk,p`
e . Let c
′ be a coloring
of E(KkN ′−1) defined by c
′(x1, . . . , xk) = c(h(x1, . . . , xk)). If J and J ′ are the edges of a
copy of P k,`2 in K
k
N ′−1, then h(J) and h(J
′) form a copy of P pk,p`2 in K
pk
N−1. Therefore, if
J1, . . . , Je are the edges of a monochromatic copy of P
k,`
e under c
′, then h(J1), . . . , h(Je)
are the edges of a monochromatic copy of P pk,p`e under c; a contradiction. Therefore, c
′
avoids P k,`e , so OR
k
t (P
k,`
e ) > N
′ − 1.
Upper Bound. Let c be any t-coloring of E(KkN ′). Let c
′ be a coloring of E(KpkN )
defined by c′(x1, . . . , xpk) = c(r(x1, . . . , xpk)). As N = OR
pk
t (P
pk,p`
e ), there must be edge
J1, . . . , Je that form a monochromatic copy of P
pk,p`
e under c
′. Therefore, r(J1), . . . , r(Je)
form a monochromatic copy of P k,`e under c, so OR
k
t (P
k,`
e ) ≤ N ′.
By Theorem 2.7, if we can find a relationship between ORk
′
t (P
k′,`′
e ) and OR
2`′
t (P
2`′,`′
e ),
we are done as OR2`
′
t (P
2`′,`′
e ) = `
′ ·ORt(P 2,1e ) = `′ · (et + 1).
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Theorem 2.8. If 2` < k and e > 1, then
ORk−1t (P
k−1,`
e ) ≤ ORkt (P k,`e ) ≤ 2 ·ORk−1t (P k−1,`e ).
Proof. Lower Bound. Let N = ORk−1t (P
k−1,`
e ) − 1 and let c be a t-coloring of E(Kk−1N )
that avoids monochromatic copies of P k−1,`e . For X = {x1, . . . , xk} ∈
(
[N ]
k
)
, define
L(X) =
{
X ′ ∈
(
[N ]
k − 1
)
: X ′ = X \ {xi} for ` < i ≤ k − `
}
.
As 2` < k, L(X) is always nonempty. Define a t-coloring c′ of E(KkN) by letting c′(X)
to be any element of the set {c(X ′) : X ′ ∈ L(X)}. Suppose that X1, . . . , Xe formed a
copy of P k,`e in K
k
N , then X
′
1, . . . , X
′
e form a copy of P
k−1,`
e in K
k−1
N for any X
′
i ∈ L(Xi).
Thus, c′ avoids monochromatic copies of P k,`e , so OR
k
t (P
k,`
e ) > N .
Upper Bound. Let M = ORkt (P
k,`
e )−1 and let c be a t-coloring of E(KkN) that avoids
monochromatic copies of P k,`e . Let M = bN/2c. For X = {x1, . . . , xk−1} ∈
(
M
k−1
)
, define
U(X) =
{
{y1, . . . , yk} ∈
(
[N ]
k
)
: {y1, . . . , yk} \ {yi} = {2x1, . . . , 2xk−1} for ` < i ≤ k − `
}
.
Again, as 2` < k, U(X) is always nonempty. Define a t-coloring c′ of E(Kk−1M ) by letting
c′(X) be any element of {c(X ′) : X ′ ∈ U(X)}. Suppose that X1, . . . , Xe formed a copy
of P k−1,`e in K
k−1
M , then X
′
1, . . . , X
′
e form a copy of P
k,`
e in K
k
N for any X
′
i ∈ U(Xi). Thus,
c′ must avoid monochromatic copies of P k−1,`e . We conclude that OR
k−1
t (P
k−1,`
e ) > M ,
so 2 ·ORk−1t (P k−1,`e ) > N .
Theorems 2.7 and 2.8 and the fact that ORt(P
2,1
e ) = e
t+1, directly imply the following
corollary.
Corollary 2.9. For 0 < 2` ≤ k,
` · (et + 1) ≤ ORkt (P k,`e ) ≤ ` · 2k−2` · (et + 1) .
Finally, putting together Corollaries 2.6 and 2.9, we arrive at the following.
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Theorem 2.10. For integers 0 < ` < k and e > 1, let k′ = k − (k − `)(i(k, `)− 2) and
`′ = `− (k − `)(i(k, `)− 2). Then,
`′ ·
(
eb
(i(k,`)−2)(t) + 1
)
≤ ORkt (P k,`e ) ≤ `′ · 2k
′−2`′ (towi(k,`)−1(t lg e) + 1)
Using the fact that b(m)(x) ≥ towm(x−O(lg x)) and etowm(x) ≥ towm+1(x), we arrive
at Theorem 2.4.
2.1.2 A Direct Relationship Between Loose and Tight Paths
In this section, we prove the bounds in Theorem 2.2 by finding a relationship between
ORkt (P
k,`
e ) and OR
i(k,`)
t (P
i(k,`),i(k,`)−1
e ). This will directly imply Theorem 2.2 due to the
following theorem of Moshkovitz and Shapira [21]
Theorem 2.11 (Moshkovitz and Shapira [21]). For positive integers k and t, and e
sufficiently large,
towk−2(et−1/2
√
t) ≤ ORkt (P k,k−1e ) ≤ towk−2(2et−1).
We accomplish this through the following theorem.
Theorem 2.12. For k > ` ≥ 1, i = i(k, `), and positive integers e1, . . . , et,
ORk(P k,`e1 , . . . , P
k,`
et ) = (k − `) ORi(P i,i−1e1 , . . . , P i,i−1et ) + `− (k − `)(i− 1).
Proof. Let i = i(k, `) and `′ = ` − (k − `)(i − 1). Let N = ORi(P i,i−1e1 , . . . , P i,i−1et ) and
N ′ = (k − `)N + `′.
For a k-uniform edge {x1, . . . , xk}, we define the rational reduction, denoted r(x1, . . . , xk),
to be the the i-uniform edge {dx1/(k−`)e, dx(k−`)+1/(k−`)e, . . . , dx(i−1)(k−`)+1/(k−`)e}.
For an i-uniform edge {x1, . . . , xi}, the canonical preimage, denoted r−1(x1, . . . , xi), is
defined as
r−1(x1, . . . , xi) =
[
i−1⋃
j=1
k−⋃`
a=1
{(k − `)(xj − 1) + a}
]
∪
[
`′⋃
a=1
{(k − `)(xi − 1) + a}
]
.
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Observe that (i − 1)(k − `) + `′ = k and hence r−1(x1, . . . , xi) has k ordered elements.
Finally, note that r sends k-uniform edges from KkN ′ to i-uniform edges in K
i
N and r
−1
sends i-uniform edges from KiN to k-uniform edges in K
k
N ′ .
Lower Bound. There exists a t-coloring c : E(KiN−1) → [t] of KiN−1 that avoids
a j-colored copy of P i,i−1ej for each j ∈ [t]. Define a coloring c′ : E(KkN ′−1) → [t]
by c′(x1, . . . , xk) = c(r(x1, . . . , xk)). Suppose that there is a color j and a list x1 <
· · · < xm of vertices such that there is a j-colored copy of P k,`ej in c′ on the vertices
x1, . . . , xm. Then, for each k-uniform edge {xp, . . . , xp+k−1} in this copy of P k,`ej , the edge
r(xp, . . . , xp+k−1) has color j in c. Also, for two consecutive edges {xp, . . . , xp+k−1} and
{xp+`, . . . , xp+k+`−1} the rational reductions r(xp, . . . , xp+k−1) and r(xp+`, . . . , xp+k+`−1)
intersect in i − 1 vertices. Thus, the ej edges given by the rational reductions form a
j-colored copy of P i,i−1ej , a contradiction. Therefore, c
′ avoids a j-colored copy of P k,`ej
and hence ORk(P k,`e1 , . . . , P
k,`
et ) ≥ N ′.
Upper Bound2. Let c′ : E(KkN ′) → [t] be a t-coloring of KkN ′ . Define a t-coloring
c : E(KiN) → [t] of KiN as c({x1, x2, . . . , xi}) = c′(r−1(x1, . . . , xi)). By the definition
of N , there exists a j-colored copy of P i,i−1ej on vertices x1, . . . , xm for some j ∈ [t].
For each i-uniform edge {xq, . . . , xq+i−1} in this copy of P i,i−1ej , the k-uniform edge
r−1(xq, . . . , xq+i−1) also has the color j with respect to c′. Further, for two consecu-
tive i-uniform edges {xq, . . . , xq+i−1} and {xq+1, . . . , xq+i} in this copy of P i,i−1ej , the k-
uniform edges r−1(xq, . . . , xq+i−1) and r−1(xq+1, . . . , xq+i) intersect in exactly ` vertices.
Therefore, there is a j-colored copy of P k,`ej with respect to the coloring c
′ and therefore
ORk(P k,`e1 , . . . , P
k,`
et ) ≤ N ′.
2.1.3 An Approach via Posets
To study the ordered Ramsey number of loose paths, we first review the previous
results on the ordered Ramsey number of tight paths. For a poset P = (P,⊆), a down-
2The authors thank Josef Cibulka for providing the translation of colorings in this direction.
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set is a set S ⊆ P such that if y ∈ S and x ⊆ y, then x ∈ S. For a set A ⊆ P , let
D(A) be the minimal down-set containing A; observe that D forms a bijection between
antichains and down-sets of P . The poset J (P ) consists of all down-sets in P , ordered
by containment.
Let m, e1, . . . , et be positive integers and m ≥ 1. Define the poset Qm(e1, . . . , et)
iteratively as follows: letQ1(e1, . . . , et) be a disjoint union of t chains of size e1−1, . . . , et−
1, and Qm+1(e1, . . . , et) = J (Qm(e1, . . . , et)). The size of Qk(e1, . . . , et) is equal to the
largest N such that we can t-color KkN while avoiding ordered copies of P
k,k−1
e1
, . . . , P k,k−1et .
Theorem 2.13 (Moshkovitz and Shapira [21]; Milans, Stolee, and West [20]). Let
k, e1, . . . , et be positive integers and k ≥ 2. Then,
ORk(P k,k−1e1 , . . . , P
k,k−1
et ) = |Qk(e1, . . . , et)|+ 1.
We extend this result to loose paths by referring to the same poset definitions. In
particular, the most important parameter affecting the asymptotic growth of ORkt (P
k,`
e )
is i(k, `), and the value k contributes only to the leading constant.
Theorem 2.14. If k > ` ≥ 1 and e1, . . . , et are positive integers, then
ORk(P k,`e1 , . . . , P
k,`
et ) = (k − `)|Qi(k,`)(e1, . . . , et)|+ `− (k − `)(i(k, `)− 2).
Proof. Note that if ei = 1 for any i, then any t-coloring avoiding an i-colored copy of
P k,`1 will not use the color i; hence ei can be removed from the list and we can consider
t− 1 coloring. Also note that Q1(e1, . . . , et) equals Q1(e′1, . . . , e′t′) where e′1, . . . , e′t′ is the
list of integers ej ≥ 2 for j ∈ [t].
Let i = i(k, `) and `′ = ` − (k − `)(i − 2). For m ∈ [i], let Qm = Qm(e1, . . . , et).
Let C1 ∪ · · · ∪Ct be a partition of Q1 into a disjoint union of t chains such that each Cj
contains ej − 1 elements.
Lower Bound. Let A1, . . . , Ak−` be copies of Qi and let pi :
⋃k−`
j=1Aj → Qi be the
natural projection map. Also, let L be a chain of size `′−1. Define Q∗i = A1∪· · ·∪Ak−`∪L
to be a poset with the relation between two distinct elements x, y ∈ Q∗i defined as:
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• If x, y ∈ L, keep the same relation as in L.
• If x ∈ Aj and y ∈ L, let x ⊂ y.
• If x ∈ Aj and y ∈ Aj′ , where pi(x) 6= pi(y), provide x and y with the same
relationship as pi(x) and pi(y).
• If x ∈ Aj and y ∈ Aj′ , where pi(x) = pi(y), let x ⊆ y if j ≤ j′.
We show that ORk(P k,`e1 , . . . , P
k,`
et ) = |Q∗i |+ 1.
Fix a linear extension of Q∗i . We consider pi to be a a projection from Q
∗
i \L→ Qi. For
a list (x1, . . . , xn) in Q
∗
i \L, we extend pi so that pi(x1, . . . , xn) = (pi(x1), . . . , pi(xn)). Fur-
ther, given a list (x1, . . . , xn) inQ
∗
i , we define the reduction of the list to be r(x1, . . . , xn) =
(x1, x(k−`)+1, . . . , xs(k−`)+1) where s is the largest integer such that s(k − `) + 1 ≤ n.
Notice first that r(x1, . . . , xs(k−`)+`) = (x1, x(k−`)+1, . . . , x(k−`)(s+i−2)+1) and that `′ =
(s(k − `) + `) − (k − `)(s + i − 2). Hence, if (x1, . . . , xs(k−`)+`) is a sublist of the linear
extension of Q∗i , then r(x1, . . . , xs(k−`)+`) is a descent-free list in Q
∗
i \ L.
Note that in this linear extension of Q∗i , if x ∈ Aj and y ∈ Aj+1 with pi(x) = pi(y),
then there is no z ∈ Q∗i such that x < z < y. Therefore, if (x1, . . . , xs(k−`)+`) is a
descent-free list in Q∗i , then not only is r(x1, . . . , xs(k−`)+`) a descent-free list in Q
∗
i \ L,
but pi(r(x1, . . . , xs(k−`)+`)) is a descent-free list with no repetition in Qi.
Now, consider 2 ≤ m ≤ i and let x, y ∈ Qm with x + y. Let fm(x, y) be some
element of the set y \ x inside of Qm−1. Further, we extend fm so that if (x1, . . . , xn) is
a descent-free list in Qm, then fm(x1, . . . , xn) = (fm(x1, x2), . . . , fm(xn−1, xn)). If x + y
and y + z, then fm(x, y) ∈ y \ x and fm(y, z) ∈ z \ y, so fm(x, y) + fm(y, z) as elements
in Qm−1. Hence, if (x1, . . . , xn) is a descent-free list in Qm, then fm(x1, . . . , xn) is a
descent-free list of length n− 1 in Qm−1. For a decent-free list (x1, . . . , xn) in Qi, define
f (0)(x1, . . . , xn) = fi(x1, . . . , xn) and f
(h)(x1, . . . , xn) = fi−h(f (h−1)(x1, . . . , xn)). Observe
that if (x1, . . . , xn) is a descent-free list of length n in Qi, then f
(h)(x1, . . . , xn) is a
descent-free list of length n− h in Qi−h.
24
For a descent-free list (x1, . . . , xk) in Q
∗
i , let (y1, . . . , yi) be defined as
(y1, . . . , yi) = (pi(x1), pi(x(k−`)+1), . . . , pi(x(k−`)(i−1)+1)) = pi(r(x1, . . . , xk)).
Observe that (y1, . . . , yi) is a descent-free list in Qi, so f
(i−1)(y1, . . . , yi) is an element in
Q1.
For N = |Q∗i |, define a t-coloring c on E(KkN) as c(x1, . . . , xk) = j whenever
f (i−1)(y1, . . . , yi) ∈ Cj, for (y1, . . . , yi) = pi(r(x1, . . . , xk)). We now demonstrate that the
coloring c avoids a j-colored P k,`ej for all colors j ∈ [t].
Suppose that (x1, . . . , xs(k−`)+`) is the vertex set of a j-colored copy of P k,`s for some
s ≥ 1. Let
(y1, . . . , ys+i−1) = (pi(x1), . . . , pi(x(k−`)(s+i−2)+1)) = pi(r(x1, . . . , xs(k−`)+`)).
Notice that (x(k−`)(r−1)+1, . . . , x(k−`)(r−1)+k) is an edge of P k,`s for r ∈ {1, . . . , s}, and
(yr, yr+1, . . . , yr+i−1) = pi(r(x(k−`)(r−1)+1, . . . , x(k−`)(r−1)+k)).
Thus, f (i−1)(yr, yr+1, . . . , yr+i−1) is an element of the chain Cj, so f (i−1)(y1, . . . , ys+i−1)
is a descent-free list of length s in Cj. Because a descent-free list in a chain must be
strictly increasing, s ≤ |Cj| = ej − 1. Thus, c avoids P k,`ej in color j for each j ∈ [t].
Upper Bound. Let c be a t-coloring of E(KkN) that avoids P
k,`
ej
in color j for all j ∈ [t].
We will show that N ≤ (k − `)|Qi|+ `′ − 1.
For Y ⊆ [N ] with |Y | = h > k − `, let Y + denote the h− (k − `) largest elements of
Y and Y − denote the h − (k − `) smallest elements of Y . We will begin by iteratively
defining a function gm :
(
[N ]
k−(m−1)(k−`)
) → Qm for m ∈ [i] with the property that for all
Y ∈ ( [N ]
k−(m−2)(k−`)
)
, gm(Y
−) + gm(Y +).
We start with the case m = 1. Suppose that X ∈ ([N ]
k
)
with c(X) = j. Let h be
the largest integer such that there is an j-colored P k,`h that has X as its maximum edge.
Because c avoids P k,`ej in color j, h ≤ ej − 1. Supposing that x1 ⊂ · · · ⊂ xej−1 are the
elements of Cj in Q1, let g1(X) = xh. For Y ∈
(
[N ]
2k−`
)
, if c(Y −) 6= c(Y +), then g1(Y −) and
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g1(Y
+) are in different chains of Q1, so they are not comparable. If c(Y
−) = c(Y +), then
g1(Y
+) ⊇ g1(Y −) because Y − and Y + form a P k,`2 in color c(Y −) = c(Y +). Therefore
g1(Y
−) + g1(Y +).
Let 1 < m ≤ i, and for X ∈ ( [N ]
k−(m−1)(k−`)
)
, define gm(X) = D({gm−1(Y ) : Y + = X}).
Because Qm = J (Qm−1), gj(X) ∈ Qj. Suppose that Y ∈
(
[N ]
k−(m−2)(k−`)
)
and note that
gm−1(Y ) ∈ gm(Y +). If also gm−1(Y ) ∈ gm(Y −), then there is some Z ∈
(
[N ]
k−(m−2)(k−`)
)
such that Z+ = Y − and gm−1(Y ) ⊆ gm−1(Z). For W = Y ∪ Z, it holds that W− = Z
and W+ = Y , so gm−1(W−) ⊇ gm−1(W+); a contradiction. Therefore, gm−1(Y ) ∈
gm(Y
+) \ gm(Y −), so gm(Y −) + gm(Y +).
Now that gi is defined, and gi maps
(
[N ]
`′
)
toQi, we construct a function φ : {`′, . . . , N} →
Qi. For `
′ ≤ x ≤ n, let φ(x) = gi({x − `′ + 1, . . . , x}). We claim that for any R ∈ Qi,
|φ−1(R)| ≤ k − `. If `′ ≤ x1 < · · · < xk−`+1 ≤ n, then φ(x1) = · · · = φ(xk−`+1). Let
W = {xk−`+1−`′+1, . . . , xk−`+1} and Y = {x1−`′+1, . . . , x1}. Since φ(x1) = φ(xk−`+1)
by assumption, we have gi(Y ) = gi(W ). In particular, gi(Y ) ⊇ gi(W ) as elements in
Qi. Realizing that xk−`−`′+1 < minW , let X = Y ∪ {x1, . . . , xk−`−`′+1} ∪ W . Note
that |X| = `′ + k − ` and that X− = Y while X+ = W . However, X ∈ ( [N ]
`′+k−`
)
and
gi(X
−) + gi(X+), a contradiction.
Since |φ−1(R)| ≤ k− ` for all R ∈ Qi, N − `′ + 1 ≤ (k− `)|Qi|, so N ≤ (k− `)|Qi|+
`′ − 1.
Theorem 2.2 follows from Theorems 2.13 and 2.14. Corollary 2.3 follows from Theo-
rem 2.14 after observing that |Q2(e1, . . . , et)| =
∏t
j=1 ej because we can select a down-set
of Q1(e1, . . . , et) by selecting at most one element from each chain to be a maximal
element of the down-set.
For m ≥ 3, the value of |Qm(e1, . . . , et)| is not known exactly, but note that
|Q3(e1, . . . , et)| is the number of antichains in Q2(e1, . . . , et). When e1 = · · · = et = 2, the
poset Q2(e1, . . . , et) is the t-dimensional boolean lattice, denoted 2
[t], and counting the
number of antichains in 2[t] is already a famous and difficult problem known as Dedekind’s
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problem. Thus, we will use the bounds of Moshkovitz and Shapira on ORkt (P
k,k−1
e ) [21,
Corollary 3] to find the following corollary.
In [17], Gerencse´r and Gya´rfa´s showed that for n ≥ m ≥ 1,
R(P 2,1n , P
2,1
m ) = n+
⌊m
2
⌋
+ 2.
Comparatively, OR(P 2,1n , P
2,1
m ) = nm + 1, which shows a large discrepancy between the
ordered and unordered variants of the Ramsey number in just the 2-uniform case. It
should, however, be noted that over all orderings of a (k, `)-path, the standard ordering
on P k,`e does not necessarily minimize the ordered Ramsey number. For example, it is
easy to observe that there exists an ordering of P k,k−12 such that OR
k
t (P
k,k−1
2 ) ≤ k + t.
The proof of Theorem 2.2 using Theorem 2.14 is valuable because it shows a direct
connection between the poset Qi(e1, . . . , et) and the ordered Ramsey number
ORk(P k,`e1 , . . . , P
k,`
et ) and the best asymptotic bounds on the ordered Ramsey numbers
come from this poset perspective.
2.1.4 2-Uniform Paths
Now that we have determined the ordered Ramsey number for a particularly “nice”
ordering of a (k, `)-path, it is natural to ask for general bounds on ORkt (P
k,`
e ) where the
vertices of P k,`e are ordered arbitrarily. In order to simplify that statement of the next
lemma and theorem, we deviate slightly from our standard notation and use Pp instead
of P 2,1p−1 to denote the 2-uniform path on p vertices. The case for t = 2 was independently
proven by Cibulka, Gao, Krcˇa´l, Valla, and Valtr [5, Theorem 6].
Lemma 2.15. Let n and p be positive integers, and let P2p be any ordering of the 2-
uniform ordered path on 2p vertices. Then
OR(K2n ,
t−1︷ ︸︸ ︷
P2p , . . . , P2p) ≤ 2
1
p((p+1)t−1(np−1)+1).
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Proof. We prove by first showing that the theorem holds for all n when t = 2, and then
continue by induction on t. For n = 1 and t = 2, we see that OR(K2, P2p) = 2
p =
2
1
p
((p+1)(p−1)+1).
Let V (P2p) = {v1, . . . , v2p} with indices i1, . . . , i2p defined such that the ordering on
V (P2p) is vi1 < · · · < vi2p .
Consider a 2-coloring c of E(KN) where N = 2
(p+1)n−1 = 2pM with M = 2(p+1)(p−1).
Let V1, . . . , V2p be intervals partitioning [N ] with |Vi| = M and maxVi < minVi+1. As
per the ordering of V (P2p), let Uj = Vij . Thus, any path (u1, . . . , u2p) with uj ∈ Uj is a
copy of P2p .
For j ∈ [2p] define Aj to be the set of vertices v in Uj such that there exist uk ∈ Uk
for k ∈ [j−1] such that c(u1, u2) = c(u2, u3) = · · · = c(uj−1, v) = 2. Notice that A1 = U1
and A2p = ∅ by the assumption that c avoids P2p in color 2. Let I be the largest integer
such that |AI | ≥M/2; thus, let A = AI and B = UI+1 \AI+1. Note that |B| ≥M/2 and
the bipartite graph induced by (A,B) has no edges of color 2.
Observe that M/2 = 2(e+1)(n−1)−1 ≥ OR(K2n−1 , P2p) by the induction hypothesis on
n. Therefore, A or B has a P2p in color 2 or both have a copy of K2n−1 in color 1. If the
former is true, we are done, so suppose the latter holds. Therefore, A ∪ B has a K2n in
color 1, so OR(K2n , P2p) ≤ 2(p+1)n−1.
Now, suppose that t > 2 and consider a t-coloring, c, of E(KN) forN = 2
1
p((p+1)t−1(np−1)+1).
Realizing that (p+1)
t−1(np−1)+1
p
= (p + 1) (p+1)
t−2(np−1)+1
p
− 1, we find through the t = 2
case that
N ≥ OR(K
2
1
p ((p+1)
t−2(np−1)+1) , P2p).
Thus, c either has a P2p in color t or a K
2
1
p ((p+1)
t−2(np−1)+1) which is void of color t. If the
former holds, then we are done, so suppose the latter holds. By the induction hypothesis
on t,
2
1
p((p+1)t−2(np−1)+1) ≥ OR(K2n ,
t−2︷ ︸︸ ︷
P2p , . . . , P2p);
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therefore, we either have a K2n in color 1 or a P2p in some color j ∈ {2, . . . , t− 1}.
Lemma 2.15 immediately implies the following theorem.
Theorem 2.16. Let Pp be any ordered 2-uniform path on p vertices, then
ORt(Pp) ≤ 2
1
dlg pe((dlg pe+1)t−1(dlg pe2−1)+1) = 2O(lg
t p).
As a means to a lower bound on this value, Conlon, Fox, Lee and Sudakov [8] provided
the following lower bound on the ordered Ramsey number of a randomly-ordered 2-
uniform matching, which was also proved in a weaker form by Balko, Cibulka, Kra´l and
Kync˘l [?].
Theorem 2.17 (Conlon, Fox, Lee and Sudakov [8, Theorems 2.3]). There exists a posi-
tive constant c, such that if M is a randomly-ordered matching on e edges, then asymp-
totically almost surely,
OR2(M) ≥ (2e)c lg(2e)/ lg lg(2e).
Since Pp contains a matching of size bp/2c, we see that almost every ordering of
Pp yields OR2(Pp) ≥ 2Ω(lg2 p/ lg lg p). Hence, Theorem 2.16 is fairly tight when t = 2.
Therefore, for almost every ordering of Pp, ORt(Pp) grows as a quasi-polynomial in p
for a fixed t and possibly double-exponentially in t for a fixed p. Comparatively, for the
standard ordering of Pp, ORt(Pp) grows polynomially in p and exponentially in t.
2.2 Ordered Ramsey Numbers of k-Uniform Matchings
Recall that the ordered path P k,0e has disjoint edges, and therefore is a matching.
The proof of Theorem 2.14 holds for ` = 0, but instead we will consider a more general
class of ordered matchings.
For a fixed 0 ≤ r ≤ k and positive integer e, the (k, r)-nested matching on e edges
is the ordered graph Mk,re defined iteratively as: E(M
k,r
1 ) consists of one edge A1 = [k],
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and E(Mk,re+1) consists of the edges in E(M
k,r
e ) and an edge Ae+1 consisting of the r least
integers greater than maxV (Mk,re ) and the k−r greatest integers less than minV (Mk,re ).
We say (k, r) is the nesting pattern of Mk,re . Note that M
k,r
e is isomorphic to M
k,k−r
e
when the ordering is reversed, and Mk,0e
∼= Mk,ke ∼= P k,0e .
In [1], Alon, Frankl and Lova´sz show that for integers e1 ≥ · · · ≥ et, if Mi is a
k-uniform matching on ei edges, then
Rk(M1, . . . ,Mt) = ke1 +
t∑
i=2
(ei − 1).
This value is not far from the value of the ordered Ramsey number for k-uniform nested
matchings. The following lemma presents a lower bound on the ordered Ramsey number
of t k-uniform nested matchings, even if the nesting patterns differ among the matchings.
Lemma 2.18. For positive integers e1, . . . , et and r1, . . . , rt ∈ {0, . . . , k},
ORk(Mk,r1e1 , . . . ,M
k,rt
et ) ≥ k
(
1 +
t∑
i=1
(ei − 1)
)
.
Proof. Let N = k
(
1 +
∑t
i=1(ei − 1)
) − 1. Let L1, . . . , Lt, R1, . . . , Rt be intervals par-
titioning [N ], with L1 = R1, such that for i ∈ {1, . . . , t − 1}, maxLi+1 < minLi and
maxRi < minRi+1. Further, let |L1| = ke1 − 1, and for i ∈ {2, . . . , t} let |Li| =
(k − ri)(ei − 1) and |Ri| = ri(ei − 1). For an edge X ∈
(
[n]
k
)
, let c(X) = max{i :
X ∩ (Li ∪Ri) 6= ∅}. The interval L1 is too small for c to contain a copy of Mk,r1e1 in color
1.
Suppose that c contained a copy of Mk,riei in color i for some i ∈ {2, . . . , t}. If ri = k,
then Li = ∅ and |Ri| = k(ei − 1); therefore some edge of Mk,riei does not intersect Ri
and hence does not have color i. The case ri = 0 is similar, except |Li| = k(ei − 1) and
Ri = ∅.
Now suppose 1 ≤ ri < k. Let p1, . . . , pei be the minimum vertices of the edges of Mk,riei
and q1, . . . , qei be the set of maximum vertices, hence p1 < p2 < · · · < pei < qei < · · · < q1.
In fact, pm + k − ri < pm+1 and qm − ri > qm+1 for m = 1, . . . , ei − 1. Since each edge
receives color i, either pm ∈ Li or qm ∈ Ri for all m.
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However, because |Li| = (k − ri)(ei − 1) and |Ri| = ri(ei − 1), it must be the
case that pei /∈ Li and qei /∈ Ri. To see this, suppose that pei ∈ Li, then pei − p1 =
(pei − pei−1) + · · · + (p2 − p1) > (ei − 1)(k − ri). This, of course, implies that p1 ∈ Li′
for some i′ > i, so the color of edge 1 of the copy of Mk,riei would not receive color i; a
contradiction, so pei /∈ Li. Similarly, qei /∈ Ri.
Thus, the color of edge ei in the copy of M
k,ri
ei
does not receive color i; a contradiction.
Therefore, c avoids Mk,riei for all i.
When all nesting patterns are the same, the bound from Lemma 2.18 is sharp.
Theorem 2.19. For positive integers e1, . . . , et, and 0 ≤ r ≤ k,
ORk(Mk,re1 , . . . ,M
k,r
et ) = k
(
1 +
t∑
i=1
(ei − 1)
)
.
Proof. The lower bound follows from Lemma 2.18. We prove the upper bound by induc-
tion on
∑t
i=1 ei. If
∑t
i=1 ei = t, then ei = 1 for all i, so OR
k(Mk,re1 , . . . ,M
k,r
et ) = k, and
the claim holds.
Suppose that
∑t
i=1 ei > t and let c be a t-coloring of E(K
k
N) where
N = k
(
1 +
∑t
i=1(ei − 1)
)
. Suppose that c({1, . . . , r} ∪ {N − k + r + 1, . . . , N}) = j for
some j ∈ [t]. Let G be the graph given by deleting the vertices in {1, . . . , r} ∪ {N − k +
r + 1, . . . , N} from KkN . Let e′j = ej − 1 and e′i = ei for i 6= j. Notice that G ∼= KkN−k
and N −k = k (1 +∑ti=1(e′i − 1)). Therefore, since ∑ti=1 e′i = ∑ti=1 ei−1, the induction
hypothesis implies that G contains an i-colored copy of Mk,rie′i
for some i. Since e′i = ei
when i 6= j, we have i = j. Then the j-colored copy of Mk,rjej−1 along with the edge
{1, . . . , r} ∪ {N − k + r + 1, . . . , N} is a j-colored copy of Mk,rjej .
Notice that the r = 0 and r = k case of Theorem 2.19 agrees with the bound in
Theorem 2.14 using ` = 0. Interestingly, as opposed to the large discrepancy between the
ordered and ordinary Ramsey numbers of paths, we see that ORkt (M
k,r
e ) ≤ k ·Rkt (Mk,re ).
However, this trend does not continue when the ordering of the matching is not nested
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as in Mk,re . Likely M
k,r
e minimizes the ordered Ramsey number OR
k
t (M) among all
orderings of k-uniform matchings M on e edges, though we make no formal conjecture
here.
Conlon, Fox, Lee and Sudakov [8] explore the ordered Ramsey numbers of 2-uniform
matchings.
Theorem 2.20 (Conlon, Fox, Lee and Sudakov [8]). Let M2, . . . ,Mt be ordered 2-uniform
matchings, and let p ≥ 2. Then OR(Kp,M2, . . . ,Mt) ≤ OR(M2, . . . ,Mt)dlg pe. Therefore,
for an ordered 2-uniform matching M with e edges, ORt(M) ≤ (2e)dlg(2e)et−1 ≤ 2dlg(2e)et .
Compare the upper bound here with the lower bound from Theorem 2.17, showing
that this upper bound is nearly tight. In terms of e, the bound above is quasi-polynomial,
but in terms of t the bound is doubly-exponential.
Define the k-uniform graph Gks iteratively on s as follows: let G
k
0 consist of a single
vertex, and for s ≥ 1, let Gks consist of k disjoint, consecutive copies of Gks−1, and
introduce every k-uniform edge consisting of exactly one vertex from each copy. Notice
that G2s = K2s .
Using the graph Gks , we attain a bound on the t-color ordered Ramsey numbers
of certain “nice” orderings of k-uniform matchings. This bound is a generalization of
Theorem 2.20, where Gks replaces the complete graph.
Lemma 2.21. Let M2, . . . ,Mt be any k-uniform ordered matchings and s ≥ 0. Then
ORk(Gks ,M2, . . . ,Mt) ≤ ORk(M2, . . . ,Mt)s.
Proof. We prove by induction on s. When s = 0, the graph Gk0 consists of a single vertex,
and hence every coloring of Kk1 contains a copy of G
k
s in every color.
Suppose that s > 0 and let r = ORk(M2, . . . ,Mt). Suppose, for the sake of con-
tradiction, that c is a t-coloring of Kkrs that avoids a j-colored copy of Mj for each
j ∈ {2, . . . , t} and avoids a 1-colored copy of Gks . Let V1, . . . , Vr be equal-sized intervals
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partitioning [rs] such that maxVi < minVi+1 for i ∈ [r − 1]. By the induction hypothe-
sis, restricting c to Vi yields either a copy of G
k
s−1 in color 1 or a j-colored copy of Mj
for some j ∈ {2, . . . , t}. Since c contains no j-colored copy of Mj, each Vi contains a
copy of Gk(s−1). Since c avoids G
k
s , then for any indices 1 ≤ i1 < · · · < ik ≤ r there
must be xij ∈ Vij such that c(xi1 , . . . , xik) 6= 1. Define a coloring of E(Kkr ) by letting
c′(vi1 , . . . , vik) be any color in {c(xi1 , . . . , xik) : xij ∈ Vij} \ {1}. By the definition of r, c′
contains an j-colored copy of Mj for some j ∈ {2, . . . , t} and therefore c also contains a
j-colored copy of Mj; a contradiction.
Let M be an ordered k-uniform matching on vertex set [ke]. We say that M is
k-nestable if there exist disjoint intervals I1, . . . , Ik, some of which may be empty or
degenerate, spanning [ke] such that 1 ∈ I1, ke ∈ Ik, where each edge in M either is
contained in some interval Ij or intersects all intervals I1, . . . , Ik, and for each j ∈ [k]
the edges contained within Ij form a matching, denoted Mj, that is either k-nestable or
empty. A set of intervals I1, . . . , Ik satisfying these properties is a k-nesting of M . Notice
that every matching contained as a subgraph of Gks for some s must be k-nestable; in
particular, every 2-uniform matching is 2-nestable as G2s
∼= K2s . The following lemma
provides the converse to this observation.
Lemma 2.22. If M is a k-uniform hypergraph consisting of a k-nestable matching on e
edges and v additional isolated vertices, then M can be embedded into Gke+dlogk(e+v)e.
Proof. We prove by induction on e. If e = 0, then the claim holds immediately through
the fact that Gks has k
s vertices.
Now suppose that e ≥ 1. Let I1, . . . , Ik be a k-nesting of M and let Mj be graph
with vertex set Ij and edge set E(M)∩
(
Ij
k
)
. Also let M ′ = M −⋃jMj. In other words,
Mj is the matching induced on interval Ij along with all other vertices contained in Ij,
and M ′ is the set of edges that intersect every interval. Notice that some of the Mj’s
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may be empty or only consist of isolated vertices and that M ′ may be empty as well.
Let e′ = |E(M ′)|, ej = |E(Mj)| and vj be the the number of isolated vertices of Mj.
Let r = maxj(ej +dlogk(ej +vj)e), then because ej < e for all j, Mj can be embedded
into Gkr by the inductive hypothesis. Thus, by embedding Mj into the j’th copy of G
k
r
in Gkr+1, we attain an embedding of
⋃
jMj into G
k
r+1. Finally, it is easy to add the edges
of M ′ into this embedding because the j’th vertex in an edge of M ′ has been embedded
into the j’th copy of Gkr in G
k
r+1 due to the original k-nesting of M . Hence, we have an
embedding of M into Gkr+1.
Notice that ej ≤ min{e − e′, e − 1} for all j and that vj ≤ v + e′ because e′ new
isolated vertices were added to each interval upon ignoring the edges of M ′. Therefore,
ej + 1 ≤ e and ej + vj ≤ e+ v, so r+ 1 ≤ e+ dlogk(e+ v)e. We conclude that M embeds
into Gke+dlogk(e+v)e.
Notice that, Lemma 2.22 implies that a k-nestable matching on e edges embeds into
Gke+dlogk ee. In many cases, Lemma 2.22 will not be tight as maxj(ej+dlogk(ej+vj)e) may
be substantially smaller than e+ dlogk(e+ v)e; however, there are k-nestable matchings
which come close to showing the tightness of the lemma. It is easy to observe that for
1 ≤ r ≤ k − 1, Mk,re embeds into Gke+1 but not into Gke whenever e ≥ 2. Thus, if e ≤ k,
Mk,re embeds into G
k
e+dlogk ee but not into G
k
s for any s < e+ dlogk ee.
The following theorem follows from Lemmas 2.21 and 2.22 and the fact that ORk1(M) =
ek if M is a k-uniform ordered matching with e edges.
Theorem 2.23. Let k ≥ 3 and e ≥ 2. If M is a k-nestable ordered matching with e
edges, then ORkt (M) ≤ (ek)de+logk eet−1 = kde+logk eet−1(1+logk e).
This extends the previous bound on 2-uniform matchings [?]. While the bound
remains doubly-exponential in terms of t, the bound has increased from quasi-polynomial
to exponential in terms of e.
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Notice that for these “nice” orderings of a k-uniform matching on e edges, the bound
on the ordered Ramsey number ORkt (M) is only slightly larger than the ordered Ramsey
number ORkt (P
k,`
e ) of the naturally-ordered (k, `)-path on e edges when i(k, `) = 3.
We say that a k-uniform ordered matching M is simply interlacing if for any pair of
distinct edges A,B in M , where A = {a1 < a2 < · · · < ak} and B = {b1 < b2 < · · · < bk}
either ai and bi are consecutive in A ∪ B for each i or there is some i where ai < b1 <
bk < ai+1 (where a0 = −∞ and ak+1 = +∞). If the former holds, we say that A and B
interlace, and if the latter holds, we say that A and B nest. Notice that every 2-uniform
matching is simply interlacing.
Corollary 2.24. If k ≥ 3, e ≥ 2, and M is a simply-interlacing k-uniform ordered
matching with e edges, then M is k-nestable; hence ORkt (M) ≤ kde+logk eet−1(1+logk e).
Proof. By Theorem 2.23, it suffices to show that M is k-nestable. Define a relation on
the edges of M by A  B if A = B or if bi < a1 < ak < bi+1 for some 0 ≤ i ≤ k − 1,
where A = {a1 < · · · < ak} and B = {b1 < · · · < bk} (again under the convention
that b0 = −∞). We observe that  is not quite a partial ordering. Suppose that
A = {a1, . . . , ak}, B = {b1, . . . , bk} and C = {c1, . . . , ck} where ak < b1, bk < ck, and
ai < ci < ai+1 for all 1 ≤ i ≤ k−1. Thus, A  B and B  C, but A 6 C. Thus,  is not
a transitive relation. However,  is reflexive and antisymmetric, so  admits “maximal”
elements in the sense that A is maximal if there is no B 6= A such that A  B. Let
A1, . . . , Ap be the edges of M that are either maximal with respect to  or interlace with
some maximal edge. Therefore, it must be the case that Ai and Ai′ interlace. We refer
to these edges as spanning edges.
For each i ∈ [p], label the vertices in Ai as Ai = {ai,1 < · · · < ai,k}; also let ai,0 = −∞
and ai,k+1 = +∞. Observe that for each j ∈ [k−1], we have maxi∈[p] ai,j < mini∈[p] ai,j+1,
as otherwise there is a pair of edge Ai and Ai′ where ai,j > ai′,j+1 and hence ai,j and ai′,j
are not consecutive in Ai∪Ai′ . Therefore, we can define disjoint intervals I1, . . . , Ik such
35
that Ij = [mini∈[p] ai,j,maxi∈[p] ai,j]. These intervals do not necessarily span V (M), but
we will expand them to include vertices not in A1, . . . , Ap.
For a non-spanning edge B in M , there is at least one edge Ai where B ≺ Ai.
Therefore, there exists a j ∈ {0, . . . , k − 1} such that ai,j < minB < maxB < ai,j+1.
Observe that since k ≥ 3, for any i′ ∈ [p] the edge B is comparable to Ai′ since there is
some ai′,j′ not in the interval [ai,j, ai,j+1]. While it may not be the case that B ≺ Ai′ ,
it is true that for every i′ ∈ [p] and ai′,j+ci′ < minB < maxB < ai′,j+ci′+1 for some
ci′ ∈ {−1, 0,+1}, as Ai′ ≺ B only when ai′,k < minB. Therefore, let jB be the minimum
integer satisfying jB ≥ 1 and jB ≥ j + ci′ for each i′ ∈ [p].
If B,B′ are two non-spanning edges in M and jB < jB′ , then maxB < ai,jB+1 for all
i ∈ [p] and ai′,jB′ < minB′ for some i′ ∈ [p]. Then maxB < ai′,jB+1 < minB′. Therefore,
if for every non-spanning edge B in M we minimally extend the interval IjB to contain
the edge B, the intervals I1, . . . , Ik will always be disjoint.
Note that the matching Mj given by the edges entirely within the interval Ij is a
simply-interlacing k-uniform ordered matching and hence is k-nestable by an inductive
argument. Therefore, the intervals I1, . . . , Ik form a k-nesting of M .
We conclude by noting that Lemma 2.21 will not apply to most ordered k-uniform
matchings for k ≥ 3. For k ≥ 4, let A and B be defined as
A = {1, . . . , bk/2c}∪{k+1, . . . , k+dk/2e}, B = {bk/2c+1, . . . , k}∪{k+dk/2e, . . . , 2k}.
Observe that the ordered matching with edges A and B is not k-nestable. While every
ordered 3-uniform matching on two edges is 3-nestable, there exists an ordered 3-uniform
matching that is not 3-nestable. A randomly-ordered matching contains these config-
urations with high probability, so the bound of Theorem 2.23 does not apply to most
ordered matchings.
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CHAPTER 3. PARTIALLY-ORDERED RAMSEY
NUMBERS
In this chapter, we provide a generalization of ordered Ramsey theory to graphs with
a partial ordering on their vertex sets. We begin by describing the theory in its full
generality, but then will focus on a particular case which demonstrates the difficulty of
the problem.
In order to define partially-ordered Ramsey numbers, we first must understand what
it means to have containment between posets.
Suppose that (P,≤P ) and (Q,≤Q) are posets. A poset homomorphism is a map
φ : P → Q such that φ(x) ≤Q φ(y) whenever x ≤P y. We say that P is a subposet of Q,
or that Q contains a copy of P , if there is an injective poset homomorphism from P to
Q. We will often slightly abuse notation and say that P ⊆ Q if Q contains a copy of P .
Beyond this we will often refer to the following concepts in our exploration of partially-
ordered Ramsey numbers.
Recall from Section 2.1.3 that for a poset P and a subset S ⊆ P , the minimal downset
containing S is D(S) = {x ∈ P : x ≤ y for some y ∈ S}. We will also need a similar
notion called an upset, defined by U(S) = {x ∈ P : y ≤ x for some y ∈ S}.
The height of a poset P is defined to be the length of the longest chain contained in
P . Along these lines, we can define the ith level of P to be the set of x ∈ P such that
D(x) has height i. Notice that a poset of height h has exactly h different levels and that
each level forms an antichain. The width of a poset is the maximum size of an antichain.
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Additionally, for a poset (P,≤), the dual of P is the poset (P,≤′) where x ≤′ y if
and only if y ≤ x. In other words, the dual of a poset is formed by reversing the original
relations.
3.1 The Foundation of Partially-Ordered Ramsey Numbers
Let P,Q1, . . . , Qt be posets. We say that P
1−→ (Q1, . . . , Qt) if any t-coloring of
P contains a copy of Qi in color i for some i. If P = {Pn : n ≥ 1} and Q are both
families of posets, we say that P is a Ramsey host family for Q if for any integer t and
any (Q1, . . . , Qt) ∈ Qt, there is some integer N such that Pn 1−→ (Q1, . . . , Qt) for every
n ≥ N . From this, if P = {Pn : n ≥ 1} is a Ramsey host family for {Q1, . . . , Qt}, we can
define the 1-uniform P-Ramsey number of Q1, . . . , Qt, denoted PR1(Q1, . . . , Qt), to be
the least integer N such that Pn
1−→ (Q1, . . . , Qt) for all n ≥ N . If Q1 = · · · = Qt = Q,
then we abbreviate PR1(Q1, . . . , Qt) by PR1t (Q). Notice that if Q is the class of all
finite posets, then P = {Pn : n ≥ 1} is a Ramsey host family for Q if and only if for
any positive integer d, there exists another positive integer N such that [d] ⊆ Pn for all
n ≥ N . If P is a Ramsey host family for any finite poset and Pn ⊆ Pn+1 for all n, then
we say that P is a universal Ramsey host family.
In Section 3.2.1, we explore the connections between the partially-ordered Ramsey
number and Tura´n-type problems in posets.
After looking at ordered graphs, we would like to generalize to graphs that do not
have a total ordering on their vertex sets.
Definition 3.1. A poset-graph G is a triple (V (G), E(G),≤G) where V (G) is a set
of vertices, (V (G),≤G) is a poset, and E(G) is a subset of the comparable pairs of
(V (G),≤).
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By this definition, an ordered graph is a poset-graph (V (G), E(G),≤G) where
(V (G),≤G) is a chain. We will refer to (V (G),≤G) as the underlying poset of G and will
often denote this simply by V (G) when the partial ordering is understood.
For a poset (P,≤P ), we define the comparability graph of P , denoted G(P ), to be the
poset-graph with (V (G(P )),≤G(P )) = (P,≤P ), where {x, y} ∈ E(G(P )) if and only if x
and y are comparable in P .
For poset-graphs G and H, we say that H contains a copy of G or that G is a
subgraph of H if there is an injective map φ : V (G) → V (H) that is both a poset
homomorphism and a graph homomorphism. In other words, H contains a copy of G if
there is an injective map φ : V (G) → V (H) such that φ(x) ≤H φ(y) whenever x ≤G y,
and {φ(x), φ(y)} ∈ E(H) whenever {x, y} ∈ E(G).
The dual of a poset graph (V (G), E(G),≤G) is simply the poset-graph
(V (G), E(G),≤′G) where (V (G),≤′G) is the dual of (V (G),≤G).
Let P be a poset and let G1, . . . , Gt be poset-graphs. We say that P
2−→ (G1, . . . , Gt)
if every t coloring of E(G(P )) contains a copy of Gi in color i for some i. If P = {Pn :
n ≥ 1} has the property that there is an N such that Pn 2−→ (G1, . . . , Gt) for all n ≥ N
we can define the 2-uniform P-Ramsey number of G1, . . . , Gt, denoted PR(G1, . . . , Gt),
to be the least integer N such that Pn
2−→ (G1, . . . , Gt) for all n ≥ N .
We can more generally define a k-uniform poset-hypergraph G to be a triple
(V (G), E(G),≤G) where (V (G),≤G) is a poset and E(G) is a subset of the k-chains of
(V (G),≤G). As with the 2-uniform poset-graphs, we will refer to V (G) as the underlying
poset of G.
We further extend the definition of the comparability graph of a poset P to define
Gk(P ) to be the k-uniform poset graph with P as its underlying poset and whose edges
consist of every k-chain of P . Note that G2(P ) = G(P ).
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For a poset P and k-uniform poset-graphsG1, . . . , Gt, we can define P
k−→ (G1, . . . , Gt)
analogously to the k = 2 case. We also can define PRk(G1, . . . , Gt) as expected whenever
P is a Ramsey host family for G1, . . . , Gt.
In the 1-uniform case, we defined a universal Ramsey host family to be a family
{Pn : n ≥ 1} where Pn ⊆ Pn+1 and for every integer d, there is an N such that [d] ⊆ PN .
It is easy to observe that if P is a universal Ramsey host family, then PR1(Q1, . . . , Qt)
exists for any finite posets Q1, . . . , Qt. Not surprisingly, it turns out that being a universal
Ramsey host family guarantees that PRk(G1, . . . , Gt) exists for any k-uniform poset-
graph G1, . . . , Gt. While this fact is practically immediate, we include a proof for the
sake of completeness.
Proposition 3.2. Let P = {Pn : n ≥ 1} is a universal Ramsey host family, then for
any k-uniform poset-graphs G1, . . . , Gt, PRk(G1, . . . , Gt) exists.
Proof. For i ∈ [t], let G′i be any linear extension of Gi and let R = ORk(G′1, . . . , G′t). As
P is a universal Ramsey host family, let d be such that [R] ⊆ Pd. Thus, any t-coloring
of Gk(Pd) defines a t-coloring of KkR. By the definition of R, this t-coloring must admit
a copy of G′i in color i for some i ∈ [t]. As a copy of G′i is also a copy of Gi, we see that
PRk(G1, . . . , Gt) ≤ d.
When constructing bounds on the 2-uniform partially-ordered Ramsey number, we
will often need the following definition. for a t-coloring c of E(G(P )) and v ∈ P , we define
Di(v) = {x ∈ D(v) : c(x, v) = i} and similarly define Ui(v) = {x ∈ U(v) : c(x, v) = i}.
3.1.1 Comments on the Chain Ramsey Number
In Ramsey theory, we are used to coloring the edges of the complete graph, so we
begin by establishing a few simple observations that relate the partially-ordered Ram-
sey numbers under any universal Ramsey host family to the partially-ordered Ramsey
numbers under the family of chains.
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If P = {[n] : n ≥ 1}, then we will denote PRk(G1, . . . , Gt) by CRk(G1, . . . , Gt) and
refer to this number as the chain Ramsey number. We focus on this particular host
family due to its tight connections with the ordered Ramsey number.
To begin, notice that if G1, . . . , Gt are ordered graphs (i.e. (V (Gi),≤Gi) is a chain),
then it is immediate to observe that CRk(G1, . . . , Gt) = OR
k(G1, . . . , Gt). Let
(V (G), E(G),≤G) be a poset graph and suppose that for any two linear extentions ≤
and ≤′ of ≤G, (V (G), E(G),≤) is isomorphic to (V (G), E(G),≤′). In this case,
CRkt ((V (G), E(G),≤G)) = ORkt ((V (G), E(G),≤)).
Next, suppose that G1, . . . , Gt are comparability graphs of some posets (i.e. Gi =
Gk(Pi) for some poset Pi). Define the graph G′i to be the digraph formed by letting
V (G′i) = V (Gi) and (x1, . . . , xk) ∈ E(G′i) if and only if x1 ≤Gi · · · ≤Gi xk. In this case,
CRk(G1, . . . , Gt) = DR
k(G′1, . . . , G
′
t), where DR
k(G′1, . . . , G
′
t) refers to the natural exten-
sion of the 2-uniform directed Ramsey number to higher uniformities. This observation
follows from the fact that the directed Ramsey number only cares about the ordering
of the vertices if they are contained in a edge, which is the same as the chain Ramsey
number in the case when the graphs are comparability graphs.
The next proposition is fairly straightforward, but will be very important in our
exploration of partially-ordered Ramsey numbers when the host family consists of the
Boolean lattices.
Proposition 3.3. Let G1, . . . , Gt be k-uniform poset-graphs, let P = {Pn : n ≥ 1} be a
universal host family. If p(n) = |Pn|, then
CRk(G1, . . . , Gt) ≤ p(PRk(G1, . . . , Gt)),
and if N = CRk(G1, . . . , Gt), then
PRk(G1, . . . , Gt) ≤ min{M : [N ] ⊆ PM}.
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Figure 3.1 The poset-graphs ∨r and ∧r respectively.
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Figure 3.2 The r-diamond poset-graph Dr.
Proof. Let R = PRk(G1, . . . , Gt) and let P ′ be any linear extension of PR. By identifying
P ′ with [p(n)], it is immediate that any t-coloring c of E(Kkp(R)) induces a coloring of
E(Gk(PR)), so c must admit a copy of Gi in color i for some i. Thus, CRk(G1, . . . , Gt) ≤
p(R).
If N = CRk(G1, . . . , Gt), and [N ] ⊆ PM , then any t-coloring of E(Gk(PM)) induces
a coloring of E(KkN), which must admit a copy of Gi in color i for some i. Thus,
PRk(G1, . . . , Gt) ≤M .
Turning our attention solely to the chain Ramsey number, we define the poset-graph
∨r, called the r-cup, by letting V (∨r) = {x, y1, . . . , yr} where x ≤∨r yi and {x, yi} ∈
E(∨r) for each i. We define ∧r, called the r-cap, to be the dual of ∨r (see Figure 3.1).
We also define the r-diamond poset-graph to be the graph formed by identifying the
maximal elements of ∨r with the minimal elements of ∧r (see Figure 3.2).
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In [3], Choudum and Ponnusamy proved the following theorem (although not in the
language of partially-ordered Ramsey numbers).
Theorem 3.4 (Choudum and Ponnusamy [3]). For r, s ≥ 2,
CR(∨r,∧s) =
⌊√
1 + 8(r − 1)(s− 1)− 1
2
⌋
+ r + s
Using this fact, Balko, Cibulka, Kra´l, and Kync˘l [2] argued that 11 ≤ OR2(D2) ≤
13 and show that the lower bound is tight with computer assistance. We apply their
technique that yields an upper bound of 13 to attain an general upper bound for the
chain Ramsey number of Dr.
Theorem 3.5. Let r ≥ 2, then
CR2(Dr) ≤ 2 ·
⌊√
1 + 8(r − 1)2 − 1
2
⌋
+ 6r − 1
Proof. Let N = 2 ·
⌊√
1+8(r−1)2−1
2
⌋
+ 6r− 1 and suppose that c is a 2-coloring of E(KN)
that avoids monochromatic copies of Dr. Therefore, |Ui(1)∩Di(N)| ≤ r− 1 for i = 1, 2.
Hence, |U1(1)∩D2(N)|+ |U2(1)∩D1(N)| = N−2r. By the pigeonhole principle, without
loss of generality, |U1(1) ∩ D2(N)| ≥ d(N − 2r)/2e = CR(∨r,∧r). Thus, c restricted to
U1(1) ∩D2(N) must admit either a ∧r in color 1 or a ∨r in color 2. Both of these imply
the existence of a monochromatic Dr; a contradiction.
At this point, it should be noted that a bound on PR(∨r1 , . . . ,∨rn ,∧s1 , . . . ,∧sm) can
be attained in terms of a 2-color Ramsey number for any universal host family P .
Proposition 3.6. Let R = 1 +
∑n
i=1(ri− 1) and S = 1 +
∑m
i=1(si− 1), then if P is any
universal host family,
PR(∨r1 , . . . ,∨rn ,∧s1 , . . . ,∧sm) = PR(∨R,∧S).
Proof. Upper Bound. Let L = PR(∨R,∧S), and let c be any (n + m)-coloring of
E(G(PL)). Let c′ be a 2-coloring of E(G(PL)) formed by c′(x, y) = 1 if c(x, y) ∈ [n]
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and c′(x, y) = 2 if c(x, y) ∈ [n + 1, n + m]. By the definition of L, c′ must admit either
a veeR in color 1 or a ∧S in color 2. Suppose that c′ admits a copy of ∨R in color 1,
then, by the pigeonhole principle, there is some i ∈ [n] for which c restricted to this copy
of ∨R contains ri edges in color i. Hence, c admits a copy of ∨ri in color i. A similar
conclusion holds if c′ admits a ∧S in color 2. Hence, PR(∨r1 , . . . ,∨rn ,∧s1 , . . . ,∧sm) ≤ L.
Lower Bound. Let c be a 2-coloring of E(G(PL−1)) that avoids copies of ∨R in color
1 and copies of ∧S in color 2. For any v ∈ PL−1, we can easily color the edges between v
and U1(v) with the colors {1, . . . , n} and the edges between v and D2(v) with the color
{n+1, . . . , n+m} without creating monochromatic copies of ∨ri or ∧sj . Hence, this new
coloring shows that PR(∨r1 , . . . ,∨rn ,∧s1 , . . . ,∧sm) > L− 1.
Additionally, it is immediate to observe that if P = {Pn} is a universal host family,
then PR(∨r1 , . . . ,∨rt) = N where N is the least integer such that maxx∈PN |U(x)| ≥
2 +
∑t
i=1(ri − 1). Similarly, PR(∧s1 , . . . ,∧st) = M where M is the least integer such
that maxx∈PN |D(x)| ≥ 2 +
∑t
i=1(si − 1).
Corollary 3.7. If R = 1 +
∑n
i=1(ri − 1) and S = 1 +
∑n
i=1(si − 1), then
CR(∨r1 , . . . ,∨rn ,∧s1 , . . . ,∧sm) =
⌊√
1 + 8(R− 1)(S − 1)− 1
2
⌋
+R + S
3.2 Boolean Ramsey Numbers
If P = {2[n] : n ≥ 1}, we will denote PRk(G1, . . . , Gt) by BRk(G1, . . . , Gt) and
refer to this as the Boolean Ramsey number. In addition, let Bkn = Gk(2[n]), so we can
explicitly define BRk(G1, . . . , Gt) to be the least integer N such that any t-coloring of
E(BkN) contains a copy of Gi in color i for some i. We focus on the Boolean Ramsey
number due to its connection to Tura´n-type questions on the Boolean lattice and due to
the fact that a good deal is known about the structure of this lattice.
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3.2.1 1-Uniform Boolean Ramsey Numbers
In graph theory, a Tura´n-type problem is a question of the following form: for a graph
H, if Hn is the family of graphs on n vertices that do not contain H as a subgraph, what
is maxG∈Hn |E(G)|? In other words, how many edges can a graph on n vertices have and
still avoid having H as a subgraph. One of the first results in this direction is a theorem
by Mantel which states that a triangle-free graph on n vertices can have at most n2/4
edges. Extending this, Tura´n showed that if a graph on n vertices that does not contain
a copy of Kr can have at most
r−2
r−1
n2
2
edges.
In many regards, Ramsey-type problems are an extension of Tura´n-type problems in
the sense that both are attempting to avoid certain subgraphs. The main difference is
that in a Ramsey-type problem, we are partitioning the host graph and considering each
piece, where a Tura´n-type problem only cares about one specific piece of the partition.
Tura´n-type problems can also be asked about posets, in particular the Boolean lattice.
Most have been phrased in the following way: for a poset P , what is the size of the largest
subset of 2[n] that does not contain P as a subposet. In this direction, the 1-uniform
Boolean Ramsey number is an extension of this Tura´n-type question.
Most results toward determining the largest size of a P -free family of 2[n] for some
poset P use a special function known as the Lubell function. For a subset F ⊆ 2[n], the
Lubell function of F is defined to be
lun(F) =
∑
F∈F
(
n
|F |
)−1
.
A simple but key observation is that for any subset F of 2[n],
|F| ≤ lun(F)
(
n
bn/2c
)
.
Therefore, if for a P -free family F ⊆ 2[n], we can determine lun(F), then we can bound
the size of F from above. We can also use the Lubell function to attain Ramsey-type
results by noticing that for subsets F ,G ⊆ 2[n] with F and G disjoint,
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lun(F ∪G) = lun(F) + lun(G). The following proposition should be considered a formal-
ization of an idea used by Johnston, Lu and Milans [18] to explore a very specific case
of the 1-uniform Boolean Ramsey number.
Proposition 3.8. Let P be a poset and let Ln(P ) = max{lun(F) : F is P -free}. If
t < n+1
Ln(P )
, then BR1t (P ) ≤ n.
Proof. Notice that if F ⊆ 2[n] has lun(F) > Ln(P ), then F must contain a copy of P .
Therefore, let c be any t-coloring of 2[n] and for i ∈ [t], let Fi = c−1(i). By the linearity
of the Lubell function
n+ 1 = lun(2
[n]) = lun
(
t⋃
i=1
Fi
)
=
t∑
i=1
lun(Fi).
Therefore, there is some i for which lun(Fi) ≥ n+1t . As t < n+1Ln(P ) , lun(Fi) > Ln(P ), so c
admits a copy of P in color i. Thus, BR1t (P ) ≤ n.
Determining the Lubell function of a P -free family is generally a difficult task and
we often can only attain asymptotic results. Note that Proposition 3.8 states that if
Ln(P ) = `+ o(1) for some constant `, then asymptotically in t, BR
1
t (P ) ≤ (`+ o(1))t.
On the other hand, notice that 2[ht−1] has exactly ht levels, so consider coloring levels
(i − 1)h + 1 to ih with color i. Thus, in this t-coloring of 2[ht−1], we have avoided
monochromatic copies of any poset of height h + 1 as there is no monochromatic chain
of length h+ 1. Using this idea, we arrive at the following straightforward fact.
Proposition 3.9. If P1, . . . , Pt are posets where Pi has height hi, then BR
1(P1, . . . , Pt) ≥∑t
i=1(hi − 1).
By putting together Propositions 3.8 and 3.9, we see that if Ln(P ) = `+ o(1) and P
has height h, then
(h− 1)t ≤ BR1t (P ) ≤ (`+ o(1))t. (3.1)
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Along these lines, Kramer, Martin, and Young [19] determined that Ln(2
[2]) = 2.25+
o(1). Thus, by applying the bound in (3.1), we find that
2t ≤ BR1t (2[2]) ≤ (2.25 + o(1))t.
Beyond this, we provide the following result on off-diagonal Boolean Ramsey numbers
to support our belief that the lower bound in (3.1) is tight in general.
Theorem 3.10. BR1(2[n1], [n2], . . . , [nt]) = n1 +
∑t
i=2(ni − 1).
Proof. The lower bound follows from Proposition 3.9, so we need only show the upper
bound.
We first prove that BR1(2[n], [m]) ≤ n + m − 1 by induction on m. For m = 1, the
result is trivial, so suppose that m ≥ 2 and let N = n+m−1. Let c be any 2-coloring of
2[N ] and suppose that c avoids copies of [m] in color 2; we will show that c must admit
a copy of 2[n] in color 1. Let L = {X ∈ 2[N ] : N /∈ X}. As L is a copy of 2[N−1], the
induction hypothesis states that c restricted to L must admit either a copy of 2[n] in color
1 or a copy of [m − 1] in color 2. If the former holds, then we are done. Otherwise, c
restricted to L admits a copy of [m−1] in color 2. Suppose that X1, . . . , Xs are the copies
of [m− 1] in color 2 contained in L, then ⋃si=1 maxXi must form an antichain (although
some of the maxXi’s may be the same). Because c avoids copies of [m] in color 2, we see
that U (⋃si=1 maxXi)\⋃si=1 maxXi must be void of color 2. Let U = U (⋃si=1 maxXi)∩L
and let U ′ = {Y ∪{N} : Y ∈ U}. Notice that U ′ ⊆ U (⋃si=1 maxXi)\⋃si=1 maxXi, so U ′
has no elements of color 2. Furthermore, as U is an upset restricted to L, 2[N−1] embeds
into (L \ U) ∪ U ′. However, c restricted to (L \ U) ∪ U ′ does not contain any copies of
[m− 1] in color 2, so by the induction hypothesis, it must admit a copy of 2[n] in color 1
as needed. We conclude that BR1(2[n], [m]) ≤ N .
Now that we have proved that BR1(2[n], [m]) = n+m−1, the t-color version follows by
induction on t. For t ≥ 3, let c be a t-coloring of 2[N ] whereN = n1+
∑t
i=2(ni−1). Letting
N ′ = n1+
∑t−1
i=2(ni−1), by the 2-color case, BR1(2[N
′], [nt]) ≤ N ′+nt−1, so either c admits
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a copy of [nt] in color t or c admits a copy of 2
[N ′] which is void of color t. We are done
if the former happens, so suppose the latter holds. Then by the induction hypothesis, c
restricted to this copy of 2[N
′] must admit a copy of 2[n1] in color 1 or a copy of [ni] in
color i for some 2 ≤ i ≤ t−2. Therefore, BR1(2[n1], [n2], . . . , [nt]) ≤ N ′+nt−1 = N .
Based on this result, we present the following conjecture.
Conjecture 3.11. Let P1, . . . , Pt be posets such that Pi has height hi and Pi is contained
in 2[hi−1], then BR1(P1, . . . , Pt) =
∑t
i=1(hi − 1).
Notice that to confirm this conjecture, it suffices to show that BR1(2[n], 2[m]) = n+m.
3.2.2 2-Uniform Boolean Ramsey Numbers
We now turn our attention to 2-uniform Boolean Ramsey numbers.
From Proposition 3.3, we immediate arrive at the following observation.
Proposition 3.12. Let G1, . . . , Gt be k-uniform poset-graphs, then
dlg CRk(G1, . . . , Gt)e ≤ BRk(G1, . . . , Gt) ≤ CRk(G1, . . . , Gt)− 1.
We can use Proposition 3.12 to attain an easy lower bound in the Boolean Ramsey
number when the chain Ramsey number has already been determined. The upper bound
is tight in the case where G1, . . . , Gt are ordered graphs, but we expect it to be far from
the truth when when the poset-graphs contain large antichains. Our next couple results
support this expectation showing that for certain classes of poset-graphs G, BRt(G) =
Θ(lg CRt(G)).
We begin by looking at matchings where we do not require any relations between
elements unless they are connected by an edge.
Theorem 3.13. Let m1 ≥ · · · ≥ mt. If Mi = G
(⋃mi
j=1[2]
)
, then⌈
lg
(
m1 + 1 +
t∑
i=1
(mi − 1)
)⌉
≤ BR(M1, . . . ,Mt) ≤
⌈
lg
(
1 +
t∑
i=1
(mi − 1)
)⌉
+ 1.
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Proof. Lower bound. The lower bound is found by noting that CR(M1, . . . ,Mt) =
R(M1, . . . ,Mt) = m1 + 1 +
∑t
i=1(mi − 1) and applying Proposition 3.12.
Upper bound. Let N =
⌈
lg
(
1 +
∑t
i=1(mi − 1)
)⌉
and let c be a t-coloring of E(BN+1).
Let X = {S ∈ 2[N+1] : N + 1 /∈ S}. For x ∈ X, define c′(x) = c(x, x∪{N + 1}), so c′ is a
t-coloring of X. Notice that |X| = 2N ≥ 1+∑ti=1(mi−1), so if Ti = {x ∈ X : c′(x) = i},
then by the pigeonhole principle, |Ti| ≥ mi for some i. Thus, Ti ∪{x∪{N + 1} : x ∈ Ti}
contains a copy of Mi in color i, so BR(M1, . . . ,Mt) ≤ N + 1.
Notice here that the upper and lower bounds differ by at most 1. We believe that
the upper bound is always the truth.
The next result shows that for any r, s ≥ 2, BR(∨r,∧s) = Θ(lg(r + s)).
Theorem 3.14. For integers r, s ≥ 2,⌈
lg
(⌊√
1 + 8(r − 1)(s− 1)− 1
2
⌋
+ r + s
)⌉
≤ BR(∨r,∧s) ≤
⌈
lg(r + s− 1)
lg(3/2)
⌉
.
Proof. Lower Bound. The lower bound follows from Theorem 3.4 and applying Propo-
sition 3.12.
Upper Bound. Let n = dlg(r + s− 1)/ lg(3/2)e and suppose that c is a 2-coloring
of E(Bn) that avoids copies of ∨r in color 1 and avoids copies of ∧s in color 2. Thus,
for any v ∈ 2[n], |U1(v)| ≤ r − 1 and |D2(v)| ≤ s − 1. In particular, this implies that
|D1(v)| = |D(v)| − 1− |D2(v)| ≥ 2|v| − s.
Let W = 2[n] \ {[n]} and let T = {v ∈ W : |U2(v) ∩W | = r − 1}. As c avoids copies
of ∨r in color 1, for any v ∈ T , c(v, [n]) = 2. Hence, |T | ≤ s− 1 because c avoids copies
of ∧s in color 2.
Let R be the number of edges of color 1 that have both vertices in W , then
R =
∑
v∈W
|D1(v)| ≥
∑
v∈W
(2|v| − s)
=
n−1∑
i=0
(
n
i
)
2i − s(2n − 1)
= 3n − 2n(s+ 1) + s.
49
On the other hand,
R =
∑
v∈W
|U1(v) ∩W | =
∑
v∈T
(r − 1) +
∑
v∈W\T
|U1(v) ∩W |
≤ |T |(r − 1) + (2n − 1− |T |)(r − 2)
= |T |+ (2n − 1)(r − 2) ≤ s− 1 + (2n − 1)(r − 2).
Therefore, 3n − 2n(s+ 1) + s ≤ R ≤ s− 1 + (2n − 1)(r − 2), so(
3
2
)n
≤ r + s− 1− (r − 1)2−n.
However, n = dlg(r + s− 1)/ lg(3/2)e, so(
3
2
)n
≥
(
3
2
)log3/2(r+s−1)
= r + s− 1,
which is a contradiction. Thus, BR(∨r,∧s) ≤ n.
By applying Proposition 3.6, we arrive at the following corollary.
Corollary 3.15. If R = 1 +
∑n
i=1(ri − 1) and S = 1 +
∑m
i=1(si − 1), then⌈
lg
(⌊√
1 + 8(R− 1)(S − 1)− 1
2
⌋
+R + S
)⌉
≤ BR(∨r1 , . . . ,∨rn ,∧s1 , . . . ,∧sm) ≤
⌈
lg(R + S − 1)
lg(3/2)
⌉
.
In some regards, these results state that if we were to color a linear extension of Bn,
then we guarantee a monochromatic copy of our poset-graph when n is approximately
the logarithm of the chain Ramsey number. In other words, in determining the chain
Ramsey number, many of the edges are unimportant.
Question. What families of poset-graphs have the property that BRt(G) = Θ(lg CRt(G))?
In particular, is there some relationship between height and width of the underlying poset
that guarantees this property?
We now turn our attention to trying to determine the 2-color Boolean Ramsey number
of the diamond.
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Figure 3.3 A 2-coloring of E(B3) that avoids D2 in red and ∧2 in blue.
Lemma 3.16. BR(D2,∧2) = 4.
Proof. The lower bound is established by Figure 3.3, so we need only verify the upper
bound. For the sake of contradiction, suppose that c is a 2-coloring of E(B4) that
avoids D2 in color 1 and ∧2 in color 2. Thus, |D2([4])| ≤ 1. If c([4], ∅) = 2, then let
X = {S ⊆ [4] : 4 /∈ S} and if c([4], ∅) = 1, then let X be the copy of 2[3] that does not
contain [4] and also does not contain the element x with the property that c([4], x) = 2.
Thus, c restricted to the edges induces by X must admit either a ∨2 in color 1 or a
∧2 in color 2. By the assumption on c, it must admit a ∨2 in color 1, which implies
a copy of D2 in color 1 as the two maximal elements of the ∨2 must be in D1([4]); a
contradiction.
Using this lemma, we can provide bounds on the 2-color Boolean Ramsey number of
D2.
Theorem 3.17. 5 ≤ BR2(D2) ≤ 7.
Proof. The lower bound is established through Figure 3.4, so we need only show the upper
bound. Suppose that c is a 2-coloring of E(B7) that avoids monochromatic diamonds.
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Figure 3.4 A 2-coloring of E(B4) that avoids monochromatic copies of D2.
Without loss of generality, we may suppose that c(∅, {1}) = c(∅, {2}) = c(∅, {3}) = 1.
Let X = U({1})∩ U({2})∩ U({3}) = U([3]) and notice that X is isomorphic to 2[4]. By
Lemma 3.16, we see that c restricted to the edges induced by X must admit a copy of ∧2
in both color 1 and color 2 as c avoids monochromatic copies of D2. In particular, there
are v1, v2, v3 ∈ X where v1v2v3 forms a copy of ∧2 in color 2. Therefore, the structure
in Figure 3.5 must appear where the red edges signify color 1, blue edges signify color
2, and the dotted edges represent edges whose color we have yet to determine. Figure
3.6 shows that there is no way to 2-color the dotted edges of this structure and avoid
monochromatic copies of D2.
In fact, using computer assistance, we arrive at the following fact
Proposition 3.18. BR(D2,∨3) = 4
By applying this proposition, we can tighten the bound the on Boolean Ramsey
number of D2.
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Figure 3.5 The structure used to force diamonds in Theorem 3.17.
→ →
Figure 3.6 We cannot extend the partial coloring of Figure 3.5 without creating
monochromatic copies of D2.
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Theorem 3.19. 5 ≤ BR2(D2) ≤ 6.
Proof. We need only verify the upper bound. Suppose that c is a 2-coloring of E(B6)
that avoids monochromatic copies of D2, then without loss of generality c([6]\{1}, [6]) =
c([6] \ {2}, [6]) = 1. Let X = D([6] \ {1})∩D([6] \ {2}) = D([6] \ {1, 2}) and notice that
X is isomorphic to 2[4]. Hence, by Proposition 3.18, c restricted to the edges in X must
admit a copy of ∨3 in both color 1 and color 2. In particular, there are v1, v2, v3, v4 ∈ X
such that v1v2v3v4 forms a copy of ∨3 in color 2. Thus, we again arrive at the structure
shown in Figure 3.5, where blue represents color 1 and red represents color 2. However,
this is a contradiction by the same argument used in Theorem 3.17.
In fact, we conjecture that BR2(D2) = 5, but a proof is not immediate and a computer
search is currently intractable with our current implementation.
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CHAPTER 4. SUMMARY AND DISCUSSION
4.1 Ordered Ramsey Numbers
Our investigation into arbitrarily-ordered k-uniform matchings provides upper bounds
that are similar to the previous bounds in the 2-uniform case. Extending the techniques
from 2-uniform matchings comes at the cost that it does not apply to all k-uniform
ordered matchings, but they do provide bounds that are exponential and not a tower.
However, our methods do not allude to lower bounds, and hence it is unclear whether
our upper bounds are tight.
The largest question left open from our study of ordered Ramsey numbers is related
to arbitrary orderings of (k, `)-paths. While we found upper bounds on ORt(P
2,1
e ), our
techniques did not easily extend to higher uniformities. Upper bounds on ORkt (P
k,`
e ) for
arbitrary orderings of P k,`e would be very interesting and would significantly extend our
current techniques. Noticing that towk−2(Ω(n2)) ≤ Rk2(n) ≤ towk−1(O(n)) (see [13]),
the bound for ORkt (P
k,k−1
e ) for the natural ordering cannot be far off a general bound
for ORkt (P
k,k−1
e ) for an arbitrary ordering. However, OR
k
t (P
k,`
e ) for the natural ordering
grows as a tower of height i(k, `)− 1, so the upper bound for ORkt (P k,`e ) for an arbitrary
ordering may be much larger, especially if i(k, `) = 2. Thus, bounds on tight paths
may not lead to bounds on loose paths in the same way that Theorem 2.2 draws this
connection for monotone paths.
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4.2 Partially-Ordered Ramsey Numbers
In our formalization and exploration of partially-ordered Ramsey numbers, we came
across a multitude of interesting and difficult problems. The biggest challenge that arises
when working with a host graph defined by a poset other than a chain is that one cannot
rely heavily on the pigeonhole principle, as one often does when exploring graph Ramsey
numbers. Due to this, new techniques need to be developed in order to approach these
questions. We now present a number of questions and conjectures that have arisen from
our study of partially-ordered Ramsey numbers.
Conjecture 4.1. If Pi is a poset of height hi and is contained in 2
[hi−1], then
BR1(P1, . . . , Pt) =
t∑
i=1
(hi − 1).
Again, we comment that in order to confirm this conjecture, it suffices to show that
BR1(2[n], 2[m]) = n+m.
Conjecture 4.2. BR2(D2) = 5
Question 4.3. What are bounds on BRt(Dr)?
Notice that ifAn is an antichain with n elements andR = BR(∨r,∧r), then BR2(Dr) ≤
BR1(2[R], 2[R], Ar, Ar)+2. However, determining the 1-uniform Boolean Ramsey number
is difficult on its own.
Question 4.4. What families of poset-graphs have the property that BRkt (G) = Θ(CR
k
t (G))?
Question 4.5. Are there nontrivial functions fk(h,w) and gk(h,w) such that if G is a
k-uniform poset-graph whose underlying poset has height h and width w, then gk(h,w) ≤
BRkt (G) ≤ fk(h,w)?
Conjecture 4.6. BRt(Bn) = 2Θ(n)
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Notice that by applying the bounds on R2(n), we attain
Ω(2n/2) ≤ BR2(Bn) ≤ O(22
2n
).
Question 4.7. Let Hn be the 2-uniform poset-graph formed formed from the Hasse dia-
gram of 2[n]. What is BRt(Hn)?
Note that P 2,1n is a subgraph of Hn, so BRt(Hn) ≥ nt. We predict that this is
essentially the correct growth, i.e. BRt(Hn) = Θ(n
t).
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APPENDIX A. COMPUTATIONAL RESULTS
We present a table of Boolean Ramsey numbers of small graphs that have been
determined through computation. These numbers were found by an algorithm written
by Derrick Stolee.
We quickly define the poset graphs referenced in Table A.1.
• The crown of order n, denoted crn, is the poset graph with
V (crn) = {x1, . . . , xn, y1, . . . , yn}, where xi ≤crn yi and xi ≤crn yi+1 (mod n), and
{xi, yi}, {xi, yi+1 (mod n)} ∈ E(crn). Figure A.1 displays a picture of cr5 for clarity.
• As in Theorem 3.13, we let Mn = G(
⋃n
i=1[2]).
• The standard poset-graph of order n, denoted sdn, is the poset-graph with
V (sdn) = {x1, . . . , xn, y1, . . . , yn}, where xi ≤sdn yj for all j 6= i and {xi, yj} ∈
E(sdn) for all i 6= j. Figure A.2 displays a picture of sd5 for clarity.
• The (r, s)-star poset-graph, denoted Sr,s, is formed by identifying the maximal
element of ∧s with the minimal element of ∨r. See Figure A.3 for clarity.
x1 x2 x3 x4 x5
y1 y2 y3 y4 y5
Figure A.1 The crown poset-graph of order 5, cr5.
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x1 x2 x3 x4 x5
y1 y2 y3 y4 y5
Figure A.2 The standard poset-graph of order 5, sd5.
x
y1 y2 · · · yr
z1 z2 · · · zs
Figure A.3 The (r, s)-star poset-graph, Sr,s.
59
T
ab
le
A
.1
C
om
p
u
te
d
B
o
ol
ea
n
R
am
se
y
N
u
m
b
er
s
B 2
∧ 2
∧ 3
∧ 4
∧ 5
∧ 6
[2
]
[3
]
[4
]
[5
]
cr
2
cr
3
cr
4
cr
5
cr
6
∨ 2
∨ 3
∨ 4
∨ 5
∨ 6
D
2
D
3
D
4
D
5
D
6
M
2
M
3
M
4
M
5
M
6
sd
3
sd
4
S
1
,1
S
1
,2
S
1
,3
S
1
,4
S
2
,1
S
2
,2
S
2
,3
S
3
,1
S
3
,2
S
4
,1
B 2
4
4
2
4
4
4
3
4
4
4
4
∧ 2
4
2
3
3
3
3
2
3
4
5
4
4
4
4
4
3
3
4
4
4
4
4
4
4
3
3
4
4
4
4
4
3
4
4
3
4
4
4
4
∧ 3
4
3
3
3
3
4
3
4
4
4
4
4
3
4
4
4
3
4
4
4
4
4
3
4
4
4
4
∧ 4
3
3
3
4
4
4
4
4
4
4
4
4
4
4
4
4
4
∧ 5
3
3
4
4
4
4
4
4
4
4
∧ 6
3
4
4
4
4
4
4
4
4
[2
]
2
2
3
2
2
2
[3
]
4
3
3
4
4
4
3
3
4
4
3
4
4
4
4
4
5
5
5
5
[4
]
4
4
4
4
4
5
[5
]
5
5
5
cr
2
4
4
4
3
4
4
4
4
3
4
4
4
4
4
cr
3
4
4
4
4
3
4
4
4
4
cr
4
4
4
4
4
4
4
4
4
cr
5
4
4
4
4
4
4
4
4
cr
6
4
4
4
4
4
∨ 2
4
3
3
4
4
4
2
3
4
5
4
4
4
4
4
2
3
3
3
3
4
4
4
4
3
3
4
4
4
4
4
3
3
4
4
4
4
4
4
∨ 3
4
3
4
4
3
4
4
4
4
4
3
3
3
3
4
4
3
4
4
4
4
4
3
4
4
4
4
∨ 4
4
4
4
4
3
3
3
4
4
4
4
4
4
4
4
4
4
∨ 5
4
3
3
4
4
4
4
4
4
4
∨ 6
4
3
4
4
4
4
4
4
4
D
2
4
4
2
4
4
4
3
4
4
4
4
D
3
4
4
4
D
4
4
4
4
D
5
4
4
4
D
6
4
M
2
3
3
3
4
4
4
2
3
4
5
3
3
4
4
4
3
3
4
4
4
3
4
4
4
4
3
3
4
4
4
3
4
3
4
4
4
4
4
M
3
4
3
4
4
4
4
4
5
4
4
4
4
4
3
4
4
4
4
4
3
3
4
4
4
4
4
4
4
4
4
M
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
M
5
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
M
6
4
4
4
4
4
4
4
4
4
4
4
4
4
sd
3
4
4
4
4
3
4
4
4
4
sd
4
4
4
4
4
S
1
,1
4
3
3
4
4
4
3
3
4
4
3
4
4
4
4
4
5
5
5
5
S
1
,2
4
4
5
3
4
4
4
4
4
4
5
5
S
1
,3
4
5
4
4
4
4
5
S
1
,4
4
4
4
S
2
,1
3
4
4
5
4
4
4
4
4
4
5
5
S
2
,2
4
4
4
4
4
S
2
,3
4
S
3
,1
4
4
4
5
4
4
5
S
3
,2
4
S
4
,1
4
4
4
60
BIBLIOGRAPHY
[1] N. Alon, P. Frankl, and L. Lova´sz. The chromatic number of Kneser hypergraphs.
Transactions of the American Mathematical Society, 298(1):359–370, Nov. 1986.
[2] M. Balko, J. Cibulka, K. Kra´l, and J. Kyncˇl. Ramsey numbers of ordered graphs.
Oct. 2013.
[3] S. Choudum and B. Ponnusamy. Ordered Ramsey numbers. Discrete Mathematics,
247(1-3):79–92, Mar. 2002.
[4] C. Chvata´l, V. Ro¨dl, E. Szemere´di, and W. Trotter. The Ramsey number of a
graph with bounded maximum degree. Journal of Combinatorial Theory, Series B,
34(3):239–243, June 1983.
[5] J. Cibulka, P. Gao, M. Krcˇa´l, T. Valla, and P. Valtr. On the geometric Ramsey
number of outerplanar graphs. Discrete & Computational Geometry, 53(1):64–79,
Nov. 2014.
[6] E. J. Cockayne and P. J. Lorimer. The Ramsey number for stripes. Journal of the
Australian Mathematical Society, 19(02), Apr. 1975.
[7] D. Conlon. A new upper bound for diagonal Ramsey numbers. Annals of Mathe-
matics, 170(2):941–960, Sept. 2009.
[8] D. Conlon, J. Fox, C. Lee, and B. Sudakov. Ordered Ramsey numbers. Oct. 2014.
61
[9] D. Conlon, J. Fox, and B. Sudakov. Recent developments in graph Ramsey theory.
Jan. 2015.
[10] C. Cox and D. Stolee. Ordered Ramsey numbers of loose paths and matchings. Nov.
2014.
[11] D. Duffus, H. Lefmann, and V. Ro¨dl. Shift graphs and lower bounds on Ramsey
numbers rk(l; r). Discrete Mathematics, 137:177–187, 1995.
[12] P. Erdo˝s. Some remarks on the theory of graphs. Bulletin of the American Mathe-
matical Society, 53(4):292–295, Apr. 1947.
[13] P. Erdo˝s, A. Hajnal, and R. Rado. Partition relations for cardinal numbers. Acta
Mathematica Academiae Scientiarum Hungaricae, 16(1-2):93–196, Mar. 1965.
[14] P. Erdo˝s and G. Szekeres. A combinatorial problem in geometry. Compositio Math-
ematica, 2:463–470, 1935.
[15] J. Fox, J. Pach, B. Sudakov, and A. Suk. Erdo˝s-Szekeres-type theorems for mono-
tone paths and convex bodies. Proceedings of the London Mathematical Society,
105(5):953–982, May 2012.
[16] J. Fox and B. Sudakov. Two remarks on the burr-erdo˝s conjecture. European Journal
of Combinatorics, 30(7):1630–1645, Oct. 2009.
[17] L. Gerencse´r and A. Gya´rfa´s. On Ramsey-type problems. Ann. Univ. Sci. Budapest.
Eo¨tvo¨s Sect. Math, 1967.
[18] T. Johnston, L. Lu, and K. G. Milans. Boolean algebras and Lubell functions. July
2013.
[19] L. Kramer, R. Martin, and M. Young. On diamond-free subposets of the Boolean
lattice. J. Combin. Theory Ser. A, 120(3):545–560, 2013.
62
[20] K. Milans, D. Stolee, and W. D. Ordered Ramsey theory and track representations
of graphs.
[21] G. Moshkovitz and A. Shapira. Ramsey theory, integer partitions and a new proof of
the Erdo˝s-Szekeres theorem. Advances in Mathematics, 262:1107–1129, Sept. 2014.
[22] X. Peng. The Ramsey number of generalized loose paths in uniform hypergrpahs.
May 2013.
[23] F. P. Ramsey. On a problem of formal logic. Proceedings of the London Mathematical
Society, 30:264–286, 1930.
[24] J. Spencer. Ramsey’s theorem: A new lower bound. Journal of Combinatorial
Theory, Series A, 18(1):108–115, Jan. 1975.
