Traffic speed is an important measure in transportation. It can be employed for various purposes, including traffic congestion detection, travel time estimation, and road design. Consequently, accurate speed prediction is essential in the development of intelligent transportation systems. In this paper, we present an analysis and speed prediction of a certain road section in Busan, South Korea. In previous works, only historical data of the target link are used for prediction. Here, we extract features from real traffic data by considering the neighboring links. After obtaining the candidate features, linear regression, model tree, and k-nearest neighbor (k-NN) are employed for both feature selection and speed prediction. The experiment results show that k-NN outperforms model tree and linear regression for the given dataset. Compared to the other predictors, k-NN significantly reduces the error measures that we use, including mean absolute percentage error (MAPE) and root mean square error (RMSE).
Introduction
Traffic speed measures the average speed of all vehicles passing on a particular road in a certain period of time. It is an important measure in transportation as it can be employed in various ways, including traffic congestion detection, travel time estimation, and road design.
Predicting traffic speed accurately is important in the development of intelligent transportation system as it, for instance, can warn users about the potential traffic congestion as well as suggest the fastest route for travel. However, traffic speed is highly influenced by the traffic flow and occupancy of the road which in turn are affected by several factors, for example traffic incidents, weather conditions, time of the day, and day of the week. These features make it difficult to predict the traffic speed accurately.
In practice, the speed prediction problem can often be seen as time series prediction where we predict the future value by looking at current and historical data. The main idea behind time series prediction is that time series data have two different properties: partially deterministic and partially chaotic (Wu et al., 2004) . Future prediction is obtained by reconstructing the deterministic factor from the available data and predicting the random behavior caused by unknown factors.
There are a lot of methods that have been proposed for time series prediction, for example: moving average and Autoregressive Movi ng Average (ARMA) (Rout et al., 2014) , exponential smoothing (Billah et al., 2006) , linear regression (Nottingham and Cook, 2001) , Artificial Neural Network (Kim et al., 2004) , and Support Vector Regression (Wu et al., 2004) .
With the fluctuate nature of the speed data, choosing the correct prediction method is essential in obtaining good prediction accuracy. In this paper, we use k-nearest neighbor algorithm to solve the speed prediction problem.
k-nearest neighbor algorithm (k-NN) is one of the oldest and simplest machine learning algorithms. It works by looking for k most similar items in the training data to the given query and combine the result to give the desired output.
k-NN has been widely applied and giving good results in various machine learning problems such as image classification (Boiman et al., 2008) , optical character recognition (Matei et al., 2013) , and forecasts (Mizrach, 1992; Fernández-Rodrıǵ uez et al., 1999) .
There have been several researches on traffic prediction problem. Although not specifically dealing with speed prediction, they provide a general approach on how researchers deal with traffic prediction problem. Sun et al. (2003) use local linear regression model for traffic forecasting. Wu et al. (2004) use Support Vector Regression to solve travel time prediction. Xie et al. (2007) use Kalman filter with discrete wavelet decomposition for forecasting traffic volume.
In most of those researches, only historical data of the target link are used for the prediction.
Here we try to improve the prediction by taking the neighboring links data into consideration.
The rest of this paper is organized as follows. The following section provides the formulation of speed prediction problem. In section 3, we describe the k-nearest neighbor algorithm. Section 4 gives the experimental procedure and result. Conclusion is given in the final section. 
Problem Formulation
Let NN(k, xq) denote the set of k nearest neighbors of query xq. For classification, we take the plurality vote of the neighbors to assign class to xq. When doing regression, we can take the mean or median of the neighbors, or solve the linear regression problem of the neighbors (Russel and Norvig, 2010) . From this point onward we will talk only about regression case.
A variation of k-NN is distance-weighted k-NN, first proposed by Dudani (1976) . In distanceweighted k-NN, each neighbor is given weight depending on its distance to the query point, i.e.
closer neighbors are weighted more than the farther ones. An example is shown in <Figure 2>.
The weight for j-th nearest neighbor is defined as 
The result for the query is then made by using weighted mean as shown in Equation (5).
One significant drawback of the k-NN is their sensitivity to changes in the input parameters, e.g. the number of nearest neighbors, the weighting function, the prediction horizon, and the length of the query vector (Yankov et al., 2006) .
The best choice of k depends on the data. We can use cross validation or experiment with some different values to choose the best k for our data. 
Experimental Procedure and Result

Dataset
The speed data is provided by Busan 
M5 model tree divides the data space into smaller subspaces using divide-and-conquer approach (Sattari et al., 2013) . It then builds a linear regression model for each subspace. It is one kind of decision tree based regression which uses the concept of local model. This approach differs from regression tree in which for each leaf a constant value instead of linear model is predicted.
Error Measurement
The performance of the predictors is measured using mean absolute percentage error (MAPE) and root-mean-square error (RMSE) measures.
Experimental Procedure
We begin by preprocessing the data, followed by performing feature selection, building the model (training), testing the model against the test set, and measuring the performance as shown in <Figure 5>.
<Figure 5> Experimental Procedure
In preprocessing step, the data are converted into six datasets using prediction horizon from one to six (predicting one to six values ahead). The windows size parameter is set to six (we use the speed data from time until ). Then we randomly split the dataset into two partitions: 70% of the data are used for training set and the rest 30% are used for testing.
Forward feature selection is used to find the best subset of features for our learning algorithm.
We use wrapper method for this purpose. In wrapper method, we evaluate the subset of features using each of the machine learning algorithms that would be employed for learning. Ten-fold cross validation with MAPE as performance measure is used to evaluate the feature subset.
In training step, we train the models for each of the algorithms using the training set that we have prepared before. To find the best model for k-NN, we perform ten-fold cross validation to the training data using some different values of k: 2, 3, 5, 7, 10, 15, 20, 30, and 50 . The same value of k is also used in the feature selection step.
The resulting models are then applied to the test set. MAPE and RMSE are used to evaluate the performance of each model.
Result
The <Table 3> Performance comparison of models trained using only historical data and by including neighboring links data In future work, we will experiment with various target links and data of longer period. We will also investigate a formal method in identifying good candidate feature set to further improve the performance of our learning algorithm and accelerate the learning process. 
