This letter deals with the joint information and energy processing at the receiver of a point-to-point communication channel. In particular, the tradeoff between the achievable information rate and harvested energy for a multiple-antenna power splitting receiver is investigated. Here, the rate-energy region characterization is of particular interest, which is intrinsically a nonconvex problem. In this letter, an efficient algorithm is proposed for obtaining an approximate solution to the problem in polynomial time. This algorithm is mainly based on the Taylor approximation in conjunction with semidefinite relaxation, which is solved by interior-point methods. Moreover, we utilize the Gaussian randomization procedure to obtain a feasible solution for the original problem. It is shown that by proper receiver design the rate-energy region can be significantly enlarged compared to the state of the art, while at the same time the receiver hardware costs is reduced by utilizing less number of energy harvesting circuitry.
. Joint ID and EH in SIMO-P2P by PS. The receiver is equipped with K antennas. PS coefficient at kth antenna is shown by λ k . however, in [8] and [9] , SWIPT in a downlink channel has been investigated. Besides, the analysis of SWIPT in sensor networks was recently addressed in [10] . Moreover, Kariminezhad and Sezgin [11] study a two-tier network from the achievable rateenergy perspective, where the benefits of improper Gaussian signaling for joint information detection (ID) and energy harvesting (EH) are highlighted. Having simultaneous information and power transmission, joint ID and EH structures need to be exploited at the receivers. Time sharing (TS) [12] and power splitting (PS) are two potential schemes for this purpose in single antenna receivers, while antenna switching (AS) is another structure that can be applied in multiantenna receivers [1] .With PS, the received signal power at each antenna is split into two portions, one undergoes the ID processing chain and the other undergoes the EH circuitry. In comparison, the TS structure utilizes the whole received signal power for the information purpose in one time slot and for energy purpose in the other time slot. With AS, the information is captured from a subset of antennas, whereas the energy is harvested by the complementary subset. PS is the optimal receiver structure in multipleantenna receivers, since it includes AS as a special case, see Fig. 1 . Cai et al. [13] investigate the joint transceiver design in multiple-input single-output (MISO) relay systems for optimized ID and EH purposes. Shi et al. [14] consider PS structure in MISO systems, where the optimal beamforming design is investigated. Moreover, Zhang et al. [15] study the multiple-input multiple-output PS design under a mean-square-error constraint. Although Liu et al. [16] study the optimal PS in a single-input multiple-output point-to-point (SIMO-P2P) channel, they neglect beam steering for constructively adding up the energy signals for the EH purpose. Furthermore, Liu et al. [16] ignore the antenna noise for simplicity. Our Contribution: In this letter, we consider the following: 1) the exact capacity and received energy of the SIMO-P2P channel including antenna noise; 2) separate beamforming for both EH and ID purposes which render the problem to be nonconvex. We propose an efficient algorithm to solve the problem in polynomial time. Eventually, the performance of the proposed algorithm is compared with exhaustive search solution for evaluation purposes.
II. SYSTEM MODEL
We consider a SIMO-P2P channel with K antennas at the receiver side. The channel input-output relationship can be modeled as
where r ∈ C K ×1 represents the received signal vector and its kth element, i.e., r k is the received signal at the kth antenna. Moreover, the variable s is the transmit signal with E{|s| 2 } = P , w ∈ C K ×1 denotes the received circularly symmetric additive white Gaussian noise (AWGN) vector at the receiver antenna array (e.g., antenna mismatch noise) with E{ww H } = Σ 2 w = σ 2 w I K , and h ∈ C K ×1 is the channel vector, which is assumed to be known at the receiver.
In this system, the receiver is not only interested in the information of the received signal but also its energy. Hence, as it is shown in Fig. 1 , the receiver splits the received signal at each antenna into two signals by using a power splitter. These signals are further used for ID and EH purposes. For instance, at the kth antenna, the received signal r k is split into r ID,k = √ λ k r k and r EH,k = √ 1 − λ k r k , where λ k ∈ [0, 1] is the PS coefficient used for the kth received signal that needs to be further optimized. While r ID,k is used for the ID chain, the receiver harvests the energy of r EH,k . Here, we suppose that the receiver processes a noisy version of r ID,k given byr ID,k = r ID,k + n k , where n k denotes the processing noise (e.g., mixer noise, amplification noise, etc.) of the kth ID chain, which is circularly symmetric AWGN with zero-mean and variance σ 2 n . Furthermore, it is assumed that n k is independent of all other variables. In what follows, we present the ID and EH process separately.
Information detection: Here, the receiver combines first its observationsr ID,1 , . . . ,r ID,K linearly to obtain
where u * k is the complex-valued weighting coefficient for
, and n = [n 1 . . . n K ] T . Notice that (.) * is the complex conjugate operator. In fact, the receiver decodes its desired symbol s from y ID with the following communication rate:
where λ = [λ 1 . . . λ K ] T and Σ n = σ 2 n I K . The maximum reliable information rate can be achieved by
where eig(.) is the eigenvector operator. By beamforming in the direction of u opt , the following information rate is achievable [16] :
Energy harvesting: First, the receiver generates a linear superposition of the complex-valued signals r EH,k with k = 1 . . . , K,
where v k is a complex-valued weighting coefficient with unit magnitude. The receiver harvests the energy of y EH , which is defined by τ E{y EH y * EH } where τ denotes the energy conversion loss in converting the harvested RF energy into DC power. This can be formulated as (6) is maximized due to the Cauchy-Schwarz inequality. Hence, the maximum harvested energy is given bȳ
which is the achievable energy considering single energy conversion chain after constructive beamforming.
III. RATE-ENERGY REGION
One can easily conclude from (5) and (7) that the achievable rate and harvested energy depend on the value of λ. In the extreme cases when λ = 0, the receiver harvests maximal energy of the received signal r while the achievable rate is zero. On the other hand, by setting λ = 1, the receiver uses the received signal only for ID, hence we obtain the maximum achievable rate. In other words, there is a tradeoff between the achievable rate and harvested energy. This tradeoff can be described by the so-called rate-energy region. This region is the set of all rate-energy pairs that are achievable using the presented receive strategy. Formally, the rate-energy pair is defined as follows:
The main goal of this letter is to characterize the rate-energy region S. To this end, in what follows, we formulate an optimization problem that gives us the outer-most boundary of the rate-energy region.
Remark 1: Liu et al. [16] consider multiple energy conversion chains (one chain per receive antenna). Thus, the total harvested energy is given aŝ
This structure is more costly compared to the structure utilized in this letter. Moreover, the total harvested energy in (8) is a lower bound for (7) . In this section, we formulate an appropriate optimization problem for characterizing the outer-most boundary of the rateenergy region. We formulate the energy maximization problem under rate constraint as
where ψ is the rate demand. By increasing the rate constraint up toR(1) (i.e., ψ ∈ [0,R(1)]) and solving the problem, the rate-energy region can be obtained. The objective function in (9) is a nonconvex function due to the summation of square roots in (7) . Moreover, the rate constraint with the achievable rate stated in (5) yields a nonconvex set. Hence, problem (9) is a nonconvex problem. Here, we ignore antenna noise (i.e., w) in the beamforming phase in (4) . Notice that antenna noise is only neglected in the beamforming phase, but not on the rate expression in (3). Therefore, the following beamforming vector is utilized for ID purpose:
In order to formulate the achievable rate, we define the given vectorŝ
Note that the equivalent variances of the antenna and processing noise are σ 2 w k = |h k | 2 σ 2 w and σ 2 n k = |h k | 2 σ 2 n , respectively. Furthermore, we define the matrices
Now, by using the definitions in (11)- (14) , we reformulate the achievable information rate in (3) utilizing (10) and the harvested energy in (7), respectively, as
Here, the vector of equivalent processing noise variances and equivalent antenna noise covariance matrix, respectively, are represented by
).
(17) Now, we approximateλ by using the Taylor approximation. Then, each element ofλ, i.e., √ 1 − λ k , around a k can be approximated up to the first polynomial order as
It is important to note that this approximation is not defined at λ k = 1, ∀k, hence, we include this case by simply calculating the achievable rate for λ = 1 to characterize the rate-energy region completely. Furthermore, it is necessary to restrict the solution region within a small gap around approximation point, (i.e., a k − ≤ λ k ≤ a k + , ∀k). This restriction guarantees the Taylor approximation accuracy.By substituting (18) into (11), we obtainλ
where
Now, substituting (19) into (16) , the harvested energy can be approximated bȳ
where the offset Γ (independent of the optimization parame-
The relation betweenλ and λ can be easily seen to beλ = Mλ, where
(24) For convenience, we define G 2 = M T G 2 M, G 2 = G 2 M, and ζ = α + 1 2 β . Now, having the approximate of the harvested energy, we formulate problem (9) as a semidefinite program (SDP) as
Problem (25) is a nonconvex SDP due to the rank constraint in (25c) [17] . We relax this problem by allowing Λ λλ T and dropping the rank-1 constraint. By the Schur complement, we know
By replacing constraint (25c) by (26), the resulting semidefinite relaxation (SDR) can be efficiently solved [18] . To tighten the relaxation (26), we use the fact that (18) is accurate for λ k around a k and the optimal λ k is obtained by reducing the gap between λ k and a k iteratively, i.e., a k = λ k . Thus, we consider the additional side constraint Λ kk = a k λ k , ∀k, where Λ kk is the kth diagonal element of the auxiliary variable Λ. This side constraint can be reformulated as diag (Λ) = a (l) • λ, where • represents the Hadamard product. The solution of the resulting SDR (i.e., λ , Λ ) is not guaranteed to be a feasible solution for the original problem, since either rank (Λ ) = 1 or Λ = λ λ T . Here, we use Gaussian randomization to acquire a good suboptimal solution by generating random vectors with Gaussian distribution as CN ∼ (λ , Λ ) [19] . Then, we solve the problem as described in Algorithm 1.
IV. NUMERICAL RESULTS
In this section, we provide the numerical solutions that are based on Algorithm 1. Here, we consider two and four receive antennas with either AS or PS receivers for simultaneous ID and EH purposes. Transmit signal power is 2 W, while antenna and processing noise are CN (0, 0.1). Furthermore, the energy conversion loss is assumed to be τ = 1. For the sake of reproducibility of the results, we provide the simulated channels for the two-antenna and four-antenna cases as
Algorithm 1: Optimal power splitting.
1: calculateR(1) and fix information rate 0 ≤ ψ ≤R(1), 2: initialize a (0) = ψ R (1) , 3: l = 0 (iteration index), 4: while E (l) − E (l−1) large do 5: determine (l) = η min(a (l) ), where η < 1, 6:
Solve the following SDR,
7:
Generate N Gaussian randomizations with distribution λ i ∼ CN (λ * , Λ * ), ∀i ∈ {1, . . . , N}, 8:
Force λ i to be in [a (l) − (l) , a (l) + (l) ], 9: j = 1, 10:
if λ i fulfils constraint (27a), where Λ i = λ i λ T i then 11:
λ j = λ i and Λ j = λ i λ T i , potential solutions, 12:
Calculate E j from (7), 13: j = j + 1, 14:
end if 15:
Optimal solution: λ = arg max E , 16:
E (l) = τ max E where E = {E j , ∀j}, 17: l = l + 1, 18: a (l) = λ .
19: end while
As depicted in Fig. 2 , the proposed algorithm delivers the outermost rate-energy tuples, meanwhile performing almost as good as exhaustive search. As a benchmark, the efficiency of PS structure is compared with AS and the performance gap is highlighted. Moreover, as shown in Fig. 2 , the studied PS structure in combination with beamforming promises enlarged rate-energy region compared to the structure investigated in [16] . Refer to [20] for more numerical results.
V. CONCLUSION
In this letter, we proposed an efficient EH scheme for the multiple-antenna receiver applying PS structure. In this scheme, the received signal undergoes an EH chain after constructive PS and beamforming. The PS problem turns out to be a nonconvex optimization problem. As a remedy, a polynomial-time algorithm to obtain an efficient solution is proposed. The proposed PS structure along with the algorithm can be utilized in SWIPT for various wireless communication networks and near-field carto-car communications. Moreover, the EH sensors in wireless sensor networks could benefit from this scheme in order to stay operational for a longer time.
