This paper presents a simple and fast maximum likelihood estimation method for nonlinear DSGE models that are solved using a second-(or higher-) order accurate approximation. The method requires that the number of observables equals the number of exogenous shocks. Exogenous innovations are extracted recursively by inverting the observation equation, which allows easy computation of the likelihood function.
Introduction
Dynamic Stochastic General Equilibrium (DSGE) models are the workhorses of modern macroeconomics. A large literature has empirically estimated linearized DSGE models using likelihood-based methods (e.g., Kim (2000) , Otrok (2001) , Ireland (2004) ). Linearized models cannot capture the effect of big shocks, or the role of risk for economic behavior-non-linear model solutions are needed for studying these phenomena. This paper presents a simple and fast maximum likelihood estimation method for non-linear DSGE models that are solved using second-(or higher-) order Taylor approximations (e.g., Sims (2000) , Kollmann (2002) , SchmittGrohé and Uribe (2004) , Lombardo and Sutherland (2007) ). Those approximations provide the most tractable and widely used non-linear solution technique for medium-and large-scale DSGE models (Kollmann et al. (2011) ). Thus, it is important to develop efficient methods for taking higher-order approximated models to data.
The estimation method discussed here requires that the number of observed variables (used for estimation) equals the number of exogenous shocks in the DSGE model. Exogenous innovations are extracted recursively by inverting the observation equation, which allows easy computation of the sample likelihood. A challenge for this approach is that, in higher-order approximated models, the decision rule (solution) for endogenous variables depends on powers of exogenous innovations--multiple exogenous innovations are thus consistent with the data. To overcome this problem, I posit a modified higher-order decision rule in which powers of exogenous innovations are replaced by their unconditional expected value. This allows straightforward observation equation inversion. A numerical example suggests that the estimation method here provides accurate parameter estimates, even for models with strong curvature and big shocks.
1
Other likelihood-based estimation methods for non-linear DSGE models use particle filters or deterministic filters to infer exogenous shocks. The estimation method here is much simpler and faster; it can thus be applied to larger models. 2 1 Observation equation inversion is an intuitive and popular statistical technique (e.g., Guerrieri and Iacoviello (2014) , Deák et al. (2015) ), but has so far not been used to estimate higher-order approximated DSGE models. The paper here shows how this can be accomplished. 2 Particle filters (PFs) use Monte Carlo methods to infer latent states (An and Schorfheide (2007) ), and are thus computationally slow. Deterministic filters (DFs) are much faster than PFs, as DFs do not use Monte Carlos; instead updating rules akin to the standard Kalman filter are employed; this requires computation of conditional moments of the state vector (e.g., Kollmann (2015) ). The method here is fastest as it does not involve computing moments of states. In contrast to the method here, PFs and DFs can be used when there are less observables than shocks.
Model and estimation method
Standard DSGE models can be expressed as: (2000) and Schmitt-Grohé and Uribe (2004) , this paper focuses on second-order accurate model solutions, namely on second-order Taylor approximations of the decision rule around a deterministic steady state, i.e. around 0 and a vector such that 0 ( , ,0). G The paper presents an estimation method for second-order approximated models. It is straightforward to extend the estimation method to models that are approximated to a higher order--see Appendix. Stability of the first-order solution (3) ensures that the pruned second-order solution is stable.
Second-order accurate solution and pruning

Let
Pruning is thus essential for applied work based on second-order approximated models.
The estimation method below uses data on 
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Provided t is non-singular, we thus have:
3 I thank Chris Sims for suggesting this approach. Dropping the term 22 1 1 t t F from (4) also permits observation equation inversion and produces very similar estimation results. 4 For the illustrative DSGE model below, (4) and (5) are virtually indistinguishable: feeding the same sequence of innovations { } into (4) and (5) produces almost identical time series { }. Using (5) to extract the exogenous innovations (see below) from the time series generated by (4) and (5) yields very similar parameter estimates. Thus, even if the true DGP is (4), one obtains reliable estimates by positing (5) for observation equation inversion.
Sample likelihood
Given the initial states , x x ) is:
Structural model parameters (and initial states) can be estimated by maximizing this function.
Illustration
The method is tested for a basic Real Business Cycle (RBC) model. In computing the sample likelihood, I assume that initial states
(1) 0 0 , x x equal their unconditional mean. Although true initial states (in a given sample) differ from the assumed initial states, the recursively extracted exogenous innovations converge to the true innovations after a few periods. I thus use the first 10 periods of each simulation run as a training sample (the first 10 periods are dropped from the likelihood function).
One evaluation of the likelihood takes merely 0.014 seconds on a personal computer (Intel i7-7700K processor). This allows rapid maximization of the likelihood.
The Table reports the median, mean and standard deviation of the estimated model parameters across the 30 simulation runs, for the 'small shocks' model variant (Columns (1)- (3)) and for the 'big shocks' variant (Cols. (4)- (6) 
A. Supplementary information for the second-order approximated RBC model
Comparison between decision rule (4) and modified decision rule (5) Table a1 documents that the decision rule (4) and the modified decision rule (5) are (essentially) indistinguishable. An identical sequence of random exogenous innovations of length T=500,000
was fed into (4) and into (5). Table a1 shows that the resulting time series of endogenous variables are almost perfectly correlated across (4) and (5), and that they have (essentially) the same standard deviation. This holds both for levels and for first differences of logged simulated endogenous variables. Table a2 reports predicted standard deviations of first-and second-order approximated variables (log levels and log first differences). The Table documents (5)) are shown for the RBC model. Rows labeled '1 st order' and '2nd order' show standard deviations predicted by the first-and secondorder accurate model solutions, respectively. The statistics are reported for variables in log levels, and for variables in log first differences. Y: GDP; C: consumption; I: gross investment; N: hours worked; K: capital stock. All statistics are computed using one simulation run of 500,000 periods.
Standard deviations of first-and second-order approximated models
B. Tractable Likelihood-Based Estimation of Third-Order Approximated
DSGE Models
The technique described in the main text can also be used for likelihood estimation of DSGE models that are approximated to an order that is higher than the second order. This is illustrated here for third-order approximated models.
The third-order accurate model solution of the DSGE model (1) (2)).
'Pruning' is also essential for applied work based on third-order approximated models--the 'un-pruned' system (B.1) can exhibit explosive dynamics, in response to big shocks (see discussion in main text). To apply the logic of pruning to equation (B.1), note that the following conditions hold up to third-order accuracy:
(1) , (Adjemian et al. (2014) ) implements a pruned version of the third-order solution in which product terms in equation (B.1) are replaced by their third-order accurate equivalents stated in (B.2): 
(This pruned third-order solution was also proposed by Kollmann (2004) .) The dynamics of the first-and second-order approximated quantities is governed by (3) and (4) 
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(2) , t t a a R and hence indistinguishable. An identical sequence of random exogenous innovations of length T=500,000
was fed into (B.3) and into (B.5). Table b1 shows that the resulting time series of endogenous variables are almost perfectly correlated across (B.3) and (B.5), and that they have (essentially) the same standard deviations. This holds both for levels and for first differences of logged simulated endogenous variables. Table b2 reports predicted standard deviations of first-, second-and third-order approximated variables (log levels and log first differences). In the 'big shocks' RBC model variant, GDP, investment and capital are noticeably more volatile under a third-order approximation than under first-or second-order approximations (see Panel (b)).
Finally, I estimate the model parameters using simulated time series, by maximizing the likelihood function (B.7). As for the Monte Carlo described in the main text, I generated 30 simulation runs of 100 periods each. 7 In computing the sample likelihood, I assume that the initial states (1)- (3)) and for the 'big shocks' variant (Cols. (4)- (6)). As for the second-order accurate model discussed in the main text, most model parameters are tightly estimated. (5)) are shown for the RBC model. Rows labeled '1 st order', '2 nd order' and '3 rd order' show standard deviations predicted by the first-, second-and third-order accurate model solutions, respectively. The statistics are reported for log levels and for log first differences of endogenous variables. Y: GDP; C: consumption; I: gross investment; N: hours worked; K: capital stock. All statistics are computed using one simulation run of 500,000 periods. 
