Abstract. Ontology mapping is one of the most important tasks for ontology interoperability and its main aim is to find semantic relationships between entities (i.e. concept, attribute, and relation) of two ontologies. However, most of the current methods only consider one to one (1:1) mappings. In this paper we propose a new approach (CHM: Concept Hierarchy based Mapping approach) which can find simple (1:1) mappings and complex (m:1 or 1:m) mappings simultaneously. First, we propose a new method to represent the concept names of entities. This method is based on the hierarchical structure of an ontology such that each concept name of entity in the ontology is included in a set. The parent-child relationship in the hierarchical structure of an ontology is then extended as a set-inclusion relationship between the sets for the parent and the child. Second, we compute the similarities between entities based on the new representation of entities in ontologies. Third, after generating the mapping candidates, we select the best mapping result for each source entity. We design a new algorithm based on the Apriori algorithm for selecting the mapping results. Finally, we obtain simple (1:1) and complex (m:1 or 1:m) mappings. Our experimental results and comparisons with related work indicate that utilizing this method in dealing with ontology mapping is a promising way to improve the overall mapping results.
Introduction
Research and development on ontology mapping (or matching) has attracted huge interests (e.g., [1, 2, 3, 4, 5, 6] ) and many mapping methods have been proposed. Comprehensive surveys on recent developments of ontology mapping can be found in [7, 8] .
Considerable efforts have been devoted to implement ontology mapping systems, especially one to one mappings. However, complex mappings (m:1, 1:m and m:n) are also pervasive and important in real world applications. In [7] , an example was given to illustrate the importance of complex mappings in schema mapping research. We believe that the same issue exists in ontology mapping. Therefore, it is very important to find simple and complex mapping results in a natural way.
To address this problem in this paper, we first propose a new method to represent entities in ontologies. Traditionally, the concept names of entities are used directly. This representation method does not consider the hidden relationships between concept names of entities, so it cannot reflect the complete meaning of the concept names of entities. When computing the similarities between entities based on this representation method, the result is hardly accurate. So it is significant to have a better method to represent entities. In this paper, we propose a new representation method for entities. For the multi-hierarchical structure of ontology, we view it as a concept hierarchy. For the example given in Figure  1 (a), we observe that for each concept (in this paper, concept, concept node and entity represent the same thing) in this concept hierarchy, its complete meaning is described by a set of concept names. In other words, there is a kind of semantic inclusion relationship among these concepts. For instance, a branch from CS, Courses to Graduate Courses in Figure 1(a) , CS means the department of computer science, Courses means the courses offered by the department of computer science and Graduate Courses means Graduate Courses is a kind of Courses and is offered by the department of computer science, i.e. CS, so the semantics of Courses can be completed by extending Courses to {CS, Courses}. Identically, we can extend the concept Graduate Courses to {CS, Courses, Graduate Courses}. Actually, a branch from one concept node to the root node indicates a complete meaning for this concept node. So for any concept name of entity C in an ontology, we can represent it by a new method as follows. First, we find the branch which has the concept C. Second, we collect those concepts along the path between C and the root node to form a set. We use this new set to represent entity C.
Once each entity is represented by a set of words, we compute the similarities between entities. In this paper, we separate the similarity values into two types: one is the similarities between entities which belong to one ontology, another is the similarities between entities which belong to two different ontologies. Here, we choose the Linguistic-based matcher (which uses domain specific thesauri to match words) and the Structure-based matcher (which uses concept-hierarchy theory) to compute similarities (we utilize Linguistic-based matcher because the performance of this matcher is good for similar or dissimilar words. Please refer to [9] for details).
As a result, we obtain a set S 1 consisting of mapping candidates such that from each entity in ontology O 1 , a similarity value is obtained for every entity in ontology O 2 . Following this, we select the best mapping entity in O 2 for each entity in O 1 and these best mapping results constitute another set S 2 . In S 2 , we search all the mapping results to see if there exist multiple source entities in O 1 that are mapped to the same target entity in O 2 . If so, we apply a new algorithm based on Apriori algorithm [10] to decide how many source entities in O 1 should be combined together to map onto the same entity in O 2 . Our study shows that this method improves the matching results as illustrated in our experiments.
The rest of the paper is organized as follows. Section 2 describes the similarity measures used. Section 3 illustrates how to select final mapping results by using our new algorithm. Section 4 gives the background information about the
