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Abstract
The quantization of a spherically symmetric null shells is performed and extended to the frame-
work of phase-space noncommutative (NC) quantum mechanics. The encountered properties are
investigated making use of the Israel junction conditions on the shell, considering that it is the
boundary between two spherically symmetric spacetimes. Using this method, and considering two
different Kantowski-Sachs spacetimes as a representation for the Schwarzschild spacetime, the rel-
evant quantities on the shell are computed, such as its stress-energy tensor and the action for the
whole spacetime. From the obtained action, the Wheeler-deWitt equation is deduced in order to
provide the quantum framework for the system. Solutions for the wavefunction of the system are
found on both the commutative and NC scenarios. It is shown that, on the commutative version,
the wave function has a purely oscillatory behavior in the interior of the shell. In the NC setting,
it is shown that the wavefunction vanishes at the singularity, as well as, at the event horizon of the
black hole.
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I. INTRODUCTION
It is well-known that General Relativity (GR), as a description for gravity, is not com-
patible with the quantum formalism that governs the remaining fundamental interactions
of Nature. Therefore, a quantum theory of gravity is needed. One can attempt to quan-
tize gravity directly from GR, in a procedure similar to those ones to which classical field
theories have undergone. This treatment is realized through the ADM formalism [1] for
GR, through a canonical quantization procedure that leads to the Wheeler-deWitt (WdW)
equation [2, 3]. This method gives origin to a functional differential equation for the metric
components which, in the general case, does not exhibit neither analytical nor stable nu-
merical solutions. Furthermore, the interpretation of such a functional framework and its
comparison with the classical theory are not trivial. However, for a special class of met-
rics, the functional equations become differential equations, bearing much more tractable
mathematics, and a Klein-Gordon like equation arises for the metric components. This sim-
plification, often referred to as the minisuperspace approximation [3–6], provides a simple
framework for quantizing some interesting classes of metrics. This method has been used
to study the quantum dynamics of several geometries, like ones with SO(3) invariance and
cosmological models [5–10]. The quantum cosmology of the Kantwosky-Sachs (KS) metric
was studied in the context of noncommutative quantum mechanics in Refs. [11, 12]. For the
BH problem, a map from the Schwarzschild to a KS metric is considered. This allows for the
introduction of conjugate momenta for the metric components in a spherically symmetric
metric so to yield a Hamiltonian, that is a sum of constraints, and consequently, a well
defined WdW equation for the problem [13–15]. In this context, one of the purposes of the
BH quantization followed along this manuscript (c. f. Sec. II) is to examine the collapse of
a shell into a BH.
In the setting to be studied, the gravitational collapse, namely, the collapse of a thin
shell, which acts as a boundary dividing two spacetimes, is the most natural problem to be
addressed. The standard method for solving this class of problems was introduced by Israel
[16] in his formulation of the junction conditions needed for the resulting spacetime to be
compatible with Einstein field equations. Although it was first formulated for timelike and
spacelike shells, it was later extended for the case of null shells [17, 18]. The use of this
formalism is two-fold. On one side, it is possible to define the energy-momentum tensor on
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the shell and deduce what are the possible spacetimes to be matched: the choice of one of
them completely determines the features of the other. On the other side, one can specify the
spacetimes to be connected and use the junction conditions to define relevant the quantities
on the shell. Most of the literature on the quantization of collapsing shells is only concerned
with the first approach (see, for instance, Refs. [19, 20] and references therein). In this
work the second approach is chosen so to allow for a straightforward definition of the shell
quantities in terms of the metric function of the embedding spacetimes.
Upon quantization, a set of commutation relations must be imposed on the metric compo-
nents and their conjugate momenta. Usually these relations follow directly from the Poisson
brackets of the corresponding quantities at classical level, and can be implemented at quan-
tum level through the Heisenberg-Weyl algebra. Interestingly, these commutation relations
can be deformed so that the parameter space becomes noncommutative (NC), as discussed
at quantum mechanical level, e.g, in Refs. [11, 12, 21–30]. The application to the deformed
quantization of GR solutions via WdW equation has been considered for the KS metric [12]
and BH [14, 15]. It was shown that the phase-sapce NC deformation of the algebra works
as a regulator for the BH singularity at the origin [15]. It is, thus, interesting to study the
effect of the deformed algebra in the context of the gravitational collapsing shells.
This paper is structured as follows. In Sec. II, the GR geometrical construction is per-
formed as to explicitly express the metrics on both sides of the shell. A convenient map
parametrization is introduced to simplify the ensuing developments. In Sec. III, the action
for the spacetime with a shell is computed considering a discontinuity term in the Ricci
scalar and a boundary term for null-like surfaces. In addition, the Hamiltonian for the sys-
tem is deduced. In Sec. IV, the Wheeler-deWitt quantization procedure is adopted and the
Hamiltonian constraint equation is solved in commutative and phase-space NC scenarios.
Our conclusions are drawn in Sec. V.
II. THE BLACK HOLE-MASS SHELL
Let us consider a null shell of mass, m, falling into a Schwarzschild BH of mass, M . There
are two metrics in this system, one corresponding to the interior of the shell and the other
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related to the exterior. These can be written as:
ds2in = −
(
1− 2M
r
)
dt2 +
(
1− 2M
r
)−1
dr2 + r2
(
dθ2 + sin2 θ dφ2
)
, (1a)
ds2out = −
(
1− 2(M +m)
r
)
dt2 +
(
1− 2(M +m)
r
)−1
dr2 + r2
(
dθ2 + sin2 θ dφ2
)
. (1b)
Depending on the position of the shell, there can be two event horizons: one at r = 2M
and the other at r = 2(m+M). Since one intends to analyze the behavior of the shell as it
collapses into the interior region, in this work we will consider the shell located at r < 2M .
This choice makes the temporal and radial components of both metrics in Eq. (1) negative
and therefore one is able to rewrite them as:
ds2in = −
(
2M
t
− 1
)−1
dt2 +
(
2M
t
− 1
)
dr2 + t2
(
dθ2 + sin2 θ dφ2
)
, (2a)
ds2out = −
(
2(M +m)
t
− 1
)−1
dt2 +
(
2(M +m)
t
− 1
)
dr2 + t2
(
dθ2 + sin2 θ dφ2
)
, (2b)
where all the metric coefficients are positive.
This allows for mapping of each metric into a KS-type metric which, in the Misner
parameterization, is given by:
ds2 = −N2(t)dt2 + e2
√
3β(t)dr2 + e−2
√
3(β(t)+Ω(t))
(
dθ2 + sin2 θ dφ2
)
. (3)
This is accomplished by using the map given in Ref. [14],
N2 =
(
2M
t
− 1
)−1
, e2
√
3β =
(
2M
t
− 1
)
, e−2
√
3(β+Ω) = t2, (4)
so that the two metrics can be written as:
ds2in = −N2+dt2 + e2
√
3β+dr2 + e−2
√
3(β++Ω+)
(
dθ2 + sin2 θ dφ2
)
, (5a)
ds2out = −N2−dt2 + e2
√
3β−dr2 + e−2
√
3(β−+Ω−)
(
dθ2 + sin2 θ dφ2
)
, (5b)
where N±, β± and Ω± are functions of the t coordinate alone. Using this procedure one is
able to carry out the quantization of the above stablished geometrical system maintaining
all the symmetries of the problem. Nevertheless, before proceeding, we must be aware of
some subtleties of this map. First, the relationship between Ω and t is not injective, being
symmetric around the point t = M , the value for which Ω(t) has a minimum. This brings
up no condition on the above parameterization, however, as the the map should return into
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a single set (β,Ω) for any given value of t, and since the function β(t) is injective, the
parameterization is indeed fiducial. Moreover, given the aforementioned symmetry for Ω(t),
the distinction between each point symmetrically distanced from t = M is made by the β(t)
function, having positive values for t < M and negative values for t > M . A final remark
concerning this map is related to the minimun of Ω(t). This point is reached at ∼ − ln(M2)
which is negative for M > 1. However, because this minimun is finite, one can, without loss
of generality, consider M ≤ 1 and analyze the results for Ω > 0. These properties of the
map t→ (β,Ω) will be relevant in the analysis of the resulting wavefunction in Sec. IV.
III. THE ACTION
The first step in the quantization of a geometrical system is to write its action. Since the
system consists of two different spacetimes, in contact at a boundary defined by the shell, two
difficulties arise: first, there is a boundary in the system (an external boundary for the inner
spacetime and an internal boundary for the outer spacetime), which requires the inclusion
of a Gibbons-Hawking-York like term into the action; second, there is a discontinuity in
the Ricci curvature scalar, which does affect the Einstein-Hilbert part of the action [31, 32].
Therefore, the resulting action is of the form:
S = SEH +Sboundary =
1
16pi
∫ √−g d4x[R−Θ(u−u0)+R+Θ(−u+u0)+δR]+Sboundary, (6)
where natural units, c = G = ~ = 1, have been considered and u is a coordinate that defines
the position of the shell, a hypersurface Σ in the embedding manifoldM =M+ ∪M− ∪Σ.
The term δR is the result of the discontinuity in quantities computed on both sides of the
shell, and the boundary term, Sboundary, shall include two contributions, since the shell acts
as a boundary for the inner and outer spacetimes, with quantities defined at each boundary
depending on the metric of the spacetime.
It is useful to introduce a change of coordinates in the metrics given by Eq. (5) u = r−ζt∗,
where ζ = ±1 and dt∗ ..= Ne−
√
3βdt. The two values of ζ correspond to either a collapsing
shell (ζ = −1) or an expanding one (ζ = 1). The metrics then take the form:
ds2 = e
√
3β du
(
e
√
3β du+ 2ζN dt
)
+ e−2
√
3Λ
(
dθ2 + sin2 θ dφ2
)
, (7)
where the ± symbols have been dropped and the combination Λ = β + Ω is introduced. Of
course, the two metrics in Eq. (5) are expressed in the form of Eq. (7). The system depends
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now on the three functions N , β and Λ, on each side of the shell. Also, in these coordinates,
the shell is located at a surface of constant u, i.e. u = u0, which simplifies the forthcoming
analysis.
A. The discontinuity term - δR
In order to further proceed, we must endow the space with a more robust geometric
structure. For this, a basis of vectors for each side of the shell is constructed. A particularly
useful choice is the set composed by the normal vector, the holonomic vectors on Σ for θ and
φ, and a fourth vector to be introduced shortly. The normal vectors to a null hypersurface
are given by:
nµ± = χ
−1
± (t, u) g
µν
± ∂νΦ(u), (8)
where Φ(u) = 0 defines Σ, and χ± is a normalization factor that can be chosen arbitrarily.
Thus, in this scenario Φ(u) = u− u0, and so:
nµ± = −
ζe−
√
3β±
N±χ±
∂t. (9)
From here on, it is assumed that the time coordinate in both sides of the hypersurface is the
same, so that the whole manifold can be parameterized by the same temporal parameter1.
With this choice, a natural set of coordinates on Σ is (t, θ, φ) since those coincide if the two
sides are connected at a constant value u = u0. Thus, the holonomic vectors are given by:
eµ(A)
..=
∂xµ
∂yA
= δµA∂A, (10)
for A = θ, φ and by
eµ(t)
..=
∂xµ
∂t
= −∂t, (11)
for t. With these vectors, we can define the induced metric on the hypersurface Σ as
gab = e
µ
(a)e
ν
(b)gµν , which yields:
ds2|Σ± = e
−2√3Λ± (dθ2 + sin2 θ dφ2) . (12)
For this hypersurface to possess a well-defined geometry, the induced metric defined on
it must be unique. This allows for imposing the first condition on the metric fields as
1 For a more general setup with different time coordinates, see the Appendix.
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Λ|Σ− = Λ|Σ+. However, since Λ± only depends on the coordinate t and not on u, the
junction condition is valid for any t and therefore for the whole manifold. Moreover, the
coordinate t covers the entire manifold, thus Λ˙+|u=u0 = Λ˙−|u=u0 .
In order to complete the basis of vector fields, an auxiliary one must be introduced (one at
each side of Σ), because nµ ∝ eµ(t). This additional vector field, Mµ, must not be orthogonal
to nµ, otherwise it would be a vector on Σ. Additionally, it shall be assumed null and
orthogonal to the other basis vectors, i.e.
MµMµ = 0, M · n = ε−1 6= 0, M · e(A) = 0, (13)
for A = θ, φ and ε arbitrary. The vector is thus determined (up to the constant factor) as:
Mµ± =
χ±(u, t)
ε±
∂u − ζe
√
3β±χ±(u, t)
2ε±N±
∂t. (14)
From now on, a complete basis of vector fields for both sides of the hypersurface Σ is
established, namely
(
nµ,Mµ, eµ(θ), e
µ
(φ)
)
. It allows for defining the quantities intrinsic to Σ,
which do not depend on their four-dimensional counterparts (although they may be related
in some way). These are the intrinsic quantities that will be used to solve the problem. For
this purpose, the four-vectors are projected into the basis onto Σ. The normal vector can
be written as nµ = na eµ(a), where its components are:
na± =
ζe−
√
3β±
N±χ±(u, t)
∂t. (15)
The distinction between the four-vector and the three-vector is made through the indices:
greek indices represent four-dimensional quantities, lowercase latin indices represent three-
dimensional quantities and uppercase latin indices represent two-dimensional quantities,
particularly θ and φ. For the transverse vector, the one-form Mµ is projected onto Σ to give:
M±a = M
±
µ e
µ
(a) =
ζN±e
√
3β±χ±(u, t)
ε±
∂t. (16)
The requirement that the quantities na and Ma coincide on both sides of the shell determines
a unique structure for Σ. This condition imposes restrictions on the normalization factors,
that is:
e−
√
3β−
N−χ−
∣∣∣
u=u0
=
e−
√
3β+
N+χ+
∣∣∣
u=u0
, (17)
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and,
N−e
√
3β−χ−
ε−
∣∣∣
u=u0
=
N+e
√
3β+χ+
ε+
∣∣∣
u=u0
. (18)
These two equations together require that ε− = ε+. This is a sensible result since ε = M ·n =
Mµn
µ = Man
a. Using the condition Eq. (17) throughout the calculations, it is possible to
verify that the resulting term for δR does not depend on the chosen normalization.
Having defined all the quantities necessary to study the structure of the hypersurface as
a submanifold, one proceeds to compute the transverse curvature, defined by [31]:
Kab = Mµ eµ(a);ν eν(b), (19)
where the semicolon denotes covariant derivatives. This tensor quantity is used instead of
the more common extrinsic curvature (Kab) as it relies on the changes of the metric along its
normal vector which, in the case of null surfaces, is not a quite suitable choice. This occurs
since the normal vector is also part of the hypersurface and does not carry information
about the embedding space, resulting in an extrinsic curvature that is continuous across null
surfaces (and across Σ in particular). Hence, the transverse curvature, which relies on the
change of the metric along the introduced transverse vector, is used instead [31]. This can
be computed for both sides of the hypersurface, for which the non-vanishing components
are:
K±tt = −
ζe
√
3β±χ±
ε
(
N˙± +
√
3N±β˙±
)
,
K±θθ =
√
3ζe
√
3(β±−2Λ±)Λ˙±χ±
2εN±
,
K±φφ = K±θθ sin2(θ).
(20)
The transverse curvature is a tensor defined only on Σ and it can be used to extract the
energy-momentum tensor on this surface. For this, a new tensor, γab, is defined in the
following way:
γab ..= 2 [Kab] , (21)
also only on Σ. Additionally, in order to compute the discontinuity in the energy-momentum
tensor, it is necessary to find an equivalent to an inverse induced metric. This cannot be
done in the usual way, since the induced metric is degenerate. However, it is possible to
construct a “pseudo-inverse” tensor, gab∗ , which obeys [31]:
gµν = gab∗ e
µ
(a) e
ν
(b) + ε n
a (eµ(a)N
ν + eν(a)N
µ). (22)
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For the present problem, this three dimensional tensor can be written as:
gab∗ =

0 0 0
0 e2
√
3Λ 0
0 0 e2
√
3Λ csc2(θ)
 , (23)
where each non-vanishing entry is the inverse of the corresponding entry in the induced
metric. With this object, the surface energy-momentum tensor is computed to be:
T ab|Σ =
1
16pi
[
− (γcd gcd∗ )nanb − (γcd ncnd) gab∗ + (gac∗ nbnd + gbc∗ nand) γcd], (24)
for which its non-vanishing components are:
T tt|Σ =
√
3ζ
8piε
[
e−
√
3β−Λ˙−
N3−χ−
− e
−√3β+Λ˙+
N3+χ+
]
,
T θθ|Σ = −
ζe−
√
3(β−−2Λ−)
(
N˙− +
√
3N−β˙−
)
8piεN2−χ−
+
ζe−
√
3(β+−2Λ+)
(
N˙+
√
3 +N+β˙+
)
8piεN2+χ+
,
T φφ|Σ =
T θθ
sin2(θ)
.
(25)
Since this tensor is defined on Σ, we can compute its trace using the induced metric on this
hypersurface, which yields:
T|Σ = −
ζe−
√
3β−
(
N˙− +
√
3N˙−β˙−
)
4piεN2−χ−
+
ζe−
√
3β+
(
N˙+ +
√
3N˙+β˙+
)
4piεN2+χ+
. (26)
The construction so far, as well as the requirements on the quantities on both sides, have
been based on the assumption that the geometrical setup is a solution of the Einstein field
equations (EFE). In particular, the definition of the surface stress-energy tensor follows from
the application of these equations as it can be seen in Refs. [31, 32]. Therefore, the surface
scalar curvature can be obtained directly from the trace of the stress-energy tensor by taking
the trace of the EFE. This leads to:
R|Σ = −8piT|Σ , (27)
which, for the particular geometry at hand, yields:
R|Σ =
2ζe−
√
3β−
(
N˙− +
√
3N˙−β˙−
)
εN2−χ−
−
2ζe−
√
3β+
(
N˙+ +
√
3N˙+β˙+
)
εN2+χ+
, (28)
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where Eq. (17) has been used in order to set the resulting curvature scalar in a more sym-
metric fashion. The discontinuity in the scalar curvature, δR, is then obtained as [31]:
δR = εR|Σχ(u, r)δ(u− u0), (29)
resulting in the expression:
δR =
2ζe−√3β−
(
N˙− +
√
3N˙−β˙−
)
N2−
−
2ζe−
√
3β+
(
N˙+ +
√
3N˙+β˙+
)
N2+
 δ(u− u0), (30)
which, in fact, is independent of the choice of χ and η. We are now able to introduce this
expression into the action and, after integrating over θ and φ, the resulting action for Σ
coming from the Einstein-Hilbert (EH) action yields:
SΣEH =
1
2
∫
Σ
2ζe−2√3Λ−
(
N˙− +
√
3N˙−β˙−
)
N−
−
2ζe−2
√
3Λ+
(
N˙+ +
√
3N˙+β˙+
)
N+
 dt. (31)
B. The Boundary term
Additionally to the surface term given by Eq. (31) as discussed in the previous section,
an action term related to the boundary of the manifolds must be included. For spacelike or
timelike boundaries this is expressed in terms of the Hawking-Gibbons-York term, which is
given by:
SGHY =

8pi
∫
∂V
d3y
√
hK, (32)
where K is the trace of the extrinsic curvature,  = +1 (−1) if ∂V is timelike (spacelike) and
the y integration is over the coordinates at the boundary of the manifold. In the present
problem, however, the boundary of the manifold is null-like, and thus this term is not
well-defined, since, for example, the induced metric is singular and hence its determinant
vanishes. In a recent work, an analogue term for null surfaces was proposed [33] and in
another it is extended for any boundary comprising any number of timelike, spacelike and
null boundary segments [34]. In the present scenario, the boundary is null, and so one may
consider the approach of Ref. [33]:
Sboundary =
1
8pi
∫
∂V
dy3A
√−gχ±(Θ + κ), (33)
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where yA are the coordinates on Σ, κ is the parameter that measures the “non-affinity” of
the parameter on the null generators, λ = t, and Θ is defined as:
Θ = qµνΘµν , Θµν = q
σ
µq
ρ
νnρ;σ, (34)
where qµν is the induced two dimensional metric on Σ, extended to four dimensions. This
metric can be computed as:
qAB = g
ab ea(A) e
b
(B) =
 e−2√3Λ±(t) 0
0 e−2
√
3Λ±(t) sin2(θ)
 , A, B = θ, φ. (35)
It is simple to obtain the inverse, qAB, as a regular inverse matrix. Then, the extension to
four dimensions is obtained by using the basis vectors:
qµν = qAB eµ(A) e
ν
(B) =

0 0 0 0
0 0 0 0
0 0 e2
√
3Λ±(t) 0
0 0 0 e2
√
3Λ±(t) csc2(θ)
 . (36)
These are uniquely defined on Σ since [Λ] = 0.
The computation of Θµν is rather straightforward. However, one must compute two
tensors, one for the border of the inner space and the other for the outer space. The non-
vanishing terms of this tensor are then:
Θ±θθ = −
√
3ζe−
√
3(β±+2Λ±)Λ˙±
N±χ±
,
Θ±φφ = Θ
±
θθ sin
2(θ).
(37)
It follows that its trace is given by:
Θ± = −2
√
3ζe−
√
3β±Λ˙±
N±χ±
. (38)
Considering this result and the boundary action given in Eq. (33), it is straightfrorward
to see that this term does not depend on the specific normalization chosen for the normal
vectors to the hypersurface.
Regarding κ, it can be computed by evaluating if the parameter on the null generators
is affine. This yields:
nµnν;µ = κn
µ ⇔
(
ζe−
√
3β±χ˙±
N±χ±3
, 0, 0, 0
)
= κ
(
− 1
χ+
, 0, 0, 0
)
, (39)
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thus κ is found to be:
κ = −ζe
−√3β±χ˙±
N±χ±2
. (40)
The first observation regarding this term is that, when substituted into Eq. (33), it seems
to depend on the normalization chosen for the null vectors. However, this is not true once
the boundary conditions are imposed.
C. Full boundary action
When all the factors that contribute to the boundary part of the action are taken into
account, we can write:
Sboundary =
1
2
∫
dt
[√−g+χ+ (ε δR+ + 2Θ+ + 2κ+)−√−g−χ− (ε δR− + 2Θ− + 2κ−)] .
(41)
We now apply the boundary condition, Eq. (17), to the above action. It turns out that, not
only the dependence on the derivative of χ± cancels out, but also that the whole boundary
action vanishes. This implies that, at least in the particular setup used in this work, the
boundary terms that arise from the discontinuity in the derivatives of the metric fields are
cancelled out by the terms which must be added to the Einstein-Hilbert action in the case of
null boundaries. As a result, only the bulk terms of the action are relevant for the problem.
We can wonder why this precise cancelation happens since it appears to imply that the
two spacetime pieces, each with its own metric, do not influence on each other and that
the analysis could be carried for each piece separately. First, it should be clear that the
cancelation happens because a null boundary was inserted in each of the spacetimes and
hence those boundaries were matched while maintaining the full spacetime as a solution of
EFE. As will be seen in the upcoming treatment, the existence of this matching will lead to
an Hamiltonian which is different from the one that would be obtained from a KS manifold
alone. Second, it is natural that this separation occurs, solely based on the behavior on null
geodesics. These geodesics are determined completely by their null nature, unlike timelike
ones, which depend on the conserved quantities of the underlying spacetime. Therefore, for
an observer inside (outside) the shell, the trajectory it follows is completely determined by
the requirement that it must be null on that spacetime and does not depend on anything else.
This implies that trajectories are determined apart from the boundary conditions, hence the
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separation. Nevertheless, this does not mean that it is possible to connect whatever geometry
by mathcing null surfaces with each other, since consistent matching conditions cannot be
found in general.
D. Full action and Hamiltonian
Now that the action for the boundary terms has been determined and proven to vanish in
our scenario, we need only to determine the bulk terms of the action. Since the spacetimes
have the same structure, i.e., the metric components are written in the same way, the form
of the Lagrangian for the inner and outter spaces are the same. Taking a metric of the form
Eq. (7), the bulk action is straightforward to compute:
Sbulk =
1
2
∫
dt du
(
e
√
3βN +
e−
√
3(β+2Ω)
N
(3β˙2 − 3Ω˙2)
)
. (42)
This leads to the Hamiltonian obtained in Refs. [12] (a slight rescaling of the Ω variable leads
to a different coefficient on the potential term). Since all the terms have been computed,
they can be inserted into Eq. (6) resulting in the expression:
S =
1
2
∫
dt du
[(
e
√
3β−N− +
e−
√
3(β−+2Ω−)
N
(3β˙2− − 3Ω˙2−)
)
Θ(u− u0)+
+
(
e
√
3β+N+ +
e−
√
3(β++2Ω+)
N
(3β˙2+ − 3Ω˙2+)
)
Θ(u0 − u)
]
.
(43)
In order to find the Hamiltonian associated with this action, one first imposes the suitable
boundary conditions, choosing the normalization factors as functions of t alone, i.e. χ±(t).
This is still consistent with the matching conditions on Σ and in fact, this choice extends
their validity to the whole manifold. Thus the action can be written as:
S =
∫
dt du
[
1
2
e
√
3β−N−
(
χ−
χ+
Θ(u0 − u) + Θ(u− u0)
)
+
+
3
2N−
e−
√
3β−
(
χ+
χ−
e−2
√
3Ω+
(
β˙2+ − Ω˙2+
)
Θ(u0 − u) + e−2
√
3Ω−
(
β˙2− − Ω˙2−
)
Θ(u− u0)
)]
.
(44)
We can now determine the momenta associated with this Lagrangian as:
pβ− =
3e−
√
3(β−+2Ω−)β˙−
N−
Θ(−u+ u0), (45a)
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pβ+ =
3e−
√
3(β−+2Ω+)β˙+
N+
χ+
χ−
Θ(u− u0), (45b)
pΩ− = −
3e−
√
3(β−+2Ω−)Ω˙−
N−
Θ(−u+ u0), (45c)
pΩ+ = −
3e−
√
3(β−+2Ω+)Ω˙+
N+
χ+
χ−
Θ(u− u0), (45d)
where for the Heaviside distribution, Θ(u−u0)2 = Θ(u−u0). One possible route to determine
the Hamiltonian constaint of the system is to demand that the variation of the action with
respect to the lapse function vanishes. Doing this, we get the Hamiltonian given by:
H = e2
√
3Ω−
(
p2β− − p2Ω−
)
+ e2
√
3Ω+
χ−
χ+
(
p2β+ − p2Ω+
)− 3(χ−
χ+
Θ(u0 − u) + Θ(u− u0)
)
. (46)
There is still the freedom to choose the ratio χ−/χ+ in Eq. (17); a particularly useful choice
is χ−/χ+ = 1. Under this choice the Hamiltonian becomes:
H = e2
√
3Ω−
(
p2β− − p2Ω−
)
+ e2
√
3Ω+
(
p2β+ − p2Ω+
)
, (47)
where a constant term is absorbed into the definition of the Hamiltonian. This Hamiltonian
is similar to the one for the KS spacetime, but not quite the same. The difference lies in the
matching conditions for the null boundaries which allows for eliminating the constant term.
IV. QUANTIZATION
A. Commutative scenario
For the quantum Hamiltonian operator written as:
Hˆ = e2
√
3Ωˆ−
(
pˆ2β− − pˆ2Ω−
)
+ e2
√
3Ω+
(
pˆ2β+ − pˆ2Ω+
)
, (48)
the canonical quantization method, once applied to the Hamiltonian constraint, results into
the Wheeler-deWitt equation for the problem:[
−e2
√
3Ω−(∂2β− − ∂2Ω−)− e2
√
3Ω+(∂2β+ − ∂2Ω+)
]
Ψ(β−,Ω−, β+,Ω+) = 0, (49)
where the Heisenberg-Weyl operator representation and ordering have been adopted.
Eq. (49) shows no crossing terms between quantities of inner and outer manifolds. This
suggests that the wave function for the problem is separable and can be written as
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Ψ(β−,Ω−, β+,Ω+) = Ψ−(β−,Ω−)Ψ+(β+,Ω+), which leads to the following decoupled equa-
tions:
− e2
√
3Ω−(∂2β− − ∂2Ω−)Ψ−(β−,Ω−) = λ2Ψ−(β−,Ω−), (50a)
− e2
√
3Ω+(∂2β+ − ∂2Ω+)Ψ+(β+,Ω+) = −λ2Ψ+(β+,Ω+), (50b)
which describe a dynamics similar to that one of the KS cosmological problem [12, 13], with
a real eigenvalue, λ. The solutions for Ψ+ and Ψ− are given by:
Ψ−(β−,Ω−) = ei
√
3b−β−Kib−
(
λ√
3
e−
√
3Ω−
)
, (51a)
Ψ+(β+,Ω+) = e
i
√
3b+β+Kib+
(
iλ√
3
e−
√
3Ω+
)
, (51b)
which results into the full solution:
Ψ(β−,Ω−, β+,Ω+) = ei
√
3b−β−Kib−
(
λ√
3
e−
√
3Ω−
)
ei
√
3b+β+Kib+
(
iλ√
3
e−
√
3Ω+
)
. (52)
The parameters b± can be regarded as momenta eigenvalues associated with the momentum
operators pˆβ± since pˆβ±Ψ± =
√
3b±Ψ±. This implies that b± ∈ R and admits continuous
values. Therefore, the eigenfunctions for this problem are a family of Bessel functions,
labeled by the eigenvalue of the associated β momentum operator. The squared modulus of
the wave function is then written as
|Ψ|2 = Kib−
(
λ√
3
e−
√
3Ω−
)
K∗ib−
(
λ√
3
e−
√
3Ω−
)
Kib+
(
iλ√
3
e−
√
3Ω+
)
K∗ib+
(
iλ√
3
e−
√
3Ω+
)
,
(53)
which are depicted in Fig. 1. The plot for |Ψ|2 is given in Fig. 2.
It is relevant to point out that |Ψ|2 does not depend on β, which can be interpreted
as a free wave parameter. However, according to the map, Eq. (4), β is still relevant in
distinguishing the point solutions from inner and outer spaces: i.e. any value for Ω is valid
for both symmetrical points around the border between inner and outer spaces. Due to
such a symmetrical behavior, for the physical limit given by Ω± → ∞, one has the shell
approaching either the singularity at t = 0 or the event horizon at t = 2M , which constrains
the map to the interval t ∈ [0, 2M ]. In particular, for Ω± → +∞, the wave function exhibits
an oscillatory profile which can be interpreted as the absence of a meaningful limit for the
quantization of the BH. Therefore no conclusions can be drawn from the limit corresponding
to the BH singularity and event horizon. The vanishing of the wave function for Ω± < 0 is
consistent with this function having a minimum and therefore to exclude arbitrarily negative
values for Ω± for a fixed BH mass.
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FIG. 1: |Ψ−|2 and |Ψ+|2 as function of Ω±. The parameters are b± = 0.7 and λ = 2.
B. Noncommutative scenario
We consider now a deformed Heisenberg-Weyl algebra, where position and momentum
do not commute [12, 14, 15]:[
βˆNC , ΩˆNC
]
= iθ,
[
βˆNC , pˆiβ
]
= i,
[
ΩˆNC , pˆiΩ
]
= i, [pˆiβ, pˆiΩ] = iη, (54)
where η and θ are new constants of Nature. These variables can be mapped into commuta-
tive ones, i.e. those supported by standard quantum mechanics (Heisenberg-Weyl algebra)
relations, through a noncanonical transformation usually referred to as Darboux or Seiberg-
Witten map [35]. In particular, a useful transformation can be written as [12]:
qi = xi − θij
2
pj, pii = pi +
ηij
2
xj, (55)
where θij and ηij are antisymmetric matrices, which can be specialized to the BH problem
in terms of the NC variables written as [12, 14, 15]:
βˆNC = βˆ − θ
2
pˆΩ, ΩNC = Ωˆ +
θ
2
pˆβ, (56)
for the position, and [12, 14, 15]
pˆiβ = pˆβ +
η
2
Ωˆ, pˆiΩ = pˆΩ − η
2
βˆ, (57)
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FIG. 2: |Ψ|2 in the coordinate space of Ω±. The parameters are b± = 0.7 and λ2 = 2.
.
for the momenta. With these transformations the Hamiltonian becomes:
HˆNC = e
−2√3(Ωˆ−+ θ2 pˆβ−)
[(
pˆβ− +
η
2
Ωˆ−
)2
−
(
pˆΩ− −
η
2
βˆ−
)2]
+
+ e−2
√
3(Ωˆ++ θ2 pˆβ+)
[(
pˆβ+ +
η
2
Ωˆ+
)2
−
(
pˆΩ+ −
η
2
βˆ+
)2]
.
(58)
At this point, a few remarks are in order. Notice first that this Hamiltonian is symmetric
with respect to the exchange of the inner and outer metric variables. Furthermore, each
term of the Hamiltonian depends only on one of the sets of metric variables, since there are
no crossed terms of “+” and “−” variables. The WdW equation for the problem is thus the
following:
e−2
√
3(Ωˆ−−i θ2∂β−)
[(
−i∂β− +
η
2
Ωˆ−
)2
−
(
−i∂Ω− −
η
2
βˆ−
)2]
Ψ(β−,Ω−, β+,Ω+)+
+ e−2
√
3(Ωˆ+−i θ2∂β+)
[(
−i∂β+ +
η
2
Ωˆ+
)2
−
(
−i∂Ω+ −
η
2
βˆ+
)2]
Ψ(β−,Ω−, β+,Ω+) = 0,
(59)
for which likewise the commutative case, the same decoupling features for the wavefunction
are found.
17
Thus, we can write the decoupled eigenvalue equations:
e−2
√
3(Ωˆ−−i θ2∂β−)
[(
−i∂β− +
η
2
Ωˆ−
)2
−
(
−i∂Ω− −
η
2
βˆ−
)2]
Ψ−(β−,Ω−) = λ2Ψ−(β−,Ω−),
(60a)
e−2
√
3(Ωˆ+−i θ2∂β+)
[(
−i∂β+ +
η
2
Ωˆ+
)2
−
(
−i∂Ω+ −
η
2
βˆ+
)2]
Ψ+(β+,Ω+) = −λ2Ψ+(β+,Ω+).
(60b)
In order to find the solution of the above equations, it is necessary to obtain a constant of
motion associated with each of the separated Hamiltonians. It is straightforward to check
that Bˆ± = pˆβ± − η2 Ωˆ± commutes with Hˆ± so that the solutions must obey the eigenvalue
equations:
Bˆ±Ψ± =
(
−i∂β± −
η
2
Ωˆ±
)
Ψ± = b±Ψ±, (61)
and thus the wave function can be written as
Ψ± = e
iβ±
2
(2b±+ηΩ±)F±(Ω±). (62)
Substituting the above solutions into Eqs. (60) leads to ordinary differential equations for
the functions F±:
F (Ω)
(
b2± + η
2Ω2 + 2b±ηΩ∓ e−
√
3
2
(2θb±+ηθΩ+4Ω)λ2
)
+ F ′′(Ω) = 0. (63)
Exact solutions for such equations are difficult to find for λ 6= 0. Therefore, we search for
numerical solutions that satisfy the required boundary conditions. For the particular choice
of λ = 0 an exact solution can be found for the ordinary differential equation:
F (Ω±)(b± + ηΩ±)2 + F ′′(Ω±) = 0, (64)
that is
F±(Ω±) = c1D− 1
2
(
(1 + i)(b± + ηΩ±)√
η
)
+ c2D− 1
2
(
−(1− i)(b± + ηΩ±)√
η
)
, (65)
where Dν(z) are parabolic cylinder functions, depicted in Fig. 3. They correspond to mirror
reflected solutions with a damped oscillatory profile that vanish at Ω→ ±∞. This feature
arises from the introduction of the noncommutativity, more specifically, due to the momen-
tum noncommutativity, since the parameter θ is absent from the WdW equation for λ = 0.
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FIG. 3:
∣∣D−1/2(z)∣∣2 and ∣∣D−1/2(iz)∣∣2 as functions of Ω±. The parameters are b± = 0.5 and η = 0.7.
Here z = (1+i)(b±+ηΩ)√η .
As previously argued, we should focus only on the behavior of the functions for Ω > 0.
One can see that, at least for λ = 0, the probability density in the limit t → 0 vanishes.
Furthermore, since the dependence of Ψ on β± appears only as a phase factor, this depen-
dance disappears for |Ψ|2. Thus, it is possible to conclude that the probability density in
the limit t → 2M also vanishes. Since both geometries on either side of the shell have a
vanishing probability density to reach the singularity, then, the shell, which is defined as
the separation surface between these geometries, also has a vanishing probability density of
collapsing into the singularity. The same arguments applies for t = 2M : the shell can never
leave the event horizon.
Although the exact solution discussed above portrays the general characteristics of the
solutions when noncommutativity is introduced, one must study the numerical solutions of
Eq. (63) for λ 6= 0 since, for this cases, the effect of θ no longer disappears. By consistency,
the boundary conditions to be used are the ones from the exact solutions for λ = 0, with
b± = 0.5 and η = 0.7. As expected, the choice of boundary conditions has no significative
effect on the behavior of the wave functions, in particular, in the limit of interest, Ω→∞.
This can be better understood through the analysis of the asymptotic behavior of Eq. (63),
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which gives rise to:
F (Ω±)(b± + ηΩ±)2 + F ′′(Ω±) = 0, (66)
i.e. the same equation for the λ = 0 scenario. The effect of λ is relevant only nearby Ω = 0.
The numerical results for some non-vanishing values of λ and θ are shown in Fig. 4.
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FIG. 4: Numerical solutions of Eq. (63) for λ = 1 as function of Ω− (first plot) and Ω+ (second
plot), with b± = 0.5 and η = 0.7. Solutions are for θ = 0 (dashed lines), θ = 1 (solid lines), and
θ = 10 (dotted lines).
It can be seen that the damping behavior of the function found for the λ = 0 case is
maintained. Furthermore, we find that damping is clearly a feature due to the momentum
noncommutativity as it still remains for θ = 0. Consequently, the conclusions drawn from
the exact solution can be extended to the numerical ones. Namely, the vanishing of the
probability density at the singularity and the event horizon at t = 2M . In order to compute
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the probability of the wave function, one must integrate over Ω± on a surface of constant
β±. The integration measure is δ(β − βc)dβ dΩ [12], which leads to:
P (β,Ω) =
∫
δ(β′ − βc)dβ′ dΩ′ |F (Ω′)|2 ∼
∫ +∞
0
dΩ′ |F (Ω′)|2 . (67)
Despite the vanishing of the wave function for Ω→∞, the above integral is not convergent,
so the obtained solution is not squared integrable. This is a feature also encountered for the
NC black hole without a shell [14], for the commutation relations Eqs. (54).
In any case, the effect of η alone leads to the damping of the wave function that is
responsible for its regularization at the limit Ω → ∞. It is easy to see that the damping
disapears for η = 0. Indeed considering Eq. (63) and in the limit η → 0:
F (Ω)
(
b2± ∓ e−
1
2
√
3(2θb±+4Ω)λ
)
+ F ′′(Ω) = 0. (68)
This equation admits exact solutions similar to the ones in Eq. (51), so that the complete
wave functions Ψ± can be written as:
Ψ−(β−,Ω−) = ei
√
3b−β−Kib−
(
λ√
3
e−
√
3
2
(θb−+2Ω−)
)
, (69a)
Ψ+(β+,Ω+) = e
i
√
3b+β+Kib+
(
iλ√
3
e−
√
3
2
(θb++2Ω+)
)
, (69b)
which corresponds to a shift in the oscilatory behaviour of the wave function, Eqs. (51).
V. CONCLUSIONS
In this work, a spherically symmetric null-like hypersurface collapsing into a BH is con-
sidered. The classical and quantum framework for the problem are constructed through
the assumptions that inside and outside regions of the shell are mapped into two distinct
KS metrics. The junction condition formalism for null hypersurfaces is applied in order to
obtain the action for the system. Furthermore, since this hypersurface is a null boundary for
both KS spacetimes, an extra boundary term for the action is admited [33, 34]. This allows
for the definition of the Hamiltonian of the system and for obtaining the WdW equation for
the quantum mechanical problem.
The WdW equation is solved, and the wavefunction is found to be given by a family of
modified Bessel functions, which exhibit an oscillatory behavior in the limit corresponding
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to the BH singularity, Ω→∞. The squared modulus of this wave function does not depend
on β, thus, from the map, Eq. (4), there is a symmetry with respect to the raduis t = M .
Therefore, the limit Ω→∞ corresponds to both the singularity and the event horizon.
Extending the Heisenberg-Weyl algebra and considering the phase space noncommuta-
tivity, it is shown that the configuration space θ parameter contributes only as a shift in the
wave function of the commutative problem. On the other hand, when the NC parameter
η is considered, a damped wave function arises for Ω → ∞. It is found that the squared
modulus of the wave function does not depend on β, thus the probability density vanishes
as t → 0 and t → 2M . Thus, the introduction of the momentum noncommutativity acts
as a regulator for the wave function, a feature previously encountered for the BH problem
without the shell [14]. This result suggests that a more complex NC framework is required to
obtain square integrable wave functions that vanish at the singularity as found in Ref. [15].
Appendix – Vanishing of the surface term for different time coordinates
In Sec. III it was argued that one could take t the coordinate to be the same on both
parts of the manifold. However, this is not necessarily true and the same result, namely the
vanishing of the boundary terms, can be recovered by assuming that the time coordinates
are different.
Indeed, starting from metrics of the form:
ds2± = e
√
3β± du
(
e
√
3β± du+ 2ζN ± dt±
)
+ e−2
√
3Λ
(
dθ2 + sin2 θ dφ2
)
, (70)
one can perform a change of coordinates, T± ..= e−2
√
3Λ± , so to obtain:
ds2± = e
√
3β± du
(
e
√
3β± du− 2ζN√
3T± α±
dT±
)
+ T 2±
(
dθ2 + sin2 θ dφ2
)
, (71)
where α±(T ) = Λ˙±(T ). The holonomic vectors are then given by:
eµ(A)
..=
∂xµ
∂yA
= δµA, (72)
for A = θ, φ, and by
eµ(T )
..=
∂xµ
∂T
= ∂T , (73)
for T±. These definitions allow for the computation of the induced metric using gab =
gµνe
µ
(a)e
ν
(b) for both sides as:
ds2|Σ = T
2
± dΩ
2. (74)
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For the hypersurface to possess a well defined structure, the induced metrics on each of its
sides must coincide, and the coordinates T± must be the same. In the coordinate system
considered in the body of the paper (with t rather than T ), this leads to the condition:
Λ+(t+) = Λ−(t−). (75)
Besides providing the condition for the junction of the spacetimes, this coordinate system
also allows for a convenient set of coordinates to be introduced in the shell, the coordinates
(T, θ, φ). These are the natural coordinates on Σ and they are the same on both sides of
the hypersurface. Using the calculations performed in Sec. III alone, in the novel coordinate
system, Eq. (73), the normal and transversal vectors to Σ are then given by:
nµ± = −
ζ T α±e−
√
3β±
N±χ±
∂T , (76)
Mµ± =
χ±
ε±
∂u − ζ T α±e
√
3β±χ±
2ε±N±
∂T . (77)
The projections of these vectores onto the three dimensional hypersurface are:
na± = −
ζ T α±e−
√
3β±
N±χ±
∂T , (78)
for the normal vector, and
M±a = −
ζN±e
√
3β±χ±
ε± T α±
∂T , (79)
for the transverse one. The requirement that the quantities na and Ma coincide on both
sides of the shell determines a unique structure for Σ. This condition imposes restrictions
on the normalization factors, namely:
e−
√
3β−α−
N−χ−
∣∣∣
u=u0
=
e−
√
3β+α+
N+χ+
∣∣∣
u=u0
, (80)
and,
N−e
√
3β−χ−
ε−α−
∣∣∣
u=u0
=
N+e
√
3β+χ+
ε+α+
∣∣∣
u=u0
. (81)
Once again, these lead to the conclusion that ε− = ε+. The next step is to compute the
transverse curvature, which is found to be,
K±tt =
ζe
√
3β±χ±
ε T 2 α2±
[
Tα±N˙± +N±
(
α±
(√
3T β˙± − 1
)
− T α˙±
)]
,
K±θθ =
ζ T 2 α±e
√
3β±χ±
2εN±
,
K±φφ = K±θθ sin2(θ),
(82)
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as well as the discontinuity in the curvature scalar,
R|Σ = −
2ζe−
√
3β−
εN2−χ−
[
N−
(
α−
(√
3T β˙− − 1
)
− T α˙−
)
+ α−TN˙−
]
+
+
2ζe−
√
3β+
εN2+χ+
[
N+
(
α+
(√
3T β˙+ − 1
)
− T α˙+
)
+ α+TN˙+
]
,
(83)
where Eq. (80) was used in order to organize the expression. Aiming to compute the bound-
ary action, we are left with the task of computing the trace of the Θ tensor and the non
affinity parameter κ. In this setup their respective expressions are the following:
Θ± = −2ζα±e
−√3β±
N±χ±
, κ± =
ζ T α±e−
√
3β±χ˙±
N±χ2±
. (84)
Finally, once these results are inserted into the piece of the Lagrangian corresponding to the
boundary, Σ, it vanishes and the boundary terms in the action are suppressed. Thus, the
result of Sec. III remains unchanged even under more general assumptions.
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