With the increasing amount of medical imaging data available through advances in imaging hardware, automated pattern classification will gain more importance in the near future. This study highlights technical considerations of cluster-based k-means pattern classification techniques applied to the segmentation of major tissue components in multi-contrast magnetic resonance images (mcMRI) of excised atherosclerotic plaque tissue. The stability of the k-means algorithm was assessed by varying the initial positions of the cluster centroids and the values of the convergence criterion. Variations of the criterion function with the number of clusters were explored. The segmentation results of the k-means clustering algorithm were compared to two color-classification algorithms, the first based on dynamic programming and principal analysis, and the second based on color-bi-partitioning. While the standard k-means algorithm was found to provide a robust method for the unsupervised classification of major components in mcMR images acquired of atherosclerotic plaque tissue under clinical conditions, the Two color-classification algorithms provided less accurate classification when compared with histological data.
An explosive increase in the prevalence of obesity and type 2 diabetes will increase related complications such as atherosclerotic disease, and an alarming increase in unattended risk factors in the younger generations will continue the cardiovascular epidemic for years to come. Clearly, new, more effective drugs are needed for the treatment of CVD and noninvasive imaging methods will be required to assess their efficacy.
Clinical Significance of Atherosclerotic Plaque Composition
While the percentage of vessel obstruction or stenosis is used for clinical assessment of disease progression, recent research revealed that most plaques responsible for fatal or nonfatal myocardial infarction inflict less than 70% stenosis, and that approximately 60% of these events are caused by plaque rupture [2] . Although atherosclerotic plaques are able to grow and thereby gradually occlude the vessel, the most feared clinical event is the acute occlusion due to the formation of thrombus leading to myocardial infarction (coronary arteries) or stroke (carotid arteries). Thrombus formation is usually associated with rupture or erosion of the fibrous cap of the lesion. It is not the size of the plaque but rather its composition that is an indicator of the severity of the disease and risk for rupture [3] [4] [5] .
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To assess clinical risk and to monitor the effects of pharmacotherapy, a noninvasive imaging method must therefore be able to:
• distinguish the most prominent plaque components as classified by the AHA (table 1) .
• have a spatial resolution sufficient to resolve intimal thickening (type I-II) and to resolve the thickness of fibrous cap to distinguish between stable and vulnerable plaque types.
• provide soft-tissue contrast capable for quantifying the five main components of the plaque: 1) normal and thickened intima (N), 2) lipid components (extracellular lipid pools in type III plaques and a necrotic core) (L), 3) calcification (calcified plates or calcified nodules) (C), 4) fibrous areas (fibrous cap) (F), 5) hemorrhage/thrombus (T). [5] .
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Among all non-invasive medical imaging modalities, magnetic resonance imaging (MRI) is one of the best suited to examine the composition of atherosclerotic plaque tissue because of its excellent soft-tissue contrast originating from the local molecular environment of the proton spins [6] . Multicontrast approaches in MRI have been utilized both in vivo and ex vivo to identify features in atherosclerotic plaque tissue. Lipidic tissue [7] [8], calcific tissue [9] , [8] fibrous tissue [7] [9], [10] and thrombotic tissue [8] were identified with the three standard intrinsic MRI contrast mechanisms based on proton density weighted (PDW), the spin-lattice relaxation time T1 (T1 weighted, T1W) and the spin-spin relaxation time T2 (T2 weighted, T2W).
Cluster Analysis
Pattern classification algorithms employing cluster analysis is an optimal method for the analysis of medical images: These algorithms need very little user interaction during the setup phase or during the classification phase. In a clinical environment with a well-defined workflow, these properties are preferred over highly interactive algorithms. A variety of cluster algorithms are available, varying in similarity measures (e.g. Euclidean metric versus Manhattan metric or more generally, a non-metric similarity function) and/or criterion functions implementing these criteria (sum-of-error criterion, trace criterion, determinant criterion, or invariant criterion). A common undesirable behavior of all of them is the convergence into local minima and consequently a less-optimal classification of the data.
In this paper, we have explored the stability of the standard k-means cluster algorithm that was employed to determine the relative volumetric percentage of the major plaque components (N,L,C,F,T) of excised carotid endarterectomy tissue in a setup mimicking the clinical environment, using mcMRI images (PDW, T1W and T2W). The stability of the algorithm was accessed by randomly varying the initial position of the cluster centroids and the average percent deviation of the number of pixels attributed to each cluster was calculated for different convergence thresholds. The variation of the sum-ofsquared-error criterion based on the Euclidian distance for different cluster numbers was determined; based on that variation, we propose a complexity index that allows us to characterize the image intensity variation in each tissue.
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Motivated by the variety of features distinguishable in the RGB images that were used as input for the k-means clustering software, we compared the performance of two color classification algorithms with the k-means classification algorithm both quantitatively and qualitatively. Histological data obtained from selected section of the tissue was used as gold standard in these comparisons.
MATERIALS AND METHODS

Endarterectomy Tissues
A total of 13 excised carotid endarterectomy (CEA) tissues were obtained immediately after resection (1-3hrs). Average length was 40 mm and average diameter 10 mm. Before imaging, tissues were stored in a buffer (50% glycerol and 50% TBS at -20°C). Prior to imaging, glycerol was removed by 24 hr dialysis (at 4°C).
Image
Acquisition mcMR images were acquired from four tissues at a time, placed in a waterfilled cylindrical sample holder with approximately the same diameter as the human neck. A 6 cm surface phased array coil (Pathway Medical Technologies, Inc.) developed for human carotid plaque imaging on a GE 1.5 T Excite HD MRI scanner was used to optimize signal to noise. Consecutive PDW (TE/TR=15 ms/2400 ms), T1W (TE/TR 10/600) and T2W (TE/TR 80/4000) images perpendicular to the long axis of the tissues were acquired (slice thickness 2 mm, matrix 512 × 384 zero-filled to 512 × 512, FOV 100 mm × 100 mm, in-plane resolution 0.195 mm) using standard fast-spin echo sequences. Off-line processing was performed using the NIH ImageJ software package (National Institutes of Health, Bethesda MD).
Image Processing
Images were preprocessed as described in [11] . In short, images were enlarged by a factor of two and assembled into an ImageJ image stack. Intensity inhomogeneities were corrected with the fourier-based low-frequency bandpass filter included in ImageJ. Variations in the image signal along the long axis of the tissue were corrected by normalizing the image intensity of the buffer that surrounded the tissues. Image intensity homogeneity is essential for the application of the pattern classification algorithms. RGB images were created with the red component represented by the grayscale value for the PDW image, the green component represented by the grayscale value for the T1W image, and the blue component represented by the grayscale value for T2W image.
Image Analysis
k-means Clustering
The feature space coordinates of an image pixel were defined as image intensity values from the PDW, T1W and T2W images, and k-means clustering was applied in this space. The Euclidian distance was used to measure the distances of two points in the feature space. The plaque tissue was manually selected in each image and background values were set to zero. The RGB images for one tissue (#9) are shown in figure 1. Tissue components represented by point clusters in feature space were identified with the standard k-means clustering algorithm. In the first step, cluster centers were defined randomly and the cluster assignment was then refined in consecutive iterations until the sum of the distances of the cluster centers between two iteration steps was smaller than a convergence threshold value provided by the user. In each iteration step, the closest cluster center for each point was determined and each point was then re-assigned to its closest cluster center followed by a recalculation of the centers for each cluster. A modified software plugin for ImageJ was utilized to perform this k-means cluster analysis [12] . A maximum of six clusters was allowed, corresponding to the five major plaque components (N,L,C,F,T), and the background. The convergence threshold was set to 0.001.
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Semi-automated segmention of excised atherosclerotic plaque tissue components by k-means clustering techniques Figure 1 . RGB composite of the mcMRI images for #9. Slices range from tissue originally contained in common carotid artery (upper row) to tissue from the internal and external carotid arteries (lower row).
Random Variation of Initial Centroids Position
To investigate the variation in the segmented clusters, we repeated each cluster analysis five times as a separate calculation where the initial positions for the cluster centroids were assigned randomly. Each of these calculations was performed for six convergence thresholds (ranging from 1e -5 to 1). If the sum of the position changes for all centroids was less than the convergence threshold value, the clustering algorithm was considered converged. The relative variation, σ rel,i , was defined for each cluster i as a measure for the variation between different calculations:
( 1) where r j is the number of pixels assigned to cluster i in calculation j and r i is the mean value for all five calculations.
Variation of Number of Clusters
The goal of the cluster analysis was the segmentation and quantification of the major components of atherosclerotic plaque. By including a cluster for the background, the total number of clusters would be limited to six. However, the complexity of atherosclerotic plaque varies greatly. In general for an unknown set of samples, a criterion for a good number of clusters, i.e. a number that minimizes the variance within the clusters and maximizes the variance between clusters can be found with the 'elbow-criterion' [13] . The value for the 'elbow-criterion' is determined by calculating the value for the criterion function for increasing numbers of clusters. While it is apparent that the criterion function will monotonically decrease with increasing number of clusters, it is expected that the rate of the decrease will diminish when the optimum number of clusters has been reached. For the criterion function we chose the sum-of-squared-error criterion based on the Euclidian distance [14] : where k is the number of clusters, n i the number of samples in D i representing one cluster and x denotes a sample, in this case a triplet composed of the gray scale values for the PDW, T1W and T2W image intensity of an image pixel. S i is the scatter matrix for the i th cluster and its trace tr[S i ] a measure for the variation in between one cluster.
Between Cluster Scatter Matrix
To obtain a measure of how well the clusters are separated, we also calculated the trace of the between-cluster scatter matrix S B [14] : (3) with and and the number of clusters k. With the convergence threshold set to 0.001, we calculated the values for J e (k) and S B (k) for k = 1 to 10 for each of the samples.
Color Quantization Algorithm
Color quantifization is a process of choosing a set of k representative colors to approximate N colors of an image with k < N. We explored two algorithms: 1) color quantization by dynamic programming and principal analysis [15] implemented by the software plugin 'Color Inspector3D' for ImageJ (http://www.f4. fhtw-berlin.de/ ~barthel/ImageJ/ ColorInspector//help.htm) and 2) color bipartioning [16] . For representative mcMR images that contain one of the major plaque components, we compared the relative area segmented by these techniques to histology and to results previously obtained with the k-means algorithm [17] . Pixels in the original images were classified by setting the gray scale value of each pixel to the cluster number it was assigned to by the clustering algorithm. Features were then segmented by thresholding the image with a value corresponding to the grey scale value of each cluster. Pixels belonging to each cluster were counted and divided by the total number of pixels for the entire tissue segment to obtain the relative composition of the tissue. 
Histology
After MR imaging was concluded, CEA specimens were cut into 5mm segments proceeding from the bifurcation into the common, external, and internal carotids. The fresh or fixed segments were then imbedded in OCT or paraffin, respectively, and 5-10 µm thin sections were cut from each end of each segment, then mounted and stained with Maison-trichrome (collagen), Verhof van Giessen (elastin), Oil Red O (lipid), or von Kossa (calcification) reagents. Microscopic images of tissue segments were acquired using a Leica DC300 digital camera attached to a Stereomaster dissecting microscope. Thin sections (10 µm -15 µm) were photographed and regions of interest integrated using an Arcturus Veritas LCM system. Figure 2 shows the relative variation σ rel,i for all five clusters of tissue #2 and figure 3 for tissue #5.The behavior of σ rel,i depicted in figure 2 was found to be representative for tissue #2,3,6,7,8,10,11,12 and 13. Tissues #1, 4, 5 and 9 showed a similar functional dependence of σ rel,i on the convergence threshold as displayed in figure 3 for tissue #5. A closer inspection revealed that the large variations in the latter case were due to the oscillation of the clustering algorithm between two different configurations. Table 2 shows the averages for σ rel,i for each cluster not including the results for the first highest two values of the convergence threshold (0.1 and 1). Figure 4a displays the variation of the criterion function values (equation 2) with the cluster number for the 13 tissues. The values for the first cluster (background only) are omitted. As the differential changes J e (k) can be considered a criterion to find the optimal number of clusters, we defined a complexity index κ for each tissue as follows: (4) with k as the number of clusters. Table 3 lists the values of κ for each tissue. The within-cluster matrix as the sum of the scatter matrices for all clusters and the between cluster matrix (equation 3) both define the variation in the image data. When minimizing scattering within the clusters (e.g. by adding more clusters), scattering between clusters (characterized by SB) will increase.
RESULTS
Random Variation of Initial Centroids Position
Variation of the Number of Clusters
κ = + − = ∑ J k J k e k e () ( ) 1
Figure 4b shows tr[S B ](k) normalized to tr[S B ](10).
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Color Quantization Algorithm
For direct comparison with our previous analysis, we chose the same number of color components as for the number of clusters for the k-means algorithm (last column in table 2). Figure 5a gives the results of the color quantification for the color quantization by dynamic programming and principal analysis [15] obtained with the 'Color Inspector 3D' plugin for tissue #9. Figure 5b shows a 3D view of the color space. The size of the centroids in this view are proportional to the number of pixels classified by this color. A comparison of figure 1 and figure 5a reveals that this algorithm does not preserve the details visible in the RGB image. We therefore did not perform any further analysis with this algorithm.
Color quantization by dynamic programming and principal analysis
Color bi-partitioning
The color bi-partioning algorithm divides the RGB color space recursively. In each step, two subspaces are formed with the same color population using the median-cut criterion [16] . After the algorithm has finished, the RGB color space is subdivided into k rectangular boxes. Figure 6 (analogous to figure 5) shows the performance of this algorithm on the RGB images for tissue #5 (shown in figure 1 ). The quantization obtained with this algorithm seems to preserve the structural details visible in the RGB images (figure 1). For selected slices of this tissue, figure 7 shows the RGB image (left), the classification obtained with the k-means clustering (center) and the classification obtained with the color bi-partitioning algorithm. 
Comparison with Histological Data
Representative for the main tissue classes (N, L, C, F, T), histological slices from selected tissue sections were chosen and qualitatively compared to the RGB image, the results of the k-means cluster algorithm and the Colorbipartitioning algorithm (figure 8). Best agreement with histology in the selected slices was achieved by the results of the k-means cluster algorithm.
DISCUSSION
Compared to other medical imaging modalities, MRI provides not only excellent intrinsic soft-tissue contrast but also the capability to modify this contrast by a judicious choice of acquisition parameters. The biochemical environment of the proton spins determines the contrast in MRI through the proton density, the spin-lattice relaxation time T1 and the spin-spin relaxation time T2. MRI is therefore an optimal imaging method to probe the biochemical composition of tissue. By defining a 3D feature space using the three contrast mechanisms PDW, T1W and T2W, several studies have validated the concept of multi-contrast MRI (mcMRI) imaging combined with feature space analysis (FSA) to extract information about the composition of atherosclerotic plaques:
In an ex vivo study of excised coronary atherosclerotic plaque tissue, mcMRI images (PDW, T2W, intermediate weighting) were analyzed with FSA. Excellent agreement with corresponding histological slices was achieved [18] . An ex vivo mcMRI study at 9.4T to quantify mineralization content in atherosclerotic tissue using k-means clustering, employing PDW, T2W, T1W and diffusion weighted MRI, found a systematic overestimation (38%) of the mineral content compared with data obtained from CT scans [19] . The classification based on a k-means cluster analysis of MRI images (T1W, T2W and PDW at 9.4 T) from coronary atherosclerotic plaque tissue showed very good agreement with histopathology images for all AHA plaque types (92%, Cohen's κ = 0.89, P < 0.0001). Multi-contrast weighted MRI has been successfully used to identify plaque ulceration, calcification, and thrombosis as determined by histology [20] . Artificial neural networks were successfully employed to identify plaque tissue, lipid and media in coronary plaque specimens imaged at 9.4 T with multi-contrast spin-echo sequences [21] . A study of an 8-contrast combination of mcMRI images of excised atherosclerotic plaque tissue in combination with an automated classification based on maximum likelihood principles [22] found sensitivities for fibrous tissue, necrotic core, calcification, and hemorrhage detection of 83%, 67%, 86%, and 77%, respectively. The corresponding specificities were 81%, 78%, 99%, and 97%. Good agreement (79%) between magnetic resonance and histopathology for AHA classification was achieved.
In-vivo MRI imaging of atherosclerotic plaques has intrinsic limitations. The dimension of the plaque is in the order of mm if located in the carotid bifurcation and less in other anatomoical locations. Motion artifacts, either through involuntary motion (heart beat, swallowing, muscle twitching or coughing) or through voluntary motion (head movement) can degrade the image quality for mcMR images of the atherosclerotic bifurcation and have to be corrected by image post-processing methods.
To assess the feasibility of quantifying the five major atherosclerotic plaque components 1) normal and thickened intima (N), 2) lipid components (extracellular lipid pools in type III plaques and a necrotic core) (L),
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3) calcification (calcified plates or calcified nodules) (C), 4) fibrous areas (fibrous cap) (F), 5) hemorrhage/thrombus (T), by k-means clustering, we compared the relative abundance of principal plaque components in excised carotid endarterectomy tissues as determined by the k-means algorithm to those measured by histology: Mean differences were: 5.9% for thrombus; 1.9% for calcification; 4.0% for fibrous; 8.2% for normal intima; and 2.4% for lipid. [17] .
In this paper, we investigated technical considerations of the k-means clustering algorithm. Randomly varying the initial position of the centroids revealed a stable behavior of the algorithm for nine of the thirteen tissues. At convergence, the average percentage standard deviation of the pixels classified by each cluster was found to vary less than 0.4% for a convergence threshold of less than 1e −3 . For the remaining four tissues however, an oscillatory behavior of the algorithm between two minima was observed resulting in larger deviations (table 2) . Several calculations with varying initial start positions may therefore be necessary to understand the behavior of the algorithm and to arrive at a satisfactory tissue classification when using mcMRI images of atherosclerotic plaque. Either this process can be automated, or user interaction will be needed to select the best classification of the pixels from the different minima visited by the algorithm.
In all subsequent calculations, we chose 1e -3 as the convergence threshold because no improvement in the convergence behavior was observed with a lower convergence threshold (figure 3).
The 'elbow criterion' was proposed as a rule of thumb to guide the selection of the optimum number of clusters for the k-means algorithm. [13] . In our kmeans analysis, we based the number of clusters on the composition of the tissue in the mcMR images (tissue #3,4,6, 8, 11 and 13 did not show any thrombotic component and tissue #8 did not have any calcific region). The values of the criterion function J e (k), with k as the number of clusters, in figure  4a shows a monotonic decrease for all tissues. The shapes of these curves are similar and the optimum number of clusters estimated employing the 'elbowcriterion' appears to be in the range from 4 to 6. However, there is no pronounced 'elbow' (i.e. sharp inflection) visible in the curves, the decrease of J e (k) occurs gradually. The underlying cause of this behavior may be the effect of partial volume averaging, a common artifact in MR images that leads to the blurring of tissue boundaries if an image voxel contains tissue types with different gray scale intensities. The amount of the blurring is dependent on the voxel size. In the present study, imaging parameters near in-vivo clinical parameters were chosen. We therefore expect a higher degree of partial volume averaging than in other studies that optimized their acquisition parameters for ex-vivo tissue imaging. The 'elbow-criterion' alone may therefore not be sufficient for mcMR images of atherosclerotic plaque tissue acquired in-vivo and additional domain knowledge will be needed to select the optimum number of clusters.
The shape of tr[S B ](k) plots exhibit stronger variations than J e (k) plots (figure 4b). A strong decrease is noted for tissues # 6,9,10 and 13 while almost no change is visible for tissue #7.
By adding sequential differential changes of J e (k) for increasing number of clusters, we calculated a complexity index κ. A high value of κ corresponds to a large variance in the image when using the k-means cluster analysis, while a low value of κ indicates a better description of the information in the images. Further analysis is needed to explain the differences in the values for κ; this parameter may be useful in optimizing the image acquisition procedure (including image pre-processing such as the correction of image inhomogeneities) for a segmentation with the k-means clustering technique.
The color-classification algorithm 'Color quantization by dynamic programming and principal analysis' [15] was found to be unsuitable for the segmentation of the major plaque components (N,L,C,F,T). The algorithm emphasized two colors (not including background, figure 5a) and marginalized any additional component (figure 5b). Components classified by the colorbipartitioning algorithm [16] are well separated in color space (figure 6) and are similar to the ones identified by the k-means clustering algorithm. In general, the areas for components found with color-bipartitioning algorithm are less compact and variations in color are more emphasized (figure 7). However, visual inspection (figure 8) of the histological pictures, the RGB images, the k-means cluster segmentation images and the color-bipartitioning images shows the inferior performance of the color-bipartitioning algorithm compared to the kmeans cluster algorithm. The calcific component seems to be overemphasized and does not correspond to the tissue voids visible in the histological pictures. The fibrotic cap is not adequately segmented and the thrombotic tissue component is smaller than the one found with the k-means algorithm. To quantify these differences, we selected 26 mcMRI slices rich in specific plaque components and corresponding to histological sections, analogous to our comparison of the histological images with the results obtained with the k-means clustering algorithm [17] , and calculated their relative area-weighted abundance in each slice or picture. The mean difference ± standard deviation for each component measured by histology and with color-bipartitioning was: 14 ± 17% for thrombus; 56 ± 23% for calcification; 72 ± 28% for fibrous; 51 ± 20% for lipid; and 40 ± 35% for normal intima. This compares less favorably to the results obtained with the k-means clustering algorithms which we reported previously: 5.8 ± 4.1% for thrombus; 1.5 ± 1.4% for calcification; 4.0 ± 2.8% for fibrous; 2.4 ± 2.2% for lipid; and 8.2 ± 10.1% for normal intima [17] .
CONCLUSION
The standard k-means clustering algorithm is found to exhibit a good behavior for the segmentation of major atherosclerotic tissue components in mcMR images acquired with in-vivo parameters. In contrast, colorclassification algorithms perform worse and agree less with pictures of corresponding histological slices. When utilizing the k-means cluster algorithm, caution must be exercised to avoid local minima and additional domain knowledge may be of advantage when selecting the number of clusters (or plaque components) that have to be classified.
