A central machine is interested in estimating the underlying structure of a sparse Gaussian Graphical Model (GGM) from a dataset distributed across multiple local machines. The local machines can communicate with the central machine through a wireless multiple access channel. In this paper, we are interested in designing effective strategies where reliable learning is feasible under power and bandwidth limitations. Two approaches are proposed: Signs and Uncoded methods. In the Signs method, the local machines quantize their data into binary vectors and an optimal channel coding scheme is used to reliably send the vectors to the central machine where the structure is learned from the received data. In the Uncoded method, data symbols are scaled and transmitted through the channel. The central machine uses the received noisy symbols to recover the structure. Theoretical results show that both methods can recover the structure with high probability for a large enough sample size. Experimental results indicate the superiority of the Signs method over the Uncoded method under several circumstances.
I. INTRODUCTION
I N A Probabilistic Graphic Model (PGM), the dependency structure of random variables is encoded by a graph. Structure learning refers to the recovery of such graphs based on samples from the model. Structure learning of PGMs has been used in many fields including biology, information technology, and machine learning. Being one of the most applicable instances of PGMs, the Gaussian Graphical Model (GGM) represents the dependency structure of jointly Gaussian random variables. Inferring the structure of GGMs from samples has applications such as modeling gene regulatory networks [1] , [2] , analyzing social networks [3] , modeling brain connectivities [4] , [5] , speech recognition [6] .
Several methods and algorithms are proposed for structure learning of GGMs from samples, c.f. [7] - [12] . When the underlying structure is sparse, methods based on lasso 1 [13] - [15] have attracted many researchers. In the lasso-based Manuscript structure learning, an 1 -regularized maximum likelihood of the precision matrix is solved [16] - [19] . The lasso-based methods are analyzed in several articles (see [20] and refs therein). For instance, Ravikumar et al. [20] analyzed the performance of the 1 -regularized maximum likelihood estimator (MLE) in high dimensional scaling. They showed that with probability converging to one, the estimated structure correctly specifies the zero pattern of the true precision matrix. Besides the lasso-based estimators, several thresholdingbased estimators are proposed for sparse recovering of the precision matrix [21] , [22] . For example, Sojoudi [21] proposed a simple thresholding method and showed, under certain conditions, the resulting structure is identical to the structure obtained by the lasso. In a particular case where the underlying graph structure is a tree, Chow-Liu algorithm [23] can recover the maximum likelihood structure. Tan et al. in [24] and [25] provided an analysis of the error exponent of the Chow-Liu algorithm.
In many cases, samples are distributed over several hosting machines. In such settings, the conventional method is to gather the samples in a central machine to perform the inference task. However, transferring the local datasets is not possible in situations where datasets are massive or communication is very limited. There are many works addressing various statistical inference problems in distributed settings [26] - [29] . However, the problem of the structure estimation of GGM over distributed data is less studied in the literature.
Distributed estimation of the underlying structure has various applications such as security, surveillance, and personal health care monitoring [30] . In such scenarios, nodes sense the environment and transmit their data to a central node where data are analyzed and the structure is inferred. Since spatially distributed sensor nodes have limited communication power, designing a communication-efficient method for learning of the structure in distributed settings is of great importance. Distributed structure learning previously studied in several papers from various perspectives [31] - [35] . For example, Tavassolipour et al. [35] proposed a method based on the Chow-Liu algorithm to estimate the structure in distributed settings. Meng et al. [32] addressed the estimation of the precision matrix in a distributed manner where the zero-pattern of the precision matrix is known in advanced.
In this paper, we address the problem of structure learning of GGMs in distributed environments. We assume that the data are distributed over multiple local machines so that each one contains a single dimension of the whole dataset. The local machines are connected to a central machine via a wireless medium. The central machine is responsible for inferring the conditional dependencies between the gathered data by the local machines. The system's block diagram is depicted in Fig. 1 . We also assume that the communication links between the local and the central machine are bandwidth limited implying that transmission of the whole local datasets to the central machine is impossible. Due to this constraint, each local machine transmits some information from its local dataset to the central machine. Then, the central machine estimates the underlying graph structure using received information from the local machines. Arroyo and Hou [34] studied the problem of sparse precision matrix estimation in a situation where the samples are distributed among several machines. Their work differs from our setting in the sense that we assume the data are split across dimensions, whereas they split the data across samples.
We have proposed two communication schemes for transmitting information from the local machines to the central machine. In the first scheme, we have separated the source coding from the channel coding. In this scheme, we quantize the source samples into single bits and assume that there exists a channel coding such that the bits can be sent through the channel reliably. We refer to this scheme as Signs method.
In the second scheme, we do not use any source and channel coding. In this scheme, we put the source samples into the channel without any encoding. At the central machine, we directly estimate the underlying graph structure using received symbols from the channel. We refer to this scheme as Uncoded method.
We have shown through theoretical analysis and experiments that by transmitting only 1 bit per sample, the central machine can reliably recover the underlying graph structure. More precisely, we have shown theoretically that by consuming only 1 bit per sample, under some mild conditions, the central machine can perfectly recover the graph structure with high probability. Moreover, the true signs of the edges' weights of the graph are obtained.
The paper is organized as follows. Section II describes the detail of our modeling for the source and the communication channel. In sections III and IV, we describe Signs and Uncoded methods, respectively. Section V provides experimental results to compare and evaluate the proposed methods. Finally, Section VI concludes the paper.
II. PROBLEM FORMULATION
A GGM for a d-dimensional random vector x ∈ R d is specified by a graph G(V, E) where V = {1, · · · , d} is the set of vertices and E ⊆ V 2 is the set of edges. The model
A central machine is interested in reconstructing G(V, E), from n i.i.d. random samples {x (1) , · · · , x (n) } which are drawn from the model and distributed across d separate local machines. Each local machine has access to a single dimension of all samples. More specifically, the data available at the j-th local machine is {x
j denotes the j-th dimension of the i-th sample. In this situation, the central machine needs to communicate with the local machines to acquire enough information for reconstructing the graph. For convenience, we assume that the data at each local machine has zero mean and unit variance, i.e. μ j = 0 and (Q x ) jj = 1.
To transmit information, each local machine is equipped with a single antenna and constrained to a transmit power p. The central machine receives information by incorporating d receive antennas. The channel between the local machines and the central node is assumed to be a wireless multiple access channel which can be modeled as
where y(t) and s(t) = [s 1 (t), · · · , s d (t)] T are the received and transmit vectors at time t, respectively. H ∈ C d×d is a complex matrix that contains the channel gains which are drawn from independent circularly symmetric complex Gaussian distribution. z(t) is an independent Gaussian vector with covariance matrix σ 2 z I d , where I d is the d × d identity matrix. Throughout the paper, we assume that the channel parameters (H and σ 2 z ) are known at the receiver and H is invertible.
Two separate communication strategies, namely coded and uncoded, are considered to send information to the central machine. In the coded scheme, samples available at each transmitter are encoded by information bits and then a channel coding scheme is incorporated to convey these bits simultaneously and reliably to the central node. In the uncoded scheme, on the other hand, samples are converted directly to input symbols at each transmitter and the central machine uses the received symbols directly to reconstruct the graph. In either case, the central node attempts to estimate the covariance matrix from the received information.
Assuming availability of the samples at the central node, the sample covariance matrix can be computed as S x = 1 n n i=1 x (i) x (i) T and the negative log-likelihood is given by
The maximum likelihood estimate of the precision matrix is simply S −1 x . Having some constraints on the precision matrix, the inverse sample covariance matrix is not efficient. In sparse precision matrix cases, the following program which is the 1 -regularized version of (2) is proposed:
where Θ 1,off := j =k |Θ jk |, and λ n is a user defined regularization parameter. There is an efficient algorithm known as graphical lasso (glasso) [16] for solving the above program.
The central machine, however, does not have access to S x and needs to obtain another estimate of the covariance matrix based on the received symbols. This is the main objective of this paper in either coded and uncoded schemes. In fact, we propose two strategies, namely Sings and Uncoded methods, which specify the ways of communicating information together with estimating the covariance matrix at the central machine in both cases.
A. Incoherence Condition
It is worth mentioning that, in general, solving the optimization problem in (3) does not necessarily recover the underlying graph structure even if the sample size approaches to the infinity, see [36] for some impossible cases. In fact, [36] shows that changing the regularization parameter cannot resolve the problem either. Hence, some constraints on g(Θ) are needed to attain the consistency of the solution. Here, we adopt the incoherence condition used by Ravikumar et al. [20] to obtain error bounds on the consistency of the solutions.
Before stating the incoherence condition, we need several definitions and notations. In [20] , it is stated that the Hessian matrix of (2) is given by
where ⊗ is the Kronecker matrix product. The entry Γ (j,k),(l,m) corresponds to the second derivative
We define the set of non-zero entries in the true precision matrix Θ x as
For any two subsets T and T of V × V, the notation Γ T T denotes a |T | × |T | sub-matrix of Γ with rows and columns indexed by T and T , respectively.
The max-row-sum norm of a d by d matrix X is denoted by |||X||| ∞ and defined as
We define two quantities κ Σ and κ Γ as
These quantities are appeared in the error bounds of the proposed methods. Aassumption 1 (Incoherence Condition): There exists some α ∈ (0, 1] such that
An implication of the above condition is that the non-edge pairs cannot have a strong influence on the edges.
III. SIGNS METHOD
In this section, we propose a simple method in estimating the graph structure of the GGMs in our distributed data setting. This method consists of four steps. First, local machines apply the sign function to their local datasets. Second, all the signs are transmitted to the central machine using appropriate channel coding schemes. Third, an estimate of the sample covariance matrix S x is obtained from the received signs. Finally, the optimization problem (3) is solved to obtain the structure of the underlying graph. To make sure the second step is feasible, the channel capacity between the local machines and the central machine must be greater than or equal to 1.
The focus of this section is the third step where an estimator for the sample covariance matrix from the signs is proposed. We also provide theoretical guarantees for the proposed estimator.
Let x j and x k be jointly normal with zero means, unit variances and correlation coefficient ρ jk . Ifx j andx k be the corresponding sign variables, then the joint probability mass function (pmf) ofx j andx k is given by [37] x j \x k −1
where β jk ∈ [0, 1] and is given by
The equation (11) can be rewritten as
Thus, by proposing an estimator for β jk , using (12) we can obtain an estimator for ρ jk . The following estimator for β jk is optimal in the sense that it is unbiased and has minimum variance (UMVE) [29] ,
where I(.) is the indicator function. By substitutingβ jk in (12), we useρ
as an estimator for ρ jk . Althoughρ jk is biased, it is a consistent estimator for ρ jk . Following lemma gives an upper bound on the error probability of this estimator. Lemma 1: Let x j and x k be two jointly normal variables with zero means, unit variances and correlation coefficient ρ jk . Then, for the estimatorρ jk in (14), we have
where
Applying the Hoeffding inequality yields
which completes the proof. Lemma 1 shows an exponential decay in the error probability ofρ jk with respect to the sample size. Using this estimator, we can obtain an estimator for the sample covariance matrix as follows
where B jk =β jk , and cos(.) function is applied on the input matrix element-wise, i.e. ( S x ) jk = − cos(πB jk ). Note that S x has entries equal to 1 at its diagonal, sinceβ jj = 1. This means that there is no error in the variance estimation as it was known a priori. Note that the sample covariance matrix S x defined in (16) is not necessarily positive semi-definite. However, it does not affect the convexity and uniqueness of the solution of (3). This comes from the result presented in [20] which shows that (3) is convex and has a unique solution for any sample covariance matrix with strictly positive diagonal elements which holds for S x in (16) .
Let Θ x and Θ x be the true and estimated precision matrices, respectively. Then, M(Θ x ; Θ x ) is defined as the event indicating Θ x and Θ x are matched in their zero entries and have the same sign in their nonzero entries. Theorem 1 shows that the event M(Θ x , Θ x ) occurs with high probability for the Signs method described above. Before stating the theorem we should define some properties of the underlying GGM. We denote the maximum degree of the underlying graph structure by Δ. The minimum absolute value of the nonzero elements in the precision matrix is denoted by θ min which is
The following lemma from [20] shows that if there exists a sample covariance matrix S x which satisfies some tail conditions, then the solution of the optimization program (3) recovers the zero-pattern of the precision matrix with high probability.
Lemma 2 (Ravikumar et al. [20] ): Consider a normal distribution satisfying Assumption 1 with parameter α ∈ (0, 1]. Let S be a sample covariance matrix such that for any (j, k) ∈ V 2 : (18) where Q is the true covariance matrix, f is a monotonically decreasing function in n and δ, and ν * is a positive constant indicating the maximum possible value of δ. We define two inverse functions as
Let Θ be the solution of the optimization problem (3) with S x = S and regularization parameter λ n = 8 αδ (n, ). Then with probability at least 1 − d 2 for any 0 < ≤ d −2 , (a) The edge set specified by Θ is a subset of the true edge set if
(b) The edge set specified by Θ is consistent with the true edge set if n >n(), (22) , shown at the bottom of this page. Proof: For the proof, see theorems 1 and 2 in [20] . Lemma 1 and 2 are essentials in obtaining the following theorem which shows that one can use the estimator (16) and the log-determinant program (3) to recover the underlying graph structure with high probability. 
then with probability at least 1−d 2 , the edge set specified by Θ x is a subset of the true edge set.
(b) If the sample size satisfies the lower bound
Proof: We only need to combine Lemma 1 and 2 to obtain the desired result. In fact, f (n, δ), the key function in Lemma 2, can be obtained from Lemma 1 by observing that
where δ ∈ (0, +∞]. Hence, ν * = 0 and the inverse functions δ(n, ) andn(δ, ) can be derived as
Substituting the above inverse functions into part (a) of Lemma 2 yields the sample size lower bound as
Since (Q x ) ii = 1 for i ∈ {1, · · · , d}, we have
Moreover, since trace(Q x ) = d, sum of eigenvalues of Q x is d. Due to the arithmetic mean-harmonic mean inequality, the sum of inverse of the eigenvalues (or equivalently, the trace of the precision matrix) is at least d. This implies that at least one of the elements on the diagonal of Θ x is greater than or equal to one. Thus, we have
Substituting the inequalities (29) and (30) into (28) yields
which completes the proof of part (a) of the theorem. Similarly, the part (b) is resulted by substituting the inverse functions (26) and (27) into part (b) of Lemma 2. Theorem 1 shows that if the sample complexity scales with ln(1/), then the Signs method can recover the graph structure with probability at least 1−d 2 . The constants C sign and T sign depends on the underlying GGM parameters (i.e. Δ, κ Σ , κ Γ ) and the parameter α defined in Assumption 1. According to part (a) of the theorem, since C sign ≤ T sign , the method has no false positive (predicting non-edges as edge) with small sample sizes. In Section V, we experimentally show that the false positive rate of the proposed Signs method decays rapidly with sample size.
Remark 1: Note that the proposed Signs method is applicable for any channel with capacity greater than or equal to 1 bit.
IV. UNCODED METHOD
In this section, we assume that each local machine puts its local data into the channel without any source or channel coding. The central machine estimates the underlying graph structure using the received data from the channel. At the central machine, no source or channel decoding is used. It infers the structure directly from the output of the channel.
According to the channel model described in Section II, each local machine can transmit two consequent samples by each channel use. More precisely, denoting the channel input symbol by s = s R + js I , each local machine can put two consequent samples as real and imaginary parts of the input symbol. We assumed that the number of receivers at the central machine is the same as the dimension of the normal distribution (i.e. d). Therefore, at the central machine, n/2 vectors are received that each one is 2d-dimensional.
The equation (1) can be decomposed as
where j 2 = −1. Hence, it can be rewritten in a block-matrix form as
where H R and H I are d × d real matrices, and all the real and imaginary part vectors are d-dimensional.
Using both real and imaginary parts, two source samples can be transmitted per each channel use: a sample is put into the real part and the other is put into the imaginary part. In particular, s R + js I = p/2(x R + jx I ), where x R and x I are two independent samples from the source. The coefficient p/2 ensures the vector s has power p. In this way, the transmit power constraints are satisfied. Finally, the central machine estimates the conditional dependencies of the vectors x using the received vectors y.
A. Approximating the Sample Covariance
We define H = p 2
When transmitting samples through the channel, if we put two independent samples as real and imaginary parts of the vectorx, then the covariance matrix ofx becomes
On the other hand, according to equation (32), we have
where Qx and Qỹ is the covariance matrix ofx andỹ, respectively. By substituting the sample covariance matrix of y into the above expression, we obtain an approximation for the sample covariance matrix ofx, as
In following lemma, we obtain an upper bound on the error probability of the Sx in estimating Qx. Lemma 3: Given n i.i.d. samples of the vectorỹ. Then, for the sample covariance matrix Sx in (35) we have
for all δ ∈ 0, c/ √ 2 , where c is a constant given by
Proof: We define the random variable w as
jj is a standard normal variable which is sub-Gaussian with parameter 1. Thus, according to Lemma 1 in [20] , we have
On the other hand, we have
Since the diagonal entries of Q x are equal to 1, we have
By substituting (39) into (38) , the error bound (36) is obtained.
In order to obtain an estimation for Q x , we define following estimator
where 0 d is a d × d zero matrix. In the following lemma, an error bound is obtained for this estimator. Lemma 4: For S x defined in (40), we have
where δ ∈ 0, c/ √ 2 and c is defined by (37) .
Proof: From (40), it is clear that
Thus, we have
where the last inequality is obtained by the error bound of Lemma 3 for the sample size n/2. Note that the matrix S x in (40) is not necessarily positive semi-definite. But this does not affect the convexity of the optimization problem (3).
By substituting S x from (40) into the (3), we can solve the 1 regularized maximum likelihood problem and obtain a sparse solution for the precision matrix Θ x . Similar to Theorem 1, we can guarantee that the Uncoded method can correctly recover the underlying graph structure with high probability.
Theorem 
then with probability at least 1−d 2 , the edge set specified by Θ x is a subset of the true edge set. (b) If the sample size satisfies the lower bound
then,
Proof: Similar to Theorem 1, we need to combine Lemma 4 and Lemma 2. According to Lemma 4, the function f (n, δ) defined in Lemma 2 is obtained as
where δ ∈ (0, c/ √ 2). Hence, we have
By substituting the above expressions into Lemma 2 and using inequalities (29) and (30), the theorem results are obtained. Similar to the Signs method, the above theorem shows the proposed Uncoded method can recover the underlying graph structure if the sample complexity scales with ln(1/). Here, the constants C uncoded and T uncoded , in addition to the model parameters, depend on the channel parameters H and σ 2 z . However, for many channel parameters, we have C uncoded ≥ C sign and T uncoded ≥ T sign , which indicates that the sample complexity required for the Uncoded method is typically larger than of the Signs method. This is supported by the experiments provided in Section V.
Remark 2: Since the channel has real and imaginary parts, 2 samples can be transmitted by each channel access (i.e. each local machine can transmit n samples by n/2 channel uses). Therefore, if the sample generation rate at the source is less than or equal to twice of the channel's rate, the machines can transmit all samples without any sample loss.
Although we have assumed the number of receivers at the central machine is equal to the dimension of the normal distribution, the proposed method can be extended to the highdimensional case using time sharing of the channel. In this scenario, the central machine at each step requests some portion of the local machines to transmit their data. After receiving data from all local nodes, the central machine can adopt the proposed method to recover the underlying graph structure.
V. EXPERIMENTS
In this section, the performance of our proposed methods is evaluated by performing several experiments. In our simulations, 2 the glasso package [16] is used to solve 1 -regularized MLE of the precision matrix. This package is based on the block coordinate descent algorithm proposed by [38] .
Denoting the bit rate of the channel at local machine j by R j , the achievable bit rates for all machines are characterized by [39] j∈V
where H is the channel gains matrix, H V is the sub-matrix of H that includes the rows and columns indexed by V , H H is the Hermitian of H, I |V | is the |V | × |V | identity matrix, and lg(·) is the logarithm function in base 2.
In order to have a fair comparison between Signs and Uncoded methods, we have used identical parameters for the channel. More precisely, we assume H = I which ensures all the local machines have identical bit rates. We set the bit rate of each local machine, i.e. R j , to 2 bits. Thus, in the proposed methods, each local machine can transmit n bits by n/2 channel uses. According to (48), in order to achieve the bit-rate of 2, the signal to noise ratio (SNR) should set to 3 (i.e. p σ 2 z = 3). In the first experiment, we have employed the True Positive and False Positive Rates (TPR and FPR, respectively) as our performance measures. TPR is defined as the percentage of the predicted edges (non-zero off-diagonal entries in the precision matrix) that correctly detected. Similarly, FPR is the percentage of the predicted non-edges (zero entries in the precision matrix) that incorrectly detected. Sparse random precision matrices are generated as follows. First, we generate a random sparse graph with a fixed probability of the edge presence, say 0.1, and also set its maximum node degree to Δ = 5. Then, we choose edge weights uniformly in [−1, 1] for the symmetric precision matrix Θ. Next, we make it a positive definite matrix by adding a scaled identity matrix, more precisely, we set Θ ← Θ + |λ min (Θ)|I, where λ min (Θ) is the minimum eigenvalue of Θ and I is the identity matrix.
ii . This ensures Θ −1 has variances equal to 1. Also, we ensure that the generated matrix satisfies Assumption 1. Fig. 2 shows the performance of the methods as a function of the sample size n for random sparse graphs with d = 50 and d = 100. As can be seen, the Signs method outperforms Uncoded scheme. This is supported by theorems 1 and 2 where we have C uncoded ≥ C sign (or equivalently T uncoded ≥ T sign ). In other words, according to the theorems, for a fixed error and the same Gaussian model and channel parameters, Uncoded method requires more samples than the Signs method. Note that original data in the plots refer to recovering the structure in a situation in which the central machine has access to samples directly.
In order to demonstrate the results from theorems 1 and 2, we have plotted the probability of success, the probability of perfect recovery of edges and their signs, against sample size for Signs and Uncoded methods as well as the original data. In all of these experiments, we have set λ n proportional to ln(d)/n, as provided by the theorems. For computing the success probability, we have run each method on each graph 100 times and count the number of perfect recoveries. In each experiment, we varied a specific parameter while holding all other parameters fixed to confirm the results of the theorems.
As suggested by theorems 1 and 2, the sample complexity scales with ln(1/), where ≤ d −2 is the probability of error. Setting to d −2 , leads to scaling of the sample complexity with ln(d). In the experiment of Fig. 3 and Fig. 4 , we plot the probability of perfect graph recovering against the sample size n for different dimensionalities d. To show that the sample size is scaled by ln(d), we have also plotted the success curves for sample size normalized by ln(d).
In Fig. 3 , we examined pruned star-shaped graphs with Δ = 50, Q ij = 0.25 for (i, j) ∈ E and d ∈ {64, 128, 256}. We define a pruned star-shaped graph as a graph where one center node is connected to Δ nodes, and the remaining nodes have a zero degree. In Fig. 3b , we have plotted the curves for the sample size normalized by ln(d). As can be seen from the normalized plots, the success probability curves are matched on each other for different values of d.
A similar experiment performed on grid-shaped graphs in Fig. 4 . In this experiment, we have evaluated grids with sizes 5 × 5, 6 × 6 and 7 × 7. We have set all edges' weights to 0.1 in the grids. Similar to the previous experiment, the normalized probability curves (Fig. 4b ) are matched over each other. In the experiment of Fig. 5 we have evaluated the effect of maximum node degree Δ on the sample complexity. As suggested by theorems 1 and 2, the sample complexity scales with Δ 2 for a fixed error probability. In Fig. 5a , we have plotted the probability of success for several pruned star-shaped graphs with d = 128, Q ij = 0.25 for (i, j) ∈ E and Δ ∈ {40, 50, 60}. The probability curves for normalized sample size by Δ 2 are plotted in Fig. 5b which are stacked up for different values of Δ.
We have compared our methods with the proposed method by Tavassolipour et al. [35] . They proposed a distributed method for estimating tree-structure of GGMs. Their method has 1-bit communication cost and is only applicable for tree structured GGMs. In Fig. 6 , the probability of perfect structure recovery for a star-shaped graph with d = 128 and Q ij = 0.2 has been plotted. The method of [35] outperforms our proposed methods since it knows the underlying graph structure is a tree in advance.
In Fig. 7 , we measure the TPR of Uncoded method for different values of the SNR. The experiment is performed on a random graph created as explained in the first experiment with d = 40 nodes, maximum degree of Δ = 5 and n = 10, 000. In this experiment, we have randomly generated the channel matrix H with entries drawn from i.i.d. standard normal samples. The TPR curve is averaged over 100 different channel matrices. As can be seen from Fig. 7 , for SNR greater than 5, the performance of Uncoded method is very close to that of the original data. The FPR curve is not plotted, since the error values were negligible even for small SNR.
VI. CONCLUSION
In this paper, we have studied the sparse structure learning of GGMs where the data are distributed across multiple local machines. Two methods are proposed to send information from the local machines to the central machine, namely, Signs and Uncoded methods. We have analytically and experimentally shown that the central machine can recover the underlying graph if large enough sample sizes are transmitted to the central machine.
Our experiments show that, under the same conditions, the Signs method outperforms the Uncoded scheme. Both methods have small FPR which is close to the FPR obtained by the original data.
