During the first half of the 20th century, communications engineers at Bell Telephone Laboratories developed the articulation model for predicting speech intelligibility transmitted through different telecommunication devices under varying electroacoustic conditions. The profession of audiology adopted this model and its quantitative aspects, known as the Articulation Index and Speech Intelligibility Index, and applied these indices to the prediction of unaided and aided speech intelligibility in hearing-impaired listeners. Over time, the calculation methods of these indices-referred to collectively in this paper as the Audibility Index-have been continually refined and simplified for clinical use. This article provides (1) an overview of the basic principles and the calculation methods of the Audibility Index, the Speech Transmission Index and related indices, as well as the Speech Recognition Sensitivity Model, (2) a review of the literature on using the Audibility Index to predict speech intelligibility of hearing-impaired listeners, (3) a review of the literature on the applicability of the Audibility Index to the selection and fitting of hearing aids, and (4) a discussion of future scientific needs and clinical applications of the Audibility Index.
Introduction
troacoustic conditions (French and Steinberg, 1947) . Specifically, this model assumes that the The model of articulation theory was developed intelligibility of speech through any communicaat Bell Telephone Laboratories as a means to pre-tion system can be described using weighted meadict speech signals transmitted through different surements of the speech-frequency regions auditelecommunication devices under varying elec-ble to the listener. In the model, audible speech cues in a given frequency band determine the amount of information in the band, and thus its contribution to the overall intelligibility of speech.
As a way to quantify the relationship between the audible speech cues and intelligibility, the Articulation Index was developed as an intermediate step. The Articulation Index is defined as "a weighted fraction representing, for a given speech channel and noise condition, the effective proportion of the normal speech signal which is available to a listener for conveying speech intelligibility" (Kryter, 1962 [a] , p. 1689). This calculated proportion ranges from 0.0 to 1.0 and is used subsequently to predict the speech intelligibility.
The Articulation Index has had, and continues to have, major practical implications for the practice of audiology. Clinical use of the Articulation Index allows audiologists to predict speech intelligibility under unaided listening conditions, as well as the benefit to be derived from a hearing aid, or aids, by comparing predicted intelligibility performance under unaided and aided conditions (eg, Rankovic, 1991; . Many audiologists use countthe-dot-audiograms (Mueller and Killion, 1990; Humes, 1991; Pavlovic, 1991) , a simplification of the Articulation Index, to demonstrate to their patients the effects of hearing impairment on speech understanding without and with amplification.
The Articulation Index has also played an important historical role in procedures designed to prescribe the frequency-gain characteristics of linear hearing aids (eg, Humes, 1986; Rankovic, 1991) . The basic goal of these threshold-based methods is to amplify the speech spectrum so that the long-term average speech in each band is 15 to 18 dB above threshold at each frequency. According to articulation theory, this allows the full 30-dB range of speech to be audible (ie, detectable) at each frequency and provides maximum speech intelligibility (Humes, 1986; Rankovic, 1991; . The Articulation Index model was adopted by the National Acoustic Laboratories in Australia in the derivation of one of the most recent methods of fitting nonlinear hearing aids (Dillon, 1999; Byrne et al., 2001) .
Articulation Index-based methods are incorporated into various commercially available hearing aid analyzers, real-ear probe-microphone systems, and hearing aid fitting software, and thus they provide a primary means to select and verify the frequency-gain characteristics of hearing aids. Aside from its use in hearing aid selection and verification (Popelka and Mason, 1987; Pavlovic, 1988; Rankovic, 1991; Mueller, 1992; Studebaker, 1992; , the Articulation Index has also been used to differentiate between sensory and neural auditory lesions (Gates and Popelka, 1992) and to predict speech intelligibility of listeners who wear personal hearing-protection devices (Wilde and Humes, 1990) .
Because the term articulation suggests the act of speech production rather than audition, it is misleading in today's vernacular. Thus it has been suggested that articulation be substituted by audibility, and reference to this index be termed Audibility Index (Studebaker, 1992; Killion, 2002) . Despite this recommendation, the American National Standards Institute (ANSI) adopted Speech Intelligibility Index, in recognition of the critical concept of predicting speech intelligibility (ANSI S3.5-1997) .
To minimize confusion, Articulation Index will be used in this paper to refer to the principles and procedures described in the original ANSI S3.5-1969 standard, measures derived directly from this procedure, and a set of general methods in which articulation theory is applied. The Speech Intelligibility Index (SII), on the other hand, will refer to those principles and procedures described in the most recent standard (ANSI S3.5-1997) or to derivative measures of this newer method. Because the Articulation Index and Speech Intelligibility Index are based, in essence, on determining the amount of audibility available to a listener, we refer to these indices collectively as the Audibility Index throughout the remainder of the paper. Incidentally, to avoid introducing a new abbreviation, we will use the abbreviation AI to refer interchangeably to the Audibility Index and the Articulation Index.
Based on its clinical potential and the amount of ongoing research aimed at improving its predictive validity, the Al promises to play a significant role in the practice of audiology for many years to come. It behooves audiologists, therefore, to understand the relevant concepts. Determining the Al has been viewed as a complicated and confusing procedure. In this paper, we take on the decidedly difficult task of providing a somewhat simplified, yet detailed, explanation of articulation theory as it relates to clinical audiologic prac-tice. While mathematical formulas are necessarily a part of any such description, our goal is to provide sufficient narrative explanation of the formulas to give even mathematically challenged readers a general understanding of the various methods and applications.
This paper is divided into three major sections. In the first section, the fundamental principles and calculation methods of the AI as specified in the ANSI S3. 5-1969 and ANSI S3.5-1997 standards are described, along with clinical simplifications of these procedures and other related methods used to establish the audibility of speech under diverse conditions. The second section provides a review of the literature on the use of the Al to predict speech intelligibility for individuals with various degrees of hearing impairment. The third section presents a discussion about the use of the Al to predict speech intelligibility in clinical hearing aid applications.
Principles and Calculation Methods
A. Articulation Index (ANSI S3.5-1969 Standard) Descriptions of the basic model and calculation method of the Al (French and Steinberg, 1947) were based on a compendium of studies that aimed to determine the factors affecting speech intelligibility. These included the ideal or optimal speech spectrum (Dunn and White, 1940) ; the effects of masking (Fletcher and Munson, 1937) ; the frequency of steady-state noise and the intensities of noises from several sources, including ambient noise (Waring, 1946; French and Steinberg, 1947) ; zero loudness-contour curves for one and two ears (ASA Z24.2, 1942) ; and the number of frequency bands needed to estimate speech intelligibility (French and Steinberg, 1947) .
Over the next 15 years, investigators amended and modified the Al. These addenda, however, were not generally accepted because of insufficient evidence of their validity (Kryter, 1962 [b] ). As a means to validate the AI, Kryter (1962 Kryter ( [a], 1962 [b] ) published a series of papers that resulted in the ANSI S3.5-1969 standard. According to the original standard, the Al is a proportional index based simply on the summed audibility of weighted speech bands in quiet and in the presence of competing noise measured at a listener's ear. It ranges in value from 0.0 to 1.0. A value of 0.0 suggests that none of the speech cues are audible, thereby making zero contribution to speech intelligibility. A value of 1.0, on the other hand, indicates that the proportion of available, or audible, speech cues contributes maximally to speech intelligibility. For values between 0.0 and 1.0, a proportionate growth of audibility is assumed to occur, and with it, a proportionate growth in intelligibility performance. That is, within any frequency band, every decibel of audibility is weighted equally.
The basic equation for the Articulation Index is AI = EIIAi
(1)
In the formula, Al is equal to the sum of products resulting from multiplying I by A at each frequency band (i). The frequency-importance function (Ii) represents the relative contribution of different frequency bands (ie, fractions of 1.0) to speech intelligibility. The variable Ai, or audibility function, which ranges from 0 to 30 dB, refers to the amount of speech energy that is above the listener's threshold and any competing noise in a given frequency band. Before illustrating the calculation of the Al, we will first review how the frequency-importance function, or Ii is derived.
Historically, the number of bands used to derive the frequency-importance function has varied from procedure to procedure, ranging from 4 to 21 (ANSI S3.5-1997) . Initially, French and Steinberg (1947) defined the importance function by dividing the frequency spectrum into 20 octave bands ranging in frequency from 250 to 7000 Hz, such that each band made an equal contribution (0.05) to speech intelligibility. This concept was adopted in the original (ANSI S3.5-1969) standard and modified to incorporate the addition of one-third octave bands. Of these two procedures, the one-third octave-band method is known to be more sensitive to variations in speech and noise (Kryter, 1962[a] ; ANSI S3. . Frequency (Hz) Figure 1 . Importance functions for average speech (solid line) (Pavlovic, 1987) and nonsense syllables (dashed line) (French and Steinberg, 1947) .
centered around 2000 Hz are most important for the recognition of nonsense syllables, whereas the one-third octave bands ranging from 800 to 4000 Hz are of roughly equal importance for understanding average speech. The mathematical weightings that comprise the frequency-importance function are determined from the results of speech-intelligibility tests presented under various filtering conditions. For each filter condition, the maximum amount of speech information carried by a given band is determined. French and Steinberg (1947) examined the effects of various high-pass and low-pass filter cutoff frequencies on the intelligibility of nonsense syllables (Figure 2 ). They did this using consonant-vowel (CV), vowel-consonant (VC), and consonant-vowel-consonant (CVC) nonsense syllables created at Bell Telephone Laboratories and spoken by roughly an equal number of male and female talkers. Figure 2 shows the percent-correct scores achieved by a group of normal-hearing listeners when listening to filtered nonsense syllables as a function of filter cutoff frequencies. Results demonstrated that as bandwidth decreased, speech-intelligibility scores also decreased for both filter types. For the sets of paired filter conditions studied, the frequency (A) for the highpass and low-pass conditions was regarded as the midpoint, or point at which intelligibility was equal on either side. At this crossover frequency, the percent intelligibility was less than 100%, but greater than 50% in each band. The crossover frequency for syllables indicated that an equal amount of intelligibility (50%) was carried at frequencies below and above 1900 Hz.
In 1947, Beranek proposed a modified frequency-importance function for nonsense syllables based on male talkers only. This change, advocated by Kryter (1962 Kryter ( [a], 1962 ), was adopted in the ANSI S3.5-1969 standard. It should be noted that other investigators also provided new frequency-importance functions (Fletcher and Galt, 1950; Black, 1959) , but these functions were fairly similar to those derived by French and Steinberg (1947) E noise, as well as the hearing threshold level, which is converted to a level of fictitious internal noise (French and Steinberg, 1947) . As Figure 3 illustrates, the contribution of a given frequency band is 0.0 when speech is below an individual listener's hearing threshold (or when the noise level exceeds the speech spectrum level). When the entire 30-dB range of speech is above the listener's hearing threshold, the band makes maximal contribution to speech intelligibility (ie, 1.0). The AI, therefore, is the sum of the weighted audibility across all frequency bands.
The use of the idealized speech peaks in the Al calculation suggests that accurate results can best be obtained if it is assumed that the shortterm speech distribution is uniform over time. Specifically, the speech spectrum of the CVC syllables of the Bell Telephone Laboratories was used as the basis for the original Al (ANSI S3. standard. Dunn and White (1940) used the average sound pressure level within a band 1 Hz wide, over the integration time of the ear (ie, 125 milliseconds). The accuracy of predictions of speech intelligibility over an integration time of 125 milliseconds has since been verified in other studies (French and Steinberg, 1947; Kryter, 1962[b] ; Pavlovic and Studebaker, 1984) . Dunn and White found that within this integration time, the distribution of the speech root-mean-square (RMS) values is approximately linear over a 30-dB range in any given frequency band. This 30-dB range extends from +12 dB to -18 dB between 1000 and 1400 Hz relative to the long-term average speech spectrum of the CVC syllables in the original standard.
This range was modified to ± 15 dB in the revision of the ANSI S3.5-1969 standard, which was drafted as the ANSI S3.5-1993 interim standard (ANSI, 1993) . The dynamic range of ±15 dB in the ANSI S3.5-1997 standard resulted from speech-recognition studies reflecting differing speech stimuli in speech-weighted noise at various signal-to-noise ratios (SNRs) (eg, and the methods used in the calculation of the Speech Transmission Index, which is described later in this paper.
Thus, for CVC syllables, the overall RMS speech level minimally required for recognition of weak consonants is 30 dB higher than that required minimally for recognition of strong vowels. This range has also been termed "perceptual dynamic range" (Boothroyd, 1986 , as referenced in Pavlovic, 1987 and 1989) . The idealized speech spectrum is assumed to be based on speech stimuli presented in quiet, with normal vocal effort, and at a distance of 1 meter from the talker. The overall presentation level of speech produced by normal vocal effort is further assumed to be 65 dB SPL in the original AI standard and 63 dB SPL for the SII,1 as measured in a sound field. Under everyday listening conditions, however, various factors may change the amplitude characteristics of speech. For instance, if a high level of background noise is present, a talker is more likely to raise the voice level due to the Lombard effect. That is, for every decibel increase in noise above 50 dBA, there is an increase in speech level of 0.46 dB (ANSI S3.14-1977) . Pearson et al. (1976) found that increased vocal effort is associated not only with higher overall level, but also with variations in the frequency-amplitude spectrum. A second factor to consider clinically is that a given hearing-impaired listener may participate in conversational speech at listener-to-talker distances that vary considerably in different conversational situations. ' The AI accounts for variations in vocal effort using a correction factor (Figure 13 , ANSI S3.5-1969 'Bentler and Pavlovic (1989); 2Pavlovic (1987); 3ANSI S3.5-1997, field. The equivalent level of the fictitious noise is taken to be equal to the band pressure level minus the critical ratio plus 10 log10 (bandwidth). In each band, the idealized speech spectrum maxima are compared to the equivalent thresholds. When the speech maximum is at threshold, the signal in that band makes zero contribution to intelligibility. When the speech maximum is 30 dB or more above the threshold, it makes maximal contribution to intelligibility. In each band, the amount of audible signal is weighted by the relative importance of that frequency band for speech intelligibility. 
where S is the score in proportion correct, A is the Al value, and P is a proficiency factor, which accounts for variables relating to practice and experience of the talker and the listener . Q and N are fitting constants, the values of which depend on the speech stimulus and the subjects tested.
To simplify the process of predicting speech intelligibility from equations, a graphical articulation-to-intelligibility transfer function is also available (Webster, 1979) . As seen in Figure 4 , a normal-hearing listener with an Al of .60 would be expected to score approximately 75% on lists of nonsense syllables, 80% on lists of phonetically balanced words, and 98% on sentences. It should be noted that measured speech scores would differ somewhat from the predicted scores based on the Al, depending on the actual speech stimulus used and the proficiency of the talker and listener. D. Simplified Methods of Calculating Al There have been several attempts at simplifying the calculation of the Al for clinical use (Pavlovic, 1988 (Pavlovic, , 1991 Mueller and Killion, 1990; Humes, 1991; Kringlebotn, 1999) . All of these schemes make use of an audiogram display, so that the hearing thresholds can be plotted directly onto the audiogram for calculating the AI. Here, we provide the reader with detailed descriptions of these simplified methods. The differences between these methods are summarized in Table 2 , and examples using the different simplified methods for calculating the Al for the same hypothetical hearing-impaired listener as seen in Table 1 are provided in Figures 5-10 . Note that the same unaided and aided thresholds are used in these examples.
Despite similarities in their conception, each procedure differs with regard to the amount of frequency weighting used. Pavlovic (1988) , who developed the precursor to the present-day meth- Pavlovic (1988) AO(4) Mueller and Killion (1990) Humes (1991) Pavlovic (1991), Lundeen (1996 ) Pavlovic (1991 Ao ( Pavlovic's (1988) A0(4) method results in 110 audible decibels out of a possible 120 decibels. This equates to an aided Al of 0.92 (110/120), a 42% increase in the speech cues now afforded the listener with amplification. Note that this method is equally weighted at each of the four audiometric frequencies and that the audiogram in Figure 5 does not conform to the ANSI S3. 21-1978 (R1997) specifications, where one octave on the X-axis should equal 20 dB on the Y-axis.
In response to Pavlovic's (1988) AO(4) procedure, Mueller and Killion (1990) devised a procedure to account for the inter-octave frequencies of 3000 Hz and 6000 Hz, as well as to simplify the denominator during the division process. To account for these changes, Mueller and Killion used the count-the-dot method originally described by Cavanaugh et al. (1962) and altered the importance function based on nonsense syllables and one-third octave frequency bands, including the inter-octave frequencies of 3000 Hz and 6000 Hz.2 For clinical implementation, this count-thedot method was simplified to 100 dots and superimposed on an audiogram ( Figure 6 ). Again, the number of dots occurring at a specific frequency corresponds to frequency-importance weightings, whereas the proportion of energy occurring above threshold at a given frequency (physically under the threshold curve on the audiogram) represents the proportion of energy that is audible in a particular frequency-importance band (ie, effectively, A).
To calculate an Al using this procedure, therefore, one need only count the number of dots audible to the listener (the number of dots falling physically below, or touching, the threshold curve) and multiply by 0.01. Using thresholds of 10 to 60 dB HL between the audiometric frequencies of 250 to 8000 Hz, 47 dots of audibility are available, resulting in an unaided Al of 0.47. Assuming aided thresholds ranging in level from 5 to 45 dB HL for the same audiometric frequencies, 0.90 of the speech cues are now available to Figure 6. Count-the-dot-audiogram by Mueller and Killion (1990) As illustrated in Figure 7 , Humes (1991) proposed a revision to the Mueller and Killion (1990) method. Specifically, Humes' count-the-dot procedure differs from Mueller and Killion's (1990) in that (1) it uses an octave-band resolution, as opposed to a one-third octave-band resolution; (2) the dynamic range of speech varies between 30 and 40 dB across frequencies, based on the work of Pascoe (1980) ; (3) the importance functions are derived from the work of French and Steinberg (1947) Killion (1990) and Humes (1991) methods might not sufficiently predict performance in everyday listening situations. In essence, his viewpoint was that an importance function for average speech is more appropriate for AI calculations derived with hearing aids. Termed the Ad method (the d being a mnemonic for "dot"), this countthe-dot procedure is similar to Mueller and Killion's (1990) method in every respect (including calculation), except that the speech spectrum used is that of conversational speech in quiet, measured at 63 dB SPL and at a distance of 1 meter from the speaker. Thus the Ad method is applicable directly to continuous discourse. Lundeen (1996) noted the need to make two corrections in the published version of Pavlovic's Ad method (1991) . Specifically, the physical width of an octave on the frequency scale of the audiogram (X-axis) did not equal the length of a 20-dB interval on the ordinate, or Y-axis, as specified by ANSI S3.21-1978 . Also, the dots Figure 7 . Count-the-dot-audiogram by Humes (1991) Figure 9 does not conform to the ANSI S3. [R1997] specifications, where 1 octave on the X-axis should equal 20 dB on the Y-axis.) Kringlebotn (1999) recently derived a graphical method based on the newer standard for calculating the Al from audiometric data. In its simplest form, this model assumes monaural listening at a distance of 1 meter from a talker who is expending normal vocal effort. The speech area, defined for CID-W22 monosyllabic words (Hirsh et al., 1952) , consists of 100 points (10 rows of 10 dots) transposed onto an audiogram (Figure 10 ). Pavlovic's (1988) AO (6) procedure for the unaided (circle) and aided (A) conditions. ues ranging from 0.47 to 0.52 when unaided and .90 to .92 for all but one procedure (Lundeen, 1996) when aided. The different count-the-dot methods, therefore, result in remarkably similar outcomes. Few studies in the literature, however, have assessed the accuracy of the various simplified methods. Humes and Riker (1992) Pavlovic (1988) and modified to incorporate conversational speech levels (Pavlovic, 1991) . Although it is not clear from the published report which variables (eg, aided, target) were being compared, these investigators found a fairly strong relationship (r > 0.86) for both ears between the clinical and traditional versions of Al. Based on their findings, Humes and Riker (1992) and recommended that Pavlovic's (1988) AO (4) I advantage is that these methods enable clinicians to describe the extent to which speech cues are available, independently of the need to perform speech-intelligibility testing. In addition, countthe-dot audiograms provide a means whereby different hearing aids and types of circuits can be compared as a function of the speech input level.
While these methods are a simplified, effective, and efficient means of estimating the proportion of speech cues available to a given listener, clinicians must be aware of several factors that could yield inaccurate results. Some but not all of these inaccuracies stem from shortcomings inherent in the AI itself. Clinicians, for example, may mistake audibility for intelligibility. As described earlier in this paper, audibility and intelligibility are related, but they are not synonymous. For instance, 0.6 audibility does not equate to 60% intelligibility, but rather indicates only that 60% of the speech cues are available to the listener. The prediction of speech intelligibility can be determined based on the transfer functions for various speech stimuli, as seen in Figure 4 , for example. While speech-intelligibility performance is assumed to increase monotonically with increasing sensation level or audibility, this is generally true only for those individuals with normal hearing or with mild-to-moderate hearing losses. As discussed elsewhere in this paper, for individuals with more severe hearing losses, an increase in sensation level (ie, audibility) may not result in improved intelligibility, but may actually degrade intelligibility. Pavlovic (1991) further warns that these simplifications might mislead clinicians and patients in several other ways. First, a value of 1.0 does not necessarily mean that the aided auditory system is functioning normally. Rather, it indicates that the hearing aid is matched optimally to the impaired auditory system for maximizing speech intelligibility. Second, improved thresholds, as measured by REIG, may suggest that the listener's threshold has changed when, in actuality, it is the speech spectrum that has been shifted to a more audible range. Lastly, and perhaps most importantly, these simplified Al methods cannot predict a patient's ability to understand speech in noise Killion, 2002) .
E. Speech Intelligibility Index (ANSI S3.5-1997 Standard) In the ANSI S3.5-1997 standard, the term Articulation Index was changed to Speech Intelligibility Index, presumably to focus on the SII's objective of speech intelligibility prediction. As in the previous standard, audibility is expressed by the equation SIIH= =II (3) where Ii and Ai are the frequency-important and audibility functions, respectively.
Several modifications and additions to the original ANSI S3.5-1969 standard characterize the 1997 standard, and these are detailed in this subsection. In the ANSI S3.5-1997 standard, for instance, the calculation of the audibility function has been modified to consider the spread of masking and the standard speech spectrum level. That is, because the world is a noisy place, target sounds listeners want to hear are mixed with environmental, background noises. When speech is mixed with noise, some parts of the speech spectrum become inaudible due to masking-a phenomenon with which audiologists are very familiar. Masking is also problematic with respect to speech intelligibility when speech masks itself, or when higher energy vowels make lower energy consonants inaudible. Empirical evidence suggests that a reduction in consonant information can yield decreased speech-intelligibility performance because about 90% of the acoustic information important for understanding is provided by consonants (French and Steinberg, 1947; Licklider and Miller, 1951) . The effect of masking depends on the various parameters of noise: (a) its long-term spectrum, (b) its intensity fluctuation over time, and (c) its average intensity relative to the intensity of speech.
To account for masking, the 1997 standard includes formulas for self-speech masking and upward spread of masking. These variables are referenced and detailed in Appendix A. The revised calculation method also provides a framework for determining the speech, noise, and threshold spectrum levels based on measurements of modulation transfer functions in reverberation.
In addition, the revised standard takes into consideration the empirical findings of French and Steinberg (1947) and Fletcher (1953) that suggested a decrease in speech performance for normal-hearing listeners at high sound pressure levels (ie, rollover). As a means to counter the phenomenon of rollover, the audibility function has been modified to include a level distortion factor (LDF). This factor has a maximum of 1 when there is believed to be no distortion, typically at low presentation levels. This factor, however, is reduced when the overall sound pressure level exceeds 73 dB SPL, and reaches a minimum value of 0 only at extremely high presentation levels (ie, 233 dB SPL). The modified audibility function Ai is expressed as Ai = KiLi (4) where Ki is the proportion of speech that is above the listener's hearing threshold or masking noise, whichever is higher; and Li is the level distortion factor. The formula for calculating Li is given in Appendix B.
In Annex A of the ANSI S3.5-1997 standard, modifications allow for the fundamental AI to be extended to individuals exhibiting conductive hearing losses. Accounting for this type of hearing loss is accomplished by modifying Li with a loss factor determined by the conductive hearing loss component of the hearing threshold level.
The relative importance of various frequencies to speech intelligibility for different speech material is provided in Annex B of the ANSI S3.5-1997 standard. The types of speech test material include various nonsense syllables tests (Fletcher and Steinberg, 1929; Pavlovic and Studebaker, 1984; Humes et al., 1986 ), CID-W22 or PB-words (Studebaker and Sherbecoe, 1991) , NU-6 monosyllables , Diagnostic Rhyme Test (Duggirala et al., 1988) , short passage of easy reading material (Studebaker et al., 1987) , the monosyllables of the Speech in Noise Test (Bell et al., 1992) and average speech (Pavlovic, 1987) . These importance functions are shown in Table 3 .
In 1996, DePaolis et al. attempted to determine the effects of experimental methodology on the frequency-importance functions for differing stimuli. Specifically, they were interested in quantifying the difference between the frequency-importance functions for words, meaningful sentences, and continuous discourse tested under a similar methodology. Recall that frequency-importance functions differ, depending on the stimuli, equipment, and the procedures used to determine them. Twenty-four normalhearing adults served as subjects and made intelligibility estimates of PB-50 monosyllabic words (ANSI S3.2-1989), sentences from the revised Speech Perception in Noise (SPIN) test (Bilger, 1985) , and continuous discourse spoken by a male talker. During data collection, the methodology of low-pass and high-pass filtering at various SNRs closely approximated the procedures reported by French and Steinberg (1947) . Results agreed well with other published works, *This importance function is also known as the importance function for "continuous discourse" (Studebaker et al., 1987) or as the importance function for "easy speech" (Pavlovic, 1987) .
indicating that the greatest amount of intelligibility was centered around 2000 Hz for all three stimuli (ANSI S3.5-1969; Schum et al., 1991; Studebaker and Sherbecoe, 1991) . The major finding of the study was that statistically significant differences existed between words and continuous discourse, and between sentences and continuous discourse, when the shape of the frequency-importance functions was compared for one-third octave-band frequencies. This finding suggested that differences in methodology among previous studies were not responsible for different frequency-importance functions, but that the frequency-importance functions were inherently different across stimuli. For octaveband frequencies, frequency-importance functions were not found to be statistically significant for words and continuous discourse. As a result, DePaolis et al. (1996) recommended the frequency-importance function for sentences be considered when calculating audibility.
The Al is based on auditory-only communication. Several studies have examined the feasibility of an auditory-visual (AV) Al (AV-AI) (Sumby and Pollack, 1954; Erber, 1969; Binnie, 1973; Binnie et al., 1974; Steele, 1978) . For example, Hawkins et al. (1988) assessed the perceived intelligibility of conversational speech through the development of a continuous discourse/perceived intelligibility procedure. In the task, normal-hearing listeners provided estimates of percent intelligibility at a number of SNRs. Participants were seated in a moderately reverberant room while continuous discourse was presented from directly in front (0°a zimuth) and diffuse noise was presented from 900, 1800, and 270°azimuths in an auditory-only (A-only) condition. During the A-V condition, a TV monitor displaying the talker was also placed directly in front of the subject. As seen in Figure 11 , results showed that speech reading effectively increased SNR by approximately 9 dB. At a -12 dB SNR, the enhancement offered by the A-V over the A-only condition amounts to an approximately 85% improvement in intelligibility performance.
The ANSI S3.5-1969 standard contained a function that relates auditory AI to AV-AI. This function suggested that speech reading adds as much as 0.15 to the A-only calculation of the Al in the lower range. The contribution of the visual modality to speech intelligibility tapers to 0 as the A-only Al approaches 1.0. Grant and Braida (1991) Signal-to-Noise Ratio (dB) Figure 11 . Performance-intensity functions for a listener tested under auditory-visual and auditory-only conditions. Adopted from Hawkins et al. (1988) (5) where b and c are fitting constants, depending on the amount of audibility (ie, SlI). , or an increase of 0.16 with the addition of the visual modality. In general, the contribution of visual cues is assumed to be inversely proportional to the degree of redundancy between the visual and auditory conditions. In summary, the ANSI S3.5-1997 standard differs from its predecessor in that it accounts for the effects of level distortion, self-speech masking, and upward spreading of masking in the calculation of the audibility function. Furthermore, the ANSI S3. ments based on modulation transfer functions in reverberant conditions to be used in determining the audibility function. The most significant revision is the provision of various frequency-importance functions for different types of speech test materials. Lastly, a revised function relating the auditory-only SII to an auditory-visual SII is proposed in the newer standard, and it uses a different name to designate the calculated index.
F. Speech Transmission Index and Related Indices The reader will note that there has been little mention thus far of reverberant environments. Yet, reverberation is similar to competing noise in that it is part of everyday listening environments and it interferes with the intelligibility of target speech. Reverberation time (Rt), or the amount of time required for the sound pressure level of a sound to decrease 60 dB from its offset (ANSI S1. [R1999]), has been shown to affect dramatically the speech-recognition capabilities of normal-hearing and hearing-impaired listeners (Moncur and Dirks, 1967; Nabelek and Pickett, 1974; Finitzo-Heiber and Tillman, 1978; Duquesnoy and Plomp, 1980; Nabelek and Robinson, 1982; Neuman and Hochberg, 1983) . As seen in the right panel of Figure 13 , this interference is created by the reflection of sound energy, particularly low-frequency energy, which causes overlap masking (ie, masking across sounds) and self-masking (ie, smearing of internal energy within a sound) (Nabelek et al., 1989) .
To account for the negative effects of reverberation on the Al, correction factors are needed.
Because the AI is based on spectral characteristics of undistorted linear speech, it must first be calculated assuming no reverberation. Based on the work of Knudsen (1929) , correction factors taking into account the effects of temporal distortion may then be subtracted from the original AI value. These correction factors, which were originally derived under restricted and controlled conditions, have generally yielded poor prediction of intelligibility performance in real-world environments Payton et al., 1994) . As a consequence, the Speech Transmission Index (STI) was developed as a model for predicting audibility under conditions often found in the real world.
The STI, developed in the 1970s by researchers in the Netherlands (Houtgast and Steeneken, 1971 , 1973 , is an acoustical index that shares some of the same features as the AI, its predecessor, in addition to having several unique features of its own. The STI calculates SNR using a systems-analysis approach that assesses the relative difference between a well-defined target input signal and the output that is generated within a defined system. In other words, specification of the output relative to the target signal conveys information about the effect of the system under investigation (eg, a room, set of filtering and noise conditions, a hearing-impaired listener, a hearing aid).
The STI uses a target signal that models artificial speech (Houtgast and Steeneken, 1985; . This artificial signal consists of a random noise that has a long-
,,A0 a L TIME (ms) Figure 13 . A spectrogram of the phrase "the beet again" without (left panel) and with (right panel) reverberation. Adopted from Nabelek and Nabelek (1994) . Reprinted with permission of Allyn and Bacon. term RMS spectral level similar to that of continuous discourse. Similar to the AI, this target signal is used to measure the SNR in each of seven octave bands centered at 125 to 8000 Hz. The STI differs from the Al in that the target signal is amplitude modulated, causing temporal fluctuations similar to those observed in everyday communication. Based on the concept that speech can be described as a fundamental waveform that is modulated by low-frequency signals, these temporal modulations incorporate the 14 frequencies of 0.63, 0.80, 1.00, 1.25, 1.60, 2.00, 2.50, 3.15, 4.00, 5.00, 6.30, 8.00, 10.00, and 12.50 Hz (not kHz). The objective of the STI is to determine how much of the modulation is preserved in each octave band and at each modulation frequency at the output.
The amount of modulation preserved is termed the modulated transfer function, or MTF. The MTF can be determined under various conditions such as in a room, under a set of filtering and noise conditions, by a hearing-impaired listener, or through a hearing aid. In essence, the MTF concept is based on the notion that the preservation of envelope fluctuations of the target speech signal is a predictor of speech intelligibility.3 To determine the effectiveness of the target signal, the amount of modulation of the output signal is compared with the test signal in each octave band. Any reduction in the amount of modulation indicates a loss of intelligibility.
Calculation of the STI begins with determining the MTF for each of the seven octave bands. MTFs are then converted to an average equivalent SNR.4 Once the SNR is known, the STI is calculated using the equation
where Ii and SNRi are the weighting factors and SNR functions, respectively, for band i. As seen in Equation 6, the STI is similar to the AI (Equation 1) in appearance and in principle (ie, the higher the value, the more audible the signal).
3The SI1 (ANSI S3.5-1997) Differences, however, are also evident between the STI and Al. First and foremost, the STI utilizes an SNR of ±15 dB, while the original Al was predicated on a perceptual dynamic range of +12 to -18 dB. (Recall that the ANSI S3.5-1997 standard was recently modified to include a ± 15 dB range.) The STI also differs from the original AI method in its use of frequency-importance weightings, as seen in Figure 14 . Specifically, notice that the STI weights are flatter when compared to either the Al (ANSI S3.5-1969) or original weights proposed by French and Steinberg (1947) .
The flat spectrum depicted by the STI weightings suggests that each frequency is nearly as important as the other. The 2 Al weightings, on the other hand, ascribe relatively little importance to bands around 250, 500, and 8000 Hz. The difference in weightings between the procedures can be attributed to the fact that the STI was constructed using (a) three similar band-pass filters administered in noise, (b) broad-band speech pre-sented in a broad-band competing noise having a spectral shape that varied from flat to a slope of 12 dB/octave, and (c) several forms of temporally distorted broad-band speech presented against a broad-band noise. Conversely, the AI weights were derived with extreme and abrupt spectral distortion (ie, filtered speech). An example calculation of the STI can be found in Appendix C.
Amplitude compression, such as that found in many nonlinear hearing aids, is also a characteristic whose effects could possibly be assessed by the STI (Humes, 1993) . Specifically, amplitude compression decreases the dynamic range of natural acoustic signals into the reduced range between a given hearing-impaired listener's threshold and loudness discomfort level. In a given hearing aid, this compression can be achieved by techniques that filter in the frequency and/or time domains or through digital signal processing (DSP) algorithms that attempt to enhance speech relative to the competing noise.
Experimental findings on amplitude compression have shown no consistent positive effect, and in some cases have shown a negative effect on speech intelligibility, particularly in the presence of reverberation and competing noise (for a review, see Braida et al., 1979 and Plomp, 1988) . The STI and MTF are conceptualized as preserving envelope fluctuations of the target signal that contribute to speech intelligibility. Plomp (1988) , for instance, hypothesized that the effect of amplitude compression on speech intelligibility is more detrimental as the number of channels are increased and the compression time constants are decreased (ie, shorter attack/release times). He further argued that the flattening of the envelope fluctuations caused by amplitude compression increases the negative effect of poor frequency resolution on intelligibility. Plomp (1988) suggested that just as the STI/MTF reflects the loss of lower level information due to reverberation and noise, so too it could reflect the loss of spectral and temporal information caused by compression. Consequently, he speculated that the reduced MTF caused by compressing the troughs and peaks of the signal modulation could be used to predict the loss of speech intelligibility due to compression.
In a retort to Plomp's statements, Villchur (1989) indicated that the STI concept does not hold for nonlinear processing. That is, "the weak speech elements that are lost when the MTF is reduced by noise are preserved when the MTF is reduced by compression" (Villchur, 1989, p. 425) .
To determine the validity of these viewpoints, attempts to use the STI to predict the performance of amplitude-compressed speech have been undertaken Plomp, 1988; Festen et al., 1990; Hohmann and Kollmeier, 1995) . In general, findings have demonstrated that the STI fails to describe the effect of amplitude compression on the intelligibility of speech. This shortcoming has been attributed to the stimuli used and the choice of input level, compression threshold, compression ratio, and attack/release times (Humes, 1993; Hohmann and Kollmeier, 1995 Finitzo-Heiber and Tillman (1978) , and Duquesnoy and Plomp (1980) to determine the effectiveness of the STI and AI in predicting the speech-intelligibility performance of normal-hearing and hearing-impaired listeners under conditions of temporally and spectrally distorted speech. Findings revealed that the STI provided a better description of speech-intelligibility data under conditions of temporal distortion (reverberation) and conditions not involving abrupt and/or considerable changes in the speech signal. Conversely, the Al was found to provide a superior description of intelligibility for spectrally distorted speech. When the investigators undertook a prospective study that examined the intelligibility of the Nonsense Syllable Test (Resnick et al., 1975) under the conditions of multitalker babble, filtering, and reverberation, their conclusions confirmed the findings of the retrospective analysis.
Based on these results, Humes et al. (1986) conjectured that a hybrid model characterizing the best attributes of both acoustical indices might provide a better description of the data obtained in the prospective study. This led to the creation of the modified Speech Transmission Index, or mSTI. Specifically, the mSTI combined the STI's MTF approach of determining SNR with the AI's approach of using 15 one-third octave bands centered at frequencies between 250 and 6300 Hz and the weighting factors originally described by French and Steinberg (1947) . Humes et al. (1986) rationalized use of the one-third octave bands by suggesting that octave bands are not as sensitive to the abrupt changes in signal spectrum and that the STI's weighting factors showed no appreciable changes across frequency. In addition to these changes, the mSTI decreased to six the number of modulation frequencies for each one-third octave band. This change also resulted in a wider range of modulation frequencies, which include 0.5, 1.0, 2.0, 4.0, 8.0, 16.0 Hz.
The application of the mSTI was then compared to the results obtained for the STI using data from their normal-hearing group and data acquired from a group of hearing-impaired listeners under quiet and babble conditions. Results revealed that the mSTI offered the best description of speech-intelligibility performance of temporally and spectrally distorted speech in both groups of listeners.
The Rapid Speech Transmission Index (RASTI) is a manufacturer-based derivation of the STI. The RASTI is typically used to predict speech intelligibility in various rooms and other enclosed environments such as auditoriums, theaters, and concert halls. Manufactured by Briiel and Kjaer (1985) as a portable instrument that can make rapid measurements, the RASTI is a simplification of the more complex STI. The simplification is that the RASTI is measured at only two octave bands centered at 500 and 2000 Hz.
Because of this simplification, it has been incorporated as a standard in a number of European architectural codes. Unfortunately, this simplification has forced reevaluation of those standards. For example, because the RASTI tests in only two frequency bands, it assumes that the output response actually extends in a reasonably flat fashion for frequencies lower than 100 Hz and greater than 8000 Hz. While this might be the case in a well-designed auditorium, the performance of many types of paging systems falls short. In these cases, the RASTI almost invariably underestimates the effects of room acoustics on speech intelligibility. Furthermore, compression or limiting in the system can cause artificially low STI and RASTI values by reducing the modulations. This is problematic when, in fact, such processing might enhance intelligibility. It should also be noted that the RASTI does not take system distortion into account.
To date, the RASTI has received little clinical attention because experimentation on hearing-impaired listeners is lacking. Two studies, though, have used this index as a measure of intelligibility in classrooms (Leavitt and Flexer, 1991; Pekkarinen and Viljanen, 1991) . Leavitt and Flexer (1991) measured RASTI values in a moderately reverberant room (Rt -649 milliseconds). For normal-hearing listeners, they found that the speech-like signal degraded considerably as distance increased from the source. Specifically, a value of 0.83 was determined for the front-row center seat (2.65 meters), 0.66 for the middle-most center seat (6.76 meters), and 0.55 for a student seated 10.88 meters from the source, which equated to the center seat of the last row. In fact, a RASTI value of 1.0 was achieved only at the 6-inch reference position. This finding strongly suggests the need to consider distance when fitting amplification systems.
Pekkarinen and Viljanen (1991) model, predicts speech-intelligibility performance based on the long-term average speech spectrum, the masking excitation in the listener's ear, the linguistic entropy5 of speech stimuli, and the number of response alternatives available to the listener. The underlying basis for the creation of this model is that redundant and synergetic interactions among the spectral components of speech account for its intelligibility.
The Al was developed to predict intelligibility performance in telecommunication devices, where each frequency band contributes to the overall signal based on its weighting factor. Each frequency band, therefore, is assumed to contribute independently to phoneme recognition. The SRS, on the other hand, predicts speech intelligibility by combining spectral information from all frequency bands. According to the authors, the SRS model allows for synergetic and redundant information to be simulated, even in the absence of band interactions that may result from the upward spread of masking. 5Linguistic entropy is defined as the information content (eg, word frequency, lexical density, ambiguity, sentence "depth", recognition points) of linguistic stimuli (van Rooij and Plomp, 1991) .
To accomplish the predictive task, the authors use the concept of statistical-decision theory (Green and Birdsall, 1958) , which implies the existence of an ideal signal. An ideal signal is best described by means of an analogy. Assuming that a talker and listener share the same linguistic background, the talker will attempt to provide the listener with an ideal signal. Because the accuracy of speech is variable, actual speech usually only approximates this ideal signal. Stated differently, articulated speech typically produces variable degrees of production-related noise, as opposed to ideal speech. This production-related noise, along with any other competing noises, is delivered to the listener's auditory system and determines the intelligibility of the signal. In essence, intelligibility depends on the relation between the intensity of the ideal signal and the intensity of the noises delivered to the ear.
In theory, the SRS model must account for three factors. First, the model assumes that the auditory periphery's ability to decode the incoming signal is correlated with an internal template for every expected word. Second, a linguistic entropy-or knowledge of the phonological, semantic, contextual, and pragmatic variables-is necessary for speech recognition to occur. Third, speech-intelligibility performance is dependent on the number of response alternatives. That is, the smaller the number of alternatives-such as those available in a closed-set listening task-the greater the likelihood that speech intelligibility will increase.
Research has shown that a listener's ability to discriminate among words is related to the type of response format. This relationship is particularly pronounced in closed-set formats consisting of phonemic variations in voicing, place, and manner for each alternative foil (eg, bad, had, sad, mad, pad) and in the number of foils within each test item. Listener performance may be influenced substantially by the response option and number of alternative foils . Thus, predicting scores on materials presented in different formats could result in poorly correlated Al values.
To determine the validity of the SRS, Musch and Buus (2001 [b] ) assessed the consonant-discrimination ability of 5 normal-hearing listeners. The listener's task was to discriminate among 18 consonants in a CV context, filtered under 58 conditions using either an open-set response format or closed-set response format with 9 foils.
Most filter conditions included two or more sharply filtered narrow bands of speech. Using statistical-decision theory, findings revealed that listeners extract speech cues in distinct spectral bands based on redundant, independent, or interactive synergy. This finding was based on the relationship between the observed error rates and the error rates obtained for the individual narrow bands. It was concluded that listeners are more likely to combine speech cues synergistically when a spectral separation occurs between bands and listeners are afforded a closed set of alternatives.
Prediction of Speech Intelligibility for
Hearing-Impaired Listeners A. Hearing Loss and Desensitization Research has shown the AI to be a valid predictor of speech intelligibility for most listeners with hearing loss in the mild-to-moderate range. Unfortunately, this is not the case for listeners with more severe hearing impairment. A study by Kamm et al. (1985) exemplifies these differences. Kamm et al. obtained performance-intensity functions on 5 normal-hearing listeners and 10 listeners with mild-to-moderate sensorineural hearing loss. Each of the listeners had wordrecognition scores greater than 88%, as measured clinically in quiet using the NU-6 monosyllabicword lists (Tillman and Carhart, 1966 ). An additional listener with moderate hearing loss also participated.
During the experiment, participants were also administered the closed-set Nonsense Syllable Test (NST) (Resnick et al., 1975) processed through a hearing aid capable of simulating both a flat-frequency and high-frequency response at various presentation levels. AIs were computed for each subject at each presentation level and under both frequency responses using the onethird-octave-band method for the NST stimulus items.
Results revealed comparable performance between the observed behavioral measurements and the predicted intelligibility scores for the 5 normal-hearing listeners and the 10 hearing-impaired listeners, each of whom exhibited high word-recognition scores. This finding is in good agreement with results obtained by other researchers (eg, French and Steinberg, 1947; Pavlovic, 1984; Pavlovic and Studebaker, 1984; Humes et al., 1986; Pavlovic et al., 1986; Turner and Robb, 1987; Zurek and Delhorne, 1987; Dubno et al., 1989 [b]; Ching et al., 1997) .
For the lone moderately hearing-impaired listener with reduced word-recognition scores, the AI was a poor predictor of performance. Similar findings have been observed in listeners with moderate, severe, and profound hearing losses (eg, Dugal et al., 1980; Pavlovic, 1984; Dubno et al., 1989[a] ; Ching et al., 1998) and listeners with steeply sloping high-frequency losses (Skinner, 1980; Rankovic, 1991) . In general, as hearing impairment increases, the Al overestimates actual speech intelligibility, and the ability to predict Al is overestimated in such cases.
To improve the accuracy of predicting speech intelligibility for these hearing-impaired listeners, various attempts have been made to modify the AI calculation procedure. Fletcher and Galt (1950) , for instance, proposed a proficiency factor to account for variations in the enunciation of the talker and in the familiarity of the listener with the talker, using the equation Al = P I,Ai (7) where P refers to the proficiency factor. P reaches its maximum value of 1.0 when communication involves normal-hearing listeners and when the talker and listener speak the same dialect. Because laboratory-recorded materials do not include large variations in talker skills (Studebaker et al., 1995) , P is often used as a generalized variable to account for differences between individual listeners that are not explained by audibility (Magnusson, 1996; Magnusson et al., 2001) . Fletcher (1952) proposed in a series of experiments that P should be explored as a means to describe the variability of suprathreshold speech-recognition performance of hearing-impaired listeners, as predicted by the Al. Dugal et al. (1980) assessed the efficacy of Fletcher's (1952) proposed proficiency factor by comparing the observed speech scores of 6 hearingimpaired listeners with those predicted on the basis of the Al with and without the proficiency factor. They concluded that the Al that incorporated the proficiency factor improved prediction accuracy for performance at intermediate presentation levels. Braida (1980) , reflecting on the findings of Dugal et al. (1980) , pointed out that although a constant proficiency factor could accurately analyze data, such a method does not account for the individual degradations in spectral resolution. As a result, Pavlovic (1984) investigated the magnitude of P in accounting for the effects of desensitization by representing the proficiency factor as a function of frequency rather than as a constant value, as originally proposed by Fletcher and Galt (1950) . This was accomplished by determining the speech-recognition scores achieved for highpass and low-pass filtered Harvard Psychoacoustic Laboratory (PAL) PB words (Egan, 1948) by 14 normal-hearing and 16 mild-to-moderately hearing-impaired presbycusic listeners. P was defined as the sum of practice effects and desensitization. In the calculation of P, the practice effect proficiency factor was held constant for both groups, while the desensitization proficiency factor was averaged for subjects' scores on the highpass and low-pass filtered speech task. Findings revealed that the low-frequency desensitization proficiency factor was not significantly different between listener groups. The high-frequency desensitization proficiency factor, however, was significantly different for the two groups. This finding indicated that desensitization varied as a function of frequency.
To improve prediction based on audibility, Pavlovic et al. (1986) suggested a desensitization factor to reduce the deficits in frequency discrimination and temporal coding ability in persons exhibiting cochlear impairment. Basically, this approach, which was derived from earlier work (Pavlovic, 1984) , multiplies the frequency-importance function, or Ii, by a correction factor Di: Figure 15 . Using this modified procedure, Pavlovic et al. (1986) found substantial improvements, relative to the unmodified Al (1969) Eight normal-hearing listeners and 22 listeners with mild-to-profound hearing losses participated as subjects. Subjects were presented with BKB sentence lists (Bench and Doyle, 1979) filtered at three low-pass (700 Hz, 1400 Hz, 2800 Hz) and three band-pass (700 to 1400 Hz, 1400 to 2800 Hz, 1400 to 5600 Hz) speech bands. The speech stimuli were presented at six levels ranging from 6 to 36 dB sensation level (SL) relative to each listener's speech-detection threshold level for each filtered condition. Data collected from normal-hearing listeners were compiled and used to derive a transfer function relating AI to speech scores, and the speech scores of hearing-impaired listeners were compared to the scores predicted by this function. The transfer function was expressed as S = 1 -10 (-SII+K)Q (9) where S is the proportion correct and K and Q are fitting constants used to minimize the difference between observed and predicted values. Ching et al. (1997) assessed the efficacy of rescaling desensitization as a function of sensation level. Results showed that a smaller desensitization factor could be used to fit behavioral values at high sensation levels or high AIs, and a larger desensitization factor would be required to improve the fitting at low sensation levels or low AIs. The authors found the use of rescaling to be unacceptable because different factors would be required for different sensation levels.
Ching et al. (1998) further examined the extent to which speech recognition can be explained by audibility. To do so, they first quantified the speech deficits of hearing-impaired listeners demonstrating a wide range of hearing losses by comparing obtained behavioral performance at various sensation levels to performance predicted by the AI. The sample size consisted of 14 normal-hearing and 40 hearing-impaired subjects. The experimental variables were the same as those described in their earlier investigation (Ching et al., 1997) .
As a means to increase the proportion of variance accounted for by the transfer function, the function was further modified, taking the form S = log,0 (lIO(k-A ASH)Q + 10 -1/Q) -Q (10) where S is the proportion correct, K and Q are fitting constants to minimize the difference between observed and predicted values, A is the slope, and -Q is the curvature. Results showed that the modified transfer function provided an accurate description of results from normal-hearing listeners for the various filtered-speech conditions. Some of the hearing-impaired subjects performed better than predicted at low sensation levels or low AIs, while others performed much poorer than predicted at high sensation levels.
As where Li is the level distortion factor, or LDF, and Pn,s is the proficiency factor for the nth band for subject s.
To evaluate the effectiveness of the unmodified ANSI S3.5-1969 procedure, the ANSI S3.5-1997 procedure, and the modified ANSI S3.5-1997 procedures that incorporate an individual frequency-dependent proficiency factor (Equation 11) for predicting speech-intelligibility performance, the same subjects were tested using BKB sentence lists and VCV syllables that were lowpass filtered at 5600 Hz. The nonsense syllables were comprised of 3 vowels and 24 consonants with 6 repetitions. In the calculation of the SII, the importance functions of sentences and nonsense syllables were used to weight the audibility function (Pavlovic, 1994) .
For 17 of the 19 listeners with mild and moderate hearing losses, observed performance was found to be better than predicted at the low SLs of 6, 12, and 18 dB for each of the predicted SII scores. At the higher SLs, observed performance scores were slightly better than the predicted scores for these listeners. For subjects exhibiting severe or profound losses, all three SII procedures, on average, were found to predict poorly the observed performance scores at every sensation level.
Despite a slight improvement achieved by including the effect of a frequency-dependent proficiency factor, results also showed considerable unexplained variance. Overall, these results suggested that audibility, as quantified by the SII, might not be adequate in predicting the speech intelligibility of all hearing-impaired listeners, especially those with severe hearing losses. Amplification that aims to maximize audibility does not optimize speech intelligibility for these listeners.
Studebaker and colleagues (1999) compared the effects of high-level listening on monosyllabic word recognition in a group of 72 young adult normal-hearing listeners, a group of 32 adult hearing-impaired listeners under 70 years of age, and a group of 12 elderly adult hearing-impaired listeners aged 70 years and older. Listeners were presented NU-6 words previously digitized by and bandlimited between 447 and 2239 Hz. The stimuli were presented at 8 long-term RMS levels and 10 SNRs relative to a talker-spectrum-matched noise that was band-pass filtered between 282 Hz and 2818
Hz.
Raw data obtained from each subject was transformed into rau units (Studebaker, 1985) and plotted graphically as a function of speech level. Using a method of least-squares regression at each SNR, findings across groups showed that speech intelligibility in noise decreased as the speech level exceeded 69 dB SPL. As a means to predict these outcomes, Al values were derived using an adjusted method. Specifically, SNRs were calculated for each one-third octave band between 125 and 10000 Hz by taking the difference between the speech level and either the applied noise level or the subjects' average internal noise level (ie, threshold).
Fifteen decibels were added to this SNR, resulting in a speech peaks-to-noise ratio ANSI S3.5-1997) . Each speech peaks-to-noise ratio was then divided by 40, or the effective dynamic range of speech, and multiplied by the frequency-importance function for the NU-6 test . The effective dynamic range of speech value of 40 dB was based on data provided by the normal-hearing group for speech presented in quiet at a level of 69 dB SPL. It was derived by varying repeatedly the assumed range until the mean and standard deviation between the predicted and observed scores showed essentially no variability.
Two optimal estimates of dynamic range were determined (39 and 41 dB) and then averaged. For the normal-hearing group, the Al did not predict accurately observed scores in noise. For the hearing-impaired group, whose data were pooled, results revealed an improvement in the predictability of their observed scores. As a result, it was concluded that the effective dynamic range of speech might be larger than the assumed value of 30 dB.
As a means to understand better the relative importance to speech intelligibility of different intensities within the dynamic range of speech, Studebaker and Sherbecoe (2002) investigated the validity of the 30-dB dynamic range associated with the various AI procedures, as well as the STI. Specifically, they assessed the assumption that the intensity importance assigned to each frequency band is uniformly distributed across the dynamic range and that the dynamic range is the same for all frequency bands.
One hundred normal-hearing listeners were divided into 5 groups of 20 listeners each. Each group provided speech intelligibility data for NU-6 monosyllabic-word lists , sharply filtered into one of 5 frequency bands (141 to 562, 562 to 1122, 1122 to 1778, 1778 to 2818, and 2818 to 8913 Hz). These frequency bands were then mixed with filtered speech-weighted noise and presented alone or in pairs at 19 SNRs ranging from -25 to 47 dB. In essence, each frequency band was presented alone, and also in conjunction with a second band differing in frequency but consisting of the same speech stimuli. For bands presented as pairs, one band was kept at a fixed level, while the other was varied in level. Adjacent bands were never paired.
Data were converted into importance values by determining the amount of change in speech recognition that occurred with and without the inclusion of particular auditory areas of interest. This was accomplished using the equation held presently with regard to the various AI methods, which assumes that intensity is uniformly distributed across each frequency band. Hogan and Turner (1998) assessed the effect of increasing audibility in high-frequency regions on speech-intelligibility scores for normal-hearing and hearing-impaired listeners exhibiting highfrequency impairments. Fourteen participants, 5 normal hearing and 9 hearing impaired, served as subjects. Each hearing-impaired subject demonstrated no more than a mild hearing loss through 500 Hz. Varying degrees of hearing loss, however, were noted in the higher frequencies.
Subjects listened to nonsense syllables lowpass filtered at cutoff frequencies corresponding to one-third octave bands with center frequencies of 400, 500, 630, 800, 1000, 1250, 1600, 2000, 2500, 3150, and 4000 Hz at 2 different suprathreshold intensity levels ( Figure 16 ). Each subject was presented a minimum of 7 low-pass cutoff frequencies (1120 to 4500 Hz), in addition to a broad-band condition ( (ANSI S3.5-1969 standard) . No proficiency or desensitization factors were applied to either method. Speech recognition was quantified, however, using an efficiency measure that compared the relative performance of hearingimpaired and normal-hearing listeners as audibility was increased by an additional high-frequency band of speech. Efficiency was defined as "a measure of how well the hearing-impaired listeners used speech information presented at audible levels and at various frequencies compared to the normal-hearing listeners" (Hogan and Turner, 1998, p. 437).
Efficiency was computed using the equation The formula compares the ratio, in hearing-impaired and normal-hearing listeners, of change in measured intelligibility to the change in Al prediction occurring at higher signal levels. Quantitatively, efficiency was equal to 1.0 if the hearing-impaired listener was able to use the increment in speech audibility from a given band to improve speech intelligibility to the same extent as the normal-hearing group. An efficiency score of < 1.0 indicated that the hearing-impaired listener was less able to use the available information to improve the score. If the increase in bandwidth resulted in rollover (ie, decrease in speech-intelligibility performance), efficiency would result in a negative value. Findings demonstrated an increase in intelligibility scores as audibility increased for normal-hearing listeners and listeners with mild high-frequency hearing losses. They revealed also that listeners with more severe high-frequency hearing losses performed more poorly than normal-hearing, mildly impaired, or moderately impaired listeners.
In addition, comparisons were plotted as a function of the Al methods. Findings from this comparison showed that for a given condition, the newer standard produced lower values, but resulted in more values from the hearing-impaired data falling within the intervals predicted for normal-hearing listeners. This suggests that speech intelligibility can be estimated more adequately from audibility when the effect of level distortion is taken into account.
The authors noted no improvement in intelligibility scores with increase in bandwidth for hearing-impaired participants when hearing sensitivity increased above 55 dB HL. For listeners exhibiting hearing levels below 55 dB HL, information between 4000 and 8000 Hz did not improve speech-intelligibility scores. Hogan and Turner (1998) concluded that increasing bandwidth may result in a decrease in speech intelligibility for some listeners with highfrequency hearing loss, a finding supported first by the work of Murray and Byrne (1986) , and more recently by Ching et al. (1998) and Turner and Cummings (1999) . In addition, Hogan and Turner (1998) noted a "diminishing return in amplifying high-frequency speech information, in that as amplification is provided in high-frequency regions of moderate and severe impairment, particularly when hearing loss exceeds 55 dB HL, the result may be a decrease in speech recognition performance" (p. 440).
Investigators have attempted to understand the implications of the reduction in speech-intelligibility performance as gain is increased in the high frequencies. Van Tasell (1993) , reporting on the work of Liberman and Dodds (1984) , pointed out that a decrease in speech-intelligibility performance as hearing loss increased beyond 60 dB HL was evidence of cochlear damage not only to the outer hair cells, but also to the inner hair cells. In fact, it has been conjectured that individuals with similar hearing losses perform differently with hearing aids as a consequence of different degrees of inner hair cell damage (Killion, 1997) . Moore (2000 Moore ( , 2001 and Moore and Alcaintara (2001) reported that the cochlea of an individual exhibiting a severe hearing impairment could, in fact, have dead regions in which inner hair cells or neurons are not functioning. Unfortunately, such a diagnosis cannot be determined presently based on traditional audiometric test measures.
To circumvent this shortcoming, Moore (2000) developed the Threshold Equalizing Noise (TEN) test. Briefly, this test assesses thresholds for tones in the presence of an ipsilateral broadband noise masker that produces essentially equal masked thresholds, in dB SPL, across a wide frequency range in both normal listeners and listeners with hearing impairment that is unaccompanied by dead regions. A dead region is indicated at frequencies where masked thresholds are 10 dB or more above absolute threshold and 10 dB or more above the equivalent rectangular bandwidth (ERB) level of the masker.
According to Moore (2001) , the TEN test is a clinically feasible substitute for psychophysical tuning curves (PTCs), and is useful in isolating regions of the basilar membrane where inner hair cells are not functioning. This test procedure is based on the principle that a cochlear dead region will produce absolute thresholds of the tonal signal when the intensity of the signal is loud enough to produce a detectable spread of excitation at an adjacent region where there are surviving inner hair cells and neurons. Results of the TEN test could shed light on the functioning of the inner hair cells and indicate regions in which amplification is not likely to be useful in improving speech intelligibility. Still in its infancy, the TEN test appears to have potential for future clinical use.
Both the Ching et al. (1998) and Hogan and Turner (1998) findings revealed that level distortion and desensitization affect the ability of hearing-impaired listeners to understand speech. Ching et al. (2001) addressed the implications of allowing, or failing to allow, for hearing loss desensitization when prescribing hearing aids. They suggested that attempts to maximize audibility at the high frequencies, where the hearing loss is severe, might be inappropriate because the increased gain in regions of severe impairment results in greater loudness, but not necessarily enhanced intelligibility. As a result, clinicians and researchers should aim to maximize effective audibility, or the contribution of audibility to speech intelligibility. Effective audibility was incorporated into the SII formula (Equation 3) as follows SII(LDF HLD) = XI, x Effective Audibilityi (14) As seen in this equation, the SII was modified to combine the effects of LDF and a modified desensitization factor, or HLD.6 These factors were combined based on the findings of previous empirical evidence demonstrating that audibility alone or audibility combined with LDF do not ad6Hearing loss desensitization (HLD) is similar to the term desensitization used throughout this paper. As seen in Figure 15 , the difference in terms lies in the fact that Studebaker and Sherbecoe (1994) (16) where SLi is the difference between the maximum level of the signal and the hearing threshold level at the ith frequency band. The factor mi is the maximum value of desensitized audibility. The rate at which effective audibility changes with audibility at low sensation levels is equal to mi/30. The parameter pi is used to control the nonlinear function that relates sensation level to effective audibility. For large values of pi, and when mi = 1, effective audibility is equal to the band audibility function as defined in the ANSI S3.5-1997 standard. Both pi and mi vary with hearing loss and frequency, and the relationship between desensitized audibility and audibility for different degrees of hearing losses at different frequencies varies. Figure 17 demonstrates the relationship at 3000 and 4000 Hz.
After deriving effective audibility, Ching et al. (2001) compared the observed speech scores of hearing-impaired listeners at each of 6 sensation levels when speech was filtered in a low-frequency band (0 to 700 Hz) and a high-frequency band (1400 to 5600 Hz), and when speech was broadband filtered (0 to 5600 Hz) to predict speech scores based on the original AI (ANSI S3. low sensation levels and overestimated performance at high sensation levels. Performance was well predicted by both procedures that considered LDF, but was not well predicted by the AI procedure as specified in the ANSI S3.5-1969 standard.
For the 1400 to 5600 Hz (high-frequency) band, each of the three methods provided adequate descriptions of performance for persons with mild-to-moderate hearing losses. For individuals with severe or profound hearing loss, both the standard Al and SII(LDF) methods were found to overestimate considerably the performance at high sensation levels. For this group, effective audibility was found to be a better predictor of intelligibility performance.
In comparison, for the broad-band speech low-pass filtered at 5600 Hz, the authors found comparable predicted and observed scores for individuals exhibiting a mild or moderate hearing loss. At high sensation levels, effective audibility was found to provide a better estimate of performance for subjects demonstrating severe or profound hearing losses.
These findings contribute significantly to hearing aid fitting applications, particularly as related to the prescriptive fitting of the frequencygain response and loudness. The clinician must be aware of the implications of providing highfrequency amplification for persons exhibiting severe or profound hearing loss. These recent findings helped to explain why the National Acoustic Laboratories-Revised for profound linear prescriptive method, or NAL-RP (Byrne et al., 1990) , which was based on intelligibility judgments and performance of severely hearing-impaired listen-B. Age Another factor to consider in the context of the AI is the age of hearing-impaired listeners. Age is known to affect speech understanding (eg, Plomp and Mimpen, 1979; Dubno et al., 1984; Hargus and Gordon-Salant, 1995; Abel et al., 2000) . In fact, some reports suggest that speech-intelligibility performance decreases in listeners as early as age 40, while others have indicated steady performance for listeners through 60 years of age (for a review, see Willot, 1991) .
For the elderly population, explanations for decreased speech-intelligibility performance have varied. Overall, this decline in performance can be attributed to a reduction in auditory sensitivity (Humes and Roberts, 1990; , peripheral processing changes (Jerger et al., 1989; Schum et al., 1991; Hargus and Gordon-Salant, 1995) , and changes in the central auditory nervous system (Humes et al., 1996) . As a result, an age-correction factor might be needed to compensate ". . . for the fact the AI does not predict the performance of older listeners as well as it predicts the performance of younger listeners" (Studebaker et al., 1997, p. 151) .
Investigators have assessed differences in speech-intelligibility performance of groups differing in age. Magnusson (1996) investigated the systematic influence of presbycusis and desensitization for 57 elderly subjects, aged 61 to 88 years, exhibiting a sloping mild-to-moderately severe hearing loss. To accomplish this task, the newer AI (ANSI S3.5-1997) procedure was compared to two modified versions of the same procedure using a regression analysis. The (18) where a is the age. The author (Magnusson, 1996) indicates that these age-correction factors suggest no age dependence below 83 years of age and suggest a performance decrease of about 4%, or 2 words in a standard 50-item list, per year for individuals above 83 years of age. The proficiency factor, however, should not be discounted entirely for persons below age 83 years, as it accounts for individual differences not explained by audibility. Magnusson (1996) compared differences between measured and predicted intelligibility scores obtained with the unmodified Al method (Equation 3) and the two age-corrected modified procedures described previously. Results showed a 14% improvement in speech intelligibility for the Al method incorporating the desensitization correction factor when compared to the unmodified Al method. The modified AI incorporating both desensitization and age-correction factors was found to exhibit 21% and 7% improvements, respectively, over the original and initially modified Al procedures. Furthermore, an overall age effect was not apparent for the modified Al incorporating the proficiency factor Pa This, however, was not the case for individuals above 83 years of age, who demonstrated a decrease in intelligibility performance. Studebaker et al. (1997) also investigated the impact of age on speech recognition by comparing the efficacy of an age-dependent correction factor on the Al. Holding audibility constant, the investigators compared performance across seven age groups (20 to 80 years) using digitized NU-6 monosyllabic words. Audibility was fixed by presenting band-pass-filtered stimuli at a constant SNR and limiting threshold losses to 25 dB HL for frequencies between 250 and 2000 Hz. Eight 50-word lists were presented to each listener on two different days. Raw data were converted to rau scores by using an arcsine transform (Studebaker, 1985) . Results revealed that performance did not vary considerably with age, except for subjects over 70 years. For the 70-to 80-year-old group, a modest reduction in scores was noted relative to the 30-year-old group only. A significant reduction in scores was noted for subjects over 80 years of age in comparison to all other age groups. In addition, intersubject variability was found to be greater for subjects over age 40 than for those under age 40. No statistically significant differences attributable to age were noted in learning effects or intrasubject test-retest reliability. Studebaker et al. (1997) concluded that the effect of age on the AI, independent of hearing loss, was relatively small. C. Reverberation Humes and Roberts (1990) assessed the effectiveness of the mSTI in predicting speech performance in noise for hearing-impaired listeners. They examined the speech-intelligibility performance of young normal-hearing adults, elderly hearing-impaired adults, and young normal-hearing adults with simulated sensorineural hearing loss using the mSTI. Thresholds for the elderly hearing-impaired group consisted of a sloping high-frequency hearing loss.
For the group of subjects tested under the simulated condition, hearing loss was simulated by introducing a spectrally shaped masking noise into the ear receiving the target signal, which resulted in an equivalent loss of audibility seen in the elderly subject group. Subjects listened to nonsense syllables, presented in a closed-set format, recorded in quiet and noise. Speech was presented at 0°azimuth through the left and right ears of an acoustic manikin (KEMAR) (Burkhard and Sachs, 1975) , while noise was presented at 0°a nd 90°azimuth relative to KEMAR.
Recordings were made under anechoic and reverberant (Rt = 3.1 sec) conditions with no noise, noise at 00, and noise at 90°. Listening conditions for the normal-hearing group and elderly hearing-impaired group included stimulus presentation in the right ear only, left ear only, and binaurally at a presentation level of 75 dB SPL. Data were collected under the left ear only condition for the simulated hearing loss group.
Results revealed that the mSTI, derived using an octave-band method, overestimated the performance of listeners with sloping high-frequency hearing loss, either real or simulated. This was not found to be the case with young normal-hearing listeners in either the anechoic or reverberant conditions. The authors concluded that the use of octave bands and nonsense syllables might have contributed to the overestimation of speech-intelligibility performance. A. Basic Considerations Because signal audibility is a fundamental concept in amplification, the AI has been applied clin- Figure 18 . Illustration of the A0(4) procedure (Pavlovic, 1988) using the normal range of speech (left panel) and a higher range of speech (right panel). Adapted from Byrne (1992) . Reprinted with permission of the Journal of the American Academy ofAudiology. 65 dB SPL, the presentation level received increases to 69.5 dB for a 60 dB hearing loss, and to 71 dB for an 80 dB hearing loss.
Based on the findings of Byrne and Cotton (1987) , intensity levels of 65 dB to 70 dB and levels of 70 dB to 75 dB appear to be adequate for mild-to-moderate hearing losses and severe hearing losses, respectively.
AI will also change as the frequency response, or gain-by-frequency, of a hearing aid varies. In Figure 19 , an aided threshold curve is depicted within the 30-dB dynamic range for a given speech stimulus. Note that the aided Al is determined to be 0.73. Any changes to the gain or frequency response, however, will also result in changes to the Al. As an example, assume that the listener enters a different acoustical environment requiring increased gain. Assume further that the listener adjusts the volume control, which results in a 3-dB increase at each frequency. This change in frequency-gain response produces a relative aided AI increase of 0.10, or an overall Al of 0.83. Suppose the listener now leaves this acoustical environment and enters a new one. The newer environment is perceived as being too loud and the volume control is manipulated again, this time to decrease the entire frequency-gain response by 6 dB. This 6-dB decrease in amplification results in a 0.20 reduction in the Al. Therefore, clinicians must be aware that prescriptive formulas, whether used in the selection or the fitting of a hearing aid, attempt to provide optimal gain and, inherently, the highest Al value.
Reliance on the prescriptive method or an assumption that the patient will persist in adjusting the volume control to maximize Al is irrational. Byrne and Cotton (1987) point out that data on preferred listening levels suggest that the AI will rarely, if ever, be maximized for listeners with greater than a moderate hearing loss. In fact, they found that individuals with mild hearing loss did not always maximize AI for various listening conditions.
The manner in which the aided frequencygain response is viewed, either relative or absolute, can also lead to incorrect conclusions about the Al. Absolute measures refer to those made routinely on hearing aids, whereas relative measures refer to comparisons of differences between frequency responses of two or more hearing aids. In hearing aid selection and fitting, Byrne (1992) Adapted from Byrne (1992) . Reprinted with permission of the Journal of the American Academy ofAudiology.
procedural complications, but that incorrect conclusions can result from both types of measures. Using relative measures as an example, Figure 20 depicts an SPL-O-Gram with threshold and discomfort levels as the minimum and maximum, respectively, and speech-peak levels for 2 frequency responses after speech has been adjusted to the preferred level for each response. Using Pavlovic's A1 (1989) method, a computerized procedure that uses an importance function for continuous discourse, notice that frequency response 1 (solid line) allows for greater low-frequency and high-frequency gain compared to frequency response 2 (dashed line). Assume that response 1 is the target level and response 2 is the listener's preferred level. Because the midfrequencies are important predominately for speech intelligibility, a first impression might be that response 2 is better. However, by comparing the relative overall difference between frequencygain response curves, both responses in this example produced Al values of 0.36. Similarly, incorrect conclusions can also be drawn when considering only the absolute values. As seen in Figure 21 , AI values have been calculated for the same two frequency-gain responses seen in Figure 20 , but at a nonpreferred gain of 6 dB lower. Here, the Al value is lower for response 2 (0.17) than for response 1 (0.23). When compared to Figure 20 , also notice that the Al value for response 2 is more reduced (difference of 0.19) than the Al value for response 1 (difference of 0.13). Based on the AI values, we would conclude that response 1 is superior to response 2. By incorporating a relative comparison, one can clearly see that response 1 would provide no amplification in the critical mid-frequency region, while response 2 would provide some amplification in that region, though output levels would be near threshold.
From these examples, the attractiveness of using the Al in hearing aid work is clearly evident because it describes the amount of speech information (ie, speech spectrum) available to the listener (Pavlovic, 1988) . However, it should be noted that this feat has been accomplished using the original AI (ANSI S3.5-1969) formula in Equation 1 . Recall that in this equation, the proficiency factor and any other derivatives are absent. That is, correction factors for variables such as level effects or the upward spread of masking are not usually incorporated. As a result, increases in audibility as a result of amplification may not always provide an improvement in speech-intelligibility performance.
B. Evaluation of Frequency-Gain Response In the clinical selection and fitting of hearing aids, investigators have typically attempted to use the AI in one of two ways: (a) as a basis for selecting one hearing aid frequency-gain response over another, or (b) as a model that will specify a frequency-gain characteristic that will optimize speech-intelligibility scores.
Studies have compared hearing aid fitting prescriptions through the use of the Al model in the evaluation of optimal frequency-gain charac- teristics. Although these investigations address indirectly the intelligibility of speech, their direct focus is on audibility. Humes (1986) , for example, compared prescribed insertion-gain values derived from 10 linear hearing aid selection procedures as applied to 9 different degrees of audiometric configurations. The hypothetical audiograms for each of the 9 cases were grouped by their slope configurations of sloping, flat, and rising, resulting in 90 sets of prescribed insertiongain data. These insertion-gain data were then compared to determine how well each procedure achieved the goal of maximizing speech intelligibility. The results of this analysis showed that when volume-control adjustments were not allowed, 8 out of the 10 prescriptive methods prescribed sufficient gain to yield optimal speech-intelligibility performance. The insertion-gain data were then compared to hearing-impaired listener preferences based on the work of Leijon et al. (1984) . Interestingly, findings revealed that the same two procedures found not to provide optimal speech-intelligibility performance were most preferred by these listeners. It was also surmised that when the listener is given the ability to adjust the overall gain with the use of a volume control, any of the procedures could produce optimal aided speech-intelligibility performance. In 1991, Rankovic compared the frequencygain response of two linear prescriptive procedures and a prescription that aimed to maximize the AI (AIMax). The hearing aid prescriptive procedures were the Prescription of Gain/Output (POGO) (McCandless and Lyregaard, 1983) and the National Acoustic Laboratories-Revised procedure (NAL-R) (Byrne and Dillon, 1986) . POGO is essentially one of a handful of half-gain methods, while NAL-R was derived from a considerable amount of clinical and laboratory research aimed at amplifying the long-term average speech spectrum to a comfortable equal-loudness contour, predicted from pure-tone thresholds ).
AIMax was aimed at maximizing the frequency-gain response by positioning the 30-dB dynamic range of the short-term speech levels 15 to 18 dB above the listener's pure-tone thresholds and below the level of discomfort. This was achieved by selectively amplifying the speech spectrum so that the long-term average one-third octave-band level of speech in each band was 18 dB above the pure-tone threshold and below a formulated UCL.
As a result, subjects were expected to receive "the minimum amount of gain that assured maximum audibility of the speech spectrum in each frequency region" (Rankovic, 1991, p. 392) , in principal, an AI of 1.0. Twelve hearing-impaired subjects, each exhibiting various degrees and configurations of hearing loss, participated in the study. No subject achieved an Al of 1.0 because of the noise floor, limitations of the dynamic range of the equipment, and/or subjects' UCLs. The relationship between the percentage of correct scores on a nonsense syllable test and audibility was compared for all subjects. Overall, findings showed AIMax to be similar to or slightly better than POGO and NAL-R, possibly a result of its requiring more prescribed gain than the other prescriptive methods. AIMax appeared to provide adequate gain for individuals exhibiting relatively flat hearing losses, although data did not reveal if these listeners found the AIMax condition to be comfortable during everyday listening conditions. While this increase did not always yield an improvement in observed scores, it also did not degrade performance for most listeners. Four of the subjects, each demonstrating a sloping high-frequency hearing loss with near-normal low-frequency thresholds, demonstrated a decrease in speech-intelligibility performance for AIMax. This decrease in performance occurred as a result of the considerable amount of gain needed in the higher frequencies to achieve maximum intelligibility. Skinner (1988) also noted a similar finding for persons with high-frequency hearing loss.
Linear prescriptive approaches fail to address the fact that changes in speech spectra, ambient noise, and other environmental factors are commonplace in everyday listening situations. Hou and Thornton (1994) developed a method for integrating the AI as a means to predict speech intelligibility across a range of listening conditions. This integrated AI model, termed IAI, takes into account hearing threshold, masking of noise, selfmasking of speech, high-level cochlear distortion, and peak-clipping effects of a hearing aid. The IAI evaluates separately Al values of hearing aid performance across several listening conditions. These derived Al values are first grouped according to such factors as listening conditions and input levels, and then weighted based on importance. The sum of these groupings and weightings is then integrated to provide an estimate of the optimal performance, or optimal IAI (OIAI), for a specific hearing aid or hearing aid characteristic. Hou and Thornton (1994) validated their approach by using the integrated Al across a range of listening conditions as a criterion for evaluating a specific hearing aid response characteristic and calculating an optimal frequency-gain characteristic that maximizes the IAI. For a high-frequency hearing loss, the OIAI was compared to the NAL-R (Byrne and Dillon, 1986 ) and the POGO (McCandless and Lyregaard, 1983) prescriptions. The results in quiet showed no difference among the three procedures in predicted performance, but in a noisy condition, superior performance was predicted for the OIAI procedure when compared to the two prescriptive procedures.
As a result of the examples presented in this section, the reader should readily appreciate that the selection and fitting of the electroacoustic characteristics of hearing aids should be carefully considered. Simply stated, the highest AI value may not provide the listener with optimal speech intelligibility. Empirically, Byrne (1986[b] ) found this to be true. He assessed judgments of quality and intelligibility in quiet and noise for 14 ears of 11 participants, 7 of whom exhibited precipitous hearing losses. Frequency responses yielding greater high-frequency emphasis produced the highest Al values. However, six of the seven listeners with precipitous loss judged the frequency responses yielding the highest Al value to be the poorest in three of four trials based on pairedcomparison preference judgments. In 1991, Rankovic confirmed this finding when participants with high-frequency hearing losses did not achieve the best speech recognition with a frequency response that maximized AI.
C. Prescription of Frequency-Gain Response
Researchers have also attempted to use the Al model to specify a frequency-gain characteristic for optimizing speech-intelligibility scores. Humes (1986) and Rankovic (1991) have both reported the use of procedures that aimed to amplify the full 30-dB range of speech to be audible at each frequency for hearing-impaired listeners. These procedures have not been adopted for clinical use.
At present, the only prescriptive procedure that uses an Al model for deriving optimal frequency-gain characteristics is the NAL-NL1 procedure for fitting nonlinear hearing aids (Dillon, 1999) . This prescription aims to maximize speech intelligibility using a modified AI procedure (ANSI S3.5-1997) that incorporates level distortion and hearing loss desensitization (as specified , within the constraint of an overall loudness that is either the same or lower than that experienced by a normal-hearing listener at the same input level (Dillon, 1999; Byrne et al., 2001 ). This prescriptive procedure can be implemented via standalone software or via some manufacturers' fitting software. Like any other such procedure, the prescription is based on group data, and does not account for individual differences. It should be viewed, therefore, as providing a starting point, with fine-tuning performed as needed for individual hearing aid users. Because NAL-NL1 is still in its infancy, its effectiveness in predicting the speech-intelligibility performance of aided listeners has not yet been validated fully.
D. Evaluation of Amplification Strategies
In 1990, Fabry and Van Tasell used the Al to evaluate a hearing aid incorporating adaptive frequency response (AFR). AFR is a hearing aid circuit that can be enabled to reduce automatically the low-frequency gain in noisy backgrounds. The authors chose to investigate this feature due to its widespread application throughout the industry at the time, despite their acknowledgement that articulation theory generally has not supported this type of signal processing as an effective noisereduction technique (French and Steinberg, 1947; Fletcher, 1952) . Using connected discourse, a transfer function relating rated speech intelligibility to the Al was derived for 12 normal-hearing subjects. This transfer function was then used to predict aided speech-intelligibility ratings by 12 hearing-impaired listeners wearing a master hearing aid with an adaptive filter circuit that could be activated (AFR on) or deactivated (AFR off). For all subjects, results showed that the Al predicted no improvements in speech-intelligibility performance for the AFR-on versus AFR-off condition. In addition, no significant improvements in rated intelligibility were observed. For every hearing-impaired participant, however, ratings of speech intelligibility were related monotonically to Al.
E. Prediction of Hearing Aid
Outcomes Speech Gain In an attempt to overcome the need for deriving proficiency factors and the various transfer func-tions associated with speech stimuli, Dillon (1993) formulated and evaluated a means by which speech gain provided by a hearing aid can be predicted from insertion gain. Speech gain was defined as "the difference in level between the aided and unaided performance-intensity (PI) functions measured at any specific value of percentage of items correct" (Dillon, 1993, p. 621) . Using 11 listeners with mild or moderate sensorineural hearing loss, Al was used to predict gain based on unaided sound-field thresholds, ambient room noise, hearing aid internal noise, measured real-ear insertion gain, and unaided PI curves. Unaided sound-field thresholds were obtained in dB SPL at octave intervals from 125 to 500 Hz and at one-half octave intervals from 750 to 6000 Hz. Insertion gain was measured at onethird octave frequencies from 125 to 8000 Hz.
Every participant was tested with monosyllabic iso-phonemic AB lists (Boothroyd, 1968) , 9 of the subjects received the continuous discourse stimulus read by a male speaker, and only 1 subject was given the 36 nonsense syllable vowelconsonant-vowel items spoken by a female talker. During the testing procedure, unaided and aided PI functions were observed for each stimulus at percent-correct values of 25%, 50%, and 75%, and the corresponding points plotted. Speech gain was determined simply as the difference, in dB, between the measured unaided and measured aided PI curves, as illustrated in Figure 22 . Dillon (1993) calculated unaided AI by considering the minimum audible level in each onethird octave band as the maximum measured room noise, equivalent input noise of the hearing aid, and the equivalent internal noise corresponding to the hearing thresholds. Sensation level within each band was defined as the maximum speech level minus the minimum audible level over a 30-dB range. Importance functions believed to be applicable to nonsense syllables and continuous discourse were used to derive predicted scores. Findings showed that measured speech gain could accurately be predicted from electroacoustic information consisting of the subject's thresholds, ambient noise in the test environment, internal noise of the hearing aid, and the device's insertion gain. Predicted scores differed from observed scores by an RMS error of 3 dB-or about 6 dB for 5% of patients-at each of the three hearing levels for any of the speech stimuli. The choice of importance function was not critical to the outcome. CAmerican Speech-Language-Hearing Association.
Reprinted with permission.
Additional advantages of using this predicted speech gain method over the traditional method of predicting speech recognition from the Al are that REIG measures are readily obtainable, and perhaps more importantly, substantial time can be saved by determining the speech gain provided by a hearing aid from electroacoustic measures. Dillon also pointed out that those listeners with greater hearing aid experience attained higher speech gains than predicted. Listeners with less than 2 months of experience, on the other hand, tended to exhibit lower than predicted scores. A considerable limitation to this method, however, is that "Insertion gain and narrow-band noise hearing thresholds cannot be used to predict actual speech comprehension and/or remaining hearing deficit" (Dillon, 1993, p. 630) .
The AI is limited in its ability to account for compression-amplified speech. This is due simply to the fact that amplitude compression reduces the dynamic range of speech as intensity increases, thus violating the 30-dB assumption on which the Al is based. In recent years, the Al has also been used to determine which nonlinear prescriptive procedure best optimizes audibility through the selection of one hearing aid frequen-cy-gain response over another. Most such studies have assessed the audibility provided by wide dynamic range compression (WDRC) circuitry. These circuits provide relatively more gain for low-level input signals than for high-level input signals. This feature, in theory, provides the listener with less of a need to adjust the volume control. Moore (1996) conjectured that in WDRC systems with sufficiently fast attack and release times, the compressor reduces the intensity differences between low-level and high-level components of speech, which in turn, may provide the listener with improved audibility of low-intensity phonemes (ie, consonants). Stelmachowicz et al. (1998) noted that when fitting WDRC devices, clinicians typically gather loudness judgments to set the input/output characteristics of the hearing aid circuit. Unfortunately, some children and elderly individuals do not possess the cognitive skills needed to make these judgments. To determine the best way to predict the appropriate frequency-gain characteristics for these individuals in quiet, Stelmachowicz and colleagues analyzed the fittings for 49 adult hearing aid users with mild-to-severe cochlear hearing loss. Loudness-growth measures were obtained for every subject using the loudness growth in octave band (LGOB) algorithm (Allen et al., 1990; Pluvinage, 1994) . Frequencygain characteristics at 50 and 80 dB SPL were derived based on a manufacturer's threshold-based fitting scheme and two nonlinear prescriptive procedures: Fig6 (Killion and Fikret-Pasa, 1993) and DSL [i/o] (Cornelisse et al., 1994 (Cornelisse et al., , 1995 . Results showed that both Fig6 and DSL[i/o] , in general, provided more gain than was actually used by the listeners, and discrepancies increased as a function of frequency. Furthermore, it was shown that the LGOB algorithm provided a closer approximation to the amount of use gain than either nonlinear prescriptive method.
Using these prescriptive gain values, Stelmachowicz et al. (1998) assessed audibility through the use of the Aided Audibility Index (AAI) for soft (50 dB SPL), average (60 dB SPL), and loud (70 dB SPL) speech across various degrees of hearing loss. The AAI for WDRC7 takes the form 7An AAI for linearly amplified speech also exists (Stelmachowicz et al., 1994) . The difference in this formula, relative to the AAI for WDRC, is that the SL factor's speech bands equal the long-term average speech spectrum + 15 dB. In addition, the RANGE value is equal to 30, or the presumed dynamic range of speech. In this equation, I represents the band-importance values and i equates to the 6 one-third octave band frequencies and 2 interoctave band frequencies (3000 and 6000 Hz) commonly used audiometrically. SL, or the amount of audible speech in each band, is obtained by subtracting the listener's one-third octave-band threshold from the speech maxima in that band. The speech maxima, as defined by this model, have no fixed values and are based on the amount of compression. That is, the higher the compression ratio, the more reduction in speech peaks. LIMIT accounts for the OSPL90 value of the hearing aid and is calculated by subtracting the OSPL90 from the speech peaks in that band. DF is the distortion factor due to peak clipping, based on the work of Crain and Van Tasell (1994) . Finally, RANGE refers to the speech range, which is less than 30 dB when compression is used.
Stelmachowicz and colleagues (1998) used the transfer functions for average conversational speech and nonsense syllables (ANSI S3.5-1969) to predict performance for persons with mild-to-moderately severe hearing losses as a function of input level. For these hearing losses, they found DSL[i/o] to provide a more consistently audible signal than the other two threshold-based algorithms.
Using the already described AAI in a retrospective analysis of earlier-published data, Souza and Turner (1998) examined the relationship between audibility and speech-intelligibility performance for compression-amplified versus linearamplified speech. The motive for their undertaking was based on findings in the literature indicating that under some conditions, amplitude compression increased the amount of audible information over that of a linear amplifier, but did not always result in improved recognition scores. Souza and Turner (1998) speculated that these findings might be attributable to the alterations of the speech envelope at high intensity levels relative to the input signal. As a result, relative improvements in recognition based on increased audibility for compression-amplified speech would not be expected when compared to linear-amplified speech.
For the linear-amplified condition, the highest input level was amplified to a 100 dB SPL output level. During pilot testing, Souza and Turner (1999) found this level to provide maximum audibility without discomfort for listeners with similar degrees of hearing loss. As a result, the LIMIT and DF factors were omitted for both AAI calculations (Equation 19). A two-channel compressor with a 1500 Hz center frequency was used for the compression-amplified condition. Each channel of the WDRC device compressed signals above 45 dB SPL and at compression ratios of 2:1 and 5:1 in the low-frequency and high-frequency channels, respectively.
Sixteen hearing-impaired subjects heard 16 VCV stimuli spoken by 2 male and 2 female talkers at presentation levels of 55, 70, and 85 dB SPL for both amplified conditions. Each subject's task was to indicate recognition of the correct consonant in a 16-alternative forced-choice paradigm. Using the appropriate AAI measurement, the relationship between audibility and intelligibility was examined for each type of amplification. Souza and Turner (1999) found that at low and moderate input levels, AAI and intelligibility scores were higher for compression-amplified speech relative to linear-amplified speech. At the higher input level, however, AAIs and intelligibility scores were similar for the two types of amplification. Because intelligibility scores increased monotonically for both types of amplification, no significant differences were found between compression-amplified speech and linear-amplified speech. This finding suggests that a given increase in audibility resulted in the same increase in intelligibility for both amplification conditions. Clinically, this outcome offers preliminary evidence that compression does not introduce detrimental changes to the speech signal that might otherwise reduce audibility.
Recently, Souza and Bishop (2000) took the work of Souza and Turner (1999) one step further. Specifically, they attempted to determine whether increases in audibility with nonlinear amplification improved speech intelligibility to a comparable degree for 10 listeners with sloping sensorineural hearing loss relative to a group of 10 listeners with a flat sensorineural configuration. Except for the selection of a frequency-gain response that maximized high-frequency audibility, the methods and AAI calculations were similar to those used in the Souza and Turner (1999) study.
For linear-amplified speech, overall results revealed that listeners with flat and sloping hearing losses showed similar improvements in intelligibility, given comparable increases in audibility. At the high-intensity level, however, listeners with high-frequency hearing loss showed smaller improvements in intelligibility with nonlinear amplification when compared to listeners exhibiting flat audiometric configurations.
The authors offered two possible explanations for the difference between groups. First, empirical evidence has shown that listeners with sloping hearing losses have a compromised ability to use temporal cues at high intensity levels (Bacon and Viemeister, 1985; Bacon and Gleitman, 1992) . Second, recalling that a greater compression ratio of 5:1 was used in the high-frequency channel, time-amplitude cues in this region may have been affected the most, which in turn, might have led to a further reduction in audibility.
In 2001, Souza and Kitch compared preferred volume-control settings for (1) a linear peak-clipping, (2) compression-limiting, and (3) WDRC multimemory, programmable behind-the-ear (BTE) device. For each amplification type, speech audibility was quantified at the listener's preferred volume setting. Ten listeners with mild-tomoderate cochlear hearing loss were fitted monaurally. The frequency response, OSPL90, and WDRC ratio were set individually based on the DSL [i/o] (Cornelisse et al., 1995) prescriptive procedure.
For the compression-limiting hearing aid condition, the aid was set to an output-compression mode, and compression thresholds were programmed between 65 and 85 dB SPL, with a compression ratio ranging between 8:1 and 20:1 relative to the listener-preferred volume-control setting. An input-compression mode was used for the WDRC condition, with the compression threshold fixed at 50 dB SPL and compression ratios ranging from 1:1 to 2.7:1.
Subjects listened to 20 passages of the Speech Intelligibility Rating (SIR) test (Cox and McDaniel, 1989) presented at input levels of 50, 65, and 80 dB SPL in quiet and against the SIR's accompanying cafeteria noise (+ 7 dB SNR). Audibility was calculated using linear and WDRC versions of the AAI. Subjects were required to adjust the volume control of their instrument until maximum clarity (intelligibility) was determined. Once the listener had indicated that a preferred volume-control setting had been achieved, the real-ear hearing aid output was measured using a probe-microphone system.
Results demonstrated no significant difference in speech audibility between amplification strategies for any speech level or between conditions in which competing noise was present or absent. Souza and Kitch (2001) also found that subjects tended to increase gain, as opposed to decreasing it, in the presence of background noise. The most important finding in this study, however, was that a large adjustment was needed in frequency-gain response, relative to the prescriptive formula, as the presentation level changed in intensity.
F. Prediction of Hearing Aid
Outcomes-Non-Speech Benefits Clinicians and researchers seem to agree that hearing loss assessment can be managed more effectively by using estimates of hearing handicap and benefit (McCarthy, 1994 (McCarthy, , 1998 . As a result, there has been recent clinical interest in the relationship between Al and outcome measures. This interest stems from the ability of each procedure to quantify different aspects of auditory function. Outcome measures such as hearing-handicap scales, or inventories, differ from audiometric measures in that they provide information regarding the communication, social, emotional, and vocational consequences of the hearing impairment. Holcomb et al. (2000) examined retrospectively the extent to which age, gender, degree of hearing sensitivity, and audiometric slope influence the relationship between perceived hearing handicap and Al. The files of 373 clinical patients between 18 and 85 years of age and those with normal hearing or acquired sensorineural hearing loss not exceeding 100 dB HL for the octave frequencies between 250 and 4000 Hz were included in the analyses. Audiometric slope was defined as the difference, in dB, between the best threshold for either ear at 4000 Hz minus the best threshold for either ear at 1000 Hz. All patient files included hearing-handicap scores derived by the Self-Assessment of Communication (SAC) (Schow and Nerbonne, 1982) , and 292 of those also included scores from the Significant Other Assessment of Communication (SOAC) (Schow and Nerbonne, 1982) . Although it is not evident from the article, it is assumed that these outcome measures were unaided. AI values were calculated using Humes' (1991) count-the-dot procedure and based on the best pure-tone data, regardless of ear, for octaves between 250 and 4000 Hz.
To determine the statistical relationships between AI and hearing-handicap scores, Pearson product-moment correlations were used. Additionally, partial correlations were also derived to determine the relationship between the AI, SAC, and SOAC for age, gender, hearing loss, and audiometric slope for individual and combined variables. Lastly, Spearman rank correlations were used to examine the relationship between each individual item on the SAC and SOAC and the Al.
Results revealed a significant negative Pearson product-moment correlation between Al and both measures of hearing handicap. This finding supports the premise that when speech information becomes less audible, hearing handicap increases. Furthermore, a statistically significant correlation was found between hearing-handicap measures. Partial-correlation analyses indicated that degree of hearing loss was the only variable found to influence the relationship between Al and hearing handicap. Analyses of AI values and individual items of each inventory demonstrated a significantly negative relationship, with communicationrelated items (items 1-6) correlating better with the AI than social-emotional items (items 7-10). These findings suggest that the AI and hearinghandicap measures each provides a unique view of a patient's communicative ability and thus should not be considered synonymous with respect to patient management.
Outcome measures have also been used to determine whether or not a hearing aid is providing listener benefit. Several investigators have suggested that the hearing aid that produces the highest aided Al score offers the best treatment choice for that patient (Pavlovic, 1989; Mueller and Killion, 1990; Humes, 1991) . Because the best treatment is often dictated by measures made in environments not typical of everyday listening situations, other means are needed to augment what might be best for the patient. Outcome measures are one such tool. According to Souza and colleagues (2000) , outcome measures can be described as measures of either efficacy or effectiveness. They defined efficacy as the degree of benefit that a specific group of patients experience from treatment under ideal conditions. Effectiveness, on the other hand, is the amount of benefit the average patient receives under realworld conditions. Souza and colleagues (2000) determined recently the direct relationship between improved audibility and the overall effectiveness of hearing aids. They measured the effectiveness of global satisfaction and hearing aid adherence using two hearing-specific surveys and self-reported ratings. Subjects consisted of 115 patients seen through the Department of Veterans Affairs. All subjects were fit binaurally with custom analog, nonprogrammable instruments incorporating either peak-clipping or compression-limiting schemes. Target, unaided, and aided AI values were determined during the hearing aid fitting by means of real-ear analyzer software. The AI value was based on the AJ(4) procedure developed by Pavlovic (1988) and modified to incorporate conversational speech levels (Pavlovic, 1991) . The effectiveness of hearing aids was determined by the amount of change in listening ability without and with hearing aids. The Abbreviated Profile of Hearing Aid Benefit (APHAB) (Cox and Alexander, 1995) and the Satisfaction with Amplification in Daily Life (SADL) (Cox and Alexander, 1999) were the two standardized tests used. APHAB data were obtained unaided, prior to hearing aid fitting, and aided at the 1-month follow-up visit. Data for the SADL were obtained 1 year after fitting as a means to evaluate hearing aid quality. Adherence data were also gathered 1 year after fitting through the use of questions regarding the number of hours per day and days per week the aids were worn. Results revealed no systematic relationship between measures of improved audibility and patient ratings on communication ability. The authors hypothesized that this finding may be the result of the volume-control level at which measurements were initially made. A similar conclusion was also drawn for improved audibility and overall hearing aid satisfaction. A major outcome, however, was that a moderate relationship was found between hearing aid use and achievement of improved audibility.
G. Articulation Index-Directivity Index (AI-DI) The Al can also be applied to directional-microphone hearing aids (DMHAs). Studies have shown that DMHAs effectively provide listeners with increased speech intelligibility in noise over omnidirectional-microphone devices (for a review, see Valente, 1999 and Amlani, 2001 ). This improvement in speech intelligibility occurs as a result of the DMHA's ability to attenuate sounds from the rear and sides of the listener with respect to sounds originating from directly in front.
The amount of attenuation, however, can vary relative to microphone configuration and the aid's quantitatively determined directionality characteristics (Preves, 1997; Ricketts and Mueller, 1999; Valente, 1999 Valente, , 2000 Ricketts and Dittberner, 2002 ). An electroacoustic method that can be used to account for these variations is the directivity index (DI). The DI is typically derived by presenting frequency-specific stimuli (often 500 to 4000 Hz) directly in front of the hearing aid as the aid is rotated either in free field or on a manikin at discrete angles, or azimuths. This electroacoustic measure is found in many manufacturers' technical specification manuals.
To provide a reasonable estimate of the improvement in speech recognition in noise for DMHAs under laboratory conditions, Killion and colleagues (1998) (Dillon, 1999; , is the only formal prescriptive procedure developed specifically to use the principles of articulation theory to prescribe the hearing aid frequency-response characteristics that maximize speech intelligibility. Great strides have been made to incorporate the AI in assessments of unaided and aided speech audibility for hearing-impaired listeners and to overcome inaccuracies inherent in these indices by attempting to account for a variety of confounding factors, such as severity of hearing loss, desensitization, age, distortion, and upward spread of masking. This review has made it obvious that these applications, to be useful for predicting intelligibility in hearing-impaired listeners, will require the incorporation of such corrections because they account for much of the variability in the speech intelligibility of hearing-impaired listeners with moderately severe-to-profound hearing impairments.
Researchers, to achieve their desired research objectives, have promulgated piecemeal formulas that have received rather limited use beyond the scope of their particular studies. For clinical use, it is desirable that corrections to the Al be combined, insofar as possible, into a single formula, and that such formulas be implemented through software applications that audiologists can readily apply. Clinically useful applications based on such refinements are likely to become a reality only if researchers, clinicians, and manufacturers of hearing aids, hearing aid analyzers, and realear analyzers collaborate to contribute their unique perspectives.
As Licklider and Miller (1951) noted-in the quote in our introduction-it is ostensibly more efficient to predict speech intelligibility than to measure it directly. Our review of the literature leads to the observation that research efforts to develop suitable models for predicting speech intelligibility also require substantial time and resources. As long as such efforts continue to show promise for utilization in unaided and aided applications for the hearing impaired, investigations of more efficient methods to determine speech audibility and to predict intelligibility appear justified.
Except for the various count-the-dot audiograms and the NAL-NL1 fitting approach, current measurement strategies remain relatively inefficient and difficult to implement clinically in demonstrating, either before or after a fitting, that a particular hearing aid or set of electroa-coustic characteristics has potential for optimizing speech intelligibility for a given hearing-impaired listener. Because contemporary fitting strategies essentially allow the direct measurement of intelligibility only after the fitting process is completed, the need will continue for clinical procedures that predict or estimate speech-intelligibility outcomes for alternative hearing aids or signal-processing schemes. With further validation, the AI could also be used following the fitting of hearing aids as an outcome-assessment tool.
More research is needed to develop the traditional (auditory-only) Al before it can be used with confidence to predict speech-intelligibility performance under real-life conditions in individual hearing-impaired listeners. Investigation of the integration of auditory and speech-reading cues appears to be a natural extension of such research. Furthermore, the principles and procedures of the Al may prove to be extremely beneficial in the development of environmentally adaptive signal-processing schemes, as well as in future prescriptive formulas that optimize aided speech intelligibility.
Successful implementation of the Al in the audiology clinic depends not only on success in the laboratory but also upon the ability to build bridges between scientific theory and clinical applications. Count-the-dot audiograms are a good example of success in bridging the laboratory and the clinic. As is true of the past, such efforts in the future will likely evolve through the work of a core of interested researchers who tend to function somewhat independently. Ideally, a more systematic research approach is needed in which well-funded, collaborative research is aimed at developing relatively simple techniques that audiologists can use confidently in hearing aid selection and fitting. We would encourage the development and refinement of simplified procedures such as that described by Dillon (1993) .
Investigations should, of course, aim at discovery of all those factors that affect the accuracy of intelligibility prediction, including those covered in this review (ie, hearing thresholds, speech and noise spectra, reverberation, desensitization, distortion, masking, visual cues). Indeed, if all or most of these factors can be addressed adequately in the predictive scheme, it would be reasonable to base predictions of intelligibility on either sentences or connected discourse only, as opposed to attempting to account for all other types of speech stimuli (eg, syllables and words). In addition, we view the development of appropriate psychoacoustic measures to augment audiometric thresholds as essential to improving the prospects of developing a clinical tool that can accurately predict speech intelligibility in individual hearing-impaired listeners. It is hoped that these attempts to produce an accurate predictor of intelligibility will be accompanied by parallel attempts to develop short-and scientifically valid-direct tests of speech intelligibility. We believe, though, that the many potential uses of an accurate predictor of intelligibility would ultimately make it a more efficient tool for widespread clinical use than any given direct test of intelligibility.
In the near future, it is hoped that research efforts will provide the kinds of information that will allow practical applications of AI measures to take a more prominent role in the practice of clinical audiology. These applications can be expected to improve significantly the diagnostic and rehabilitation capabilities of audiologists, allowing them to serve their hearing-impaired patients more effectively.
Glossary
Articulation Index (AI)-The quantitative aspect of articulation theory that accounts for the contribution of audible speech cues in given frequency bands to speech intelligibility. Refers specifically to the principles and procedures described in the ANSI S3.5-1969 standard. Also known as Audibility Index.
Articulation Index-Directivity Index (Al-DI)-A means by which audibility can be estimated from directivity index (DI) values using speech weighting from the Mueller and Killion (1990) count-the-dot audiogram. The AI-DI is believed to provide a reasonable estimate of the improvement in speech recognition in noise for directional-microphone hearing aids under laboratory conditions.
Articulation Theory-A model that assumes the intelligibility of speech can be described through any communication system using weighted measurements of the speech-frequency regions audible to the listener.
Audibility-The ability to detect the presence of a sound.
Audibility Function (AJ)-A variable that refers to the amount of speech energy that is above the listener's threshold and any competing noise in a given frequency band, based on a 30-dB dynamic range of speech.
Audibility Index (AI)-A generic term referring to the quantative aspect of articulation theory that acounts for the contribution of audible speech cues in given frequency bands to speech intelligibility. It encompasses both the Articulation Index and the Speech Intelligibility Index.
Count-the-Dot Audiogram-A simplified clinical approach to the Audibility Index that depicts frequency-importance functions (I') as a vertical series of dots superimposed on a conventional audiogram within a frequency-intensity area highlighted to indicate the spectral weighting of speech cues.
Desensitization-Reduction in the ability of an ear with severe-to-profound sensorineural hearing impairment to extract audible information that contributes to speech intelligibility. As a means to account for this reduction, correction factors may be applied to the pertinent standards (ANSI S3.5-1969 and ANSI S3.5-1997) .
approach of determining signal-to-noise ratio with the Al's approach of using one-third octave bands. Uses weighting factors determined by French and Steinberg (1947) .
Proficiency Factor (P)-A correction factor that accounts for variables relating to practice and experience of the talker and the listener. It is often used as a generalized variable for individual differences that are not explained by audibility.
Rapid Speech Transmission Index (RASTI)-A manufacturer-based derivation of the STI used to predict speech intelligibility in various rooms and other enclosed environments such as auditoriums, theaters, and concert halls.
Speech Intelligibility Index (SII)-The quantitative aspect of articulation theory that accounts for the contribution of audible speech cues in given frequency bands to speech intelligibility. Refers specifically to the principles and procedures described in the ANSI S3.5-1997 standard. Also known as Audibility Index.
Speech Recognition Sensitivity (SRS)-An intelligibility theory based on a macroscopic model incorporating statistical-decision theory, which predicts speech-intelligibility performance based on the redundant and synergetic interactions among the spectral components of speech.
Speech Transmission Index (STI)-An acoustical index that shares some of the same features as the Al. The STI differs in that it was developed as a model for predicting audibility under temporally distorted conditions (eg, reverberation) often found in the real world. Self-speech masking, in which the internal energy within each speech band is masked, is represented as VX=E'i-24 (Al) where Vi is the spectrum level for self-speech masking in the ith band and E'I represents the equivalent speech-spectrum level for the ith band. Spectrum level is defined, for a specified signal at a particular frequency, as the sound pressure level (SPL) of that part of a signal contained with a band 1 cycle wide and centered at that frequency. The equivalent speech-spectrum level is defined as the measured level of speech determined at the point corresponding to the center of the listener's head, with the listener absent, while producing at the ear drum of the listener the same sound pressure level that exists under actual listening conditions.8
The spread of masking across speech bands is also defined by a set of equations that differ based on the width of the band. When using octave bands, the formula used is Ci = -80 + 0.6 [Bi+lOlog (hi -l)] (A2)
In this formula, Ci characterizes the slope per octave of the spread of masking, hi the upper limiting frequency of a given band, and 1i the lower limiting frequency of the same band. Bi is the larger of the spectrum levels between the equivalent noise spectrum level (N'), calculated similarly to F', but for the noise spectrum and self-speech masking (V).
For calculations based on one-third octave bands, the formula is nearly identical: Ci = -80 + 0.6 [Bi lOlog (Fi - The Speech Transmission Index (STI) can be determined either by direct measurement or through a calculation method.
Only the calculation method is described here. Readers interested in details regarding the direct-measurement procedure are referred to the article.
To calculate the STI, modulation transfer functions (MTFs) are determined for the octave frequencies 125 Hz to 8000 Hz at each of the following modulation frequencies: 0.63, 0.80, 1.00, 1.25, 1.60, 2.00, 2.50, 3.15, 4.00, 5.00, 6.30, 8.00, 10.00, and 12.50 Hz. These MTFs are then converted to signal-to-noise ratios (SNRs), as described in the text and shown in the table. In the example presented, these values are hypothetically derived. Summing the values and dividing by the denominator (ie, the number of MTFs) will result in the average MTF for a given octave. Next, the average MTFs per octave are used to calculate the dynamic range of speech available. This is achieved by adding 15 at each octave's average MTF. The average MTFs for the nominal dynamic range of speech is then divided by 30, or the absolute dynamic range of speech. This yields a proportion, or the Transmission Index per octave. To calculate the predictive transmission of speech within this acoustical environment, the Transmission Index at each octave is multiplied by a weighting factor shown to be optimal for correlating the STI to monosyllabic-word scores. Notice that the weighting factors across frequency equal to 1 and are essentially equal across all octave bands. The last step in the STI calculation method requires the summing of the octave-weighted values. In this case, the STI resulted in a value of 0.85.
