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Abstract—The paper discusses the influence of the time syn-
chronization technique on the synchrophasor estimation accuracy
in modern Phasor Measurement Units (PMU). Specifically, we
make reference to Global Positioning System (GPS), Precision
Time Protocol (PTP) and White Rabbit time disseminations.
The paper presents a PMU integrating the three technologies,
and assess its performance in steady state conditions. The
experimental validation demonstrates that the more deterministic
the time source, the better the performance in terms of phase
estimation accuracy.
Index Terms—Phasor Measurement Unit (PMU), Synchropha-
sor network, Global Positioning System (GPS), Precision Time
Protocol (PTP), White Rabbit, Allan deviation.
I. INTRODUCTION
Synchrophasor technology represents one of the primary
time-dependent applications used in modern power systems,
as Phasor Measurement Units (PMUs) require an accurate
and reliable time dissemination to correctly phase align syn-
chrophasors relative to geographically-distant substations [1],
[2].
Typically, PMUs rely on the time reference made available
by the Global Positioning System (GPS) that represents an
optimal trade-off between performance and installation cost
[3]. To improve timing redundancy and reliability, and given
the potential vulnerability of GPS [4], mission-critical ap-
plications should use multiple timing sources, for instance
deployable over the legacy power system telecommunication
infrastructure [2]. In case the sky is not accessible and the
telecommunication infrastructure is already available, there
exist two possible network-based alternatives to substitute or
support the GPS: the Precision Time Protocol (PTP) [5] and
synchronous-Ethernet based systems like the White Rabbit
(WR) Time Protocol [6]–[9].
The IEEE Std. C37.118.1 requires a maximum uncertainty
in the synchrophasor time stamp of 1 µs [1], good-enough to
correctly serve transmission applications. Distribution PMUs,
requiring and increased level of accuracy, expect a lower level
of uncertainty, in the order of tens of ns [2], [10]. Indeed,
modern PMUs embed synchrophasor estimation algorithms
exhibiting phase accuracies of few µrad, corresponding to
10 ns. In this context, the GPS provides an accuracy in the
order of ±100 ns when coupled with commercial receivers,
whereas the PTP is characterized by an uncertainty of 1 µs.
Therefore, these time references could negatively affect the
phase estimation performance of the relative PMUs. Con-
versely, the WR achieves the sub-nanosecond, assuming only
fiber interconnections and dedicated switches.
The purpose of this paper is to assess the influence of the
adopted time dissemination technique on the phase estimation
accuracy. Specifically, we characterize the phase uncertainty
of a PMU whose timing block integrates the GPS, the PTP
and the WR technology. The phase stability is experimentally
validated on the short, medium and long term, and the results
are presented by means of the Allan deviation [11]. To carry
out this analysis we use three PMUs that are based on the same
hardware and on the same synchrophasor estimation algorithm,
whereas we vary the time reference. Therefore, it is plausible
to say that any discrepancy on the phase estimation accuracy
comes from the adopted time synchronization module.
The paper is structured as follows. Section II describes
the operating principles of the considered time dissemination
techniques for PMU applications. Section III illustrates the
implementation details of the developed PMU. Section IV
assess its performance. Section V concludes the paper with
final remarks.
II. TIME SYNCHRONIZATION TECHNIQUES FOR PMUS
A. Requirements
Time synchronization is a key factor in any PMU-based
situational awareness system [2]. The IEEE Std. C37.118.1 [1]
defines the phase of the synchrophasor as the instantaneous
phase angle related to a cosine function at nominal power
system frequency, and synchronized to Coordinated Universal
Time (UTC). In that sense, any uncertainty in the time
synchronization ∆t linearly translates into a phase uncertainty
∆ϕ, depending on the instantaneous frequency f of the signal:
∆ϕ = 2pif∆t+ εalg + εacq (1)
where εalg and εacq account for two other uncertainty sources,
i.e. the phase error introduced by the adopted synchrophasor
estimation algorithm and the phase noise produced by the
acquisition process (e.g. due to quantization or nonlinear
analog-to-digital conversion), respectively. In this paper, we
assume these two contributions to be statistically independent
and uncorrelated, and we focus mainly on the synchronization
uncertainty, as its impact is expected to significantly exceed
the other two in real-world operating conditions.
In the same IEEE Std, the maximum uncertainty on the
synchrophasor time-stamp is limited to 1 µs [1]. However, it is
well-established that PMUs operating in distribution networks
are expected to meet more stringent accuracy requirements,
at least two orders of magnitude lower than those met by
transmission PMUs (TVE lower than 0.01%) [10], [12]. There-
fore, the uncertainty contribution coming from the timing unit
should be reduced to values in the order of tens of ns [2].
In the following, satellite- and network-based synchroniza-
tion systems, that can be used for PMU applications, are
briefly described. In this context, we make reference to their
functional features, performance as well as applicability to the
synchrophasor technology.
B. The Global Positioning System
In general, PMU applications rely on the GPS-based syn-
chronization that is characterized by an accuracy in the order
of ± 100 ns when coupled with commercial GPS receivers
(e.g., [3]). In such a scenario, a dedicated GPS receiver must
be installed in every PMU location, as well as in the Phasor
Data Concentrator (PDC) in case time-stamping functionalities
are implemented at data collection.
In order to properly lock satellites, though, the GPS receiver
needs a clear view of the sky. The installation in enclosed
spaces, as typical of high-rise urban environments, reduces the
number of tracked satellites and determines signal reflections
and wakening effects, resulting in a degradation of the time
information accuracy [13]. Therefore, the GPS technology is
not always the most suitable solution for PMU installations
in urban areas or in substations without an ease access to the
sky, such as underground substations.
C. The Precision Time Protocol
The Precision Time Protocol (PTP) was introduced by
the IEEE Std. 1588 [5] and provides an accuracy of 1 µs,
measured as the deviation of each node with respect to the
UTC. The core element of the PTP is the exchange of time-
tagged messages in a peer-to-peer link between master and
slave clocks, used to calculate the link delay between the two
clocks. PTP-aware routers composing the network implement
the so-called hardware-assisted time-stamping, a technique to
measure and compensate for the time spent by messages in
queuing at their own ports.
The first limitation of the PTP is represented by the as-
sumption that the one-way delay is exactly half of the two-
way delay, which is true only as long as the cable is very
short. The second limitation is that the final PTP accuracy
is limited by the precision and resolution of the master and
slave clocks to measure the time when sending or receiving
messages, typically equal to 100 ppm. The third limitation is
that these clocks are typically free-running oscillators, without
any guarantee of synchronism between oscillators at different
nodes. This results in uncontrolled time drifts between masters
and slaves. The higher the exchange rate of PTP messages, the
lower the time drift, but also the higher the bandwidth needed
for PTP-related traffic. Therefore, the predicted 1 µs accuracy,
is rarely achieved in real-scale PTP deployments [14].
Fig. 1. White Rabbit network architecture.
D. The White Rabbit Protocol
The WR protocol has been developed and used at CERN
to align the clocks of their particle accelerator complex [6],
[15]. The protocol, enables the synchronization of thousands
of devices connected in a network spanning several kilo-
meters through already existing Ethernet-based networks. If
we assume fiber interconnections, the time synchronization
accuracy, measured as the deviation of each node with respect
to the UTC, achieves the order of sub-nanosecond. Moreover,
the protocol features a reliable and deterministic data delivery.
The WR is based on existing standards, namely Ethernet
(IEEE 802.3) [16], Synchronous Ethernet (SyncE) [17], and
IEEE 1588 (PTPv2) [5], and adopts a technique called Precise
Phase Measurement [18]. The combination of these technolo-
gies, enables us to achieve the sub-nanosecond accuracy.
Figure 1 shows the layout of a typical WR network, that
is composed of WR nodes and WR switches, interconnected
by fiber or copper links. Data-wise, it is a standard Ethernet
switched network, i.e. there is no hierarchy: any node can talk
to any other node in the network. Regarding time synchro-
nization, there is a hierarchy, that goes from the top, i.e., from
the WR master, down to other WR switches and consequently
nodes. The WR switch, key element of any WR network, is
similar to a standard Ethernet switch, but it is also able to
precisely distribute the WR master clock over the network
thanks to a technique called Precise Phase Measurement.
This technology represents an appropriate and effective
alternative or complement to the GPS with particular focus on
the cases when (i) the sky is not accessible (e.g., urban areas),
(ii) the telecommunication infrastructure is already available,
and (iii) the typical length between two PMUs is less than
10km (e.g., sub transmission or power distribution networks).
III. THE DEVELOPED PMU
In order to characterized the influence of the adopted time
synchronization technique on the synchrophasor estimation
accuracy, we develop a PMU that can be synchronized to the
absolute time reference with three different sources, i.e., the
GPS, the PTP and the WR. To carry out the analysis, we use
three separate PMUs. However, in order to guarantee a fair and
rigorous performance comparison, we replicate all building
blocks that have an impact on the phase estimation for the
three devices. Specifically, to avoid any influence introduced
by the sampling process, we use the same hardware platform
(see Section III-A); to limit any discrepancy introduced by the
synchrophasor estimation process, we use the same software
(see Section III-B). We perform the tests, by switching among
the three timing units: it is thus reasonable to say that any
difference among the synchrophasor estimates is related to the
adopted time dissemination technique.
In this regard, the so-called GPS-PMU relies on the GPS
receiver only, the PTP-PMU is based on PTP, whereas the
WR-PMU implements the WR protocol. As regards the syn-
chrophasor estimation process, we consider the Enhanced
Interpolated DFT (e-IpDFT) approach, already implemented in
a PMU device [3] and compliant with all the requirements for
protection class PMUs. Any difference or similarity is further
illustrated in the remainder of this Section, with a focus on all
implementation details that might condition time accuracy.
A. The Hardware Platform
The architecture of the designed PMU is based on the
National Instruments compactRIO (cRIO) system, an embed-
ded industrial controller with a real-time processor, a user-
programmable Field Programmable Gate Array (FPGA) and
reconfigurable IO modules. The FPGA is equipped with a
free-running 40 MHz clock. The three main processes, i.e.,
(i) PMU time synchronization, (ii) signal acquisition and (iii)
synchrophasor estimation, run at the FPGA level. The main
added value of FPGAs is that calculations are executed with a
high determinism governed by the FPGA on-board clock, that
is a fundamental feature for time-critical applications.
The GPS-PMU, described in [3], is based on the cRIO-
9068 controller, embedding a reconfigurable Xilinx Zynq 7020
FPGA with an on-board clock frequency of 40 MHz, 106400
flip-flops, 53200 look-up tables (LUTs), 4480 kbits of block
RAM and 220 DSP slices (each one characterized by a 25 X 18
multiplier, an adder and an accumulator) [19]. The UTC-GPS
signal is acquired by means of the NI 9467 GPS time-stamping
and synchronization module, that is directly coupled with the
on-board FPGA clock, enabling the timestamping of each tick
of the 40 MHz clock with real-world time, accurate to within
± 100 ns. The GPS module is coupled with a Trimble’s Bullet
III GPS receiver, an active GPS antenna with a high-gain
preamplifier and dual passband filters [20].
The PTP-PMU is based on the cRIO-9039 controller, char-
acterized by a reconfigurable Xilinx Kintex-7 FPGA with
an on-board clock frequency of 40 MHz, 407600 flip-flops,
203800 look-up tables (LUTs), 16020 kbits of block RAM and
840 DSP slices. The PTP distribution is achieved thanks to the
NI TimeSync library, that synchronizes the timekeeping clocks
of the cRIO with an accuracy of ± 1 µs. It is worth to point out
that the FPGA clock is locked to the UTC-PTP. The UTC-PTP
reference signal is acquired via a point-to-point connection to
the master clock Network Time Server 100 manufactured by
Tekron [21]. The latter is further coupled with a GPS receiver
to retrieve the absolute time information.
The WR-PMU, described in [22], is based on the same
hardware platform as the GPS-PMU, i.e., cRIO-9068. The
WR-UTC signal is provided by the NI WR cRIO module,
equipped with a Xilinx Spartan-6 FPGA [23]. The module is
operated in slave mode, and is connected point-to-point via
a fiber link to a WR switch by Seven Solutions operated in
grand-master mode [24]. The latter is connected to a Windows
machine providing the Network Time Protocol (NTP) service
used to determine the absolute time at reboot. The workstation
embeds a Meinberg 180 PEX card (further coupled with a
GPS receiver) that disciplines the NTP service and generates
reference PPS and 10 MHz signals, fed to the WR switch
[25]. As discussed in [22], the WR cRIO is characterized
by two hardware limitations: (i) the UTC-WR polling is
limited by the module’s FPGA clock running at 50 kHz,
thus providing a discrete time reference and (ii) the UTC-WR
reading introduces a deterministic delay. In order to overcome
to these limitations the WR-PMU embeds a free running clock
conditioned by a PI controller, that provides improved time
resolution (25 ns, i.e., the FPGA tick) and compensates for
the reading time delay.
The sampling of the voltage and current waveforms is real-
ized by means of two parallel 24-bits deltasigma converters,
module NI 9225 and 9227 respectively, characterized by a
sampling rate Fs of 50 kHz and an input range of 300 VRMS
for the voltage and 5 ARMS for the current.
B. The Synchrophasor Estimation Algorithm
As aforementioned, the developed PMU adopts the e-IpDFT
to estimate the synchrophasor amplitude Aˆ and phase angle
ϕˆ0, the frequency fˆ , and the Rate-of-Change-of-Frequency
(ROCOF) associated to the fundamental component of the
power signal under analysis. This technique, described in
Algorithm 1, is specifically designed to mitigate the effects of
long-range spectral leakage produced by the negative image
of the fundamental component.
Algorithm 1 The e-IpDFT synchrophasor estimation.
1: x[n] := {x(tn) | tn = nTs, n = [0, . . . N − 1] ∈ N}
2: X(k) = DFT(x[n] · w[n])
3: {f̂0, Â0, ϕ̂00} = IpDFT(X(k))
4: for p = 1→ P
5: X̂p−(k) = wf(−f̂p−1, Âp−1,−ϕ̂p−10 )
6: X̂p+(k) = X(k)− X̂p−(k)
7: {f̂p, Âp, ϕ̂p0} = IpDFT(X̂p+(k))
8: end for
First, the PMU acquires a discrete time-series of samples
x[n], where x(t) is the time-variant power system signal
under analysis, N is the number of samples that compose the
considered observation interval and Fs = T−1s is the sampling
rate (line 1). The signal is windowed with the Hanning
function w[n] to reduce the long-range spectral leakage effects,
then the weighted signal DFT X(k) is computed (line 2).
A preliminary estimate of the fundamental parameters is
obtained by processing the highest DFT bins via the IpDFT
technique (line 3) [26], [27]. Specifically, the fractional cor-
rection term δ, indicating the location of the actual signal
frequency with respect to the location of the highest amplitude
bin km, is calculated as follows:
δ = ε · 2 · |X(km + ε)| − |X(km)||X(km + ε)|+ |X(km)| (2)
The latter is used to estimate the fundamental component
parameters based on the following expressions:
fˆ = (km + δ)∆f (3)
Aˆ = |X(km)|
∣∣∣∣ piδsin(piδ)
∣∣∣∣ ∣∣δ2 − 1∣∣ (4)
ϕˆ0 = ∠X(km)− piδ (5)
These values enable us to reconstruct the component’s
negative image X̂−(k), whose analytic expression is known
for the Hanning window function (line 5). The negative image
is subtracted from the original DFT bins, that now should
account only for the fundamental component’s positive image
X̂+(k) (line 6). Finally, the IpDFT is applied to such spec-
trum, resulting in an enhanced estimation of the fundamental
tone parameters {fˆ , Aˆ, ϕˆ0} (line 7).
It is worth observing that the compensation of the spectral
interference produced by the negative image of the fundamen-
tal component, can be repeated a predefined number of times
P . In the PMU described in [3], the procedure was repeated
only once. More recent findings have demonstrated that setting
P equal to 2 enables us to significantly improve the e-IpDFT
estimation accuracy [28]. Therefore, in the developed PMU,
this compensation routine is performed twice.
In this way, we aim at minimizing the uncertainty con-
tribution due to the synchrophasor estimation algorithm. In
this regard, Fig. 2 compares the phase estimation errors
obtained with P equal to 1 and 2, for a simulated waveform
in steady-state test condition. For this analysis, we set the
fundamental amplitude and initial phase equal to 1 pu and
0 rad, respectively, whereas we vary the fundamental fre-
quency between 47.5 and 52.5 Hz, i.e. within the PMU pass-
bandwidth. In order to reproduce a plausible measurement
noise, the waveform is corrupted by an additive uncorrelated
white Gaussian noise, whose variance is scaled to reproduce
an overall signal-to-noise ratio (SNR) of 85 dB, coherently
with the noise level measured on the experimentally acquired
test waveforms in Sec. IV. In this context, it is interesting
to observe that the second iteration provides a significant
performance enhancement in case of non-nominal frequency
values, with a phase error not exceeding 5 µrad.
As a result, looking at the uncertainty balance in Eq.
(1), we are now able to quantify both εalg and εacq . The
synchrophasor estimation uncertainty εalg is rather constant in
the considered spectral bandwidth and keeps 5 µrad, whereas
the measurement noise exceeds the quantization noise of any
modern acquisition front end and thus makes negligible its
uncertainty contribution εacq .
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Fig. 2. Phase estimation error as provided by e-IpDFT as function of the
fundamental frequency, when the iteration number P of the compensation
routine is set equal to 1 (blue) and 2 (red), respectively. The additive white
Gaussian noise produces a signal-to-noise ratio of 85 dB.
The measurements are reported by the PMU with reporting
rate Fr of 50 frames per second (fps) and are time-tagged with
the so-called time-stamp. The e-IpDFT adopts an observation
interval T of 60 ms and a 50 kHz sampling frequency Fs =
1/Ts (leading to 3000-point windows).
C. The Free-Running Sampling Process
Regardless of the adopted time dissemination technique,
the sampling process of the waveforms is free-running and
is described in [3]: at the FPGA level, we derive form
the UTC-PPS signal a sub PPS square waveform (hereafter
called subPPS), locked to the UTC-PPS and characterized
by a frequency corresponding to the PMU reporting rate Fr.
The signal acquisition, the synchrophasor estimation, and the
synchrophasor time-stamping are triggered by the rising edge
of such subPPS.
Then, a time refinement is performed a posteriori, taking
into account two delays. First, the sampling frequency might
drift from its nominal value, due to oscillator degradation
or environment conditions (such as the room temperature).
Second, the subPPS and the sampling process might not be
exactly locked to each other. The developed PMU measures
those delays and compensates for them by updating frequency
and phase estimations (see [3] for further details).
IV. PERFORMANCE ASSESSMENT
The phase accuracy of the described time dissemination
technologies has been experimentally validated with respect to
the steady-state test conditions of the IEEE Std. C37.118.1 [1].
For this analysis, we employed a dedicated PMU calibra-
tor [29], that generates user-defined voltage test waveforms,
simultaneously reacquires them, and extracts the reference
values of fundamental amplitude, frequency and initial phase
through a nonlinear least-square optimization routine. This
operating procedure, thoroughly described in [30], has been
proven to provide a unique and robust solution within the
whole range of static tests required by [1], with a worst-case
TVE in the order of 4×10−4%.
In this context, Fig. 3 presents the measurement setup
specifically designed for the PMUs’ performance assessment.
The PMU calibrator consists of a NI PXI 1042Q (National
Fig. 3. Measurement setup for the assessment of the PMUs’ phase estimation
accuracy. The PMU calibrator generates the user-defined test waveforms, that
are amplified up to 300 V by the CMS 356 OMICRON amplifier, and then
supplied to the three considered PMUs, relying on GPS, PTP and WR time
dissemination, respectively.
Instruments, Austin, TX), supplied with three operating mod-
ules: the NI PXI-8110 embedded controller, the NI PXI-6682
synchronization board, and the NI PXI-6289 data acquisition
(DAQ) board. The internal trigger is provided by the FS725
rubidium oscillator (Stanford Research Systems, Sunnyvale,
CA), disciplined by the GPS 169-PCI Radio Clock (Meinberg,
Bad Pyrmont). This peculiar synchronization scheme enables
us to exploit the advantages of both the time-sources: the
rubidium oscillator provides a reduced short-term variability
on the 10 MHz time-base signal, whereas the GPS clock
guarantees the alignment with respect to UTC and minimizes
the long-term variability, as experimentally validated in [29].
As aforementioned, the DAQ board allows for generating
and simultaneously re-acquiring the voltage waveforms pro-
vided to the PMUs under test. To this end, the generation stage
employs three 16-bits digital-to-analog converters (DACs) with
an output range of ±10 V and a sampling frequency of
500 kHz, whereas the acquisition stage digitizes the same
waveforms by means of a multiplexed 18-bits analog-to-
digital converter (ADC) with an input range of ±10 V and
a sampling frequency of 100 kHz. In order to minimize
any uncertainty due to the internal time-source and the data
acquisition process, also the phase displacement introduced by
the multiplexer has been rigorously characterized and suitably
compensated.
In this paper, we consider a steady-state test waveform,
consisting of a single fundamental tone whose amplitude and
initial phase are set equal to 10 V and 0 rad, respectively,
whereas the frequency ranges between 47.5 and 52.5 Hz, i.e.
within the expected pass-bandwidth of a PMU with a nominal
frequency of 50 Hz and a reporting rate of 50 fps.
Before being supplied to the PMUs under test, the voltage
waveforms are amplified by the CMS-356 OMICRON ampli-
fier with a fixed gain of 30. The combined effect of DAQ
board and voltage amplifier introduces a limited measurement
noise, with an overall signal-to-noise ratio (SNR) equal to 85
dB, i.e. corresponding to a equivalent resolution of 13 bits.
Based on the IEEE Std C37.118.1 requirements, the PMU
estimation uncertainty should be evaluated in terms of Total
Vector Error, Frequency Error, and ROCOF Error. Neverthe-
less, it is worth noticing that the synchrophasor phase angle is
the quantity more directly affected by a poor synchronization
performance. For this reason, the present analysis focuses
specifically on the phase estimation error, that accounts for
two main uncertainty contributions, i.e. the synchrophasor
estimation algorithm and the time dissemination technology.
In this regard, it should be noticed that, since the three PMUs
implement the same e-IpDFT algorithm, the first contribution
can be reasonably considered as coincident. As a consequence,
the different performance should be related primarily to the
adopted time dissemination technology.
For each PMU configuration, we evaluate the phase esti-
mation accuracy over a test duration of 24 hours, as function
of the fundamental frequency. In this context, the performance
comparison relies on two quantitative indexes. On one side, we
evaluate the cumulative distribution functions (CDFs) associ-
ated to the obtained phase errors. Since the sampling process
might not be locked to the actual fundamental frequency and
thus introduce a phase drift in the PMU estimates, we first
normalize the phase errors by their mean value over the entire
test duration, then we perform a histogram analysis, and finally
we extract the CDF. In this way, we are able to compensate any
linear drift and estimate a statistical distribution that accounts
only for the actual phase variability.
On the other side, we compute the Allan deviation that
quantifies the estimation uncertainty specifically related to the
stability of the adopted time dissemination technology [11].
To this end, we consider the M-sample variance, defined as
follows:
σ2(τ) =
1
M − 1
M−1∑
m=0
δ2ϕ(m, τ)−
1
M
(
M−1∑
m=0
δϕ(m, τ)
)2
δϕ(m, τ) =
ϕ(mTr + τ)− ϕ(mTr)
τ
(6)
where ϕ(mTr) is the phase estimate associated to mTr time
instant, expressed as function of the reporting period Tr, M
is the sample number for the variance computation, and τ is
the time deviation between two consecutive phase estimates.
In this context, the Allan deviation is simply its square root.
In order to evaluate the phase estimation accuracy over
different time intervals, we vary τ between 101 to 104 s. In
this way, we are able to compare both the short- and long-term
stability of the considered time dissemination technologies.
In the following paragraphs, we consider two different
scenarios. The first one represents a plausible normal operating
condition and thus accounts for the expected performance
of the three PMU configurations, whereas the second one
determines the worst-case condition, in order to assess the
maximum phase uncertainty that can be introduced by GPS,
PTP and WR synchronization schemes.
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Fig. 4. Phase error cumulative distribution functions as provided by GPS
(blue), PTP (red) and WR (green) PMUs over a test duration of 24 hours.
The test waveform consists of a single fundamental tone whose amplitude,
frequency and phase are set equal to 300 V, 50 Hz, and 0 rad, respectively.
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Fig. 5. Phase error cumulative distribution functions as provided by GPS
(blue), PTP (red) and WR (green) PMUs over a test duration of 24 hours.
The test waveform consists of a single fundamental tone whose amplitude,
frequency and phase are set equal to 300 V, 47.5 Hz, and 0 rad, respectively.
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Fig. 6. Phase error cumulative distribution functions as provided by GPS
(blue), PTP (red) and WR (green) PMUs over a test duration of 24 hours.
The test waveform consists of a single fundamental tone whose amplitude,
frequency and phase are set equal to 300 V, 52.5 Hz, and 0 rad, respectively.
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Fig. 7. Phase error Allan deviation as function of the time interval τ , for GPS
(blue), PTP (red) and WR (green) PMUs over a test duration of 24 hours.
The test waveform consists of a single fundamental tone whose amplitude,
frequency and phase are set equal to 300 V, 50 Hz, and 0 rad, respectively.
101 102 103 104
 [s]
10-10
10-9
10-8
10-7
10-6
10-5
Al
la
n 
de
via
tio
n 
()
 [ra
d]
GPS
PTP
WR
Fig. 8. Phase error Allan deviation as function of the time interval τ , for GPS
(blue), PTP (red) and WR (green) PMUs over a test duration of 24 hours.
The test waveform consists of a single fundamental tone whose amplitude,
frequency and phase are set equal to 300 V, 47.5 Hz, and 0 rad, respectively.
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Fig. 9. Phase error Allan deviation as function of the time interval τ , for GPS
(blue), PTP (red) and WR (green) PMUs over a test duration of 24 hours.
The test waveform consists of a single fundamental tone whose amplitude,
frequency and phase are set equal to 300 V, 52.5 Hz, and 0 rad, respectively.
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Fig. 10. Worst-case scenario: phase error cumulative distribution function over
a 24-hour test, for GPS (blue), PTP (red) and WR (green) PMUs. The test
waveform consists of a single fundamental tone whose amplitude, frequency
and phase are set equal to 300 V, 50 Hz, and 0 rad, respectively.
A. Normal Operating Conditions
In the first test, we compare the phase estimation accuracy
obtained in normal operating conditions as function of the
fundamental frequency. In this context, Fig. 4, 5 and 6 present
the phase error CDFs for 50, 47.5 and 52.5 Hz, respectively.
Independently from the fundamental frequency values, the
WR enables us to keep the normalized phase error within ±15
µrad, whereas PTP and GPS might exceed 30 µrad. It is also
worth observing that the GPS tends to outperform the PTP
and this performance discrepancy becomes more evident, as
we consider non-nominal test conditions, when the sampling
rate is not locked to the fundamental frequency.
In the same test conditions, we evaluate the Allan deviation
as function of the time interval τ (see Fig. 7, 8 and 9).
Coherently with the previous results, we notice how the WR is
characterized by the lowest variability, whereas PTP and GPS
provide comparable performance. For instance, at 50 Hz the
WR Allan deviation decreases from 0.5 µrad up to 0.7 nrad,
if we enlarge the time interval from 101 up to 104 s. This
performance enhancement provided by the WR time dissem-
ination becomes more significant as τ increases, particularly
when asynchronous sampling conditions are considered.
B. Worst-Case Operating Conditions
Given a fundamental frequency of 50 Hz1, we carried
out a series of repeated experiments in order to verify the
stability over time of the considered accuracy indexes. Within
this dataset, we extract the worst-case performance associated
to each time dissemination and compare them in order to
experimentally determine the accuracy limit provided by GPS,
PTP and WR-PMUs.
As shown in Fig. 10, the CDFs might vary significantly as
function of the adopted synchronization sources. Once more,
1The choice of limiting the analysis to a synchronous sampling condition
enables us to limit the other uncertainty sources and focus primarily on the
stability time synchronization source.
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Fig. 11. Worst-case scenario: phase error Allan deviation over a 24-hour test,
for GPS (blue), PTP (red) and WR (green) PMUs. The test waveform consists
of a single fundamental tone whose amplitude, frequency and phase are set
equal to 300 V, 50 Hz, and 0 rad, respectively.
the WR provides the best performance, with a phase error
limited within ±16 µrad, i.e. comparable with the results in
normal operating conditions. Conversely, both PTP and GPS
exhibit a significant performance degradation with phase errors
exceeding 50 µrad. In particular, the worst-case is represented
by the PTP-PMU, whose CDF is characterized by a wider
range of values and is not centered around 0 rad.
Similar considerations hold also for the Allan deviations
presented in Fig. 11. Independently from the considered time
interval τ , the WR confirms to be characterized by a lower
phase variability (equal to 1 nrad at 104 s), whereas PTP and
GPS provide nearly coincident performance.
In Table I, we report the main features of the phase error
statistical distributions obtained in both normal and worst-case
operating conditions. For each time dissemination technique
and fundamental frequency value, we compute the minimum
and maximum phase error, as well as its standard deviation.
In all the considered configurations, the WR outperforms PTP
and GPS, with a worst-case standard deviation of 8.1 µrad. In
this regard, it is worth noticing how the WR synchronization
produces a phase variability that is comparable with the
synchrophasor accuracy limit (i.e. 5 µrad). In other words, the
WR-PMU is capable of minimizing the time dissemination
uncertainty contribution and thus optimizing the performance
of the actual synchrophasor estimation algorithm.
V. CONCLUSION
In this paper, we discuss the uncertainty contribution of the
time dissemination technology on the synchrophasor estima-
tion in PMU applications. To this end, we carry out a per-
formance comparison campaign, where we consider the same
hardware platform (NI-cRIO) and synchrophasor estimation
algorithm (e-IpDFT), whereas we vary three different time
synchronization sources, i.e. GPS, PTP and WR. By means
of experimental tests, we evaluate each configuration accuracy
and stability in terms of phase estimation error.
TABLE I
PHASE ERROR [µRAD]- STATISTICAL DISTRIBUTION FEATURES
Normal Worst-Case
47.5 Hz 50 Hz 52.5 Hz 50 Hz
GPS
min -85.5 -90.8 -97.5 -84.7
max 68.8 85.9 109.2 92.0
std 11.3 7.4 13.3 18.1
PTP
min -59.1 -40.4 -64.1 -80.1
max 49.0 32.6 57.8 55.7
std 12.3 8.2 15.7 25.9
WR
min -22.2 -25.0 -36.3 -27.9
max 24.6 26.7 31.6 43.6
std 5.9 5.8 7.1 8.1
For a more rigorous performance characterization, we quan-
tify the cumulative distribution functions as well as the Allan
deviations associated to the phase errors provided by each
PMU configuration. On one side, we characterize the cumula-
tive distribution function in terms of error minimum, maximum
and standard deviation. On the other side, the Allan deviation
enables us to evaluate the estimation stability over different
time intervals, ranging from 101 up to 104 s.
The proposed analysis confirms that the time dissemination
technique significantly affects the synchrophasor estimation
accuracy. In particular, the WR protocol proves to guarantee a
noticeable performance enhancement, independently from the
considered fundamental frequency and time interval. In the
worst-case, the WR synchronization produces a phase vari-
ability of 8.1 µrad that is comparable with the synchrophasor
accuracy limit (i.e. 5 µrad). In other words, the WR-PMU
is capable of minimizing the time dissemination uncertainty
contribution and thus optimizing the performance of the actual
synchrophasor estimation algorithm.
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