In Diffusion Weighted Magnetic Resonance Image (DW-MRI) processing, a 2nd order tensor has been commonly used to approximate the diffusivity function at each lattice point of the DW-MRI data. From this tensor approximation, one can compute useful scalar quantities (e.g. anisotropy, mean diffusivity) which have been clinically used for monitoring encephalopathy, sclerosis, ischemia and other brain disorders. It is now well known that this 2nd-order tensor approximation fails to capture complex local tissue structures, e.g. crossing fibers, and as a result, the scalar quantities derived from these tensors are grossly inaccurate at such locations. In this paper we employ a 4th order symmetric positive-definite (SPD) tensor approximation to represent the diffusivity function and present a novel technique to estimate these tensors from the DW-MRI data guaranteeing the SPD property. Several articles have been reported in literature on higher order tensor approximations of the diffusivity function but none of them guarantee the positivity of the estimates, which is a fundamental constraint since negative values of the diffusivity are not meaningful. In this paper we represent the 4th-order tensors as ternary quartics and then apply Hilbert's theorem on ternary quartics along with the Iwasawa parametrization to guarantee an SPD 4th-order tensor approximation from the DW-MRI data. The performance of this model is depicted on synthetic data as well as real DW-MRIs from a set of excised control and injured rat spinal cords, showing accurate estimation of scalar quantities such as generalized anisotropy and trace as well as fiber orientations.
Introduction
Advances in medical imaging during the last decade have made it possible to collect massive amounts of data, which can be used to analyze the underlying connectivity of the tissues being scanned. More specifically, acquisition of magnetic resonance image (MRI) data that measures the apparent diffusivity of water in tissue in vivo has been extensively used for computing the diffusivity at each image lattice point.
A 2nd order tensor has commonly been used to approximate the diffusivity function from a given set of, usually seven or more, acquired DW-MR images (Basser et al., 1994) . The approximated diffusivity function is given by
where g =[g 1 g 2 g 3 ] T is the magnetic field gradient direction and D is the estimated 2nd-order tensor. This approximation yields a diffusion tensor (DT-MRI) data set D i , which is a 3D matrix-valued image, where subscript i denotes location on a 3D lattice.
The literature is abounding with techniques for estimating the diffusion tensor from DW-MRI data. Earlier techniques were restricted to the use of linearized Stejskal-Tanner equation (Basser et al., 1994; Basser and Pierpaoli, 1996) , until the non-linear Stejskal-Tanner equation with the positive-definite constraint on the 2nd-order tensor D to be estimated along with regularization of the tensor field was introduced by Wang et al. in (2003 Wang et al. in ( , 2004 .
Geometric methods to enforce positive definiteness were introduced by Chefd 'Hotel et al. in (2004) . However a linearized StejskalTanner equation was used in their work to first estimate the tensor field from DW-MRI.
Mathematically, diffusion tensors are 3 × 3 symmetric positivedefinite matrices t\ belong to a Riemannian symmetric space, where a Riemannian metric assigns an inner product to each point of this space. Using this metric, one can perform various tasks, e.g. interpolation, geodesic computation, principal geodesic analysis etc. (Fletcher and Joshi, 2004; Pennec et al., 2005; Lenglet et al., 2006; Barmpoutis et al., 2007c) .
Several useful scalar quantities can be computed from the 2nd-order tensorial approximation of the diffusivity function, such as the mean diffusivity (computed as the trace of matrix D i ) and various anisotropic measures of the tensor D i (fractional anisotropy (Basser and Pierpaoli, 1996) , relative anisotropy (Basser and Pierpaoli, 1996) etc). The significance of these measures is that they provide an easy tool, since they are scalar quantities, for monitoring changes in the anisotropic properties of white matter fiber bundles caused either naturally by neurological disorders or artificially post-surgery or in response to a treatment. Fractional anisotropy has been successfully used clinically, and a reduction of its value has been reported in patients with trauma (Ptak et al., 2003) , multiple sclerosis (Cercignania et al., 2001; Hasan et al., 2005) , hypoxic-ischemic encephalopathy (Ward et al., 2006) , multiple system atrophy (Ito et al., 2007) , meningitis (Nath et al., 2007) and other pathologies. Similarly, reduction of the mean diffusivity, another scalar quantity, has been also reported in the case of ischemic tissue (van Gelderen et al., 1994) . However, the above scalar measures are computed using the 2nd-order tensorial approximation of the diffusivity, which although works well for simple tissue structures, fails to approximate more complex tissue geometry with multi-lobed diffusivity profiles. For instance, the value of fractional anisotropy drops significantly in areas of fiber crossings, although these locations are anisotropic.
In order to overcome the above limitation, higher order tensors were introduced in (Ozarslan and Mareci, 2003) to represent more complex diffusivity profiles which better approximate the local diffusivity function. Generalized scalar quantities such as the variance of diffusivity and the generalized anisotropy were derived as functions of the higher order tensor coefficients (Evren Ozarslan and Vemuri, 2005) . However, in all of these works the higher-order tensors are estimated without imposing the positivity of the diffusivity function approximation, which is significantly important since negative diffusivity values are non physical.
The use of a 4th-order covariance tensor was proposed by Basser and Pajevic in (2003) . This covariance tensor is employed in defining a Normal distribution of 2nd order diffusion tensors. This distribution function has been employed in (Basser and Pajevic, 2007) for higherorder multivariate statistical analysis of DT-MRI datasets using spectral decomposition of the 4th-order covariance matrix into eigenvalues and eigentensors (2nd order). However, 2nd order tensors are used to approximate the diffusivity of each lattice point of an MR data set, failing to capture complex local tissue geometries, such as fiber crossings. Moakher and Norris (2006) presented a way to minimize the distance between a given higher-order tensor and the closest elasticity tensor of higher symmetry, using different metrics. This work was recently extended by Moakher (in press) wherein he developed an interesting framework to describe the geometry of 4th-order tensors. A 4th-order symmetric positive definite tensor in three dimensions is represented by a 2nd-order symmetric positive definite tensor in six dimensions and therefore, one can use the Riemannian metric of the space of 6 × 6 SPD matrices for the SPD 4th-order tensor computations. However, this framework fails to parameterize the full space of SPD 4th-order tensors. For example the groups of SPD tensors T(g) = ag 1 4 + bg 2 4 + cg 3 4 and T(g) =(ag 1 2 + bg 2
, where a, b, and c are positive valued coefficients, cannot be written in the form of 6 × 6 SPD matrices. Furthermore, the Riemannian metric of symmetric positive-definite 2nd-order tensors in six dimensions assigns infinite distance between 6 × 6 SPD and 6 × 6 semi-definite matrices. The SPD tensors in the aforementioned examples correspond to 6 × 6 semi-definite matrices and therefore, the Riemannian metric assigns infinite distance between them although their corresponding coefficients can be arbitrarily close. This leads to arbitrarily large errors in tensor processing and one should therefore strive to seek a more appropriate framework to characterize the full space of symmetric positive definite 4th-order tensors.
The first reported method in literature to impose the positivity constraint on 4th-order diffusion tensors was presented by Barmpoutis et al. (2007a) and in their work, they parameterize the full space of positive definite 4th-order tensors. They represent the 4th-order tensor as a homogeneous polynomial of degree 4 in 3 variables, the so called ternary quartic. They then invoke Hilbert's theorem on ternary quartics (Hilbert, 1888) according to which, any non-negative 4th-order tensor can be expressed as a sum of squares of three quadratic (2nd-order) forms, which can be further expressed as an equivalent semi-definite 2nd-order tensor using a CC T parametrization, where C is a 6 × 3 coefficient matrix. Although by using this parametrization the whole space of SPD 4th-order tensors is covered, the elements on the boundary of this space are also included i.e. the positive semi-definite 4th-order tensors. Furthermore, the space of parameters is not unique since the coefficients C and their antipodal symmetric −C parameterize the same tensor. This non-uniqueness issue leads to problems when regularizing the field of coefficients C thus motivating us to seek a new way for parameterizing and estimating regularized 4th-order tensors fields.
In this paper we propose a novel parametrization of the 4th-order tensors for imposing the positivity of the estimated diffusivity. In this parametrization we express the 6 × 6 matrix G = CC T using its Iwasawa coordinates (Terras, 1985) . By combining the Iwasawa formulation with the Hilbert's theorem on ternary quartics (Hilbert, 1888) , we are interested in estimating Iwasawa decomposable 6 × 6 symmetric positive semi-definite matrices of at most rank-3. We derive formulas for uniquely computing the tensor coefficients as functions of the parameters of our model. The unknown parameters are estimated from a given DW-MRI data set by minimizing an energy function in which we add a regularization term for estimating smooth 4th-order tensor fields.
The key contribution of this work is the use of a parametrization which can decompose any 6 × 6 symmetric positive semi-definite matrix of at most rank-3. This parametrization has two main advantages: a) it minimizes the solution space by overcoming the non-uniqueness problems of the model in (Barmpoutis et al., 2007a) and b) allows the simultaneous estimation and regularization of the 4th-order tensor field. The motivation for using an estimated positive higher-order tensor model is that one can derive the generalized higher-order extensions of the commonly used 2nd-order scalar measures for monitoring various brain diseases. In our Experimental results we show that such scalar measures can be more accurately estimated by using the proposed framework compared to other methods. We show that our model is robust to noise in estimating fiber orientations as well as scalar measures derived from the 4th-order tensor coefficients such as the generalized trace (Evren Ozarslan and Vemuri, 2005) . This demonstrates that the proposed framework is a directly applicable tool that extends efficiently the clinically used measures by overcoming the limitations of the current models in literature.
The rest of the paper is organized as follows: In section 2, we present a novel parametrization of the 4th-order tensors that is used to enforce the positivity of the estimated tensors using the Iwasawa decomposition of the Gram matrix. In section 2.1, we present a functional minimization method to estimate 4th-order tensors from diffusion-weighted MR images. Furthermore, in section 2.2 we propose a distance measure for the space of 4th-order tensors, and employ it for estimating a smoothly varying tensor field as well as estimating the generalized variance of the tensors. Section 3 contains the experimental results and comparisons with other methods using simulated diffusion MRI data and real MR database of excised rat spinal cords. In section 4 we conclude.
Diffusion tensors of 4th order
The diffusivity function has been commonly modeled in literature by Eq. (1) using a 2nd-order tensor. Studies have shown that this approximation fails to model complex local structures of the diffusivity in real tissues (Özarslan et al., 2006 ) and higher-order tensors or other methods for multi-fiber approximation must instead be employed (Tuch, 2003; Ozarslan and Mareci, 2003; Descoteaux et al., 2007; Tuch, 2004; Tournier et al., 2007 Tournier et al., , 2008 Jian, 2007; . In the case of 4th-order tensors, the diffusivity function can be expressed using the standard notation of quartic forms (Powers and Reznick, 2000) as
where
T is the magnetic field gradient direction. It should be noted that in the case of 4th-order symmetric tensors there are 15 unique coefficients D i,j,k , while in the case of 2nd-order tensors we only have 6. In DW-MRI the diffusivity of the water is a positive quantity. This property is essential since negative diffusion coefficients are nonphysical. However, in the parametrization of Eq. (2) there is no guarantee that the estimated coefficients D i,j,k form a positive tensor. Therefore, there is a need for the development of a new parametrization of the 4th-order tensor, which guarantees the positivity of the estimated tensor.
Letting g 1 , g 2 and g 3 in Eq. (2) be the variables, the equivalence between symmetric tensors and homogeneous polynomials is straightforward to establish. Moreover, if a symmetric tensor is positive, then its corresponding polynomial must be positive for all real-valued variables. Hence, here we are concerned with the positive definiteness of homogenous polynomials of degree 4 in 3 variables, or the so called ternary quartics. Hilbert in 1888 proved the following theorem on ternary quartics (see Rudin, 2000; Powers et al., 2004 for a modern exposition) that we will employ in this work: Theorem 1. There exists an identity d = p 1 2 + p 2 2 +p 3 3 in which d is a real ternary form d = d(g 1 ,g 2 ,g 3 ) of degree four which is positive semi-definite and the p i are quadratic forms with real coefficients. By using this theorem, Eq. (2) can be expressed as a sum of 3 squares of quadratic forms as
where, v is a properly chosen vector of monomials, (e.g.
] is a 6 × N matrix by stacking the 6 coefficient vectors c i and G = CC T is the so called Gram matrix.
The Gram matrix G in Eq. 3 is positive semi-definite and has at most rank 3. Here we should emphasize that G being semi-definite does not imply that the 4th-order tensor d is also semi-definite, since the vector space of the former is 6-dimensional (i.e. vectors v) while the corresponding vector space of the latter is 3-dimensional (i.e. vectors g). In fact, using the parametrization of Eq. 3 the whole space of the strictly positive definite ternary quartics as well as those which are semi-definite is spanned.
Given a Gram matrix, the CC T parametrization in Eq. 3 is not unique, i.e. there exist different matrices C which parameterize the same Gram matrix. For example C parameterizes the same Gram matrix as its antipodal pair −C. Furthermore, there are infinitely many orthogonal matrices that yield the same G when appropriately applied in the aforementioned parametrization. This is due to the orthogonality property (OO T = I) of the rotation matrices O, where I is the identity matrix. Thus, in the case that C is of size 6 × 3, for any 3 × 3 orthogonal matrix O we have (CO)(CO)
This produces an infinite solution space, which theoretically cannot be handled by the optimization techniques. We should also note that in Eq. 3 there are in total 18 parameters in C, which are 3 more coefficients than the number of unique tensor coefficients in Eq. 2. The non uniqueness issues of the Gram matrix were also discussed by Powers et al. in (2000) , investigating how many fundamentally different Gram matrices parametrize the same ternary quartic.
In order to overcome the above issues, we use the Iwasawa decomposition which represents the components of a positive definite or semi-definite matrix in the Iwasawa coordinates (Iwasawa, 1949; . Every n × n positive definite matrix G can be uniquely expressed using its Iwasawa components as follows.
where W and V are SPD matrices of size k × k and m × m respectively,
AB. In the case of n × n positive semi-definite matrices of at most rank-k, the Iwasawa coordinates are also given by Eq. 4 by setting rank(W) + rank(V) ≤ k. By computing the matrix multiplications in Eq. 4 we derive the following parametrization of positive semidefinite matrices
where W and V are 3 × 3 positive definite or positive semi-definite matrices and their ranks sum up to k. Furthermore, by using the Cholesky decomposition of W = AA T , where A is a lower triangular matrix with non-negative diagonal elements, we can establish equivalence between the parametrization in Eq. 5 and that in Eq. 3 by defining B to be the matrix that satisfies the equation
By using the above we derive the following parametrization for the Gram matrix
If W is positive definite, then the Cholesky factor A is unique,
A is also unique, V = 0 and therefore, the parametrization in Eq. 6 is unique. Note that in Eq. 6 there are in total 15 parameters, 6 in A and 9 in B, which is equal to the number of unique tensor coefficients in Eq. 2.
According to Theorem 1, Eq. 6 spans the whole space of positive semi-definite ternary quartics but can be used to define a parametrization for the case of strictly positive definite 4th-order ternary quartics as follows: 2 , where c is any real number in the interval 0bcVmin gaS 2 d g ð Þ. Since c N 0 this ternary quartic is also positive definite. Let us now define
is a positive semi-definite ternary quartic and therefore can be expressed as a sum of three squares of quadratic forms (by Theorem 1). Thus, every positive definite ternary quartic d(g) can be written
2 where c is an arbitrarily small positive real number, which proves the lemma. The corresponding diffusivity function can be expressed using the Iwasawa coordinates as follows:
where C is a 3 × 3 matrix whose elements equal to the same arbitrarily small positive real number c, v is a properly chosen vector of monomials, (e.g. [g 1 2 g 2 2 g 3 2 g 1 g 2 g 1 g 3 g 2 g 3 ] T ), W, V and X are defined as in Eq. 5, and A and B are defined as in Eq. 6. Here we should note that in practice due to finite precision computations c can be set to the smallest possible value of a finite precision machine and therefore, is considered as a known variable. In the double-precision floating-point IEEE 754-1985 standard the smallest positive value is approximately c = 10
− 308 .
Furthermore, we should emphasize that the semi-definite property of G does not necessarily imply semi-definiteness of d(g) since the former is semi-definite in ℜ 6 while the latter may be semi-definite in ℜ 3 . In particular, using the proposed parametrization (Eq. 7), we compute semi-definite matrices G that correspond to strictly positivedefinite d(g).
Given a Gram matrix, which in our case is parameterized using the matrices A and B in Eq. 7, we can uniquely compute the tensor coefficients D i,j,k by using the formulas in Table 1 . In these formulas the tensor coefficients are expressed as functions of the components of A, B and the fixed parameter c.
Therefore, we can employ the parametrization in Eq. 7 for the estimation of the coefficients D i,j,k of the diffusion tensor from MR images using the following two steps: 1) first estimate the A and B matrices from the given images by using a functional minimization method (minimization of Eq. 8 using the Lavenberg-Marquardt nonlinear least-squares method), and then 2) compute the unique coefficients D i,j,k of the 4th-order tensor by using formulas in Table 1 .
In the following section we will employ this method to enforce the positive definite property of the estimated fourth order diffusion tensors from the diffusion weighted MR images.
Estimation from DWI
The coefficients D i,j,k of a 4th order diffusion tensor can be estimated from diffusion-weighted MR images by minimizing the following cost function:
where G is the Iwasawa parameterized Gram matrix given by Eq. 7, M is the number of the diffusion weighted images associated with gradient vectors g i and b-values b i ; S i is the corresponding acquired signal and S 0 is the zero gradient signal. Using the magnetic field gradient directions g i we construct the 6-dimensional vectors
. In Eq. (8), the 4th order diffusion tensor is parameterized using the 3 × 3 matrices A and B which form together the Gram matrix G. Having estimated the matrices A and B that minimize Eq. (8), the coefficients D i,j,k can be computed directly using the formulas in Table 1 . S 0 can either be assumed to be known or estimated simultaneously with the coefficients D i,j,k by minimizing Eq. (8).
In the implementation of the proposed method, in order to enforce the diagonal elements a 1,1 , a 2,2 and a 3,3 of matrix A to be non negative, we should use a mapping of ℜ to the space of non-negative real numbers. In order for this mapping to be unique (one to one), the target space must be open, hence we seek a mapping to the positive part of ℜ. This does not limit the solution space in our implementation, since it has been shown that in finite precision arithmetic, open spaces are equivalent to closed spaces (Wang et al., 2004) . In our experiments we used the exponential mapping a 1,1 = exp(a′ 1,1 ), a 2,2 = exp(a′ 2,2 ) and a 3,3 = exp(a′ 3,3 ) and therefore, in the minimization we solve for a′ 1,1 , a′ 2,2 and a′ 3,3 instead of a 1,1 , a 2,2 and a 3,3 . The total number of unknown parameters in G in Eq. 8 are 15 and they are the following: a′ 1,1 , a′ 2,2 , a′ 3,3 , a 2,1 , a 3,1 , a 3,2 and the 9 elements of matrix B.
Starting with an initial guess for S 0 , A and B we can use any gradient based optimization method in order to minimize Eq. (8). We should note here that the exponent in Eq. (8) is in the form of a polynomial and therefore its gradient with respect to the unknown coefficients is easily derived analytically.
Given A and B at each iteration of the optimization algorithm we can update S 0 by again minimizing Eq. (8). The derivative of this equation with respect to the unknown S 0 is
By setting Eq. (9) equal to zero, we derive the following update formula for S 0
In our experiments we used the well known Lavenberg-Marquardt (LM) nonlinear least-squares method, which has advantages over other optimization methods, in terms of stability and computational burden. The average execution time of our implementation on an AMD Athlon 2GHz was N × M × 0.000545 s where N is the number of voxels per image and M is the number of the acquired DW-MR images used in the estimation of the 4th-order tensor field.
Distance measure
In the previous section we discussed how to estimate the positivedefinite 4th-order tensors from DW-MRI data by minimizing Eq. 8. The 4th-order tensors are by definition (Eq. 2) smoothly varying functions (within a voxel). In order to impose smoothness across the image lattice we can add to the energy function the following regularization term
where N j is the set of lattice points in the neighborhood of j. In the regularization term defined in Eq. (11) we need to employ an appropriate distance measure between the tensors D i and D i . Here we use the notation D to denote the set of 15 unique coefficients D i,j,k of a 4th-order tensor. We can define a distance measure between the 4th-order diffusion tensors D 1 and D 2 by computing the normalized L 2 distance between Fig. 1 . Comparison of the fiber orientation errors for different amounts of noise in the data, obtained by using: a) our parametrization to enforce positivity and b) without enforcing positivity of the estimated tensors.
the corresponding diffusivity functions d 1 (g) and d 2 (g) leading to the equation, where, the integral of Eq. (12) is over all unit vectors g, i.e., the unit sphere S 2 and the coefficients Δ i,j,k are computed by subtracting the coefficients D i,j,k of the tensor D 1 from the corresponding coefficients of the tensor D 2 . As shown above, the integral of Eq. (12) can be computed analytically and the result can be expressed as a sum of squares of the terms Δ i,j,k . In this simple form, this distance measure between 4th-order tensors can be implemented very efficiently. Note that this distance measure is invariant to rotations in 3-dimensional space because it is the L2 norm, which is well known for its invariance with respect to rigid motions. Furthermore, by using the formulas from Table 1 we can write the above distance as a function of the elements of the estimated matrices A and B. We should note that the obtained regularization term is in the form of polynomial and therefore its gradient with respect to the unknowns A and B of Eq. 8 can be also computed analytically.
Another property of the above distance measure is that the average element 
Experimental results
In this section we present experimental results on our method applied to simulated DW-MRI data as well as real DW-MRI data from excised rat's spinal cords. Fiber orientation errors for different SNR in the data using our method for the estimation of positive 4th-order tensors and two other existing methods: 1) DOT and 2) ODF. Fig. 3 . Illustration of the advantage of the proposed parametrization, against the non unique parametrization in (Barmpoutis et al., 2007a) . In this example we regularized a noisy synthetic tensor field by minimizing ∫kjjCxkjdx, where C x are the parameters of each parametrization, and x is the lattice index. 
Synthetic data experiments
In order to motivate the need for the positive-definite constraint in the 4th-order estimation process, we performed the following experiment using a synthetic data set. The synthetic data was generated by simulating the MR signal from a highly anisotropic single fiber (fractional anisotropy N 0.9) using the realistic diffusion MR simulation model in (Söderman and Jönsson, 1995) (b-value = 1250 s/ mm 2 , 21 gradient directions). Then, we added different amounts of Riccian noise to the simulated data set and estimated the 4th-order tensors from the noisy data by: a) minimizing
without using the proposed parametrization to enforce the SPD constraint, by employing the method in (Özarslan et al., 2004) and b) our method, which guarantees the SPD property of the tensors. (S i is the MR signal of the ith image and S 0 is the zero-gradient signal). It is known that the estimated 4th-order tensors are able to represent rather complicated diffusivity profiles with multiple fiber orientations which better approximate the diffusivity of the local tissue compared to the commonly used 2nd-order tensors (Ozarslan and Mareci, 2003) . Studies on estimating fiber orientations from the diffusivity profile have shown that the peaks of the diffusivity profile do not necessarily yield the orientations of the distinct fiber bundles (Özarslan et al., 2006) . One should instead employ the displacement probability functions for computing the fiber orientations. The displacement probability P(R) is given by the Fourier integral P R ð Þ = ∫E q ð Þexp −2πiqdR ð Þ dq where q is the reciprocal space vector, E (q) is the signal value associated with vector q divided by the zero gradient signal and R is the displacement vector. In our experiments, we estimated the displacement probability profiles from the 4th-order tensors using the method in (Barmpoutis et al., 2008) .
Then, we computed the displacement probability functions from the 4th-order tensors estimated earlier using the two different methods, and after that we computed the fiber orientations from the maxima of these probability functions. The error angles (mean and standard deviation) between ground truth and estimated orientations from the two methods for different amount of noise in the data are plotted in Fig. 1 . Here, we should emphasize that the intensity of the simulated signal was significantly smaller when the diffusion gradient orientation formed a small angle with the fiber orientation than that corresponding to gradient orientations perpendicular to the fiber. These smaller intensity values are most likely to become negative when we corrupt the signal with noise, and as a result any method that does not impose the SPD property is affected drastically. As expected, our method yields smaller errors in comparison with the method that does not enforce the SPD property of the tensors. When we increased the amount of noise in the data, the errors observed by the latter method are significantly increased, while our method depicts less sensitivity. This demonstrates the need for enforcing the SPD property of the estimated tensors and validates the accuracy of our proposed method.
As was expected, similar results were observed by comparing the generalized trace (Evren Ozarslan and Vemuri, 2005) of the 4th-order diffusion tensors estimated in the previous experiment. In the case of estimating the 4th-order tensors without imposing the SPD property, 44% of the estimated tensors yielded negative generalized trace values, while the values computed using the proposed method were all positive. In both cases we computed the standard deviation of the estimated generalized trace for different amounts of noise in the data (excluding from our calculations the negative values computed by the non SPD method). Fig. 2 shows the standard deviation of the generalized trace computed using both the methods. By observing the figure we conclude that the proposed method produces significantly more accurate results even in the higher noise cases.
Furthermore, we compared the proposed parametrization of the SPD 4th-order tensors with the one presented in (Barmpoutis et al., 2007a) . For the comparison, we synthesized a uniform tensor field (shown in Fig. 3 left) and then we corrupted the central voxels using randomly generated 4th-order tensors. The noisy field was regularized by minimizing ∫kjjC x kjdx, where C x are the parameters of each parametrization at location x(kjjC x kj was assumed to be zero at the boundary). As it was expected the non unique parametrization in (Barmpoutis et al., 2007a) failed to produce a smooth result compared to the proposed parametrization.
Finally, in order to compare our proposed method with other existing techniques that do not employ 4th-order tensors, we performed another Fig. 7 . Visualization of the 4th-order tensor field estimated by applying the proposed method to a real DW-MRI dataset from an excised rat's spinal cord. Fig. 8 . The acquired S 0 image of a control (left) and three injured rat spinal cords. experiment using synthetic data. The data were generated for different amounts of noise by following the same method as previously using the simulated MR signal of a 2-fiber crossing. We estimated SPD 4th-order tensors from the corrupted simulated MR signal using our method and then computed the fiber orientations from the corresponding probability functions. For comparison we also estimated the fiber orientations using the DOT method described in (Özarslan et al., 2006) and the ODF method presented in (Tuch, 2004) (Fig. 4) . For all three methods we computed the estimated fiber orientation errors for different amounts of noise in the data (shown in Fig. 3) . The results conclusively demonstrate the accuracy of our method, showing small fiber orientation errors (g5°) for typical amount of noise with std. dev.g0:5−0:8. Furthermore, by observing the plot, we also conclude that the accuracy of our proposed method is very close to that of the DOT method and is significantly better than the ODF method. For larger amounts of noise our method yielded smaller errors than all the other methods.
Real data experiments
In the following experiments, we used MR data from excised rat's spinal cord. The protocol that we used in this experiment included acquisition of 22 images using a pulsed gradient spin echo pulse sequence with repetition time (TR) = 1.5 s, echo time (TE) = 27.2 ms, bandwidth = 30 kHz, field-of-view (FOV) = 4.3 × 4.3 mm. After the first image set was collected without diffusion weighting (b-0 s/mm 2 ), 21 diffusion-weighted image sets with gradient strength (G) = 664 mT/m, gradient duration (δ) = 1.5 ms, gradient separation (Δ) = 17.5 ms and diffusion time (T δ ) = 17 ms were collected. The image without diffusion weighting had 8 signal averages, and each diffusion-weighted image had 2 averages.
First, we estimated an SPD 4th-order tensor field by applying the proposed method to the real DW-MRI data. Fig. 5 shows the estimated elements of matrices A and B, which parameterize the Gram matrix discussed in section 2. In the first row the estimated S 0 and generalized anisotropy (Evren Ozarslan and Vemuri, 2005) are also shown. The red color in the images denotes negative values. By observing the images we can see that each coefficient shows different details of the underlying tissue.
Furthermore, we computed the 4th-order tensor field first without imposing the positive-definite constraint. In order to compare the obtained results with that estimated by the proposed algorithm, in Fig. 6 we plot the corresponding tensors from a region of interest in the white matter. In this region of interest we expected single-lobed diffusivities with peaks predominantly in the axial direction which is represented by the blue color. The X,Y,Z components of the dominant orientation of each probability profile are assigned to R,G,B (red, green, blue) components of the color of each tensor. By observing this figure, we can say that the tensor field is incoherent if we do not enforce the SPD constraint (Fig. 6 left) and the expected single-lobed nature of this white matter region is lost. On the other hand the tensors obtained by our method (Fig. 6 right) are more coherent. Note that this is a result of enforcing the SPD constraint, since in this experiment we did not use any regularization. Similarly to the simulated data examples (Sec. 3.1), the ROI in Fig. 6 corresponds to highly anisotropic fibers in the white matter of the spinal cord, which are most likely to yield negative diffusivities when the SPD property is not imposed. This demonstrates the superior performance of our algorithm and motivates the use of the proposed SPD constraint. Fig. 7 depicts a visualization of the tensor field estimated by the proposed technique. In the center plate multi-lobed diffusivity profiles and other complex structures can be observed. In the right image of the same figure, a zoomed in region of interest shows smooth transitions from single-lobed diffusivities to multi-lobed structures in the estimated 4th-order tensor field.
Comparison of control and injured spinal cord datasets
In this section we present the results obtained by performing a set of experiments using a set of 1 control and 3 injured rat spinal cords. The S 0 images of the data sets are shown in Fig. 8 .
First we estimated the 4th-order diffusion tensors by applying the proposed technique to the DW-MR images. Then, we registered the estimated tensor fields using the 4th-order tensor-field registration method presented in (Barmpoutis et al., 2007b) . Fig. 9 shows two corresponding slices of the control and an injured cord data set. In this figure, the orientation of the peaks in the estimated 4th-order tensors are shown as tubes. By comparing the corresponding S 0 images (shown on the top of Fig. 9 ) one cannot easily observe changes in the underlying fiber structures due to the injury. However, by comparing the corresponding fiber orientations we can observe significant changes in the white matter region between the horns (marked with a red circle). Fig. 10 (left) depicts a 3D visualization of the region of interest (ROI) in the white matter region between the horns (shown in pink). In order to perform various quantitative comparisons in the ROI, we computed the average normalized diffusivity as the minimizer of the Helinger's distance between the 4th-order tensors in the ROI. In this region, we expected to find anisotropic diffusivities with fiber orientations predominant in the axial direction. By observing the orientations in Fig. 9 , one can see that the estimated diffusivities from the injured dataset are less coherent than those in the control spinal cord. In order to compare these orientation plots we computed the angle between the peaks of the average diffusivity in the ROI and the results are shown in Fig. 10(center) . In this plot, there is a clear reduction of the fiber orientation angle in all injured spinal cord cases due to the changes in the underlying structures caused by the injury. The intra-voxel variances were also estimated in the ROI and the histograms of the obtained values are shown on the right plot of the same figure. This plot also shows a reduction of the variance after the injury which corresponds to a drop of the anisotropy caused by the injury.
In all the above experiments we derived either a scalar or an orientational quantity in order to compare the spinal cord data sets. However, one can use all the information included in the 15 realvalued parameters of our model, which fully characterize the corresponding 4th-order tensors. In the ROI, we treated the 15 coefficients as elements of ℜ 15 and we constructed a 15 × 15 covariance matrix for each data set. These matrices are symmetric and positive-definite and therefore, we can employ the Riemannian metric of P 15 (Pennec et al., 2005) in order to compute distances between the datasets and various statistics (e.g. Principal Geodesic analysis (Fletcher and Joshi, 2004) ). Fig. 11 shows the table of Riemannian distances between the datasets. This table was then used in the Aglomerative clustering technique (Duda et al., 2001; GilGarcia et al., 2006) to construct the hierarchical tree shown on the right of the same figure. In this plot, the distance between the branches shows the affinities between the given datasets. In this case the three injured datasets were clustered together whose Riemannian distance from the control data set is significantly larger than the distance between the injured data sets.
Conclusions
In this article a novel parametrization of symmetric positive semidefinite tensors has been presented using the Iwasawa decomposition and Hilbert's theorem on ternary quartics. The advantage of Iwasawa components is that they can parametrize the Gram matrix, reducing the infinite solution space caused by the Hilbert's sum of squares parametrization. This is the first method in literature that parametrizes the full space of the positive definite 4th-order tensors. We apply this method to estimate the diffusivity function as a field of 4th-order tensors, given a DW-MRI dataset. In the experiments presented, we used synthetic and real DW-MR images from rat spinal cords. The Experimental results demonstrate the robust to noise of our method and its superiority compared with other existing techniques.
