The aim of this article is to present an application of the topological asymptotic expansion to the medical image segmentation problem. We first recall the classical variational of the image restoration problem, and its resolution by topological asymptotic analysis in which the identification of the diffusion coefficient can be seen as an inverse conductivity problem. The conductivity is set either to a small positive coefficient (on the edge set), or to its inverse (elsewhere). In this paper is introduced a technique based on a power series expansion of the solution to the image restoration problem with respect to this small coefficient. By considering the limit when this coefficient goes to zero, we obtain a segmented image, but some numerical issues do not allow a too small coefficient. The idea is to use the series expansion to approximate the asymptotic solution with several solutions corresponding to positive (larger than a threshold) conductivity coefficients via a quadrature formula. We illustrate this approach with some numerical results on medical images.
Introduction
In most medical image applications, we can identify mainly two image processing problems, the image restoration and denoising, and the segmentation problem. The presence of noise in the images is for example due to the acquisition process and material, and it is often crucial to denoise the image, see e.g. elastography, in which one needs to compute with a high quality the gradient of the image. The segmentation problem can be seen as a post-processing technique, automatically providing a partition of the image into several parts, and thus increasing the quality of the medical interpretation.
The goal of topological optimization and most image processing problems is to create a partition of a given domain (or set) Ω:
• In topological optimization, we look for the optimal design ω ⊂ Ω and its complementary;
• In image processing problems like edge detection, classification, and segmentation, the goal is to split the image in several parts.
For this reason, topological shape optimization and image processing problems have common mathematical methods like level set approaches, material properties optimization, variational methods,. . . In this paper, we will only consider the topological gradient approach that has been introduced for topological optimization purpose [37, 28, 20, 3, 4, 23, 22] . More precisely, let Ω be an open bounded domain of R 2 and j(Ω) = J(u Ω ) be a cost function to be minimized, where u Ω is the solution to a given Partial Differential Equations (PDE) problem defined in Ω. For a small ρ ≥ 0, let Ω ρ = Ω\ω ρ be the perturbed domain by the insertion of a small hole ω ρ = x 0 + ρω, where x 0 ∈ Ω and ω is a fixed bounded domain containing the origin. The topological sensitivity theory provides an asymptotic expansion of j when ρ tends to zero. It takes the general form j(Ω ρ ) − j(Ω) = f (ρ)G(x 0 ) + •(f (ρ)),
where f (ρ) is an explicit positive function going to zero with ρ and G(x 0 ) is called the topological gradient at point x 0 . Then to minimize the criterion j, we have to insert small holes at points where g is negative. Using this gradient type information, it is possible to build fast algorithms. In most applications, a satisfying approximation of the optimal solution is reached at the first iteration of the optimization process. A topological sensitivity framework allowing to obtain such an expansion for general cost functions has been proposed in [20, 28, 22, 23] .
The inverse conductivity problem, also known as the Calderon problem [15] , consists in identifying the coefficients of a partial differential equation from the knowledge of the Dirichlet to Neumann operator. This problem has been widely studied in literature [18, 19, 26, 27] . In the particular case of cracks identification, the problem seems to be more convenient to solve thanks to the singularities of the solution. Only two measurements are needed to recover several simple cracks [1, 9, 3] . From the numerical point of view, several methods [5, 10, 11, 13, 14, 18, 31, 35] have been proposed, but the topological gradient approach seems to be the most efficient method for crack localization [3] .
This crack localization technique has already been adapted to several image processing problems, such as restoration or classification. The idea in all these applications is to consider an image as a piecewise smooth function and its edges can be seen as a set of singularities or cracks. We recall that a classical way to restore an image u from its noisy version v defined in a domain Ω ⊂ R 2 is to solve the following PDE problem
where c is a small positive constant, ∂ n denotes the normal derivative and n is the outward unit normal to ∂Ω. This method is well known to give poor results: it blurs important structures like edges. In order to improve this method, nonlinear isotropic and anisotropic methods were introduced, we can cite here the work of Perona and Malik [32] , Catté et al. [16] and more recently Weickert [40, 39] and Aubert [6] . In topological gradient approach, c takes only two values: c 0 in the smooth part of the image and a small value ε on edges or cracks [24, 7, 8] .
The segmentation problem [41, 33, 29, 17] consists in splitting an image into its constituent parts. In the particular case of medical images, the goal is to automatically identify several parts in the image that have different properties (e.g. bones, cancer tissues, . . . ). Many approaches have been studied. We can cite here some variational approaches such as the use of the Mumford-Shah functional [30] , or active contours and snakes [12, 36, 33, 42, 38] . The idea of this paper is to consider the same PDE as in restoration problems, but with c = ε or 1 ε , where ε > 0 and ε → 0. We first propose to study the asymptotic expansion of the solution u ε of the corresponding PDE with respect to ε. If we assume that u 0 := lim ε→0 u ε exists, then u 0 can be seen as a segmentation of the original image v.
This article is organized as follows. In section 2, we recall the topological asymptotic expansion theory, applied to the image restoration problem. In section 3, we consider the segmentation problem, based on the same PDE but with different coefficients. We then point out the numerical issues when ε → 0 and we present an efficient way to compute the segmented image. Then we present various numerical results at the end of section 3. We end the paper with some concluding remarks in section 4.
2 Image restoration by topological asymptotic analysis
Introduction to topological asymptotic analysis
Let Ω be an open bounded domain of R 2 (note that it can be extended easily to R n ). We consider a partial differential equation problem defined in Ω, and we denote by u Ω its solution (we will further see under which assumptions it can be considered). We finally consider a cost function J(Ω, u Ω ) to be minimized, where u Ω is the solution to the PDE in Ω. The idea of topological asymptotic analysis is to measure the impact of a perturbation of the domain Ω on the cost function. For a small ρ ≥ 0, let Ω ρ = Ω\σ ρ be the perturbed domain by the insertion of a crack σ ρ = x 0 + ρσ(n), where x 0 ∈ Ω, σ(n) is a straight crack, and n a unit vector normal to the crack. The topological gradient theory can also be applied in the case of arbitrary shaped holes [2, 20, 22, 23] , but we will only consider the case of crack perturbations in our applications. The small parameter ρ will represent the size of the inserted crack. Finally, we denote by V a Hilbert space on Ω, usually H 1 (Ω) in our applications.
We now consider the variational formulation of the PDE problem on Ω
and the corresponding variational formulation of the PDE problem on the perturbed domain
One should notice that for ρ = 0, the perturbed PDE problem becomes the original PDE problem. We assume in the following that a ρ is a bilinear continuous and coercive form defined on V ρ , a Hilbert space on Ω ρ , and that l ρ is a linear continuous form on V ρ .
We can rewrite the cost function J as a function of ρ by considering the following map
In order to apply the topological asymptotic theory, a ρ , l ρ and J have to satisfy the hypotheses of the following theorem [34, 3] .
Theorem 1
If there exist a linear form L ρ defined on V ρ , a function f : R + → R + , and four real numbers δJ 1 , δJ 2 , δa and δl so that where the adjoint state p ρ is solution of the adjoint equation
and u ρ is solution of the direct equation
Then the cost function has the following asymptotic expansion
where g(x) is the topological gradient, given by
Then, from an asymptotic point of view, as f (ρ) ≥ 0, the idea is to create cracks in the domain Ω where the topological gradient g is the most negative, because
and the cost function corresponding to the perturbed problem will be smaller than the original one.
The main advantage of this method is that it only requires the resolution of the direct (4) and adjoint (6) problems.
Application to image restoration
In this section, we use the topological gradient as a tool for detecting edges for image restoration.
Variational formulation and topological gradient
Let Ω be an open bounded domain of R 2 . For v a given function in L 2 (Ω), the initial problem is defined on the safe domain and reads as follows: find u ∈ H 1 (Ω) such that
where n denotes the outward unit normal to ∂Ω and c is a constant function. For a given x 0 ∈ Ω and a small ρ ≥ 0, let us now consider Ω ρ = Ω\σ ρ the perturbed domain by the insertion of a crack σ ρ = x 0 + ρσ(n), where x 0 ∈ Ω, σ(n) is a straight crack, and n a unit vector normal to the crack. Then, the new solution
Problem (12) can be rewritten as
where a ρ is the following bilinear form, defined on H 1 (Ω ρ ) by
and l ρ is the linear form defined on L 2 (Ω ρ ) by
Edge detection is equivalent to look for a subdomain of Ω where the energy is small. So our goal is to minimize the energy norm outside edges
To study the asymptotic behaviour when ρ tends to zero of the criterion j(ρ) = J ρ (u ρ ), and in order to apply the topological asymptotic theory, we suppose that there exist a function f : IR + → IR + going to zero with ρ, a linear form L ρ , and four real numbers δJ 1 , δJ 2 , δa and δl such that the following assumptions are satisfied:
where p ρ is the solution to the adjoint problem
The solution p ρ is only used for the theoretical analysis, but numerically we just consider the function p 0 the adjoint state, which is independent of the location of the crack.
For our restoration problem, the previous hypotheses are satisfied, and the asymptotic expansion of j(ρ) is given by
In our case, the cost function j has the following asymptotic expansion [25] 
with
and where p 0 is the solution to the adjoint problem
The topological gradient could be written as
where M (x) is the 2 × 2 symmetric matrix defined by
For a given x, G(x, n) takes its minimal value when n is the eigenvector associated to the lowest eigenvalue λ min of M . This value will be considered as the topological gradient associated to the optimal orientation of the crack σ ρ (n).
Algorithm
Our algorithm consists in inserting small heterogeneities in regions where the topological gradient is smaller than a given threshold α < 0. These regions are the edges of the image. The algorithm is as follows Restoration algorithm:
• Initialization : c = c 0 .
• Calculation of u 0 and p 0 : solutions of the direct (11) and adjoint (21) problems.
• Computation of the 2×2 matrix M and its lowest eigenvalue λ min at each point of the domain.
• Set
• Calculation of u 1 solution to problem (12) using c 1 .
From the numerical point of view, it is more convenient to simulate the cracks by a small value of c. The solution u 1 is the restored image. As in the previous section (inpainting problems), our algorithm requires only 3 resolutions of a partial differential equations in the domain Ω: the direct and adjoint original problems, and then the direct perturbed problem. And the complexity of this algorithm is still O(n. log(n)), where n is the number of pixels of the image, because we can use, as in the previous section, a DCT (discrete cosine transform) for the resolution of the first two problems, and then the DCT solver is used as a preconditioner to the PCG (preconditioned conjugate gradient) algorithm. See [7, 8] for more details.
The restoration algorithm for color images is almost the same. For simplicity reasons, one can simply decompose the color image v in its channels: v = (v 1 , v 2 , v 3 ) where v i represents the intensity of the channel i. For instance, if we decompose the color image in the RGB (red, green, blue) space, v 1 will represent the intensity of red. Then, it is easy to solve equations (12) and (21) separately. But one can also solve directly this equation with vectorial images u and p. The topological gradient is still given by equalities (22) and (23), where all the involved functions are vectorial (it is simply the sum of these expressions for the three channels). One can finally solve separately the three perturbed direct problems, and recompose the restored image u 1 , or solve directly the perturbed problem in a vectoriel approach.
Numerical results
The goal of the following numerical results is to prove that the topological gradient method is able to denoise an image and preserve features such as edges. Figure 1 shows the restoration algorithm applied to a 256×256 medical image, in grey level. The noisy image is obtained with an additive Gaussian noise, with a signal to noise ratio (SNR) equal to 10.5. This noise can simulate, in a first approximation, the acquisition errors. The identified edges correspond to the pixels where the most negative eigenvalue of the matrix M is smaller than a given threshold. Finally, the last image corresponds to the restored image. The SNR of the restored image is 17.3, and the edges are very well preserved, even if the original level of noise was quite high. Figure 2 shows the same restoration process, but with a different grey scale (only for displaying, not for the restoration process) in order to have a better view of the image.
In order to see more clearly the noise reduction in this process, figure 3 shows the difference between the original and noisy images (i.e. the additive noise we added to the original image), and the error distribution after the restoration process (i.e. the difference between the original and restored images). One can see that the error is strongly reduced. One can also notice that part of the restoration error is still located on the contours, even if they are very well preserved by the process.
Application to medical image segmentation
This section is concerned with image segmentation, which aim is to find a partition of an image into its constituent parts. Several variational approaches have been studied for general images, for example the Mumford-Shah functional [30] and the active contours [12, 36] . The idea is to apply our topological gradient based algorithm for the detection of edges in the image. We have already seen that the segmentation consists in splitting the image into several parts with a nearly constant criterion (e.g. the grey level from a general imaging point of view, or the tissue conductivity from a more specific medical point of view). This can largely improve the image interpretation.
From restoration to segmentation
We still consider the restoration equation, and we denote by u ε ∈ H 1 (Ω) the solution to the following problem
where v ∈ L 2 (Ω) is the original image, and c(ε) is defined by
We will further denote by ω ⊂ Ω the edge set, and assume it is thickened (i.e. of codimension 0 in Ω). Problem (25) can be rewritten as follows
where u ε ∈ H 1 (Ω), i.e. with the implicit boundary condition that c(ε)∂ n u ε has the same value on both sides of ∂ω. We have the following result, when ε → 0:
Theorem 2 If we denote by u ε the unique solution of problem (P ε ) in H 1 (Ω), then
is solution to the following problem
In order to prove this result, we first need the following lemma:
Proof: We consider the variational formulation of problem (P ε ), using u ε as a test function:
, which gives the L 2 bound of u ε . Then, we have
and then equation (31) follows.
We can now give a proof of theorem 2: Proof: The corresponding variational formulation of problem (P ε ) is
We first choose φ = φ 1 as test functions, where φ 1 ∈ H 1 0 (Ω\ω). The variational formulation becomes
By multplying all the equation by ε, we obtain
We consider the same kind of test functions in the variational formulation of problem (P 0 ) and we obtain:
The substraction between these two previous equations gives
By using lemma 1 when ε → 0, as u ε has a bounded L 2 norm, independently of ε, then the right hand side goes to 0 with ε, and we obtain
From a similar way, by using φ = φ 2 as test functions, where φ 2 ∈ H 1 0 (ω), the previous variational formulation becomes
The corresponding variational formulation of problem (P 0 ) is
and the substraction between these two previous equations gives
By using lemma 1 when
, then the right hand side goes to 0 with ε, and we obtain lim
Approximation on the edge set
We will now assume that the edge set ω is of codimension 1 in Ω. From the point of view of applications, this is completely natural to assume that the edges are flat in the image. In order to have coherent notations, we will further denote by σ the edge set. We can rewrite our approximated segmentation problem (P ε ) as follows
where u ε ∈ H 1 (Ω\σ). If v ∈ L 2 (Ω), then problem (P ε ) has a unique solution in H 1 (Ω\σ). As a corollary of the previous results, we have the following one:
Theorem 3 If we denote by u ε the unique solution of problem
and lim
where u 0 ∈ H 1 (Ω\σ) is the unique solution to the following problem
Proof: This result follows from the previous theorem. The only different point is the second equation in problem (P 0 ). As u 0 is solution of the Poisson problem with a homogeneous Neumann boundary condition, we need an additional equation to close the system. This condition can be easily deduced from the variational formulation of problem (P ε ), using φ = χ Ω i as a test function, where Ω i is a connex component of Ω\σ.
For numerical reasons, it can be very difficult to solve directly problem (P 0 ), and even problem (P ε ) for too small values of ε > 0. The conditioning of the system to be solved goes to infinity when ε → 0. For example, the conditioning of the two-dimensional discrete Laplacian is 1 + cos
where n is the number of discretization points (i.e. the number of pixels in the image). This conditioning goes to infinity with n, and for example, if n = 10 6 , it is larger than 10 11 .
But the main issue comes from the fact that the second equation in problem (P 0 ) cannot usually be directly implemented in a numerical scheme. Moreover, Ω\ω might have only one connex component if the edge set is not precisely computed or if some edge points are missing, as it can be seen in figure 1 , and a direct resolution with this mean condition would give a constant function over all Ω\σ.
Series expansion
In order to overcome this issue, we will expand the solution u ε of problem (P ε ) into a power series of ε [21] . From the knowledge of this power series expansion and the computation of several solutions u ε for not too small coefficients ε > 0, it will be possible to approximate the asymptotic solution u 0 . We have the following result.
Theorem 4 There exist a constant ε c > 0 and a family of functions (u n ) n∈N of H 1 (Ω\σ) such that, for all 0 ≤ ε < ε c ,
Moreover, these functions (u n ) are the unique solutions in H 1 (Ω\σ) of the following problems:
and for n ≥ 2,
Proof: It is straightforward to see that problem (P n ) has a unique solution u n ∈ H 1 (Ω\σ), for all n ≥ 0. The variational formulation of problem (P n ) gives, using u n as a test function and for n ≥ 2,
By using Poincaré inequality on Ω\σ, if we denote by C 1 > 0 the corresponding constant, as the mean of u n over each connex component of Ω\σ is equal to zero, we have
and then
We also have
This implies that the following power series on Ω\σ. Thus, this implies the convergence of this series if ε > 0 and ε < ε R . It is straightforward to extend the convergence to ε = 0.
We have now to prove that the sum of this series is u ε . By summing the various problems (P n ) with appropriate coefficients (equal to ε n ), and by dividing the equation in Ω\σ in (37) by ε, we obtain the following problem
as the various series are convergent. This problem can be rewritten as follows
One can then see that the function of H 1 (Ω\σ) equal to
u n ε n is solution to problem (P ε ), and thus is equal to u ε by uniqueness of the solution.
Quadrature formula and approximation of u 0
We remind that it is possible to numerically compute u ε for not too small values of ε > 0, and the goal is to compute u 0 . We can define a function of ε ∈ R + as follows
From the previous theorem, we know that f has a power series expansion at the origin
which is valid for 0 ≤ ε < ε R . We denote by ε c > 0 the smallest value of ε for which it is easy to numerically compute f (ε). From a numerical point of view, it is clear that ε c ≪ 1 and then we can assume that ε c ≪ ε R . We can then use in the following any f (ε) for 0 < ε c ≤ ε < ε R . It is also possible to assume, without any restriction, that ε R is strictly smaller than the convergence radius.
We will now construct an approximationũ 0 of u 0 . We first choose N points (ε i ) i=1...N in [ε c , ε R ], and compute the corresponding values (f (ε i )) i=1...N . We can compute an interpolation polynomial g N of degree N − 1 defined by
We define ε m = max i=1...N ε i . The interpolation error is then given by
where ε ∈ [0, ε m ].
In the particular case where ε i = iε c , if we assume that N is smaller than
for a particular ε ∈ [0, N ε c ]. As all derivatives of f have the same convergence radius, then f (N ) H 1 (Ω\σ) has a finite maximum value on [0, N ε c ], which we denote by M . If we definẽ
If we choose N = 1, the approximation is simplyũ 0 = f (ε c ), and the approximation error is O(ε c ). For N = 2, the approximation error is O(ε c 2 ).
Segmentation algorithm
We can then define a segmentation algorithm:
• Solve the direct and adjoint equations of the restoration problem with c = c 0 ∼ 1 everywhere:
where the cost function J is defined by
• Compute the 2 × 2 matrix M defined by
and its lowest eigenvalue λ min at each point of the domain Ω.
• Set σ = {x ∈ Ω; λ min < α < 0} (52) where α is a small negative threshold.
• Set ε c > 0 to the minimal value of ε for which it is easy to compute numerically the solution u ε of problem (P ε ) defined by equation (32) .
• Choose N ∈ N * in order to have an approximation error in O(ε c N ).
• Compute the solutions (u iεc ) i=1...N in H 1 (Ω\σ) of problems (P iεc ) defined by
for i = 1 . . . N .
• Compute the interpolation polynomial g N of degree N − 1 for ε = 0
•ũ 0 is an approximation of the segmented image u 0 satisfying
This algorithm has a complexity in O(N.n. log(n)) where n is the number of pixels in the image, and N is the degree of the interpolation approximation (see section 2 and [7, 8] for more details). In numerical experiments, N will be of the order of 1, typically 2 ≤ N ≤ 5.
Numerical results
We first present the numerical solutions of problem (P ε ) defined by equation (32) , for several values of ε, from 10 −1 to 10 −3 . It was not possible to compute the solution for ε = 10 −4 , as the preconditioned conjugate gradient algorithm was unable to converge in a reasonable number of iterations. These results are presented in figure 4 . One can see that the image converges towards a piecewise constant function as ε decreases, but some edges are also degraded as ε goes to zero. This is mainly due to the fact that the resolution of problem (P ε ) needs a quite large number of conjugate gradient iterations for a small value of ε, and the computed solution is not satisfying. Figure 5 shows the same results, but with a different grey scale (only for displaying, not for solving the equation) in order to have a better view of the different images. Figure 6 shows the solution of problem (P ε ) defined by equation (32) , for ε = 10 −1 , and the corresponding interpolated solution (see equation (54)) for ε c = 10 −1 and N = 5. On the bottom of the same figure are presented the solution of the same problem for ε = 10 −2 and the interpolated solution corresponding to ε c = 10 −2 and N = 5. Visually, the images are quite similar. In order to have a better view of the quality of the images, and particularly the discrepancy to a piecewise constant function outside the edges, we have computed the gradient (outside the edges) of these images. Figure 7 shows the L 2 norm of the gradient of the interpolated solution on Ω\σ versus the computational cost for several values of N (on each curve, from N = 1 (left) to N = 10 (right) every 1) and ε c (5 curves corresponding to ε c = 10 −1 , 3.10 −2 , and 10 −2 . One can see that once ε c is chosen, it is possible to get a much more precise approximation of u 0 while multiplying by less than 2 or 3 the computational cost by using our segmentation algorithm (see previous section). The approximation error can be nearly divided by 2 by using the solutions corresponding to several multiples of ε c . The most interesting point is that it is possible to compute faster a better solution using a larger value of ε c and some of its multiples with our algorithm than computing directly the solution of problemP ε for a smaller value of ε directly. Moreover, we have seen that it may be impossible to compute directly this solution for a too small value of ε. We can also see that the solution is degraded when using a large N (larger than 6 or 7). This is mainly due to the fact that the interpolation scheme is centered, and for N = 10 for example, the solution corresponding to ε = 5ε c has a much larger coefficient than the solution corresponding to ε = ε c , and N ε c may be larger than the convergence radius of the power series. Finally, the optimal value for N is between 3 and 6 in the sense that the smaller gradient corresponds to nearly N = 6, but the larger gradient decreasing to time consumming ratio corresponds to smaller values of N , nearly N = 3.
Conclusion
We recalled in the first part of this paper a restoration process for medical images based on the topological asymptotic analysis. We presented then an extension to the image segmentation problem by considering the restoration process, with different values of the conductivity coefficient. It is indeed possible to explicitely rewrite the solution of an approximate segmentation problem for asymptotically small values of the conductivity coefficient as a power series expansion with respect to this coefficient. The computation of several approximations (corresponding to quite large conductivity coefficients) of the segmented image allows us to obtain a very good approximation of the segmented image, which is much more precise than a directly computed solution corresponding to a very small conductivity. The numerical computation of the solution for very small conductivities is faster and more precise with our segmentation approach than using a direct resolution approach.
A future work is to study the natural extension of this work to 3-dimensional images, or movies, as a 3D segmentation directly provides a full spatial information whereas a 2D segmentation of each slice of the 3D image requires some post-processing.
