Many words have evolved in meaning as a result of cultural and social change. Understanding such changes is crucial for modelling language and cultural evolution. Low-dimensional embedding methods have shown promise in detecting words' meaning change by encoding them into dense vectors. However, when exploring semantic change of words over time, these methods require the alignment of word embeddings across different time periods. This process is computationally expensive, prohibitively time consuming and suffering from contextual variability. In this paper, we propose a new and scalable method for encoding words from different time periods into one dense vector space. This can greatly improve performance when it comes to identifying words that have changed in meaning over time. We evaluated our method on dataset from Google Books N-gram. Our method outperformed three other popular methods in terms of the number of words correctly identified to have changed in meaning. Additionally, we provide an intuitive visualization of the semantic evolution of some words extracted by our method.
INTRODUCTION
Embedding words into a low-dimensional vector space as vectors according to their co-occurrence statistics has shown promise as a method in many Natural Language Processing tasks such as nextword prediction [4] and sentiment analysis [20] . Given a word w in a corpus, the co-occurrence (also called context) of w refers to the words which appear next to w within a range L (e.g., if L = 2 it includes the two words before and after w in all sentences in the Conference'17, July 2017, Washington, DC, USA 2019. ACM ISBN 978-x-xxxx-xxxx-x/YY/MM. . . $15.00 https://doi.org/10.1145/nnnnnnn.nnnnnnn corpus). Based on the distributional hypothesis that word semantics are implicit in co-occurrence relationships [14] , the semantic similarity between two words can be approximated by the cosine similarity (or distance) between their word embeddings [25] [13] . As a consequence, complex linguistic problems, such as exploring semantic change of words in discrete time periods [24] [26] [11] [15] can thus be tackled properly. Moreover, embedding methods have been used to detect large scale linguistic change-point [17] , quantify changes in social stereotypes [8] as well as to seek out regularities in acquiring language, such as the attempt to undergo parallel change over time [28] .
SVD (Singular Value Decomposition) and SGNS (Skip-Gram of word2vec with Negative Sampling) are the typical low-dimensional embedding methods and have been extensively used in language diachronic analysis [12] [10] [18] . Along with time, the corpus evolves and accordingly the co-occurrence statistics of words change. Using SVD and SGNS on the corpus segments in different time periods, words will be embedded into separate vector spaces, each for one corpus segment, and thus cannot be effectively compared across time [13] . To address this issue, the existing studies normally encode words first into separate vector spaces in different time periods and then align the learned word embeddings across time. The two steps can be done separately [9] [13] [12] [30] or concurrently [29] [23] [2] . Such alignment is based on the assumption that most words remain unchanged. So, the alignment objective is to minimize the overall distance of word embeddings across different vector spaces. However, none of the existing low-dimensional embeddings ensures the alignment is smooth, i.e., if a word has the more similar co-occurrence statistics at different time periods, the word embeddings at these time periods tend to be more similar; otherwise, the word embeddings tends to be more dissimilar.
Some efforts have been made to circumvent the problems of alignment by not encoding words into low-dimensional vector spaces [11] [15] . Among them, the Positive Point-wise Mutual Information (PPMI) [25] outperforms a wide variety of other high-dimensional approaches [6] . PPMI naturally aligns word vectors smoothly by constructing a high-dimensional sparse matrix where each row represents a word in a vocabulary, each column represents a word in the same vocabulary, and the element value indicates whether the word of a column is in the context of the word of a row based on co-occurrence in a corpus. Although PPMI wards off alignment issues, it does not enjoy the advantages of low-dimensional embeddings such as higher efficiency and better generalization. That is, tracing PPMI will consume a lot of computing resources in highdimensional sparse environment. It also brings bias towards the infrequent events, i.e., an infrequent word in context often brings to its corresponding word a higher chance to change [18] .
In this paper, we propose Tagged-SGNS (TSGNS) which extends SGNS by incorporating the corpus segments in different time periods. TSGNS enjoys the high performance of low-dimensional embeddings as SGNS and the smooth alignment of vector spaces across different time periods of the high-dimensional approaches as PPMI. Also, it is worthy to mention using the scheme of TSGNS one can also extend SVD to Tagged-SVD (TSVD) for smooth alignment. However, TSVD is less preferable due to the much higher requirement on memory and thus this paper focuses on TSGNS. To verify the effectiveness of TSGNS, we have conducted extensive experiments on Google Books N-gram dataset (105GB), MEN dataset (3000 word pairs with human labelled similarity), and a dataset from Oxford Dictionaries (412 words with human-recognised semantic shift over time). Experimental results show the unique advantage of TSGNS against the current state-of-the-art. Our contributions are summarized as follows:
• This study proposes the concept of smooth alignment for word embedding over time which is a desirable property in diachronic analysis but is not held using the current stateof-the-art. • This study proposes innovative TSGNS based on SGNS for embedding words which are smoothly aligned across different time periods by projecting them into a common lowdimensional dense vector space. • This study verifies the effectiveness of TSGNS on a large dataset against the current state-of-the-art in diachronic analysis.
The rest of the paper is organized as follows. Section 2 reviews the related work in diachronic analysis. Section 3 provides the details of the proposed method and how it solves the smooth alignment problem. Section 4 evaluates the proposed method against the current state-of-the-art thoroughly on an 105GB Google Books N-gram dataset. Finally, the paper is concluded in Section 5. 
RELATED WORK

Word Embedding
In PPMI, words are represented by constructing a high-dimensional sparse matrix M ∈ R |V w |× |V c | where V w and V c are the word and context vocabularies respectively. In M, each row denotes a word w in the word vocabulary and each column represents word c in the context vocabulary. Typically, V w ≡ V c . So, we simply use V to represent V w and V c in the rest of this paper. Let PPMI(L) be the word embeddings using PPMI based on a corpus with the range of context L. For example, if L = 2, the context includes the two words before and after w in all sentences in the corpus. In PPMI(L), the value of matrix element M i j in M suggests the associated relationship between the word w i and the context word c j , estimated by:
, 0
where |D| is the total number of sentences in corpus D,p( * ) and p( * , * ) correspond to the normalized empirical probabilities of word and joint probabilities of two words respectively; #( * , * ) is the number of times the word-context pair ( * , * ) appears in the corpus and #( * ) is the number of times word ( * ) appears in the corpus. If the word-context pair (w i , c j ) is not observed in the corpus (i.e., #(w i , c j ) = 0), the function log() goes to negative infinity. In order to alleviate the problem, the max() function is introduced to ensure the element value finite and greater than zero [6] . SVD word embeddings corresponds to low-dimensional approximation of PPMI word embeddings learned via singular value decomposition. It decomposes the sparse matrix M into the product of three matrices, S = U · Σ · I ⊤ , where both U and I are orthogonal, and Σ is a diagonal matrix of singular values ordered in the descent direction. In Σ, a small number of the highest singular values retain most features of words, that is, by keeping the top d singular values. We can have S d = U d · Σ d · I ⊤ d to approximates M. So, the word embeddings W is approximated by
Compared to PPMI, SVD representations can be more robust, as the dimension reduction acts as a form of regularization [13] .
In SGNS, each word w is represented by two dense and low dimensional vectors, a word vector ì w i and context vector ì w i+j [19] .
The structure of SGNS consists of an input layer, a hidden layer and an output layer. Training word embeddings are optimized by maximizing the average log probability as follows:
where w i is the word, w i+j is the context word of w i , and L is the context range. The bigger the L, the more running time costed while the more accurate the prediction. p( * | * ) is a softmax function:
where ì w ⊤ * ì w i is the value of node w * in the output layer. SNGS has the benefit of allowing incremental initialization during learning where embeddings for time t are initialized with the embeddings from time t − ∆ [13] [16].
Aligning Vector Spaces Across Time
In PPMI, being a sparse embedding method, each column of the matrix M corresponds to one word in the context vocabulary. Using Eq. (1), M i j can be calculated in a time period by computingp(w i , c j ) based on the corresponding corpus segment and keepingp(w i ) and p(c j ) on the whole corpus. Thus, the PPMI embeddings are naturally aligned. For low-dimensional embedding methods, i.e., SGNS and SVD, words at different time periods are embedded into separate vector spaces. In order to compare word vectors from different time periods, we must ensure that the vectors are aligned [13] .
In [17] , a linear transformation of words between any two time periods is found by solving a d-dimensional least square problem of k nearest neighbor words (where d is the embedding dimensions). In [30] , a linear transformation approach between a base and target time slices is applied and computed using anchor works, i.e., the words without change of meaning in the two time slices. Orthogonal Procrustes analysis [9] is the prevalent way to align the learned dense embeddings [12] , it imposes the transformation to be orthogonal and solves a d-dimensional Procrustes problem between every two adjacent time slices. It assumes that most of the words are stable (their meanings) or change little over time. Then one can align dense embeddings by optimizing
where word embeddings ì w
are learned in time periods t and t + 1 respectively, and ì Q is the aligning matrix which projects dense embeddings in vector spaces in t and t + 1 into a common vector space. In addition to enforcing pairwise alignment, Yao et al. [29] proposed finding temporal word embeddings by enforcing alignment across all time periods. In [29] , a joint optimization problem:
where M (t ) is PPMI(t, L) (PPMI(L) is represented as PPMI(t, L) if we consider the corpus segment in time period t only), and λ, τ > 0.
Here the penalty term ∥W (t ) ∥ 2 F enforces the low-rank data-fidelity. The key smoothing term ∥W (t −1) − W (t ) ∥ 2 F encourages the word embeddings to be aligned. The parameter τ controls how fast we allow the embeddings to change; τ = 0 enforces no alignment, and picking τ → ∞ converges to a static embedding with W (1) = W (2) = · · · = W (T ) . As indicated by authors, a key challenge is that for large vocabulary V and many time periods T one cannot fit all PPMI matrices in memory since they are sparse matrices.
Recently, the dynamic word embeddings have been investigated [23] [2] . In [23] , the solution is based on Bernoulli embedding across time. It is characterised by regularizing the Bernoulli embedding with placing priors on the embedding. In [2] , it generalizes the skip-gram model to a dynamic setup where word and context embeddings evolve in time according to a diffusion process.
All above alignment methods discussed above cannot guarantee the alignment is smooth. Due to the assumption that the meaning of most words did not shift over time, they try to minimize the overall distance between embeddings of same words across different time periods. It allows to sacrifice (i.e., distort) the distance for some words to achieve the better overall distance for all words. In other words, a word has the more similar co-occurrence statistics at different time periods, the word embeddings at these time periods may be more similar or dissimilar.
Others
The deep structured learning has been explored in word representation. In [21] , the deep bidirectional language models (e.g., LSTM) is applied and a feature-based deep contextualized word representation method known as ELMo (Embeddings from Language Models) has been proposed. In [7] , a fine-tuning based deep contextualized word representation method known as BERT (Bidirectional Encoder Representations from Transformers) has been proposed. These methods aim to provide context-sensitive word embeddings. i.e., a word may have different representations in different sentences since other words in the sentence make the word semantically unique. This is a different problem from ours in this study.
METHODOLOGY
In practice, a word w typically does not have exactly same cooccurrence statistics in two corpus segments over time. Let the embeddings of word w be ì w (t ) and ì w (t +1) based on the corpus segments in two time periods t and t + 1 respectively. The similarity between ì w (t ) and ì w (t +1) is gauged using cosine similarity. The more similar ì w (t ) and ì w (t +1) are, the less the difference between w's co-occurrence statistics over time is. Formally, we propose the following concept.
. Given a corpus, let D (t ) and D (t +1) be the segments of a corpus D in two time periods t and t + 1 respectively. Given any word w in a vocabulary V , it is represented as w (t ) in time period t and is represented as w (t +1) in time period t + 1. The word embedding of w (t ) and w (t +1) , denoted as ì w (t ) and ì w (t +1) , are based on D (t ) and D (t +1) respectively. The word embeddings are smoothly aligned if the following condition is satisfied, that is, ì w (t ) and ì w (t +1) tend to be more similar if more words co-occur in the context of w in D (t ) and D (t +1) ; less similar otherwise.
The smooth alignment is desirable. It ensures that the distance between word embeddings is only because of the difference between co-occurrence statistics of the word in different corpus segments over time, rather than because of the improper vector space alignment.
Tagged-SGNS (TSGNS)
TSGNS is based on SGNS. To compare and contrast them, we first briefly introduce the structure of SGNS and then introduce the proposed TSGNS. Figure 1 (a) shows the diagram of SGNS for time period t [22] . The input is the one-hot representation of individual words in a vocabulary; for example, the one-hot of word w is a vector {0, 0, 1, · · · , 0} where 1 indicates the position corresponding to word w and 0 for all other words. The output y C, j is the probability that word j appears at the C th position in the context of the input word. Given the context range L, one has C = 2L. For example, if the context range L = 2, the two words before and after the input word are in the 1 st , 2 nd , 3 r d and 4 th position respectively in the context.
After training SGNS using the corpus segment in time period t, W
V ×N is the matrix where the embedding of word w (i.e., ì
Hidden Layer the row corresponding to w in W (t )
V ×N , that is, the weights of links from node w in the input layer to all nodes in the hidden layer;
Note that ì w (t ) can be viewed as a vector in the N -dimensional space defined by the hidden layer. In turn, the N -dimensional space can be viewed as a subspace in the (C×V )-dimensional space defined by the output layer. Specifically, the i t h node in the the hidden layer, denoted as h i , is a vector in the (C × V )-dimensional space. The vector consists of the values in i t h row in matrix X
N ×V ,C , that is, the weights of links from the i t h node in the hidden layer (i.e., h i ) to all nodes in the output layer.
For time period t + 1, another model is trained in the similar way as for time period t. Typically, the corpus segment in time period t differs from that in time period t + 1; and thus matrix X
N ×V ,C . As a result, the embedding of w in time period t and the embedding of w in time period t + 1 cannot be comparable properly.
The scheme of TSGNS is to attach each word w in the input layer with a tag to indicate the time period associated (i.e., w (t ) and w (t +1) in time period t and t + 1 respectively) and they are then embedded in a common vector space.
The structure of TSGNS is illustrated in Figure 1 (b) which incorporates both time period t and t + 1. Suppose the one-hot representation of w is {0, 0, 1, . . . , 0}, the one-hot representation of w (t ) is {0, 0, 1, . . . , 0}⊕ {0, 0, 0, . . . , 0} and that of w (t +1) is {0, 0, 0, . . . , 0}⊕ {0, 0, 1, . . . , 0} where ⊕ is the vector concatenation operator.
After training TSGNS with the corpus segments in time period t and t + 1, the word embedding of w (t ) ( ì w (t ) ) is the row in matrix
V ×N corresponding to w (t ) , i.e., the weights of links from the node w (t ) in the input layer to all nodes in the hidden layer; and the word embedding of
corresponding to w (t +1) , i.e., the weights of links from the node w (t +1) in the input layer to all nodes in the hidden layer.
Different from SGNS, the word embeddings ì w (t ) and ì w (t +1) both are projected in the same N -dimensional subspace defined by the hidden layer in the (C ×V )-dimensional space defined by the output layer.
Optimize Tagged-SGNS
As shown in Figure 1 
Similar to SGNS, training word embedding in TSGNS across time are optimized by maximizing the average log probability.
arg max
where w i is the input word, L is the context distance, w i+j is the word in j th position in the context of w i , p( * | * ) is a softmax function:
where ì w ⊤ * ì w i is the value of node w * in the output layer, and ì w * is the vector which consists of the weights of links from all nodes in the hidden layer to node w * in the output layer.
Embedding Similarity Measure
Suppose words have been embedded in the same vector space across time using TSGNS. Given word w, the similarity of word embeddings in two time periods ( ì w (t ) and ì w (t +1) ) can be measured using cosine similarity, defined as follows:
where D (t ) and D (t +1) are the corpus segments in time period t and t + 1 respectively. The value of sim(w |D (t ) , D (t +1) ) is in [0,1]. The smaller value means they are less similar.
Smooth Alignment Property of TSGNS
This section discusses the smooth alignment property of TSGNS. Property 1. Given the corpus segments in time period t and t + 1, the word embedding generated using TSGNS is of smooth alignment.
We now show the smooth alignment property of TSGNS with help of Figure 2 . For a word w i , it is denoted as w (t ) i in time period t and as w (t +1) i in time period t + 1 respectively. Without loss of generality, Figure 2 only shows y 1, j in output layer of TSGNS for presentation simplicity.
As shown in Figure 2 
a is the probability that word w a is in the context of word w i in time periods t, so is w (t +1) a in time periods t + 1. We would like to reveal that (1) if w t a is more similar to w (t +1) a , the word embedding of w i in time period t (i.e., ì w (t ) i ) and the word embedding of w i in time period t + 1 (i.e., ì w (t +1) i ) tend to be more similar; (2) if w t a is more dissimilar to w (t +1) a , ì w (t ) i ) and ì w (t +1) i ) tend to be less similar. As discussed in Section 3.1, a (C ×V )-dimensional space, denoted as F, is defined by the output layer where each dimension corresponds to a node, i.e., a context word in the output layer. The word +1 Figure 2 :
a is the probability that word w a is in the context of word w i in time periods t, so is w
i j is the weight of link from node w (t ) i in the input layer to node h j in the hidden layer.
When w (t ) i is the input (i.e., in the input layer, only the node corresponding to w ).
If the value of node w (t )
a is more similar to that of w
If there are more context words like w a , there are more equations like Eq. (10), each for one such context word. In this situation, training TSGNS will enforce the distance between values of ì w (t ) i and ì w (t +1) i tends to decrease such that ì w (t ) i and ì w (t +1) i tends to be more similar according to Eq. (9).
Discussion
Multiple Time Periods.
Word embedding using TSGNS across two time periods has been discussed. It is easy to extend TSGNS for word embedding across more than two time periods while the property of smooth alignment holds. To this end, the output layer and hidden layer shown in Figure 1 (b) remain the same, but the input layer is extended from 2 × V to T × V where T is the number of time periods. The smooth alignment can be verified in the similar way as in the case of two time periods, i.e., we can still guarantee smooth alignment in T time periods of embedding.
Tagged-SVD.
As discussed in Section 2.1, there are two main low-dimensional embedding methods, i.e., SGNS and SVD. In addition to SGNS, the time-tagged word embedding scheme can also be applied to SVD (called Tagged-SVD (TSVD) following the name convention of TSGNS). In this situation, the PPMI matrix is extended. where L is the context range. Each word has two rows in PPMI (< t, t + 1 >, L) to represent its co-occurrence statistics in D (t ) and D (t +1) respectively. The word embeddings can be obtained by following Eq. (2). Similar to TSGNS, words across time are embedded in a common vector space defined by I
. Also, it is straightforward to extend PPMI across any number of time periods to be PPMI (< · · · >, L) and then apply SVD. In the similar way as for TSGNS, we can also prove that the embedding using TSVD is of smooth alignment.
However, TSVD optimization requires processing PPMI (< ... > , L) which can be too large to fit in memory. So, this study focuses on TSGNS only.
EXPERIMENTAL RESULTS AND ANALYSIS 4.1 Experimental Settings
Google Books is a web service that searches the full text of books and magazines that Google has scanned, converted to text using optical character recognition (OCR), and stored in its digital database. This paper uses an 105GB dataset from Google Books N-gram (version: English 20120701, type: 5-gram) 1 . The corpus describes the phrases used from 1900 to 2000. In total there are 250 millions unique 5-grams and, due to duplication, the total number of all 5-grams (or lines) is much more.
We compare the proposed TSGNS against PPMI, SVD, SGNS [13] , and DW2V [29] . The hidden layer of TSGNS contains 300 nodes. The time from 1900 to 2000 is uniformly split by year. Accordingly, all 5-grams in the dataset are split into corpus segments, each for one year. After the split, the dataset in each year is still dense. Figure  3 shows the number of lines in each year. It shows that the number of lines increases dramatically after 1950s. The cosine similarity (Eq. (9)) is used to measure the distances between word embeddings.
Alignment Smoothness
To verify the smooth alignment of TSGNS, we test a number of randomly selected words in time period t as input word where t is any year from 1900 to 1999. For each input word w in the next time period t + 1, we first remove all lines (i.e., 5-grams) related to w in the corpus segment, i.e., the lines where word w is in the middle of the 5-grams; then we copy all lines related to w in the corpus By manipulating in such way, w has the exactly same co-occurrence statistics (denoted as 100%) in time period t and t + 1. Moreover, for each input word w, we also select α percentage of all lines related to w in time period t +1 and replace its context words using the randomly select words in the vocabulary. The setting of α is 0%, 10%, 20%, 30%, and 40% such that the co-occurrence statistics of w in time period t and t + 1 are overlapped by 100%, 90%, 80%, 70%, and 60% respectively.
At different settings of α, TSGNS is trained using the corpus segments in t and t + 1. For each input word, the word embeddings in the two time periods are generated and their cosine similarity is computed. Ten different words are selected. For each word in time period t = 1989 and t + 1 = 1990, the cosine similarities at different settings of α are computed using PPMI, SGNS, SVD, DW2V, TSGNS, and TSVD respectively. The test results are reported in Table 1 . To make it clear in comparison, the average cosine similarity on the ten words for each method is calculated and presented in Figure 4 .
We observe that the average cosine similarity consistently decreases using TSGNS and TSVD when α changes from 100% to 60%. In contrast, the average cosine similarity does not consistently decrease using SGNS, SVD, and DW2V. It verifies the smooth alignment property of TSGNS and TSVD.
It is worthy to point out that the absolute value of cosine similarity does not make much sense. In contrast, it is essential that the cosine similarity can gauge to which extent that the co-occurrence statistics differ. Figure 4 verifies that PPMI is smooth aligned by nature. As discussed, however, PPMI does not enjoy the advantages of lowdimensional embeddings such as higher efficiency and better generalization.
Synchronic Accuracy
Synchronic linguistics is the study of the linguistic elements and usage of a language at a particular moment.
Semantic
Similarity. The words known with similar semantic should have the similar word embeddings. In this test, the words with known similar semantics are from Bruni et al. 's MEN similarity task of matching human judgments of word similarities [5] . The total number of such word pairs is 3000.
We tested semantic similarity in both short term and long term. For the short term, each time period covers a year (t = 1989, t + 1 = 1990); and for the long term, each time period covers ten years (t = 1980-1989, t + 1 = 1990-1999) . For each word, the word embeddings based on the corpus segment covering the two Figure 4 : When context overlap percentage decreases (i.e., cooccurrence statistics are less similar), average cosine similarity of word embeddings using TSGNS and TSVD decreases monotonically. time periods are generated using SGNS and SVD; the word embeddings are generated using TSGNS and TSVD where t is the first time period and t + 1 is the next time period. For the 3000 words, we test the Spearman's correlation between the word embedding similarities and human judgments [13] . The results are presented in Table 2 . TSGNS and SGNS have comparable performance; TSVD and SVD have comparable performance. The results verify that TSGNS and TSVD can properly measure the semantic similarity at a particular time period, although they are designed for word embedding across time.
Vector Norm vs. Frequency.
It has been observed that word embeddings computed by factorizing PPMI matrices have norms that grow with word frequency [29] . These word vector norms can be viewed as a time series for detecting the trend concepts behind words with more robustness than word frequency. Here, we test the Spearman's correlation between the embedding norm of 10 randomly selected words and the normalized frequency of corresponding words along time from 1900 to 1999. Given a word, the normalized frequency is the number of times it appears in a corpus segment normalized by the total number of words in the same corpus segment. Table 3 illustrates the average correlation between embedding norm and normalized frequency of selected words. We can observe that the TSGNS has word embedding norm more consistent with the normalized frequency than other lowdimensional embedding methods, and has a similar performance as PPMI.
Diachronic Validity
Diachronic linguistics studies the changes in language over time.
Semantic Change.
When the semantic change of words happens, the capability of methods to capture the shifts is tested. Verify Against Known Shifts. We have tested the capacity of different methods to capture known historical shifts in meaning. That is, the cosine similarity between word embeddings generated can correctly capture whether pairs of words moved closer or further apart in semantic space, or the pairwise similarity series have the correct sign on their Spearman correlations. We evaluated the methods on a dataset from Oxford Dictionaries 2 . The dataset contains 412 words which are human-recognised with semantic shift over time. On this dataset, we test the proposed methods against all baseline methods (PPMI, SVD, SGNS and DW2V). The word embeddings across 100 years are generated using TSGNS in short term (each time period covering one year, i.e., 1900, 1901, · · · , 1999) and long term (each time period covering ten years, i.e., [1900] [1901] [1902] [1903] [1904] [1905] [1906] [1907] [1908] [1909] [1910] [1911] [1912] [1913] [1914] [1915] [1916] [1917] [1918] [1919] , · · · , 1990-1999). The input layer is extended from 2×V to T × V where T = 100 in short term or T = 10 in long term. We cannot get result using TSVD and DW2V in short term setting due to huge requirement of memory. The Spearman correlations of methods are shown in Table 4 . Clearly, TSGNS beats SGNS and SVD, and has similar performance as PPMI. It is worth pointing out that PPMI does not enjoy the advantages of low-dimensional embeddings such as higher efficiency and better generalization. In specific, the low-dimensional embeddings are influenced more or less by the context change of all words over time; on the other hand, the high-dimensional embeddings using PPMI are isolated from word to word, i.e., the embedding of a word is not influenced by the context change of other words over time. It helps explain why PPMI performs even worse in long term since it is expected that context change in long term is greater than in short term.
Discovering Shifts from Data. We have tested whether the methods discover reasonable shifts by examining the top-10 words that changed the most from 1900 to 2000. The embeddings are generated in the same way as in the test Verify Against Known Shifts (long term). Table 5 shows the top 10 words discovered by each method. These shifts have been judged by authors as being either clearly genuine (bold), borderline (underline) or clearly corpus artifacts. Interestingly, TSGNS demonstrates good performance since it can identify words known changed in the past years such as van, album, display while other methods cannot.
Context
Change. Another application of word embedding alignment across time is to help identify the conceptually equivalent items or people over time. This section provides examples in the field of technology (i.e., computer), natural phenomena (i.e., earthquake), and well-known business (i.e., Microsoft). In the test, we create a query consisting of a word-year pair that is particularly the representative of that word in that year, and looking for other word-year pairs in its vicinity in different years. The word embeddings across 20 years are generated using TSGNS where the input layer is 20 × V . For the same reason as discussed in Section 4.4.1, we cannot get results using TSVD and DW2V. The test outputs are presented in Table 6 . Comparing with PPMI, SVD and SGNS, we believe that the outputs of TSGNS make more sense, e.g., desktop (93) and programming (88) are more relevant to computer than model (80) and application (99).
Shift Visualization. Visualizing trajectories of word over time is intuitive to reveal the semantic shift of words. Figure 5 shows the trajectories of three words in 1900, 1920, 1940, 1960 and 1980 respectively based on the outputs of TSGNS. For each word in a year, the closest words in terms of cosine similarity are attached. In Figure 5 (a), the semantic of word gay shifted from "brilliancy" (during year 1900-1919) to "pistol" or "attraction" (during year 1980-2000); (b) the semantic of word printer shifted from "edifice", "fides" to referring to a household equipment like "skillet"; (c) the semantic of word program was related to the military as "colony" (during year 1900-1919) or "troops" (during year 1920-1939), and then its meaning changed to economic activities as "economy", "contract" or "wealth" (during year 1940-1959) . With the rise of computer science its meaning got close to "computer" or "report" (during year 1980-2000).
CONCLUSION
The proposed TSGNS has addressed the alignment problem of vector spaces across time in diachronic analysis. TSGNS is a practical and scalable method for embedding words such that the change of co-occurrence statistics of these words over time can be captured. It bypasses a major hurdle faced by previous methods and may help build a robust understanding of how vocabulary evolve with social and cultural change. Specifically, while enjoying the higher efficiency and better generalization of word embedding in low-dimensional dense vector space, the smooth alignment across time like in high-dimensional sparse vector space has been achieved naturally. The test results on a large corpus show the effectiveness of TSGNS in diachronic analysis and its advantage against current state-of-the-art, i.e., PPMI, SVD, SGNS and DW2V. Also, the scheme of TSGNS can also be applied to SVD.
