ABSTRACT. We examine domain-valued maxitive measures defined on the Borel subsets of a topological space. Several characterizations of regularity of maxitive measures are proved, depending on the structure of the topological space. Since every regular maxitive measure is completely maxitive, this yields sufficient conditions for the existence of a cardinal density. We also show that every outer-continuous maxitive measure can be decomposed as the supremum of a regular maxitive measure and a maxitive measure that vanishes on compact subsets under appropriate conditions.
INTRODUCTION
Maxitive measures, also known as idempotent measures, are defined similarly to finitely additive measures with the supremum operation ⊕ in place of the addition +. In [33, Chapter I], we studied these measures and the related integration theory based on the Shilkret integral. We were especially interested in the idempotent analogue of the Radon-Nikodym theorem. In this process, we limited our considerations to maxitive measures taking values in the set of nonnegative real numbers. However, this may be quite restrictive for further applications.
Let us have a look at classical analysis to understand why. In this framework, it is well known that the Radon-Nikodym theorem holds on certain classes of Banach spaces (e.g. reflexive spaces or separable dual spaces). To formulate such a theorem one needs to extend first the Lebesgue integral to measurable functions taking values in these spaces. This is what the Bochner integral does. More generally, a Banach space B has the RadonNikodym property if, for all measured spaces (Ω , A , µ) with finite measure µ and for all B-valued measures m on A , absolutely continuous with respect to µ and of bounded variation, there is a Bochner integrable map f : Ω → B such that m(A) = A f dµ, for all A ∈ A . This property has been at the core of a great amount of research and the source of many discoveries on the structure of Banach spaces.
One hopes to obtain analogous results in the framework of idempotent analysis. Idempotent analysis is a well established theory dating back to Zimmermann [38] and popularized by Maslov [24] ; the term was coined by Kolokoltsov and made its first appearance in the papers by Kolokoltsov and Maslov [18] and [19] . So one must have such a powerful tool as the Bochner integral available, that would integrate M-valued functions, for some "idempotent space" M. One could think of M e.g. as a complete module over the idempotent semifield R max + = (R + , max, ×), but the appropriate structure still needs to be clarified. Jonasson [15] on the one hand, Akian [2] on the other hand, both worked in this direction. However, Akian chose to integrate dioid-valued (rather than module-valued) functions, and Jonasson remained in the additive paradigm.
In order to prepare these kinds of future applications -which are not directly in the scope of this paper-we study domain-valued maxitive measures after Akian. A domain is a partially ordered space with nice approximation properties. Well-known examples of domains are R + , R + , and [0, 1], which are commonly used as target sets for maxitive measures. Many attempts were made for replacing them by more general ordered structures (see Maslov [24] , Greco [11] , Liu and Zhang [23] , de Cooman et al. [8] , Kramosil [21] ). Nevertheless, the importance of supposing these ordered structures continuous in the sense of domain theory for applications to idempotent analysis or fuzzy set theory has been identified lately. Pioneers were Akian [1, 2] and Heckmann and Huth [12, 13] . See Lawson [22] for a survey on the use of domain theory in idempotent mathematics.
In the case of Banach spaces, it must also be remarked that the RadonNikodym property is deeply linked with the Krein-Milman property, which says that every bounded closed convex subset is the closed convex hull of its extreme points. It was proved that the latter property implies the Radon-Nikodym property (see e.g. Benyamini and Lindenstrauss [6, Theorem 5.13]), and the converse statement remains an open problem. Similar problems could be raised in the idempotent case.
Another application we have in mind is the idempotent analogue of the Choquet integral representation theorem. In classical analysis, regular measures play a key role; in [33] we have seen that this is also the case in the idempotent framework. This explains why we deal here with regularity properties of maxitive measures, defined on the Borel σ-algebra B of some topological space. On a Hausdorff space, a maxitive measure is regular if it satisfies both following conditions for all B ∈ B:
• inner-continuity:
• outer-continuity:
where A (resp. A) is the supremum (resp. infimum) of a set A, and K denotes the collection of compact subsets and G that of open subsets. We prove a series of conditions that guarantee inner-and/or outer-continuity of maxitive measures. This generalizes results due to Norberg [28] , Murofushi and Sugeno [27] , Vervaat [37] , O'Brien and Watson [30] , Akian [2] , Puhalskii [34] , Miranda et al. [25] .
Regularity is an important feature of maxitive measures for a different reason: a regular maxitive measure ν admits a cardinal density in the sense that, for some map c, we have
for all Borel sets B. Numerous authors have been interested in conditions that imply the existence of such a density, hence we make the choice to revisit this problem as exhaustively as possible.
For some of our proofs we follow the steps of Riečanová [35] , who focused on the regularity of certain S-valued set functions, for some conditionally complete ordered semigroup S satisfying a series of conditions, including the separation of points by continuous functionals. We do not use directly her results, for our approach better suits the special case of domainvalued optimal measures. Indeed, a domain is not necessarily a semigroup, nor is it conditionally complete in general.
As a last step, we prove a decomposition theorem for outer-continuous maxitive measures, that takes the following form:
where ⌊ν⌋ is a regular maxitive measure called the regular part of ν, and ⊥ν is a maxitive measure vanishing on compact subsets under appropriate conditions. This has the consequence that ν is regular if and only if ⊥ν is zero.
The paper is organized as follows. In Section 2 we recall basic domain theoretical concepts. In Section 3 we recall the notion of L-valued maxitive measure, for some domain L. Then we specifically consider maxitive measures defined on the collection of Borel subsets of some topological space; we suppose that the space at stake is quasisober, a condition that generalizes the usual Hausdorff assumption. We prove that regularity and tightness of maxitive measures are linked with different conditions such as existence of a cardinal density, complete maxitivity, smoothness with respect to compact saturated or closed subsets, inner-continuity. We focus on the case where the topological space is metrizable and the maxitive measure is optimal in Section 4. In Section 5 we prove the announced decomposition theorem.
REMINDERS OF DOMAIN THEORY
A nonempty subset F of a partially ordered set or poset (L, ) is filtered if, for all r, s ∈ F , one can find t ∈ F such that t r and t s. A filter of L is a filtered subset F such that F = {s ∈ L : ∃r ∈ F, r s}. We say that s ∈ L is way-above r ∈ L, written s ≫ r, if, for every filter F with an infimum F , r F implies s ∈ F . The way-above relation, useful for studying lattice-valued upper-semicontinuous functions (see Gerritse [9] and Jonasson [15] ), is dual to the usual way-below relation, but is more appropriate in our context. Coherently, our notions of continuous posets and domains are dual to the traditional ones. We thus say that the poset L is continuous if ↑ ↑ r := {s ∈ L : s ≫ r} is a filter and r = ↑ ↑ r, for all r ∈ L. Also, L is filtered-complete if every filter has an infimum. A domain is then a filtered-complete continuous poset. In this paper, every domain considered will have a bottom element 0. A poset L has the interpolation property if, for all r, s ∈ L with s ≫ r, there exists some t ∈ L such that s ≫ t ≫ r. In continuous posets it is well known that the interpolation property holds, see e.g. [10, . This is a crucial feature that is behind many important results of the theory. For more background on domain theory, see the monograph by Gierz et al. [10] . Remark 2.1. To show that an inequality r ′ r holds in a continuous poset L, it suffices to prove that, whenever s ≫ r ′ , we have s r. This argument will be used many times in this work.
MAXITIVE MEASURES ON TOPOLOGICAL SPACES
3.1. Preliminaries on topological spaces. Let E be a topological space. We denote by G (resp. F ) the collection of open (resp. closed) subsets of E. The interior (resp. the closure) of a subset A of E is written A o (resp. A). The specialization order on E is the quasiorder defined on E by x y if x ∈ G implies y ∈ G, for all open subsets G. A subset C of E is irreducible if it is nonempty and, for all closed subsets F,
The closure of a singleton yields an irreducible closed set. We say that E is quasisober if every irreducible closed subset is the closure of a singleton. A subset A of E is saturated if it is an intersection of open subsets. The saturation of A, written ↑A, is the intersection of all open subsets containing A, and we have
If A is a singleton {x}, we write ↑x instead of ↑{x}. Note that all open subsets are saturated.
We denote by Q the collection of (not necessarily Hausdorff) compact saturated subsets of E. For instance, ↑ x ∈ Q, for all x ∈ E. We shall need the following theorem, which emphasizes the role of compact saturated subsets for non-Hausdorff spaces. 
The strong form of the Hofmann-Mislove theorem (see [14] ) asserts an isomorphism between the family of compact saturated subsets of a quasisober space and the family of Scott-open filters on the lattice of open subsets of the space; Theorem 3.1 is then a simple corollary. Keimel and Paseka [17] provided another proof, and Kovár [20] extended the result to generalized topological spaces. See also Jung and Sünderhauf [16] for an application to proximity lattices, and Norberg and Vervaat [29] for an application, in a non-Hausdorff setting, to the theory of capacities which dates back to Choquet [7] .
3.2. The Borel σ-algebra. Let E be a topological space. The Borel σ-algebra of E is the σ-algebra B generated by G and Q; its elements are called the Borel subsets of E. We also write K for the collection of compact Borel subsets of E. If E is T 1 (in particular if E is Hausdorff), then K = Q. In the case where E is T 0 , K contains all singletons {x}, for {x} is the intersection of the compact saturated subset ↑x with the closure x of {x}. In the general case (E not necessarily T 0 ), we let [x] denote the compact Borel subset ↑x ∩ x. This is the equivalence class of x with respect to the equivalence relation x ∼ y ⇔ x = y ⇔↑x =↑y. Notice that ↑[x] =↑x for all x. The quotient set E 0 = E/∼ equipped with the quotient topology is then a T 0 space, and the quotient map π 0 : x → [x] is continuous. ′ of E 0 satisfies π 0 (π
Proof. The second assertion is due to the surjectivity of π 0 . To prove the first assertion, let A be a saturated subset of E. It is clear that π
, so there is some a ∈ A such that π 0 (x) = π 0 (a). In particular, x ∈↑a ⊂↑ A. Since A is saturated, we obtain x ∈ A. 
Let Q ′ be a compact saturated subset of E 0 , and let us show that Q := π
This shows that Q is compact; the proof that Q is saturated is not difficult and left to the reader.
The remaining assertions directly follow from the continuity of π 0 .
Lemma 3.4.
For all Borel subsets B of E, the set π 0 (B) is a Borel subset of E 0 and satisfies π
is a Borel subset of E and satisfies π 0 (π
Proof. For the first assertion, let A be the collection of all B ∈ B such that π 0 (B) is a Borel subset of E 0 and π
It is easily seen that A is a σ-algebra. Moreover, the combination of Lemma 3.2 and Lemma 3.3 implies that A contains both G and Q. As a consequence, A = B.
With the help of Lemma 3.2, the second assertion of the lemma can be proved similarly.
In the following result, the concept of reflection refers to category theory.
Theorem 3.5. Every topological space E has a
, where E 0 = E/∼ is the quotient set equipped with the quotient topology, which is a T 0 topology, and ∼ is the equivalence relation x ∼ y ⇔ x = y. Moreover, the correspondence
Proof. We have to show first that, for all T 0 spaces X and all continuous maps f : E → X, there exists a unique continuous map f 0 : E 0 → X such that the following diagram commutes:
If one inverts the roles of x and y, we deduce that f (x) ∼ f (y). But X is T 0 , so that f (x) = f (y). The uniqueness of f 0 then directly follows.
To conclude the proof, firstly recall that, by Lemma 3.4, π
is both surjective and injective thanks to Lemma 3.4, and we easily deduce that it is an isomorphism of Borel σ-algebras.
In this paper, the maxitive measures considered will only be defined on the Borel σ-algebra of the topological space E at stake. By the previous theorem, we thus may assume that E be T 0 without loss of generality. However, we believe it interesting, from a formal point of view, to explicitly work in a non-T 0 setting. So we make the choice to keep on with general (not necessarily T 0 ) topological spaces; for that reason the following result will be useful.
Corollary 3.6. For all Borel subsets
Proof. Let x ∈ B, and let y ∈ [x]. We want to show that y ∈ B. But
3.3. Regular maxitive measures. Let E be a topological space with Borel σ-algebra B, and let L be a filtered-complete poset with a bottom element, that we denote by 0. An L-valued maxitive measure (resp. σ-maxitive measure, completely maxitive measure) on B is a map ν : B → L such that ν(∅) = 0 and, for every finite (resp. countable, arbitrary) family {B j } j∈J of elements of B such that j∈J B j ∈ B, the supremum of {ν(B j ) : j ∈ J} exists and satisfies ν(
Note that this definition implies that the image ν(B) is a sup-subsemilattice of L containing 0 (even though L itself need not be a sup-semilattice), and the corestriction of ν to ν(B) is a sup-semilattice morphism.
An L-valued maxitive measure ν on B is regular if it satisfies both following relations for all B ∈ B:
so one can define a map ν + on B by We shall also use weakened notions of inner-and outer-continuity for an L-valued maxitive measure ν on B:
• weak inner-continuity:
• weak outer-continuity:
The following result ensures that the terminology we use is consistent.
Lemma 3.8. An inner-(resp. outer-)continuous maxitive measure on B is weakly inner-(resp. weakly outer-)continuous.
Proof. The easy proof is left to the reader.
The notion of weak inner-continuity can be characterized as follows.
Lemma 3.9. Assume that L is a domain. Let ν be an L-valued maxitive measure on B. Then ν is weakly inner-continuous if and only if
(1)
Proof. First we suppose that ν is weakly inner-continuous. Let O be a family of open subsets of E, and let G = O. The identity we need to show will be satisfied if we prove that ν
Conversely, suppose that Equation (1) holds for all families O of open subsets of E. To prove that ν is weakly inner-continuous, fix some G ∈ G , let u be an upper-bound of {ν
Since L is continuous, we get u ν(G), and the result follows.
The following lemma characterizes weak outer-continuity.
As a consequence, ν is weakly outer-continuous if and only
Proof. We let c + :
Since K is compact and x∈K G x ⊃ K, we can extract a finite subcover and write
It happens that we recover regularity if we combine weak inner-and weak outer-continuity.
Proposition 3.11. Assume that L is a domain. Then every L-valued maxitive measure on B that is both weakly outer-continuous and weakly innercontinuous is regular and completely maxitive.
Proof. Let ν be an L-valued weakly outer-continuous and weakly innercontinuous maxitive measure. Assume that, for some B ∈ B, ν + (B) is not the least upper-bound of {ν(K) :
is a compact Borel subset, and
From this we deduce that ν + (B) = ν(B), i.e. ν is outercontinuous. This implies that ν(↑K) = ν + (↑K) = ν + (K) = ν(K) for all K ∈ K , and now inner-continuity of ν is clear.
To prove that ν is completely maxitive, we let (B j ) j∈J be some family of Borel subsets such that B := j∈J B j ∈ B. We also take an upperbound u of {ν(B j ) : j ∈ J} and some s ≫ u. Since ν is outer-continuous there exists, for all j ∈ J, some G j ⊃ B j such that s ν(G j ). By Equation (1) in Lemma 3.9 we get s ν( j∈J G j ), so that s ν(B). Since L is continuous we obtain u ν(B). As a consequence, ν(B) is the least upper-bound of {ν(B j ) : j ∈ J}. This proves that ν is completely maxitive.
The following result improves [2, Corollary 3.12]. Proof. Let E be second-countable and ν be an L-valued weakly outercontinuous σ-maxitive measure on B. Since E is second-countable, there is some countable base U for the topology G . To prove that ν is regular, we want to use Proposition 3.11, thus we show that ν is weakly innercontinuous. So let O be a family of open subsets of E, and let G = O. We let V = {V ∈ U : ∃O ∈ O, V ⊂ O}. Since V is countable with union G and ν is σ-maxitive, we deduce that ν(G) = ν(V ) ν(O). By Lemma 3.9, ν is weakly inner-continuous, and the proof is complete. An L-valued maxitive measure ν on B is called saturated if for all K ∈ K we have ν(K) = ν(↑ K). Inner-continuous maxitive measures and weakly outer-continuous maxitive measures are always saturated, while weak inner-continuity does not imply saturation in general. Note however that saturation is always satisfied if the space E is T 1 .
Variants of Propositions 3.13 and 3.16 below were formulated and proved in [1] Proof. Let E be quasisober, let ν be an L-valued weakly outer-continuous maxitive measure on B, and let (Q j ) j∈J be a filtered family of compact saturated subsets of E. Recall that Q = j∈J Q j is compact saturated, since E is assumed quasisober. The set {ν(Q j ) : j ∈ J} admits ν(Q) as a lower-bound. Take another lower-bound ℓ, and let G ∈ G such that G ⊃ Q. By the Hofmann-Mislove theorem (Theorem 3.1), there is some j 0 ∈ J such that G ⊃ Q j 0 . Thus, ν(G) ν(Q j 0 ), so that ν(G) ℓ, for all G ⊃ Q. Since ν is weakly outer-continuous, we deduce that ν(Q) ℓ. We have shown that ν(Q) is the infimum of {ν(Q j ) : j ∈ J}. This proves that ν is Q-smooth. Now assume that E is locally compact quasisober, and let ν be an Lvalued Q-smooth saturated maxitive measure on B. If Q is a compact saturated subset, then by local compactness of E there exists a filtered family (Q j ) j∈J of compact saturated subsets with j∈J Q j = Q and Q ⊂ Q o j . Since ν is Q-smooth, this implies that
Let us show that ν and ν + coincide on K . If K ∈ K , then ν(K) = ν(↑ K) since ν is saturated. Also, because G ⊃↑ K if and only if G ⊃ K for all open subsets G, we have ν + (↑K) = ν + (K). So this gives ν(K) = ν(↑K) = ν + (↑K) = ν + (K), and we have shown that ν is weakly outer-continuous.
Remark 3.14. The first part of Proposition 3.13 remains true for L-valued weakly outer-continuous monotone set functions. 3.5. Tightness. Tightness of maxitive measures can be defined by analogy with tightness of additive measures, so we say that an L-valued maxitive measure ν on B is tight if
The following lemma slightly extends [10, Theorem III-2.11], which states that every continuous sup-semilattice is join-continuous.
Lemma 3.15. Assume that L is a domain. Let F be a filter of L and t ∈ L such that, for all f ∈ F , t ⊕ f exists. Then t ⊕ F exists and satisfies t ⊕ F = (t ⊕ F ).
Proof. The subset t ⊕ F is filtered, hence has an infimum. Suppose that (t ⊕ F ) is not the least upper-bound of {t, F }. Then there exists some upper-bound u of {t, F } such that u (t ⊕ F ). Since L is continuous, there is some s ≫ u such that s (t ⊕ F ). Remembering that u F , there is some f ∈ F such that s f . Also, s u t, so that s t ⊕ f (t ⊕ F ), a contradiction.
A maxitive measure is QF -smooth if it is Q-smooth and F -smooth. The second part of the following result was proved by Puhalskii [34, Proof. Let E be quasisober, let ν be an L-valued tight weakly outer-continuous maxitive measure on B, and let (F j ) j∈J be a filtered family of closed subsets of E. Fix some compact Borel subset K, and let F = j∈J F j . Then F j ∩ K and F ∩ K are compact, hence ↑ (F j ∩ K) and ↑(F ∩ K) are compact saturated. Let us show that
The inclusion ⊃ is clear. For the reverse inclusion, let x ∈ E such that x / ∈↑(F ∩ K). Then there is some open subset G containing F ∩ K such that x / ∈ G. As a consequence, the compact subset K is included in the union of the directed family (G ∪ (E \ F j )) j∈J , so there exists some j 0 ∈ J such that K ⊂ G ∪ (E \ F j 0 ). This rewrites as
, and Equation (3) is proved. By Proposition 3.13, ν is Q-smooth, so
Since ν is weakly outer-continuous, ν is saturated, hence j ν(F j ∩ K) = ν(F ∩ K). Now pick some lower-bound ℓ of the set {ν(F j ) : j ∈ J}. Thanks to Lemma 3.15 (join-continuity of L), we have ℓ
The tightness of ν and the join-continuity of L imply ℓ ν(F ), and the result is proved.
For the converse statement, first assume that E is locally compact quasisober, and let ν be an L-valued QF -smooth saturated maxitive measure on B. Then ν is weakly outer-continuous by Proposition 3.13. Moreover, the collection {E \ K o : K ∈ K } has empty intersection since E is locally compact, is filtered, and is made of closed subsets. Since ν is F -smooth, this implies
Since L is continuous, we conclude that ν is tight.
Now if E is a completely metrizable space, the second part of the proof of Proposition 3.13 still applies to show that an L-valued F -smooth maxitive measure ν is weakly outer-continuous, for every compact subset K is the filtered intersection of some family (F j ) j of closed subsets with K ⊂ F Proof. Let E be Polish, and let ν be an L-valued F -smooth σ-maxitive measure on B. Since E is separable metrizable, every open subset is Lindelöf, hence the restriction of ν to G satisfies Equation (1), i.e. ν is weakly inner-continuous. Now the result follows from Proposition 3.16. Proof. Let E be σ-compact and metrizable, and let ν be an L-valued Ksmooth σ-maxitive measure. Since E is σ-compact, there is a sequence (K n ) n of compact subsets such that E = n K n . Each of these K n is then a Polish space because E is metrizable. By Proposition 3.18, this implies that the restriction ν n of ν to the Borel σ-algebra of K n is (tight) regular, hence completely maxitive by Proposition 3.11. As a consequence, if B ∈ B, then ν(B) = n ν(B ∩K n ) = n ν n (B ∩K n ) = n x∈B∩Kn ν n ({x}) = n x∈B∩Kn ν({x}) = x∈B ν({x}), so ν is completely maxitive. Since complete maxitivity implies weak inner-continuity by Lemma 3.9, it suffices to prove that ν is weakly outer-continuous in order to conclude that ν is regular. By Lemma 3.10, we only need to show that ν({x}) = ν + ({x}) for all x. So let s ≫ ν({x}). Then G := {y ∈ E : s ≫ ν({y})} contains x. We prove that G is open, i.e. that F = E \ G is closed. Let (y n ) be a sequence in F with y n → y. If Q n is the topological closure of {y n ′ : n ′ n}, then Q n is compact, and n Q n = {y} since E is Hausdorff. Since ν is Q-smooth (i.e. K -smooth), this gives n ν(Q n ) = ν({y}). If y / ∈ F , then s ≫ n ν(Q n ), hence there is some n 0 such that s ≫ ν(Q n 0 ). Therefore, s ≫ ν({y n 0 }), i.e. y n 0 / ∈ F , a contradiction. Thus, y ∈ F . Since E is metrizable, it is first-countable, so this proves that F is closed. So G is open, contains x, and s ν(G) because ν is completely maxitive. We deduce that s ν + ({x}) and, with the continuity of L, that ν({x}) ν + ({x}). From Lemma 3.10 we conclude that ν is weakly outercontinuous, hence regular. for all B ∈ B. As a special case, consider e.g. a finite set E with the discrete topology. Then ν admits a cardinal density defined by c(x) = ν({x}), since B = x∈B {x}, where the union runs over a finite set. In the general case, this reasoning may fail, for we may have ν({x}) = 0 for all x ∈ E, even with a nonzero ν, but it is tempting to consider c
) instead, where ν + is defined in Example 3.7. This idea, which appeared in [12, 13] and [2] , is effective and leads to Theorem 3.23.
A map c : E → L is upper-semicontinuous (or usc for short) if, for all t ∈ L, the subset {t ≫ c} is open. We refer the reader to Penot and Théra [31] , Beer [5] , van Gool [36] , Gerritse [9] , Akian and Singer [3] for a wide treatment of upper-semicontinuity of poset-valued and domain-valued maps. Note that, if L is a filtered-complete poset and ν is an L-valued maxitive map on B, then the map c + defined by c Proof. Assume that ν is tight and outer-continuous, and let t ≫ 0. Since {ν(E \ K) : K ∈ K } is filtered with an infimum equal to 0, the interpolation property implies that there is some K ∈ K such that t ≫ ν(E \ K). Since ν is outer-continuous, we obtain t ≫ x / ∈K c + (x). This shows that {t ≫ c + } is a subset of K. Since c + is usc, {t ≫ c + } is also closed, hence compact.
Conversely, assume that ν is weakly inner-continuous and that c + is upper compact. Let K t denote the compact closed subset {t ≫ c
Since ν is weakly inner-continuous and
we have by Lemma 3.10
The following theorem summarizes many of the above results and highlights the relation between the existence of a density, regularity, and complete maxitivity. Part of it is due to [ (1) ν is regular, (2) ν has a usc cardinal density, (3) ν is outer-continuous and completely maxitive, (4) ν is weakly outer-continuous and weakly inner-continuous, (5) ν is weakly outer-continuous and σ-maxitive, (6) ν is weakly outer-continuous, (7) ν is Q-smooth and saturated, (8) ν is Q-smooth, weakly inner-continuous, and saturated, (9) ν is Q-smooth, σ-maxitive, and saturated.
by Lemma 3.6, where c(x) = ν([x]), hence ν has a cardinal density. The reverse assertion is straightforward.
(1) ⇒ (2) Assume that ν is regular. Then ν(↑K) = x∈K c + (x) for all K ∈ K by Lemma 3.10, where c
, for all Borel subsets B, i.e. ν has a usc cardinal density.
(2) ⇒ (1) Assume that ν has a usc cardinal density c. Then ν is weakly inner-continuous. Let us show that, if
This implies that ν is regular by Proposition 3.11.
So now the implications (2) ⇒ (3) ⇒ (4) ⇒ (1) are clear (use Lemma 3.9 and Proposition 3.11). Using Proposition 3.13, it is also straightforward that
If 
REGULARITY OF OPTIMAL MEASURES ON METRIZABLE SPACES
Let E be a topological space with Borel σ-algebra B. An L-valued maxitive measure ν on B is continuous from above if ν(B) = n ν(B n ), for all B 1 ⊃ B 2 ⊃ . . . ∈ B such that B = n B n . An optimal measure is a continuous from above σ-maxitive measure.
The following result generalizes the Murofushi-Sugeno-Agebko theorem (see [33, ). 
which shows that ν(B) is the least upper-bound of {ν(B n ) : n 1}.
Riečanová [35] studied the regularity of certain S-valued set functions, for some conditionally-complete ordered semigroup S satisfying a series of conditions, among which the separation of points by continuous functionals. In the following lines we closely follow her approach, although we do not use directly her results, for our approach better matches the special case of L-valued optimal measures. In particular, L is not assumed to be a semigroup, nor to be conditionally-complete. Unlike Riečanová, we do not examine the case of optimal measures defined on the collection of Baire (rather than Borel) subsets of a metrizable space, but we believe that this could be done with little additional effort.
The following lemma is based on [10, Proposition IV-3.1]. It allows one to generalize most theorems that hold for [0, 1]-valued maxitive measures to domain-valued maxitive measures. 
Proof. Let E be a metrizable space and d be a metric generating the topology. Let ϕ : L → [0, 1] be a map preserving filtered infima and arbitrary existing suprema, and let ν ϕ be the map defined on B by ν ϕ (B) = ϕ(ν(B)). The properties of ϕ imply that ν ϕ is an optimal measure. Let A be the collection of all B ∈ B such that ν ϕ (G\F ) 1/2, for some open subset G and closed subset F such that G ⊃ B ⊃ F . Let us show first that A contains all open subsets, so let B be open. Let F n = {x ∈ E : d(x, E \ B) n −1 }. Then (F n ) n 1 is a nondecreasing family of closed subsets whose union is B. Since ν ϕ is an optimal measure, ν ϕ (B \ F n ) tends to 0 when n ↑ ∞. Thus, we can find some closed subset F ⊂ B with ν ϕ (B \ F ) 1/2, and this proves that B ∈ A .
We now show that A is a σ-algebra. Clearly, ∅ ∈ A , and B ∈ A implies E \ B ∈ A . Let (B n ) n 1 be a family of elements of A . We prove that B = n B n ∈ A . For all n, there are some
1/2. However, F is not closed in general. So let H n denote the closed subset n k=1 F k . As above, (H n ) n 1 is a nondecreasing family of closed subsets whose union is F , so we can find some closed subset H n 0 ⊂ F with ν ϕ (F \ H n 0 ) 1/2, hence ν ϕ (G \ H n 0 ) 1/2. Consequently, A coincides with the Borel σ-algebra B.
Assume that, for some B ∈ B, ν + (B) is not the least upper-bound of {ν(F ) : F ∈ F , F ⊂ B}. Hence, there exists some upper-bound u ∈ L of {ν(F ) :
Since L is a domain, there exists some ϕ : L → [0, 1] that preserves filtered infima and arbitrary existing suprema such that ϕ(ν + (B)) = 1 and ϕ(u) = 0 (see Lemma 4.2). The previous point gives the existence of some G ⊃ B ⊃ F such that Proof. Let E be a separable metrizable space, and let ν be an L-valued optimal measure on B. Then ν is outer-continuous by Proposition 4.3. As a separable metrizable space, E is second-countable, so ν is also innercontinuous by Corollary 3.12, hence regular. Proof. We only have to prove tightness. First assume that E is a Polish space and let ν be an L-valued optimal measure on B. Since E is separable, there is some sequence (x n ) dense in E. Let ǫ ≫ 0. Let F n,p = B 1,p ∪ . . . ∪ B n,p , where B n,p is the closed ball of radius 1/p and center x n . Then, for all p, E = n F n,p . Since ν is optimal, there is some n p such that ǫ ν(E \ F np,p ). Let K ǫ denote the subset p F np,p . For all α > 0, K ǫ can be covered by a finite number of balls of radius at most α, i.e. K ǫ is totally bounded. Since E is completely metrizable, K ǫ is compact. Moreover, ǫ ν(E \ K ǫ ), for all ǫ ≫ 0. Thus, ν is tight.
For the case where E is σ-compact and metrizable, a similar proof can be given, for one can write E = n F n,p , with F n,p = F n,1 compact.
DECOMPOSITION OF MAXITIVE MEASURES
In [32] , we developed part of the following material in a non-topological framework. Here E is again a quasisober topological space, and B denotes its collection of Borel subsets. A poset is a lattice if every nonempty finite subset has a supremum and an infimum. A lattice is distributive if finite infima distribute over finite suprema, and conditionally-complete if every nonempty subset bounded above has a supremum. According to an assumption made all along this paper (see Section 2), a continuous conditionallycomplete lattice, which is a special case of domain, will always have a bottom element 0. The following proposition confirms that the terminology is appropriate. Proof. By Lemma 3.10, ν + (K) = x∈K c + (x) for all compact Borel subsets K of E, so we have ⌊ν⌋(B) = x∈B c + (x), for all B ∈ B. This shows that ⌊ν⌋ has a usc cardinal density, hence is regular by Theorem 3.23. Outer-continuity of ⌊ν⌋ implies that ⌊ν⌋ + (K) = ⌊ν⌋(K) = ν + (K), for all K ∈ K , so ⌊⌊ν⌋⌋ = ⌊ν⌋.
The following theorem states the existence of a singular part ⊥ν of a maxitive measure ν. Proof. We give a constructive proof for the existence of ⊥ν. Let ⊥ν(B) = {t ∈ L : B ∈ I t }, where I t := {B ∈ B : ∀A ∈ B, A ⊂ B ⇒ ν + (A) ⌊ν⌋(A) ⊕ t}.
Then (I t ) t∈L is a nondecreasing family of ideals of B, and distributivity of L implies that {t ∈ L : B ∈ I t } is a filter, for every B ∈ B. From [32, Proposition 2.3], we deduce that ⊥ν is a maxitive measure. Since B ∈ I t for t = ν + (B), we have ν + (B) ⊥ν(B), thus ν + ⌊ν⌋ ⊕ ⊥ν. For the reverse inequality, one may use the fact that continuity implies join-continuity (see Lemma 3.15) . The fact that ⊥ν is the least maxitive measure satisfying Equation (4) is straightforward. The fact that ⊥ν([x]) = 0 and the identity ⊥⌊ν⌋ = 0 follow from the definition of the singular part (and, for the latter property, from the fact that ⌊⌊ν⌋⌋ = ⌊ν⌋).
As a consequence of the previous result we have the following corollaries. The proof of the first of them is clear. Proof. It is straightforward that (3) ⇔ (2) ⇒ (1). Let us show that (1) ⇒ (2), so assume that ν = ⊥τ , for some L-valued maxitive measure τ . Note that ⊥(⊥τ ) ⊥τ , for ⌊⊥τ ⌋ is regular and less than τ + , hence is less than ⌊τ ⌋. Thus, τ + = ⌊τ ⌋ ⊕ ⊥τ ⌊τ ⌋ ⊕ (⊥τ ) + = ⌊τ ⌋ ⊕ ⌊⊥τ ⌋ ⊕ ⊥(⊥τ ) = ⌊τ ⌋ ⊕ ⊥(⊥τ ) τ + . This gives τ + = ⌊τ ⌋ ⊕ ⊥(⊥τ ), hence ⊥(⊥τ ) ⊥τ . Now ν = ν Corollary 5.6. Assume that L is a continuous conditionally-complete distributive lattice. Then, on a metrizable space, every L-valued optimal measure ν can be decomposed as
where ⌊ν⌋ is a regular optimal measure and ⊥ν is an optimal measure satisfying ⊥ν(K) = 0 for all K ∈ K .
Proof. By Proposition 4.3, the optimal measure ν is outer-continuous, i.e. ν = ν + . Let τ = ⊥ν. Since τ ν + = ν, it is easily seen that the maxitive measure τ is optimal, hence outer-continuous. Applying Corollary 5.5 to τ , we deduce that τ , as the singular part of ν, satisfies τ (K) = 0 for all K ∈ K .
CONCLUSION AND PERSPECTIVES
It would be interesting to reformulate the results of this work in terms of Baire subsets rather than Borel subsets.
