






3.1 Gambaran Umum Objek Penelitian 
Penelitian ini membahas mengenai pengaruh jumlah wajib pajak, luas lahan dan 
bangunan, nilai jual objek pajak, dan laju inflasi terhadap penerimaan Pajak Bumi 
dan Bangunan. Objek penelitian yang digunakan dalam penelitian ini adalah 
Kecamatan-kecamatan yang ada di  Kota Tangerang selama periode 2014 sampai 
dengan 2018.  
 
3.2 Metode Penelitian 
Metode yang digunakan dalam penelitian ini adalah causal study. Causal study 
merupakan penelitian yang dilakukan untuk menguji apakah suatu variabel 
menyebabkan perubahan pada variabel lain (Sekaran dan Bougie, 2016). Penelitian 
ini menggunakan causal study untuk menguji pengaruh variabel independen yaitu 
jumlah wajib pajak, luas lahan dan bangunan, nilai jual objek pajak, dan laju inflasi 
terhadap variabel dependen yaitu penerimaan pajak bumi dan bangunan. 
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3.3 Variabel Penelitian  
Penelitian ini terdiri dari dua jenis variabel, yaitu variabel dependen (Y) dan 
variabel independen (X). Variabel dependen adalah variabel yang menjadi sasaran 
utama penelitian, sedangkan variabel independen adalah variabel yang 
mempengaruhi variabel dependen baik secara positif maupun negatif (Sekaran dan 
Bougie, 2016). Variabel dependen yang digunakan dalam penelitian ini adalah 
Penerimaan Pajak Bumi dan Bangunan, sedangkan variabel independen yang 
digunakan dalam penelitian ini adalah jumlah wajib pajak, luas lahan dan bangunan, 
nilai jual objek pajak dan laju inflasi. 
 
3.3.1 Variabel Dependen 
 
Variabel dependen yang digunakan dalam penelitian ini adalah penerimaan Pajak 
Bumi dan Bangunan. Pajak Bumi dan Bangunan adalah penerimaan dari pajak atas 
bumi dan/atau bangunan yang dibayarkan setiap tahunnya oleh wajib pajak. 
Penerimaan Pajak Bumi dan Bangunan dalam penelitian ini diukur dengan 
penerimaan kecamatan-kecamatan di Kota Tangerang yang berasal dari PBB 
berdasarkan Surat Tanda Terima Setoran (STTS) yang dibayarkan oleh wajib pajak 





3.3.2 Variabel Independen 
 
Variabel independen adalah variabel yang mempengaruhi variabel dependen baik 
secara positif maupun negatif (Sekaran dan Bougie, 2016). Variabel independen 
yang diteliti dalam penelitian ini adalah: 
 
3.3.2.1 Jumlah Wajib Pajak 
 
Jumlah Wajib Pajak adalah banyaknya subjek pajak baik orang pribadi maupun 
badan yang membayar Pajak Bumi dan Bangunan. Jumlah wajib pajak diukur 
dengan banyaknya wajib pajak Pajak Bumi dan Bangunan yang telah membayarkan 
PBB setiap tahunnya pada masing-masing Kecamatan yang berada di Kota 
Tangerang berdasarkan Surat Tanda Terima Setoran (STTS) (Afriyanah, 2015).   
 
3.3.2.2 Luas Lahan dan Bangunan 
 
Luas lahan dan bangunan adalah jumlah lahan dan bangunan yang digunakan untuk 
berbagai kegiatan yang ada dalam suatu wilayah. Objek yang dikenakan Pajak 
Bumi dan Bangunan (PBB) adalah bumi dan bangunan. Luas lahan atau bangunan 
diukur dengan data jumlah luas lahan dan bangunan yang menjadi objek PBB 
disetiap Kecamatan yang berada di Kota Tangerang berdasarkan Surat 





3.3.2.3 Nilai Jual Objek Pajak 
 
Nilai Jual Objek Pajak atau NJOP adalah harga rata-rata dari transaksi jual beli, jika 
tidak terjadi transaksi jual beli maka nilai NJOP ditentukan berdasarkan 
perbandingan harga obyek lain yang sejenis, nilai perolehan baru atau Nilai Jual 
Obyek Pajak Pengganti. Setiap daerah memiliki nilai NJOP berbeda-beda dan 
NJOP ini digunakan sebagai dasar pengenaan Pajak Bumi dan Bangunan. Nilai jual 
objek pajak diukur dengan rata-rata NJOP di setiap Kecamatan yang berada di Kota 
Tangerang berdasarkan Surat Pemberitahuan Pajak Terutang (SPPT) dalam satuan 
rupiah (Rp) (Novie dan Sandra, 2015). 
 
3.3.2.4 Laju Inflasi 
 
Inflasi adalah keadaan dimana harga barang dan jasa secara umum mengalami 
kenaikan secara terus menerus atau terjadi penurunan nilai mata uang dalam negeri. 
Inflasi biasanya dapat mendorong meningkatnya harga atau nilai sewa properti 
yang berkaitan dengan Nilai Jual Objek Pajak (NJOP) untuk tanah dan bangunan. 
Laju inflasi diukur dengan indeks harga konsumen Kota Tangerang dalam bentuk 
persen (%) (Afriyanah, 2015).   
 
3.4 Teknik Pengumpulan Data 
Dalam penelitian ini data yang gunakan adalah data sekunder berupa data 
penerimaan dari Pajak Bumi dan Bangunan (PBB) disetiap Kecamatan Kota 
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Tangerang. Data sekunder merupakan data yang diperoleh peneliti dari sumber 
yang sudah ada (Sekaran dan Bougie, 2016). 
 Metode pengumpulan data dalam penelitian ini menggunakan cara 
dokumentasi, yaitu metode pengumpulan data yang diperoleh dengan cara melihat 
dan mengumpulkan data-data serta laporan-laporan yang berkaitan dengan objek 
penelitian. Data yang dikumpulkan dan digunakan adalah data mengenai 
penerimaan Pajak Bumi dan Bangunan di Kota Tangerang, jumlah wajib pajak PBB 
dari masing-masing kecamatan di Kota Tangerang, luas lahan dan bangunan dari 
masing-masing kecamatan di Kota Tangerang dalam satuan meter persegi, nilai jual 
objek pajak dan laju inflasi dari masing masing kecamatan di Kota Tangerang. 
Data-data dalam penelitian ini diperoleh dari Badan Pendapatan Daerah Kota 
Tangerang dan Badan Pusat Statistik Kota Tangerang.  
 
3.5 Teknik Pengambilan Sampel 
Menurut Sekaran dan Bougie (2016), populasi adalah seluruh kelompok orang, 
kejadian, atau hal-hal menarik yang ingin diselidiki oleh peneliti. Populasi di dalam 
penelitian ini adalah kecamatan-kecamatan di Kota Tangerang. Sampel adalah 
bagian dari populasi. Sampel dalam penelitian ini adalah 6 (enam) kecamatan di 
Kota Tangerang pada tahun 2014 sampai dengan tahun 2018. Pengambilan sampel 
menggunakan metode Purposive sampling, yaitu metode pemilihan sampel 
berdasarkan kriteria atau karakteristik tertentu (Sekaran dan Bougie, 2016). 
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 Kriteria yang ditetapkan dalam pemilihan sampel pada penelitian ini sebagai 
berikut:  
1. Kecamatan – kecamatan yang ada di Kota Tangerang. 
2. Kecamatan – kecamatan di Kota Tangerang yang memungut Pajak bumi dan 
bangunan pada tahun 2014-2018. 
3. Kecamatan – kecamatan di Kota Tangerang yang memiliki nilai jual objek 
pajak (NJOP) diatas Rp 15.000.000.000. 
Pengujian data pada 13 kecamatan periode 2014 – 2018 dengan jumlah 
obsevasi sebanyak 65, diperoleh hasil uji normalitas menunjukkan bahwa data tidak 
terdistribusi secara normal. Dengan demikian dilakukan pengurangan sampel 
dengan menambah kriteria sampel yaitu kecamatan yang memiliki nilai jual objek 
pajak diatas Rp15.000.000.000, sehingga total kecamatan yang digunakan dalam 
penelitian ini sebanyak 6 kecamatan dengan jumlah observasi sebanyak 30. 
 
3.6 Teknik Analisis Data 
Teknik analisis data yang akan digunakan dalam penelitian ini meliputi analisis 
statistik dan analisis deskriptif. Analisis statistik merupakan analisis yang mengacu 
pada perhitungan data penelitian berupa angka-angka yang dianalisis dengan 
bantuan komputer melalui program Statistical Package for Social Sciences (SPSS) 




3.6.1 Statistik Deskriptif 
 
Menurut Ghozali (2018), analisis deskriptif  memberikan gambaran atau deskripsi 
suatu data yang dilihat dari nilai rata-rata (mean), standar deviasi, varian, 
maksimum, minimum, sum, range, kurtosis, dan skewness (kemencengan 
distribusi). Uji statistik deskriptif yang dilakukan dalam penelitian ini adalah nilai 
rata-rata (mean), standar deviasi, maksimum, minimum, dan range. 
 
3.6.2 Uji Kualitas Data 
 
3.6.2.1 Uji Normalitas  
 
Menurut Ghozali (2018), uji normalitas bertujuan untuk menguji apakah dalam 
model regresi, variabel pengganggu atau residual memiliki distribusi normal. Untuk 
mengetahui apakah suatu data memiliki distribusi normal atau tidak secara statistik 
maka dilakukan uji statistik Kolmogorov-Smirnov. Uji Kolmogorov-Smirnov 
dilakukan dengan membuat hipotesis: 
H0: data terdistribusi secara normal 
Ha: data terdistribusi secara tidak normal 
 Dasar pengambilan keputusan analisis statistik dengan uji Kolmogorov-
Smirnov adalah (Ghozali, 2018): 
1. Apabila nilai Asymp. Sig (2-tailed) lebih dari 0,05 maka H0 diterima. Kondisi 
ini berarti bahwa data residual terdistribusi normal. 
53 
 
2. Apabila nilai Asymp. Sig (2-tailed) kurang dari 0,05 maka H0 ditolak. Kondisi 
ini berarti bahwa data residual tidak terdistribusi normal. 
 
3.6.3 Uji Asumsi Klasik 
 
Uji asumsi klasik dilakukan untuk memenuhi asumsi dasar sebelum dilakukan 
pengujian hipotesis. Uji asumsi klasik yang diperlukan adalah uji multikolonieritas, 
uji autokorelasi, dan uji heteroskedastisitas (Ghozali, 2018). 
3.6.3.1 Uji Multikolonieritas  
 
Menurut Ghozali (2018) uji multikolonieritas bertujuan untuk menguji apakah 
model regresi ditemukan adanya korelasi antar variabel bebas (independen). Model 
regresi yang baik seharusnya tidak terjadi korelasi di antara variabel. Jika variabel 
independen saling berkorelasi, maka variabel-variabel ini tidak orthogonal. 
Variabel orthogonal adalah variabel independen yang nilau korelasi antar sesama 
variabel independen sama dengan nol.  
Uji multikolonieritas dapat dilakukan dengan melihat nilai tolerance dan 
Variance Inflation Factor (VIF). Kedua ukuran ini menunjukan setiap variabel 
independen mana yang dijelaskan oleh variabel independen lainnya. Tolerance 
mengukur variabilitas variabel independen yang terpilih yang tidak dijelaskan oleh 
variabel independen lainnya. Nilai cutoff yang umum dipakai untuk menunjukkan 
adanya multikolonieritas adalah nilai tolerance ≤ 0.10 atau sama dengan nilai VIF 
≥ 10 (Ghozali, 2018). 
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3.6.3.2 Uji Autokorelasi 
 
Menurut Ghozali (2018), uji autokorelasi bertujuan menguji apakah dalam model 
regresi linier ada korelasi antara kesalahan pengganggu pada periode t dengan 
kesalahan pengganggu pada periode t-1 (sebelumnya). Model regresi yang baik 
adalah regresi yang bebas dari autokorelasi. Jika autokorelasi terjadi, maka 
dinamakan ada problem autokorelasi. Autokorelasi muncul karena observasi yang 
berurutan sepanjang waktu berkaitan satu sama lain. Masalah ini timbul karena 
residu (kesalahan pengganggu) tidak bebas dari suatu observasi ke observasi 
lainnya. Hal ini sering ditemukan pada data runtut waktu (time series) karena 
“gangguan” pada seorang individu atau kelompok cenderung mempengaruhi 
“gangguan” pada individu atau kelompok yang sama pada periode berikutnya.  
Cara yang dapat digunakan untuk mendeteksi terjadinya autokorelasi dalam 
penelitian ini adalah dengan melakukan Run Test. Jika nilai Asymp. Sig. (2-tailed) 
lebih dari 0,05 maka tidak terjadi autokorelasi. Sebaliknya jika nilai Asymp. Sig. 
(2-tailed) kurang dari 0,05 maka terjadi autokorelasi (Ghozali, 2018). 
3.6.3.3 Uji Heteroskedastisitas 
 
Menururt Ghozali (2018), uji heterokedastisitas bertujuan menguji apakah dalam 
model regresi terjadi ketidaksamaan variance dari residual satu pengamatan ke 
pengamatan yang lain. Jika variance dari residual satu pengamatan ke pengamatan 
lain tetap, maka disebut homoskedastisitas dan jika berbeda disebut 
heterokedastisitas. Model regresi yang baik adalah homoskedastisitas atau tidak 
terjadi heterokedastisitas.  
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Heteroskedastisitas dapat diprediksi dengan melihat grafik plot antara nilai 
prediksi variabel terikat (dependen) yaitu ZPRED dengan residualnya SRESID. 
Deteksi ada tidaknya heteroskedastisitas dilakukan dengan melihat ada tidaknya 
pola tertentu pada grafik scatterplot antara SRESID dan ZPRED. Sumbu Y adalah 
Y yang telah diprediksi, sedangkan sumbu X adalah residual (Y prediksi – Y 
sesungguhnya). Dasar yang digunakan untuk menganalisis hasil uji 
heteroskedastisitas adalah (Ghozali, 2018): 
1. Jika ada pola tertentu, seperti titik-titik yang membentuk pola tertentu yang 
teratur (bergelombang, melebar kemudian menyempit) maka mengindikasikan 
telah terjadi heteroskedastisitas. 
2. Jika tidak ada pola yang jelas, serta titik-titik menyebar diatas dan dibawah 
angka 0 pada sumbu Y, maka tidak terjadi heteroskedastisitas. 
 
3.6.4 Uji Hipotesis 
 
3.6.4.1 Analisis Regresi Linier Berganda 
 
Teknik analisis data dalam penelitian ini menggunakan model regresi linier 
berganda untuk menguji pengaruh variabel independen jumlah wajib pajak, luas 
lahan dan bangunan, nilai jual objek pajak, dan laju inflasi terhadap variabel 
dependen penerimaan pajak bumi dan bangunan. Persamaan fungsi regresi linier 
berganda yang digunakan dalam penelitian ini adalah:   




Y  = Penerimaan PBB 
𝛼  = Konstanta 
𝛽1 , 𝛽2 , 𝛽3 , 𝛽4 = Koefisien regresi 
X1  = Jumlah wajib pajak 
X2  = Luas lahan dan bangunan 
X3   = Nilai jual objek pajak 
X4  = Laju inflasi 
e   = Standar Error 
 
3.6.4.2 Uji Koefisien Determinasi (R2)   
 
Menurut Ghozali (2018), koefisien determinasi (R2) digunakan untuk mengukur 
seberapa jauh kemampuan model dalam menerangkan variasi variabel dependen. 
Nilai koefisien determinasi antara 0 (nol) dan 1 (satu). Nilai R2 yang kecil berarti 
kemampuan variabel-variabel independen dalam menjelaskan variasi variabel 
independen yang terbatas. Nilai R2 yang mendekati satu berarti variabel independen 
memberikan hampir semua informasi yang dibutuhkan untuk memprediksi variasi 
variabel dependen. 
 Kelemahan mendasar penggunaan koefisien determinasi adalah bias 
terhadap jumlah variabel independen yang dimasukkan kedalam model. Setiap 
tambahan satu variabel independen, maka R2 akan meningkat tanpa melihat apakah 
variabel tersebut berpengaruh signifikan terhadap variabel dependen. Oleh karena 
itu, penelitian ini menggunakan Adjusted R Square untuk mengevaluasi model 
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regresi terbaik karena nilai Adjusted R Square dapat naik atau turun apabila satu 
variabel independen ditambahkan kedalam model (Ghozali, 2018). 
Analisis korelasi bertujuan untuk mengukur kekuatan asosiasi (hubungan) 
linear antara dua variabel. Korelasi tidak menunjukkan hubungan fungsional atau 
dengan kata lain analisis korelasi tidak membedakan antara variabel dependen 
dengan variabel independen (Ghozali, 2018). Menurut Lind, et al (2015), koefisien 
korelasi mengukur kekuatan hubungan antara variabel bebas dengan variabel terikat 
serta menjelaskan arah hubungan variabel tersebut. Nilai koefisien korelasi (R) 
berkisar antara -1.00 sampai +1.00. Berikut ini adalah ringkasan kekuatan dan arah 
dari koefisien korelasi (Lind, et al, 2015): 
Tabel 3.1 
Kekuatan dan Arah Koefisien Korelasi 
 
Nilai Koefisien Korelasi Interpretasi 
KK = -1 Korelasi negatif sempurna 
-1 < KK < -0,50 Korelasi negatif kuat 
-0,50 < KK < 0 Korelasi negatif lemah 
KK = 0 Tidak ada korelasi 
0 < KK < 0,50 Korelasi positif lemah 
0,50 < KK < 1 Korelasi positif kuat 




3.6.4.3 Uji Signifikan Simultan (Uji Statistik F) 
 
Uji statistik F dilakukan untuk menunjukan apakah seluruh variabel independen 
atau variabel bebas yang dimasukkan dalam model mempunyai pengaruh secara 
bersama-sama terhadap variabel dependen atau variabel terikat. Hipotesis yang 
akan diuji dalam uji F adalah H0: variabel independen tidak berpengaruh secara 
bersama-sama terhadap veriabel dependen (b1 = b2 = .... bk = 0), Ha: variabel 
independen berpengaruh secara bersama-sama terhadap variabel dependen (b1 = b2 
= .... bk ≠ 0). Hipotesis akan diuji dengan menggunakan tingkat signifikansi sebesar 
5%  atau 0,05. Dasar pengambilan keputusan dalam uji statistik F adalah jika nilai 
signifikansi < 0,05 maka hipotesis nol ditolak yang berarti bahwa variabel 
independen berpengaruh secara bersama-sama terhadap variabel dependen. Jika 
nilai signifikansi > 0,05 maka hipotesis nol diterima yang berarti bahwa variabel 
independen tidak berpengaruh secara bersama-sama terhadap variabel dependen 
(Ghozali, 2018). 
 
3.6.4.4 Uji Signifikan Parameter Individual (Uji Statistik t) 
 
Uji statistik t digunakan untuk mengetahui seberapa jauh pengaruh satu variabel 
independen secara individual dalam menerangkan variasi variabel dependen. 
Hipotesis yang akan diuji dalam uji statistik t adalah H0: variabel independen bukan 
merupakan penjelas yang signifikan terhadap variabel dependen (bi = 0), Ha: 
variabel independen merupakan penjelas yang signifikan terhadap variabel 
dependen (bi ≠ 0). Uji t dapat dilakukan dengan membandingkan probabilitas 
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dengan alfa 0,05 (α = 5%). Dasar pengambilan keputusan dalam uji statistik t adalah 
jika nilai signifikansi t < 0,05 maka hipotesis alternatif diterima yang berarti bahwa 
variabel independen berpengaruh secara signifikan terhadap variabel dependen. 
Jika nilai signifikansi t > 0,05 maka hipotesis alternatif ditolak yang berarti bahwa 
variabel independen tidak berpengaruh secara signifikan terhadap variabel 
dependen (Ghozali, 2018).
