The primitive elements of the supersymmetry algebra cohomology as defined in a companion paper are computed exhaustively for standard supersymmetry algebras in dimensions D = 2 and D = 3, for all signatures (t, D − t) and all numbers N of sets of supersymmetries.
Introduction
This paper relates to supersymmetry algebra cohomology as defined in [1] , for supersymmetry algebras in dimensions D = 2 and D = 3 of translational generators P a (a = 1, . . . , D) and supersymmetry generators Q The object of this paper is the determination of the primitive elements of the supersymmetry algebra cohomology for supersymmetry algebras (1.1) in D = 2 and D = 3 dimensions, for all numbers N of sets of supersymmetries and all signatures (t, D − t) of the Clifford algebra of the gamma matrices Γ a . According to the definition given in [1] , these primitive elements are the representatives of the cohomology H gh (s gh ) of the coboundary operator where ξ * i α denotes the conjugate-complex of ξ α i . For the matrix B there are two different options in all cases exept for signatures (0, 2) and (2, 0) in D = 2 dimensions (see section 2.8 of [1] ). The results will be formulated in such a way that they are valid for both choices of B (see section 5.5 of [1] ). Therefore it will not be necessary to fix a choice of B. Symplectic Majorana supersymmetries occur only for the signatures (0, 3) and (3, 0) in D = 3 dimensions and the matrix Ω used in these cases will be specified in section 3.1.
In all cases we shall use the following strategy to compute H gh (s gh ): we first compute the cohomology groups explicitly in a particular spinor representation and then reformulate the result in an so(t, D − t)-covariant way (with so(t, D − t)-transformations as in section 2.6 of [1] ) so that they become independent of the spinor representation.
We shall use the notation ∼ for equivalence in H gh (s gh ), i.e. for ω 1 , ω 2 ∈ Ω gh the notation ω 1 ∼ ω 2 means ω 1 − ω 2 = s gh ω 3 for some ω 3 ∈ Ω gh : ω 1 ∼ ω 2 :⇔ ∃ ω 3 : ω 1 − ω 2 = s gh ω 3 (ω 1 , ω 2 , ω 3 ∈ Ω gh ).
(1.9)
Notation and conventions which are not explained here are as in [1] .
2 Primitive elements in D = 2 dimensions 2.1 H gh (s gh ) for signature (1,1) in a particular representation
We shall first compute H gh (s gh ) in D = 2 dimensions for signature (1, 1) and any numbers N + , N − of Majorana-Weyl supersymmetries in a spinor representation with
In this spinor representation Majorana-Weyl supersymmetry ghosts ξ
) have only one nonvanishing component,
The coboundary operator s gh acts on the translation ghosts according to
These transformations can be simplified by introducing the following purely imaginary linear combinations of the translation ghosts:
We define the space Ω + of polynomials ω + (c 1 , ψ 1 + , . . . , ψ N + ) inc 1 and the components of the supersymmetry ghosts of positive chirality, and the space Ω − of polynomials ω − (c 2 , χ 1 − , . . . , χ N − ) inc 2 and the components of the supersymmetry ghosts of negative chirality. Equation (2.5) shows that s gh does not lead out of these spaces respectively, i.e. ω + ∈ Ω + implies (s gh ω + ) ∈ Ω + and ω − ∈ Ω − implies (s gh ω − ) ∈ Ω − , for all ω + and ω − . Furthermore the space Ω gh of polynomials in all ghost variables can be written as the tensor product Ω + ⊗ Ω − of Ω + and Ω − (with 
, where a 0 (ψ 2 + , . . . , ψ N + ) and a 1 (ψ 2 + , . . . , ψ N + ) are arbitrary polynomials in ψ 2 + , . . . , ψ N + and b 0 (χ 2 − , . . . , χ N − ) and b 1 (χ 2 − , . . . , χ N − ) are arbitrary polynomials in χ 2 − , . . . , χ N − . The Künneth formula yields thus: Lemma 2.1 (H gh (s gh ) for N + > 0 and N − > 0). In the spinor representation (2.1), H gh (s gh ) is represented in the cases with both N + > 0 and N − > 0 by polynomials in the supersymmetry ghosts which are at most linear both in ψ 1 + and in χ 1 − and do not depend on the translation ghosts:
where a 00 , a 10 , a 01 and a 11 are polynomials in ψ 2 + ,. . . ,ψ N + or χ 2 − ,. . . ,χ N − or complex numbers:
(2.10)
(2.11)
The cases N + = 0 or N − = 0 are even simpler. E.g., in the case N − = 0 one has s ghc 2 = 0 and Ω − = {a + bc 2 |a, b ∈ C}. Hence, in this case H − (s gh ) coincides with Ω − and the Künneth formula gives: 
where a 0 and a 1 are polynomials in ψ 2 + , . . . , ψ N + or the translation ghost variablẽ c 2 :
(2.14) 
2 ) where a 0 (ψ 2 + ,c 2 ) and
2 ) are polynomials of arbitrary degree in ψ 2 + and may also depend linearly onc 2 . Hence, in the case (N + , N − ) = (2, 0) the cohomology H gh (s gh ) is infinite dimensional, in sharp contrast to the case (N + , N − ) = (1, 1) which has the same number of supersymmetries.
2.2 H gh (s gh ) for signature (1, 1) 
in covariant form
The results summarized in lemmas 2.1 and 2.2 can be readily rewritten for spinor representations equivalent to the spinor representation (2.1), using that the equivalence transformations relating any two spinor representations in even dimensions do not mix chiralities, cf. section 2.7 of [1] . Since the ψ i + and χ i − denote the components of chiral supersymmetry ghosts in the spinor representation (2.1), we can simply substitute the components of chiral supersymmetry ghosts in any equivalent spinor representation for them to obtain H gh (s gh ) in the respective spinor representation. Furthermore, one readily checks that the product ψ 1 + χ 1 − can be written as the so(1, 1)-invariant ξ
) αβ which extends it to spinor representations equivalent to (2.1). Therefore, a spinor representation independent formulation of lemma 2.1 is, for instance: 
where a, a +α , a −α and a +− are polynomials in the components of the supersymmetry ghosts ξ
or complex numbers analogously to equations (2.8) to (2.11).
Analogously one may formulate lemma 2.2 in a spinor representation independent form. Equation (2.17) takes into account that, in general, in a spinor representation different from (but equivalent to) the spinor representation (2.1) the nonvanishing components of ξ 2.3 H gh (s gh ) for signatures (0,2) and (2,0)
We now derive H gh (s gh ) for signatures (0, 2) and (2, 0) departing from particular spinor representations with signature (0, 2) :
signature (2, 0) :
s gh acts on the translation ghosts according to signature (0, 2) :
In terms of the ghost variables
the s gh -transformations (2.20) read in either case
These transformations are analogous to those in equation (2.5) for N + = N − = N. Therefore we can directly obtain the cohomology H gh (s gh ) for signature (0, 2) in the spinor representation (2.18) and for signature (2, 0) in the spinor representation (2.19) from lemma 2.1 for 
where a 00 , a 10 , a 01 and a 11 are polynomials in ψ 2 ,. . . ,ψ N ,χ 2 ,. . . ,χ N or complex numbers:
To formulate H gh (s gh ) in spinor representations equivalent to the spinor representations (2.18) and (2.19) we use that ψ 1 and χ 1 are the components of the supersymmetry ghost ξ 1 and that the product ψ 1 χ 1 equals the so(t, 2 − t) invariant 
In D = 3 dimensions we first compute H gh (s gh ) for any signature (t, 3 − t) in a particular spinor representation given by
The supersymmetry ghosts ξ i are for signatures (1, 2) and (2, 1) Majorana spinors fulfilling equation (1.7) and for signatures (0, 3) and (3, 0) symplectic Majorana spinors fulfilling equation (1.8) with a matrix Ω given by
Accordingly, for signatures (0, 3) and (3, 0) we consider even numbers N of sets of supersymmetries and supersymmetry ghosts.
We introduce the following notation for the components of the supersymmetry ghosts:
and the following translation ghost variables (with k a as in (3.1)):
In terms of these ghost variables the coboundary operator s gh acts for all signatures (t, 3 − t) according to
(3.5)
Strategy
In order to compute H gh (s gh ) in the spinor representation (3.1) we shall use results in D = 2 dimensions obtained in section 2. To use these results we define the spacê Ω of polynomials in the ghost variables that do not depend onc 3 ,
The coboundary operator s gh acts in the spaceΩ exactly as on ghost polynomials in D = 2 dimensions for signatures (0, 2) and (2, 0), cf. equations (2.24). The cohomology of s gh inΩ is thus obtained from lemma 2.4. We denote this cohomology byĤ gh (s gh ).
To determine H gh (s gh ) fromĤ gh (s gh ) we write a ghost polynomial ω ∈ Ω gh as
This yields
Notice that on the right hand side of equation (3.8) only the last term containsc 3 . We thus obtain:
The first condition s ghω1 = 0 in (3.9) imposes thatω 1 is a cocycle inĤ gh (s gh ). This condition will be solved by means of the result (2.25) of lemma 2.4. The second condition in (3.9) imposes that N i=1 ψ i χ iω1 is a coboundary inĤ gh (s gh ). That second condition will be solved by means of the result (2.26) of lemma 2.4. Thenω 0 will be determined using again the result (2.25) of lemma 2.4, and ω will be obtained from the results forω 0 andω 1 using (3.7). We shall have to distinguish the cases N = 1 and N > 1.
H
for some polynomial̺ 1 ∈Ω and some complex numbers a ij ∈ C. Using this result forω 1 in the second condition in (3.9), the latter becomes in the case N = 1:
Equation (3.11) imposes in particular that ψ 1 χ 1 a 00 is a coboundary inĤ gh (s gh ). Using the result (2.26) of lemma 2.4 we conclude a 00 = 0. (3.12)
Using now equation (3.12) in equation (3.11), the latter imposes
Using again the first result (2.25) of lemma 2.4, we concludê
for some̺ 0 ∈Ω and some b ij ∈ C. Solving equation (3.13) forω 0 and using the results forω 0 andω 1 in equation (3.7) we obtain
(3.14)
The cocyles b 00 + ψ 1 b 10 + χ 1 b 01 + (c 3 ψ 1 −c 1 χ 1 )a 10 + (c 3 χ 1 −c 2 ψ 1 )a 01 are at most linear in the supersymmetry ghosts and, therefore, cannot be exact in H gh (s gh ) since s gh -coboundaries in Ω gh depend at least quadratically on the supersymmetry ghosts owing to equations (3.5). Furthermore it can be readily checked explicitly that c 3 ψ 1 χ 1 − 
where b ij , a ij ∈ C.
Towards
In the cases N > 1 we start again from the first condition s ghω1 = 0 in (3.9). We conclude from the result (2.25) for N > 1 in lemma 2.4 that ω 1 = s gh̺1 + a 00 + ψ 1 a 10 + χ 1 a 01 + ψ 1 χ 1 a 11 (3.17)
for some polynomial̺ 1 ∈Ω, with a ij polynomials in ψ 2 , . . . , ψ N , χ 2 , . . . , χ N :
Using this result forω 1 in the second condition in (3.9), the latter yields in the cases N > 1:
where we used the notation
.
Equation (3.19) imposes:
for̺ 2 = (−ω 0 + . . . ) ∈Ω. Using the result (2.26) we conclude from equation (3.20) that
(3.21)
The first and the second of these conditions imply
which holds identically (for any a 11 ) in the case N = 2 and imposes a 11 = 0 in the cases N > 2.
The third and the fourth of the conditions in (3.21) give: for some polynomial b in ψ 2 and χ 2 .
We thus infer from (3.21): N = 2 : a 00 = −ψ 2 χ 2 a 11 , a 10 = χ 2 b , a 01 = ψ 2 b ; (3.27) N > 2 : a 00 = a 11 = a 10 = a 01 = 0 (3.28) where in (3.27) a 11 = a 11 (ψ 2 , χ 2 ) and b = b(ψ 2 , χ 2 ) are polynomials in ψ 2 and χ 2 which are not constrained by the cocycle condition. To proceed, we have to distinguish the cases N = 2 and N > 2.
H
Using (3.27) in equations (3.17) and (3.19) we obtain
Using once again the result (2.25) of lemma 2.4 we infer from (3.30):
for some̺ 0 ∈Ω and some polynomials b ij = b ij (ψ 2 , χ 2 ) in ψ 2 and χ 2 . Using the results forω 0 andω 1 in equation (3.7), we obtain:
where b ′ 00 = b 00 − ψ 2 χ 2 b 11 . We have thus shown:
We shall now investigate whether and which cocycles in equation (3.33) are coboundaries, i.e., we shall study the equation
As in equation (3.7) we write ̺ as
Writing s gh ̺ analogously to s gh ω in (3.8), equation (3.34) becomes
The terms in (3.36) containingc 3 impose
Using the result (2.26) of lemma 2.4, we conclude from equation (3.37) b = a 11 = 0; (3.38)
Using the result (2.25) of lemma 2.4, we infer from (3.39):
Using now (3.38) and (3.40) in equation (3.36), the latter yields
This gives:
for̺ 5 = (̺ 3 + . . . ) ∈Ω. Using the result (2.26) of lemma 2.4 we infer from (3.42): 
We have thus shown:
In the spinor representation (3.1), H gh (s gh ) is in the case N = 2 represented by cocycles b 
for some polynomials d 10 and d 01 in ψ 2 and χ 2 .
Using (3.28) in equations (3.17) and (3.19) we obtain
(3.49)
Using once again the result (2.25) of lemma 2.4 we conclude from (3.49):
for some̺ 0 ∈Ω and some polynomials b ij = b ij (ψ 2 , . . . , ψ N , χ 2 , . . . , χ N ). Using the results forω 0 andω 1 in equation (3.7), we obtain:
. We have thus shown in the cases N > 2:
We still have to determine those cocycles b ′ 00 + ψ 1 b 10 + χ 1 b 01 that are coboundaries. Analogously to the case N = 2 we thus study the equation
(3.53)
In the same way as in the analysis of equation (3.34) one derives the analog of (3.41) for N > 2:
(3.54) This yields:
with̺ 5 = (̺ 3 + . . . ) ∈Ω. Using the result (2.26) of lemma 2.4 we infer from (3.55):
56)
(3.58) (3.57) implies
(3.59)
This yields: 
for some polynomials d 11 , d 10 and d 01 in ψ 2 , . . . , ψ N , χ 2 , . . . , χ N .
H gh (s gh ) in covariant form
To derive a spinor representation independent formulation of lemmas 3.1, 3.2 and 3.3 we introduce the following so(t, 3 − t)-covariant ghost polynomials:
The Θ ij fulfill:
where ϑ i · ξ j denotes the so(t, 3 − t)-invariant product of ϑ i and ξ j , cf. equation (2.39) of [1] .
In the spinor representation (3.1) one has, for all signatures (t, 3 − t),
The coboundary operator s gh acts on ϑ i and Θ ij according to
Equations (3.66) can be easily verified explicitly in the spinor representation (3.1) using equations (3.64) and (3.65). The validity of equations (3.66) in the particular spinor representation implies their validity in any spinor representation equivalent to the particular spinor representation owing to their so(t, 3 − t)-covariance.
2
Equations (3.64) and (3.65) show that the various ghost polynomials involving the translations ghosts which appear in lemmas 3.1 and 3.2 are proportional to ghost polynomials (3.62) expressed in the spinor representation (3.1) respectively. Using
and that ψ i χ j − χ i ψ j is the so(t, 3 − t)-invariant product ξ i · ξ j of ξ i and ξ j we can rewrite lemmas 3.1, 3.2 and 3.3 in an so(t, 3 − t)-covariant form which extends them to all spinor representations equivalent to the spinor representation (3.1).
Lemma 3.1 yields:
In the case N = 1 a complete set of independent cohomology classes of 
where a, a α , b α , b ∈ C.
2 Alternatively one may verify equations (3.66) directly in a spinor representation independent manner using the "completeness relation" δ 
where a(ξ 2 ), a α (ξ 2 ), b 1 (ξ 2 ) and b 2 (ξ 2 ) are polynomials in the components of ξ 2 ;
(ii) a cocycle a(ξ 2 ) + ξ 
for some polynomials d α (ξ 2 ) in the components of ξ 2 .
Comment: In the case N = 2 equations (3.66) yield s gh ϑ
2 . These relations are behind the results that in (3.69) there is no analog of the term ϑ 
where a(ξ 2 , . . . , ξ N ) and a α (ξ 2 , . . . , ξ N ) are polynomials in the components of ξ 2 ,. . . , ξ N ;
(ii) a cocycle a(ξ 2 , . . . , ξ N )+ξ 
Conclusion
We have computed the primitive elements of the supersymmetry algebra cohomology for supersymmetry algebras (1.1) in D = 2 and D = 3 dimensions for all signatures (t, D − t) and all numbers N of sets of Majorana type supersymmetries (depending on the particular dimension and signature, these are Majorana-Weyl, Majorana or symplectic Majorana supersymmetries).
Thereby we have introduced methods which are applicable and useful also for analogous computations in higher dimensions. These are:
• "dimension-climbing", i.e. using the results in a lower dimension to derive the results in a higher dimension, cf. sections 2.1 and 3.1.1;
• "ghost-matching" for different signatures, i.e. using appropriately defined ghost variables that allow one to match transformations and results for different signatures in a particular dimension, cf. sections 2.3 and 3.1 (see also section 5.3 of [1] );
• "covariantization" of results, i.e. rewriting the results obtained in a particular spinor representation in an so(t, D − t)-covariant way so that they become valid for any other equivalent spinor representation, cf. sections 2.2 and 3.2.
Furthermore the results exhibit features that will be met also in higher dimensions and are typical for the supersymmetry algebra cohomology. These are:
• the dependence of the primitive elements on the translation ghosts via so(t, D− t)-covariant ghost polynomials as in equations (3.62), cf. lemmas 3.4 and 3.5;
• a decrease of the maximal c-degree (= degree in the translation ghosts) of primitive elements for increasing N (in D = 3 dimensions there are primitive elements with c-degrees zero and one in the cases N = 1 and N = 2 but in the cases N > 2 all primitive elements have c-degree zero, cf. lemmas 3.1, 3.2 and 3.3).
As a final remark we add that the results for D = 2 apply analogously also to the case with an alternative choice of the charge conjugation matrix C (σ 1 in place of σ 2 in the particular spinor representations given in equations (2.1), (2.18) and (2.19)): in lemma 2.3 one just has to substitute ξ 
