In this paper we show that given a circle packing of an infinite planar triangulation such that its carrier is parabolic, placing weights on the edges according to a certain natural way introduced by Dubejko, makes the random walk recurrent. We also propose a higher-dimensional analogue of the Dubejko weights.
Introduction
A circle packing is a collection of circles in the plane with disjoint interiors. The tangency graph of a circle packing is the graph obtained by assigning a vertex to each circle and connecting two vertices by an edge if their respective circles are tangent to one another. A planar graph is called a triangulation if it admits a drawing in the plane (also called a triangulation) in which all faces are incident to exactly 3 edges, outer face included. The celebrated circle packing theorem [11, 15] asserts that every finite planar graph is the tangency graph of some circle packing. Furthermore, if the graph is a triangulation then its circle packing is unique up to Möbius transformations and reflections. A concise background on the probabilistic and combinatorial properties of circle packings can be found in [13] .
Infinite planar graphs can also be shown (see [13] ) to be isomorphic to the tangency graph of some (infinite) circle packing. However, the question of uniqueness becomes more complicated, and requires a few more definitions. All infinite graphs in this paper are assumed to be connected and locally finite, and infinite triangulations are assumed to have no outer face. For an infinite triangulation drawn in the plane we use the term face to also mean the compact set bounded by its edges. A circle packing induces a drawing in straight lines of its tangency graph by mapping the vertices to the centers of their corresponding circles. If this drawing is an infinite triangulation and the union of its faces is a domain Ω ⊆ R 2 , the circle packing is said to be a circle-packed infinite triangulation of Ω, Ω is called its carrier and the tangency graph is said to be circle-packable in Ω.
In [8] and [9] , He & Schramm extended the circle packing theorem to infinite triangulations that are one-ended, i.e. such that the removal of any finite set of vertices leaves the graph with exactly one infinite connected component (and possibly more finite ones). They showed that the possible carriers of a circle packing of such a triangulation are deeply linked to properties of the simple random walk on the graph. A graph is said to be recurrent if the simple random walk started at some vertex ρ almost surely returns to ρ infinitely often, and transient otherwise.
Indeed, among their results, they showed that for a bounded-degree one-ended triangulation, either the graph is recurrent and is circle-packable in the plane, or it is transient and circle-packable in the open unit disk. Another of their results shows that in the transient case, the graph is also circle-packable in the open unit square (or any other simply-connected domain strictly contained in the plane). Consequently, since Möbius transformations and reflections cannot map the unit disk to the unit square, one cannot hope for the same rigidity as in the finite case.
When removing the assumption of one-endedness, some more definitions are needed: A domain Ω ⊆ R 2 is called parabolic if for any open set U ⊆ Ω, Brownian motion started at any point of Ω and killed at ∂Ω hits U almost surely. The domain is said to be hyperbolic otherwise. An equivalent formulation for parabolicity is given in Proposition 5. 13 . In [7] , Gurel-Gurevich, Nachmias & Souto showed that a dichotomy still holds without oneendedness for infinite triangulations of bounded degree: the graph is recurrent iff the carrier of any circle packing of it is parabolic. Their proof relied on the Rodin-Sullivan [14] Ring Lemma, which shows that when the degree is bounded, the radii of adjacent circles must be comparable in length. Indeed, removing the bounded degree assumption may cause the theorem to fail. For example, as described in [13] , we can add circles to the circle packing of the (recurrent) hexagonal lattice in a way that creates a drift in the random walk in a direction of choice, rendering it transient. However, the carrier has remained parabolic, being the entire plane. Definition 1.1. A network is a pair (G, c) where G = (V, E) is a connected graph (with self-loops allowed) and
c : E → (0, ∞) is a weight function on the edges. The weighted random walk on a network is the Markov chain with state space V and transition probabilities P x,y = cxy π(x) where π (x) = y∼x c xy . The network is said to be recurrent if the weighted random walk started at some vertex ρ ∈ V almost surely returns to ρ infinitely often, and transient otherwise.
In [3] , Dubejko proposed a way to place weights on the edges of a circle-packed infinite triangulation such that in the weighted random walk on the network, the sequence of centers of the circles visited becomes a martingale.
These weights also arise naturally in the context of discrete complex analysis (see [4] ). For completeness, we provide Dubejko's elegant proof here as Theorem 2.4. Let us precisely define the weights. In the straight-line drawing induced by a circle-packed infinite triangulation, each face f is a straight-edge triangle. Thus, a circle packing for the dual graph is induced by mapping each face f to its incircle. In the drawings of the graph and its dual, an edge e and its dual e † are orthogonal straight lines, as shown in Figure 1 
where |e| and e † are the respective lengths of the straight line segments that e and its dual edge e † are mapped to. Proposition 2.8 shows that the weights are bounded from above by a constant. Thus, Rayleigh monotonicity implies that if the simple random walk on a circle-packed triangulation is recurrent then so is the weighted random walk (WRW). Furthermore, as shown in Proposition 2.10, when the graph has bounded degree the weights are also bounded from below by a constant, and so in the bounded degree case the SRW and WRW are either both recurrent or both transient. So one might hope that replacing the SRW with the WRW would make the theorem of Gurel-Gurevich, Nachmias & Souto hold for both the bounded degree and unbounded degree cases. The main goal of this paper is to prove the following:
Let Ω ⊆ R 2 be a parabolic domain. Then for any circle-packed infinite triangulation of Ω, the Dubejko-weighted random walk is recurrent.
In section 2 we analyze some geometric properties of the weights. In section 3 we prove two special cases: that if the carrier is the entire plane then the WRW is recurrent, and that if the carrier is bounded then the WRW is transient. In section 4 we prove some lemmas on integration of harmonic functions needed for the proof of Theorem 1.3, which is proven itself in section 5. Finally, in section 6, we propose an analogue of the Dubejko weights for higher dimensions, and prove they make the weighted random walk into a martingale.
Some Geometric Lemmas
Remark 2.1. In the context of a circle packing, we use interchangeably the vertices of the tangency graph and the centers of their corresponding circles in R 2 .
Definition 2.2. Let {C v } v∈V be a circle-packing of an infinite triangulation. For a vertex v ∈ V , the polygon of v denoted by P v is the polygon whose sides are the dual edges to all the edges incident to v.
Remark 2.3. P v is convex, its vertices are the incenters of the faces incident to v and the circle C v is inscribed in it.
We now provide our main probabilistic motivation for looking at the Dubejko weights, taken from [3] . An analogue for higher dimensions of this theorem is proven in Proposition 6.4.
Proof. Set π (x) = y∼x c xy and denote the transition probabilities by p xy = cxy π(x) . Let v ∈ V , and let u 1 , u 2 , ..., u n ∈ V be its neighbors in G. For each i ∈ {1, 2, ..., n} let − → e i = u i − v be the edge vu i oriented from v to u i . Let R : R 2 → R 2 be the linear clockwise rotation by π 2 radians, and let
.., − → f n trace a closed curve along the boundary of the polygon P v , their sum vanishes. Since R is injective, the Theorem follows.
We continue by analyzing some of the properties of the Dubejko weights. Since the weights are defined using incircles, we will need the following formula for their radius:
Proposition 2.5. Let x, y, z ∈ R 2 be centers of mutually tangent circles with respective radii r x , r y , r z . Then the inradius of the triangle xyz is:
Proof. We calculate the the area A of the triangle xyz in two ways. On the one hand, the line segments connecting the incenter to x, y, z divide the triangle into 3 triangles with altitudes r, and so:
On the other hand, by Heron's formula we know:
Equating the two above and solving for r finishes the proof.
The weights of the Dubejko-weighted random walk can be directly expressed using the radii by the following formula, appearing in [15] after Theorem 18.3:
Proposition 2.6. Let {C v } v∈V be a circle-packed infinite triangulation, and let e = uv ∈ E. Let w 1 , w 2 ∈ V be the two vertices such that for every i ∈ {1, 2}, w i forms a face with u and v. Then the weight c e is:
Proof. For i ∈ {1, 2} set r uvwi to be the inradius of the triangle uvw i . Using Proposition 2.5, we can write:
Lemma 2.7. Let x, y, z ∈ R 2 be centers of mutually tangent circles with radii r x , r y , r z , and let r be the inradius of the triangle xyz. Then:
Proof. By Proposition 2.5, we can write:
A similar calculation replacing the role of z with x, y shows r < √ r y r z , r < √ r x r z , finishing the proof.
Proposition 2.8. Let {C v } v∈V be a circle-packed infinite triangulation, and G = (V, E) its tangency graph. Then for every edge e ∈ E the weight is bounded from above by:
Proof. Write e = uv for u, v ∈ V , and let w 1 , w 2 ∈ V be the two vertices forming a face with u, v, as in Figure   1 .1. Set r u , r v to be the radii of C u , C v and for each i ∈ {1, 2} set r uvwi to be the inradius of the triangle uvw i .
The edge e divides the dual edge e † into two line segments of lengths r uvw1 and r uvw2 . Using Lemma 2.7 and the AM-GM inequality we bound:
A key result in the theory of circle packings is the famous Ring Lemma, proven by Rodin and Sullivan in [14] : The following consequence of the Ring Lemma shows that under the bounded degree assumption, since the radii of the circles around a given circle cannot be too small, the corresponding edge weights cannot be too small either:
Proposition 2.10. Let {C v } v∈V be a circle-packed infinite triangulation and G = (V, E) its tangency graph. If G has degree bounded by d, then the weights are bounded from below by some constant c 0 = c 0 (d) > 0.
Proof. Under the conditions of the Proposition, each circle in the packing is surrounded by a cycle of length at most d of externally tangent circles. Thus, for each pair of adjacent circles, we can apply the Ring Lemma 2.9 in the wanted direction and deduce that the ratio of their respective radii is smaller than some global M = M (d) > 0 (which can be taken to be the inverse of r (d) for example).
Let e = uv ∈ E be an edge and let w 1 , w 2 the two vertices such that uvw 1 and uvw 2 are faces of the circle packing's drawing. Then using the formula from Proposition 2.6 for the weights we bound: Denote by 2α the angle ∠u 1 vu 2 . The incenter is the point of concurrency of the angle bisectors, so we have a right-angled triangle with legs of length 1 and r and angle α, so r = tan α. Combining the two formulae for r we get: 1 cos 2 α = 1 + tan 2 α = 1 + r 2 = 1 + r 1 + r 2 + r 1 r 2 1 + r 1 + r 2 = (1 + r 1 ) (1 + r 2 ) 1 + r 1 + r 2 .
We think of the weight c vu1 as "split" between two edges connected in parallel with weights r 1+r1 andr 1+r1 wherer is the inradius of the triangle from the other side of the edge vu 1 . We can now bound the sum of the conductances of the two half-edges relevant to the triangle vu 1 u 2 :
< r · 2 + 2r 1 + 2r 2 (1 + r 1 ) (1 + r 2 ) = tan α · 2 cos 2 α = sin (2α) < 2α.
Summing the last inequality over all faces incident to v gives the desired result.
Remark 2.12. The inequality of Proposition 2.11 is in fact tight: Consider a unit circle surrounded by n identical circles of radius r n . Denote by P n the perimeter of an n-regular polygon with inscribed radius 1, then since lim n→∞ r n = 0 and lim n→∞ P n = 2π, the sum of weights around the unit circle is:
Lemma 2. 13 . Let x, y, z ∈ R 2 be centers of mutually tangent circles with radii r x , r y , r z , and let r, M be the inradius and incenter of the triangle xyz. Denote by Q, R the respective tangency points of the incircle with the sides xy, xz.
Then:
In the context of a circle packing, this Lemma tells us that for a given face xyz, if at least one of y, z has a comparable radius to x then the angle of the polygon P x at the incenter of xyz cannot be too small. Using Lemma 2.7 we bound:
and since tan −1 is strictly increasing we get α > 2 tan −1 rx ry . A similar calculation replacing y with z shows α > 2 tan −1 rx rz , and the result follows.
The following beautiful theorem by Descartes (see §1.5 in [2]), illustrated in Figure 2 .3, will also be of use to us:
Theorem 2.14. (Descartes' Theorem): Let k 1 , k 2 , k 3 be the curvatures (i.e. the reciprocal of the radius) of three circles in the plane externally tangent to one another in 3 distinct points. Then there are exactly two other circles (or one circle and one line) tangent to all three, and their curvatures k satisfy:
where positive k, negative k and k = 0 represent a circle tangent externally to all three, internally to all three and a straight line respectively. A negative-curvature solution can be seen in the topmost example and a zero-curvature solution in the rightmost one.
Some Special Cases
The goal of this section is to show two special cases exhibiting a relation between the Dubejko-weighted random walk on an infinite circle-packed triangulation and the parabolicity of its carrier. In Proposition 3.1, whose arguments appear in [16] and [15] but are provided here for completeness, we show that if the carrier is bounded then the WRW is transient. In Proposition 3.5 we show that if the carrier is the entire plane then the WRW is recurrent.
Proof. Let (X n ) n∈N be the weighted random walk started at some vertex X 0 ≡ ρ. By Theorem 2.4, (X n ) n∈N is a martingale. A bounded martingale converges almost surely to some random variable (see for example [5] ), and so X n a.s −→ Y for some random variable Y . Choose any two vertices in the graph, say ρ and ρ . Assume towards contradiction that the random walk is recurrent, then ρ and ρ are almost surely both visited infinitely often. Now, X n converges to Y a.s and X n = ρ infinitely often a.s, which implies that Y = ρ almost surely. A similar argument shows that Y = ρ almost surely. But ρ = ρ in contradiction.
The proof of Proposition 3.1 was immediate from martingale arguments. For Proposition 3.5, we will use extensively the theory of probability and electric networks. For background on this field one may read chapter 2 of [12] .
We will need the following criterion for recurrence which follows from Dirichlet's Principle (see exercise 2.93 of [12] ): In the case that the carrier is the entire plane, the following Lemma shows that the effective resistance across any well-chosen annulus in the plane is at least a constant, which will be shown later to imply recurrence.
Lemma 3.4. Let {C v } v∈V be a circle-packed infinite triangulation of the entire plane. Then there exists some C > 0 such that for any R > 0 there exists some finitely supported f :
Define a continuous φ : R 2 → R in polar coordinates by:
In addition, f is finitely supported since its support is contained in the compact subset B (0, 2R) of the carrier, which can intersect only finitely many polygons of {C v } v∈V (rigorously proven later in Lemma 5.14) and hence only finitely many vertices of V .
We move on to bound the Dirichlet energy of f . Let G = (V, E) be the tangency graph of {C v } v∈V . For each edge uv ∈ E there is an orthodiagonal quadrilateral Q uv whose diagonals are e and e † , as shown in Figure 3 Using these quadrilaterals we divide the energy into two parts, bounding each separately:
For the first part, notice that φ is 1 R -Lipschitz since the gradient's norm is:
and so for each e = uv ∈ E we can bound:
Since the quadrilaterals {Q e } e∈E1 have disjoint interiors and are contained in B (0, 8R) we have:
We move on to bound the second term
We first claim that the cardinality of W is bounded by some constant number (say, 16 ). An easy way to show this is through area considerations: If v ∈ W then there exists some point p ∈ C v ∩B (0, 4R). This implies that there exists
can be shown to satisfy the above conditions. By the choice of q we have B (q, 2R) ⊆ C v ∩ B (0, 8R), and hence:
Dividing both sides by 4R 2 shows that |W | ≤ 16.
We next claim that if e = uv ∈ E 2 and e has some energy contribution then
then the energy contribution is zero, so we can assume WLOG that f (u) = 0, and so u ∈ B (0, 2R) . We will show that in this case v ∈ W . First, we have r u < 2R, because if we assume otherwise we have 0 ∈ C u and by the choice
Next, The quadrilateral Q e is convex, so from Q e B (0, 8R) we deduce that one of its vertices lies outside B (0, 8R). This vertex cannot be u since u ∈ B (0, 2R). If the vertex is v, we have
so v ∈ W as needed. Otherwise, another vertex of the quadrilateral which we denote by z lies outside B (0, 8R), and let w ∈ V be the vertex such that uvw is the face whose incenter is z. Let r be the inradius of uvw. Since
On the other hand, using Lemma 2.7 and the orthogonality of e and e † we get:
Combining the two inequalities involving z − u and solving for r v gives r v > 16R, which finishes the second claim about W .
Finally, using the trivial bound 0 ≤ f ≤ 1 together Lemma 2.11 and what we know about W , we obtain: Proof. Let G = (V, E) be the tangency graph of {C v } v∈V and fix some ρ ∈ V . Construct a sequence of radii
. and a sequence of finitely supported functions f i : V → R in the following way:
, and choose f 1 to be a finitely supported function as in Lemma 3.4 such that E (f 1 ) < C and
we have that f i vanishes on v and on all its neighbours. Applying Lemma 3.4 again, there exists some finitely supported
1 N f i . Then g N is finitely supported (as the sum of finitely many finitely supported functions). Furthermore, since f i (ρ) = 1 for every 1 ≤ i ≤ N , we have g N (ρ) = 1 as their mean. Using Proposition 3.3, it is enough to show that lim N →∞ E (g N ) = 0 in order to deduce recurrence.
To this end, we claim that for every uv ∈ E there is at most one
. then at least one of these is nonzero. By the construction of
both be equal to 1, and WLOG we may assume that f i (u) = 1. Then by construction of f i we have u / ∈ B (0, R i ), and so for each j < i we have u / ∈ B (0, R j+1 ) and by the choice of R j+1 we deduce f j (u) = f j (v) = 0. Now, having established that each edge uv ∈ E contributes to the energy of at most one f i , the energy E (g N ) decomposes as follows:
and so lim N →∞ E (g N ) = 0 as needed.
Some Integration Lemmas
The goal of this section is to prove Lemmas 4.8 and 4.10, providing bounds on integrals involving harmonic functions over polygons whose angles are not too sharp.
We begin be recalling the following classical inequality (for a proof see [1] for example): 
3. Let f be nonnegative and harmonic in B (x 0 , R). Then:
Proof. Let x ∈ B (x 0 , R), and write r = x − x 0 . By Harnack's inequality we have:
Rearranging this we get:
Using the inequality R − r ≤ R + r, we deduce:
If ∇f (x 0 ) = 0 then the inequality holds. Otherwise, Since ∇f (x 0 ) is the directional derivative in the direction 
Then g is nonnegative and harmonic in B (x 0 , R), and applying Lemma 4.3
gives:
∇f
Lemma 4.5. There exists some C 0 > 0 such that for every R > 0, x 0 ∈ R 2 and f harmonic in B (x 0 , R) and continuous in B (x 0 , R) we have in polar coordinates:
Proof. Notice first that both the LHS and the RHS integrals are invariant under translations and dilations of the domain. Explicitly, definingf :
, and so for the LHS:
Similarly, for the RHS:
Thus we may assume WLOG that R = 1 and x 0 = 0. We present two proofs for the claim: the first using Harnack's inequality and the second using Fourier analysis.
For the first proof, set ε d to be the RHS (or the Dirichlet energy), ε d =´2 π 0´1 0 ∇f re iθ 2 rdrdθ, and assume that for some C 0 > 0 we have:
∇f re iθ 2 · 4r · drdθ ≤ 4ε d , we have:
so we find that:
Therefore, there exists some x 0 ∈ B 0, 1 4 such that ∇f (x 0 ) 2 > 4(C0−4) 2π ε d . By Lemma 4.4 applied to f on B x 0 , 1 4 we deduce that:
Fix some 1 > r ≥ 1 2 . By the maximum and minimum principles for harmonic functions, f restricted to B (0, r) achieves its maximum and minimum on the boundary ∂B (0, r). Thus, by inequality 4.1 and the fact that B x 0 , 1 4 ⊆ B (0, r) we get that:
Let θ 1 , θ 2 be angles such that:
Let c be the shorter circular arc with center at 0 going from re iθ1 to re iθ2 . We use Cauchy-Schwartz for line integrals to get:
And so:
Finally we get:
This implies C 0 ≤ 4 + 32π 2 ln 2 , and the Lemma follows for any value of C 0 larger than 4 + 32π 2 ln 2 . For the second proof, assume that f is smooth on the boundary. Write the Fourier expansion of f restricted to the unit circle: f (1, θ) = a 0 + ∞ n=1 (a n cos (nθ) + b n sin (nθ)). Then we have:
r n (a n cos (nθ) + b n sin (nθ)) .
The gradient is:
nr n−1 (a n cos (nθ) + b n sin (nθ)) r + ∞ n=1 nr n−1 (−a n sin (nθ) + b n cos (nθ)) θ .
Using the orthogonality ofr,θ we find:
nr n−1 (a n cos (nθ) + b n sin (nθ)) 2 + ∞ n=1 nr n−1 (−a n sin (nθ) + b n cos (nθ))
nmr n+m−2 (a n cos (nθ) + b n sin (nθ)) (a m cos (mθ) + b m sin (mθ)) +
nmr n+m−2 (−a n sin (nθ) + b n cos (nθ)) (−a m sin (mθ) + b m cos (mθ)) .
We integrate on theta first, and use the orthogonality of the Fourier basis:
Now the LHS of the Lemma's statement is:
The RHS is:
For each n ∈ N we have 1 2n−1 ≤ 2 2n , so taking C 0 = 2 finishes the proof. and for every f continuous in P and harmonic in the interior of P we have:
where a is the center of the circle inscribed in P and T az is the straight line segment connecting a to z.
Proof. Both sides of the inequality are invariant under translations and dilations of P . Therefore, we may assume that a = 0 and that the radius of the inscribed circle is 1. Let θ 1 ≤ θ 2 ≤ ... ≤ θ n be the angles of the tangency points of the unit circle and the sides of the polygon. Set θ n+1 = θ 1 for ease of notation. For each 1 ≤ i ≤ n, write The boundary ∂P of the polygon is given in polar coordinates by:
The length element is ds = r 2 + dr dθ 2 dθ, and letting α i = π − 2ϕ i be the i-th angle of the polygon, we bound this factor:
, we bound the integral:
We now divide the polygon into two regions and bound the integral on each of them: The first region is the unit disk D, on which we use Lemma 4.5 to get:
For the remaining region we have r ≥ 1 so we get:
Definition 4.9. Given a polygon P and a side S of ∂P , we say that S is an α-nice side of P if both angles incident to S are larger than α.
Lemma 4.10. Let 0 < α < π. Then in the notation of Lemma 4.8 and using the same constant C 1 (α), for every P tangential polygon, S 1 , S 2 , ..., S k distinct α-nice sides of P and f continuous on P and harmonic in the interior of P we have:
Proof. We prove this by finding an α-nice tangential polygon P ⊆ P . Consider a vertex L of ∂P with angle β. If β > α we are done. Otherwise, we replace L with two vertices L 1 , L 2 in the following way, illustrated in Figure 4 .2.
Denote by X the intersection of the line segment aL and the incircle. Pass a tangent to the circle at X, and denote by L 1 , L 2 the intersection points of this line with the two tangents from L to the circle. For each i ∈ {1, 2}, the angle facing the circle at L i is 1 2 β + 1 2 π since it is an exterior angle to the triangle LXL i which has remote interior angles 1 2 β and 1 2 π. If 1 2 β + π 2 > α we are done. Otherwise, perform this step again on each of L 1 , L 2 and repeat. After n steps the angle is 1 2 n β + 1 − 1 2 n π and since α < π and lim n→∞ 1 2 n β + 1 − 1 2 n π = π, for n large enough we will have an angle larger than α. Perform this process on each vertex of ∂P to get an α-nice tangential polygon P ⊆ P . Notice that all the tangency points of P are also tangency points in P . For every i, the two vertices incident to the side S i had angles larger than α to begin with, so S i is also a side of ∂P , and thus:
f is continuous on P and harmonic in its interior because P ⊆ P , so using Lemma 4.8 on P we get:
Finally, since P ⊆ P :
Putting together the three inequalities above we are done.
The General Case

5.1.
A Useful Coupling. The goal of this subsection is to prove Corollary 5.9, which says that given a circlepacked infinite triangulation, we can add under certain conditions circles to the packing such that the weighted random walks on the original and new circle packings can be coupled. We begin with a few Lemmas about reversible Markov chains. The subset W usually has the property that the event {∃N such that ∀n ≥ N, X n ∈ W } has probability zero so that the sequence (Y n ) n∈N is almost surely an infinite sequence. In particular, this is the case when the chain is irreducible and W is a finite proper subset of V . The censored chain (also known as the watched chain) is itself a Markov chain, as shown in Lemma 6-6 of [10] . The following Lemma shows that censoring also preserves reversibility, and tells us how to transform the corresponding network when censoring a single state: 
We next claim that the sum of weights π (x) around a vertex x in the new network (V , c ) is the same as in the old network. Indeed,
Putting the equalities above together we get P x (Y 1 = y) = c xy π (x) as needed. When censoring a chain to V \W , we may be adding loops at vertices of ∂W . The following Lemma shows that deleting repetitions from the chain corresponds to deleting loops from the representing network:
Definition 5.6. Let (X n ) n∈N be an irreducible Markov chain. Its induced repetition-deleted chain is the random sequence obtained from (X n ) n∈N by replacing consecutive appearances of the same state with a single appearance.
Formally, set τ 0 = 0 and for every i > 0 set τ i = inf n > τ i−1 | X n = X τi−1 . Then the repetition-deleted chain induced by (X n ) n∈N is (X τi ) i∈N . 
We need to show that the weighted random walk on (V, c ) satisfies the transition probabilities of the repetitiondeleted chain. Indeed, if y = x then:
Otherwise, y = x and then by the definition of (Y n ) n∈N we have P
The following Lemma shows that when removing the set of circles contained in a triangle of an infinite circlepacked triangulation, if this set is finite then the original weighted random walk and the weighted random walk can be coupled: Next, note that ∂W ⊆ {x, y, z} (in fact equality holds if W is nonempty). Thus, by Corollary 5.5 and Lemma 5.7, (Y n ) n∈N is a reversible Markov chain represented by a network (V , c ) with no self-loops such that for all u 1 , u 2 ∈ V that are not both in {x, y, z} we have c u1,u2 = c u1,u2 . We need to show that c ≡ c . For u 1 , u 2 ∈ V that are not both in {x, y, z} we've already seen that c u1,u2 = c u1,u2 = c u1,u2 . So we are left with showing that c and c agree on edges of the triangle xyz. Denote the neighbours of x that are not in W by y, v 1 , v 2 , ..., v m , z, as in Figure 5 τ is almost surely finite since {τ = ∞} is the event that (X n ) n∈N stays in the finite set of vertices W forever. For any u ∈ {y, v 1 , v 2 , ..., v m , z}, the event {τ = τ u } is exactly the event {Y 1 = u}. By Theorem 2.4, the sequence (X n ) n∈N is a martingale. Stopping this martingale at stopping time τ yields a bounded martingale, in which case Doob's optional stopping theorem implies:
or, passing x to the other side:
π (x) and multiplying the equation by π (x) we get:
For every j ∈ {1, 2, ..., m}, since v j / ∈ ∂W , we have an equality c xvj = c xvj , and thus: 
π (x) , multiplying by π (x) and using c xvj = c xvj , gives us:
Combining equations 5.1 and 5.2 yields: For some ρ ∈ V , start a Dubejko-weighted random walk (X n ) n∈N on {C v } v∈V at ρ. Then the chain (Y n ) n∈N obtained from (X n ) n∈N by first censoring it to V and then deleting repetitions is a Dubejko-weighted random walk on {C v } v∈V started at ρ. In particular, this coupling implies that the weighted random walks on {C v } v∈V and
{C v } v∈V are either both recurrent or both transient.
Proof. We start by showing that the process (Y n ) n∈N is well-defined in the sense that it is almost surely an infinite sequence.
We first claim that for each i ∈ I we have x i , y i , z i ∈ V : Suppose otherwise, then WLOG x i ∈ W j for some j.
Since x i / ∈ W i , we have j = i, and so x i ∈ int (conv {x j , y j , z j }). This implies that some small ball around x i is contained in int {conv {x j , y j , z j }}. But this ball also intersects the interior of conv {x i , y i , z i }, in contradiction to the assumption of disjoint interiors for the triangles. Thus, in the graph induced on W , each connected component is contained in some W i , and in particular each connected component is finite.
We next claim that for every m ∈ N, the event A m = {∃t > m such that X t ∈ V and X t = X m } has probability 1. Finally, the event A = m∈N A m has probability 1 since it is the countable union of such events. But A implies that the result (Y n ) n∈N of censoring W and deleting repetitions is an infinite sequence since A guarantees that infinitely often the random walker has moved between different states of V . Thus, (Y n ) n∈N is an infinite sequence with probability 1.
Since its complement is contained in the countable union
We move to show that (Y n ) n∈N is a Dubejko-weighted random walk on {C v } v∈V : Set Y 0 n n∈N to be (X n ) n∈N , and for each i ∈ I let Y i n n∈N be obtained from Y i−1 n n∈N by censoring the vertices of W i and then deleting repetitions. Fix some k ∈ N. We claim that there exists some deterministic
A key observation here is that for every j, the vertices in ∂W j = {x j , y j , z j } are neighbours to each other, and so Y i+1 has to be a neighbour of Y i in G for every i. Hence, the first k steps Y 0 , Y 1 , ..., Y k are contained in a ball B k of graph-radius k around ρ in the graph induced on V . Let I k = {i ∈ I | {x i , y i , z i } ∩ B k = ∅}. Locally finiteness of G implies that I k ⊆ {1, 2, ..., t k } for some t k ∈ N, and so
Wi . But the first k steps in the weighted random walk on
Wi are equal in distribution to the first k steps of the weighted random walk on {C v } v∈V since the balls of graph-radius k around ρ in both networks are identical. Thus, (Y 0 , Y 1 , ..., Y k ) also has the distribution of the first k steps of the weighted random walk on {C v } v∈V , and since k is arbitrary we get that (Y n ) n∈N is a weighted random walk on {C v } v∈V started at ρ. Finally, we show that the random walks are either both recurrent or both transient. Assume first that {C v } v∈V is recurrent. Then ρ is visited infinitely often in (X n ) n∈N with probability 1. The event that ρ appears infinitely many times in (X n ) n∈N but only finitely many times in (Y n ) n∈N is contained in the event ∞ m=1 B m,ρ defined above, so it has probability zero. Thus, ρ almost surely appears infinitely often in (Y n ) n∈N and so {C v } v∈V is recurrent. Now assume that {C v } v∈V is transient. Then with positive probability ρ appears finitely often in (X n ) n∈N , and hence finitely often in (Y n ) n∈N , implying that {C v } v∈V is transient.
The following Proposition is not used in the proof of Theorem 1.3, but we've included it here because of the proof's resemblance to that of Lemma 5.8: Proof. Because g is affine, its value on convex combinations of the form ax + by + cz for a, b, c ≥ 0 with a + b + c = 1 is given by:
Let w ∈ W ∪ {x, y, z}. Start a weighted random walk (Z n ) n∈N at Z 0 ≡ w, and stop it at τ = min {τ x , τ y , τ z }. By Theorem 2.4, (Z n∧τ ) n∈N is a bounded martingale. By the optional stopping theorem we deduce that EZ 0 = EZ τ , so:
This presents w (uniquely) as a convex combination of {x, y, z}. Since f is harmonic, the sequence (f (Z n∧τ )) n∈N is also a martingale. We apply the optional stopping theorem again on this martingale, which is also bounded since W is finite, to get: Proof. Every point x ∈ Ω has a neighbourhood U x ⊆ Ω which intersects at most 3 of the polygons:
Since Ω = v∈V P v , we know that x ∈ P v for some v ∈ V . If x is in int (P v ) then x is contained in exactly one polygon. The tangency graph of {C v } v∈V is a triangulation, and hence the dual graph is 3-regular. Thus, if x is a vertex of ∂P v whose sides are edges of the dual graph, then x lies in exactly 3 polygons. Lastly, if x is on ∂P v but is not a vertex then x is in exactly 2 polygons. In all the cases above, a small enough ball around x intersects at most 3 polygons. Since A ⊆ Ω = x∈Ω U x , by compactness, there exists a finite set x 1 , x 2 , ..., x m ∈ Ω such that A ⊆ m i=1 U xi . Because U xi intersects at most 3 polygons, A intersects at most 3m polygons as needed. (1) Set E 2 = {e ∈ E | e is not α 0 -nice}. Then:
(
Proof. Choose α 0 to be some positive angle such that α 0 < 10 −5 and such that all of the polygons of ρ and its neighbours are α 0 -nice (this is possible by locally finiteness of G).
We insert circles in the following way: There is a countable amount of faces in the triangulation (since they have nonempty disjoint interiors). Enumerate them in some order {F n } n∈N and fix some n ∈ N. Write F n = {x, y, z} for some x, y, z ∈ V ordered by r z ≥ r y ≥ r x , and denote by M and r the incenter and inradius of the triangle xyz. Denote the angles of P x , P y , P z at M by α x , α y , α z . Note that for each v ∈ {x, y, z} we have tan αv 2 = rv r which implies tan αz 2 ≥ tan αy 2 ≥ tan αx 2 and so α z ≥ α y ≥ α x . If α x > α 0 , insert no new circles, since in this case α z , α y , α x > α 0 . Otherwise, set v 0 = x and for each i ∈ {1, 2, ..., k}, with k = k (n) to be determined later, add a circle C vi tangent to the three circles of v i−1 , y, z and contained in the face v i−1 yz, effectively splitting this face into 3 faces. This process creates a chain of vertices x = v 0 , v 1 , v 2 , ..., v k with respective radii r x = r 0 , r 1 , r 2 , ..., r k and with centers approaching the tangency point of C y and C z , as in Figure 5 y z We first show that k = k (n) can be chosen such that c v k y + c v k z < ε 2 n : Since the circles C v1 , C v2 , ..., C v k have disjoint interiors and are contained in the triangle xyz, we have:
so the series ∞ i=1 πr 2 i is bounded and in particular the sequence of terms πr 2 k tends to zero, so lim k→∞ r k = 0. Thus, by Proposition 2.6:
A similar calculation replacing y with z shows that lim k→∞ c v k z = 0.
We next show that after the circle insertion process for the face F n = {x, y, z}, out of all the incenters in the new faces created, the only angle that might not be α 0 -nice is the angle of P v k at the incenter of v k yz: By Descartes' Theorem 2.14 for the four mutually-tangent circles with centers y, z, v i , v i+1 we get:
where we have chosen the plus sign in the formula above because r i+1 is the smaller-radius solution. In particular, 1 ri+1 ≥ 1 ri so r i+1 ≤ r i and by induction for all i we have r i ≤ r 0 = r x ≤ r y, r z and so:
Denote by Q i the incenter of the triangle yv i v i+1 for any i ∈ {0, 1, ..., k − 1}. We claim that the respective angles α, β, γ of P y , P vi , P vi+1 at Q i are larger than α 0 : Indeed, since α 0 < 10 −5 we can use Lemma 2.13 to deduce:
A similar calculation with z replacing y shows that for every i ∈ {0, 1, ..., k − 1} the angles of P z , P vi , P vi+1 at the incenter of zv i v i+1 are larger than α 0 . Denote by T the incenter of v k yz. Denote by δ y , δ z the respective angles of P y and P z at T . Then by Lemma 2.13 again we get for each u ∈ {y, z}:
So indeed, out of the angles of new polygons contained in xyz, only the angle of P v k at the incenter of v k yz might not be α 0 -nice.
For the first statement of the lemma, write F n = {x n , y n , z n } as above for every n ∈ N. Set I ⊆ N to be the set of indices of faces where we've inserted new circles. For every i ∈ I, let s i ∈ V be the vertex of the last circle inserted to F n . We claim that E 2 ⊆ i∈I {s i y i , s i z i }: Let e ∈ E 2 . Then its dual is a side of a polygon such that one of its endpoints has an angle that is smaller than α 0 . By the angle analysis above, the only such angles are of P si at the incenter of s i y i z i for some i ∈ I. So e must be either s i y i or s i z i as needed. Therefore, we can bound:
For the second statement, recall that (for a reference read for example the paragraph preceding Theorem 2.3 of [12] ):
where π (ρ) = v∈V v∼ρ c ρv , P ρ is the probability measure of the weighted random walk on (G , c ) started at ρ and ρ → ∞ is the event that the random walk never returns to ρ. In the circle insertion process we have not added circles in the faces incident to ρ due to the choice of α 0 , and so π (ρ) = π (ρ). In addition, Corollary 5.9 shows that the weighted random walks on {C v } v∈V started at ρ can be coupled to the weighted random walk on {C v } v∈V by first censoring it to V and then deleting repetitions. In the circle insertion process we have not added vertices adjacent to ρ, and so no appearances of ρ will be deleted when censoring and deleting repetitions. Thus, in the coupling we have that the random walker on G returns to ρ iff the random walker on G returns to ρ, and so
We conclude:
Finally, the carrier of {C v } v∈V is the same as the carrier of {C v } v∈V since in each face of the original packing we have added finitely many circles.
We are now ready to prove the main result of this paper, restated here:
Proof. Fix a vertex ρ ∈ V and let ε > 0. We will show that C eff (ρ ↔ ∞) = 0, which implies recurrence.
Step 1: Insert new circles to the packing: By Lemma 5.16, we may assume without loss of generality that there exists some angle α 0 > 0 such that for E 2 = {e ∈ E | e is not α 0 -nice} we have e∈E2 c e ≤ ε: Indeed, if this is not the case we can replace {C v } v∈V with {C v } v∈V from the Lemma, which has the same carrier and the same effective conductance C eff (ρ ↔ ∞).
Step 2: construct a function f on the vertices: By the parabolicity of Ω, by 5.13 applied to the compact set with nonempty interior K = P ρ , there exists a Lipschitz function φ : Ω → [0, 1] compactly supported in Ω with φ | Pρ ≡ 1 such that its Dirichlet energy satisfies:Ω Note that under the extra assumption that the continuous function φ is harmonic, the function f defined here coincides with the function defined in [7] in the proof that parabolicity of the domain implies recurrence of the simple random walk.
Step 3: Bound the discrete energy of f : Recall that E 2 = {e ∈ E | e is not α 0 -nice}, and set E 1 = E\E 2 . Then the Dirichlet energy of f is:
.
By using 0 ≤ f ≤ 1 and the choice of α 0 , we can bound the second summand:
For any other edge e = uv ∈ E 1 , denote by M ,N the ends of its dual edge, i.e the incenters of the two faces incident to e. For any a, b ∈ R 2 denote by T ab the straight line segment connecting a to b. For every z ∈ T M N , we can use the identity (x + y) 2 ≤ 2x 2 + 2y 2 to obtain:
Since this inequality holds for any z ∈ T M N , it also holds in expectation:
We continue to bound the first summand above. Since φ is smooth except maybe at the boundaries of polygons, we can write φ (v) − φ (z) =´T vz ∇φ (r) dr. Thus, using the definition of c uv and Cauchy-Schwarz for line integrals we bound:
Since the angles vzM and vzN add up to π radians, one of these angles is at least π 2 . Using this and |T uv | ≥ r v we bound:
where the last inequality holds because uv ∈ E 1 and hence T M N is α 0 -nice for both P u and P v . Using this and a similar calculation for u instead of v, we get:
For each v ∈ V set X v to be the set of sides of P v that are dual to some edge vu ∈ E 1 . Then summing up the last inequality over all uv ∈ E 1 and using Lemma 4.10 we bound: Step 5: Deducing recurrence: We've found a function f : V → R with E (f ) ≤ 2ε. Furthermore, since φ vanishes outside a finite union of polygons, f is finitely supported. Lastly, f (ρ) = 1. By Dirichlet's Principle, the effective conductance in the network (G, c) satisfies C eff (ρ ↔ ∞) ≤ 2ε. Since ε is arbitrary, C eff (ρ ↔ ∞) = 0 and hence the network is recurrent.
Extension to Higher Dimensions
The goal of this section is to define a higher-dimensional analogue of the Dubejko weights and prove Proposition 6.4, showing that the weighted random walk is a martingale. Definition 6.1. Given a set of spheres {S v } v∈V in R 3 with disjoint interiors, we can define its tangency graph:
The vertex set is V and two vertices v, u ∈ V are connected by an edge iff their spheres S v and S u are tangent.
Given two neighbouring vertices u, v ∈ V , we define their common tangent plane to be the unique plane in R 3 that is tangent to both S v and S u . For each neighbour of some v ∈ V , their common tangent plane cuts R 3 into two half-spaces, one of them containing v. If the intersection over all the neighbours of v of the half-spaces containing v is bounded, we say that v is covered and call the intersection the polyhedron of v denoted by P v . We say that
{S v } v∈V is covering if all vertices are covered and for every edge uv ∈ E their respective polyhedra intersect along a common face. Definition 6.2. Let {S v } v∈V be a covering 3-sphere packing with tangency graph G = (V, E). Then in a similar fashion to the Dubejko weights, we define the weight of an edge uv ∈ E to be:
where A uv is the area of the shared face of P u and P v . Proof. Set π (x) = y∼x c xy and denote the transition probabilities by P x,y = cxy π(x) . Let v ∈ V , and let u 1 , u 2 , ..., u n ∈ V be its neighbors in G. It is enough to show:
Plugging in the definition of the weights, we get:
where Q vui is the common face of P v and P ui , and notice that ui−v ui−v is the outwardpointing normal of Q vui . Thus, we can write:
Area (Q vui ) ·n Qvu i .
We wish to show that this vector is zero. Letm be any unit vector, then using the divergence theorem and the fact that the divergence of a constant vector field is zero we find:
Since this is true for any unit vectorm, we have n i=1 A uiv ui−v ui−v = 0 as needed.
Remark 6.5. The second part of the last proof is simply the fact that the vector area of any closed surface is zero.
A physical interpretation of this claim is the following: Fill a metallic shell in the shape of ∂P v with water and put it somewhere far away in outer space. The force acting on each face due to the water pressure is proportional to its area and acts outwards. Hence, n i=1 Area (Q vui ) ·n Qvu i = 0 is exactly the claim that the net force acting on the shell is zero -or in other words that the shell would not start accelerating spontaneously in some direction.
