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1. INTR~DUOTION 
One of our basic aims here is to obtain improved error bounds for spline 
and L-spline interpolation at knots, and to obtain certain stability (or 
perturbation) results for such forms of interpolation. To give a concrete 
example to illustrate our aim, consider for simplicity the interpolation of a 
given function f defined on [a, b] by a smooth cubic spline s over a uniform 
partition A, of [a, b]. Normally, if f E Cl[u, b], then its unique cubic spline 
interpolant s is defined by 
s(u + ih) =f(a + ih), O<i<N, h = (b - a)/N, 
Dst4 = of, Mb) = Df(b), D = d/dx. (l-1) 
If, on the other hand, f is only continuous on [a, b], the second part of (1 .l) 
must be modified; for example, one may assume that OS(U) = Ds(b) = 0. 
However, from a computational point of view, it would be advantageous 
to have a single definition for Ds(u) and for Ds(b) which does not depend 
explicitly on the continuity class off, and for which optimal interpolation 
errors are obtained. For example, suppose that we define the cubic spline 
interpolant s off by means of 
s(u + ih) = f(u + ih), O<i<N, 
Ds(u) = (l/W{--llf(u) + 18ftu + 4 - 9f(u + 24 + 2f(u + 341, 
D.s(b) = (1/6h){llf(b) - 18f(b - h) + 9f(b - 24 - 2f(b - 3h)). (1.2) 
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Contracts AT(30-l)-1480 and W-7405-Eng. 36. A portion of the work was done at the 
Courant Institute of Mathematical Sciences, New York University. 
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Because the definitions of OS(U) and Ds(b) come from the derivative of a 
cubic Lagrange polynomial interpolation off in particular knots, it will be 
shown in Section 7 that there exists a constant K, independent off and h, 
such that iffE CL[a, b], 0 < k < 4, then 
O<j<k, 
if k<j<3. (1.3) 
Moreover, we will show that error bounds similar to those of (1.3) are valid 
ifs interpolates values close to those off (cf. Theorem 7.6); we shall call such 
results stability results. 
Another basic aim here is to obtain new interpolation error bounds for 
general L-splines (cf. Theorem 3.5), to obtain new interpolation error bounds 
in the uniform norm for splines defined on uniform partitions of [a, b] 
(cf. Theorem 7.4), and to obtain analogous interpolation error bounds in the 
uniform norm for Hermite L-splines (cf. Theorem 6.1), along with stability 
results related to such error bounds. In Section 8, extensions of these results 
for polynomial splines to more general boundary conditions are treated. In 
so doing, we shall fill some gaps in the existing literature for such interpolation 
error bounds. A survey of the relevant literature concerning polynomial- 
spline approximations is also contained in Section 7. 
2. NOTATION 
For - 03 < a < b < + co and for a positive integer N, 
let 
A : a = x,, < x1 < *** < xN = b (2.1) 
denote a partition of [a, b] with knots xi . The collection of all such partitions 
A of [a, b] is denoted by P(a, b). We further define x = rnaxOGiGNml (x~+~ - xl) 
and r = min,Gi&-l (x~+~ - xi) for each partition A of the form (2.1). For 
any real number CJ with cr > 1, gq(a, b) then denotes the subset of all parti- 
tions A in @(a, b) for which 
%-/7T < u. (2.4 
In particular, 9@, b) is the collection of all uniform partitions of [a, b], and 
its elements are denoted by A, . 
Since we shall make extensive use of L-splines, we now briefly describe 
them. Given the differential operator L of order m, 
m t 1, Dj FE (d/dx)j, (2.3) 
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where cj E C+z, b], 0 < j d m, with c,(x) 3 S > 0 for all x E [a, b], and 
given the partition d of (2.1), for N > 1 let z = (zr , z2 ,..., zNml), the inci- 
dence vector, be an (N - I)-tuple of positive integers with 1 < zi < m, 
1 < i < N - 1. Then, Sp(L, d, z), the L-spline space, is the collection of all 
real-valued functions w defined on [a, b] such that (cf. Ahlberg, Nilson, and 
Walsh [3, Chapter 61 and Schultz and Varga [32]) 
L*Lw(x) = 0, x E (a, 6) - {Xigy, 
D+(x~--) = D~w(x~+) for 0 < k < 2m - 1 - zi , 0 < i < N, 
(2.4) 
where L* is the formal adjoint of L. From (2.4), we see that 
Sp(L, rl, z) c C+-p--l[u, b] 
where p = maxlGi,(N-l zi . 
In the special case L = D”, the elements of Sp(D”, d, z) are, from (2.4), 
polynomials of degree (2m - 1) on each subinterval of d, and as such are 
called polynomial splines. More specially, when L = D” and 
zi = m, 0 < i < N, 
the associated L-spline space is called the Hermite space, and is denoted by 
H(“)(d). From (2.4), H’“‘(d) C Cm--l[u, b]. Similarly, when L = Dm and 
zi = 1,0 < i < N, the associated L-spline space is called the spline space, 
and is denoted by Sp(“l)(A). Again from (2.4), Sp(“)(d) C C2m-2[u, b]. 
While our discussion makes explicit use of L-splines, it will be clear that 
most of the techniques used here in obtaining our L-spline interpolation error 
bounds can be modified to apply to the more general definitions of splines 
appearing in Jerome and Pierce [ 181, Jerome and Schumaker [19], Lucas 
[21], and Varga [40]. For the definitions and properties of these more general 
splines, we refer to the previously cited references. 
As measures of the smoothness of the functions we interpolate, we recall 
first the Sobolev norm 
llfIIWq-Lz.bl = 2 II wllL,&,al 9 (2.5) 
j=O 
where the Sobolev space Wp”[u, b], for m a positive integer and 1 < q < co, 
is the collection of all real-valued functions f(x) defined on [a, b] with D”-‘f 
absolutely continuous on [a, b], and with D”f E L,[u, b]. Next, if given 
d E g(u, b) and if Djg E L,[xi , xi+r] for each subinterval [xi , Xi+l], we use 
the following modified definition, 
(2.6) 
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of the &norm of Dig over [a, b], even if Djg $ L&z, b]. Next, if f is any 
bounded function defined on [a, b], then 
w(f, h) = sup{1 f(x + t) - f(x)1 : x, x + t in [a, b] and / t I < h} (2.7) 
denotes the usual modulus of continuity off. 
Finally, we shall throughout denote any generic constant which is indepen- 
dent of the functions considered and is independent of the maximum mesh 
spacing r, by the general symbol K. However, these constants in general do 
depend in particular upon m, (b - a), and the order of various derivatives 
considered, as well as upon the constant 0 if d E pO(a, b). 
3. BASIC COMPARISON FUNCTIONS 
The idea behind the proofs to follow is an elementary one, based on the 
triangle inequality. From known interpolation errors for smooth functions 
g (e.g., Lemma 3.1), error bounds for less smooth functionsfare determined 
as follows. A smooth piecewise polynomial interpolation g offis constructed, 
and bounds for f - g are determined (Lemma 3.2). A spline interpolate, s, 
offis then defined, which is also a spline interpolant of this smooth g. Then, 
bounds for f - s will follow from known bounds for f - g and g - s. 
To begin, given any g E Cm-l[a, b], it is known (cf. Schultz and Varga [32]) 
that there exists a unique s E Sp(L, d, z) such that 
Dj(g - s)(xJ = 0, O<jdzi--1, if O<i<N, 
Dj(g - s)(u) = Dj(g - s)(b) = 0, O<j<m-1, 
(3.1) 
and s is said to interpolate g under Hermite boundary conditions, correspon- 
ding to the fact that s interpolates g and all its derivatives at the endpoints of 
[a, b]. Because such boundary interpolation insures the second integral 
relation (cf. Ahlberg, Nilson, and Walsh [3, p. 20.51) the following error 
bounds are typical (cf. Hedstrom and Varga [16, Theorem 3.6]), and follow 
from results of Jerome and Varga [20], Schultz and Varga [32], and Perrin 
WI. 
LEMMA 3.1. Given g E Wim[u, b] and given A E 9$(u, b), let s be the unique 
element in Sp(L, A, z) which interpolates g in the sense of (3.1). Then, for 
2<qGcQ, 
II Dj(g - ~)lIq,[a.b~ d K~~"-j-(l'~)+(l'g) I/g Ilw;m[a,bl , O<j<2m-1. 
(3.2) 
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For polynomial splines, i.e., L = D”, 11 g // W;m[a,bl can be replaced by 
II D2”s /l~,[a,t~ 
in (3.2). 
We remark that such error bounds (3.2) are in fact valid for more general 
boundary interpolation (cf. Schultz and Varga [32, Theorem S]), as well as 
for the more general Besov spaces (cf. Hedstrom and Varga [ 161). Generaliza- 
tions to other boundary interpolation will be given in Section 8, but generali- 
zations to Besov spaces, which follow rather easily from the results of [16], 
will not be considered here. It is interesting to note that the proof of 
Lemma 3.1 requires only the tools of advanced calculus. 
We now construct a polynomial spline g E H(2”L+1)(d) which is close to a 
given (not necessarily smooth) functionfdefined on [a, b]. 
LEMMA 3.2. Given f E C”[a, b] with 0 < k < 2m and given A E Po(a, b), 
let g be the unique element in Hc2”+l)(A) such that 
Dj(f - g)(x,) = 0 O<j<k O<i<N, 
(3.3) 
Djg(x,) = 0, k<j<2m, O<i<N. 
Then, g E C2m[a, bl and 
K+jw(Dkf, IT) 3 
/ 
II DYf - gh,ra.a > O<j<k, 
II Djg IIL,M 7 k<j<2m. 
(3.4) 
Proof. Given 4m + 2 arbitrary real numbers 01~ , pi, 0 < i < 2m, and 
any finite interval [c, d] with c < d, it is well known that there exists a unique 
polynomial p(x) of degree at most (4m + 1) such that Djp(c) = 01~) 
Dip(d)=/3j,0<j<2 m. From this, it follows that a unique polynomial 
spline g E H(2”+1)(A) exists, satisfying (3.3). It thus remains to prove (3.4). 
First we establish the special case k = 0 of (3.4). Let &&) and C&,&Y) be 
the unique polynomials of degree (4m + 1) (cf. the proof of Theorem 7.4) 
such that 
D~$Q,~(O) = 6f,,63,0, Dj&,l(l) = 6i,,6r,, , 0 <j < 2m, i = 0, 1, (3.5) 
where 6,.j denotes the Kronecker 6 function. It is readily verified that 
hl<~> 3 0, ~l.clW b 03 and #Q&) + #J&) = 1 for x E 10, 11, (3.6) 
so that ho and ho form a partition of unity. If [xi , xi+J is any subinterval 
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of [a, b] determined from A E PO(a, b), it follows from (3.3) that g can be 
expressed as 
g(x) = .I-(&) ho (9) + f(xi+J +1,0 (q)? x E [Xi 7 xi+119 (3.7) z 
where hi = Xi+1 - xi . Since f& + $I.0 = 1, we can expressf(x) as 
Ax) = Ax) d0.0 (9) + Ax) Ll (Y)T x E ixi 7 xi+1l. 
Thus, 
Iu- - d(x)l < If(x) - f(Xi)l 9o,ll(yy + I”&4 - .f(xi+J dl,O (yy 
< 4-L hi) for X 6 [Xi , Xi+& 
using the definition of the modulus of continuity w in (2.7). But as 
4L hi) < 4f, ~1, 
then 
Ilf- g llLJa.bl G 4f, 4, 
the desired first inequality of (3.4) for the case k = 0. Next, again using the 
fact that &0 + &0 = 1, it follows from (3.7) that 
II Dig Il~,rr~.z~+~ < Kh,‘dL 4, 1 <j<2m. 
But, as h,’ < (r)-j < (n/u)-j since d E gO(a, b), [cf. (2.2)], we thus have 
II Djg IIL,~I < J+Wf, 4, 1 <j<2m, 
the desired second inequality of (3.4) for the case k = 0. 
Suppose now that k > 1. From Taylor’s formula, we can write for 
x E [xi , xi+J that 
f(x) = y y (x - xi)j + (k y,,, I’ (3 - t)‘-’ D”f(xi + hit) dt, 
+o * -0 E + 
where as usual 
(y _ qt-1 _ 6' - 2F-l 
i 
for y > t, 
for y < t. 
12 
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we can also express f(x) as 
f(x) = y Pf?’ ~ (x - xiy + ; (x - Xi)k 
j=o .I- 
1 x-x. 
+ (k h”*,,! o I( 
k-l 
y - t + ) W”~.Q + hit) - 4 & (3.8) 
for any scalar CL Next, for each fixed t, E (O,l), let Q( y; t,,) be the polynomial 
interpolation, as a function of y, of ( y - to):-’ such that Q( y, to) is a poly- 
nomial of degree (4m + 1) in y with 
I= Oor 1, 
where y,, = 0 and y, = 1, and D, denotes differentiation with respect o the 
first variable, y. Because this interpolation of (3.3) is linear and in fact exact 
for polynomials of degree at most k, we have, in the manner of the Peano 
kernel theorem (cf. Sard [26, p. 141) that the function g of (3.3) can be 
expressed on [xi , xi+,] for any scalar 01 as 
(x - xiy + ; (x - XJk 
+ h,t) - a} dt 
(3.9) 
Subtracting (3.9) from (3.8) gives us, after differentiation, 
hf-" DV- - g)(x) = (k _ l)! j: j&j [(?? - t)rl _ Q (?$i? ; f)]! 
x {D’f(xi + hit) - a} dt 
- h;-’ [(Dkfrxi) - a) D’+,,, (7) 
+ (DWi,,) - 01) D’f’,,, (y)], (3.10) 
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for 0 < j < k - 1. Because D~c$& JJ) is bounded in [0, 1] and 
W(Y - w - Q(Yi t)> 
is uniformly bounded in [0, l] x [0, l] for all 0 < j d k - 1, we see from 
(3.10) that for x E [xi , xi+J, 
I Di(f - g)(x)1 d Khf’ [j:, I D’“J’(xi + h,t) - a I dt 
+ I WXi) - a! I + I Pf~x,+d - a I/. (3.11) 
Hence, upon choosing DL = Dkf (x), we have 
II Dtf - gh,[a,.z,+,l G Kh:+@‘“s, 4, O<,j<k-1, 
from which the first inequality of (3.4) follows for 0 d j < k - 1. 
For the case j = k > 1, we have using (3.9) that 
Again, choosing 01 = Dkf (x), we see that each of the above terms can be 
bounded above in terms of w(Dkf, T), so that 
II D”U - &,rrj,ei+,l < Kw(Dkf, 4, O<i<N-1, 
from which the special case j = k of (3.4) follows. 
For the case 1 d k c j < 2m, it follows from (3.9) that 
(3.12) 
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Because Dj$i,b( v> is bounded in [0, I] and D,jQ( y; t) is uniformly bounded 
in [0, l] x [0, l] for all 0 < j < 2m, the choice 01 = Dkf(x) then gives 
II Dk ll~,[s~,z<+,~ < Kh:-‘&fL T), O<i<N-1. 
Again, since d E PO(a, 6), the above inequality can be extended over [a, b] in 
the manner of (2.6), to give 
II Djg lIr,w d K~“-WD’cf, n), k < j < 2m, 
the desired second inequality of (3.4). Q.E.D. 
Since by definition W,““[a, 61 C (?[a, b] for any 1 < r < co, the results 
of Lemma 3.2 directly apply to the elements of B’,““[a, b]. In this case, the 
modulus of continuity w(Dkf, n) can be suitably bounded above as follows. 
For any f E W,k+‘[a, b] and any x, y E [a, b] with 0 < ] y - x 1 < rr, we see 
from Holder’s inequality that 
I Wf(v) - f(x)>1 = 1 11 D”+‘f@) dt j < I y - x I1-(llr) 11 Dk+'f /IL,ra,bl , 
so that 
w(D'if, r) d n--(1/r) /j Dk+lfllL,[a,bl . (3.13) 
Substituting the above inequality in (3.4) then gives the error bounds of 
(3.14) in the uniform norm, q = 00. In a similar way beginning with (3.11) 
and using Jensen’s inequality, as in Birkhoff, Schultz, and Varga [7, 
Theorem 21, we also obtain error bounds in the L, norm. We state this as 
COROLLARY 3.3. With the hypotheses of Lemma 3.2, if f E W:+‘[a, b] 
with 0 < k < 2m and 1 < r < co, then for r < q < co, 
Actually, a more general form of Corollary 3.3 can be established, which 
is closely related to the recent interpolation results of Golomb [15] for 
functions f with Dkf piecewise continuous on [a, b]. We give this in 
Corollary 3.4 below. See also Swartz [39, Corollary 4.31 for the corresponding 
generalization of Lemma 3.2. 
COROLLARY 3.4. Given f(x) defined on [a, b] such that Ok-‘f (for k > 1) 
is absolutely continuous and Dkf, 0 < k < 2m, is defined and piecewise- 
continuous on [a, b] with M > 0 discontinuities in the points { yj}El-, C (a, b), 
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assume that Dkf is absolutely continuous on each subinterval ( yi , yi+J, 
O,<i<M,(wherey,,ra,y M+l = b,), with Dk+lfe L,[ yi , yi+J, 0 < i < M, 
where 1 < r < 00. If d E 9$(a, b), and ifg in H(2m+1)(A) is the unique inter- 
polant off in the sense of (3.3), then for r < q < 03, 
K7~~-j+“l~){M~l~~(Dlcf, TT) + TT-(~/~) 11 Dk+lflJL,La,b,} 
> II D’(f - g)llqa,al > 
1 
O<.i<k, 
II 0% ll~~[a,a~ , k<j<2m. 
(3.15) 
Proof. As in the case of Corollary 3.3, we shall establish the inequality 
of (3.15) only in the case q = co; the case of general q with r < q < co 
follows again from Jensen’s inequality. For any subinterval [xi , x~+~] deter- 
mined by the partition d of [a, b], suppose lkst that [xxi , x{+~] contains no 
discontinuity of D”f: Then, for 0 < j < k - 1, it follows from (3.11) with 
a = Dkf(x) and from (3.13) that 
II W” - g)ll~,[ri,zd+,l d K~~+l-+-(l”) II Dk+lfllqa.~~ . 
As in the proof of Lemma 3.2, this inequality is also valid for k = j. On the 
other hand, if [Xi , x~+~] does contain at least one discontinuity of Dkf, then 
it follows from (3.11) with 01 = Dkf(x) that for 0 < j < k, 
II DYf - g)llLm[zi.ol+ll d Krk-Q4Dkf, 4 
Since the sum of the upper bounds of the previous inequalities bounds 
11 Di(f - g)11,,[5i,~,+1] for any i, then we deduce that 
II Di(f - g)ll~,[a.bl < K{~~+l--j--(l’~) II Dk+lfll~,[o.~l + w’+%@“f, vr)), 
which is the desired result of the first inequality of (3.15) when q = co. The 
rest is similarly established. Q.E.D. 
As an example illustrating the result of Corollary 3.4, consider any 
f E Wzl[O, l] with f(0) = 1, and define f on [- 1, + l] by means of an odd 
extension, so that f is discontinuous at x = 0. Then, f satisfies the hypotheses 
of Corollary 3.4 with k = 0 and M = 1. As w(f, 7r) 3 2 and is bounded 
above, we have from (3.15) with r = q = 2 and j = 0 that 
Ilf - g ILJ-~,+a d K{+Wf, 4 + 7~ II Df lILz[-1.+d. 
We now prove an analogue of Lemma 3.1 which includes less smooth 
functions. 
640/6/1-z 
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THEICIREM 3.5. Given f E (?[a, b] with 0 4 k < 2m andgiven A E SQ(a, b), 
let s be the unique element in Sp(L, A, z) such thatfor z, = m = zN , 
P(f - S)(Xi) = 0, 0 < j d min(k, zl. - l), 0 < i < N, 
DjS(Xi) = 0, if min(k,za-l)<j<z$-1, O<i<N. 
Then, for 2 < q < 03, 
(3.16) 
K,k-j-(ll2)+(ll*){,(D~ 77) + ?Pm--lc Ilfllw,Q#]} 
> II Wf - mJa.oI 3 
1 
O<j<k, 
II Dis llqz.t~ , if k<j<2m-1. 
(3.17) 
For polynomial splines, i.e., L = D”, the term involving 11 f Ilws~lo,bl can be 
deleted in (3.17). 
Proof. Given f~ C”[a, b], let g E C2”+[a, b] be its interpolation in the 
sense of (3.3) of Lemma 3.2. The triangle inequality gives us for 2 < q < co 
that 
II Wf - ~)l14~a,~~ < II Dj(f - g)l14w + II DYg - s)llqa.a~ , 0 B j d k. 
(3.18) 
Next, note that s, while interpolating f as described in (3.16), necessarily also 
interpolates g in the sense of Lemma 3.1. Thus, from (3.2) of Lemma 3.1, 
II Dj(g - s)lk~a,b~ < K,r2m--i--(1’2)+(1’q) II g Ilw;~a.t~ , O<jjQm-1. 
(3.19) 
We now bound II g IIw;~[~,~~ . For any 1 with k < 1 < 2m, we have from (3.4) 
of Lemma 3.2 that 
II Dk lI~era,t,~ d K~k-zN’kL 4, k < I 9 2m. (3.20) 
For any I with 0 < 1 < k, we evidently have 
II Dk ~IL,LOI < II Dtf - g)h,[a.t,l + II @flho,a , O<l<k. 
Using (3.4) of Lemma 3.2 to bound the first term on the right-hand side of 
the above inequality gives 
II Dzg ll~,~a,t~ < Kn ‘-‘4Dkf, g) + II Dlflll;,ra.t~ 3 0 < 1 < k. (3.21) 
Then summing the inequalities of (3.20) and (3.21) gives [cf. (2.5)] 
11 8 h+‘~%,bl = “c” II D”g li&.bl d K{+2m4D’CS, fl) -t lif hV,k[a,b]), 
25-O 
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and substituting this bound in (3.19) then yields the following upper bound 
for the last term of (3.18): 
II DYg - m,J,,bl < K?T"-j-'1'2'+'1'Q'(w(Dkf, 4 + n2m-k llfIIW,"[a.b]), 
0 < j < 2m - 1. (3.22) 
Of course, if polynomial splines are used (L = P), the term involving 
Ilfilw,kta.a~ can be deleted (cf. Lemma 3.1). Finally, the first term on the 
right-hand side of (3.18) can be bounded above by (3.4) of Lemma 3.2, so 
that combining this bound with (3.22) gives 
II Wf - ~)llL*[a.al < Krrk--j--(1’2)+(1’9){0(Dkf, 7r) + ?e-k j]f\lw&&}, 
O<jGk, 
the desired result of the first inequality of (3.17). Next, if k <j < 2m - 1, 
then the use of the same technique to bound the terms on the right-hand side 
of 
II Djs IIL,w < II Dj(g - ~)l14m + II 0% l14ra,a , if k<j<2m-1, 
yields the second inequality of (3.17). Q.E.D. 
In a similar way, the following extension of Theorem 3.5 is easily 
established. 
COROLLARY 3.6. With the hypotheses of Theorem 3.5, if f E W,k+‘[u, b] 
with 1 < r < co and 0 < k < 2m, then for max(r, 2) < q < co, 
~7Tk+l-~+~1/~~+min~-l/~,-l~2~ llf Ilw:+%.bl 
> II Wf - ~IILp[a.~~ 3 
I 
O<j<k, 
II Dis lIqa,a~ if k<j<2m- 1. (3.23) 
Forpolynomialsplines, II f Ile+lla,bl , can be replaced in (3.23) by II Dk+lf IIL,[a,al. 
There is, of course, an obvious extension of the result of Corollary 3.6, 
under the weaker hypotheses of Corollary 3.4. Such extensions will, for 
reasons of brevity, be omitted. 
We remark that Corollary 3.6 generalizes the result of Lemma 3.1, in that 
the first inequality of (3.23) of Corollary 3.6 for the case k = 2m - 1 and 
r = 2, reduces to the inequality (3.2) of Lemma 3.1. 
For the error bounds established in this section for various types of spline 
interpolation, we remark that in many cases these bounds have been shown 
(as in Birkhoff, Schultz, and Varga [7], Schultz and Varga [32], and Golomb 
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[15]) to be sharp, in the sense that the exponents of rr cannot in general be 
improved. Finally, since the result of Corollary 3.6 is valid for general 
L-splines, we remark that the bounds of (3.23) in particular extend to even 
less smooth functions all the upper bounds recently obtained by Schultz [31] 
for polynomial splines, i.e., L = D”. 
4. L-SPLINE INTERPOLANTS VIA LAGRANGE INTERWLATION 
We begin with the following extension of a result of Schultz [29, Theorem 
6.11. 
THEOREM 4.1. Given f~ C"[a, b], k 3 0, and given A E gO(a, b) with ar 
least (n + 1) knots, i.e., A : a = x,, < x1 < *** < xN = b with N 2 n, let 
L,,.( f, n t 1 fixed, denote the Lu grange polynomial interpolation of degree n 
off in the knots xi , xi+1 ,..., xi+,, , where 0 < i < N - n, i.e., 
(L%if)(%) = f(%)> i<j<i+n. (4.1) 
Then, for s 3 min(k, n), 
Proof. Consider first the case when k = 0. It is well known that we can 
write L,,if as 
where 
&J)(X) = c f(%) li(49 (4.3) 
j-i 
From their definition, it is clear that the &(x)‘s 
C”,z ii(x) = 1. Thus, we can express f as 
form a partition of unity i.e., 
i-m 
f(x) = c f(x) l&)9 X E [Xi 3 Xi+nl* 
Hence, 
(f - L&)(x) = ;i (f(x) - f(x,)) l&4 X E [Xi 7 Xi+nl* (4.4) 
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Because d E gO(a, b) and m is fixed, it is readily verified that 
(4.5) 
Using the above inequality for I = 0 in (4.4) then gives 
the special case s = 0 of the first inequality of (4.2). Next, since the li(x)‘s 
form a partition of unity, then for any r with r > 0, 
i+n 
f(x) c D’lj(X) 2s 0, x E [Xi 3 Xi+nl. j=f 
Hence, from (4.3) we can write 
i+?Z 
r > 0, x E [Xi ,&+nl, 
and applying the bounds of (4.5) in the above expression then gives the second 
inequality of (4.2) for the special case s = 0. For k > 0, one can use the 
Peano kernel theorem argument, as employed in the proof of Lemma 3.2. 
Q.E.D. 
For functions f E Wt+‘[u, b], we have the following extension of 
Theorem 4.1. 
COROLLARY 4.2. With the hypotheses of Theorem 4.1, if f 6 W,k+‘[a, b] 
with k > 0 and 1 < r < co, then for s = min(k, n) and r < q < 00, 
zw+l---(l/~)+(l/q) I/ D~+lfllL,[r,,s,+,] 
> II mf - L.if)llLqr2i*oi+nl > 
I 
O<j<Ss, 
’ II D~(L~.if>llL,rz*.ri+,l 7 j > s. 
(4.6) 
It is now useful to quote a stability (or perturbation) result concerning 
two-point Hermite interpolation, due to Swartz [37, 381. 
LEMMA 4.3. Let h(x) be any polynomial of degree at most (4m + 1) satis- 
fying 
1 Dih(O)l < F(S) S-J, 1 Djh(S)I < F(S) . S-i, 0 <j < 2m, (4.7) 
for some function F(S). Then, for 1 < q < oc), 
11 Djh IIL,r,,sl < I@(S) * S--j+(l/q), j 2 0. (4.8) 
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The next stability result shows that error bounds similar to those of (4.2) 
of Theorem 4.1 hold for the Lagrange polynomial interpolation of approxi- 
mate data. 
THEOREM 4.4. Given f E Ck[a, b], k 2 0, and given A E gO(a, b) with at 
least (n + 1) knots, i.e., A : a = x,, < x1 < -3. < xN = b with N 3 n, let 
&f, n > 1 $xed, denote the Lagrange polynomial interpolation of approxi- 
mate values off in the knots xi , xi,1 ,..., x~+~ , 0 < i < N - n, i.e., zmBi f is a 
polynomial of degree n satisfying 
GLi.m> = % 3 i<j<i+n, (4.9) 
where, with s = min(k, n), we assume that a function F(f, rr) exists such that 
I ai - f(xd < ~Wfi 4, i<j<i+n. (4.10) 
Then, 
Proof. If L,,i f denotes the Lagrange polynomial interpolation off in the 
sense of (4.1) of Theorem 4.1, then we can write 
Lqf- -L.if)(X) = Wf- LLifW + wia.if- LLif><4 
* NL.if(X) = q%z.if>W + wL,if- LdK4 
(4 12) 
where ZnSi f is the Lagrange polynomial interpolation defined by (4.9). 
Clearly, 
d II mf - L.if)llL [a. 2. m I. *+n I + II w%tf- -L.if>llL [cc.2- m I' I+% ] * (4.13) 
For 0 f j < s, the first error bound of (4.2) of Theorem 4.1 can be used to 
bound the first term on the right of (4.13). To bound the second term on the 
right of (4.13), we have from the definition of l,(x) in (4.3) and the hypothesis 
of (4.10) that 
k=i 
< K,"-iF(J n), x E [Xi , Xi+nl, 
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the last inequality following from (4.5). Thus, 
(4.14) 
which then gives the desired result of the first inequality of (4.11). The proof 
of the second inequality of (4.11) is similar. Q.E.D. 
The analogue of Corollary 4.2 for Theorem 4.4 is 
COROLLARY 4.5. With the hypotheses of Theorem 4.4, ijf E W,k+‘[u, b] with 
k > 0 and 1 < r < co, and for s = min(k, n), if [cf, (4.10)] 
I aj -f(xj)l < zw+1-(1’7) II ~s+lfIIL,rzi.ri+nl 2 i <j < i + n, (4.15) 
then for r < q < 03, 
a II Wf - fdf)llq[zi,zi+~~ 9 
I 
O<j<s, 
II Dj(Z,,if)Il~~rzl,Zy+n~ 3 j > s. 
(4.16) 
We now show how one may estimate derivatives off at knots, needed to 
define L-spline interpolants. 
THEOREM 4.6. Given f E C”[u, b] with 0 < k < 2m and given A E gU(a, b) 
with at least 2m knots, let s be the unique element in Sp(L, A, z) such that 
z, = m = z, , 
DWi) = DW,,-, .i f)(xi), O,<j<zi--l,O,<i<N, (4.17) 
where L2nz--l,i f is any Lagrange polynomial interpolation off in 2m consecutive 
knots xj , xi+1 ,..., xj+sm-l with xi E [xj , ~5+2,,,-1]. Then, for 2 < q < CO, 
K?Tk--j--(1/2)+(11p){W(DXf, 7) + ++k 11 f Ilw,qa,bl} 
>/ II Wf - ~llqa.~~ 3 
I 
O<.i<k, 
II Dis Ilqa.a~ , if k<j,<2m-I. 
(4.18) 
For polynomial splines, i.e., L = D”, the term involving (If IIw,l[a,bl in (4.18) 
can be deleted. 
Proof. This is a “3~” proof. Let t E Sp(L, A, z) be the unique L-spline 
which interpolates f in the sense of (3.16) of Theorem 3.5, and let 
h E H’2m+)1(A) be th e unique polynomial spline such that 
Dgh(x,) = 
I 
Wf - Lzm-wf>W, O<j<k, 
-WL~-I.~~)W, k<j<2m. 
(4.19) 
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Writingf - s = (f - t) + h + [(t - s) - h], we evidently have that 
II Wf - ~)ll~~a.a~ 
< II DYf - 0ll~~a.t~ + II Dih IIL,LMI + II DV - P - ~1)IIqa.t~ (4.20) 
for 0 < j < k. The first term on the right side of (4.20) can be bounded 
above by (3.17) of Theorem 3.5. For the second term on the right side of 
(4.20), we see from the definition in (4.19) and Theorem 4.1 that h satisfies 
the conditions (4.7) of Lemma 4.3 on each subinterval [xi , xi+J defined by d, 
with 
F(6) = Ksku(DKf, 6). 
Again, because d E gg(a, b), it follows from (4.8) of Lemma 4.3 that for 
2<q<w, 
I/ Djh IlL&,bl < K’+‘@‘Cf, 71.)~ O<j<2m. (4.21) 
For the third term on the right side of (4.20), we observe that t - s is the 
unique L-spline interpolant of h E Czm[u, b], in the sense of (3.1). As such, we 
can apply the bounds of (3.2) of Lemma 3.1. But, from (4.21), we see that 
Consequently, from (3.2), for 2 < q < w, 
11 Dj(h - (t - s))lI+J] < ~~le-~-cl~z’+cl~*‘~(D~ T), O<j<2m-1. 
Combining these bounds gives the desired result of the first inequality of 
(4.18). The remainder of the proof is similarly established. Q.E.D. 
We remark that the error bounds of (4.18) of Theorem 4.6 and (3.17) of 
Theorem 3.5 are identical even though the splines of interpolation in each 
case are necessarily different. Note moreover that the interpolation of (4.17) 
of Theorem 4.6 does not explicitly depend upon the continuity class off, in 
contrast with the interpolation of (3.16) of Theorem 3.5. In Section 5, we 
shall show in a stability result that there is in fact a family of splines approxi- 
mately interpolating f which satisfy these identical error bounds. 
We conclude this section with an analogue of Corollary 3.6. 
COROLLARY 4.7. With the hypotheses of Theorem 4.6, if f~ W,ksl[a, b] 
with1 <r<wandO<k<2m,thenformax(r,2)<q<w, 
K7Tk+l--j+(l/P)+mln(-l/r.-1/2) ((f ((w~+lLo b, 
, * 
> 11 D’(f - dh,&.bl 3 
I 
Odj<k, 
’ II Djs ll~~ca,a~ 2 if k<j<2m--I. 
For polynomial splines, II f II w, ‘+l[a,b] can be replaced by II Dk+‘fllLr[a,b] . 
ERROR BOUNDS FOR SPLINE INTERPOLATION 23 
5. STABILITY OF L-SPLINE INTERPOLATION 
The technique of proof of Theorem 4.6 yields the following stability 
result of Theorem 5.1, which generalizes Theorem 4.6. Roughly stated, one 
can suitably perturb the data defining an L-spline interpolant without 
affecting the nature of the original error bounds. 
THEOREM 5.1. Given f E Ck[a, b] with 0 < k < 2m and given A E PO(a, b), 
let s be the unique element in Sp(L, A, z) such that for z,, = m = zN , 
DjS(&) = oli,j ) o<j<zi-l, O<i,<N, (5.1) 
where it is assumed that functions Fi( f, PT) exist such that for 0 < i < N, 
0 < j < min(k, zi - l), 
if min(k,zi- l)<j<zi- 1. (5.2) 
Define 11 F lj7 E [7~ CL, Fi’(f, n)](l/‘), for 1 S r d ~0. Then, for 2 < q < 03, 
K7~~--j--(lj~)+(l/~)((~(Dlcf, TT) + jl F 112 + vr2”‘-’ llf llw,‘[a,t,~} 
> // Wf - sk&.b~ 3 
I 
O<j<k, 
’ 11 Dis IlL,&.bl > if k<j<2m-I. (5.3) 
For polynomial splines, i.e., L = D”, the term involving II f (lw,r[,,~l in (5.3) 
can be deleted. 
Proof. Let h E W2”+l)(A) be the unique polynomial spline such that 
I 
Djf(xg) - ai,j 7 0 < j < min(k, zi - l), 
D’h(Xi) = -CY~ j ) 
0, ’ 
if min(k, zi - 1) < j < zi - 1, (5.4) 
Zi-1 <j<2m, 
for all 0 < i < N, and let t E Sp(L, A, z) be the unique L-spline defined by 
(3.16) of Theorem 3.5. Writing f - s = (f - t) + h + [(t - s) - h], then 
for2<q<co,andO<j<k, 
11 W- - S)llL,&.bl 
< 11 Nf - t)/iL,&,bl + Ii Djh llL&,bl + 11 DV - [t - sl)tlL,&.bl . (5.5) 
The first term on the right side of (5.5) can be bounded above by (3.17) of 
Theorem 3.5, i.e., 
11 Wf - th&.b~ < K{ ,k-i-(1/2)+(llq),(Dk~ T) + ,2~-j-W2)+Wq) 11 f Ilw,~~a,bl}, 
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Next, from the hypotheses of (5.2), and the definitions of (5.4), we evidently 
have from (4.8) of Lemma 4.3 that 
I ~Wx)l < kk--j max(Fi(f, 4; 4+d.f, 4>, x E [Xi, Xi,ll. (5.6) 
But, since 
max(K’i(f, 4; Fi+df, 4) 
< (Fi7.c 4 + Ff+,(f, “IF2 < 5 Fj2(f, “W2 = 7f-1’2 II p II2 
j=O 
forall < i <N-- 1, then 
II Djh Il~,[a.al < f~n-~--j-“~ II F II2 . 
Similarly, squaring, integrating the inequality of (5.6), and then summing on 
i yields 
II Dh Ilr,ta.a~ d Kn”-j II Fll, . (5.7) 
Then, it follows from the last two inequalities for 2 < q < co that 
/I Djh I14ra,bl < Knk-j-(lj2)+(l/q) 11 F iI2 , (5.8) 
which bounds the second term on the right of (5.5). Next, we observe, as in 
the proof of Theorem 4.4, that I - s is the unique L-spline interpolation of 
h E C2m[a, b] in the sense of (3.1). Since we have from (5.7) that 
II h Ilwyra,b~ < Knk-2m II Fll2 2 
the error bounds of (3.2) of Lemma 3.1 then give us 
11 D(h - (t - s))(/q,*J < K%-k--j-‘l/2)+(l/g) (I F((, . 
Inserting these inequalities in (5.5) then gives us the first desired inequality 
of (5.3). The lower inequality of (5.3) follows in similar fashion. Q.E.D. 
We remark that the error bounds of (5.3) of Theorem 5.1 reduce to the 
common bounds of (3.17) of Theorem 3.5 and (4.18) of Theorem 4.6 whenever 
(/ F II2 < Kw(Dy, n). Thus, there is a family of splines approximately inter- 
polatingfwhich satisfy the bounds (3.17) or (4.18). 
We conclude this section with an analogue of Corollary 4.7. 
COROLLARY 5.2. With the hypotheses of Theorem 5.1, if f E W,““[a, b] 
ERROR BOUNDS FOR SPLINE INTERPOLATION 25 
with 1 < Y < co and 0 < k < 2m, and iffunctions Fi(f, T) exist [c$ (5.2)] 
such that for 0 < i < N, 
Kvk+l-‘F,(f, r> 3 
1 Djf(xi) - CQ I, 
11 
0 < j < min(k, zi - l), 
oIi j 1, if min(k,zi-l)<j<zi-1, (5.9) 
then for max(r, 2) < q d co, 
K,k+l-j+(l/Q)+min(-l/r,-l/Z) {Ilf IIw:+lra,~l + II W 
a II DYf - 4/14m 3 
I 
O<j<k 
II Dis lI~,ra,ta~ 2 iJ’ k<j<2m-I. 
Forpolynomial splines, II f Ilw~[a,bl can be replaced by 11 Dk+lfllL,La,bl .
6. IMPROVED ERROR BOUNDS FOR INTERPOLATING HERMITE L-SPLINES 
Thus far, our error bounds for general L-spline interpolation in the uniform 
norm [cf. (3.23) with q = co] for functions f in Wt+l[a, b] have had an 
exponent of rr which is one-half less than those for the corresponding poly- 
nomial spline error bounds in the uniform norm [cf. (7.17)] for functions f in 
Wi”[a, b]. In general, these error bounds for L-spline interpolation are 
sharp (cf. Schultz and Varga [32]), but we now show that the general im- 
proved form of the error bounds in the uniform norm for polynomial splines 
can also be obtained for what we shall call Hermite L-spline interpolation. If 
the incidence vector ,G = (Z1 ,..., sNel) for the L-spline space Sp(L, A, 8) is 
suchthat&rm,l <i,<N-1,then 
H(L, A) = Sp(L, d, a) 
is called the Hermite L-spline space, where L is the differential operator of 
order m of (2.3). 
The first result (6.2) of this section involving Hermite L-splines improves 
(3.17) of Theorem 3.5 for any 2 < q < co. 
THEOREM 6.1. Given f E C”[a, b] with 0 < k < 2m andgiven A E 9$(a, b), 
let s be the unique element in H(L, A) such that 
Di(f- s)(xi) = 0, 0 < j < min(k, m - I), 0 < i < N, 
Dis(xi)=O, ij’ min(k,m-l)<j<m-1, O<i<N. 
(6.1) 
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Then, 
K-“-+@“f, TTT) + +m-k IlfIlw,%Ltd 
> II wf - m&l 9 
I 
O<.i<k, 
II Djs Ilr,ta.b~ 9 if k<j<2m--1. (6.2) 
For polynomial splines, the term involving j/f I/W,q,,bl can be deleted in (6.2). 
Proof. Let g E ~‘+~~~+‘)(d) be the polynomial spline interpolation off in 
the sense of (3.3) of Lemma 3.2. Writing f - s = (f - g) + (g - s), and 
s = g + (S - g), it is evident that 
II Nf - dl~,[a.b~ < II Nf - gk,[a,t,l + II Di(g - ~IL,LMI 2 
0 d j < k (6.3) 
11 Djs I~L.,LOI d 11 Djg IlL,[a.bl + I/ Dj(g - S)llL,ta.b] , 
k<j<2m-1. 
Clearly, the results of Lemma 3.2 suitably bound the first terms on the right 
side of (6.3). Next, by definition, s is also the H(L, d)-interpolant of g in the 
sense that 
Dj(g - s)(q) = 0, O<j<m-1, O<i<N. 
As such, we could make use of recent results of Ciarlet and Varga [13, 
Corollary 41, but a self-contained proof is instead given. Let G(t, 7) denote 
the Green’s function for the boundary-value problem 
D2”y(x) = T(X), x E (0, l), 
Djy(0) = Diy(l) = 0, 0 < j < m - 1. 
Because s interpolates g at the knots xi we can write for x E [xi , xi+J that 
Dj(g - s)(x) = h;“-’ j: [a,G (y , +fj] Dam(g - s)(q + ThJ dv, 
z 
O<j<2m-1, 
where hi = xi,.1 - xi ; and the boundedness of @G(g, $/agj in [0, l] x [0, 11 
gives us for 0 G j < 2m - 1, x E [xi , xi+J, that 
I Di(g - dWl -G Kh?-’ II D2’Yg - dIl~,[z,.z,+~ 
(6.4) 
< fi?“-’ II D2”k lI~,tr~.r~+,~ + Kh:m-i II D2”s ll~,rz,.tz,+,~ . 
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Next, since the leading coefficient c,(x) in the definition of the operator L is 
strictly positive in [a, b] (cf. Section 2), then L*Ls(x) = 0 in (xi , x~+J 
implies that 
2m-1 
D2"s(x) = c d,(x) D?(x), 
1=0 
where each L&(X) is bounded on [a, b], so that 
2m--1 
II D23 Il~,ra.a~ < K-c- II D’s Il~,ta,t~ . 
Z=O 
By means of the triangle inequality, this can also be bounded above by 
II D’“s ll~.al < K i (II Dlf’ll~,m + II D”(S - dll~,w 
I=0 
2m-1 
The first sum, by (2.5), is just K IlfIIW,k[a,b] , and the second sum is bounded 
above from (3.4) of Lemma 3.2 by Kw(Dkf, v), which in turn is bounded 
above by K IlflIw,r[,,a] . The third and fourth sums are, from (3.23) of 
Corollary 3.6 with k = 2m - 1 and r = 03, bounded above by 11 g IIW;m[a,t,] , 
and hence 
11 Dzms lIL,[a.b] < ~{llfhi’,%.bl + 11 g IhV~%,bh 
Thus, comparing with (6.4), it remains to bound II g I/Wim[a,b] . By definition, 
we can write 
iI g jiw&m[a.bl = i /I Djg lI&,[a.bl -k ? Ii 0% IiL,[a.bl 9 
i=O +k+l 
and hence, from the triangle inequality, 
II g ht’&mkz.b] < f {Ii Wf- dliL&,bl + /I olfllL,[a.bl> + E II Dig IlL&.bl * 
Go j=k+l 
Applying the bounds of (3.4) of Lemma 3.2, it follows then that 
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But combining this with the inequality of (6.4) gives for 0 < j < 2m - 1 
from which the inequalities of (6.2) follow from (6.3). Q.E.D. 
COROLLARY 6.2. With the hypotheses of Theorem 6.1, if f E W:+l[a, b] 
with 1 < r < co and 0 < k < 2m, then for max(r, 2) < q < co, 
(6.5) 
The technique of proof of Theorem 6.1 yields the following stability result 
of Theorem 6.3. We omit its proof. 
THEOREM 6.3. Given f E C”[a, b] with 0 < k < 2m and given A E $(a, b), 
let s be the unique element in H(L, A) such that 
D%(xi) = (Y~,?  O<j<m-l,O<iiN, (6.6) 
where it is assumed that functions Fi(f, n) exist such that for 0 < i < N, 
I 
I Dif(xi> - Q I, 
K~k-iFiu 4 2 , oli,i ,) 
0 < j < min(k, m - l), 
if min(k, m - 1) < j < m - 1. (6.7) 
Then, 
~{~“-WPL ~1 + I/ Film + +‘+k Ilf llW,%.b]) 
a 11 W.F S)iIL,[a.bl 3 
I 
O<j<k, 
I/ Dif Ib&,bl > tf k<j<2m-1. 
68) 
In particular, if 
ai,j = DYLz~-I,~~)(xA O<jjm-l,O<i<N, (6.9) 
where L,,-l,gf is the Lagrange polynomial interpolation off in the knots 
xj , x,+~ ,..., xi+2m-l with xi E [Xj , x~+~~-~], then the bounds of (6.8) are valid 
with the term 11 F Ilm deleted. 
COROLLARY 6.4. With the hypotheses of Theorem 6.3, if f e W,““[a, b] 
with 1 < r < a and 0 < k < 2m and given A E PO(a, b), let s be the unique 
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element in H(L, A) satisfying (6.6), where it is assumed that functions Fi(f, 7r) 
exist [cf. (6.7)] such that for 0 < i < N, 
K,“+l-jFi(f, n) 3 1 i E;(F) - %j I> =& 1”“1’:;“,‘; _ 1 
then for max(r, 2) < q < 00, 
i6.10) 
K,k+l-~-(ll~)+(l~Q)(II f IIW,k+l[,,b, + 11 Fll,} 
II DYf - ~)llLg[a.al 3 O<.i<k, 
II Djs I~LJ,.~I 3 if k<j<2m-1. 
(6.11) 
7. POLYNOMIAL SPLINE INTERPOLATION OVER UNIFORM PARTITIONS 
In this section, we prove a result for smooth polynomial spline interpolation 
over unzform partitions. We begin by stating the following result of Swartz 
[37], involving “odd-derivative” boundary interpolation [cf. (7.2)]. 
LEMMA 7.1. Given f E C2m[a, b] and given A,, E PI(a, b), let s be the 
unique element in Sp(“)(A,) such that 
Then, 
(f - s)(xJ = 0, O<i<N, 
D2i-l(f - s)(a) = D2+l(f - s)(b) = 0, 
l<j<m-1, if m>l. 
(7.1) 
II DYf - WJ~,~I d Kn2+-j II D2”f ll~,ta.al , 0 < j d 2m - 1. (7.2) 
The result of Lemma 7.1 can be generalized as follows; we remark that 
the case k = 0 can be found in Swartz [38, Corollary 9.11. 
LEMMA 7.2. Given f E C”[a, b] with 0 < k < 2m and given A, E Yl(a, b), 
let s be the unique element in Sp(“)(A,) such that 
(f - s)W = 0, O<i<N, 
D2i-l(f - s)(a) = D2i-l(f - s)(b) = 0 if 1 < 2j - 1 < k, (7.3) 
D2+ls(a) = D2+1@) = 0 if k<2j-1 <2m-3. 
Then, 
I IIHf - S)IIL,LOI ,K++JJU?L 4 2 ,I Dt ,lL,Ia,b, , OGj<k, if k<j<2m-1. (7.4) 
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Proof. Let g E H(2m+1)(AJ be the unique interpolation off in the sense 
of (3.3) of Lemma 3.2. Then, s, as defined in (7.3), is the unique Sp(“)(d,)- 
interpolant of g in the sense of (7.1) of Lemma 7.1, and hence, from (7.2), 
II DYg - s)~/L,[oI d K++-j II Da3 ll~,[a,t~ 3 o<j<2m-1. 
But, from (3.4) of Lemma 3.2, jl Dzmg IjL,ta,bl < K~~-~*w(D’cf, r) so that 
II Dj(g - &~a,a < K~k-j4PL 4, 0 < j < 2m - 1. (7.5) 
On the other hand, from (3.4) of Lemma 3.2, 
II Di(f - gkm[a,al < K~“+4Dkf, ~1, O<j<k, 
and combining the last two inequalities establishes the first inequality of (7.4). 
The second inequality of (7.4) follows similarly from (7.5) and (3.4) of 
Lemma 3.2. Q.E.D. 
We remark that the inequality of (7.2) will be seen (Lemma 8.3) to be valid 
also using L, norms throughout. Hence, the conclusion of (7.2) can be 
strengthened to read 
II Dj(f - s)ll+b~ < Kn2+-j II D”“f Ilqo.bl 3 
O<j<2m-1, 2<q<oo. (7.2’) 
This is used in proving 
COROLLARY 7.3. With the hypotheses of Lemma 7.2, if f E WF+l[a, b] 
with 0 < k < 2m and 1 < r < co, then for max(r, 2) < q < co, 
K7Tk+l-i-W~)+(l/~) 11 D”+lf lIL,[a,b, > I II DV- - ~IIL,LOI 7 O<j<k, II LP.Y I~L,J~,~I > if k<j<2m-1. 
(7.6) 
We now prove one of our main results, which for spline spaces improves 
(3.17) of Theorem 3.5 for any 2 < q < co. 
THEOREM 7.4. Givenf E Ck[a, b] with 0 < k < 2m andgiven A, E gl(a, b), 
let s be the unique element in Sp(l”)(A,) such that 
cf - s)W = 0, O<i<N, 
Di(f - s)(a) = Dicf - s)(b) = 0 for 0 < j < min(k, m - l), (7.7) 
Dt(a) = Djs(b) = 0 if min(k, m - 1) <j < m - 1. 
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Then, 
Moreover, if A, has at least 2m knots, and s E Sp’“)(A,) is instead defined by 
means of 
(f- %) = 0, Odi<N, 
(7.9) 
Wa) = DW2m-l,ofM), O<j<m-1, 
where L,,-,,,f is the Lagrange polynomial interpolation off in the knots 
x0 9 Xl ,***, &7-l 9 with a similar definition of i at x = b, then the bounds of 
(7.8) remain unchanged ifs is replaced by f. 
Proof. 1 Let t E Sp(“)(A,) be the unique polynomial spline which inter- 
polates f in the sense of (7.3) of Lemma 7.2. We now construct a particular 
polynomial spline h E H(2m+1)(Au). To begin the construction, let 
be the unique polynomials of degree (4m + 1) such that 
Explicitly, for example, we have 
C&~(X) = 1: tzm(l - t)2m dt/s: t2*(l - t)zm dt. 
Next, we define for 0 < j < 2m 
x E [a, a + 4, 
otherwise, 
81.k4 = +d(x - b + +4 i. x E [b - r, b], 9 otherwise. 
1 We have just discovered a recent result of Subbotin [42, Corollary 21, showing that there 
exists a spline of odd (even) degree, interpolatingfat (half-way between) the interior knots, 
which satisfies the fmt inequality of (7.8). The boundary conditions and the proofs, 
however, are different. 
640/6/I-3 
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By construction, each &(x) is a polynomial spline in H(2m+1)(dU). We then 
set 
min(k,m-1) 
h(x) = z. P(t - s)(a) . &,i(-4 + w - s)(b) * &,j(X)l 
2m-1 
+ c ww . &&) + Wb) . b;l,i(X)>, (7.10) 
j=min(k,m-l)+l 
so that h is also an element of H(2m+1)(AU). Writing 
f - s = (f - t) + h + [(t - s> --hl, 
it is evident that for 0 < j < k, 
II wt- - ~)lIL,[a,bl 
< II Dyl-- t)llLJa,al + II Djh lIL&.bl + II Wh - (t - mL,[a,bl f (7.11) 
The first term on the right side of (7.11) can evidently be bounded above by 
(7.4) of Lemma 7.2. To bound the second term on the right side of (7.1 l), we 
note from a simple calculation based on the definitions of d&x) that 
II D$i,j Ilqa,b~ < K+‘+‘liQ’, 1 < q < co, 0 < I < 2m. (7.12) 
Next, note that from the definition of s and t that 
I Dj(s - t)(u)1 = I Dj(f - t)(u)1 < K7~“-b~(D’cf, n), 0 < j < min(k, m - I), 
(7.13) 
the last inequality following from (7.4) of Lemma 7.2. Similarly, 
1 Di(s - t)(a)1 = I Djt(a)I < Kr Wa(Dkf, r), if min(k, m - 1) <j < 2m - 1, 
(7.14) 
with analogous inequalities holding at the endpoint b. Thus, from the 
combined inequalities of (7.12)-(7.14), it follows then from the definition of 
h in (7.10) that 
II Djh lI~,[a.b~ < K~“-WW 4, O<j<2m, 
11 Djh IILz[a,bl < K~~--j+(l’~)co(Dkf, n), O<j<2m. 
(7.15) 
The first inequality of (7.15) then bounds the second term on the right side 
of (7.11). For the third term of (7.1 l), we note that t - s is in fact 
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the Sp(n)(d,)-interpolant of h in the sense of (3.1). As such, the error bounds 
of (3.2) of Lemma 3.1 are applicable, i.e., 
II DV - tt -Y $)Il~,[a,t,~ < Kn2m-j-1'2 II Dzmh Il~,ra,a~ , O<j<2m-1. 
But, from the second inequality of (7.19, we deduce that 
and consequently, 
II DV - tt - ~))lll.,w < K7~“-j4% 4, O<j<2m-1. 
Combining these bounds gives the desired result of the first inequality of (7.8). 
The remaining inequalities of (7.8) are similarly established. 
Finally, suppose that s E Sp(“)(d,) is defined, as described in the statement 
of Theorem 7.4, by means of Lagrange polynomial interpolation off at the 
boundaries of [a, b]. In this case, we define 6 E H(2m+1)(AU), in analogy with 
(7. lo), by 
2m-1 
h(x) = c {Dj(t - i)(a) . &Jx) + Di(t - B)(b) . $&x)}. (7.16) 
j=O 
Since I Dj(S - t)(a) < I Di(S - f)(u)l + I Oi(f-- t)(u)1 , and 
1 Dj(S - t)(u)1 < 1 D%(u)1 + 1 DQ(u)l , 
it follows directly from Theorem 4.1 and Lemma 7.2 that 
1 Dj(S - t)(u)] < Kv”-j w(Dkf, n), O<j<2m-1. 
But since these same bounds were used in (7.13)-(7.14) to establish the bounds 
of (7.8) for s, it follows that the bounds of (7.8) remain unchanged if s is 
replaced by Z. Q.E.D. 
COROLLARY 7.5. With the hypotheses of Theorem 7.4, iff E W:+‘[u, b] with 
0 < k -c 2m and 1 < r < co, then for max(r, 2) < q < co and for either 
s or 5, 
K,$+l-i-(llr)+(lh) 11 D”+lf llL,Fa,bl 3 I II Nf - s)llr,m 9 O<j<k, 11 Djs Ik& bl 9 if k<j<2m-1. 
(7.17) 
It is worth mentioning the relationship of Theorem 7.4 with the many 
known results in the literature on interpolation and approximation errors for 
polynomial spline functions. Most authors have considered error bounds in 
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the uniform norm. For cubic splines (m = 2), the validity of the case k = 2 
of Theorem 7.4 was first indicated in Ahlberg and Nilson [l, p. 1041, while 
the case k = 3 was given by Birkhoff and deBoor [4, 51, both results being 
for more general partitions d of [a, b] than those considered in Theorem 7.4; 
see also Swartz [38, Section lo]. For periodic cubic splines, the earlier results 
(k = 2) of Walsh, Ahlberg, and Nilson [41] were extended by Sharma and 
Meir [34], Nord [24] (with his well-known counterexample), Cheney and 
Schurer [12], Meir and Sharma [23], and Ahlberg, Nilson, and Walsh [3]. 
For cubic splines defined by interpolation not necessarily at knots, Meir and 
Sharma [22] have related results. 
Concerning the case of higher-order spline interpolation of odd degree for 
general partitions, Schoenberg [27] and Ahlberg, Nilson, and Walsh [2, 31 
have presented results related to Theorem 7.4 and Corollary 7.5, generally 
under different boundary conditions. 
For higher-order odd-degree splines and uniformly spaced knots, Ahlberg, 
Nilson, and Walsh [3] gave a result like that of Lemma 7.1 for periodic 
boundary conditions, while Subbotin [36], working with even-degree inter- 
polating splines with interpolation taking place half-way between the knots, 
proved related results. For general odd- as well as even-degree interpolating 
splines, Golomb [14, 151 has error bounds in the periodic case which 
correspond exactly to those of Theorem 7.4 and Corollary 7.5, but the proofs 
are of a different nature. Golomb [ 14, 151 also presented the first few terms 
in the asymptotic expansions of the errors (cf. also Swartz [37]), and he also 
exhibited [15, Theorem 41 cases in which the use of periodic boundary 
conditions for interpolating splines (of degree at least five) yields dramatically 
poorer convergence rates than Hermite boundary conditions. 
Approximating splines which are defined by linear processes other than 
interpolation have been considered by various authors. Schoenberg [28] 
showed the convergence of his high-order splines (with uniformly placed 
knots) to a continuous function. In the fundamental work of deBoor [9], 
error estimates like those of Theorem 7.4 have been obtained for even- as 
well as odd-degree splines with no assumptions on the partitions. The splines 
used there are obtained by linear projections, these projections being explicitly 
given for linear and quadratic splines (cf. deBoor [8, 91). We note that, in 
contrast with interpolatory splines, deBoor’s approximations converge 
locally, at rates depending on the local smoothness of the function approxi- 
mated. Schultz [30, p. 1981 gives error estimates for integral least-square 
spline approximations. Finally, we mention that other linear maps onto the 
splines have been successfully used by Strang and Fix [35] for periodic spline 
approximation in higher dimensions. 
To conclude this section, we state a stability result which is established in 
the manner of Theorems 5.1 and 7.4. 
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THEOREM 7.6. Givenf E C”[a, b] with 0 < k < 2m and given A, E P1(a, b), 
let s be the unique element in Sp’“)(A,) such that 
SW = %,o 3 O<i<N 
Djs(a) = 01~;~ , D%(b) = CX~,~ , if l<j<m-1, 
(7.18) 
where it is assumed that functions Fief, rr) exist such that 
KnkJ’i(f, 4 3 I fW - ai,o I , O<i<N, 
Krk-iFo(f, n) 2 1 Djf(a) - OI~,~ 1 , if 1 < j d min(k, m - l), (7.19) 
KT”-W,(.L 7~) 2 I q,,j I , if min(k, m - 1) <j < m - 1, 
with similar inequalities holding at x = b. Then, with 
In particular, if A, has at least 2m knots, and tfs and itsfirst (m - 1) derivatives 
at x = a are defined by (7.9) in terms of Lagrange polynomial interpolation of 
{~i,o}~,“,-‘, where the clli,o satisfy the first inequality of (7.19), with a similar 
definition holding at x = b, then the bounds of (7.20) are valid. 
COROLLARY 7.7. With the hypotheses of Theorem 7.6, if f E W,““[a, b] 
with 1 < r < co and 0 < k < 2m, and iffunctions Fi(f, r) exist [cf. (7.19)] 
such thatfor 0 < i < N, 
Kn”+‘-Fi(f, n) 2 I f(xJ - ai. I 3 O<i<N, 
Krr”+l-jF,(f, T) b I Df(a) - cllo,j I 9 if 1 6 j < min(k, m - l), (7.21) 
Knk+l-jFo(.L nTT) > I a0.j I , if min(k, m - 1) <j < m - 1, 
with similar inequalities holding at x = b, then for max(r, 2) < q < co, 
K,k+l-i-(ljr)+cllQ){ll Dk+lfllL,[a,bl + 11 F II,} 
a II WI-- S)llr*ta.bl 9 
I 
O<j<k, 
II Dis llqz,b~ 3 tf k<j<2m-1. 
(7.22) 
As an application of Theorem 7.6, consider the case of cubic splines 
(m = 2) on a uniform partition, SP(~)(A,), where A, has at least four knots, 
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i.e., N 3 3. Then, given f E C”[a, b], 0 < k < 4, let s E SP(~)(~,) be the 
unique element such that 
s(xJ = f(xJ, = ~l~,~, 0 < i < N, 
W4 = (1/677)l--llf(~o) + W(xd - 9ftxz) + 2f(x3)) = ao,l, 
Wb) = (1h-)Ulf(xJ - 18fh-1) + 9fh+-2) - 2f(x~-& = a,v,l, 
where 7 = (xi+1 - x,), 0 < i < N - 1. Because the right sides of the last 
two expressions above are simply obtained by differentiating the cubic 
Lagrange interpolation of f in the four knots x0, x1, x2, xs and 
XN-3, XN-2, XN-1, xN, and evaluating the result, respectively, at x = x0 and 
x = xN , then the inequalities of (4.2) of Theorem 4.1 are applicable with 
s = k, from which the inequalities of (7.19) follow with F&f, r) = w(IFf, T). 
Consequently [cf. (7.20)], 
which was stated in Section 1. 
We remark that the special case of the stability result of Theorem 7.6 for 
cubic spline interpolation (m = 2) has also been independently developed by 
matrix techniques in Carlson and Hall [l 11. 
8. POLYNOMIAL SPLINE INTERPOLATION ERRORS UNDER SECOND INTEGRAL 
RELATION BOUNDARY CONDITIONS 
In this final section, we discuss extensions of our previous results for 
polynomial splines (L = D”) to more general boundary conditions. 
Consider now any set of 2m real point functionals B = (Bi}i’l;l on 
Wim[a, b], called boundary conditions, of the form 
Bjg = c Cad"&> + bj,iWb)), 
i=O 
O<j<2m-1, g E Wir”[u, b]. 
If the 2m x 4m matrix M is defined by 
(8.1) 
b 0,o ao.1 b 
3 (8.2) 
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we assume that 
rank M = 2m, (8.3) 
i.e., the functionals of (8.1) are linearly independent. In addition, we assume 
that, for any g E Wim[u, b] with Bjg = 0 for all 0 < j < 2m - 1, 
1” (Dmg)z dt = (-1)” 1” g * P”g dt. 
a a 
(8.4) 
In other words, since integration by parts gives 
1; (Dm# dt = (-1)” 1; g * D2”g dt + P(g,::: , 
where the bilinear concomitant P(g) is defined by 
m-1 
P(g) = 1 (- l)i D”-l-jg(x) . D”+ig(x), 
i=O 
then (8.4) is equivalent o P(g) = 0 for all g such that 
Big = 0,O <j < 2m - 1. 
By means of elementary row operations applied to A4 (cf. Birkhoff and 
MacLane [6, p. 162]), there is no loss of generality in assuming that M is in 
lower reduced echelon form, i.e., 
(i) every leading entry (from the right) of each row is unity; 
(ii) every column containing a leading entry (from the right) has all 
other entries zero; (8.5) 
(iii) if the leading entry (from the right) of row i is in column ti , then 
t,<t,<.--<t,. 
We remark that the elementary row operations which bring M into lower 
reduced echelon form leave the property of (8.4) invariant. 
We now cite a few examples of boundary conditions B = {Bj}i1l”,-l which 
satisfy (8.3)-(8.5). 
EXAMPLE 1. Hermite boundary conditions: 
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For the case m = 2, A4 is given explicitly by 
I 
10000000 
lw= 
01000000 
00 100000’ 
00010000 1 
EXAMPLE 2. Odd-derivative boundary conditions: 
Bog = m; Kg = g(b); 
Bgjg = D”i-‘g(a); &j+lg = D2j-‘g(b), 1 < j < m - 1. 
EXAMPLE 3. Even-derivative boundary conditions: 
B2ig = D”jg(a). > B,j+lg = D”+dQ, O<j<m--I. 
EXAMPLE 4. Periodic-type boundary conditions I: 
Bog = d4; Kg = g@); 
Bjg = Dj-‘g(a) - Dj-‘g(b), 2<j<2m--I. 
EXAMPLE 5. Periodic-type boundary conditions II: 
Big = Djg(u) - Djg(b), O<j<2m-1. 
EXAMPLE 6. Natural boundary conditions: 
4s = g(a), Bzig = P++lg(u), 1 <j<m-1, 
B,g = id@, B,j+l g = D”+j-‘g(b), 1 <j<m-I. 
We next define a way in which functions fe Ck[a, b] can be interpolated 
in Sp(Dm, A, z) when 0 < k < 2m. The approach is like that of the inter- 
polation in (3.3) of Lemma 3.2, i.e., high “derivatives” offwhich are needed 
to define the interpolation are treated as though they were zero. 
LEMMA 8.1. Given f E CL[a, b] with 0 < k < 2m, given d E S(a, b) with 
N > m [cf. (2.1)], and given point functionals {Bj}fE;’ of the form (8.1) satis- 
fying (8.3~(8.5), then there exists a unique s E Sp(Dm, d, z) which interpolates 
fin the sense that 
Di(f - S)(Xi) = 0, 0 d j < min(k, zi - l), 1 < i < N - 1, 
DQ(xi) = 0, if min(k,zi-l)<j<zi-1, l<i<N--I, 
(8.6) 
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Bjs = i (u~,~D~(u) + bj,iDy(b)}, O<j<2m-1. (8.7) 
i=O 
Proof. Since the complete proof follows rather familiar lines (cf. Schultz 
and Varga [32, Theorem 3]), we merely sketch it. The determination of such 
an s E Sp(Dm, A, z) depends on the solution of 2mN linear equations in 2mN 
unknowns, and as such, it is sufficient o show that iff(x) = 0 on [a, b], then 
S(X) = 0 also on [a, b]. Consider 
j-” (D”%(x))~ dx = y szi+l (D”s(x))~ dx. 
n i-0 Xi 
Integrating by parts, and using the continuity requirements of (2.4), the 
interpolation requirements of (8.6), and the assumption of (8.4), gives us 
that S(X) is a polynomial of degree at most m - 1, But from (8.6), since s 
interpolates f = 0 in (N - 1) distinct points then, as N - 1 > m, s(x) = 0 
on [a, b]. Q.E.D. 
The proof of the next lemma, the second integral relation, also follows 
along the same familiar lines (cf. [32, Theorem 5]), and is omitted. 
LEMMA 8.2. Given f E Wl”‘[a, b], given A E Y(a, b) with N > m, 
and given point jiinctionals {Bj}~E$ of the form (8.1) satisfying (8.3)-(8.5), let 
s E Sp(ti”, A, z) be the unique interpolation off in the sense of (8.6)-(8.7) 
with k = 2m - 1. Then, 
1” (D”(f - s))~ dx = (-1)” s” (f - s) D”“f dx. 
a a F-w 
We next state a result on error bounds for the interpolation of Lemmas 
8.1-8.2, which is the analogue of Lemma 3.1. This too can be proved in 
analogy with the results of Ahlberg, Nilson, and Walsh [3, Chapter 51 and 
Schultz and Varga [32]. We remark that our proof of Lemma 8.3 depends 
on an inequality like that of Hille, SzegG, and Tamarkin [17], relating the 
norm of the derivative of a polynomial to the norm of the polynomial. For 
details, see Swartz [39]. 
LEMMA 8.3. Given f E Wim[a, b], given A E 9$(a, b) with N > m, and given 
point functionals {Bj}iz;’ of the form (8.1) satisfying (8.3)-(8.9, let 
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s E Sp(Dm, A, z) be the unique interpolation off in the sense of (8.6)-(8.7) with 
k = 2m - 1. Then, for 2 d q < co, 
II Wf - ~)IIqa,bl < KT+--~--(~‘~)+(~‘*) /I D”“f llt,[a,bl , O<j<2m-I. 
(8.9) 
We now extend the result of Lemma 8.3 to less smooth functions, just as 
Theorem 3.5 extends the result of Lemma 3.1. 
THEOREM 8.4. Given f E Ck[a, b] with 0 < k < 2m, given A E $(a, b) 
with N > m, and given point functionals {Bj}$ of the form (8.1) satisfying 
(8.3)-(8.5), let s E Sp(D”, A, z) be the unique interpolation off in the sense of 
(8.6)-(8.7). Then, for 2 < q < co, 
1 II Nf - ~)IILJ~,~I  K,k-j-(112)+(1i*),(D~ 7r) 3 II Dis I,~~.,[a,bl , 0 <j d k if k<j<2m-I. (8.10) 
Proof. GivenfE Ck[a, b], let g E C2m[a, b] be its interpolation in the sense 
of (3.3) of Lemma 3.2. The triangle inequality gives us for 2 < q d co that 
It Wf - s)llq,,~~ G II Wf - g)llqa,bl + II Dj(g - s)ll~~t.,[a,b~ 3 
0 <j < k, (8.11) 
where s E Sp(D”, A, z) is the interpolation off in the sense of (8.6)-(8.7). The 
first term on the right-hand side of the above inequality can be bounded 
above by (3.4) of Lemma 3.2. Next, note that s, while interpolating f in the 
sense of (8.6)-(8.7), necessarily also interpolates g in the sense of Lemma 8.3. 
Thus, from (8.9) of Lemma 8.3, 
II DYg - s)IIL,M d K~T~"+--(~'~)+(~'~) II D2”g IILeta,bl , O<j<2m-1. 
But from the case j = 2m of (3.4) of Lemma 3.2, we have that 
II D2”g llr,m d K~“-~“4Dkf, r), 
and thus 
11 Dj(g - s)IILaLa,el < K~k-j-‘1/2’+‘1/9’w(Dkf, r), 
which yields the first inequality of (8.10). The remainder of the proof is 
similar. Q.E.D. 
The following extension of Theorem 8.3 is easily established. 
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COROLLARY 8.5. With the hypotheses of Theorem 8.3, if f E W,““[a, b] 
with1 <r<ooandO<k<<m,thenformax(r,2)<q<co, 
K,k+l-j+cl/g)+minc-117.-l/Z) II ~k+lfllL,[a.bl 
> /I Wf - mJa,bl 7 O<j<k, 
’ II Djs llr,w > 1 if k<j<2m-1. 
(8.12) 
Actually, a more general form of Theorem 8.4 can be proved, along the 
lines of Corollary 3.4. This is 
COROLLARY 8.6. Giuenf(x) defined on [a, b] such that Ok-‘f (for k 3 1) is 
absolutely continuous and Dkf, 0 < k < 2m, is defined and piecewise-con- 
tinuous on [a, b] with M > 0 discontinuities in the points { yj}$ C (a, b), 
assume that Dkf is absolutely continuous on each subinterval ( yi , yi+J, 
O<i<M(whereyO-a,yM+l= b), with D”+lf E I,[ yi , yi+J, 0 d i < M, 
where 1 < r 6 co. If A E 9$(a, b) with N > m, and if the point functionals 
(I$}~zi”,-’ of (8.1) satisfy (8.3)-(8.5), let s E Sp(D”, A, z) be the unique inter- 
polation off in the sense of (8.6)-(8.7). Then, for max (r, 2) d q < co, 
K,k-j+l/g{M1/*,(Dkf, r) + z--lIr // D”+lf lIL,La,b,} 
>, II Di(f - ~)llqa,~~ > 
1 
O<j<k, 
II Djs llqa,b~ > if k<j<22m-1. 
(8.13) 
Proof. Following the proof of Theorem 8.4, let g E C2m[a, b] be the inter- 
polation off in the sense of (3.3), and consider the inequality of (8.11). For 
r < q < co, the first term on the right-hand side of (8.11) can be bounded 
above by (3.15) of Corollary 3.4. To bound the second term on the right-hand 
side of (8.1 I), we use (8.9) of Lemma 8.3, coupled with the second inequality 
of (3.15) i.e., for max (r, 2) < q < co and 0 < j < k, 
I/ Dj(g - s)II~,ra,b~ < K~k-~+l’g{M1’gw(Dkf 7~) + +-llr /I DL+lf lIL,ra,bl}, 
which is the first inequality of (8.13). The remainder of the proof is similar. 
Q.E.D. 
We remark that for the special case of periodic boundary conditions, as 
given in Example 4, the global error estimates of (8.13) of Corollary 8.6 
contain, in the case of uniform partitions, certain error bounds obtained by 
Golomb [I 51. We should add, however, that Golomb [ 151 obtains in the cases 
he considers a more precise description of the local behavior of the inter- 
polation errors at certain points. 
We now turn to stability results related to Theorem 8.4. To establish such 
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stability results, we first recall (cf. Section 7) the polynomials g)&) of degree 
(4mf 1) defined by 
&%,k(O) = &*k . Si,o, DT~.~(~) = &,,S,,, , 0 G i < 1, 0 < 1, k < 2m 
and we set 
q& k(x) = fhO”%,k((X - 4/4l>, 
K4 
x E [a, a + fkl = x11, 
otherwise, 
$kk(X) = 1 I$,-~~~,~((x - b + hNJh&, x E [b - h--l = xiv-1 9 bl, 0, otherwise. 
Similar piecewise polynomials where used in Section 7 for uniform partitions 
of [a, b]. Note that all +i,k(~) are identically zero in [x1 , +-J, and are of 
class C2*[u, b]. Next, applying the functional Bj of (8.1) to @J&X) gives 
Bj+osk = %,k; B&l,k = bj.k, O<j, k<2m--I. (8.14) 
Note that the value of these functionals in (8.14) is independent of the parti- 
tion. Thus, if we consider any 
2m-1 
#cx> = & {ak$%sk(x) + ~k~l.k(x)~~ 
which is in C2m[u, b] and identically zero in [x1 , x,...,], then finding a 
&(x) with 0 < I < 2m - 1 such that 
Bj#l = sj,t 2 O<j<2m-1, (8.15) 
amounts to solving the matrix problem [cf. (8.2)] 
This, by virtue of the assumption (8.3) that rank M = 2m, has a nonzero 
solution for each I with 0 < I< 2m - 1. In fact, making use of the assump- 
tion (8.5-iii) that A4 is in lower reduced echelon form, we can find a solution 
$1(x) of (8.15) which can be expressed as 
T(1) 
q&(x) = z. {dJ)g,,(x> + S~)+,,,<x>>, 0 G 1 G 2m - 1, (8.17) 
where 7(l), the order of B, , is simply determined from the I-th row of M 
by means of 
~(1) = min{k : I al,,. I + I bl,, I = 0 for all r > k}. (8.18) 
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This of course means that we can also write [cf. (S.l)] 
s(i) 
This order T(,) of B, is used in 
LEMMA 8.7. Given thepointfinctionals {Bj}fljb-l of the form (8.1) satisfying 
(8.3)-(8.5), let &(x) b e g iven by (8.17), so that $L satisfies (8.15). Then, for 
A E L?f$, b) andfor 1 < q < 00, 
II D”#z l/qa,a~ < K+(z)-k+l’a, O,<k,<2m, 0,<1<2m-1. (8.19) 
Proof. Using the representation of (8.17), the result of (8.19) follows 
immediately from the bounds of (7.12) for the qi,Jx) and the definition of 
~(1) in (8.18) Q.E.D. 
This brings us now to the following stability form of Theorem 8.4, in 
which the boundary conditions {Bi}T=“,-’ are only approximately satisfied. 
This extends the result of Theorem 5.1 to polynomial splines satisfying 
more general boundary conditions. 
THEOREM 8.8.. Given f E Ck[a, b] with 0 < k < 2m, given A E 9$(a, b) 
with N > m, and given the poin t functionals { Bj}$-’ of the form (8.1) satisfving 
(8.3)-(8.5), let s E Sp(D”, A, z) be the unique interpolation off in the following 
sense: 
D~s(x,) = ai,j ) O,<j<zzi--1, 1 <i<N--I, (8.20) 
where it is assumed that functions Fi( f, 7r) exist such that for 1 < i < N - 1, 
1 
I W(xJ - ai,j I) Kn”-j&CL 4 3 , cyi,i ,, 
0 < j < min(k, .zi - l), 
if min(k, zi - 1) < j < zi - 
while at the boundary, 
BUS = flj ) O,<j<2m-I, 
where it is assumed [cf. (8.18) ] that, with 7(j) the order of Bj , 
K~k-T’j’FoU ~1 3 [ A - i. {aj,iDif(a) + b,,@f(b)}(, 
O<j<2m--I. 
1 (8.21) 
3 
(8.22) 
(8.23) 
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Then, with 11 F# = r &,’ Fi2(f, n) andfor 2 < q < co, 
K,k-j-(l~z)+(l~a){,(D~ TT) + 11 F llZ} 
> II mf - m*ta,bl 3 
I 
O<j<k 
II Dis Il~,m 2 if k<j<2m-I. 
(8.24) 
Proof. The proof is like that of Theorems 3.5 and 5.1, and is merely 
sketched. Let t E Sp(Dm, A, z) be the interpolation of f in the sense of 
(8.6)-(8.7) of Lemma 8.1. Let h,,(x) E H (2m+1)(d) be the polynomial spline 
such that for 1 < i < N - 1 [cf. (5.4)] 
I 
Djj-(xi) - cyi j , 
’ 
0 < j < min(k, zi - l), 
Djh,(xi) = --ai j , 
0, ’ 
if min(k,zi-l)<j<zi-1, 
zi--1 <j<2m, 
and 
Let 
Djh,(a) = Dih,,(b) = 0, O<j<2m. 
Then upon writing f - s = (f - t) + h + [(t - s) - h], we have for 
O,<j<kand2<q<cothat 
II DYf - ~)I~L,J~,~I 
< II Wf - t)ll+,bl + II Djh lI~,[a,t~ + II W - (t - $4qa.~1 . (8.25) 
The first term on the right side of (8.25) can be suitably bounded above by 
(8.10) of Theorem 8.4. The second term on the right side of (8.25) can be 
bounded above as in the proof of Theorem 5.1, using the bounds on the 
&(x)‘s (8.19) of Lemma 8.7, coupled with the assumption of (8.23), for 
x E [x,, , x1] or x E [xNW1 , xN]. In the same fashion, Lemmas 8.3 and 8.7 
aid in suitably bounding the third term on the right of (8.25). The remainder 
of the proof now exactly parallels the proof of Theorem 5.1. Q.E.D. 
COROLLARY 8.9. With the hypotheses of Theorem 8.8, if f E W,“+‘[u, b] 
with 1 < r < co and 0 < k < 2m, and if functions Fi( f, 7~) exist [cf. (8.21)- 
(8.23)] such that for 1 < i < N - 1, 
1 ( D3&J - ai,j 1, K~k+l-jJ’i(.fi ~1 3 I oli,j I, 0 < j < min(k, zi - l), if min(k, zi - 1) < j < zi - 1, (8.26) 
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while at the boundary, 
O<j<2m-1, (8.27) 
then with /I F/l: = r CL;’ F,‘(f, v), andfor max(r, 2) < q < cc, 
> II mf - wJa,bl 9 
I 
O<.i<k, 
II OS I/LJ~.T,I 7 if k<j<2m--I. 
(8.28) 
The preceding results of this section for polynomial splines were proved 
for general partitions d E gO(a, b). If, however, we restrict attention to 
uniform partitions A, E Pl(a, b), then the sharper results of Section 7 
generalize to our “second integral relation” boundary conditions. The 
proofs are similar to those in Section 7, with Lemma 8.3 replacing 
Lemma 3.1, and the q$ of Lemma 8.7 entering into the analogues of (7.10) 
and (7.16). For details, see Swartz [39]. We state the analogue of Theo- 
rem 7.6 as 
THEOREM 8.10. Given f E P[a, b] with 0 < k < 2m, given A, E Pl(a, b) 
with N > m, and given the point functionals {Bi}yY”,-’ of the form (8.1) satisfying 
(8.3)-(8.5), let s E SP(~)(A,) be the unique interpolation off in the following 
sense: 
S(Xi) = cxi ) l<i<N-1, 
Bjs = & , O<j<,<m-1, 
where it is assumed that functions Fi( f, 7r) exist such that 
K~kFi(f, 4 3 I f(xi) - ai I, l<i<N-1, 
K~k-7(i)Fo(f, 4 3 ( Pj - go hd?f(a) + bd?f@N[, (8.30) 
O<j<2m-1, 
where T(j) is the order of Bi . Then, 
(8.31) 
In particular, if A,, has at least (2m + 2) knots, and if L2m--l,l f (LPna--l,N--l f) 
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is the Lagrange polynomial interpolation of the data 01~ ,..., aZrn in the knots 
Xl 3 x2 ,..., x2m (resp.? %2m ,..., aNpl in the knots x,-~~ , xN-2m+l ,..., XNel), 
and tf we take 
0 < j < 2m - 1, (8.32) 
then the error bounds of (8.31) are valid, assuming onIy the first inequality 
of(8.30). 
For the last part of Theorem 8.10 involving the use of Lagrange poly- 
nomial interpolation of the data, it is necessary to remark that the quantities 
Dj(L 2m-1,1f)(4 and DYL2m-l,N-lf)@) in (8.32) involve extrapozation of 
the data at interior knots to boundary knots. [We have used extrapolations 
because neitherf(a) norf(b) may be involved in any Bjf, 0 < j < 2m - 1.1 
The proof of this portion of Theorem 8.10 than depends on the observation 
that the error bounds of Theorems 4.1 and 4.4 remain valid for these particular 
extrapolations. 
COROLLARY 8.11. With the hypotheses of Theorem 8.10, iff E W,““[a, b] 
with 1 < r < 00 and 0 < k < 2m, and if functions Fi( f, n) exist such that 
K~k+lFi(.L 4 2 If(x,) - ai I, l<i<N-1, 
K~~+~+(j)b’~(f, r) Z I& - 5 (ajfiDz;f(a) + bj,iDy(b)}l, (8.33) 
i=O 
O<j<2m-1, 
then for max(r, 2) < q < co, 
K,k+l-j-cl~r)+cl'*){(I Dk+lfjll[a.bl + (I F/l,} 
> II Wf - s)/ILJ~.~~I 3 
1 
O<j<k, 
’ II Djs I~L,J~.TA 7 if k<j<2m-1. 
(8.34) 
We remark that even if the functionals of (8.1) are not expressed in echelon 
form (8.5), the results of Lemma 8.1 through Corollary 8.6 remain valid. 
The same may not be true for the associated stability results. The conclusion 
of Theorem 8.8 does hold true if the perturbations ‘of the functionals Bj 
are due really to suitable perturbations in the derivatives which occur in 
each functional. Instead, if one independently perturbs each functional by 
a corresponding order of magnitude, the analogous result may not hold. 
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This phenomenon can be observed in the piecewise-linear interpolation 
(m = 1) on d E 9(u, b), under boundary conditions associated with 
Bog = W4; B,g = W4 + g(b). 
We finally observe that the results of Theorem 8.10 and Corollary 8.11 
hold for nonuniform partitions d E YO(u, 6) in the cases of cubic (m = 2) 
and quintic (m = 3) splines. The proofs are those of Theorem 8.10 and 
Corollary 8.11, except that Lemma 7.1 is replaced with the analogous result 
for Hermite boundary conditions, found in Birkhoff and de Boor [4], 
Ahlberg, Nilson, and Walsh [3], and Swartz [38, Section lo] for m = 2, 
and in de Boor [lo] form = 3. 
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