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Abstract
Envelope tests are a popular tool in spatial statistics, where they are used in
goodness-of-fit testing. These tests graphically compare an empirical function T (r)
with its simulated counterparts from the null model. However, the type I error probabil-
ity α is conventionally controlled for a fixed distance r only, whereas the functions are
inspected on an interval of distances I. In this study, we propose two approaches related
to Barnard’s Monte Carlo test for building global envelope tests on I: (1) ordering
the empirical and simulated functions based on their r-wise ranks among each other,
and (2) the construction of envelopes for a deviation test. These new tests allow the a
priori selection of the global α and they yield p-values. We illustrate these tests using
simulated and real point pattern data.
Key words: deviation test; functional depth; global envelope test; goodness-of-fit test;
Monte Carlo p-value; spatial point pattern
1. Introduction
Spatial patterns are highly complex statistical objects, so testing their null hypotheses is
non-trivial. The information contained in the patterns must be summarised in a sensible
manner to reflect the relevant features of the phenomenon under study. Typically, a null
model is deemed appropriate if it explains the spatial interaction structure in the observed
pattern. Popular statistics used to capture spatial interaction comprise functions T (r) that
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depend on inter-point distances r. For example, Ripley’s K-function and the closely related
L-function are employed in the point process case, and the spherical contact distribution
function (or empty space function) in the random set case (e.g., see Cressie, 1993; Illian
et al., 2008; Chiu et al., 2013; Diggle, 2013). In order to test whether the null model is
appropriate, we compare the empirical function Tobs(r) estimated for the observed pattern
with the distribution of T (r) under the null model. However, the theoretical distribution of
T (r) is unknown even in the simplest cases, so we have to resort to Monte Carlo methods
for statistical inference. In this study, we consider the popular envelope tests, which display
test results in a graphical manner.
The first step in a Monte Carlo envelope test is to generate s realizations of the null
model and to calculate Ti(r), i= 2, . . . ,s+1, in each case for distances r on a certain interval
I. The next step is to define critical bounds for the deviation of the empirical function Tobs(r)
(≡ T1(r) in the following) from the expected value for each chosen r and to display the results
graphically. It is often overlooked that rigorous statistical inference must be performed
for all of the chosen distances r simultaneously. This multiple testing problem, which was
ignored in practice for a long time, has recently attracted much attention (Loosmore and
Ford, 2006; Grabarnik et al., 2011; Baddeley et al., 2014).
In spatial statistics, the envelope method was introduced in two influential independent
studies by Ripley (1977) and Besag and Diggle (1977). The idea of this method is to
compare the empirical function to an envelope given by the k-th (often k = 1) smallest and
largest values of the simulated functions Ti(r) for each r ∈ I. This method indicates the
distances r at which the behaviour of the empirical T (r) may lead to the rejection of the null
hypothesis. This information is important for determining why the data contradict the tested
hypothesis, so this technique has become popular in many applied areas, such as spatial
ecology (e.g. Wiegand and Moloney, 2014), biological sciences (e.g. Schladitz et al., 2003;
Mattfeldt et al., 2006, 2009; Weston et al., 2012), geography (e.g. Cliff and Ord, 1983),
and astronomy (e.g. Vio et al., 2007; Martínez et al., 2010) (also see Baddeley et al., 2006).
Although the envelope method proposed by Ripley (1977) should be interpreted only as a
diagnostic plot, as described in a recent review of the testing of spatial point patterns by
Baddeley et al. (2014), it is desirable to use it as a proper statistical test.
In general, we understand an envelope as a band bounded by the functions Tlow(r) and
Tupp(r) on an interval I. A global envelope test is a statistical test that rejects the null
hypothesis if the observed function T1 is not completely inside the envelope, i.e.,
ϕenv(T1) = 1(∃ r ∈ I : T1(r) /∈ (Tlow(r),Tupp(r))). (1)
In this study, we consider two approaches for determining the bounds such that the test (1)
has a controlled overall level (global type I error probability) for the a priori selected number
of simulations s. In the first approach, the bounds Tlow(r) and Tupp(r) are constructed directly
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from the functions Ti(r). This leads to the rank envelope test (Section 4). In the second
approach, the bounds are parameterized by the r-wise variance or quantiles and the resulting
global envelope tests are related to a particular form of the so-called deviation test (Diggle,
1979) (Section 5).
Determining the critical bounds and calculating the p-values in the new tests are based
on ordering or ranking the observed and simulated functional statistics, which creates a
test that is equivalent to the test (1). In essence, the test based on ordering the statistics
is the Barnard’s Monte Carlo test (Barnard, 1963; Dufour, 2006), which we extend to the
functional statistics case.
Ordering the simulated functions is a general approach that is not restricted to the
orderings that correspond to global envelope tests, although these are the most interesting
types for us. This methodology is closely connected to the methods used in functional data
analysis, where measures of functional depth are typically used to describe the centrality
of a curve among a set of curves (e.g. Ramsay and Silverman, 2006; Ramsay et al., 2009;
López-Pintado and Romo, 2009, 2011). Obviously, these measures from functional data
analysis can be readily adapted to testing spatial hypotheses. By contrast, the tests proposed
or discussed in the present study are strictly spoken tests of hypotheses on the functions
T (r), and thus they are not restricted to summary functions of point processes, but instead
they can be applied to any functional data, or curves.
The remainder of this paper is organised as follows. We begin by presenting an example
that illustrates the usefulness of the envelope test and we describe the state-of-the-art in
hypothesis testing for spatial point processes (Section 2). In Section 3, we describe the
theory behind (Barnard’s) Monte Carlo testing in a generalized form, which is applicable
to functional statistics. Next, we introduce two types of global envelope tests that differ in
terms of boundary construction (Sections 4 and 5). In Section 6, we briefly consider other
ways of ordering the functional statistics. Section 7 addresses the construction of global
envelope tests for composite hypotheses. The results of extensive simulations to study the
power of the proposed tests are presented in Section 8. Finally, we illustrate the performance
of the proposed methodology with interesting ecological and biological examples (Section
9), and we conclude with a discussion (Section 10).
The proposed methods are provided as an R library spptest, which can be obtained at
https://github.com/myllym/spptest, and they will also be available in the R library
spatstat (Baddeley and Turner, 2005).
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2. A close look at point patterns testing: a motivational example and current tech-
niques
To illustrate the merits of the new global envelope tests, we revisit the spatial pattern of
intramembranous particles, which was studied previously by Schladitz et al. (2003) (Figure
1). The scientific questions addressed comprise whether the particles “interact” or not, what
type of interaction is present, and the interpoint distances where the possible interaction
occurs. Schladitz et al. (2003) tested the complete spatial randomness (CSR) hypothesis,
but we employ a Gibbs hard core model (i.e., the Strauss process where the interaction
parameter γ equals zero, see Section 8.1) as the null model for this pattern because the
particles have a spatial dimension. We can regard the Gibbs hard core point process as the
conditional Poisson process where the condition is that every pair of distinct points is at least
some (hard core) distance apart. We condition the Gibbs hard core model on the number of
points, and thus the only parameter in the model is the hard core distance, which we fix to
the minimum distance between two particles, i.e., 5.88 pixels in our sample.
Figure 1: A point pattern of 337 intramembranous particles from an untreated control group
observed in an area of 512 × 512 pixels (336 nm × 336 nm).
To study the interaction between points in our illustrative example, we use the so-called
L-function (Ripley, 1976, 1977; Besag, 1977), which is the most common summary function
for point patterns, and we set I = [6,125] to exclude the smallest interpoint distances within
which no pairs of points can occur, and we take the same upper bound 125 as Schladitz et al.
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(2003). First, we test the hard core model using conventional methods and then with the
new methods (see Section 9).
A classical test is the deviation test introduced by Diggle (1979). In this test, the
discrepancy between the empirical function T (r) and the corresponding theoretical mean
under the null hypothesis is summarized by a real-valued deviation measure, e.g., the
integrated squared difference on I. The same measure u is calculated for all Ti(r) and the
measures are ranked. The null hypothesis is rejected if u for the data takes an extreme rank,
which can be expressed by a p-value, For the pattern in Figure 1, we obtained p = 0.03 for
the hard core null model using the integrated squared difference (with s = 99). Thus, the
Gibbs hard core model was rejected at the significance level 0.05 by this test.
In general, a practical shortcoming of the deviation test is that it does not indicate
the distances where the behaviour of the empirical T (r) leads to the rejection of the null
hypothesis. This information is valuable, so it has become popular to compare the empirical
function T1(r) to a pointwise envelope, i.e., the kth smallest and largest values of the s
simulated functions Ti(r) for each r ∈ I, as suggested by Ripley (1977) and Besag and
Diggle (1977). Often, this plot is incorrectly taken as a global envelope test in the sense
of (1). If the set I is a singleton {r0}, the two-sided test rejects the null hypothesis with
a probability of 2k/(s+ 1) given that the null hypothesis is true. Thus, the type I error
probability is controllable. However, T is usually inspected on an interval I, which creates a
multiple testing situation. Previously, Ripley (1977) noted that the risk of a type I error has
a probability that exceeds 2k/(s+1). As discussed in detail by Loosmore and Ford (2006)
and Grabarnik et al. (2011), as well as Baddeley et al. (2014), the use of predetermined
values for k and s leads to an unpredictable level of error.
A pointwise envelope based on the typical choices k = 1 and s = 99 is shown in Figure
2 for our example pattern. This suggests that several distances can be used as evidence
against the null model. However, an approximation of the global type I error probability
(see Loosmore and Ford, 2006; Grabarnik et al., 2011) is 0.36, which is hardly acceptable as
a level for a statistical test.
Some previous studies have considered a controlled global type I error probability for
pointwise envelopes, e.g., Davison and Hinkley (1997) proposed a resampling method
for estimating the global type I error probability of the envelope test for a priori selected
values of k and s. Independently, Grabarnik et al. (2011) refined the envelope test in the
spirit of the sequential version of Barnard’s Monte Carlo test (Besag and Clifford, 1991) in
order to adjust it for simultaneous inference. Since the global type I error probability of an
envelope test for fixed k can be estimated a posteriori after a certain number of simulations
s have been completed, the number of simulations s can be adjusted iteratively to obtain a
prescribed global type I error probability α .
In the following sections, we propose global envelope tests, where the significance level
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Figure 2: The pointwise minimum and maximum (dashed lines) of the s = 99 simulated
functions T (r) = Lˆ(r) for the hard core process based on the intramembranous particles
data shown in Figure 1. The solid line is the empirical function estimated from the data.
α and the number of simulations s can be chosen a priori.
3. Essentials of Barnard’s Monte Carlo test
In this study, we use a functional test statistic T (r) to test H0. Typically, the distribution
of T (r) is unknown, so Monte Carlo methods have to be used to determine whether an
observed function T (r) is in some sense “extreme”. We employ the approach proposed by
Barnard (1963) to handle intractable distributions of test statistics (a similar approach was
discussed by Dwass (1957) in the context of a randomized test).
In the following, we consider Monte Carlo goodness-of-fit tests for simple hypotheses.
In practical applications, the null hypothesis is often composite, e.g., we want to test whether
an observed point pattern is a realization of a parametric model. The testing procedure
is then extended by parameter estimation. The composite hypothesis case is addressed in
Section 7.
The idea behind Barnard’s Monte Carlo test is that if H0 is true, the observed T1 and s
simulated statistics T2, . . . ,Ts+1 are identically and independently distributed (in this context,
T is some statistic with sample space S, but it is not necessarily a function). Therefore, the
null hypothesis can be rejected with the exact probability α if T1 is among the α(s+ 1)
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extremal values of Tis, i = 1, . . . ,s+1. The number of simulations s is selected such that
α(s+1) is an integer.
It was noted (Besag and Clifford, 1989; Dufour, 2006) that the independence can be
relaxed to exchangeability, which means that the joint probability distribution of the variables
T1, . . . ,Ts+1 is permutation invariant,
Pr
(
(T1, . . . ,Ts+1) ∈ A
)
= Pr
(
(Tσ(1), . . . ,Tσ(s+1)) ∈ A
)
for any measurable set A⊆ Ss+1 and any permutation σ . The exchangeability assumption is
useful because it allows us to use Barnard’s Monte Carlo test, e.g. when the test statistic is
a deviation measure based on an unknown theoretical expectation (see e.g. Diggle, 2013;
Davison and Hinkley, 1997).
Provided that the observed and simulated test statistics are independent, or at least
exchangeable, Barnard’s Monte Carlo test can be extended to the case where the test statistic
T is a functional statistic. Barnard’s Monte Carlo test requires the identification of the
α(s+1) most extreme statistics. This can be done by introducing an ordering on S. In the
following, we assume that Ti ≺ Tj denotes that Ti is “more extreme” than Tj. Furthermore,
Ti ∼ Tj denotes that Ti is “as extreme as” Tj, i.e., we assume that there can be ties and that
the ordering is weak in this general case.
First, we assume that the functions Ti can be strictly ordered, i.e., all pairs of functions
are comparable and for each pair, either Ti ≺ Tj or Tj ≺ Ti for i 6= j. The strict ordering of
the functional statistics allows us to build an exact test based on the following Lemma.
Lemma 3.1. Let T1, . . . ,Ts+1 be exchangeable functional statistics and let ≺ be an ordering
with
Pr(Ti ≺ Tj or Tj ≺ Ti) = 1 for all pairs i 6= j, (2)
and let
p =
1
s+1
(
1+
s+1
∑
i=2
1(Ti ≺ T1)
)
. (3)
Then, the test
ϕ(T1) = 1
(
p≤ α)= 1(1+ s+1∑
i=2
1(Ti ≺ T1) ≤ α(s+1)
)
. (4)
rejects the null hypothesis at the prescribed significance level, α , provided that α(s+1) is
an integer.
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Proof. Let A j = 1+∑s+1i=1,i 6= j 1(Ti ≺ Tj) be the rank of the functional statistic Tj among
the Tis. The unique ordering condition (2) implies that (A1, . . . ,As+1) is a permutation of
(1, . . . ,s+1) almost surely. Then, for j = 1, . . . ,s+1,
Pr(A j = k) = 1/(s+1) for k = 1, . . . ,s+1,
because the ranks A1, . . . ,As+1 are clearly exchangeable. Immediately, this implies that
Eϕ(T1) = E
(
1
(
p≤ α))= Pr(A1 ≤ α(s+1)) = α(s+1)s+1 = α. (5)
The equation (3) defines the (Barnard) p-value.
It is clear that the choice of ordering depends on the features of a functional statistic T
that are of interest. Some of the orderings discussed in this study are weak, which means that
for some pairs of functions, we cannot decide which is more extreme. If ties do not have zero
probability in the sample (T1, . . . ,Ts+1) ∈ Ss+1, then we can break them to obtain an exact
test as follows. Let us introduce the associate variables Mi, i = 1, . . . ,s+1, which can be
strictly and totally ordered. Then, a strict ordering ≺Lex of the pairs (Ti,Mi), i = 1, . . . ,s+1
exists by means of the lexicographic ordering:
(Ti,Mi)≺Lex (Tj,M j)⇔{Ti ≺ Tj or (Ti ∼ Tj and Mi < M j)}.
Now, Lemma 3.1 can be applied to the pairs (T1,M1), . . . ,(Ts+1,Ms+1), which are all com-
parable and strictly ordered. In a particular case, Mi can be continuous random variables
that are independent of Ti, as considered by Dufour (2006, Prop. 2.4).
4. The rank envelope test
4.1. The “extreme rank” depth measure
In Sections 1 and 2, we discussed the conventional pointwise envelopes, i.e., envelopes
defined by the bounding curves
T (k)low(r) = min
k
i=1,...,s+1
Ti(r) and T
(k)
upp(r) = maxk
i=1,...,s+1
Ti(r) for r ∈ I, (6)
where mink and maxk denote the k-th smallest and largest values, respectively, and k =
1,2, . . . ,b(s+1)/2c. In general, for a fixed number s of simulations and a fixed k, the type I
error probability of a global envelope test using these k-th lower and upper rank curves is
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unknown a priori. However, as explained in this section, it is possible to calculate a p-value
based on the position of the observed curve T1 within the k-th envelopes and to construct
a global envelope test with (approximately) controlled error. To this end, the curves Ti are
ordered (we temporarily assume that there are no pointwise ties, i.e., ties in the values Ti(r)
for r ∈ I) according to the largest k for which they are still present in the k-th envelope, i.e.,
Ri := max
{
k : T (k)low(r)≤ Ti(r)≤ T (k)upp(r) for all r ∈ I
}
. (7)
The value Ri, which we call the extreme rank, is a depth measure that represents the apparent
“extremeness” of the curve Ti in the bundle of functions T1, . . . ,Ts+1.
Formally, we define the extreme rank depth measure as follows.
1. For each r, let R↑i (r) and R
↓
i (r), i = 1, . . . ,s+1, denote the ranks of the values Ti(r),
i = 1, . . . ,s+1, from the smallest value (with rank 1) to the largest (rank s+1), and
from the largest (1) to the smallest (s+ 1), respectively. (In the case of pointwise
ties in the values Ti(r), we use the mid-rank in order to weigh down the influence of
distances where many Ti(r) coincide in the test. An alternative is to use the maximum
rank.)
2. Let
R∗i (r) = min(R
↑
i (r),R
↓
i (r)) (8)
denote the r-wise rank of Ti(r) adjusted to a two-sided variant of the test. When R∗i (r)
is smaller, Ti(r) is more extreme among the other values for the argument r.
3. Then, we define the extreme rank as
Ri = min
r∈I
R∗i (r). (9)
The term extreme rank for the depth measure Ri is based on the fact that Ri is the most
extreme of the r-wise ranks of Ti(r).
In practice, the functions Ti are not evaluated on a continuous interval I, but instead a
discretized version Ifin is employed, which makes it feasible to calculate the Ris.
4.2. Calculation of the p-values
The extreme ranks Ri introduce an ordering of the functions Ti(r) in ascending order from
the most extreme to the most typical under the null model. Thus, it can be used for Monte
Carlo testing, as described in Section 3. However, the set of all Ri contains ties because
maxRi < s+1, and thus the functions T (r) can be only weakly ordered.
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A method for building an exact test with tied functions Ti(r) is described in Section
3 and specifically for the rank envelope test in Section 6.1. Exactness is desirable from
a theoretical viewpoint and to perform power comparisons, but a practical approach to
handling ties is to report a range of p-values, similar to the methods proposed for Barnard’s
test with discrete test statistics (e.g., Besag and Clifford, 1989, 1991).
The range of p-values encompasses the most liberal and conservative p-values, which in
the case of the rank envelope test are calculated as
p− =
1
s+1
s+1
∑
i=1
1(Ri < R1) and p+ =
1
s+1
s+1
∑
i=1
1(Ri ≤ R1), (10)
respectively. These values provide the lower and upper bounds for the p-value of the test.
Proposition 4.1. When s is chosen such that α(s+1) is an integer, the test corresponding
to the lower p-value,
ϕlib(T1) = 1(p− ≤ α) (11)
is liberal, i.e., Eϕlib(T1)> α , whereas the test
ϕcons(T1) = 1(p+ ≤ α) (12)
is conservative, i.e., Eϕcons(T1)≤ α .
Proof. It is sufficient to condition on the set {R1, . . . ,Rs+1} of extreme ranks and to show
that
E(ϕlib(T1) | {R1, . . . ,Rs+1})> α and E(ϕcons(T1) | {R1, . . . ,Rs+1})≤ α. (13)
As usual, let R(1) ≤ R(2) ≤ ·· · ≤ R(s+1) denote the ordered set and write
A(x) =
s+1
∑
i=1
1(Ri < x) and B(x) =
s+1
∑
i=1
1(Ri ≤ x).
Then, A(R(k))< k and B(R(k))≥ k, and thus
s+1
∑
k=1
1(A(R(k))≤ x)>
s+1
∑
k=1
1(k ≤ x) and
s+1
∑
k=1
1(B(R(k))≤ x)≤
s+1
∑
k=1
1(k ≤ x) (14)
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Under H0, the observed R1 takes any place in the ordered set with equal probability;
therefore,
E(ϕlib(T1) | {R1, . . . ,Rs+1}) = Pr(A(R1)/(s+1)≤ α | {R1, . . . ,Rs+1})
=
1
s+1
s+1
∑
k=1
1(A(R(k))≤ α(s+1))
>
1
s+1
s+1
∑
k=1
1(k ≤ α(s+1)) = α.
The result follows from averaging over the set {R1, . . . ,Rs+1}. In the same manner, we can
use (14) to show that ϕcons is conservative.
A p-interval can be safely interpreted as a test at the level α by the following rule: if
p+ ≤ α , the null hypothesis is clearly rejected, and if p− > α , there is no evidence for
rejecting H0. When p− ≤ α < p+, it is not clear whether to reject or not. From a theoretical
viewpoint, a unique p-value is desirable. A standard approach is to choose p randomly in
the p-interval. In order to avoid a random decision, we describe a finer ordering in Section
6.1, which is strict in virtually all practical cases.
4.3. 100 · (1−α)% global rank envelope
The p-interval given by the extreme ranks Ri already determines the test result of the rank
test (if α /∈ [p−, p+)). However, the graphical interpretation given by an envelope is essential
for determining the possible reasons for rejecting the null hypothesis.
The significance tests ϕlib and ϕcons given by (11) and (12) map directly onto the events
that the observed curve T1 exceeds or at least touches the kα -th rank envelope, where the
critical rank kα is determined as follows:
kα = max
{
k :
s+1
∑
i=1
1(Ri < k)≤ α(s+1)
}
. (15)
With this critical rank, the corresponding liberal and conservative global envelope tests are
ϕenv,lib(T1) = 1
(∃ r ∈ I : T1(r) /∈ (T (kα )low (r),T (kα )upp (r)))
and
ϕenv,cons(T1) = 1
(∃ r ∈ I : T1(r) /∈ [T (kα )low (r),T (kα )upp (r)]). (16)
The following theorem states that inference based on the p-interval and the global
envelope specified by T (kα )low (r) and T
(kα )
upp (r) are equivalent. Therefore, we can loosely refer
to the kα -th envelope as the 100 · (1−α)% global rank envelope.
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Theorem 4.2. Let p− and p+ be as given in (10), and T
(kα )
low (r) and T
(kα )
upp (r) define the
100 · (1−α)% global rank envelope. Then, assuming that there are no pointwise ties with
probability 1, it holds that:
(a) T1(r)< T
(kα )
low (r) or T1(r)> T
(kα )
upp (r) for some r ∈ I iff p+ ≤ α , in which case the null
hypothesis is rejected;
(b) T (kα )low (r)< T1(r)< T
(kα )
upp (r) for all r ∈ I iff p− > α , and thus the null hypothesis is not
rejected;
(c) and the data function T1(r) does not exit the envelope, but it coincides with T
(kα )
low (r) or
T (kα )upp (r) for some r ∈ I iff p− ≤ α < p+.
(In the case of pointwise ties, T1 may coincide with T
(kα )
low or T
(kα )
upp at the distances r with
ties, even though p− > α .)
Proof. Let
a(k) =
1
s+1
s+1
∑
i=1
1(Ri < k) for k = 1,2, . . .
denote the proportion of functions Ti(r) that are either below T klow(r) or exceed T
k
upp(r) at
some value r ∈ I. Then, by (10), p+ = a(R1 + 1) and p− = a(R1). From (15), we find
that a(kα) ≤ α and a(kα + 1) > α (for all kα ∈ {R1, . . . ,Rs+1}). Thus: (a) p+ ≤ α iff
R1 < kα , which means that T1(r) is strictly outside the global rank envelope. (b) p− > α
iff R1 ≥ kα + 1, which means that T (kα )low (r) < T1(r) < T (kα )upp (r) for all r ∈ I. (c) R1 = kα
iff p− = a(kα) ≤ α and p+ = a(kα +1) > α , which means that T1(r) coincides with the
global rank envelope for some r ∈ I.
Note that for the rank envelope test there is no need to know or estimate the expectation
of the function T (r) under H0. However, for visualization purposes, it often makes sense to
plot the expectation T0(r) together with T1(r) and (T
(kα )
low (r),T
(kα )
upp (r)).
Remark 1. For the test functions used in this study, pointwise ties usually appear only
when an inappropriate interval I is selected, e.g., if the null model is the Gibbs hard core
process and the lower bound of the interval I selected is smaller than the hard core distance.
Remark 2. The data function T1 is included in the set of functions used to define the k-th
lower and upper curves (6), in which case the global envelope corresponds to the p-values,
as explained above. In the conventional and refined envelope tests, the envelopes are instead
constructed from simulations only (see Ripley, 1977; Grabarnik et al., 2011). The effect of
the inclusion (or exclusion) of T1 from Ti when calculating the global envelope is obviously
negligible when the number of simulations s is large.
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4.4. Number of simulations
To make the ambiguous result p− ≤ α < p+ unlikely, the expected width of the p-interval
should be small. This width depends on the number of simulations s, the smoothness
properties of T (r), and the value of R1. Based on our investigations presented in Appendix
B, our general recommendation is to use at least s = 2500 simulations for testing at the
significance level α = 0.05. According to the experiments presented in the Appendix B, the
number of simulations s≥ 2500 tends to lead to widths of the p-interval that are smaller than
0.01 close to the nominal level α = 0.05. We explored this with commonly used summary
functions for point processes.
5. Global scaled maximum absolute difference (MAD) envelope tests
The rank envelope test with a reasonably narrow p-interval is not feasible if it is not possible
to run sufficiently many simulations. In this case, we can employ scaled MAD envelope
tests, where the critical bounds are of the form
T ulow(r) = T0(r)−u ·
√
var(T (r)) and T uupp(r) = T0(r)+u ·
√
var(T (r)) (17)
for the studentized MAD envelope test and
T ulow(r) = T0(r)−u · |T (r)−T0(r)| and T uupp(r) = T0(r)+u · |T (r)−T0(r)| (18)
for the directional quantile MAD envelope test. T0(r) and var(T (r)) denote the expectation
and variance of T (r) under the null model, and T (r) and T (r) are the r-wise 2.5% upper
and lower quantiles of the distribution of T (r) under H0, respectively. The expectation T0(r)
and the quantities var(T (r)), T (r) and T (r) can be estimated from simulations of the null
model (see e.g. Diggle, 2013) if they are not known analytically.
The above envelopes are parameterized with respect to u and the aim is to find u such
that the global envelope test based on these envelopes on I has the desired significance level
α .
The shape of the scaled MAD envelopes is determined only by the variance or quantiles,
but an advantage is that they do not require a large number of simulations. These tests
have corresponding deviation tests, for which the number of simulations recommended in
previous studies (see e.g. Hope, 1968; Marriott, 1979; Diggle, 2013) is rather small, i.e.,
s = 99 and s = 199 are popular choices.
Next, we recall the deviation test and we then show the correspondence of the scaled
MAD envelope tests to scaled MAD deviation tests.
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5.1. Deviation tests
Now, we recall how deviation tests work. A deviation measure, e.g., the maximum absolute
difference (MAD) measure
u = max
r∈I
∣∣∣T (r)−T0(r)∣∣∣ (19)
or the integral measure
u =
∫
I
(T (r)−T0(r))2 dr, (20)
is selected and computed for the observed pattern (u1) and for each simulated pattern
(u2, . . . ,us+1). The deviation measures ui, i = 1, . . . ,s+ 1, define a strict ordering of the
functions Ti(r), where
Ti ≺ Tj⇐⇒ ui > u j.
Since the test statistic of the deviation test is continuous and ties have zero probability, the
p-value of the deviation test is obtained by (3) and the corresponding significance test has
the level α for simple hypotheses for any number of simulations s.
A general disadvantage of the deviation test is the lack of graphical interpretation.
However, as we discuss in the following, it is possible to construct a global envelope for the
MAD test.
The global envelope based on the classical MAD measure (19) was introduced by Ripley
(1981). This envelope has a constant width over the distances r ∈ I. Therefore, it is not
sufficiently flexible to represent the behaviour of functions Ti(r) for different distances r ∈ I
unless the distribution of T (r) is symmetric and the same for all r.
Instead, we consider two scaled MAD measures that take the unequal variance of T (r)
and the asymmetric distribution of T (r) into account, i.e.,
u = max
r∈I
∣∣∣T (r)−T0(r)√
var(T (r))
∣∣∣, (21)
and
u = max
r∈I
(
1(T (r)≥ T0(r)) T (r)−T0(r)|T (r)−T0(r)|
+1(T (r)< T0(r))
T (r)−T0(r)
|T (r)−T0(r)|
)
, (22)
respectively. The corresponding scalings can be used for T (r)−T0(r) in the integral measure
(20), leading to the studentized and directional quantile integral deviation tests, respectively.
Deviation measures similar to (21) and (22) have been used previously, e.g., by Baddeley
et al. (2000), Møller and Berthelsen (2012) and Myllymäki et al. (2015). In particular,
Myllymäki et al. (2015) proposed using the above scalings in the case of symmetrically
and asymmetrically distributed T (r), respectively, in order to make the contributions of the
14
residuals T (r)−T0(r) for different distances r ∈ I more equal in the test and to improve
the performance compared with the classical measures (19) and (20). In the following, we
propose envelopes based on the scaled MAD measures. Note that the scalings in (21) and
(22) are general, whereas other scalings have been proposed for specific functions, e.g., Ho
and Chiu (2006) advocated scaling for the K-function using adapted distance-dependent
intensity estimators.
5.2. 100 · (1−α)% global envelope based on the scaled MAD
The following theorem states that a global envelope test exists that corresponds to the scaled
MAD deviation tests based on (21) and (22).
Theorem 5.1. Let uα be the α(s+1)-th largest value of the uis defined by (21) or (22). For
the global envelope test (1) where the bounds Tlow(r) and Tupp(r) are specified by the curves
(17) or (18) with u = uα plugged in, it holds that
Eϕenv(T1) = Eϕdev(T1),
where
ϕdev(T1) = 1
( s+1
∑
i=1
1(ui ≥ u1) ≤ α(s+1)
)
for the deviation measures (21) or (22), respectively.
Proof. Note that a deviation test rejects the null hypothesis if u1 ≥ uα . For the measure
(21), this yields
T1(r)≤ T0(r)−uα
√
var(T (r)) or T1(r)≥ T0(r)+uα
√
var(T (r))
and, for (22),
T1(r)≤ T0(r)−uα |T (r)−T0(r)| or T1(r)≥ T0(r)+uα |T (r)−T0(r)|.
Thus, there is one-to-one correspondence.
Finding u in (17) or (18) such that the global envelope test has an appropriate level is
simple: we just need to take the α(s+1)-th largest value among the uis.
For the classical case (19) without any scaling, the 100(1−α)% global envelope is
simply (T0(r)−uα ,T0(r)+uα), where uα is the α(s+1)-th largest value of the uis defined
by (19). However, the widths of the scaled MAD envelopes vary with r, where the shape of
the envelope around T0(r) is determined either by the standard deviation or the quantiles
T (r) and T (r). The studentized envelope is symmetric around T0(r), whereas the directional
quantile envelope can be asymmetric.
15
6. Other functional depth orderings
It is obvious that other orderings can be constructed from the r-wise ranks of the functions
Ti(r) in addition to that based on the extreme rank. Other orderings are unlikely to have
a global envelope representation, but they may have higher power than the measure (9) in
some situations.
In Section 6.2, we consider two functional depth measures from previous studies and we
also include them in our simulation study in Section 8. More importantly, in Section 6.1,
we introduce a new ordering, which is closely connected to the extreme rank ordering. We
consider this rank length or rank count ordering in detail and show its connection with the
rank envelope test.
6.1. Rank length and rank count orderings
Instead of taking the most extreme pointwise rank (Ri) that a curve Ti attains in the interval
I as a measure of the centrality of the curve within the sample, we could use a more
comprehensive summary of the pointwise ranks. Thus, we propose to consider “how
often” the ranks R∗i (r) = k, k = 1, . . . ,b(s+2)/2c have been reached by the curve Ti. In a
continuous setting, this can be expressed by a vector Li of rank lengths Lik,
Li = (Li1, . . . ,Lib(s+2)/2c), Lik =
∫
I
1(R∗i (r) = k)dr. (23)
The reverse lexical ordering of the rank length vectors Li,
Li ≺ L j ⇐⇒ ∃ n≤ b(s+2)/2c : Lik = L jk ∀ k < n, Lin > L jn (24)
induces a natural ordering of the curves Ti, where a curve that scores a larger number of small
pointwise ranks is more extreme. In practice, it is very difficult to calculate the integrals Lik,
but instead we can evaluate the curves at discrete points r ∈ Ifin and count the ranks. Thus,
we obtain a vector N of rank counts,
Ni = (Ni1, . . . ,Nib(s+2)/2c), Nik = ∑
r∈Ifin
1(R∗i (r) = k). (25)
Obviously, both the extreme rank lengths and counts refine the ordering given by the
most extreme ranks, Ri = minr∈I R∗i (r) or Ri = minr∈Ifin R
∗
i (r), and it holds that
Ri < R j =⇒ Li ≺ L j and Ni ≺ N j. (26)
The converse is not true.
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Since the rank lengths Lik are continuous, they define a strict ordering of the functions
Ti. Thus, the p-value, pL, is obtained in an analogous manner to (3), and the corresponding
significance test at the nominal level α ,
ϕL(T1) = 1(pL ≤ α),
has the correct level, according to Lemma 3.1. Ties may occur for the discretized version of
the rank lengths, i.e., for the rank counts Ni. However, the ties in Ni are also very unlikely
if the set Ifin is not very small. If ties occur, they can be broken by randomization. Thus,
in practice, the Monte Carlo p-value pN is also obtained in an analogous manner to (3).
Furthermore,
E
(
lim
|Ifin|→∞
ϕN(T1)
)
= E
(
lim
|Ifin|→∞
1(pN ≤ α)
)
= EϕL(T1) = α.
The following trivial Proposition 6.1 suggests that the p-values obtained by rank count
ordering may be used as a refinement of the p-interval of the rank envelope test based on
the extreme ranks Ri.
Proposition 6.1. Let p− and p+ denote the p-values defined for extreme rank ordering in
(10). Then, it is always the case that
p− < pN ≤ p+.
Furthermore, the following theorem states that asymptotically, the tests based on the
rank counts and the rank envelope test are equivalent.
Theorem 6.2. For the tests ϕN(T1) = 1(pN≤α) and (16) based on the discretized r-interval
Ifin,
ϕenv,cons(T1) = 1
(∃ r ∈ Ifin : T1(r) /∈ [T (kα )low (r),T (kα )upp (r)]),
it holds that
Eϕenv,cons(T1)≤ EϕN(T1) (27)
and in the limit as the number of simulations s→ ∞
Eϕenv,cons(T1)→ EϕN(T1). (28)
Proof. See Appendix C.
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6.2. Modified half-region and band depths
The modified band depth (MBD) and the modified half-region depth (MHRD) were intro-
duced by López-Pintado and Romo (2009, 2011), who used these depths to find the deepest
(most central) curves among a set of curves. The MHRD of the curve Ti(r) among all the
curves Ti(r), i = 1, . . . ,s+1, is proportional to
MHRDi = min
(∫
r∈I
R↑i (r)dr,
∫
r∈I
R↓i (r)dr
)
, (29)
where R↑i (r) and R
↓
i (r) are the ranks of Ti(r) as in Section 4.1 (and the maximum treatment
of the pointwise ties is taken). López-Pintado and Romo (2011) introduced this depth (29)
as a faster alternative to MBD, which has a similar integral nature to MHRD. In a special
case which was used in our study, the MBD measure can be interpreted as the average
proportion of r ∈ I for which Ti(r) lies between a pair of Tj(r), j = 1, . . . ,s+1, averaged
over all distinct pairs.
The above depths introduce orderings for the functions Ti(r):
Ti ≺ Ti′ ⇐⇒MBDi < MBDi′ or MHRDi < MHRDi′.
Thus, they can be used for testing, where the p-value can be calculated according to (3)
since ties are unlikely to occur. However, to the best of our knowledge, it is not possible
to construct a global envelope from the curves Ti(r) such that the envelope test would
correspond to the test based on the MHRD or MBD, although different visualization is
possible by utilising the methods in Sun and Genton (2011).
7. Global envelopes for composite hypotheses
Often, we are not interested in testing the simple hypothesis that an observed point pattern
is a realization of a process with a completely specified distribution, but instead we are
concerned with the composite hypothesis that it derives from a parametric model with
unknown parameters. Usually, we would fit the model to the observation and use the fitted
model in the Monte Carlo test. This “plug-in” approach can lead to conservative tests, as
discussed based on simulation experiments in Section 8.3 and in Baddeley et al. (2014). In
practice, the conservativeness of these tests is often accepted, but a problem is the decreased
power of the test in this case. This problem of conservativeness is still regarded as an
unresolved research problem (e.g. Bayarri and Berger, 2000; Robins et al., 2000), although
several strategies have been designed to address this problem (e.g. Robins et al., 2000;
Brooks et al., 1997). We adapt the method of Dao and Genton (2014) to our global envelope
tests.
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Dao and Genton (2014) proposed a method for correcting the level of the classical
deviation test when testing composite hypotheses. Their method involves estimating the
distribution of Monte Carlo p-values based on further simulations given the parameter
estimates and using the empirical α-quantile of this distribution, α∗, to construct the
significance test. According to Dao and Genton (2014), the test
ϕ∗(T1) = 1(p≤ α∗) (30)
has the correct level α . Their method is not restricted to tests based on deviation measures,
but instead it could be used with any statistics that lead to a unique ordering of point patterns.
In particular, the method can be applied to the scaled MAD measures (21) and (22),
and thus to the scaled MAD envelope tests. Thus, after finding α∗, we need to find uα∗ ,
which is the α∗(s+ 1)-th largest value among the uis. Then, the corresponding adjusted
studentized and directional quantile envelopes can be obtained by plugging uα∗ in (17) and
(18), respectively.
The method can also be adapted to the rank envelope test, which requires the estimation
of the distribution of the extreme ranks R1 under the composite hypothesis based on further
simulations and determining the empirical α-quantile of this distribution. A detailed
algorithm for this procedure is given in Appendix D. This gives the critical rank kα∗
used to construct the adjusted rank envelope, which is limited by the curves T (k
∗
α )
low and T
(k∗α )
upp .
The test based on the adjusted rank envelope can be safely regarded as a test at the level
α , where the null hypothesis is clearly rejected if the data function T1 goes strictly outside
the envelope, and if T (k
∗
α )
low < T1 < T
(k∗α )
upp for all r ∈ I, there is no evidence to reject the null
hypothesis.
Note that the adjustment without further refinements requires s2 simulations to achieve
the same precision as an uncorrected plug-in Monte Carlo test based on s simulations.
Therefore, it is not very practical for the rank envelope test, where s has to be large.
To reduce the running time of the algorithm for the rank envelope test, it is possible to
approximate α∗ from the α-quantile of the additional s pN-values of the rank counts test
using a lower number of simulations s2 < s, and then to find kα∗ by plugging α∗ in (15).
This approximation is applied to an example case in Section 9.2 and it is compared with the
“no approximation” case, although examining the quality of the approximation in various
situations will be the subject of a future study.
8. Simulation study
We studied the performance of the various tests listed in Table 1. First, we studied the
power of the tests and the effect of the choice of the interval I on the power under different
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Table 1: Different tests and their abbreviated names (MAD = maximum absolute difference).
Test Short name
rank envelope test (rank count) rank
(unscaled) MAD test (19) max
studentized MAD test (21) max | st
directional quantile MAD test (22) max | qdir
integral deviation test (20) int
studentized integral deviation test int | st
directional quantile integral deviation test int | qdir
modified half-region depth MHRD
modified band depth MBD
scenarios (Section 8.2). In this study, the CSR null hypothesis was tested against simulated
regular and clustered point patterns (see Section 8.1 for description of the models). As
functional test statistics, we used non-parametric estimators of the L-function (Ripley, 1976,
1977; Besag, 1977) (with translational edge correction) and the J-function (van Lieshout
and Baddeley, 1996) (with no edge correction), see Appendix A for further details. Both
functions are often used for detecting the clustering or regularity of point patterns.
Second, we considered practical composite hypothesis testing with plug-in parameter
estimates using various point process models (Section 8.3). In particular, we studied how the
parameter estimation step affects the empirical type I error probabilities. Note that a solution
to correct the significance level of composite hypothesis tests is discussed in Section 7 and
applied to real data in Sections 9.2 and 9.3. We also conducted a small simulation study
on the power of the tests in the presence of inhomogeneity in the tested/simulated models
(Section 8.4).
For each test in these experiments we used s = 1999 simulations. The rejection rates
were calculated for the tests based on the p-value (rejection if p ≤ α), using the unique
p-value obtained by rank count ordering for the rank envelope test. In simulations not shown
here, the rank count test based on s= 1999 simulations yielded virtually the same proportion
of rejections as the test based on s = 2499 simulations (the number which we recommended
for testing by the rank envelope test).
8.1. Point process models
Formally, a point pattern is a finite set x= {x1, . . . ,xn} of locations of n objects in a region
D, which is a compact subset of Rd . We want to test the hypothesis H0 that the observed
point pattern xW is a realization of a simple point process X in a window W ⊆ D. In the
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simulations, the window is a unit square.
The model for CSR is the Poisson process with intensity λ . The CSR hypothesis can
be considered simple if the number of points is fixed and the binomial point process is
simulated (see e.g. Diggle, 2013), which are the case in this study. The other point process
models used in the following experiment are the regular Strauss process and the Matérn
cluster processes explained in the following.
• Strauss process. The parameters of the pairwise interaction point process Strauss(β ,
γ , R) are the first-order term β > 0, the interaction radius R > 0 and 0≤ γ ≤ 1, which
controls the strength of interaction. To obtain point patterns that behave like patterns
derived from a stationary model, the point patterns in W were obtained by simulating
the process in an extended window and taking the sub-point patterns in W as samples.
The simulations in the present study were performed in a unit square (extending by
0.25 in each direction) using a perfect simulation algorithm implemented in the R
library spatstat (Berthelsen and Moller, 2003; Baddeley and Turner, 2005).
• Matérn cluster process. Matérn type cluster processes are constructed in two steps.
First, a “parent” point process is generated and clusters of “daughter” points are then
formed around the parent points. In the classical Matérn cluster process MatClust(λp,
Rd , µd), the parent points form the Poisson process with intensity λp and the daughter
points are distributed uniformly in discs of radius Rd centred at the parent points,
where their numbers follow a Poisson distribution with mean µd .
• The non-overlapping Matérn cluster process NoOMatClust(λp, Rd , µd , R) differs
from the Matérn cluster process only in that the parent points follow the Strauss(λp,
0, R) process, i.e., a hard core process with minimum inter-point distance R. The
condition R > Rd ensures that clusters are non-overlapping.
• The mixed Matérn cluster process (MixMatClust) is a superposition of two Matérn
cluster processes.
The parent points of the Matérn, non-overlapping Matérn and mixed Matérn processes
were simulated in an extended window [−Rd,1+Rd]× [−Rd,1+Rd], because a daughter
point inside W could have its parent point outside W . Further, the parent points of the
non-overlapping Matérn cluster process were first simulated in an larger extended window
(extending by 0.25 in each direction) similarly as the Strauss processes of this paper. The
final daughter point patterns were clipped to W = [0,1]× [0,1].
Figure 3 shows typical realizations from the Strauss and Matérn cluster process models
used in the simulation experiment of Section 8.2, and from the non-overlapping and mixed
Matérn cluster processes used in the simulation study of Section 8.3.
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Figure 3: Example patterns of the repulsive Strauss(250, 0.6, 0.02) and Strauss(250, 0.6,
0.05) processes, and the clustered MatClust(200/0.2, 0.015, 0.2) and MatClust(200/3, 0.15,
3) processes used in the simulation study of Section 8.2 (see description of the processes
there) as well as examples of the mixed and non-overlapping Matérn cluster processes used
in simulation study of Section 8.3. The mixed Matérn cluster process is a superposition of
the MatClust(10, 0.06, 30) and MatClust(10, 0.03, 30) processes.
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8.2. Simple hypothesis testing: power comparison and the choice of the interval I
We started our power comparison of the tests in Table 1 using the simple CSR hypothesis.
The power of tests depends on the choice of the interval I = [rmin,rmax], so we fixed
rmin = 0.005 and estimated the power with respect to the increasing upper bound rmax in
two different scenarios. In the first scenario, small distances are expected to lead to the
rejection of the null hypothesis, and thus the tests should be able to reject the null hypothesis
for a small upper bound. In the second scenario, intermediate distances are expected to
lead to rejection and the tests should not be capable of rejection for a small upper bound.
We studied both scenarios for repulsive (Strauss(250, 0.6, 0.02) and Strauss(250, 0.6, 0.05)
with interaction radii 0.02 and 0.05) and clustered (MatClust(200/0.2, 0.015, 0.2) and
MatClust(200/3, 0.15, 3)) patterns (see Section 8.1 for the specifications of the models). The
expected number of points for the Matérn processes was 200, while it was approximately
220 and 150 for the two Strauss processes, respectively. The first Matérn process had tiny
clusters (disc radius Rd = 0.015) with expected number of points 0.2, i.e. only part of the
realized “clusters” had ≥ 2 points, while in the second process, the expected number of
points in a cluster with a much larger disc radius Rd = 0.15 was 3. Typical realizations of
the processes are shown in Figure 3.
For each of the four models, the powers were estimated from 100 realizations. The
results are shown in Figures 4 and 5 for T (r) = Lˆ(r) and T (r) = Jˆ(r), respectively. The
power curves for the studentized deviation tests and for the MBD test are omitted from the
figures to simplify the presentation because the performance of these tests was very similar
to that of the directional quantile tests and the MHRD test, respectively.
The results show that the rank and scaled (directional quantile and studentized) MAD
tests were the most robust tests with respect to the choice of the interval I. They also
exhibited good power. In some cases, the scaled integral deviation tests were slightly more
powerful than the rank and scaled MAD tests. This generally happens when a long interval
of distances within I is responsible for rejection. The classical MAD and integral deviation
tests, as well as the MHRD and MBD tests, were generally less powerful and less robust
than the rank and scaled MAD tests.
Note that for the Strauss processes, the (unscaled) MAD test with T (r) = Jˆ(r) had the
highest power for rmax ≤ R, where R is the interaction radius of the process (see Figure 5).
This was because the largest deviation of T1(r) from T0(r) occurred for the largest distances
on I, where the test without weights thus gave the greatest importance.
Thus, for the rank and scaled MAD tests, we can conclude that the choice of the interval
I plays only a minor role. Therefore, the interval I can be taken to include the whole domain
of interesting distances without fear of losing power. In contrast, the scaled integral deviation
tests did not have such a robust performance.
We also conducted a simulation study to compare the performance of our proposed
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Figure 4: The power curves for rank (solid), max | qdir (dashed), max (dotted), int (dot
dashed), int | qdir (dot dash dashed) and MHRD (dot dot dashed) tests with respect to the
growing upper limit of the interval I from 0.05 to 0.4. All of the simulated models (indicated
above the plots) were tested for CSR with T (r) = Lˆ(r) and s = 1999. The full names of the
different tests are given in Table 1.
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Figure 5: The power curves for rank (solid), max | qdir (dashed), max (dotted), int (dot
dashed), int | qdir (dot dash dashed) and MHRD (dot dot dashed) tests with respect to
the growing upper limit of the interval I from 0.01 to 0.08. All of the simulated models
(indicated above the plots) were tested for CSR with T (r) = Jˆ(r) and s = 1999. The full
names of the different tests are given in Table 1.
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Table 2: Proportions of rejections (among N = 1000 repetitions of the test) when the null
model was equal to the true (simulation) model (with known parameter values), and the null
hypothesis was rejected if p≤ 0.05. The full names of the different tests in the columns are
given in Table 1.
True model T (r) rank max max | st max | qdir int int | st int | qdir MBD MHRD
Binomial(200) Lˆ(r) 0.056 0.062 0.053 0.056 0.059 0.064 0.059 0.059 0.060
Jˆ(r) 0.046 0.046 0.048 0.047 0.056 0.049 0.048 0.046 0.048
Strauss(350, 0.4, 0.03) Lˆ(r) 0.053 0.056 0.057 0.056 0.054 0.048 0.054 0.057 0.062
Jˆ(r) 0.053 0.046 0.045 0.053 0.046 0.052 0.052 0.054 0.052
MatClust(50, 0.06, 4) Lˆ(r) 0.050 0.048 0.053 0.055 0.046 0.044 0.044 0.042 0.043
Jˆ(r) 0.051 0.058 0.051 0.049 0.053 0.058 0.051 0.053 0.053
tests with the tests proposed by Ho and Chiu (2006), who advocated the use of adapted
distance-dependent intensity estimators for the K-function. We obtained comparable results
to those obtained by Ho and Chiu (2006) using our simple scaled MAD tests (rank count
ordering required 999 simulations instead of 99 to obtain comparable results).
8.3. Plug-in composite hypothesis testing
In the study reported below, we used the intervals I = [0.005,0.2] and I = [0.005,0.05] for
the functional test statistics Lˆ(r) and Jˆ(r), respectively.
8.3.1. Type I error probabilities
In the case of simple hypotheses, we confirmed empirically that the estimates of the type I
error were close to the nominal level. Table 2 shows the empirical type I error probabilities
estimated from N = 1000 realizations of the three simulated processes under the condition
that the true (simulation) model was equal to the null model with fixed known parameters.
For α = 0.05, the proportions of rejections should be in the interval (0.037,0.064) with a
probability of 0.95 (given by the 2.5% and 97.5% quantiles of the binomial distribution with
parameters 1000 and 0.05), so it can be concluded that all of the tests had correct empirical
type I error probabilities.
In practice, the parameter values of a model are not known and a goodness-of-fit test is
often performed according to the following steps.
(a) Estimate the parameters of the null model from the data pattern observed in W .
(b) Generate s samples of the null model in W with the estimated parameters.
(c) Estimate T (r) for the data pattern and each simulation.
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(d) Calculate the p-value based on the chosen ordering.
(e) Reject H0 if p≤ α .
Thus, we checked how the parameter estimation step affects the type I error probabilities
in our tests for Strauss and Matérn cluster processes. We estimated the parameters of the
models using the R library spatstat (1.31-2) (Baddeley and Turner, 2005). Estimates for
the parameters of the Matérn cluster process were obtained from the minimum contrast
estimation based on the pair correlation function (the non-cumulative counterpart of the
L-function), whereas for the Strauss process, we used the maximum pseudo-likelihood
(MPL) method (Baddeley and Turner, 2000; Diggle et al., 1994) (default method in spatstat)
and the logistic likelihood method (Baddeley et al., 2014a).
Table 3 shows the proportions of rejections for the fitted Strauss and Matérn cluster mod-
els with nuisance parameters. In general, the tests were conservative. The conservativeness
was particularly severe for the Matérn cluster process in the tests based on Lˆ(r), which was
due to the strong interdependency between the fitting method and the test statistic. There
were two exceptions to this conservativeness.
(a) The empirical levels of the tests based on Jˆ(r) for the Matérn cluster process were close
to the nominal level, except for the MBD and MHRD tests.
(b) The tests based on Jˆ(r) for the Strauss process where the parameters were estimated by
the MPL method with the default (in spatstat) auxiliary parameters tended to be liberal,
particularly for the classical maximum and integral deviation tests.
The first exception appears to have occurred because the estimation method and Jˆ(r) are
only loosely related. The second exception appears to have been due to a poor estimation
method (see Table 4) and its interaction with Jˆ(r). We conclude that a poor estimation
method can mask the conservativeness of a test and lead to less conservative or even liberal
testing. We note that the mean (standard deviation) of the parameter estimates for the Matérn
cluster process appeared to be adequate: λˆb = 57.05 (21.42), Rˆd = 0.056 (0.011), µˆd = 3.93
(1.62).
8.3.2. Comparison of the rejection rates
In practice, the tests for composite hypotheses are often used with plug-in parameter values
(and conservativeness accepted), so we compared the proportions of rejections with the
different plug-in tests for the three cases listed in the first two columns of Table 5. We
recall that the tests are conservative, except for the Matérn cluster process tested with Jˆ(r).
Nevertheless, a power comparison is meaningful because the proportions in the lines of
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Table 3: Proportions of rejections of the null models (among N = 1000 repetitions of the test
at α = 0.05) using the estimated parameters when the null model was fitted to a realization
of the true (simulation) model. In the case of the Strauss process, the interaction radius
was fixed to R = 0.03 and the other parameters were estimated based on the maximum
pseudo-likelihood (MPL) method or the logistic likelihood (LL) method. The full names of
the different tests in the columns are given in Table 1.
Null model
T (r) rank max max | st max | qdir int int | st int | qdir MBD MHRD
/ True model
Strauss(R = 0.03)(MPL) Lˆ(r) 0.026 0.044 0.040 0.039 0.027 0.025 0.025 0.027 0.033
/ Strauss(350, 0.4, 0.03) Jˆ(r) 0.066 0.092 0.049 0.060 0.089 0.068 0.063 0.076 0.076
Strauss(R = 0.03)(LL) Lˆ(r) 0.027 0.034 0.034 0.039 0.037 0.040 0.041 0.036 0.029
/ Strauss(350, 0.4, 0.03) Jˆ(r) 0.010 0.028 0.024 0.016 0.017 0.005 0.005 0.002 0.002
MatClust Lˆ(r) 0.007 0.009 0.020 0.020 0 0.001 0 0 0
/ MatClust(50, 0.06, 4) Jˆ(r) 0.048 0.056 0.062 0.052 0.053 0.056 0.044 0.023 0.015
Table 4: Mean (sd) of the parameter estimates for the Strauss(β = 350, γ = 0.4, R = 0.03)
process with the maximum pseudo-likelihood (MPL) and logistic likelihood (LL) methods
based on N = 1000 realizations. The interaction radius R = 0.03 was fixed.
Estimation method β γ
MPL 307.05 (30.69) 0.49 (0.095)
LL 346.65 (35.92) 0.42 (0.077)
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Table 5: Proportions of rejections of the null models (among N = 1000 repetitions of the
test at α = 0.05) when the simulated pattern was used first to fit the null model and then for
testing. The logistic likelihood (LL) method was used for the Strauss process. The mixed
Matérn cluster process is a superposition of the MatClust(10, 0.06, 30) and MatClust(10,
0.03, 30) processes, and the non-overlapping process is MaternNoOverlap(250, 0.02, 4,
0.06). The full names of the different tests in the columns are given in Table 1.
Null model
T (r) rank max max | st max | qdir int int | st int | qdir MBD MHRD
/ True model
Strauss(R=0.02)(LL) Lˆ(r) 0.789 0.362 0.788 0.783 0.069 0.161 0.175 0.098 0.111
/ Strauss(350, 0.4, 0.03) Jˆ(r) 0.732 0.378 0.731 0.780 0.593 0.696 0.662 0.290 0.073
MatClust Lˆ(r) 0.005 0.011 0.004 0.006 0.001 0 0 0 0
/ MixMatClust Jˆ(r) 0.942 0.557 0.952 0.956 0.842 0.932 0.941 0.292 0.288
MatClust Lˆ(r) 0.564 0.063 0.257 0.481 0.100 0.138 0.234 0.107 0.049
/ NoOMatClust Jˆ(r) 0.161 0.008 0.044 0.106 0.053 0.107 0.182 0.089 0.017
Table 3 are statistically indistinguishable, except for the Strauss case with MPL estimation
with Jˆ(r), as well as a few cases for MBD and MHRD tests. Similar to the power comparison
in Section 8.2, the rank envelope and scaled MAD tests clearly had higher rejection rates
than the classical deviation tests, or the tests based on MBD and MHRD.
8.4. Simulation study with inhomogeneous models
We also studied the performance of different tests to detect interaction between points in the
presence of inhomogeneity. For this purpose, we generated “data” patterns by means of the
Strauss(β , 0.6, 0.03) process with homogeneous and inhomogeneous first-order terms:
(a) the stationary process with β = 250, and
(b) β (x,y) = exp(β0 + β1x+ β2y) with (β0,β1,β2) = (5,0.5,0.5), leading to increasing
intensity with respect to the coordinates.
Both processes had approximately the same expected number of points, i.e., 200 in the unit
square window. The null model in the case of (a) was CSR, while in the case of (b), the null
hypothesis was that data are compatible with the inhomogeneous Poisson process where the
intensity is of the same form as the β -term, i.e., the form of inhomogeneity was assumed to
be known, but the parameters unknown. In the case of (a), we used the L- and J-functions
described in Appendix A, whereas in the case of (b), we employed the inhomogeneous
versions of these functions (Baddeley et al., 2000b; van Lieshout, 2011) using the estimated
parametric intensity. In the latter case (b), we explored two options, namely the cases where
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(i). the parametric intensity was estimated for the “data” pattern and the test statistic was
the estimator of the Linhom- or Jinhom-function with this estimated intensity,
(ii). the parametric intensity was estimated for the “data” pattern and reestimated for each
simulated pattern s = 2, . . . ,s+1 in the test, i.e., the test statistic was the estimator of
Linhom or Jinhom with intensity to be estimated parametrically from the point pattern.
The case (i) seem the preferred choice because, in this case, the parameters of the intensity
need to be estimated only once. In our study, we estimated the parameters β0,β1,β2 of
the exponential intensity functions by the standard maximum likelihood estimation using
the R library spatstat (Baddeley and Turner, 2005). This is a practical estimation method
that is commonly applied to estimate covariate effects when using real data. Furthermore,
we took I = [0.005,0.2] for the L-functions and I = [0.005,0.05] for J-functions, as in
the homogeneous study described in Section 8.3, and, for estimation of empirical type I
error probabilities and rejection rates, we generated N = 500 realizations from each model
considered and repeated tests for each generated pattern.
First, to see how the empirical type I error probabilities were affected by estimation of
the parameters of the intensity, we investigated the empirical type I error probabilities for
the inhomogeneous Poisson process with increasing intensity in the case of the functional
test statistics described above. Table 6 shows the results, which we summarize for the cases
(i) and (ii) as follows:
(i). The empirical type I error probabilities were quite close to the nominal level for T (r)=
Jˆinhom(r). For T (r) = Lˆinhom(r), all of the other tests were extremely conservative,
except for the rank and scaled MAD tests which were only somewhat conservative.
(ii). The empirical type I error probabilities were quite close to the nominal level for all
tests and both test functions.
Note that the proportions of rejections for N = 500 should lie between 0.032 and 0.070
with probability 0.95. Table 6 presents the empirical type I error probabilities also for the
homogeneous Poisson process (CSR) case, where the simulations were generated from the
Poisson process with estimated intensity (instead of fixing the number of points). These
probabilities were close to the nominal level, indicating that the type I error probabilities
were not noticeably affected by the varying number of points. See, however, Baddeley et al.
(2014) where opposite results were obtained for testing a Poisson point process with a low
intensity.
We also tested the null hypothesis that there is no interaction against the Strauss processes
with the inhomogeneity parts specified by the β -terms. We simulated the inhomogeneous
Strauss model based on a Metropolis-Hastings algorithm, using the R library spatstat. Table
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Table 6: Proportions of rejections (among N = 500 repetitions of the test at α = 0.05) of
the null models of the homogeneous Poisson process (HPP) and inhomogeneous Poisson
processes (IPP) using the estimated parameters. For the HPP, only the constant intensity
λ = 250 was estimated. For the IPP, the null model was fitted to a realization of the true
(simulation) model (= a “data” pattern) with “linear” intensity exp(β0 +β1x+β2y) with
(β0,β1,β2) = (5,0.5,0.5). The parametric form of the intensity was fixed and only the
parameters β0,β1,β2 were estimated. In the case (i) the intensity used in the estimator of
Linhom or Jinhom was fixed to that estimated from the “data” pattern, whereas in the case (ii),
the intensity was reestimated for each simulation of the inhomogeneous Poisson process.
The full names of the different tests in the columns are given in Table 1.
True model T (r) rank max max | st max | qdir int int | st int | qdir MBD MHRD
HPP(250) Lˆ(r) 0.047 0.052 0.053 0.053 0.056 0.057 0.048 0.053 0.056
Jˆ(r) 0.050 0.052 0.046 0.050 0.044 0.052 0.050 0.049 0.040
IPP(linear) Lˆinhom(r)(i) 0.026 0 0.018 0.026 0 0 0 0 0
Jˆinhom(r)(i) 0.056 0.054 0.072 0.068 0.048 0.060 0.058 0.054 0.056
IPP(linear) Lˆinhom(r)(ii) 0.038 0.044 0.044 0.042 0.040 0.036 0.036 0.046 0.052
Jˆinhom(r)(ii) 0.032 0.046 0.028 0.034 0.050 0.030 0.030 0.040 0.040
7 shows the rejection rates when the “data” patterns were generated by the Strauss processes.
It can be seen that the rank and scaled MAD tests were the most powerful of all the tests
studied for Lˆinhom. For Jˆinhom, the scaled integral deviation tests had slightly higher rejection
rates. For Jˆinhom in the case of (i) and for both Lˆinhom and Jˆinhom in the case of (ii), the
rejection rates for the inhomogeneous Strauss processes were almost the same as those
for the homogeneous Strauss process. For Lˆinhom in the case of (i), all of the other tests,
except the rank and scaled MAD tests, lost their ability to differentiate the Strauss inhibition
processes from the “no interaction” case (note the conservativeness of the tests).
Thus, the results were rather dependent on the intensity used in the inhomogeneous
functional test statistics, but the rank and scaled MAD tests were less affected by the choice
of the intensity than the other tests. We conclude that the better strategy appears to be
to reestimate the intensity for each simulated pattern in the test (case (ii)), at least when
Lˆinhom is used as the functional test statistic, because then tests are likely to be only slightly
conservative and this leads to more powerful tests.
9. Data examples
In Section 9.1, the new global envelope tests are applied to the particle data of Section
2. Further, Section 9.2 illustrates testing a composite hypothesis, and Section 9.3 deals
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Table 7: Proportions of rejections (among N = 500 repetitions of the test at α = 0.05) of
the null models when the “data” patterns were generated by the true (simulation) models
with the following first-order terms: (a) constant 250, (b) “linear” exp(β0+β1x+β2y) with
(β0,β1,β2) = (5,0.5,0.5). The fitted inhomogeneous Poisson process (IPP) had the same
parametric form as its intensity and only the parameters β0,β1,β2 were estimated. In the
case (i) the intensity used in the estimator of Linhom or Jinhom was fixed to that estimated
from the “data” pattern, whereas in the case (ii), the intensity was reestimated for each
simulation of the inhomogeneous Poisson process. The full names of the different tests in
the columns are given in Table 1.
Null model
T (r) rank max max | st max | qdir int int | st int | qdir MBD MHRD
/ True model
CSR Lˆ(r) 0.622 0.254 0.587 0.582 0.081 0.209 0.233 0.127 0.161
/ Strauss(250, 0.6, 0.03) Jˆ(r) 0.586 0.381 0.587 0.617 0.549 0.671 0.666 0.598 0.534
IPP(linear) Lˆinhom(r)(i) 0.340 0 0.288 0.300 0 0 0 0 0
/ Strauss(linear, 0.6, 0.03) Jˆinhom(r)(i) 0.628 0.390 0.560 0.636 0.584 0.696 0.700 0.638 0.572
IPP(linear) Lˆinhom(r)(ii) 0.552 0.238 0.524 0.552 0.082 0.166 0.196 0.134 0.164
/ Strauss(linear, 0.6, 0.03) Jˆinhom(r)(ii) 0.522 0.382 0.496 0.522 0.564 0.668 0.680 0.622 0.558
with testing an inhomogeneous point process model and mark independence of marks in a
marked point pattern.
9.1. Intramembranous particles: comparing different global envelopes
We continue with the example based on intramembranous particles (see Figure 1). We
recall that the diagnostic pointwise envelope suggests the rejection of the Gibbs hard core
model due to several distances, as shown in Figure 2. Figure 6 shows the outputs of the
MAD and rank envelope tests. The unscaled MAD test could not reject the Gibbs hard
core model, but it was rejected by all of the new tests. The rejection was explained by the
repulsive behaviour of particles at very short distances and subtle clustering with slightly
larger distances (≈ 15 pixels). The attractive behaviour for the larger distances detected by
the diagnostic plot (Figure 2) was not proved. The repulsive behaviour and also the subtle
clustering may be explained by the variable size of particles. There may also be physical
reasons for attraction (Baumann et al., 1990), which is also a subject of further research
(Schladitz et al., 2003).
For the unscaled and scaled MAD envelope tests, we used only s = 99 simulations.
However, we also performed the scaled tests with s = 2499. The test results were the same,
but the envelopes were smoother. In this case, the scaled MAD envelopes appear as a
reasonable “approximation” for the rank envelope computed from s = 2499 simulations.
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Figure 6: Three global envelope tests with T (r) = Lˆ(r) used to test a Gibbs hard core null
model for the pattern in Figure 1. The unscaled, studentized, and directional quantile MAD
envelope tests were based on s = 99 simulations, and the rank envelope test was based on
s = 2499 simulations. The grey areas show the 95% global envelopes on I = [6.1,125]
(pixels), the solid black line is the data function and the dashed line represents the (estimated)
expectation T0(r).
9.2. Data example of a tree pattern: testing a composite hypothesis
The patterns of saplings and large trees in Figure 7 originated from an uneven aged multi-
species broadleaf nonmanaged forest in Kaluzhskie Zaseki, Russia. These data (all trees)
were used by Grabarnik and Chiu (2002), who tested the compatibility of the CSR with
the data under specific alternative hypotheses. Subsequently, van Lieshout (2010) (in the
Handbook of Spatial Statistics) split the data into small and large trees, and used them to
illustrate basic methods for spatial point process statistics. Similar to van Lieshout (2010),
we aimed to quantify the spatial arrangement of the small and large trees.
In the first step, we tested the CSR for the tree patterns in Figure 7 using the rank
envelope test with T (r) = Lˆ(r) (figure omitted). The CSR was clearly rejected for the small
trees, but we were not able to reject it for the large trees at the significance level 0.05. One
possible explanation is that the pattern of large trees simply contained too few trees to detect
the regularity. Another reason why the CSR hypothesis was not rejected is of biological
ground. This is connected with the plasticity of the crowns of trees in broadleaf forests
(Longuetaud et al., 2013; Schröter et al., 2012). As a consequence, the interactions between
trees in broadleaf forests are generally not as strong as those in boreal forests.
The pattern of the small trees was clearly clustered, so we fitted a Matérn cluster
process to this pattern. The estimated parameter values were λˆb = 0.010, Rˆd = 3.08 and
µˆd = 2.09. Next, we generated s= 2499 simulations from the fitted model, and we calculated
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Figure 7: Locations of trees (0.1 m accuracy in coordinates) in an area of 75 m × 75 m.
Left: 67 trees measuring > 25 m in height; right: 123 trees measuring ≤ 15 m in height.
the conservative (plug-in) rank envelope and the adjusted rank envelope (see Section 7).
Whereas the unadjusted critical rank was kα = 5 for α = 0.05, we obtained the adjusted
critical rank k∗α = 30. Both envelopes are shown in Figure 8 (left). The data function was
completely inside the adjusted rank envelope, so the Matérn cluster process was considered
to be a suitable model for describing the spatial arrangement of saplings using this test (the
scaled MAD envelope tests based on s = 2499 gave a very similar result).
We approximated the α-quantile from 2499 additional pN-values of rank counts based
on a lower number of simulations s2 = 99 and obtained α∗ = 0.25 and k∗α = 35, which gave
a reasonable approximation of the adjusted rank envelope.
To further explore the goodness-of-fit of the Matérn cluster process we also tested the
model with Jˆ(r), as shown in Figure 8 (right). In this case, it was interesting that the plug-in
and adjusted rank envelopes coincided, which agreed with the simulation study results in
Section 8.3. Furthermore, this test indicated that the Matérn cluster process was not adequate
for describing the pattern of saplings because at distances of≈ 4 m, the data pattern appeared
to be less clustered than the fitted model. The Matérn cluster model might be interpreted as
a regeneration process in circular gaps between large trees. However, it is possible that the
gap openings in the forest were not exactly circular, thereby leading to the rejection of the
model by the J-function.
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Figure 8: Testing the fitted Matérn cluster process with T (r) = Lˆ(r) (left) and T (r) = Jˆ(r)
(right) using s = 2499 for the small trees shown in Figure 7 (right). The light and dark grey
areas show the convervative (plug-in) and 95% adjusted rank envelopes on I = [0.3,10],
respectively, which both coincide for the J-function. The solid black line is the data function
and the dashed line represents the (estimated) expectation T0(r).
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9.3. Data example of fallen trees: testing an inhomogeneous model and mark independence
In this data example, we show that the testing procedures are not limited to homogeneous
point processes, rectangular windows or goodness-of-fit tests for point patterns. In this
case, we studied inhomogeneous Poisson process and mark independence hypotheses for
the marked point pattern shown in Figure 9. These hypotheses were studied previously by
Mrkvicˇka et al. (2012), but only the conventional envelope procedures were used.
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Figure 9: Locations of 231 fallen trees. The longest side lengths of the area are 720 m and
480 m. The sizes of the circles are proportional to the heights of the trees (in meters), as
shown in the legend.
The dataset comprised the locations and heights of 232 trees, which fell during two large
wind gusts (1967 and 1990) in the west of France (Pontailler et al., 1997). The study area
was a biological reserve, which had been preserved for at least four centuries, with little
human influence for a long period (Guinier, 1950). Thus, the forest stand followed almost
natural dynamics. It was an uneven-aged beech stand with a few old oaks.
First, we investigated whether the locations of the fallen trees could be modeled by an
inhomogeneous Poisson process with a given intensity function (see e.g. Illian et al., 2008).
The inhomogeneous intensity was estimated by a kernel estimator with a given bandwidth
of 53 m, as described by Mrkvicˇka et al. (2012), and we used a standard estimator of the
inhomogeneous L-function (Baddeley et al., 2000b) as the functional test statistic. Our
results (Section 8.4) showed that the estimation of the intensity may affect the type I error
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probability of the test, so we calculated the adjusted envelope. We chose the option where
the intensity was estimated from the data and maintained fixed over all simulations for easier
computation (see case (i) in Section 8.4).
We used the directional quantile envelope test with s = 999 (the rank envelope test
would be too time consuming). We determined the adjusted level α∗ = 0.084 and the test
is shown in Figure 10 (left). Thus, the inhomogeneous Poisson process assumption was
not rejected by the inhomogeneous L-function. However, the corresponding test using
the inhomogeneous J-function (van Lieshout, 2011) indicated the increased clustering of
points compared with the inhomogeneous Poisson process using the given bandwidth of
53 m, as shown in Figure 10 (right). It is possible that the trees that fell during the gusts
usually produced gap openings with variable sizes, which was not captured completely by
the inhomogeneous Poisson process where the inhomogeneity was estimated by a kernel
with a fixed width.
Directional quantile envelope test
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Figure 10: Testing the fitted inhomogeneous Poisson process for the trees in Figure 9
using the inhomogeneous Lˆ(r) on I = [1,75] (left) and Jˆ(r) on I = [1,25] (right). The light
and dark grey areas show the convervative (plug-in) and 95% adjusted directional quantile
envelopes, respectively, based on s = 999 simulations. The solid black line denotes the data
function and the dashed line represents the (estimated) expectation T0(r).
We also tested the random labelling hypothesis, which states that the marks (heights) in
the point pattern are independent of each other. Simulations based on this simple hypothesis
were generated by permuting the marks. We used a non-edge corrected estimator of the
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mark-weighted Lγ(r)-function (see e.g. Illian et al., 2008). Note that the edge correction is
not needed, because the function was estimated in a similar manner for the observed and
simulated patterns and the non-parametric rank envelope test was used. The output of the
resulting rank envelope test is shown in Figure 11. The marks were clearly dependent and
the dependency was identified for distances ranging from 30 to 100 m (note the cumulative
function). Thus, we can expect trees of similar heights within these distances, which suggests
that soil or other environmental conditions vary in the study area.
Rank envelope test: p−interval = (0, 0.02)
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Figure 11: The rank envelope test for the independence of heights in the pattern shown in
Figure 9 using the centred mark-weighted Lˆγ(r) function and s = 2499 simulations. The
grey area shows the 95% global rank envelope on I = [0,200], the solid black line denotes
the data function and the dashed line represents the expectation T0(r).
10. Discussion and conclusions
In this study, we presented new global envelope tests that provide p-values and a graphical
representation. The 100 · (1−α)% global envelope complements the test result given by the
p-values. It shows the distances r where the behaviour of the data function T1(r) leads to
the rejection of the null hypothesis, which helps to understand the reasons of rejection and
to suggest alternative models.
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In particular, the rank envelope test gives a theoretical basis for the “envelope test” based
on the k-th lower and upper curves (6). The key idea is to shift the focus from the values
of Ti(r) to the functions Ti(r) on r ∈ I and to order the functions by the extreme ranks Ri
(see (9)). This allows p-values to be calculated in a similar manner to p-values in Monte
Carlo tests based on scalar discrete statistics. Moreover, the value of k that yields a global
envelope of the desired α level can be found easily.
All of the new envelope tests have the desired α level for simple hypotheses. Furthermore,
we proposed a method for constructing adjusted envelopes for composite hypotheses based
on Dao and Genton (2014) such that the correct level is also obtained in this case. A
drawback of this adjustment is its extremely high computational load, which may make it
infeasible for null models that are heavy to simulate.
The aim of finding the appropriate boundaries Tlow and Tupp of an envelope is related
to a classical problem in stochastic processes theory, i.e., computing the probability that a
random process remains between two given boundaries. This difficult question has been
a research focus for many years. However, progress has been made only in a few cases,
e.g., for Brownian motion (Durbin, 1971, 1992; Lerche, 1986; Daniels, 1996) and Gaussian
processes (Cramér and Leadbetter, 1967; Leadbetter and Rootzén, 1983; Berman, 1992;
Adler and Taylor, 2009). In the present study, the random functions Ti do not belong to these
cases, and thus we resort to Monte Carlo simulation. This approach allows us to work with
any spatial process models, although the cost of universality may be a high computational
load.
The rank envelope test can be recommended if a large number of simulations s can be
performed, where for α = 0.05, the appropriate number of simulations s is close to 2500.
This is a completely non-parametric test, which by construction, gives the same importance
to all distances r on the chosen interval I, and this is a natural choice if there is no a priori
single interesting distance r0. Our simulation study also showed that the rank envelope test
performs better than the classical deviation tests, which are the state-of-the-art methods
in testing for spatial point patterns. Most importantly, the rank envelope test is extremely
robust against the choice of I, unlike the classical deviation tests. Our simulation study (see
Figure 4) suggests that it is in principle possible to choose I wisely such that the classical
tests have reasonable power in comparison to the new tests. However, it is typically difficult
to make this choice a priori. For the rank envelope test, the interval I can be selected to be
large enough to cover all possibly interesting distances without the risk of losing the power
of the test.
The scaled MAD envelope tests can be used with a low number of simulations. As shown
in this study, scaled MAD envelopes based on s = 99 can give a reasonable approximation
for the rank envelope computed from s = 2499 simulations. However, this behaviour is
not guaranteed in all cases because the studentized and directional quantile envelopes rely
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only on one or two characteristics of the distribution of T (r), r ∈ I, i.e., the variance or
quantiles. Regardless, our examples show that if a large s is not possible, then these tests
can be considered as alternatives. However, it should be noted that many more simulations
are required to obtain precise estimates of the null distribution of a test statistic using the
classical Monte Carlo approach. In particular, for estimated p-values as low as pˆ < 0.1, the
acceptable accuracy requires s = 1000 or more simulations (see e.g. Loosmore and Ford,
2006).
To utilize the completely non-parametric rank envelope test but without a large s, a
sequential scheme similar to that proposed by Besag and Clifford (1991) can help to make
testing computationally cheaper in terms of the number of simulations s when the data
suggest that there is no evidence for rejecting H0. Moreover, the rank count test (Section
6.1), which can be seen as a method for breaking ties in the rank envelope test, can also be
used with a low number of simulations s, although the envelope representation is then lost.
Furthermore, the power of the test with a low s may be lower than that with a high s since
the number of simulations s controls the nature of the test, i.e., for small values of s, the rank
count measure is integral type, whereas it is maximum type for large values of s.
Obviously, there are other non-parametric methods for ordering the functions Ti in
addition to the extreme ranks Ri or the rank counts Ni. Thus, we included two orderings
(MBD and MHRD) from the area of functional data analysis in our study. However, these
orderings had very low rejection rates for our null and alternative models. We also note that
the construction of 100 · (1−α)% global envelopes is not straightforward for these integral
type tests.
Intuitively, it is clear that the power of the test depends on the choice of the function
T (r). Sometimes, it may be possible to suggest a sensible function based on the null and
alternative models. However, in the case where the preferred test function is unclear, it may
be desirable to base the test on several test functions (see Mrkvicˇka, 2009). Performing the
same test with many functions leads to another multiple testing problem, which can also be
solved using the idea of the rank envelope test. This multiple testing adjustment will be a
topic of future research.
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Appendix
A. Functional test statistics
As functional test statistics, we used non-parametric estimators of the L-function (Ripley,
1976, 1977; Besag, 1977) and the J-function (van Lieshout and Baddeley, 1996). Both
functions are often used for detecting the clustering or regularity of point patterns.
Recall that the J-function is defined as
J(r) =
1−G(r)
1−F(r) for r ≥ 0 with F(r)< 1,
where G is the nearest neighbour distribution function and F is the empty space function
(or spherical contact distribution function). Under CSR, it holds that J(r)≡ 1. As shown
by Baddeley et al. (2000b), it holds that (1− Gˆ(r))/(1− Fˆ(r))≈ 1 for the CSR case also if
uncorrected estimators of G(r) and F(r) are used. Consequently, we used the uncorrected
estimator of J(r), which is provided in the R library spatstat (Baddeley and Turner, 2005).
Otherwise, for the G- and F-functions (in Appendix B), Kaplan-Meier estimators were used
(?). For the L-function, we employed an estimator with translational edge correction (see
e.g. Illian et al., 2008).
B. Number of simulations in the rank envelope test
The test decision is unambiguous at level α if either p+ ≤ α (clear rejection) or p− > α
(no evidence against H0). The case where α ∈ [p−, p+) is considered to be unsatisfactory.
However, it occurs only rarely if the width of the interval,
p+− p− = 1s+1
s+1
∑
i=1
1(Ri = R1), (31)
is small. This width depends on the number of simulations s, the smoothness properties
of T (r) and the value of R1. We investigated the features of these dependencies using
simulations.
We observed (Figure 13) that the width of the p-interval (31) is largest for R1 = 1. In
order to show how this maximal width varies with respect to the choice of T (r) and the null
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model, we recorded the average maximal width (computed from 20 repetitions) for various
functions T (r) and null models with respect to the number of simulations s. As T (r), we
selected non-parametric estimators of the classical summary functions for point processes
(L, F , G, J), and as null models, we used Poisson, Matérn cluster and Strauss point process
models (the simulated models were Poisson(200), MatClust(200, 0.06, 4) and Strauss(350,
0.4, 0.03); see Section 8.1). The results are summarized in Figure 12. The maximal width
is clearly of order s−1 for all of the functions and models that we studied (all of the slopes
are insignificant). In fact, the maximal width of the p-interval is generally in the order of
s−1: The curves are always evaluated only at finitely many points r ∈ Ifin, so the number
of curves with a given extreme rank cannot be larger than 2|Ifin|, where |Ifin| denotes the
number of distances. Therefore,
∑s+1i=1 1(Ri = R1)
s+1
≤ 2|Ifin|/(s+1). (32)
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Figure 12: Average maximal width of the p-interval multiplied by the number of simulations
s with respect to s for: L- (solid line), F- (dashed line), G- (dotted line) and J-functions
(dashed dotted line). Left: Poisson null model; middle: Matérn cluster model; right: Strauss
model.
For the common choice α = 0.05, α ∈ [p−, p+) only “rarely” if the width of the
p-interval is less than or equal to 0.01. Since all of the functions shown in Figure 12
are bounded approximately by 50, the width 0.01 for R1 = 1 was achieved for s = 5000
simulations in the cases considered.
In fact, the width only needs to be narrow around the significance level α . Figure
13 shows the widths (31) for R1 = 1,2,3 and 4 for the Poisson null model using the L-
and J-functions (we also checked them for the other functions and null models). With
s = 2500, the p-intervals corresponding to values R1 = 1,2,3,4 are approximately (0,0.02),
(0.02,0.032), (0.032,0.042) and (0.042,0.052), so the values R1 = 3 or 4 correspond to
p-values close to α = 0.05. Therefore, we can allow the width to be larger than 0.01 for
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R1 = 1 (and 2) and require the precision 0.01 only for R1 = 3 and 4. We conclude that, for
α = 0.05, s≈ 2500 simulations appear to be sufficiently many.
We also found that the maximal width related to the F-function, which tends to be rather
smooth, is smaller than those related to the other functions considered, as shown in Figure
12. The differences in the maximal widths are small between the three different null models,
except the L- and F-functions appear to be smoother with the Matérn cluster model than
those with the other two models resulting in smaller maximal widths.
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Figure 13: Average width of the p-interval multiplied by the number of simulations s with
respect to s for the Poisson null models for R1 = 1 (solid line), 2 (dashed line), 3 (dotted
line) and 4 (dashed dotted line). Left: L-function; right: J-function.
The width (31) also depends on the number of r-values; thus, Figure 14 shows that
for all of the functional statistics considered, it behaves logarithmically with respect to
the number of r-values, |Ifin|. Furthermore, the experiments not shown here indicate that
the width grows as the width of the interval I increases. The selected intervals cover the
overall common interaction domain. In any case, we recommend to choose the interval I
so that it covers the domain of all potential interactions (see results in Section 8.2) and we
recommend to take the number of r-values sufficiently large so that behaviour of functions
on I are captured adequately. These choices guarantee that the test can have good power
against many alternative models.
Given all the reasons above, we recommend the use of at least s = 2500 simulations for
testing at the significance level α = 0.05.
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Figure 14: Average maximal width of the p-interval with respect to the selected number of r
values for the Poisson null model for L- (solid line), F- (dashed line), G- (dotted line) and
J-functions (dashed dotted line).
C. Proof of Theorem 6.2
For the proof, we use the relations between the extreme ranks and rank counts, which follow
from the definition.
Ri < Ri′ =⇒ Ni ≺ Ni′ (33)
Ni = Ni′ =⇒ Ri = Ri′ (34)
To prove (27), we show that
ϕenv,cons(T1) = 1 =⇒ ϕN(T1) = 1 (35)
for all possible arguments T1.
Note first that ϕenv,cons(T1) = 1 iff the curve T1 leaves the envelope in one of the discrete
r-values. As stated in Theorem 4.2, this is equivalent to p+ ≤ α , and with the definition of
p+ (see (10)), we have
ϕenv,cons(T1) = 1⇐⇒
s+1
∑
i=2
1(Ri > R1)≥ (s+1)(1−α)
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and, by (33), ∑s+1i=2 1(Ni  N1)≥ ∑s+1i=2 1(Ri > R1), thus
ϕenv,cons(T1) = 1 =⇒
s+1
∑
i=2
1(Ni  N1)≥ (s+1)(1−α)
⇐⇒
s+1
∑
i=2
1(Ni - N1)≤ α(s+1)−1
⇐⇒
s+1
∑
i=1
1(Ni - N1)≤ α(s+1)
⇐⇒ ϕN(T1) = 1.
In order to prove (28), we can consider the difference ϕN(T1)− ϕenv,cons(T1). For the
realizations of T1 where both tests yield the same result, the difference vanishes. We can
also see that ϕN(T1) ≥ ϕenv,cons(T1) for all T1. We still need to examine the cases where
ϕN(T1) = 1 but ϕenv,cons(T1) = 0. This is only possible when R1 = kα : If R1 < kα , then
ϕenv,cons(T1) = 1. On the other hand, if we assume that R1 > kα , then by the definition of
kα and (33),
s+1
∑
i=2
1(Ri <R1)>α(s+1) =⇒
s+1
∑
i=2
1(Ni≺N1)>α(s+1) =⇒
s+1
∑
i=2
1(Ni-N1)>α(s+1)
which is the same as ϕN(T1) = 0. To summarize, ϕN(T1)−ϕenv,cons(T1) = 1 only if R1 = kα ,
and thus
E
(
ϕN(T1)−ϕenv,cons(T1))≤ E
(
1(R1 = kα)
)
= Pr(R1 = kα).
Monte Carlo goodness-of-fit tests exploit the fact that for any measurable event A,
Pr(T1, . . . ,Ts+1 ∈ A | {T1, . . . ,Ts+1}) = Pr(Tσ(1), . . . ,Tσ(s+1) ∈ A | {T1, . . . ,Ts+1})
for any permutation σ and any measurable A, particularly for events A that concern rankings
of Ti, i = 1, . . . ,s+1, such as A = {R1 = kα}. As a consequence of equiprobability for the
permutations,
Pr(R1 = kα | T1 = t1, . . . ,Ts+1 = ts+1) = ∑
s+1
i=1 1(Ri = kα)
s+1
.
The rest follows from Eq. (32), which yields the proposed limit.
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D. Adjusted global rank envelope for a composite hypothesis
The adjusted global rank envelope for a composite hypothesis can be constructed as follows.
1. Estimate the parameters θ from the data pattern x1.
2. Simulate the null model s times with the estimated parameters θˆ1. Let x2(θˆ1), . . . ,xs+1(θˆ1)
be the simulated patterns. Calculate the functional test statistic T (r) for x1,x2(θˆ1), . . . ,xs+1(θˆ1).
3. Calculate the extreme rank R1 based on the ranking of the functional statistics
T1(r), . . . ,Ts+1(r).
4. Run steps (i)–(iii) for the s simulated patterns as the data patterns and obtain the
plug-in ranks R1,i, i = 2, . . . ,s+1, as follows.
• Estimate the parameters θ from the pattern xi(θˆ1).
• Simulate the null model s times with the estimated parameters θˆi. Calculate the
function T (r) for xi(θˆ1) and the new simulated patterns.
• Calculate the extreme rank R1 for xi(θˆ1) and denote it as R1,i.
5. Determine the α-quantile, i.e., the critical rank k∗α , from the sample (R1,2, ...,R1,s+1),
k∗α = max
{
k :
s+1
∑
i=2
1(R1,i < k)≤ αs
}
.
6. The adjusted rank envelope is given by the curves T (k
∗
α )
low and T
(k∗α )
upp (see (6)).
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