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Abstract
When an asset is completely liquid, an investor can realize his desirable strategy. But when the asset is
not sufficiently liquid, the investor cannot trade the asset continuously and his strategy is restricted. He has to
consider the risk of the failure of the trade.
In this paper a risky asset is traded at random times. We solve an optimal portfolio problem. And a procedure
of an asymptotic expansion of the optimal strategy is proposed. Further we discuss the convergence of the value
function when the liquidity of the asset increases.
1 Introduction
As various assets are traded in the market, the liquidity risk becomes more important. There are many
studies related with the liquidity risk. For example, a transaction cost has a close relation to the liquidity.
Leland[6], Boyle and Vorst[l], Kusuoka[5] analyze a replication strategy of the derivatives, using the
transaction cost. Also Subramanian and Jarrow[4] consider a liquidation strategy, using the price impact
and the execution delays. Further they modify the standard $\mathrm{V}\mathrm{a}\mathrm{R}$ computation.
In this paper we represent the liquidity by the success rate of the trade and consider an optimal
portfolio problem between a risky asset and the saving account in a finite period. We consider the
investor who has a $\log$-utility function or a power utility function. The investor can trade an asset at the
random times distributed exponentially. When the risky asset is completely liquid, the optimal portfolio
problem is solved by Merton[9]. The Merton’s optimal strategy is to keep the risky asset ratio constant.
In our setting the investor cannot realize the Merton’s optimal strategy because he has to trade the risky
asset continuously for the Merton’s optimal strategy. We consider how the optimal strategy and the value
function change when the risky asset becomes less liquid. The following results are shown.
1. The optimal strategy exists and it converges to the Merton’s optimal strategy as the liquidity
increases.
2. A procedure of an asymptotic expansion of the optimal strategy is given concretely.
3. When the liquidity becomes lower, the utility becomes lower. The value function converges to the
Merton’s value function as the liquidity increases.
This paper is organized as follows. The next section provides the setting of the market and explains
our problem. In Section 3, we discuss the problems when the investor has a $\log$-utility function. In
Section 4 we consider the investor whose utility function is a power function.





Let $(\Omega, \mathrm{r}, P, \{F_{t;}\mathrm{O}\leq t\leq T\})$ be a filtered probability space satisfying the usual condition. Under $\mathrm{F}$ ,
$\{B(t);0\leq t\leq T, B(0)=0\}$ is a $\{\mathcal{F}_{t}\}$ -Brownian motion and $\{P(t);0\leq t\leq T, P(0)=0\}$ is a $\{\mathcal{F}_{t}\}$ Poisson
process with intensity A. We denote by $\mathrm{f}\mathrm{i}(\mathrm{t})$ the saving account and by $S(t)$ the price of the risky asset.
They are assumed to be governed by $0(0)=1$ , $\mathrm{P}(0)=S_{0}$ ,
$d\beta(t)$ $=$ $r\beta(t)$dt,
$dS(t)$ $=$ $\mu S(t)dt+\sigma S(t)dB(t)$
where $S_{0}$ , $r$ , $\mu$ and cy are positive constants and $r<\mu$ . The investor invests a part of wealth in the
risky asset and the rest in the safety asset. Let the amount invested in the risky asset be $W_{1}(t)$ and the
amount invested in the safety asset be $W_{0}(t)$ . The investor tries to trade the risky asset worth of $V(t)$
at $t$ but the trade succeeds only at the jump times of the Poisson process. We fix constants $\mathrm{w}\mathrm{i}$ , $w_{0}$ . For
any predictable locally bounded process $V$ , we consider the following stochastic differential equations
$W_{0}(t)$ $=$ $w_{0}+ \int_{0}^{t}\mathrm{T}_{0}(s-)\frac{d\beta(s)}{\beta(s)}-\int_{0}^{t}V(s)dP(s)$ , (2.1)
$W_{1}(t)$ $=$ $w_{1}+ \int_{0}^{t}W_{1}(s-)\frac{dS(s)}{S(s)}+\int_{0}^{t}V(s)dP(s)$ . (2.2)
Then these stochastic differential equations have a unique solution $W_{0}(t)$ , $\mathrm{T}_{1}(t)$ by Theorem 14.6 of
Elliot[3].
We say $V$ is an admissible strategy if $V$ satisfies
$-W_{1}(t-)\leq V(t)\leq W_{0}(t-)$
for $0\leq t\leq T.$ This means that the investor cannot make a short sale of the low liquid risky asset
and must not invest more risky asset than his total asset. If $V$ is admissible, then $W_{0}(t)$ and $W_{1}(t)$ are
nonnegative.
We denote by $W(t)$ the total asset and by $X(t)$ the fraction of the wealth invested in the risky asset,
i.e.,
$W(t)$ $=$ $\mathrm{W}\mathrm{O}(\mathrm{t})+\mathrm{W}1(\mathrm{t})$ ,
$X(t)$ $=$ $\frac{W_{1}(t)}{W_{0}(t)+W_{1}(t)}$ .
Let $v(t)$ be given by
$v(t)= \frac{V(t)+W_{1}(t-)}{W_{0}(t-)+W_{1}(t-)}$ .
By the Ito formula, we have
$W(t)$ $=$ $lj)0+ \mathit{1}l)1+\int_{0}^{t}W(s-)((\mu-r)X(s-)+r)ds+\int_{0}^{t}W(s-)X(s-)\sigma dB(s)$ , (2.3)
$X(t)$ $=$ $\frac{w_{1}}{w_{0}+w_{1}}+\int_{0}^{t}X(s-)(1-X(s-))(\mu-r-\sigma^{2}X(s-))$ds
$+ \int_{0}^{t}X(s-)(1-X. (s-))\sigma dB(s)+\int_{0}^{t}(v(s)-X(s-))dP(s)$ . (2.1)
We define a set of processes by
$\mathcal{V}[t,T]=$ {$v|v$ is predictable and $0\leq v(s)\leq 1$ for $t\leq s\leq T$}.
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If $V$ is admissible, then $v\in \mathcal{V}[0, T]$ .
For any $v\in \mathcal{V}[0, T]$ , (2.3) and (2.4) have a unique solution $X(t)$ , $W(t)$ by Theorem 14.6 of Elliot [3].
We can show $0\leq X(t)\leq 1.$ Then
$W_{0}(t)$ $=$ $\mathrm{W}(\mathrm{t})$ -X(t),,
$W1(t)$ $=$ $W(t)X(t)$ ,
$\mathrm{V}(\mathrm{t})$ $=$ $\mathrm{W}(\mathrm{t})-X(t-))W(t-)$
is a solution of (2.1), (2.2) and $V$ is admissble. Therefore there is a one t0-0ne correspondence between
$W_{0}(t)$ , $W_{1}(t)$ , $V(t)$ and $W(t)$ , $X(t)$ , $v(t)$ . Further, $V$ is admissible if and only if $v\in \mathcal{V}[0,T]$ . Therefore
we consider $W(t)$ , $X(t)$ , $v(t)$ and we call $v$ a strategy instead of $V$ . When we emphasize that a process
depends on $\mathrm{u}$ , we denote $W(t)$ , $X(t)$ by $W(t; v)$ , $X(t;v)$ .
For the utility function of investor $U$ : $Rarrow R,$ our problem is to find an optimal strategy $v^{\lambda}$ which
maximizes $E[U(W(T;v))]$ among $v\in \mathcal{V}[0, T]$ and to analyze the value function given by
$V^{\lambda}(t,x, w)$ $=$ $\sup$ $E[U(W(T;v))|F_{t}]|(x(t),W(t))=(x,w)$ .
$v\in V$ [t,T]
For preparation, we define $Ln(t)=7_{0}^{t}s^{n}e^{-*}ds$ for $n\in N\cup\{0\}$ . Note that $0\leq$ Ln $(\mathrm{t})\leq n!$ and
$\frac{L_{n}(\lambda t)}{L_{m}(\lambda t)}\leq\frac{n!}{m!}$ , (2.5)
for $0\leq m\leq n,$ since $L_{n}(\lambda t)$ $=n!(1-e^{-\lambda t} \sum_{=0}^{n}.\cdot()t)^{:}/i!)$ .
3 ${\rm Log}$-Utility function
In this section we consider the investor who has a $\log$-utility function. We will prove three theorems. For
preparatory steps of these proofs, some lemmas are necessary. Since we aim for concise presentation, we
sketch these proofs. Please refer to MatsumOtO[7] for the details.
Let $U(W)=\log W$ and
$x_{0}= \frac{\mu-r}{\sigma^{2}}$ .
We assume that $0<x_{0}<1.$ The Merton’s optimal strategy $v$”(t) and the Merton’s value function
$V^{\infty}(t,x, w)$ are given by
$v^{\infty}(t)$ $=$ $x_{0}$ ,
$V^{\infty}(t, x,w)$ $=$ $\log w+(r+\frac{(\mu-r)^{2}}{2\sigma^{2}})(T-t)$ .
For the details, see Merton[10], Duffie[2], etc.
3.1 Optimal Strategy and Value Function
In this subsection we prove the existence of optimal strategy exists and consider its convergence as the
liquidity increases.
Let
$A^{\lambda}(t, x)$ $=$ $\int_{0}^{t}e^{-\lambda s}K$ (s, $x$) $ds$ $+ \lambda\int_{00\leq}^{t}$suypl $( \int_{0}^{s}e^{-\lambda u}K(u, y)du)ds$ (3.1)
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where
$K(t, y)$ $=$ $E[f(\mathrm{Y}^{y}(t))]$ ,
$f(y)$ $=$ $( \mu-r)y+r-\frac{1}{2}\sigma^{2}y^{2}$ ,
$\mathrm{Y}^{y}(t)$ $=$ $\frac{yS(t)/S_{0}}{yS(t)/S_{0}+(1-y)\beta(t)}$ .
By the Ito formula we get
$d\mathrm{Y}^{y}(t)$ $=$ Yy(t)(l - Yy(t))(fi $-r-\sigma^{2}\mathrm{Y}y(t)$ ) $dt$ $+$ Yy $(\mathrm{t})(1-\mathrm{Y}^{y}(t))\sigma dB(t)$ . (3.2)
Also if $0\leq y\leq 1,$ then $0\leq$ Yy(t) $\leq 1$ and specially if $y=0$ or 1, then $\mathrm{Y}^{y}(t)=y.$
Theorem 3.1 The optimal strategy exists and the value function is given by
$V^{\lambda}(t, x,w)$ $=$ $\log w+A^{\lambda}(T-t, \mathrm{c})$ . (3.3)
Specially if A is sufficiently large, an optimal strategy is unique and satisfies
$|\mathrm{v}(\mathrm{t})-x0|$ $\leq$ $C \frac{1}{\lambda}$ , $0\leq t\leq T$ (3.4)
for some constant $C$ .
For the preparation of the proof of this theorem, we will show some lemmas.
Lemma 3.1 The optimal strategy eists. The value function is given by
$V^{\lambda}(t,x, w)$ $=$ $\log w+A^{\lambda}(T-t, x)$ .
Proof. Because $A^{\lambda}(T$ –t,x) is continuous with respect to x, there exists $\hat{v}(t)$ which satisfies
$A^{\lambda}(T-t, \hat{v}(t)=\sup_{0\leq x\leq 1}A^{\lambda}(T-t, x)$ .
$\hat{v}$ is a deterministic process.
It can be shown that $\log W(t; v)$ $+A^{\lambda}(t, X(t;v)$ , { $0|.v))$ is a supermartingale for all $v\in \mathcal{V}[0, T]$ and
specially $\log W(t;\hat{v})+A^{\lambda}(t, X(t;\hat{v})$ , $W(t;\hat{v}))$ is a martingale. Then we have
$E[\log(W(T_{j}v))|F_{t}]|_{(X(t),W(t))=(x,w)}$ $\leq$ $\log w+A^{\lambda}(T-t,x)$
$=$ $E[\log(W(T;\hat{v}))|F_{t}]|_{(X(t),W(t))=(x,w)}$ .
Therefore $\hat{v}$ is an optimal strategy and the result follows. $\square$
Let
$g^{\lambda}(t,x)K_{i,\mathrm{j}}== \dot{.}\frac{\int_{0}te^{-\lambda s}K(s\partial^{+j}K(0,x_{0})}{\partial t^{i}\partial x^{j}},x,)ds=\frac{1}{\lambda}j^{\lambda t}e^{-u}K(\frac{u}{\lambda},x)du$
,
$B_{n}= \sup\{|\frac{\partial^{n}K(t,x)}{\partial t^{i}\partial x^{n-}}\dot{.}||0\leq i\leq n$ , $0\leq t\leq T$ , $0\leq r$ $\leq 1\}$ ,
for $i,j,n\in N\cup\{0\}$ . Because the second term of (3.1) does not depend on $x$ , $A^{\lambda}(t, \cdot)$ has an absolute
maximum at the same point as $g^{\lambda}$ $(t, \cdot)$ . It can be shown that $K_{0,1}=0$ , $K_{0,2}=-(\sigma^{2}, K_{0,k}=0(k\geq 3)$ ,
$K_{1,0}=-_{2}^{1}\sigma^{4}x_{0}^{2}(1-x_{0})^{2}$ , $K_{1,1}=-\sigma^{4}x_{0}(1-x_{0})(1-2x_{0})$ .
1 f19
Lemma 3.2 Suppose that
A $\geq\max(\frac{H_{1}+2H_{2}}{H_{3}},1,$ $\frac{4(B_{3}+B_{4}/3)}{|K_{0,2}|})$
where
$H_{1}$ $=$ $| \frac{K_{1,1}}{K_{0,2}}|=\sigma^{2}x\mathrm{o}(1-x_{0})|1-2x_{0}|$ ,
$H_{2}$ $=$ $\frac{B_{3}}{2|K_{0,2}|}(H_{1}^{2} +2H_{1}+2)$ ,
$H_{3}$ $=$ $\min(\frac{|K_{0,2}|}{4(B_{3}+B_{4}/2)},$ $1-x_{0}$ , $x_{0})$
Then there uniquely eists $h^{\lambda}(t)$ which satisfies
$\frac{\partial g^{\lambda}(t,x_{0}+h^{\lambda}(t))}{\partial x}$
$=$ 0,
$|h’(t)$ $|\leq H_{3}$ .
$h\hslash her$ $h^{\lambda}(t)$ satisfies
$|\mathrm{h}\mathrm{x}(\mathrm{t})$ $|\leq(H_{1}+2H_{2})$ $\frac{1}{\lambda}$ .
Proof. By the Taylor’s theorem, we get
$\lambda\frac{\partial g^{\lambda}(t,x_{0}+h)}{\partial x}=\sum_{n=0}^{N-1}\frac{1}{n!}\sum_{k=0}^{n}$ $(\begin{array}{l}nk\end{array})$ $\frac{1}{\lambda^{k}}h^{n-k}K_{k,1+n-k}L_{k}(\lambda t)+S_{N}(\lambda, t, h, 1)$ (3.5)
where
$S_{N}(\lambda,t, h,l)$ $=$ $\int_{0}^{\lambda t}e^{-u}R_{N}(\frac{u}{\lambda}, h,l)du$,
$R_{N}(t, h,l)$ $=$ $\sum_{k=0}^{N}$ $(\begin{array}{l}Nk\end{array})$ $t^{k}h^{N-k} \int_{0}^{1}$ $\frac{(1-s)^{N-1}}{(N-1)!}\frac{\partial^{t+N}K(st,x_{0}+sh)}{\partial t^{k}\partial x^{l+N-k}}ds$ .
Since
$|R_{N}(t, h,l)|$ $\leq$ $\sum_{k=0}^{N}$ $(\begin{array}{l}Nk\end{array})$ $t^{k}|h|^{N-k}B_{N+t}$ $\int_{0}^{1}\frac{(1-s)^{N-1}}{(N-1)!}ds=\sum_{k=0}^{N}($ $\mathrm{X}$ $)t^{k}|h|^{N-k}B_{N+\mathrm{t}} \frac{1}{N!}$ ,
we get
$|S_{N}(\lambda, t, h, l)|$ $\leq$ $L_{0}( \lambda t)\frac{B_{N+l}}{N!}\sum_{k=0}^{N}$ $(\begin{array}{l}Nk\end{array})$ $\frac{1}{\lambda^{k}}|h|^{N-k}k!$ . (3.6)
Substituting 2 for $N$ in (3.5), we get
$\frac{\lambda}{K_{0,2}L_{0}(\lambda t)}\frac{\partial g^{\lambda}(t,x_{0}+h)}{\partial x}$ $=$ $h+ \frac{1}{\lambda}\frac{K_{1,1}L_{1}(\lambda t)}{K_{0,2}L_{0}(\lambda t)}+\frac{S_{2}(\lambda,t,h,1)}{K_{0,2}L_{0}(\lambda t)}$.
Therefore $h$ satisfies $\partial g^{\lambda}(t, x_{0}1h)/\partial x=0$ if only if
$h+ \frac{1}{\lambda}\frac{K_{1,1}L_{1}(\lambda t)}{K_{0,2}L_{0}(\lambda t)}+\frac{S_{2}(\lambda,t,h,1)}{K_{0,2}L_{0}(\lambda t)}=0.$ (3.7)
By (3.6) we get
$|S_{2}(\lambda, t, h, 1)|$ $\leq$ $L_{0}$ (A$t$ ) $\frac{B_{3}}{2}(|h|^{2}+2\frac{1}{\lambda}|h|+2\frac{1}{\lambda^{2}})$
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Also we have
$| \frac{\partial S_{2}(\lambda,t,h,1)}{\partial h}|$ $\leq$ $L_{0}( \lambda t)(\frac{B_{4}}{6}|h|^{2}+$ ($B_{3}+ \frac{B_{4}}{3}\frac{1}{\lambda}$) $(|h|+ \frac{1}{\lambda}))$ (3.8)
since
$| \frac{\partial}{\partial h}R_{2}(\frac{u}{\lambda}, h, 1)|$ $\leq$ $B_{3}(|h|+ \frac{u}{\lambda})+\frac{B_{4}}{6}(|h|^{2}+2|h|\frac{u}{\lambda}+\frac{u^{2}}{\lambda^{2}})$ .
We solve (3.7) by the successive approximation. Let
$h_{1}(t)=- \frac{1}{\lambda}\frac{K_{1,1}L_{1}(\lambda t)}{K_{0,2}L_{0}(\lambda t)}$ , $h_{n}(t)=- \frac{1}{\lambda}\frac{K_{1,1}L_{1}(\lambda t)}{K_{0,2}L_{0}(\lambda t)}-\frac{S_{2}(\lambda,t,h_{n-1}(t),1)}{K_{0,2}L_{0}(\lambda t)}$ , $n\geq 2.$
By (2.5) we get
$|h_{1}$ $(t)| \leq\frac{1}{\lambda}|\frac{K_{1,1}}{K_{0,2}}|=\frac{H_{1}}{\lambda}\leq\frac{H_{1}}{H_{1}+2H_{2}}H_{3}\leq H_{3}$
and then
$|h_{2}(t)-h_{1}(t)|$ $=$ $| \frac{S_{2}(\lambda,t,h_{1}(t),1)}{K_{0,2}L_{0}(\lambda t)}|\leq\frac{B_{3}}{2|K_{0,2}|}(\frac{H_{1}^{2}}{\lambda^{2}}+2\frac{H_{1}}{\lambda^{2}}+2\frac{1}{\lambda^{2}})=\frac{H_{2}}{\lambda^{2}}$ .
Since A $\geq 1,$
$|h_{2}(t)|$ $=$ $|h_{2}(t)-h_{1}(t)|+|h_{1}$ $(t)|\mathrm{s}$ $\frac{H_{2}}{\lambda^{2}}+\frac{H_{1}}{\lambda}\leq\frac{H_{1}+2H_{2}}{\lambda}\leq H_{3}$ .
We show that for all $n\geq 2$ the following inequalities hold.
$|hn(t)-h_{n-1}$ $(t)| \leq\frac{1}{2^{n-2}}|h\mathrm{h}(\mathrm{t})-h_{1}(t)|$ ,
$|hn(t)| \leq\frac{H_{1}+2H_{2}}{\lambda}\leq H_{3}$ .
The inequalities hold for $n=2.$ Suppose that inequalities hold for all $k=2$ , $\ldots$ , $n$ . By this assumption
and (3.8), we get
$|h_{n+1}(t)-h_{n}(t)|$ $\leq$ $( \frac{(B_{3}+B_{4}/2)}{|K_{0,2}|}H_{3}+\frac{(B_{3}+B_{4}/3)}{|K_{0,2}|}\frac{1}{\lambda})|h_{n}(t)$ $-h_{n-1}(t)| \leq\frac{|h_{2}(t)-h_{1}(t)|}{2^{n-1}}$
and
$|h_{n+1}(t)| \leq\sum_{k=2}^{n+1}\frac{1}{2^{k-2}}|h_{2}(t)-h_{1}(t)|+|h_{1}(t)|\leq\frac{2H_{2}}{\lambda^{2}}+H_{1}\frac{1}{\lambda}\leq\frac{H_{1}+2H_{2}}{\lambda}\leq H_{3}$.
Therefore the inequalities hold for all $n\geq 2.$ Then $hn(t)$ has the limit $h(t)$ satisfying
$\frac{\partial g^{\lambda}(t,x_{0}+h(t))}{\partial x}=0,$
$|h(t)| \leq\frac{H_{1}+2H_{2}}{\lambda}\leq H_{3}$ .
Suppose that $\tilde{h}(t)$ is a second solution which satisfies $\frac{\partial g^{\lambda}(t,x_{0}+\tilde{h}(t))}{\partial x}=0$, $|\tilde{h}(t)|\leq H_{3}$ . In the similar
way to the above argument we can show
$|h(t)- \overline{h}(t)|=|\frac{S_{2}(\lambda,t,h(t),1)}{K_{0,2}L_{0}(\lambda t)}-\frac{S_{2}(\lambda,t,\tilde{h}(t),1)}{K_{0,2}L_{0}(\lambda t)}|\leq\frac{1}{2}|h(t)-\tilde{h}\mathrm{o})|$ .
Therefore $h(t)$ is a unique solution and the results follows. $\square$
By the definition of $g^{\lambda}(t,x)$ the following lemma can be shown.
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Lemma 3.3 For all $0\leq t\leq T$ and $0\leq x\leq 1$
$| \frac{\lambda g(\lambda t,x)}{L_{0}(\lambda t)}-f(x)|\leq B_{1}$ $1$ ,
that is, $\lambda g^{\lambda}(t, x)/L_{0}(\lambda t)$ converges to $f(x)$ uniformly when A tends to $\infty$ .
By Lemma 3.1 we have already shown the first half of Theorem 3.1. We prove the latter half.
Proof of Theorem 3.1. Let
$\epsilon 1$ $=$ $\frac{1}{2}\sigma^{2}H_{3}^{2}=|x-8_{0}^{\mathrm{u}}1^{f(x_{0})-f(x)}\leq H_{3}$
If A $\geq H_{4}=2B_{1}/\epsilon_{1}$ , by Lemma 3.3 we obtain
$| \frac{\lambda g^{\lambda}(t,x)}{L_{0}(\lambda t)}-f(x)|\leq\frac{\epsilon_{1}}{2}$ .
Suppose that
$\lambda\geq\max(\frac{H_{1}+2H_{2}}{H_{3}},1,$ $\frac{4(B_{3}+B_{4}/3)}{|K_{0,2}|}$ , $H_{4})$
If $|x-x_{0}|>H_{3}$ , then $f(x_{0})-f(x)>\epsilon_{1}$ and then
$\frac{\lambda g^{\lambda}(t,x_{0})}{L_{0}(\lambda t)}-\frac{\lambda g^{\lambda}(t,x)}{L_{0}(\lambda t)}>(f(x_{0})-\frac{1}{2}\epsilon_{1})-(f(x)+\frac{1}{2}\epsilon_{1})>(f(x_{0})-f(x))-\epsilon_{1}>0.$
Therefore $\lambda g(\lambda t, x)/L_{0}$ (At) has a maximum in $|x-x_{0}|\leq H_{3}$ . By Lemma 3.2, $x_{0}+h^{\lambda}(t)$ is a unique
extreme point of $g^{\lambda}(t, x)$ in $|x-x_{0}|\leq H_{3}$ . The result follows. $\square$
Remark 3.1 By the above proof the optimal strategy can be represented by
$v^{\lambda}(T-t)=x_{0}+h^{\lambda}(t)$ ,
when A is sufficiently large.
3.2 Asymptotic Expansion of the Optimal Strategy
In this subsection we show the asymptotic expansion of the optimal strategy.
When A is sufficiently large, we have
$| \mathrm{Y}=0-1\mathrm{g}\sum_{k=0}^{n}$ $(\begin{array}{l}nk\end{array})$ $6h’(t)^{n-k}K_{k,1+n-k}L_{k}( \lambda t))|\leq\frac{\tilde{C}_{N-1}L_{0}(\lambda t)}{\lambda^{N}}$ (3.9)
for some constant $\tilde{C}_{N-1}$ by Theorem 3.1, (3.5) and (3.6).
Let
$G(z, \psi)=\psi$ $+. \sum_{*=1}^{\infty}\sum_{k=1}^{i}\gamma_{i,k}z^{k}l^{:-k}$
where $\gamma_{\dot{1}},k$ , $1\leq k\leq i$ are constants. We seek a formal power series of
$\mathrm{y}(\mathrm{z})=\sum_{j=1}^{\infty}\phi_{j}^{*}z^{\mathrm{j}}$, such that $G(z, \mathrm{y}(\mathrm{z})=0$ .
The solution of this problem is given by solving the equations in terms of the coefficients of
I $(z)+ \dot{.}\sum_{=1}^{\infty}\sum_{k=1}^{i}\gamma_{i,k}z^{\mathrm{k}}\Psi(z)^{:-k}=0.$
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These equations are of the form
$\phi_{1}^{*}=-)1,1$ , $\mathrm{k}3$ $=-P_{j}(\gamma_{i,k}, \phi_{l}^{*} : 1\leq k\leq i\leq:I\leq:l$. $-1)$ $(j\geq 2)$
where $P_{j}$ is a polynomial with positive integer coefficients. Therefore we can solve recursively for the
coefficients $/’ \mathit{3},$ :. 21 and they are uniquely determined.
We define $h_{j}^{*}(t)$ , by replacing $\gamma_{i}$ , $k$ in $\phi 5$; by
$(\begin{array}{l}ik\end{array})$ $\frac{1}{i!}\frac{K_{k,i-k+1}}{K_{0.2}}\frac{L_{k}(t)}{L_{0}(t)}$ .
By the procedure for making $h_{1}^{*}$ , the following proposition can be proved.
Proposition 3.1 Let $h_{1}^{*}$ : [0,$\infty)arrow R$ be given by
$h_{1}^{*}(t)=- \frac{K_{1,1}L_{1}(t)}{K_{0,2}L_{0}(t)}=-\sigma^{2}x_{0}(1-x_{0})(1-2x_{0})\frac{L_{1}(t)}{L_{0}(t)}$ , $t>0$
and $h_{1}^{*}(0)=h_{1}^{*}(0+-)$ . Then $h_{1}^{*}$ is bounded and continuous. If A is sufficiently large, there eists a constant
$C_{1}$ such that
$|h^{\lambda}(t)-h_{1}^{*}( \lambda t)\frac{1}{\lambda}|\leq C_{1}\frac{1}{\lambda^{2}}$ , $0\leq t\leq T,$ (3.10)
$| \frac{\partial}{\partial x}A$
’ ( $t$ , $x_{0}+h_{1}^{*}$ (At) $\frac{1}{\lambda}$ ) $| \leq C_{1}\frac{1}{\lambda^{3}}$ , $0\leq t\leq T,$ (3.11)
$|A^{\lambda}(t, x \circ+h^{\lambda}(t))-A^{\lambda}(t, x_{0}+h_{1}^{*}(\lambda t)\frac{1}{\lambda})$ $| \leq c_{1}\frac{1}{\lambda^{5}}$ , $0\leq t\leq T.$ (3.12)
By the mathematical induction, we prove the following theorem.
Theorem 3.2 There exist bounded continuous functions $h^{*}\dot{.}$ : [0,$\infty)arrow R,$ i $\geq 1$ such that, for all n $\in N,$
there exist $C_{n}>0$ and $\lambda_{n}>0$ satisfying
$|v^{\lambda}(T-t)-(x_{0}+ \dot{.}\sum_{=1}^{n}\frac{h_{i}^{*}(\lambda t)}{\lambda^{i}})|\leq C_{n}\frac{1}{\lambda^{n+1}}$, $0\leq t\leq T$, $\lambda\geq\lambda_{n}$ ,
$| \frac{\partial}{\partial x}V^{\lambda}(T-t, x_{0}+\sum_{\mathrm{i}=1}^{n}\frac{h_{\dot{1}}^{*}(\lambda t)}{\lambda^{i}}, w)$$| \leq C_{n}\frac{1}{\lambda^{n+2}}$ , $0\leq t\leq T$, $\lambda\geq\lambda_{n}$ ,
$|V^{\lambda}(T-t, v^{\lambda}(T-t)$ , $w)-V^{\lambda}(T-t,x_{0}+ \sum_{i=1}^{n}\frac{h_{i}^{*}(\lambda t)}{\lambda^{i}}, w)|\leq C_{n}\frac{1}{\lambda^{2n+3}}$, $0\leq t\leq T$, $\lambda\geq\lambda_{n}$ .
Proof. For $n=1$ it reduces to Proposition 3.1. Suppose that the assertion holds for $n\leq N.$ By (2.5),
we have
$|$ $(\begin{array}{l}ik\end{array})$ $\frac{1}{i!}\frac{K_{k,j-k+1}}{K_{0,2}}\frac{L_{k}(t)}{L_{0}(t)}|\leq|\frac{K_{k,.-k+1}}{K_{0,2}}.|\frac{1}{(i-k)!}\leq|\frac{K_{k,\dot{\iota}-k+1}}{K_{0,2}}|$
for $1\leq k\leq i.$ Since $h_{n}^{*}(t)$ is a polynomial of
$(\begin{array}{l}ik\end{array})$ $1$ $\frac{K_{k,i-k+1}}{K_{0,2}}\frac{L_{k}(t)}{L_{0}(t)}$ , $1\leq k\leq i\leq n,$
$h_{n}^{*}$ is bounded and continuous. By the definition of $h_{n}^{*}$ ,
$| \sum_{j=0}^{N+1}\frac{1}{j!}\sum_{k=0}^{j}$ $(\begin{array}{l}jk\end{array})$ $\frac{1}{\lambda^{k}}(\sum_{\mathrm{i}=1}^{N+1}\frac{h_{i}^{*}(\lambda t)}{\lambda}.\cdot)$
$\mathrm{j}-\mathrm{k}$
$K_{k,1+j-k}L_{k}(\lambda t)|$ $\leq$ $\frac{\hat{C}_{N+1}L_{0}(\lambda t)}{\lambda^{N+2}}$ (3.13)
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for some constant $\hat{c}_{N+1}$ . By (3.9), the induction hypothesis and (3.13), we get
$|(h^{\lambda}(t)- \sum_{i=1}^{N+1}\frac{h_{i}^{*}(\lambda t)}{\lambda^{i}})K_{0,2}L_{0}(\lambda t)|\leq|\sum_{j=0}^{N+1}\frac{1}{j!}\sum_{k=0}^{j}$ $(\begin{array}{l}jk\end{array})$ $\frac{1}{\lambda^{k}}h^{\lambda}(t)^{j-k}K_{k,1+j-k}L_{k}(\lambda t)|$
$+| \sum_{j=2}^{N+1}\frac{1}{j!}\sum_{k=1}^{j}$ $(\begin{array}{l}jk\end{array})$ $\frac{1}{\lambda^{k}}$ ($h^{\lambda}(t)^{j-k}-( \sum_{i=1}^{N+1}.\cdot\frac{h^{*}(\lambda t)}{\lambda}.\cdot)^{g-k}$ ) $K_{k,1+j-k}L_{k}(\lambda t)|$
$+| \sum_{j=0}^{N+1}\frac{1}{j!}\sum_{k=0}^{j}$ $(\begin{array}{l}jk\end{array})$ $\frac{1}{\lambda^{k}}(\sum_{=1}^{N+1}\frac{h_{i}^{*}(\lambda t)}{\lambda^{i}})^{j-k}K_{k,1+j-k}L_{k}(\lambda t)|\leq\frac{\hat{c}}{\lambda^{N+2}}L_{0}(\lambda t)$
for some constant $\hat{C}$ . Therefo$\mathrm{r}\mathrm{e}$ we obtain
$|h^{\lambda}(t)- \sum_{\dot{*}=1}^{N+1}.\cdot\frac{h^{*}(\lambda t)}{\lambda^{\dot{1}}}|\leq\frac{\hat{C}}{|K_{0,2}|}\frac{1}{\lambda^{N+2}}$.
When $|h^{\lambda}(t)-h(t)|\mathrm{s}$ $c_{N+1}/\lambda^{N+2}$ ,
$| \lambda\frac{\partial g^{\lambda}(t,x_{0}+h(t))}{\partial x}|=|\lambda\frac{\partial g^{\lambda}(t,x_{0}+h(t))}{\partial x}-\lambda\frac{\partial g^{\lambda}(t,x_{0}+h^{\lambda}(t))}{\partial x}|$
$\leq$ $|\mathrm{x}$ $\frac{1}{j!}\sum_{k=0}^{j}$ $(\begin{array}{l}jk\end{array})$ $\frac{h^{\lambda}(t)^{\mathrm{j}-k}-h(t)^{j-k}}{\lambda^{k}}K_{k,1+j-k}L_{k}$(A$t$ ) $|+ \frac{C_{N+1}’L_{0}(\lambda t)}{\lambda^{N+2}}\leq\frac{C_{N+1}^{ll}L_{0}(\lambda t)}{\lambda^{N+2}}$
for some constants $C_{N+1}’$ and $C_{N+1}^{lJ}$ . Therefore we obtain
$| \frac{\partial}{\partial x}A^{\lambda}(t,x_{0}+\sum_{i=1}^{N+1}\frac{h_{\dot{*}}^{*}(\lambda t)}{\lambda^{i}})|\leq\frac{(\hat{C}’+\hat{C}_{N+1})L_{0}(\lambda t)}{\lambda^{N+3}}$,
$|A^{\lambda}(t,x_{0}+h^{\lambda}(t))-A^{\lambda}(t,x_{0}+ \sum_{i=1}^{N+1}\frac{h_{i}^{*}(\lambda t)}{\lambda^{\dot{1}}})|\leq\frac{\hat{C}C_{N+1}’L_{0}(\lambda t)}{|K_{0,2}|\lambda^{2(N+1)+3}}$.
By the above argument, the assertion for $n=$ $N11$ holds and then the result follows. $\square$
3.3 Limit of the Value Function
We have shown that the optimal strategy converges to the Merton’s strategy when A tends to $\infty$ . In this
subsection we discuss the limit of the value function.
The following lemma can be proved similarly to Theorem 3.2.
Lemma 3.4 When A is sufficiently large, there exists a constant $C_{0}$ such that
$| \frac{\partial A^{\lambda}(t,x_{0})}{\partial x}|\leq C_{0}\frac{1}{\lambda^{2}}$ , $0\leq t\leq T,$
$|4’(t,x_{0}+h^{\lambda}(t))-A^{\lambda}(t, x_{0})| \leq C_{0}\frac{1}{\lambda^{3}}$, $0\leq t\leq T.$
By Lemma 3.4 we get
$|A^{\lambda}(T-t, x)-(K(0, x_{0})(T-t)+ \frac{1}{\lambda}(K(0,x)-K(0,x_{0})+\frac{\partial K(0,x_{0})}{\partial t}(T-t)))|$
$\leq$ $|- \frac{1}{\lambda}e^{-\lambda(T-t)}(K(T-t,x)-K(T-t, x_{0}))+\frac{1}{\lambda}\int_{0}^{T-t}e^{-\lambda\epsilon}(\frac{\partial K(s,x)}{\partial t}-2\frac{\partial K(s,x_{0})}{\partial t})ds$
$+ \int_{0}^{T-t}\int_{0}^{\iota}\frac{1}{\lambda}e^{-\lambda u}\frac{\partial^{2}K(u,x_{0})}{\partial t^{2}}$duds $|+ \hat{C}\frac{1}{\lambda^{2}}$
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for some constant $\hat{C}$ . Therefore we get the following consequence.
Theorem 3.3 For $0\leq t\leq T,$
$V^{\lambda}(t, x, w)arrow V^{\infty}(t,x, w)$ (3.14)
and
$\mathrm{X}(V^{\infty}(t, x, w)-V^{\lambda}(t, x, w))arrow\frac{1}{2}\sigma^{2}(x-x_{0})^{2}+\frac{1}{2}\sigma^{4}x_{0}^{2}(1-x_{0})^{2}(T-t)$ (3.15)
as A $arrow$ oo uniformly in $0\leq x\leq 1.$
4 Power Utility Function
In this section the investor has a power utility function. Since we aim for concise presentation, we sketch
the proofs. Please refer to MatsumOtO[8] for the details.
Let $U(W)=W^{\alpha}$ for fixed $0<\alpha<1$ and
$x,$ $= \frac{\mu-r}{(1-\alpha)\sigma^{2}}$ .
We assume that $0<x_{\alpha}<1.$ The Merton’s optimal strategy $v^{\infty}(t)$ and the Merton’s value function
$V^{\infty}(t, x,w)$ are given by
$v^{\infty}(t)$ $=$ $x_{\alpha}$ ,
$V^{\infty}(t, x, w)$ $=$ $w^{\alpha} \exp(\alpha(r+\frac{(\mu-r)^{2}}{2(1-\alpha)\sigma^{2}})(T-t))$
For the details, see Merton[10], Duffie[2], etc.
4.1 Value Function and Optimal Strategy
In this subsection, we show the existence and the uniqueness of the optimal strategy.
Let $A^{\lambda}(t, x)$ be a solution of
$A^{\lambda}(t,x)= \int_{0}^{t}D(t-s, x)e^{-\lambda(t-s\}}\lambda\tilde{A}^{\lambda}(s)ds+D(t,x)e^{-\lambda t}$ (4.1)
where
$\tilde{A}’(t)=\sup_{0\leq x\leq 1}A^{\lambda}(t, x)$ ,
$D(t, y)=E[^{\mathrm{r}\mathrm{o}^{\ell}}ef(Y^{y}(s))ds]$ .
$f(y)= \alpha(\mu-r)y+\alpha r-\frac{1}{2}\mathrm{c}\mathrm{Z}(1-\alpha)\sigma^{2}y^{2}$
and $\mathrm{Y}^{y}(t)$ is a solution of
$\mathrm{Y}^{y}(t)$ $=$ $y+ \int_{0}^{t}\mathrm{Y}^{y}(s)(1-\mathrm{Y}^{y}(s))(\mu-r-\sigma^{2}(1-\alpha)\mathrm{Y}^{y}(s))ds+\int_{0}^{t}\mathrm{Y}^{y}(s)(1-\mathrm{Y}^{y}(s))\sigma dB(s)$ .
Note that $\mathrm{Y}^{y}(t)$ has a unique solution by Theorem 14.6 of Elliot[3]. If $0\leq y\leq 1,$ then $0\leq$ Yy(t) $\leq 1.$
Specially if $y=0$ or 1, then Yy(t) $=y.$ By the definition, $\mathrm{D}(\mathrm{Q},\mathrm{x})=1$ and $\partial D(0, x)/\partial t=$ f(y). Since
$f(x)\leq f(x_{\alpha})$ , we have
$0<e^{\min(f(0),f(1))t}\leq D(t, x)$ $\leq e^{f(xx_{a})t}$ , (4.2)
$\min(f(0), f(1))\leq\frac{\partial D(0,x)}{\partial t}\leq f(x_{\alpha})$ .
By the successive approximation, the following lemma can be shown.
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Lemma 4.1 There exists a unique solution $\tilde{A}^{\lambda}(t)$ of
$\tilde{A}^{\lambda}(t)$ $=$ $\sup_{0\leq x\leq 1}\int_{0}^{t}D(t-s,x)e^{-\lambda(t-s)}\lambda\overline{A}^{\lambda}(s)ds+D(t, x)e^{-\lambda t}$ . (4.3)
Further $\tilde{A}$’ (t) satisfies
$0\leq\tilde{A}$’ $(t)\leq e^{f(x_{\alpha})t}$ . (4.4)
By Lemma 4.1, (4.1) has a unique solution.
It can be shown that $W(t;v)^{\alpha}A^{\lambda}(T-t, X(t;v))$ is a supermartingale for $v\in V[0, T]$ . The following
lemma can be proved similarly to Lemma 3.1.
Lemma 4.2 The optimal strategy exists and the value function is given by
$V^{\lambda}(t,x, w)$ $=$ $w^{\alpha}A^{\lambda}(T-t, x)$ .
By Lemmas 4.1 and 4.2, we have $w^{\alpha}\tilde{A}^{\lambda}(t)\geq w^{\alpha}e^{\alpha rt}$ and then
$\tilde{A}$’ $(t)\geq e^{\alpha rt}\geq 1.$ (4.5)
Let
$B_{n}= \sup\{|\frac{\partial^{n}D(t,x)}{\partial t^{i}\partial x^{n-i}}||0\leq i\leq n$, $0\leq t\leq T$ , $0\leq x\leq 1\}$ ,
$M_{n}( \lambda, t)=\int_{0}^{\lambda t}s^{n}e^{-s}$ ( $A\sim\lambda$ ( $t- \frac{s}{\lambda}$)–l)ds
for $i$ , $j$ , $n\geq 0.$ Also $g^{\lambda}(t, x)$ is defined by
$g^{\lambda}(t, x)$ $=$ $\frac{\lambda(A^{\lambda}(t,x)-M_{0}(\lambda,t)-1)}{M_{1}(\lambda,t)+L_{0}(\lambda t)}$ . (4.6)
$g^{\lambda}(t, x)$ has an absolute maximum at the same point as $A^{\lambda}(t, x)$ . By (4.5) and Lemma 4.1,
$0\leq M_{n}(\lambda, t)\leq(e^{f(x_{\alpha})t}-1)L_{n}(\lambda t)$ . (4.7)
Lemma 4.3 Suppose that
A $\geq\max(2H_{2},$ $\frac{2H_{1}}{H_{3}})$
eohere
$H_{1}$ $=$ $\frac{1}{\alpha(1-\alpha)\sigma^{2}}B_{3}e^{f(oe_{a}\rangle T}$ ,
$H_{2}$ $=$ $\frac{1}{\alpha(1-\alpha)\sigma^{2}}B_{4}ef(x_{\alpha})\tau_{:}$
$H_{3}$ $=$ $\min$ $(1-c\alpha, x_{\alpha})$ .




$h\hslash her$ $h^{\lambda}(t)$ satisfies
$h^{\lambda}(t) \leq 2H_{1}\frac{1}{\lambda}$ .
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Proof. By (4.1)
$A^{\lambda}(t, x)$ $=$ $7_{0}^{D(\frac{u}{\lambda},x)e^{-u}} \lambda t(\tilde{A}^{\lambda}(t-\frac{u}{\lambda})-1)du+\frac{1}{\lambda}\int_{0}^{\lambda t}\frac{\partial}{\partial t}D(\frac{u}{\lambda}, x)e^{-u}du+1$. (4.8)
By Taylor’s theorem, we have
$A^{\lambda}(t, x)$ $=$ $M_{0}( \lambda, t)+\frac{1}{\lambda}(M_{1}(\lambda, t)+L_{0}$ (At) $)f(x)$
$+ \frac{1}{\lambda^{2}}\int_{0}^{\lambda t}u^{2}e^{-u}(\tilde{A}^{\lambda}(t-\frac{u}{\lambda})-1)\int_{0}^{1}(1-s)\frac{\partial^{2}}{\partial t^{2}}D(s\frac{u}{\lambda}, x)dsdu$
$+ \frac{1}{\lambda^{2}}\int_{0}^{\lambda t}ue^{-u}\int_{0}^{1}\frac{\partial^{2}}{\partial t^{2}}D(s\frac{u}{\lambda}, x)dsdu+1.$
By (4.6) we have
$g^{\lambda}(t,x)$ $=$ $f(x)+ \frac{1}{\lambda}(g_{1}^{\lambda}(t,x)+g_{2}^{\lambda}(t,x))$ (4.9)
where
$g_{1}^{\lambda}(t, x)$ $=$ $\int_{0}$
’
$tu’ e^{-u}( \tilde{A}^{\lambda}(t-\frac{u}{\lambda})-1)\int_{0}^{1}(1-s)\frac{\partial^{2}}{\partial t^{2}}D(s\frac{u}{\lambda}, x)$dsdu/ $(M_{1}(\lambda, t)+L_{0}(\lambda t))$ ,
$g_{2}^{\lambda}(t, x)$ $=$ $\int_{0}^{\lambda t}ue^{-u}\int_{0}^{1}\frac{\partial^{2}}{\partial t^{2}}D(s\frac{u}{\lambda}, x)$dsdu/ $(M_{1}(\lambda, t)+L_{0}$ (At) $)$ .
Differentiating $g^{\lambda}(t,x)$ with respect to $x$ and substituting $x=x_{\alpha}+h,$
$\frac{\partial g^{\lambda}(t,x_{\alpha}+h)}{\partial x}$
$=$ $-h \alpha(1-\alpha)\sigma^{2}+\frac{1}{\lambda}(\frac{\partial g_{1}^{\lambda}(t,x_{\alpha}+h)}{\partial x}+\frac{\partial g_{2}^{\lambda}(t,x_{\alpha}+h)}{\partial x})$
By (4.7) and (2.5), we have
$| \frac{\partial g_{1}^{\lambda}(t,x)}{\partial x}|$
$\leq$ $\frac{B_{3}}{2}\frac{M_{2}(\lambda,t)}{M_{1}(\lambda,t)+L_{0}(\lambda t)}\leq\frac{B_{3}}{2}\frac{(e^{f(x_{a})t}-1)L_{2}(\lambda t)}{L_{0}(\lambda t)}\leq B_{3}(e^{f(x_{\alpha})t}-1)$ ,
$| \frac{\partial g_{2}^{\lambda}(t,x)}{\partial x}|$
$\leq$ $B_{3} \frac{L_{1}(\lambda t)}{M_{1}(\lambda,t)+L_{0}(\lambda t)}\leq B_{3}$.
Similarly we get
$| \frac{\partial^{2}g_{1}^{\lambda}(t,x)}{\partial x^{2}}+\frac{\partial^{2}g_{2}^{\lambda}(t,x)}{\partial x^{2}}|$
$\leq$
$B_{4}e^{f(x_{\alpha}\rangle t}$ . (4.10)
We solve
$\frac{\partial g^{\lambda}(t,x_{\alpha}+h)}{\partial x}=0$
by the successive approximation. Let
$h_{1}(t)=0,$ $h_{n}(t)= \frac{1}{\alpha(1-\alpha)\sigma^{2}}(\frac{\partial g_{1}^{\lambda}(t,x_{\alpha}+h_{n-1}(t))}{\partial x}+\frac{\partial g_{2}^{\lambda}(t,x_{\alpha}+h_{n-1}(t))}{\partial x})\frac{1}{\lambda}$, $n\geq 2.$
Then
$|h_{2}(t)-h_{1}(t)|$ $=$ $| \frac{1}{\alpha(1-\alpha)\sigma^{2}}(\frac{\partial g_{1}^{\lambda}(t,x_{\alpha})}{\partial x}+\frac{\partial g_{2}^{\lambda}(t,x_{\alpha})}{\partial x})\frac{1}{\lambda}|\leq\frac{B_{3}e^{f(xx_{a})t}}{\alpha(1-\alpha)\sigma^{2}}\frac{1}{\lambda}\leq H_{1}\frac{1}{\lambda}$ .
We show that for all $n\geq 2$ the following inequality holds.
$|hn(t)-h_{n-1}(t)| \leq\frac{1}{2^{n-2}}|h_{2}$ $(t)|$ .
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The inequality holds for $n=2.$ Suppose that the inequality holds for all $k=2$ , $\ldots$ , $n$ . By this assumption
and (4.10), we get
$|hn+\mathrm{t}$ $(t)-h_{n}(t)|$ $\leq$ $\frac{B_{4}e^{f(x_{\alpha})t}}{\alpha(1-\alpha)\sigma^{2}}\frac{1}{\lambda}|hn(t)-h_{n-1}(t)|\mathrm{S}$ $\frac{H_{2}}{\lambda}|h_{n}(t)-h_{n-1}(t)|\leq\frac{1}{2^{n-1}}|h_{2}(t)|$ .
Therefore the inequality holds for all $n\geq 2.$ Since
$|hn(t)|$ $\leq$ $\sum_{k=2}^{n}|h_{k}(t)-h_{k-1}(t)|+|h\mathrm{h}$ $(t)| \leq 2|h_{2}(t)|\leq 2H_{1}\frac{1}{\lambda}$ ,
we obtain for all $n\geq 2,$
$|hn(t)| \leq 2H_{1}\frac{1}{\lambda}\leq H_{3}$ .
Then $h_{n}(t)$ has the limit $h(t)$ satisfying
$\frac{\partial g^{\lambda}(t,x_{\alpha}+h(t))}{\partial x}=0,$
$|h(t)| \leq 2H_{1}\frac{1}{\lambda}\leq H_{3}$ .
Suppose that $\tilde{h}(t)$ is a second solution which satisfies
$\frac{\partial g^{\lambda}(t,x_{\alpha}+\tilde{h}(t))}{\partial x}=0,$
$|$he) $|\leq H_{3}$ .
By (4.10) we obtain
$|h(t)- \tilde{h}(t)|\leq\frac{B_{4}e^{f(xx_{\alpha})t}}{\alpha(1-\alpha)\sigma^{2}}\frac{1}{\lambda}|h(t)-\tilde{h}(t)|\leq\frac{H_{2}}{\lambda}|h(t)-\tilde{h}(t)|\leq\frac{1}{2}|h(t)-\tilde{h}(t)|$ .
Therefore $h(t)$ is a unique solution and the results follow. Cl
Similarly to (4.10) we have $|g1(\lambda t,x)+g_{2}^{\lambda}(t, x)|\leq B_{2}e^{f(x_{\alpha})t}$ . By (4.9) and this inequality, the following
lemma can be proved.
Lemma 4.4 For all $0\leq t\leq T$ and $0\leq x\leq 1$
$|g\lambda(t, x)-f(x)|\mathrm{S}$ $B_{2}e^{f(x_{a})T_{\frac{1}{\lambda}}}$ ,
that is, $g^{\lambda}(t, x)$ converges to $f(x)$ uniformly when A tends to $\infty$ .
By Lemma 4.2 we have shown the first half of the following theorem. The latter half can be proved
by the above lemma similarly to Theorem 3.1.
Theorem 4.1 The optimal strategy eists and the value function is given by
$V^{\lambda}(t, x,w)$ $=$ $w^{\alpha}A^{\lambda}(T-t, x)$ .
Specially if A is sufficiently large, an optimal strategy is unique and satisfies
$| \mathrm{h}(t)-x_{\alpha}|\leq C_{0}\frac{1}{\lambda}$ , $0\leq t\leq T$
above $C_{0}$ is some constant
Remark 4.1 When A is sufficiently large, the optimal strategy can be represented by
$v^{\lambda}(T-t)=x_{\alpha}+h^{\lambda}(t)$ .
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4.2 Asymptotic Expansion of the Optimal Strategy
In this subsection we propose a procedure of an asymptotic expansion of the optimal strategy.
Let
$D_{i,j}= \frac{\partial^{i\dagger J}D(0,x_{\alpha})}{\partial t^{i}\partial x^{j}}$ .
Then $D_{0,0}=1$ , $D_{0,k}=0(k\geq 1)$ , $D_{1,0}= \frac{\alpha}{2(1-\alpha)}\frac{(\mu-r)^{2}}{\sigma^{2}}+\alpha r$ , $D_{1,1}=0$ , $D_{1,2}=-\alpha(1-\alpha)\sigma^{2}$ ,
$D_{1,k}=0(k\geq 3)$ , $D_{2,0}=( \frac{\alpha}{2(1-\alpha)}\frac{(\mu-r)^{2}}{\sigma^{2}}+\alpha r)^{2}+2\alpha(1\alpha-1)x_{\alpha}^{2}(1-x_{\alpha})^{2}\sigma^{4}$ , $D_{2,1}=\alpha(\alpha-1)x_{\alpha}(1-$
$x_{\alpha})(1-2x_{\alpha})\sigma^{4}$ .
Differentiating (4.8) with respect to $x$ , we have by Taylor’s theorem
$\frac{\partial A^{\lambda}(t,x_{\alpha}+h)}{\partial x}$
$=$ $\sum_{n=2}^{N}\sum_{k=1}^{n}\frac{h^{n-k}}{\lambda^{k}}D_{k,n-k+1}($ $(\begin{array}{l}nk\end{array})$ $\frac{M_{k}(\lambda,t)}{n!}+$ $(\begin{array}{l}n-1k-1\end{array})$ $\frac{L_{k-1}(\lambda t)}{(n-1)!})$
$+S_{N}(\lambda, t, h, 1)$ (4.11)
where
$S_{N}(\lambda, t, h, l)$ $=$ $\int_{0}^{\lambda t}R_{N+1}(\frac{u}{\lambda}, h, 0, l)e^{-u}(\tilde{A}^{\lambda}(t-\frac{u}{\lambda})-1)du+\frac{1}{\lambda}\int_{0}^{\lambda t}R_{N}(\frac{u}{\lambda}, h, 1, l)e^{-u}$du,
$R_{N}(t, h, m, l)$ $=$ $\sum_{k=0}^{N}$ $(\begin{array}{l}Nk\end{array})$ $t^{k}h^{N-k} \int_{0}^{1}\frac{(1-s)^{N-1}}{(N-1)!}\frac{\partial^{m+\mathrm{t}+N}D(st,x_{\alpha}+sh)}{\partial t^{m+k}\partial x^{l+N-k}}ds$
for 1) , $N\in \mathrm{N}$ and $0\leq x_{\alpha}+h\leq 1.$
Since
$|R_{N}(t, h,m, l)|$ $\leq$ $\sum_{k=0}^{N}$ $(\begin{array}{l}Nk\end{array})$ $t^{k}|h|^{N-k}B_{N+m+l^{\frac{1}{N!}}}$ ,
we get by (4.7) and (2.5)
$| \frac{S_{N}(\lambda,t,h,l)}{L_{0}(\lambda t)}|$ (4.12)
$\leq$ $\frac{B_{N+l}}{(N+1)!}\sum_{k=0}^{N+1}$ $(N k+1)$ $\frac{|h|^{N+1-k}(e^{f(x_{\alpha})t}-1)k!}{\lambda^{k}}+\frac{B_{N+l+1}}{N!}\sum_{k=0}^{N}$ $(\begin{array}{l}Nk\end{array})$ $\frac{|h|^{N-k}k!}{\lambda^{k+1}}$ .
Suppose that $T_{1},7_{2}$ , $\ldots$ are independently uniformly distributed in $[0, 1]$ under $P$ . Let
$J^{\lambda}(t;h)$ $=$ $e^{-\lambda t} \sum_{n=0}^{+\infty}\frac{(\lambda t)^{n}}{n!}F(n+1, t;h)$,
$F(n,t\mathrm{i}h)$ $=$ $E_{n}[ \prod_{\dot{l}=1}^{n}D(tT_{\dot{1}},x_{\alpha}+h(t\hat{T}_{i}))]$
where $x_{\alpha}+h\in \mathcal{V}[0, T]$ , $\hat{T}$j: $=1- \sum’-=$: $T_{J}$ and $E_{n}[ \cdot]=E[\cdot|\sum_{\dot{|}=1}^{n}T_{*}$. $=$ 1J. By (4.2),
$0<e^{\min(j(0),f(1))t}\leq F(n, t;h)\leq e^{f(x_{\alpha})t}$
and then
$0<e^{\mathrm{m}\dot{|}\mathrm{n}(f(0),f(1))t}\leq J^{\lambda}(t;h)\leq$C $e^{f(x_{\alpha})t}$ . (4.13)
By the definition
$\tilde{A}$’(t) $=$ $\int_{0}^{t}D(t-s,x_{\alpha}+h^{\lambda}(t))e^{-\lambda(t-\epsilon)}\lambda\tilde{A}^{\lambda}(s)ds+D$(t, $x_{\alpha}+h^{\lambda}(t)$ ) $e^{-\lambda t}$ .
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Therefore we get for all $N\in N,$
$e$
’ $t_{0}\tilde{A}$ ’ $(t_{0})=D(t_{0},x_{\alpha}+h^{\lambda}(t_{0}))$
$+ \sum_{n=1}^{N}\lambda^{n}\mathit{1}^{t_{0}}$ . . . $\int_{0}^{t_{n-1}}(_{i=0}^{n-1}\prod D(t_{i}-t:+1,x_{\alpha}+h^{\lambda}(t.)))D(t_{n},x_{\alpha}+h^{\lambda}(t_{n}))dt_{n}\cdots dt_{1}$
$+ \lambda^{N+1}\int_{0}^{t_{0}}$ . . . $\int_{0}^{t_{N}}$ ($\prod_{i=0}^{N}D(t_{i}-t_{i+1}, x_{\alpha}+h^{\lambda}(t_{i}))$) $e^{\lambda t_{N+1}}\tilde{A}^{\lambda}(t_{N+1})dt_{N+1}\cdots dt_{1}$ .
The following lemma can be proved.
Lemma 4.5 $\tilde{A}$Ax(t) satisfies
$\tilde{A}’(t)=J^{\lambda}(t;h^{\lambda})$ . (4.14)
By Taylor’s theorem,
$\log D(t, x_{\alpha}+h)$ $=$ $(D_{1,0}+ \frac{1}{2}D_{1,2}h^{2})t+Z(t,x_{\alpha}+h)t^{2}$
where
$\mathrm{z}(t, x)=\int_{0}^{1}(1-s)(\frac{\partial^{2}D(st,x)}{\partial t^{2}}D(st, x)-(\frac{\partial D(st,x)}{\partial t})^{2})$/ $D(st, x)^{2}ds$ .
Let
$Z_{n}= \sup\{|\frac{\partial^{n}Z(t,x)}{\partial t^{i}\partial x^{n-i}}||0\leq i\leq n$ , $0\leq t\leq T$ , $0\leq x\leq 1\}$
Lemma 4.6 Lei
$h_{0}^{*}(t)=0$
for $0\leq t\leq T$ . Then
$|J^{\lambda}(t;h_{0}^{\mathrm{s}})-e^{f(x_{\alpha})t}| \leq C\frac{1}{\lambda}$ , $0\leq t\leq T,$ A $\geq\lambda_{0}$ , (4.15)
$|\tilde{A}$
’
$(t)-J^{\lambda}(t;h_{0}^{*})| \leq C\frac{1}{\lambda^{2}}$ , $0\leq t\leq T$ , $\lambda\geq\lambda_{0}$ , (4.16)
$| \tilde{A}^{\lambda}(t)-e^{f(oe_{\alpha})t}|\leq C\frac{1}{\lambda}$ , $0\leq t\leq T,$ A $\geq\lambda_{0}$ (4.17)
$/or$ some constants $C$ and Xo.
Proof. By the definition,
$F(n, t;h)$ $=$ $e^{D_{1,0}t}E_{n}[ \exp(\sum_{\dot{\iota}=1}^{n}\frac{1}{2}D_{1,2}h(tT_{i})^{2}tT_{\dot{1}} +Z(tT_{\dot{l}}, x_{\alpha}+h(tT.\cdot))t^{2}T_{i}^{2})]$ .
Since
$|eD_{1}$ ,o $t-F(n, t;h_{0}^{*})|$ $\leq$ $e^{D_{1,0}t+Z_{0}t^{2}}Z_{0}t^{2}E_{n}[ \sum_{i=1}^{n}T_{i}^{2}]=e^{D_{1.0}t+Z_{0}t^{2}}Z_{0}t^{2}\frac{2}{n+1}$ ,
we get
$|eD_{1}$ , $0^{t}-J^{\lambda}(t;h_{0}^{*})|$ $\leq$ $e^{-\lambda t} \sum_{n=0}^{\infty}\frac{(\lambda t)^{n}}{n!}|eD_{1}$ , $\mathrm{o}t-F$ (yz $+1,$ $t;h_{0}^{*}$ ) $| \leq 2e^{D_{1,0}t+Z_{0}t^{2}}Z_{0}\frac{t}{\lambda}$
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and then yields (4.15). For all $x_{\alpha}+h_{0}$ , $x_{\alpha}+h_{1}\in’[\mathrm{O}, T]$ ,
$|F(n, t;h_{1})$ $-F(n, t;\mathrm{Z}_{0})$ $|$ (4.18)
$\leq$
$e^{(D_{1,0}+\frac{1}{2}|D_{1,2}|)t+z_{0}t^{2}}E_{n}[ \sum_{i=1}^{n}\frac{|D_{1,2}|}{2}|h_{1}(tT_{i})^{9}.\cdot-h_{0}(tT_{i})^{2}|tT_{i}+Z_{1}|h_{1}(tT_{i})-h_{0}(tT_{\mathrm{i}})|t^{2}T_{i}^{2}]$ .
By Theorem 4.1 we get
$|F(\mathrm{y}\mathrm{z}\mathrm{J}; h^{\lambda})$ $-F$(n, $t;h_{0}^{*}$ ) $|$ $\leq$ $e(D_{1,0}+ \mathrm{i}|D1,2|\mathrm{E}+Z_{0}t^{2}(\frac{1}{2}|D_{1,2}|\frac{c_{0}^{2}}{\lambda^{2}}t+Z_{1}\frac{C_{0}}{\lambda}t^{2}\frac{2}{n+1})$
for some constant $C_{0}$ . Therefore we get
$|J\lambda(t;h^{\lambda})-J^{\lambda}(t\cdot h_{0}^{*})||$ $\leq$ $e^{(D_{1.0}+:|D_{1.2}|)t+Z_{0}t^{2}}( \frac{1}{2}|D_{1,2}|C_{0}+2Z_{1})\frac{C_{0}}{\lambda^{2}}t$ .





where )i,&, $2\leq k\leq i$ are constants. We seek a formal power series of
$\Psi(z)=\sum_{j=1}^{\infty}\phi_{j}^{*}z^{j}$ , such that $G(z, \Psi(z))=0.$
The solution of this problem is given by solving the equations in terms of the coefficients of
$\mathrm{J}(z)$ $+ \sum_{\mathrm{i}=2}^{\infty}\sum_{k=2}^{i}\gamma:,k^{Z^{k\dot{\cdot}-k}}-1\mathrm{B}(z)=0.$
These equations are of the form
$\phi_{1}^{*}="\gamma_{2,2}$ , $\phi_{j}^{*}=-P$ . $(\gamma_{\mathrm{i},k}, \phi_{l}^{*} : 2\leq k\leq i\leq j+1, l\leq j-1)(j\geq 2)$
where $P_{j}$ is a polynomial with positive integer coefficients. Therefore we can solve recursively for the
coefficients $\phi_{j}^{*},j\geq 1$ and they are uniquely determined.
We define $h_{j}^{*}$ by replacing $Yi,k$ in $\phi_{j}^{*}$ by
$\frac{D_{k,.-k+1}}{D_{1,2}(\alpha_{1}+\beta_{0})}($ $(\begin{array}{l}ik\end{array})$ $\frac{\alpha_{k}}{i!}+$ $(\begin{array}{l}i-1k-\mathrm{l}\end{array})$ $\frac{\beta_{k-1}}{(i-1)!})$
Since $h_{\mathrm{j}}^{*}$ depends on $\alpha_{1}$ , $\ldots$ , $\alpha_{\mathrm{j}+1},\beta_{0}$ , $\ldots$ , $\beta_{j}$ , we denote $h_{j}^{*}$ by
$h_{\mathrm{j}}^{*}(\theta_{j})$
where $\theta_{j}=$ $(\alpha_{1}, . . . , \alpha_{j+1}, \beta_{0},, . . , , /5\mathrm{j})$ . Then we have the following lemma.
Lemma 4.7 For all n $\in N$ if there eist $\tilde{M}_{m}$ : [0,$\infty)$ $\cross[0, T]arrow R$ for $0\leq m\leq n+1$ satisfying
$( \min(1,e^{f(1)t})-$ $1)L\mathrm{m}$ (At) $\leq\tilde{M}_{m}(\lambda, t)\leq$ $(e^{f(x_{\alpha})t}- 1)\mathrm{L}\mathrm{m}$ (At), $0\leq t\leq T,$ (4.19)
there eists a constant $C_{n}$ such that for $0<t\leq T$, $\lambda>0,$
$|h_{n}^{*}(\theta_{n}(\lambda, t))|\leq C_{n}$ , (4.20)
$|. \cdot\sum_{=2}^{n+1}\sum_{k=1}\dot{.}\Gamma.\cdot,k$ $(\tilde{M}_{k}(\lambda, t)$ , $L_{k-1}( \lambda t))\frac{1}{\lambda^{k}}(\sum_{j=1}^{n}\frac{h_{j}^{*}(\theta_{j}(\lambda,t))}{\lambda^{\mathrm{j}}})^{i-k}|\leq\frac{C_{n}}{\lambda^{n+2}}$ (4.21)
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there
$\Gamma_{i,k}(\alpha_{0,0}’)$ $=D_{k,:-k+1}($ $(\begin{array}{l}ik\end{array})$ $\frac{\alpha_{0}}{i!}+$ $(\begin{array}{l}i-1k-1\end{array})$ $\frac{\beta_{0}}{(i-1)!})$ ,
$\theta_{n}(\lambda, t)=(\tilde{M}_{1}(\lambda, t),$
$\ldots$ , $\tilde{M}_{n+1}$ $(\lambda, t)$ , $L_{0}(\lambda t)$ , $\ldots$ , $L_{n}(\lambda t))$ .
The following lemma can be proved by Lemma 4.7, using the mathematical induction. Refer to
MatsumOtO[8] for the details.
Lemma 4.8 Suppose that there eist $M_{n,N}(\lambda, t)$ satisfying
$( \min(1, e^{f(1)t})-1)L_{n}(\lambda t)$ $\leq M_{n,N}(\lambda, t)\leq(e^{f(x_{a})t}-1)L_{n}(\lambda t)$ , $0\leq t\leq T,$ (4.22)
$|M_{n}(\lambda, t)$ $-M_{n,N}( \lambda, t)|\leq C\frac{L_{0}(\lambda t)}{\lambda^{N}}$ , $0\leq t\leq T,$ $1\leq n\leq N+1$ (4.23)
for some constant $C$ and $N\geq 1.$ Let
$\theta_{n,N}(\lambda, t)$ $=$ $(M_{1,N}(\lambda, t),$
$\ldots$ , $M_{n+1,N}(\lambda, t)$ , $L_{0}(\lambda t)$ , $\ldots$ , $L_{n}(\lambda t))$ .
Then for $1\leq n\leq N$ there exist $C_{n}$ and $\lambda_{n}$ such that
$|h_{n}^{*}(\theta_{n,N}(\lambda, t))|\leq C_{n}$ , $0<t\leq T$, $\lambda\geq\lambda_{n}$ , (4.24)
$|h^{\lambda}(t)- \sum_{i=1}^{n}\frac{h_{i}^{*}(\theta_{*,N}(\lambda,t))}{\lambda^{i}}.|\leq C_{n}\frac{1}{\lambda^{n+1}}$, $0<t\leq T,$ A $\geq\lambda_{n}$ , (4.25)
$| \frac{\partial A^{\lambda}}{\partial x}(t, x_{\alpha}+\sum_{\dot{\iota}=1}^{n}\frac{h_{j}^{*}(\theta_{\dot{\iota},N}(\lambda,t))}{\lambda^{i}})|\leq C_{n}\frac{1}{\lambda^{n+2}}$ , $0<t\leq T,$ $\lambda\geq\lambda_{n}$ , (4.26)
$| \tilde{A}^{\lambda}(t)-A^{\lambda}(t, x_{\alpha}+\sum_{\dot{|}=1}^{n}\frac{h_{\dot{1}}^{\mathrm{r}}(\theta_{,N}(\lambda,t))}{\lambda^{}})|\leq C_{n}\frac{1}{\lambda^{2n+3}}$ , $0<t\leq T$, $\lambda\geq\lambda_{n}$ . (4.27)
By (4.13) and (4.18), the following lemma can be shown.
Lemma 4.9 Suppose that A is sufficiently large and $\tilde{h}(t)$ satisfies
$0\leq x_{\alpha}+\tilde{h}(t)\leq 1,$ $0\leq t\leq T,$
$|h\mathrm{x}(t)$ $-$ $\tilde{h}(t)|\leq C\frac{1}{\lambda^{N+1}}$ , $0\leq t\leq T$
for some constant C. Let
$\tilde{M}_{n}(\lambda, t)=\int_{0}^{\lambda t}u^{n}e^{-u}(J^{\lambda}$ $(t- \mathrm{u}; \tilde{h})$ $-1)$ du.
Then
$( \min(1, ef(1)’)$ $-1)L_{n}(\lambda t)\leq\tilde{M}_{n}(\lambda, t)$ $\leq(e^{f(x_{a})t}-1)L_{n}(\lambda t)$ , $0\leq t\leq T,$ (4.28)
$|M_{n}(\lambda, t)$ $- \tilde{M}_{n}(\lambda,t)|\leq C_{n}\frac{L_{0}(\lambda t)}{\lambda^{N+2}}$ , $0\leq t\leq T$ (4.29)
for some constant $C_{n}$ .
Let
$M_{n,1}(\lambda,t)$ $=$ $(e^{f(x_{\alpha})t}-1)L_{n}(\lambda t)$ .
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Theor$\mathrm{e}\mathrm{m}$ 4.2 For all $N\in N$ there exists an approximation of the optimal strategy, $?\mathit{1}_{N}^{\lambda}$ such that
$|v$
’
$(t)-v_{N}^{\lambda}(t)| \leq C_{N}\frac{1}{\lambda^{N+1}}$ , $0\leq t\leq T,$ A $\geq\lambda_{N}$ , (4.30)
$| \frac{\partial A^{\lambda}(t,v_{N}^{\lambda}(T-t))}{\partial x}|\leq C_{N}\frac{1}{\lambda^{N+2}}$ , $0\leq t\leq T,$ A $\geq\lambda_{N}$ , (4.31)
$|$A$\lambda(t, v^{\lambda}(T-t))-A^{\lambda}(t, v_{N}^{\lambda}(T-t))|\leq C_{N}\frac{1}{\lambda^{2N+3}}$ , $0\leq t\leq T,$ A $\geq\lambda_{N}$ (4.32)
for some constants $C_{N}$ and $\lambda_{N}$ .








$du-(e^{f(x_{\alpha})t}-1)L_{n}( \lambda t)|\leq C_{1}\frac{L_{n}(\lambda t)+L_{n+1}(\lambda t)}{\lambda}$
for some constant $C_{1}$ . By Lemma 4.8 the assertion holds for $N=1.$
Suppose that the assertion holds for $N\leq N_{1}$ . Let $h_{N_{1}}^{\lambda}(t)=v_{N_{1}}^{\lambda}(T-t)-x_{\alpha}$ and
$M_{n,N_{1}+1}(\lambda, t)=7\lambda t$ $u^{n}e$
”
$u(J^{\lambda}$ $(t- \mathrm{u}; h_{N_{1}}^{\lambda})$ $-1)$ du.
By Lemma 4.9
$( \min(1, e\mathrm{j}(1)t)$ $-1)L_{n}(\lambda t)\leq M_{n,N_{1}+1}(\lambda,t)\leq(e^{f(x_{\alpha})t}-1)L_{n}$ (At), $0\leq t\leq T,$
$|M_{n}(\lambda, t)-M_{n,N_{1}+1}(\lambda, t)|\leq C_{N_{1}+1^{\frac{1}{\lambda^{N_{1}+2}}}}$ , $0\leq t\leq T,$ $1\leq n\leq N_{1}+2$
for some constant $C_{N_{1}+1}$ . By Lemma 4.8, the assertion holds fo$\mathrm{r}$ $N=N_{1}+1$ and then the result follows.
$t_{n}(\lambda, t)-M_{n,1}(\lambda,
$| \int_{0}^{\lambda t}u^{n}e^{-u}(J^{\lambda}(t-\frac{u}{\lambda};h^{\lambda})-1)du-\int_{0}^{\lambda t}u^{n}e^{-u}(e^{f(x_{\alpha})(t^{u})}-\tau-1)du|$
$ | \int_{0}^{\lambda t}u^{n}e^{-u}(e^{f(ae_{\mathrm{Q}})(t^{u})}-\mathrm{x}-1)du-(e^{f(x_{\alpha})t}-1)L_{n}(\lambda t)|\leq C_{1}\frac{L_{n}(\lambda t)+L_{n+1}(\lambda t)}{\lambda}$
_{n,N_{1}+1 ( \lambda, t)=\int_{0}^{\lambda t}u^{n}e^{-u}(J^{\lambda}(t-\frac{u}{\lambda};h_{N_{1}}^{\lambda})-1)$
\min(1, e^{f(1)t})-1)L_{n}(\lambda t)\leq M_{n,N_{1}+1}(\lambda,t)\leq(e^{f(x_{\alpha})t}-1)L_{n}(\lambda t)$,
r
Remark 4.2 By the arguments before Lemma 4.7, we have shown hoeu to determin$e$ $h_{n}^{*}$ $rec$ursively.
$h\hslash her$ we have shown how to construct $M_{n,N}$ successively in the proof of Th $e$ore$m$ $4\cdot 2$. Th$e$refore wecan construct $v_{N}^{\lambda}$ successively.
We have the following corollary from the proof of Theorem 4.2.
Corollary 4.1 Let
$h_{1}^{*}( \alpha_{1},\alpha_{2},\beta_{0},\beta_{1})=-\frac{D_{2,1}(\alpha_{2}/2+\beta_{1})}{D_{1,2}(\alpha_{1}+\beta_{0})}$ ,
$\theta_{1,1}(\lambda,t)=(M_{1,1}(\lambda, t),$ $M_{2,1}(\lambda,t)$ , $L_{0}(\lambda t)$ , $L_{1}$ $(\mathrm{t}))$ .
Let $v_{1}^{\lambda}$ be given by
$v_{1}^{\lambda}(T-t)=x_{\alpha}+ \frac{h_{1}^{*}(\theta_{1,1}(\lambda,t))}{\lambda}=x_{\alpha}-\sigma^{2}x_{\alpha}(1-x_{\alpha})(1-2x_{\alpha})\frac{(e^{f(x_{\alpha})t}-1)L_{2}(\lambda t)/2+L_{1}(\lambda t)}{(e^{f(x_{\alpha})t}-1)L_{1}(\lambda t)+L_{0}(\lambda t)}\frac{1}{\lambda}$
for $0<t\leq T$ and $v_{1}^{\lambda}(T)=r$ $\alpha$ . then $v_{1}^{\lambda}$ satisfies (4.30), (4.31) and (4.32) for $N=1.$
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4.3 Limit of the Value Function
In the previous subsection, we have shown that the optimal strategy converges to $x_{\alpha}$ when A tends to
$\infty$ . In this subsection we show the limit of the value function.
Lemma 4.10 There exists $C_{1}>0$ such that
$|J^{\lambda}(t;h_{0}^{*})-(e^{f(x_{\alpha})t}+2Z(0, x_{\alpha})e^{f(x_{\alpha})t_{\frac{t}{\lambda}}}$) $| \leq C_{1}\frac{1}{\lambda^{2}}$ , $0\leq t\leq T.$
Proof. We have
$|e^{D_{1,0}t}(1+Z(0, x_{\alpha})t^{2} \frac{2}{n+1})-F(n, t;h_{0}^{*})|$
$\leq$ $e^{D_{1.0}}{}^{t}Z_{1}t^{3}E_{n}[ \sum_{=1}^{n}T_{i}^{3}]+\frac{1}{2}e^{D_{1.0}}{}^{t}Z_{0}^{2}t^{4}\exp$ $(Z_{0}t^{2})E_{n}[( \dot{.}\sum_{=1}^{n}T_{\dot{1}}^{2})^{2}]\leq e^{D_{1,0}t}t^{3}\frac{6Z_{1}+14Z_{0}^{2}t\exp(Z_{0}t^{2})}{(n+2)(n+1)}$
Also we have






By Lemma 4.6 the following lemma can be shown.
Lemma 4.11 There eists $C_{1}>0$ such that
$| \frac{\partial J^{\wedge}(th_{0}^{*})}{\partial t}-f(x_{\alpha})ef(x_{a})\mathrm{t}|\leq C_{1}\frac{1}{\lambda}$, $0\leq t\leq T.$
By Lemmas 4.6, 4.10 and 4.11 and (4.1), we have
$|A$
’ $(t, x)$ $-ef(x_{a})t-2Z(0, x_{\alpha})e^{f(x_{\alpha})t}\mathrm{x}$
$- \int_{0}^{t}$ ( $\frac{\partial D(t-s,x)}{\partial t}e^{f(x_{\alpha})s}-D(t-s, x)f(x_{\alpha})e^{f(x_{\alpha})s}$ ) $e^{-\lambda}(t-s)ds| \leq C’\frac{1}{\lambda^{2}}$
for some constant $C’$ . Then we get the following theorem.
Theorem 4.3 For $0\leq t\leq T,$
$V^{\lambda}(t, x, w)arrow V^{\infty}(t, x, w)$
and
X( $V$“ $(t,$ $x$ , $w)-V^{\lambda}(t$ , $x$ , eve $)$ )
$arrow$ $\frac{1}{2}w^{\alpha}\alpha(1-\alpha)\sigma^{2}e^{f(x_{\alpha}\rangle(T-t)}((x-x_{\alpha})^{2}+x_{\alpha}^{2}(1-x_{\alpha})^{2}\sigma^{2}(T-t))\geq 0$ (4.33)
as $\lambdaarrow$ $\ovalbox{\tt\small REJECT}\ovalbox{\tt\small REJECT}$ unifomly in $0\leq x\leq 1.$
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