Let Γ denote a distance-regular graph. The maximum size of codewords with minimum distance at least d is denoted by A(Γ, d). Let n denote the folded n-cube H(n, 2). We give an upper bound on A( n, d) based on block-diagonalizing the Terwilliger algebra of n and on semidefinite programming. The technique of this paper is an extension of the approach taken by A. Schrijver [8] on the study of A(H(n, 2), d).
Introduction
Let Γ denote a distance-regular graph with vertex set V Γ, path-length distance function ∂ and diameter D. We call any nonempty subset C of V Γ a code in Γ. For 1 < |C| < |V Γ|, the minimum distance of C is defined as d := min{∂(x, y)|x, y ∈ C, x = y}. The maximum size of C with minimum distance at least d is denoted by A(Γ, d). In general, the problem of determining A(Γ, d) is difficult and hence any improved upper bounds are interesting enough for the researchers in this area. In [8] , A. Schrijver introduced a new method based on blockdiagonalizing the Terwilliger algebra of H(n, 2) and on semidefinite programming to give an upper bound on A(H(n, 2), d). This method can be seen as a refinement of Delsarte's linear programming approach [5] and the obtained new bound is stronger than the Delsarte bound. In [7] these results were extended to the q-Hamming scheme with q ≥ 3. We refer the reader to [6] for more details on this method.
Motivated by above works, in this paper we will consider the folded n-cube H(n, 2) which is denoted by n . We first determine the Terwilliger algebra of n with respect to a fixed vertex. Then based on block-diagonalizing the Terwilliger algebra of n and on semidefinite programming, we give a new upper bound on A( n , d). This bound strengthens the Delsarte bound and can be calculated in time polynomial in n using semidefinite programming.
We now recall the definition of n . Let S = {1, 2, . . . , n} with integer n ≥ 6. It is known that each subset of S is called the support of vertex of H(n, 2) and hence we can identify all vertices of H(n, 2) with their support. Then the Hamming distance of u, v ⊆ S is equal to |u△v|, where u△v = u ∪ v − u ∩ v. Denote by X the set of all unordered pairs (u, u ′ ), where u, u ′ ⊆ S, u ∩ u ′ = ∅, u ∪ u ′ = S. n can be described as the graph whose vertex set is X, two vertices, say z := (z 1 , z 2 ), w := (w 1 , w 2 ), are adjacent whenever min{|z i △w j | : i, j = 1, 2} = 1. Thus the path-length distance of x := (x 1 , x 2 ) and y := (y 1 , y 2 ) is given by ∂(x, y) = min{|x i △y j | : i, j = 1, 2}.
Preliminaries
Let Γ denote a distance-regular graph with vertex set V Γ, path-length distance function ∂, and diameter D. Let V = C V Γ denote the C-space of column vectors with coordinates indexed by V Γ, and let Mat V Γ (C) denote the C-algebra of matrices with rows and columns indexed by V Γ.
For 0 ≤ i ≤ D let A i ∈ Mat V Γ (C) denote the ith distance matrix of Γ: A i has (x, y)-entry equal to 1 if ∂(x, y) = i and 0 otherwise. It is known that A 0 , A 1 , . . . , A D span a commutative subalgebra of Mat V Γ (C), denoted by M. It turns out that M can be generated by A 1 . We call M the Bose-Mesner algebra of Γ. Fix a vertex x ∈ V Γ. For 0 ≤ i ≤ D let diagonal matrix E * i = E * i (x) denote ith dual idempotent of Γ: E * i has (y, y)-entry equal to 1 if ∂(x, y) = i and 0 otherwise. It is known that E * 0 , E * 1 , . . . , E * D span a commutative subalgebra of Mat X (C), denoted by M * . We call M * the dual Bose-Mesner algebra of Γ with respect to x.
Let T = T (x) denote the subalgebra of Mat V Γ (C) generated by M and M * , and T is called the Terwilliger algebra of Γ with respect to x. It is known that T is semisimple and finite dimensional. In what follows, we recall some terms about T -modules. A subspace
W is said to be irreducible whenever W = 0 and W contains no T -modules besides 0 and W . Assume W is an irreducible Tmodule. By the endpoint of W (resp. diameter of W ), we mean min{i|0
Note that the standard module V is an orthogonal direct sum of irreducible Tmodules. By the multiplicity with which W appears in V , we mean the number of irreducible T -modules in this sum which are isomorphic to W . See [3, 4, 9, 10] for more information on the Terwilliger algebra. 
At end of this section, we recall some facts from number theory which are useful later.
(i) The number of nonnegative integer solutions to the equation
(ii)
3 The Terwilliger algebra of n
In this section, we give a basis of the Terwilliger algebra of n with n ≥ 6. We treat two cases of n even and odd separately.
The Terwilliger algebra of 2D
Recall the definition of vertex set X for n = 2D and we can view X as the set consisting of all ordered pairs (u, u ′ ) with |u| < |u ′ | and all unordered pairs (u, u ′ ) with |u| = |u ′ |. We give the following notation. To each ordered triple (x, y, z) ∈ X × X × X, where x = (x 1 , x 2 ), y = (y 1 , y 2 ), z = (z 1 , z 2 ), we associate the integers three-tuple (i, j, t):
where i := ∂(x, y),
without loss of generality, let |x 1 △ y 1 | = i and
The set of three-tuples (i, j, t) that occur as ∂(x, y, z) = (i, j, t) for some x, y, z ∈ X is given by
Proposition 3.1. We have
Proof. Let
We divide the proof into three cases.
(i) the case: 0 ≤ l ≤ D. Substitute i ′ := i − t and j ′ := i − t. Then the integer solutions of (2) are in bijection with the integer solutions of
By Lemma 2.3(i) the number of integer solutions of (3) is l+2 2
and these solutions satisfy (1).
(ii) the case:
= D − j and l ′ := 2D − l Then the integer solutions of (2) are in bijection with the integer solutions of
The number of integer solutions of (4) is
. One easily verifies that when i = D or j = D in (2) there are total 2(l − D) integer solutions satisfying (4) but not satisfying (1) .
By the argument similar to the discussion of case (ii), we have that the number of integer solutions satisfying (1) is
. Note that when i = D or j = D in (2) there are total 2(2D − l) + 1 integer solutions not satisfying (1) .
Therefore,
For each (i, j, t) ∈ I, we define
Denote by Aut(X) the automorphism group of 2D and Aut 0 (X) the stabilizer of vertex 0 := (∅, S) in Aut(X). The following proposition gives the meaning of X i,j,t , (i, j, t) ∈ I.
Proposition 3.2. The sets X i,j,t , (i, j, t) ∈ I are the orbits of X × X × X under the action of Aut(X).
Proof. By [2, p. 265] the Aut(X) is 2 2D−1 .sym(2D). Let x, y, z ∈ X and let ∂(x, y, z) = (i, j, t). By the definitions of i, j and t, one easily verifies that i, j, t are unchanged under any action of σ ∈ Aut(X), that is ∂(σx, σy, σz) = (i, j, t).
To show that Aut(X) acts transitively on X i,j,t for each (i, j, t) ∈ I, it suffices to show that for fixed ∂(x ′ , y ′ , z ′ ) = (i, j, t) if σ ∈ Aut(X) ranges over Aut(X) then (σx ′ , σy ′ , σz ′ ) ranges over X i,j,t . By permuting on X, we may assume that x ′ = 0. Then ∂(0, y ′ , z ′ ) = (i, j, t). Since Aut 0 (X) is sym(2D), we have that if ψ ∈ Aut 0 (X) ranges over the Aut 0 (X) then (ψy ′ , ψz ′ ) ranges over the set {(y, z) ∈ X × X|∂(0, y, z) = (i, j, t)}.
The action of Aut(X) on X × X × X induces an action of Aut 0 (X) on {0} × X × X. Thus we define
Proof. Immediate from Proposition 3.2.
Note that the transpose of
. Let A be the linear space spanned by the matrices M t ij , (i, j, t) ∈ I. It is easy to check that A is closed under addition, scalar, taking the adjoint and matrix multiplication which is implied by Proposition 3.3. Therefore A is a matrix C * -algebra with the basis M 
Proof. (i) It is easy to verify
,k since the entry of this matrix in position (x, y), with |x 1 | = k + 2 and
we can obtain the desired result.
(ii) By use of (i), we first have M 
(iii) By taking transpose of both sides of (i) and replacing k by k − i, we can obtain the desired result. 
since the entry of this matrix in position (x, y), with |x 1 | = i and |y 1 | = j, is equal to |{z ∈ X||z 1 | = k, z 1 ⊆ (x 1 ∩ y 1 )}|. It follows from Lemma 2.3(ii) that
For cases (ii)-(vii), the proofs are similar to that of (i). Note that for 0 
2 ⌋) since the entry of this matrix in position (x, y), with |x 1 | = |x 2 | = D and |y 1 
Theorem 3.8. For 2D , the algebras A and T coincide.
Proof. On the one hand, we have
On the other hand, by Propositions 3.5-3.7 we have A ⊆ T since each M t ij ∈ T for (i, j, t) ∈ I. So the algebras A and T coincide.
The Terwilliger algebra of 2D+1
Recall the definition of X for n = 2D + 1 and we view X as the set consisting of all ordered pairs (u, u ′ ) with |u| < |u ′ |. To each ordered triple (x, y, z) ∈ X × X × X, where
Proof. Similar to the proof of Proposition 3.1(i), (ii):
For each (i, j, t) ∈ I ′ , define the sets X i,j,t and X 
Let A ′ be the linear space spanned by the matrices M t ij , (i, j, t) ∈ I ′ . It is easy to check that A ′ is a matrix C * -algebra with the basis M t i,j , (i, j, t) ∈ I ′ . We next show A ′ coincides with T , where T := T (0) is the Terwilliger algebra of 2D+1 . Let A 1 and E * i = E * i (0) be the adjacency matrix and the ith dual idempotent of 2D+1 , respectively. Proposition 3.12. With Definition 3.11, we have
Proof. Similar to the proofs of Propositions 3.5, 3.6 and 3.7(i).
Theorem 3.13. For 2D+1 , the algebras A ′ and T coincide.
Proof. Similar to the proof of Theorem 3.8. Note that
Block diagonalization of T of n
In this section, we study a block-diagonalization of T of n by using the theory of irreducible T -modules together with the obtained basis in Section 3. We treat two cases of n even and odd separately. 
Block diagonalization of T of 2D
The space L r is in fact connected to the irreducible T -modules. For discussional convenience, denote by W r (0 ≤ r ≤ D) the T -module spanned by all the irreducible T -modules with endpoint r, and define W r := 0 if there does not exists such irreducible T -module. 
Proof. (i) We suppose L r = 0 and W r = 0. It is easy to see that 0 = ξ ∈ L r if and only if E * r ξ = 0, E * i ξ = 0 (i = r) and
r+1 W r ) = 0, which is from Lemma 2.1(i),(ii). Thus E * r W r ⊆ L r . Conversely, pick any 0 = ξ ′ ∈ L r . By E * r ξ ′ = 0 and E * i ξ ′ = 0 (i = r), we have ξ ′ ∈ E * r V . Then by E * r−1 A 1 E * r ξ ′ = 0 and Lemma 2.1(ii),(iii), we have ξ ′ ∈ E * r W r since V is the orthogonal direct sum of
(ii) To prove this claim, it suffices to give the multiplicity of W since the isomorphism class of W is determined only by r. It is clear that there exists a decomposition of irreducible T -modules for the standard module V :
Applying E * r (0 ≤ r ≤ D) to the both sides of (6), we obtain dim(E * r V ) = 
which implies 
(iii) Immediate from above (i), Proposition 3.6(i),(ii) and Lemma 2.2.
(iv) Immediate from above (i), Proposition 3.6(iii) and Lemma 2.1(ii).
Corollary 4.3. For 2D , the following (i), (ii) hold.
Proof. Immediate from Proposition 4.2(i), (ii).
Propositions 4.1, 4.2 and Corollary 4.3 imply the block sizes and block multiplicity of T . To describe this block diagonalization. We need consider the action of matrices M It is not difficult to calculate
For each (r, ξ, i) ∈ B 1 , define the vector u r,ξ,i ∈ V by Proposition 4.6. For (i, j, t) ∈ I and (r, ξ, i
otherwise.
Note that the numbers β Proof.
from which (i) follows. The proofs of (ii)-(v) are similar to that of (i). 
, we have the following theorem. It is not difficult to calculate
For each (r, ξ, i) ∈ B 2 , define the vector u r,ξ,i ∈ V by the forms of (9) and (10) . One can easily verifies that the vectors u r,ξ,i , (r, ξ, i) ∈ B form an orthonormal basis of the standard module V . Let U 2 be the X × B 2 matrix with u r,ξ,i as the (r, ξ, i)-th column. It follows from Proposition 4.6(i)-(iv) that for each triple (i, j, t) ∈ I the matrix M 
, we have the following theorem. 
Proof. Similar to the proof of Proposition 4.2. (
σ∈Aut(X) M σC . Note that the matrice M is Aut(X)-invariant and hence an element of the Bose-Mesner algebra of 2D , and we write M = D k=0 α k A k . Then for any x ∈ X with ∂(x, 0) = k, we have
where ζ =min{i + j − 2t, 2D − (i + j − 2t)}. 
It is easy to see that the above constraints (i), (iii)-(v) follow directly from the definition of x t i,j . We now consider constraint (ii). Let Φ = {σ ∈ Aut(X)|0 ∈ σC}. For any fixed (i, j, t) ∈ I, let y, z ∈ X and let (0, y, z) ∈ X Proof. Similar to the proof of Theorem 5.3.
We remark that the above semidefinite programming problems in Theorems 5.3, 5.4 and 5.7 with O(n 3 ) variables can be solved in time polynomial in n. The obtained new bound is at least as strong as the Delsarte's linear programming bound [5] . Indeed, diagonalizing the Bose-Mesner algebra of n yields the Delsarte bound, which is equal to the maximum of 
where A i is the ith distance matrix of n . Note that condition (28) can be implied by the condition that M ′ and M ′′ is positive semidefinite.
Computational results
In this subsection we give, in the range 8 ≤ n ≤ 13, several concrete semidefinite programming bounds and Delsarte's linear programming bounds on A( n , d), respectively. The latter involves the second eigenmatrix of n .
Lemma 5. 
