Abstract. Let S = (S 1 , . . . , S d ) denote the compression of the dshift to the complement of a homogeneous ideal I of C[z 1 , . . . , z d ].
Introduction, notation and preliminaries
The purpose of this paper is to collect evidence supporting Arveson's conjecture on essential normality, and to connect the conjecture with the theory of the C*-envelope and the noncommutative Choquet boundary. Our results are of a nature quite different from other results on this conjecture, e.g., [4, 5, 15, 16, 17, 18, 20, 22, 26, 27, 35] ; these previous results gave a full verification of the conjecture for limited classes of (typically homogeneous) ideals. Here, we shall present more limited results that hold for all homogeneous ideals, and for a large class of non-homogeneous ideals. Arveson's conjecture has several interesting and non-trivial consequences. We shall prove some of these consequences directly, thereby gathering evidence supporting the conjecture.
This work also connects to the ongoing effort to understand operator algebras arising from subproduct systems (see [13, 14, 23, 24, 37, 38, 39] ). If we restrict attention to homogeneous ideals, then the algebras studied in this paper are precisely the algebras arising from commutative subproduct systems over N, with finite dimensional Hilbert spaces as fibres. Note that for every p ∈ I, we have that p(S) = 0. The d-tuple S depends on I, but since the choice of I will always be clear from the context, our choice of notation will not reflect this. Circa 2000, Arveson conjectured that for 1 ≤ i, j ≤ d the commutator S i S * j − S * j S i is compact, or in other words, that S is essentially normal. (The up-to-date version of the conjecture, due to Arveson [3] and refined by Douglas [16] , is that S is p-essentially normal, meaning that |S i S * j − S * j S i | p is trace class for all p > dim Z(I).) Before presenting our results, it will be convenient to introduce a few more pieces of notation.
We define A o I to be the unital algebra generated by S 1 , . . . , S d , and we define A I to be the norm closure of A o I . The Toeplitz algebra of I, which we denote by T I , is defined to be the C*-algebra generated by A I . Let K denote the compact operators on F I . It is known (see [32, Theorem 1.3] or [37, Proposition 8.1] ) that K ⊆ T I ; thus we may define the Cuntz algebra of I, which we denote by O I , to be the quotient O I = T I /K.
For the special case where I = {0}, we write A d for the unital norm closed algebra generated by S = M z . This algebra is the universal operator algebra generated by a commuting row contraction. When I is homogeneous, A I is the universal operator algebra generated by a d-contraction subject to the relations in I (see [37, Theorem 8.4] ). In this case, we have a natural completely isometric isomorphism
The spectrum of A I , that is, the space of characters (non-zero multiplicative linear functionals) on A I , may be homeomorphically identified with V , via the identification of a point with the evaluation functional at that point:
For the case when I is homogeneous, this was explained in [ gives rise to a character, as it is a pure row contraction satisfying the relations in I. Since the spectrum is closed, we find that every point in V also gives rise to a character (it is here that we use the standing assumption (1.1)). Conversely, since p(S) = 0 for every p ∈ I, and since a multiplicative linear functional on an operator algebra is automatically completely contractive, we conclude that for every character ρ, the point (ρ(S 1 ), . . . , ρ(S d )) lies in V .
1.2.
Overview of the paper. The simplest form of Arveson's conjecture can be restated as the assertion that O I = C(∂V ). We will obtain some results regarding the structure of O I , and the operator algebraic structure of the image of A I in the quotient O I = T I /K. In Section 2 we prove that the space of 1-dimensional representations is homeomorphic to ∂V , and that the same is true for T I . Thus, ∂V is an invariant of the operator algebraic structure of O I , as expected.
Arveson's conjecture implies there is a C*-algebra that completely captures the topology of ∂V , namely O I . The existence of a canonical and naturally occurring C*-algebra that encodes the topology of ∂V is also suggested by the results of [13, 24] , which showed that, if I is radical and homogeneous, then certain operator algebraic constructs associated with S reflect corresponding geometric properties of Z(I). To be precise, it was shown that if I and J are two radical homogeneous ideals, then With these results in mind, it is natural to ask for a C*-algebra associated with S that completely captures the topology of ∂V .
In Section 3 we show that the sought after C*-algebra is the C*-envelope of the unital operator algebra generated by S modulo the compact operators (for an up-to-date introduction to the C*-envelope see [25] ). Specifically, let Z = (Z 1 , . . . , Z d ) denote the image of S in O I . We prove that C * e (Alg(Z)) = C(∂V ), as anticipated by Arveson's conjecture. To obtain this result, we compute the essential norm of any element in M n (A I ), and show that it is given as the sup norm of its Gelfand transform. Consequently, we obtain that Alg(Z) is completely isometrically isomorphic to A(V ) -the norm closure of polynomials on V . Section 3 closes with a discussion of a new approach to the essential normality conjecture involving the C*-envelope, and gives some examples showing the difficulties involved.
In Section 4, we connect the notion of essential normality with the theory of the non-commutative Choquet boundary. A fundamental insight due to Arveson is the special significance of * -representations of T I that restrict to maps on A I which are rigid, in the sense that they have a unique unital completely positive extension to T I . The irreducible * -representations of T I with this property are precisely the boundary representations with respect to A I (see [1] , [5] and [11] ). In [7] , Arveson studied a phenomenon he calls hyperrigidity, which occurs when every * -representation has this rigidity property. We prove that the essential normality of the d-tuple S is equivalent to the statement that the algebra A I is hyperrigid.
In Section 5, we discuss the fact that many of our results hold when the space H 2 d is replaced with an arbitrary Hilbert module satisfying certain natural conditions. In particular, we prove that many of the results hold in the setting of the Besov-Sobolev spaces
It is well known [2, 12] that von Neumann's inequality fails for row contractions, meaning that it is not true that for every row contraction T and for every polynomial p one has
In the final section we show that for finite rank row contractions corresponding to homogeneous ideals, von Neumann's inequality holds modulo the compacts. In fact, we show that if T is a commuting row contraction of finite rank, and if q(T ) = 0 for every polynomial q lying in some homogeneous ideal
(and similarly for matrix valued polynomials). In the case where T does not satisfy any homogeneous polynomial equation, then by setting I = (0), we obtain (1.6) with the essential norm replacing the norm (this result also follows from the results in [2] ).
C*-algebraic spectra
The purpose of this section is to determine the 1-dimensional representations of T I and O I . We continue to use the notation introduced in the introduction, and we recall the standing assumptions that (1.1, 1.2), and the fact that T I contains the algebra of compact operators K.
If C is a (not-necessarily commutative) C*-algebra, we denote by Spec(C) the space of multiplicative linear functionals on C, endowed with the weak* topology. Elements in Spec(C) are called characters.
Proof. Let φ ∈ Spec(T I ). Then by (1.4) and (1.5) we have that φ A I is an evaluation functional ρ λ for some λ ∈ V . This gives rise to a continuous mapping of Spec(T I ) into V . It is clear that this mapping is injective, as S 1 , . . . , S d generate T I .
To see that this mapping is into ∂V , let φ A I = ρ λ . Since I F I − S i S * i = P C ∈ K (where C is interpreted as the first summand in (1.3)), and since every character annihilates the compacts, we get
It remains to show that every evaluation functional ρ λ on A I , with λ ∈ ∂V , extends to a character of T I . Fix λ ∈ ∂V . By Arveson's Extension Theorem, the contractive map ρ λ : A I → C extends to a stateρ λ : T I → C. This much is true for every λ ∈ V , but we will show that when |λ| = 1 thenρ λ has to be multiplicative (and consequently thatρ λ is a boundary representation for A I ).
Let (σ, H, P L ) be a minimal Stinespring dilation forρ λ . Thus L ⊆ H is a one dimensional subspace of a Hilbert space H, P L : H → L is the orthogonal projection onto L, and σ :
is multiplicative. By a well-known principle due to Sarason (Lemma 0 in [34] ), H decomposes as H = H 1 ⊕ L ⊕ H 2 such that with respect to this decomposition
, and with respect to this decomposition
There is no loss of generality in assuming that λ = (1, 0, . . . , 0) (otherwise, apply a unitary to the orthonormal basis appearing in the construction of A I in the opening paragraphs). From (2.2) we obtain (since σ(S 1 ) ≤ 1)
We will show that y 1 = I H 0 . This will complete the proof, because it would follow (as above) that x i , y i are all zero for i = 2, . . . , d. Hence L is reducing for σ, and because σ is a minimal dilation we must have H 0 = 0 andρ λ = σ, so it is a multiplicative functional.
To show that y 1 = I H 0 we proceed as follows. From (2.1) and (2.2) we find that
It suffices to show that every element of the form
is invariant under y 1 . We will make repeated use of the basic fact that if T is a contraction, then
Since y 1 ≤ 1, we have y * 1 p(y)x i = p(y)x i for all i. Now if p and q are polynomials, then
and it follows that y 1 q(y) * p(y)x i = q(y) * p(y)x i . Continuing this way, we find that all elements of the form
We record a corollary of the above proof:
Let J denote the commutator ideal Comm(T I ) of T I . Then J is the smallest ideal in T I having a commutative quotient. It is a basic fact that J is equal to the intersection of the kernels of all characters on T I . It follows that K ⊆ J (because K has no characters). Arveson's conjecture is that K = J.
The quotient T I /J is commutative, so it equals the algebra of continuous functions on some compact space. What space? (The following two propositions are valid for every configuration of ideals I ⊳ Comm(B) ⊳ B in a C*-algebra B).
Proof. Let q : T I → T I /J be the quotient map. We have the adjoint map q * : Spec(T I /J) → Spec(T I ) = ∂V , a continuous and injective map, as the adjoint of any quotient map is. We must show that it is surjective. If λ ∈ ∂V , then J ⊆ kerρ λ , soρ λ induces a well defined character Θ λ :
, and q * is surjective.
The algebra of interest is O I .
Proof. We observe that
so we identify T I /J as a quotient of O I . Consider the following three quotient maps:
* is surjective, too. Since the adjoint of every quotient map is injective and continuous, Spec(O I ) ∼ = Spec(T I ) ∼ = ∂V .
3.
Essential norms in A I and the operator algebraic structure of π(A I ) 3.1. Essential norms and the Gelfand transform. For a ∈ A I the essential norm of a is defined to be the norm of the image of a in O I , that is, a e = π(a) , where π :
is a matrix of elements in A I , the essential norm A e of A is defined as the norm of its image in
Proof. In the proof of Proposition 2.4 we have noted the existence of a surjective * -representation O I → T I /J = C(∂V ).
3.2. Banach algebraic spectra. Let B be a commutative and unital Banach algebra, and let Spec(B) be its maximal ideal space.
It is an exercise to show that σ B (b) is the complement in C n of all λ ∈ C n for which there exist c 1 , . . . , c n ∈ B such that (b i − λ i )c i = 1. If B is generated by b 1 , . . . , b n then there is a natural identification σ B (b) = Spec(B), similar to (1.4) and (1.5).
Let
, and let B I := Alg(Z) denote the unital norm closed algebra generated by Z in O I .
Proof. The identification of σ A I (S) with V follows from (1.4) and (1.5). The fact that σ B I (Z) ⊆ V follows easily from the fact that π(S i ) = Z i , i = 1, . . . , d.
3.3.
The operator algebraic structure of π(A I ). Let π(A I ) denote the image of A I in the quotient O I . If Arveson's conjecture is true then O I ∼ = C(∂V ) and π(A I ) is therefore equal to the norm closed algebra A(V ) generated by the polynomials in C(V ). The C*-envelope of the latter operator algebra is easily seen to be C(∂V ). Thus, Arveson's conjecture -if true -would imply the following theorem, which we now prove directly. i , and such that the joint spectrum X := σ(N) of N is contained in ∂B d . We may assume that N is the minimal normal extension of Z, and we identify C * (N) with C(X). Let
By Putinar's spectral inclusion theorem [33] , the Taylor joint spectra satisfies Sp(N, K) ⊆ Sp(Z, H). Since N is normal, Sp(N, K) = σ(N) = X, and the inclusion Sp(Z, H) ⊆ σ B I (Z) is always true (see Proposition IV.25.3, [28] ). By Proposition 3.2, σ B I (Z) ⊆ V , thus X ⊆ ∂V . We will soon see that in fact X = ∂V .
If p is a polynomial, then
thus p(Z) = sup z∈∂V |p(z)|. The same argument works for matrix valued polynomials, after reshuffling. Taking norm limits of polynomials, we obtain the first part of (2). The second part of (2) follows immediately. The argument that (2) implies (3) and (4) is standard, but for completeness we give some details. (For facts about the Choquet boundary of a separating subset of a uniform algebra, we refer the reader to [30, Section 8] .) The subspace Z := Span{I, Z 1 , . . . , Z d }, viewed (completely isometrically) as a subspace of C(V ), contains the constant functions and separates points. Hence the closure of the Choquet boundary of Z is the Shilov boundary of Z in C(V ). By the maximum principle, the Shilov boundary is contained in ∂V . On the other hand, for every λ ∈ ∂V , the function f λ (z) = z, λ = λ i z i peaks at z = λ. Hence the Choquet boundary must be equal to ∂V . The C*-envelope of Z is therefore C(∂V ). The C*-envelope of Z is equal to the C*-envelope of Z + Z * = Span{I, Z 1 , Z
The proof of (4) such that M f e > f ∞ . Thus the second assertion of the theorem cannot be improved to all multipliers, and is not trivial.
As a consequence of Theorem 3.3 above we obtain
We also record the following corollary of the proof of Theorem 3.3. [13] ), one might hope that this passes to the quotient, i.e., that the Shilov boundary of π(A I ) in O I is also trivial. In fact, the research behind this paper was initiated with the hope of following this strategy, and there was some reason to believe it could be carried through because it works for certain nice examples in the commutative case.
Example 3.7. Let A be a unital subalgebra of C(X), where X is a compact metric space. Let U be an open set in X and let I be the ideal of functions that vanish on U. Then if the Shilov boundary ideal of A in C(X) is trivial, and if π : C(X) → C(X)/I denotes the quotient map, then the Shilov boundary ideal of π(A) in C(X)/I is also trivial. Indeed, under these assumptions I = I F = {f ∈ C(X) : f F = 0}, where F = U . Then C(X)/I ∼ = C(F ), π may be identified with the restriction map f → f F , and π(A) may be identified with the restriction algebra A F . But by a theorem of Bishop [30, Corollary 8.2], the peak points of A correspond to that Choquet boundary of A, hence they are dense in X. It follows that the peak points of A F are dense in F , so F is the Shilov boundary of A F in C(F ), as required.
Unfortunately, triviality of the of the Shilov ideal does not always pass to the quotient, even in the commutative case. The following example due to Ken Davidson shows that in general triviality of the Shilov boundary does not pass to quotients, even in the irreducible case.
Example 3.9. Let {e n } be an orthonormal basis of a Hilbert space H. Let {t n } ∞ n=3 be a dense sequence in the unit disc D and set t 1 = 2 and t 2 = 0. Define T ∈ B(H) by T e n = t n e n + 1 n e n+1 for n = 1, 2, . . .. Denote A = Alg(T ). We first show that C * e (A) = C * (A). Indeed, a computation shows that T * T = T * T span{e 1 } ⊕ T * T {e 1 } ⊥ , and since T * T e 1 = 5e 1 and T * T {e 1 } ⊥ < 5 it follows that the rank 1 projection e 1 e * 1 is in C * (T ). One may check that C * (T ) is irreducible, so K ⊆ C * (T ). But as the quotient map is not isometric on A we have that the Shilov ideal of A is trivial and C * e (A) = C * (T ). Let π : C * (T ) → C * (T )/K be the quotient map. We now claim that the triviality of the Shilov ideal does not pass down to π(A). To see this, note that T is a diagonal-plus-compact operator, so it is essentially normal. The choice of {t n } ensures that σ e (T ) = D. It follows that π(A) is completely isometrically isomorphic to the disc algebra A(D) and that C * (T )/K ∼ = C(D). Thus C * (T )/K is not the C*-envelope of π(A).
Essential normality and hyperrigidity
4.1. Hyperrigidity. In this section we will establish a connection between the essential normality of a commuting tuple of operators and the behaviour of the tuple as the generating set of a C*-algebra.
A key idea in Arveson's recent work on completely positive maps and the noncommutative Choquet boundary is the following notion of rigidity for a completely positive map (see for example [6] and [7] ).
Definition 4.1. Let S be an operator system (i.e. a unital self-adjoint subspace) that generates a C*-algebra T . A unital completely positive (UCP) map φ : S → B(H) is said to have the unique extension property if it has a unique extension to a UCP mapφ : T → B(H).
The boundary representations of T for S, which were first singled out in [1] , are precisely the irreducible representations π : T → B(H) with the property that the restriction π| S has the unique extension property. The existence of boundary representations was an open question for some time, but it is now known (see [6] and [11] ) that boundary representations exist in abundance.
In [7] , Arveson introduced the following definition to highlight the importance of algebras with the property that every representation has the unique extension property. Definition 4.2. Let S be a generating set of a C*-algebra T , and let S denote the operator system generated by the elements in S. The set S is said to be hyperrigid if for every nondegenerate representation π : T → B(H), the restriction π| S has the unique extension property, i.e. π is the unique UCP extension of π| S to T . Proof. With respect to the decomposition K = H ⊕ H ⊥ we can write
Note that X i = P H π(S i )| H ⊥ . We must prove that X i = 0 for each i. We can write the rank one projection P C onto C = E 0 as
Then since ρ annihilates K, which, in particular, contains
This gives 
Then in particular, π| S is a dilation of ρ| S . Hence by Lemma 4.4, the subspace H is coinvariant for π(A I ). It follows immediately that for
, and the result follows by continuity after taking linear combinations. Proof. First, we require the fact that the closure of the set
contains the compact operators (this fact is appears in [32, Theorem 1.3] under some additional assumptions, but since we require this fact in slightly greater generality, we provide a proof). To see this, write the rank one projection P C onto C = E 0 as Proof. By standard facts about representations of C*-algebras, we can decompose π = id (α) ⊕ π s , where id (α) is a multiple of the identity representation and π s : T I → B(K s ) is a singular representation. The subspace K s can be written as
where the join is taken over all finite rank projections Q. By Lemma 4.6, P H π(Q)| H = 0 for every such Q. Thus P H (K s ) ⊥ = 0, which implies H ⊆ K s , and hence that π s | S is a dilation of ρ| S , as required. Proof. The existence of a representation π : T I → B(K) such that π| S is a dilation of ρ| S , and such that π| S has the unique extension property is implied by the results in [6] (see also [11] ). It is easy to see that if π has the unique extension property when restricted to S, then every subrepresentation also has this property. Hence by Lemma 4.7, we can suppose that π is singular.
Since π annihilates the compacts, we can factor π = π 0 • q, where π 0 : O I → B(K) is a * -representation and q : B(F I ) → B(F I )/K denotes the quotient map onto the Calkin algebra.
We claim that π 0 | Z also has the unique extension property. To see this, let φ : O I → B(K) be a UCP map such that φ| Z = π 0 | Z . Then (φ • q)| S = π| S . Since π| S has the unique extension property, it follows that φ • q = π = π 0 • q, and hence that φ = π 0 . [19] showed that since π 0 | Z has the unique extension property, the unique UCP extension π 0 is a * -representation that factors through the C*-envelope of Z, which by Theorem 3.3 is C(∂V ). In particular, the image π 0 (O I ) = π(T I ) is commutative.
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Hyperrigidity and essential normality. Lemma 4.9. The d-tuple S is essentially normal if and only if
Proof. We have already noted that I − S i S * i ∈ K. Thus if S is essentially normal then I − S * i S i is equal to I − S i S * i mod compacts, so is compact.
Conversely Proof. We will use the fact that a UCP map θ has the unique extension property if and only if it is maximal, meaning that every UCP map that dilates θ contains it as a direct summand [6, Proposition 2.4]. Let K be a Hilbert space properly containing H, and let π : T I → B(K) be a representation such that the restriction π| S is a dilation of ρ| S . We need to show that this dilation is trivial, i.e. that π| S = ρ| S ⊕ φ for some UCP map φ.
By Lemma 4.4, we can decompose K = H ⊕ H ⊥ and write
Showing that π| S is a trivial dilation of ρ| S is equivalent to showing that Y i = 0 for each i.
As in the proof of Lemma 4.8, we can apply Lemma 4.7 and suppose that π is singular. By Lemma 4.9, I − S * i S i ∈ K. From singularity, Proof. By [10, Proposition 6.4.6], the restriction of the identity representation of T I to S is irreducible, and has the unique extension property. Since every * -representation of T I splits as the direct sum of a multiple of the identity representation and a singular representation, it follows that the identity representation is the only irreducible nonsingular representation of T I . By Proposition 4.10, the restriction of every irreducible singular representation of T I to S also has the unique extension property. Proof. If S is hyperrigid, then since hyperrigidity passes to quotients, the image Z of S modulo the compacts is also hyperrigid. Hence the C*-envelope of Z is C * (Z) = O I [7, Corollary 4.2] . But we know by Theorem 3.3 that the C*-envelope of Z is commutative, meaning O I is commutative, and hence that S is essentially normal.
Conversely, if S is essentially normal, then Proposition 4.10 implies that the restriction π| S has the unique extension property for every singular * -representation π. By [10, Proposition 6.4.6] , the restriction of the identity representation to S has the unique extension property. Since every * -representation of T I splits as the direct sum of a multiple of the identity representation and a singular representation, and since the unique extension property passes to direct sums, it follows that the restriction of every * -representation of T I to S has the unique extension property.
A conjecture of Arveson [7, Conjecture 4.3] , if true, would imply that S is hyperrigid, and hence essentially normal, if and only if every irreducible representation of T I is a boundary representation for S. This would imply the converse of Proposition 4.11.
4.4. The obstruction. If S is not essentially normal, then by Theorem 4.12, it is not hyperrigid. Hence there is a *-representation of T I that does not have the unique extension property when restricted to S. In this section, we identify how such a map can arise.
Let ρ : T I → B(H) be a singular representation, and let π : T I → B(K) be a representation as in Proposition 4.8, i.e. a singular representation such that π| S is a dilation of ρ| S , and such that π| S has the unique extension property. Then in particular, the image π(T I ) is commutative. By Lemma 4.4, we can decompose K = H ⊕ H ⊥ and write
Since the image π(T I ) is commutative, in particular we have
Let φ : T I → B(H) denote the UCP map defined by
Then from above, φ| S = ρ| S , but
Thus we obtain the following result. 
One consequence of Proposition 4.13 is the following equivalence between essential normality and the approximability of certain products of elements in S. 
Hence S * i S j = S j S * i + K for some compact operator K ∈ K for all i, j, so S is essentially normal. Since K is contained in span{A 1 A * 2 | A 1 , A 2 ∈ A I } (see the proof of Lemma 4.6), the proof of the converse is immediate. 
The universality of this space justifies this seemingly narrow point of view. However, it is interesting to know that these results hold in a wider setting.
Let X be a compact subset of the closed unit ball B d . Let H be a Hilbert space and let T = (T 1 , . . . , T d ) be a commuting row contraction. Let C * (T ) and Alg(T ) denote the unital C*-algebra and the unital norm closed algebra, respectively, generated by T . Denote by K the compact operators on H. Assume the following conditions:
Under these assumptions we have that Spec(C * (T )) = X ∩ ∂B d , by applying the same proof as that of Proposition 2.1 (here we will need the elementary fact that if U = (u ij ) d i,j=1 is a unitary matrix thenT i = d j=1 u ij T j is also a commuting row contraction generating C * (T )). The rest of the results in Section 2 also follow, and in particular Spec(C * (T )/K) = X ∩ ∂B d . The results leading up to Theorem 3.3, as well as the proof of that theorem also hold in this more general setting. In particular, we obtain that the essential norm of every A ∈ M n (Alg(T )) is given by sup z∈X∩∂B d Â (z) Mn , that π(Alg(T )) is completely isometrically isomorphic to the norm closure of the polynomials on X ∩ ∂B d , and thus its C*-envelope is isomorphic to C(X ∩ ∂B d ).
If, in addition, we assume the following: To see (2) , observe that the map ρ ↔ ρ(T ) gives rise to a homeomorphism between Spec(Alg(T )) and a compact subset X ⊂ C d . We will show that X = V . We begin by observing that H = C ⊕ H 1 ⊕ H 2 ⊕ . . ., where H n is the complement of the space of nth degree homogeneous polynomials in I inside the space of nth degree homogeneous polynomials in B 2 σ . Now if p ∈ I and h ∈ H n , then p(T )h = P H p(M z )P H h = P H ph = 0, because ph ∈ I ⊥ H. Thus p(T ) = 0. If ρ ∈ Spec(Alg(T )) is associated with ρ(T ) = λ ∈ X, then p(λ) = p(ρ(T )) = ρ(p(T )) = 0. This shows that λ ∈ Z(I). In addition, since every character of an operator algebra is completely contractive, |λ| ≤ 1. Thus X ⊆ V .
To show that V ⊂ X, it suffices to show that
for all λ ∈ V and every polynomial p, because then p(T ) → p(λ) is the character associated to the point λ. Clearly, if (5.5) holds for all λ ∈ V it holds also for all λ ∈ V . To prove (5.5) for λ ∈ V we will explicitly exhibit the evaluation functional as a vector state. For this we use an idea that has already been used by various authors (see [2, 29, 31] ). It is hard to find a convenient reference that precisely fits our needs, so we give the details. It is worth mentioning that the above theorem is interesting even when T satisfies no relation; the supremum on the right hand side is then taken over the entire unit sphere. In that case the result is an application of the results of [2] , along the lines of the following proof.
Proof. We continue with the notation set in the introduction. Denote r = rank(I − (1) an r-dimensional Hilbert space G, (2) a * -representation σ of T I on some other Hilbert space H which annihilates the compacts, (3) a subspace L ⊆ (H Since compression cannot increase the essential norm, the proof is complete.
Let us finish by mentioning a non-trivial class of examples to which the above theorem can be applied.
Example 6.2. Theorem 6.1 provides an alternative route for proving Corollary 5.3. Indeed, although the row contractions considered there do not have finite rank, they can be compactly perturbed (in a way that does not affect homogeneous relations) to have finite rank. In fact, Equation (5.1) shows that this is true also for σ < 1/2. It is worth mentioning that even for σ ≥ (d + 1)/2, when B 2 σ is a Bergman type space, the norm of the compression of p(M z ) to B 2 σ ⊖ I can be strictly bigger than p V , thus the estimate obtained for the essential norm is not trivial.
