Many sensory discriminations, including the discrimination of speed, obey Weber's law and thus become more difficult as the stimuli get larger. Using one-jump apparent motion stimuli, we find that the opposite can occur: displacement discrimination improves with larger jumps. This pedestal effect occurs for small jumps near and below the detection threshold. Finding a pedestal effect in motion discrimination confirms a speed energy model developed in previous experiments on the detection of jump pairs, since the pedestal effect will be observed if the visual system detects the energy of the speed waveform. Once the size of the jumps becomes large enough, the discriminability declines, indicating masking. Masking is just the detectability counterpart of Weber's law; it is not predicted from energy detection. The pedestal effect shows the presence of a squaring nonlinearity for small speed signals, and masking indicates linear transduction for large signals. A half-wave rectifier, when presented with Gaussian noise, behaves this way. The speed energy model can be seen as an approximation, valid for small signals, to a model that includes half-wave rectification.
INTRODUCTION
Although many studies of visual speed discrimination have been published, 1 -9 none has examined the discrimination of very slow speeds near and below the detection threshold. The detection threshold is the speed required for reliable discrimination of a stationary stimulus and a moving stimulus. A model of motion sensing developed by Simpson 10 leads us to believe that peculiar things will happen to speed discrimination when the standard is very small.
In a previous set of experiments, 10 Simpson measured the displacement detection threshold for pairs of jumps. Since a jump is a motion impulse, the temporal properties of the motion system can be studied with the two-impulse technique originally used by Rashbass 11 for pairs of light flashes. By presenting pairs of jumps of various sizes to the left and right, separated by various delays, it was possible to examine the motion system's temporal impulse response (albeit indirectly). A simple model accounted for the data. The model indicates that the speed signal in the world, v͑t͒, is passed through a linear filter [convoluted with the temporal impulse response h͑t͒], squared, and integrated over some rather long duration t:
Since squaring and integrating a signal computes its energy, this can be called a speed energy model (not to be confused with Adelson and Bergen's 12 motion energy). Gaussian noise is added, limiting performance. A schematic diagram of the model is shown in Fig. 1.
An energy detector shows peculiar behavior for discrimination between a standard stimulus and a comparison stimulus when the size of the standard is small. In the speed energy model the discriminability of stimuli depends on the difference in their speed energies. The stimuli to be compared are two jumps. The speed of a jump is ad͑t͒, where a is the displacement or size of the jump (in arcmin) and d͑t͒ is the Dirac delta function (in units of s 21 ). If we call the displacement for the standard a and the displacement for the comparison a 1 Da, then the discrimination is between the speed waveforms v s ͑t͒ and v c ͑t͒:
v c ͑t͒ ͑a 1 Da͒d͑t͒ .
( Note that since the unit for displacement is arcmin and the unit of the delta function is s 21 , the unit for speed is min s 21 . Therefore one may describe the task equally correctly as displacement discrimination, with unit min, or as speed discrimination, with unit min s 21 .) The discrimination is based on the difference of the energies of v s ͑t͒ and v c ͑t͒. Let us compute these in turn by substituting v s ͑t͒ and v c ͑t͒ for v͑t͒ in Eq. (1) Again setting the energy of the impulse response to 1, we get
Gaussian noise with mean n and variance s 2 is added to E s and E c . The observer therefore has to discriminate between the two Gaussian processes N͑n 1 E s , s 2 ͒ and N͑n 1 E c , s 2 ͒. The measure of discriminability d 0 is defined 13 as the difference of the means of the Gaussian processes divided by their standard deviation:
When the difference in displacements ͑Da͒ is fixed, detectability will rise linearly as the standard displacement (a) increases. The speed energy model, then, predicts that it will become easier to discriminate two jumps as the size of the standard jump increases. This is the opposite of what Weber's law would lead one to predict. Weber's law can be stated as
where Da thresh is the difference threshold, s is the standard deviation of the Gaussian noise in the motion system, and s 0 is the standard deviation of this noise at absolute threshold ( i.e., when a 0). Weber's law states that the difference threshold increases linearly with the size of the standard. We do not measure Da thresh but instead measure d 0 for a fixed Da. In terms of d 0 we have
which the reader can verify by setting d 0 to 1, its value at threshold, giving Eq. (7). The behavior predicted by Eq. (8) will be called masking. We take this term from the auditory literature. Masking means that for a fixed difference in stimuli, d 0 declines as the size of the standard increases. Weber's law and masking go hand in hand and refer to the same basic phenomenon measured with thresholds in the first case and d 0 in the second. The speed energy model predicts the opposite of Weber's law and masking: instead of getting harder it should become easier to discriminate the stimuli as the size of the standard grows. We expect d 0 to increase as the size of the standard increases. This departure from masking predicted by the speed energy model is called the pedestal effect. ( Note that sometimes the term pedestal effect is used to denote what we would call negative masking: the difference threshold declines as the standard increases.) The name comes from looking at the discrimination task as being one of detecting an increment placed on a background or pedestal. This is not a strictly correct way to look at discrimination in our experiment: the comparison is not formed by superimposing an increment on a steady background but is instead presented separately from the standard, and so our task is difference discrimination, not increment detection (for the importance of this distinction see Laming 14 ). The pedestal effect has been observed before for luminance discrimination 15, 16 and for discrimination of the amplitude of auditory waveforms. 17 In both cases the pedestal effect was found when the standard was near and below the detection threshold. The speed energy model, derived to describe the results of two-jump temporal summation experiments, predicts that a pedestal effect should be found for jump discrimination. We test that prediction by measuring displacement discrimination as a function of the size of the standard.
METHOD

A. Subjects
The authors, WS and BF, both corrected myopes, served as subjects.
B. Stimuli
Main Experiment
The stimulus on each trial was a random-square display that jumped to the right by a small or large amount. The difference in the displacements was fixed at 1.16 arcmin; the standard took on the values indicated in Fig. 3 below. The comparison was therefore 1.16 arcmin plus the standard displacement. The motion sequence was a single jump consisting of two frames, each 16.67 ms long, and presented with no interstimulus interval. Conventional wraparound was used. Each frame contained 100 randomly positioned bright (150 cd͞m 2 ) 4.46-arcmin squares on a dark background (13 cd͞m 2 ). The squares filled a 2.02 3 1.27 deg area. The sequences were generated on an Amiga computer and displayed on a P31 phosphor monitor. A veiling incandescent light was used to mask phosphor trails. Viewing was monocular from a chin and forehead rest. Observers fixated on a small LED 0.73 deg to the right of the top-right corner of the display.
Control Experiment
In the main experiment there are differences between the standard and the comparison besides the size of their displacements (or speeds). For example, a time average of the two motion sequences would yield streaks of differing lengths. Thus a purely spatial mechanism, rather than a motion mechanism, could perform the discrimination. The detailed pattern of flicker is different for standard and comparison as well, and thus a purely temporal mechanism could perform the discrimination. Since a spatiotemporal stimulus (motion) is being presented it seems unlikely that the visual system would use only part of the information given. Still, it would be nice to have some assurance that a motion mechanism is really being used.
Simpson 10 described a stimulus pair differing in speed that contains the same flicker and time-averaged dot length, forcing the visual system to use motion. In that paper a detection task was used, so the stimulus must be slightly modified here. Both standard and comparison contains dots moving with the same absolute size of displacement. The difference is in the proportions of dots moving left and right (see Fig. 2 ). The standard and comparison therefore differ in the space-averaged speed or displacement. For example, if the standard has 60% of its dots moving right with displacement a and 40% moving left with displacement 2a, and the comparison has 70% of its dots moving right and 30% moving left, the space-averaged displacements are 0.6a 1 0.4͑2a͒ 0.2a for the standard and 0.7a 1 0.3͑2a͒ 0.4a for the comparison. The difference in the energy of these space-averaged speeds is computed by the visual system. Watamaniuk and Duchon 18 and Smith et al. 19 have shown that motion signals are space-averaged by the visual system, although they did not use dots moving in opposite directions. Since the moving and stationary stimuli are alike in every way except for the space-averaged speed, it is impossible to discriminate them using nonmotion cues such as the time-averaged lengths of the dots or their flicker.
Most of the stimulus details were as described in the main experiment, except that now the standard and comparison differed in proportions of rightwardmoving squares (rather than in displacement size). The displacement was 3.88 arcmin. The comparison had more squares moving to the right than did the standard. For BF the comparison always had 20% more rightward-moving dots and for WS the comparison had 10% more rightward-moving dots. Several percentages of rightward-moving dots were used for the standard ( BF: 50%, 60%, 70%, 75%, 80%; WS: 50%, 60%, 70%, 80%, 90%). In terms of the average speeds, the task was to detect a fixed difference in average speed as a function of the average speed of the standard.
C. Procedure
In the main experiment each trial contained either the standard or the comparison displacement. Each standard was run in a separate block of trials. The ordering of standards across blocks was random. In a block of trails the standard and comparison were presented in random order with equal probability. The observers used a 6-point scale to rate their confidence that the comparison had been presented.
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A rating of 1 indicated high confidence that the comparison (faster) stimulus had been presented, a rating of 6 indicated low confidence that the comparison had been presented, and intermediate ratings indicated intermediate levels of confidence. For observer WS the receiver operating characteristic ( ROC) for all the standards were based on 200 trials except for the standard displacement of 3.88 arcmin, which was based on 400 trials. For observer BF the number of trials for each standard displacement was 400 (0.78, 1.16, 1.94 arcmin), 450 (0.39 arcmin), and 600 (1.55, 2.91, and 3.88 arcmin).
We used the confidence rating procedure for several reasons. First, the ROC is an important psychophysical function to obtain and, to our knowledge, no ROC's for speed (displacement) discrimination have been published. Indeed, Laming 22 comments that very few ROC's for difference discrimination in any sensory modality have been published ( he cites only three). Second, by obtaining the ROC's we can assess the validity of the equalvariance Gaussian model of Fig. 1 . Finally, compared with other methods, the rating method gives more information, is more efficient, or both. Compared with yes -no or two-interval forced-choice (2IFC), the rating method is more informative since it gives the ROC. Compared with 2IFC, the rating method uses the observer's time more efficiently, since he or she views half the number of stimuli in the same number of trials. Spatial forced choice uses the same number of stimuli as the rating method, but it creates a spatial step in speed across the display instead of the uniform vector field that we desired. Readers unfamiliar with signal detection theory may think that forced-choice methods are better since they are unbiased. This is a misconception on two counts. First, there is no guarantee in forced-choice methods that responses will be unbiased 23 (although often it does turn out that way). Second, the existence of a nonzero criterion (bias), even one that is changing, is not at all problematic, since the criterion and detectability are independent and uncorrelated. 24 That is, the detectability is unaffected by the bias.
In the control experiment both standard and comparison were presented in random order on every trail. The observers picked the interval containing the comparison (2IFC). A hit was defined as the response "first" when the comparison was in the first interval; a false alarm was defined as the response "first" when the comparison was in the second interval. For the 2IFC case, 
RESULTS AND DISCUSSION
ROC's for displacement discrimination were calculated from the rating data in the conventional way.
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For each pair of standard and comparison, the frequency of each rating was tabulated. Dividing by the number of trials for each stimulus converted the counts to proportions. Then the proportions were cumulated from left (rating of 1) to right (rating of 6). The inverse normal integral of each proportion was then found (this is not strictly a necessary step, but we wanted to plot the ROC on Z -Z coordinates). The ROC is simply the plot of each pair of Z's (false alarm -standard hit comparison) for each rating. In this way an ROC of 5 points was obtained from 6-point rating scale data.
The ROC's, plotted on inverse normal integral x and y axes, are shown in Fig. 3 . The figure shows 7 ROC's for each observer; the difference in displacements was fixed and 7 different standard displacements were used.
According to the speed energy model, the input speed is filtered, squared, and integrated. We earlier supposed that the standard and comparison speed energies are represented in the brain as the means of Gaussian processes having equal variances [see Eq. (6) and Fig. 1 ]. If this supposition is correct, the ROC data points should fall on straight lines in Z -Z coordinates, and these lines should be parallel to the Z( hit) Z(false alarm) diagonal.
Both observers' ROC's are well fit by straight lines. The slopes of the ROC's, however, are not necessarily 1 (see Table 1 ). The obtained slopes for the ROC's of BF ranged from 0.93 to 1.17 so her data are consistent with an equal-variance-Gaussians prediction. For WS the slopes ranged from 0.64 to 1.06. The shallow-slope data deviate from an equal-variance-Gaussian prediction. For the smaller standard stimuli, WS's data are described by Gaussians with unequal variance: the comparison distribution has a variance approximately 1.25 times as big as the standard's variance (the ratio of variances is given by the reciprocal of the ROC slope). This is not a huge departure from an equal-variance-Gaussian model. Fig. 3 . Receiver operating characteristics on Z -Z coordinates ( Z is the inverse normal integral) for discrimination of the displacement in a two-frame apparent motion sequence. On each trial either the standard or the comparison ( larger) displacement was presented with equal probability, and the observers ( BF and WS) used a 6-point scale to rate their confidence that the comparison had been presented. The difference in the displacements was fixed at 1.16 arcmin; the standard took on the displacement values ( in arcmin) indicated in the legend. We originally assumed that the speed energies of standard and comparison were represented by the means of equal-variance-Gaussian distributions. We could have assumed instead that the speeds of the standard and comparison stimuli as extracted by a motion sensor were equal-variance-Gaussian processes (see Fig. 4 ). Internal Gaussian white noise is superimposed on both, and this limits performance. When the Gaussian process for ͗standard 1 noise͘ or ͗comparison 1 noise͘ is squared and integrated, the result is a pair of noncentral chi-squared processes 25 whose noncentrality parameter is the speed energy.
The prediction from this treatment is that the ROC's should have slopes that are less than 1.0, especially for small standard stimuli. As the size of the standard increases, the slope should approach 1.0 (see Green and Swets 25 ). This seems to describe the ROC's obtained from WS. In any case, as mentioned earlier, the departure of the data from the simple equal variance Gaussian model is not very large.
The criterion is not important for assessing any model under discussion, but we note in passing that the consistency of each observer's criterion placement can be seen in Fig. 3 . If each criterion stays completely fixed, all the points in the ROC should fall on lines with slope 21; that is, as the detectability increases, each point moves at right angles away from the Z( hit) Z(false alarm) diagonal. 26 The data from BF show remarkable consistency in criterion placement. The data from WS show some criterion drift. BF had more practice with the task, and her data points are based on more trials; this would account for her higher criterion stability. Criterion drift is no problem, since detectability and criterion are independent.
The main prediction for this experiment was about how the discriminability of the standard and comparison should vary as the size of the standard increases. We thus need to compute a measure of discriminability from the ROC's. As we have seen, the ROC's do not necessarily have slopes of 1 The two standard deviations are squared, the mean is found, and the square root is taken. Once the slope and the y intercept of the ROC in Z -Z coordinates are known, d a can be calculated: Figure 5 shows d a plotted as a function of the standard displacement. The most important feature of this figure is that for small standards a fixed difference in speeds (or displacements) becomes more detectable as the standard increases in size. This is the opposite of the pattern that masking (the counterpart of Weber's law) would predict. It is the pedestal effect, as predicted from the speed energy model. As the standard grows larger, eventually the detectability of the difference declines, showing masking.
The data show a linear increase in detectability as the standard increases in size, as predicted by the energy model [ Eq. (6) ]. This pedestal effect is shown for standards that are near detection threshold and below. The detection threshold was measured in a separate experiment to be 1.56 arcmin for BF and 1.44 arcmin for WS. We mentioned above that a pedestal effect has been found for luminance and auditory amplitude discrimination. 15 -17 In these other cases, as here, the pedestal effect occurs near and below detection threshold.
Once the standard displacement becomes large enough the detectability begins to decline, indicating masking [ Eq. (8) ]. Masking in speed or displacement discrimination has not, to our knowledge, been demonstrated before, but its existence is expected from Weber's law, which is known to hold for multijump displays at higher speeds. 5, 6 The data in Fig. 5 are fitted by the piecewise function (9) where b is the break point dividing pedestal effect and masking behavior and ͑a , b͒ and ͑a $ b͒ are Boolean. This function pieces together the pedestal effect for small standard speeds ( below the break point) and masking for higher speeds (above the break point). It can be seen that the fit of Eq. (9) to the data is satisfactory.
The pedestal effect was also found in the control experiment, which used a different procedure and different stimuli. The control was run to counter the view 29 that observers may discriminate speed or displacement by using only the spatial or only the temporal aspect of the display. We designed a control stimulus that would defeat such nonmotion mechanisms. The standard and the comparison stimuli contained the same number of squares moving the same distance. They differed in the proportions of these squares moving to the right and the left (see Fig. 2 ). Therefore the standard and comparison stimuli differed in space-averaged speed. Such statistical stimuli cannot be discriminated with simple timeaveraged dot length or flicker cues. The experiment consisted in presenting a fixed difference in the proportion of rightward-moving squares in the standard and comparison at several levels of the standard proportion of rightward-moving squares. The space-averaged displacement of the standard takes on several values while the space-averaged difference in displacements is fixed.
We have described the statistical stimulus in terms of its space-averaged speed. Will the motion system do such a space-average? Others have found evidence for space-averaging of dot speeds. However, in our stimulus the dot speeds are opposite in sign, and no other authors have studied motion detection or discrimination with dots moving in opposite directions. Perhaps it is unreasonable to think that speed-averaging takes place regardless of motion direction. Suppose, for example, that instead of space-averaging, the speeds of the dots moving rightward are summed and the (unsigned) speeds of the leftward moving dots are summed. The difference of these two sums is taken. The stimulus with the larger left-right difference is the comparison. This alternative mechanism is essentially the same as space-averaging: space-averaging just divides the left -right difference by the number of dots. In summary, we talk about the stimulus in terms of its space-average speed because prior results showed such space-averaging to exist and because any sensible discrimination method is essentially the same as finding the space average.
We assume that space averaging of the speed signal precedes the speed energy computation; that is, before squaring and temporal integration, the speeds over the whole display are recovered. In the process of recovery the speeds are spatially and temporally filtered. The spatial filtering is low pass; hence the speeds are space averaged. In the display used here, we can no longer ignore the spatial aspect of the speeds, since they are not uniform over the whole display. The speed signal v͑x, y, t͒ is v͑x, y, t͒ ͓2 Bernoulli͑p͒ 2 1͔ad͑t͒ ,
where Bernoulli( p) denotes a Bernoulli random variable and p is the probability that a square moves to the right. The speed energy is
Now the speed is a function of space as well as time, and the same is true for the motion filter. The motion filter does the space averaging. This space averaging could happen at the same time as speed extraction, or the speeds could be first extracted at each retinal location and spatially averaged subsequently. Either interpretation of Eq. (11) can be made, since v͑x, y, t͒ ‫ء‬ h͑x, y, t͒ ͓v͑x, y, t͒ ‫ء‬ h͑t͔͒ ‫ء‬ h͑x, y͒. The average speed is
where p is the proportion of rightward-moving squares. The difference in average speeds is
where Dp is the difference in proportions of rightwardmoving squares. The predictions for the statistical stimulus are the same as in the main experiment except that a and Da are substituted for a and Da in Eqs. (6), (8) , and (9). As in the first experiment, the data ( Fig. 6) show a pedestal effect for small values of the standard and masking for larger values. In the pedestal effect regime, d 0 increases linearly with the average speed ( proportion of rightward-moving squares) as predicted by Eq. (6). Overall the d 0 function can be fitted with the tent-shaped function given by Eq. (9). The fit is satisfactory.
We find a similar pattern of results in Figs. 5 and 6. By using a statistical stimulus in the control experiment, we rule out the idea that the data reveal the workings of a nonmotion mechanism. Moreover, the similarity of the data obtained with the traditional and the statistical stimuli suggests that both tap a motion mechanism.
After these experiments had been conducted, our attention was drawn to an earlier displacement-identification experiment by Levi et al. 30 The experimental data are Fig. 6 . Data from the control experiment in which the observer discriminated between displays with different proportions of rightward-moving squares. The detectability of the space-averaged displacement difference, d 0 , is plotted as a function of the space-averaged speed of the standard. This percentage determines the space-averaged displacement.
presented in their Fig. 7 ; we give a different treatment of these data. The amblyopic subject was presented with a grating of bright lines that jumped 0, 1, 2, or 3 units to the left or right (the exact size of these jumps is uncertain, though probably on the order of half an arcmin). The task was to say which displacement had been presented: there were seven ratings and seven stimuli. Note that this is an identification experiment, quite different from the first experiment presented here, which is a discrimination experiment. Superficially the two experiments are similar in that both used ratings, but the discrimination experiment had only two stimuli in each block of trials, the standard and the comparison, and the different ratings did not categorize the size of the jump but instead expressed confidence that it was the standard or comparison.
Each ROC in Fig. 7 is based on a pair of jumps that differ in size by one unit. The standard is 23, 22, 21, 0, 1, or 2, and the comparison is one unit larger. The ROC is computed in a way similar to that described earlier.
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Inspection of the ROC's reveals two facts. First, as with our data (Fig. 3) , the ROC's are well described by lines of unit slope on Z -Z axes. This is what the equalvariance-Gaussian model would lead us to expect. Second, a pedestal effect is apparent. This is made clearer in Fig. 8 , which plots d a as a function of the size of the standard. Detectability is lower for stimulus pairs 0 versus 21 and 0 versus 1 (standards of 21 and 0, respectively) than it is for pairs of larger jumps to the left or right. This is the pedestal effect. At the largest standard, d a does not rise. If a larger standard had been presented, we probably would have observed masking: d a would start to decline.
A pedestal effect was found in the main experiment, the control experiment, and the study by Levi et al. 30 This is predicted by the speed energy model. However, masking was found once the standard became large enough. Masking is not predicted from an energy detector, though it can be obtained with modifications. 25 A full account of the data would be able to predict both the pedestal effect and masking.
Laming 32 has proposed the only model we know of that predicts both the pedestal effect and masking. The model is complicated and was originally formulated in the domain of luminance. We present a simplified model that bears a loose resemblance to the Laming model. The input velocity waveform is low-pass filtered. Gaussian noise is added to it. The noisy waveform is half-wave rectified and then integrated for some duration. This model is similar to the speed energy model shown in Fig. 4 , with a half-wave rectifier replacing the squarer. The substitution of a half-wave rectifier is the key to producing both the pedestal effect for small stimuli and masking for larger stimuli. When the input is Gaussian noise, Laming has shown that the half-wave rectifier acts as a squarer for small signals and as a linear transducer for large signals. Thus the model behaves like the energy model for small stimuli, and a pedestal effect is seen. At large stimulus values the approximate mean output from the integrator is strictly proportional to the stimulus amplitude. This is necessary to produce masking, but it is not enough. The standard deviation of the integrator output must be proportional to the size of the stimulus.
(One way to get such behavior is to add the several stages that we have omitted from Laming's full model.) At large stimulus values the linear transduction of the stimulus combined with the increasing variance will give rise to masking.
The transition from pedestal effect to masking is seen at a level of the standard just higher than detection threshold. This transition happens when the size of the signal goes from small to large. Small stimuli are subject to squaring (approximately), and large ones are transmitted in strict linear proportion. If we interpret a small signal as being below detection threshold and a large one as being above detection threshold, the observed transition from pedestal effect to masking is compatible with the half-wave-rectifier model.
The predictions of the half-wave-rectifier model on the shape of the ROC for a difference discrimination ( Figs. 3  and 7 ) are also consistent with the data. The input to the half-wave rectifier is Gaussian. For small signals the half-wave rectifier acts like a squarer. After squaring and integration the output is distributed as noncentral chi-squared. Since the noncentral chisquared variance for the standard is smaller than that for Fig. 7 . ROC's computed from data supplied by D. Levi. 30 The task was to identify, with a 7-point rating, which of 7 different displacements was presented. The size of the standard displacement in arbitrary units is shown in the legend. The difference in displacements is fixed at one unit. Each ROC signifies one pair of standard and comparison. Fig. 7 , as a function of the standard displacement. The discriminability for the larger standards ( jumps to the left or right) is higher than for standards near zero. This is the pedestal effect. the comparison stimulus, the result for small signals is an ROC with slope less than 1 on Z -Z coordinates. 33 For large signals we have linear transduction, so after integration, the output is still Gaussian. The variance does not depend on the size of the stimulus (whether standard or comparison). With equal-variance Gaussians we get an ROC with slope 1 on Z-Z coordinates. This pattern-ROC slopes less than 1 for small standards but becoming closer to 1 for large standards -is shown by observer WS. For observer BF the slopes seem to stay near 1 for all standards. Perhaps this means that the half-wave-rectifier model is wrong, but we caution that ROC slopes are more variable than are detectabilities.
If the half-wave rectifier model is correct, the speed energy model is only an approximation that works for small signals near and below threshold. For these sorts of stimulus the rectifier acts like a squarer, and so the two models behave the same way. At higher signal levels the half-wave rectifier behaves linearly.
CONCLUSIONS
We have shown the pedestal effect, using two very different sorts of moving stimulus. The pedestal effect is predicted from a model that posits detection of speed energy. This model was first proposed to explain results of experiments on detection of pairs of jumps 10 ; the convergence of findings from these very different experiments constitutes strong support for the model. The speed energy appears to be computed only for small stimuli, however. Once the stimuli become large enough, we find masking, which is not predicted by the speed energy model. The overall pattern of results -speed energy detection at low signal levels and linear transduction at higher levels -is consistent with a half-wave-rectifier model. We view the speed energy model as an approximation to the half-waverectifier model that is valid for small stimuli.
The half-wave-rectifier model has several elements. First, the velocity waveform is temporally low-pass filtered ( by the mechanism that extracts the velocity from the spatiotemporal luminance waveform falling on the retina). Gaussian noise is added. The filtered signal with added noise is then passed through a half-wave rectifier. The output of the rectifier is integrated. These model elements are realistic, given what we know about motion cells. It seems quite plausible that MT or V1 complex cells should produce an output analogous to a low-pass filtered speed, although we are not aware of any electrophysiological studies that have examined the temporal impulse response or the frequency response of motion cells to jumping or oscillating stimuli. Any neuron's firing rate is noisy. Directionally selective cells 34 -36 are half-wave rectifiers of the speed signal; that is, they respond only to one of two opposite directions ( positive and negative) of motion along an axis. The output of a directionally selective cell can be integrated, implementing the model.
The motion system acts like an energy detector for small signals. Evidence for energy detection has been found in other domains, including audition 37 and luminance. 11 Among the support for energy detection is the pedestal effect, which has been found in the discrimination of auditory intensity 17 and luminance. 15, 16 Energy detection is an efficient approach to take if the signal has an unknown form 38 or if the signal is a pulse of unknown phase. 39 However, in the present motion experiments the form of the signal was known to be an impulse and the phase of the signal was known (it was delivered a fixed time after a keypress). There were only two stimuli in a block of trails: impulses of known amplitudes. Why then energy detection? There are at least two possible interpretations. First, there may be a hardwired simple mechanism (the half-wave-rectifier model) that computes energy and cannot use any information about the form of the signal. This nonoptimal mechanism is simple and will perform reasonably well. A second possibility is that the information about the signal waveform can be used in principle ( in a cross-correlator mechanism, for example), but even though there should be no uncertainty about the form of the signal, uncertainty is introduced at some level of processing in the brain. 40, 41 In any case, by using energy, the observer acts as though he or she is ignorant or uncertain about the form of the signal to be detected.
