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Abstract
Studying neural connectivity is considered one of the
most promising and challenging areas of modern neuros-
cience. The underpinnings of cognition are hidden in the
way neurons interact with each other. However, our exper-
imental methods of studying real neural connections at a
microscopic level are still arduous and costly. An efficient
alternative is to infer connectivity based on the neuronal ac-
tivations using computational methods. A reliable method
for network inference, would not only facilitate research of
neural circuits without the need of laborious experiments
but also reveal insights on the underlying mechanisms of
the brain. In this work, we perform a review of methods
for neural circuit inference given the activation time series
of the neural population. Approaching it from machine
learning perspective, we divide the methodologies into un-
supervised and supervised learning. The methods are based
on correlation metrics, probabilistic point processes, and
neural networks. Furthermore, we add a data mining meth-
odology inspired by influence estimation in social networks
as a new supervised learning approach. For comparison,
we use the small version of the Chalearn Connectomics
competition, that is accompanied with ground truth connec-
tions between neurons. The experiments indicate that unsu-
pervised learning methods perform better, however, super-
vised methods could surpass them given enough data and
resources.
1. Introduction
With the advent of modern high-throughput neural ima-
ging techniques, neuroscientists have the opportunity to ex-
amine individual and collective behaviors of neurons from
several organisms in a highly accurate manner [10]. These
techniques produce data that contains tremendous insights
on how neurons act and collaborate and thus its study may
expand our understanding of brain’s encoding and decoding
processes. However, extracting knowledge from such data
is a rather arduous task, due to the complexity , which is
inherent in neural processes, posing numerous methodolo-
gical challenges. One of these challenges lies in uncovering
and analyzing the underlying connectivity of a neural pop-
ulation given their activation patterns, a study that could be
placed in the broader field of connectomics [36].
Examining neural connectivity patterns has proven ex-
tremely valuable in multiple levels and modalities. Dif-
ferences in connections between human brain regions de-
rived from fMRI data, have been indicative of sex [13],rest-
ing state [9], bipolar disorder [27], mild cognitive impair-
ment [39] and creativity [16]. Connectivity analysis in EEG
data have produced promising results in studying autism
[26] and epilepsy [1]. In the microscopic level, networks
of neural cells and synaptic plasticity are widely believed
to hold the key to deciphering learning and computation
[5]. Research on neural circuits though carries additional
hindrances, the first one being the lack of experiments with
human neural cells, leading to experiments with other or-
ganisms such as fish, mice, monkeys or flies. The second
is the increasing time and space resolution, compared with
other neural data modalities, rendering numerous methods
applied in the aforementioned context computationally in-
feasible or plain simplistic. Assuming the data is acquired
in a reliable manner, the neuronal network analysis can
be decomposed into two parts. The first is how to define
the networks from recordings of neural activations and the
second how to mine knowledge from them. The present
work addresses the former.
One of the most common ways of recording activity in the
neural cell level is based on calcium imaging [34]. These
images can be converted into neural activation time series
and subsequently into spike trains (series of binary events)
using algorithms such as Optimal Optical Spike Inference
[38]. Inferring networks from spike trains can be seen as a
way to link structural with functional connectivity [11]. We
focus on three different types of network inference meth-
ods, already applied in the literature of connectomics. The
first is a family of model-free methods, where the probab-
ility of two neurons being connected is equal to a meas-
ure of correlation between their time series. The second
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method is an unsupervised probabilistic learning technique,
which models the set of spike trains as a Hawkes pro-
cess. The probability of a spike depends on the previous
spikes of other neurons and is conditioned on the paramet-
ers that capture their connectivity. From the point of su-
pervised learning, we examine the use of a residual convo-
lutional neural network, that classifies the connectivity of
two neurons given a subset of their activation time series,
and ground truth labels. As an extra supervised learning
approach, we devise a simple, data mining algorithm that
extracts features from the interactions between two neur-
ons and uses an SVM to classify them. We evaluate the
methods on a subset of ChaLearn1 Connectomics challenge
dataset. Unsupervised learning is evaluated with all the
data, while supervised goes through a leave-one-network-
out cross-validation. Unsupervised learning based on par-
tial correlation and the neural network, achieve the highest
results, though the former much more efficiently than the
latter. However, the neural network could potentially sur-
pass unsupervised approaches, if it is supported by enough
data and suitable computational resources. The results also
highlight the differences between the predictive behaviors
of unsupervised and supervised learning and the advantage
of sparse solutions. The paper is organized as follows. Sec-
tion 2 describes the different methods employed to perform
neural activation discretization and network inference. Sec-
tion 3 outlines the attributes of the comparative experiment,
including the characteristics of the dataset, the evaluation
procedure, and the results. Finally, section 4 concludes the
paper and points to potentially meaningful directions.
2. Methods
2.1. Preprocessing
The neural activation series are initially processed to re-
move the light scattering effect due to fluorescent imaging
and subsequently transformed into spike trains based on two
different methodologies. The light scattering effect is alle-
viated by multiplying the activity of all neurons in a given
time step with the inverse of a radial distance matrix, com-
puted based on the real distances between the neurons:
Di,j = 0.15e
|pi−pj |2
2 (1)
In this manner, the effect of light from nearby neurons
to the neuron examined is mitigated proportionally to the
respective distances between them.
Subsequently, we employed the OASIS (Online Active
Set method to Infer Spikes)[8] algorithm, to transform the
activations into spike trains. Finally, a threshold of 0.12 is
used to make the series binary, as suggested by the creators
of the dataset. Overall, the preprocessing takes on average
1http://connectomics.chalearn.org/home
30 seconds for each network.
2.2. Unsupervised Learning
2.2.1 Model Free Approaches
Network inference from time series is a task inherently
coupled with correlation. While the mere correlation of
activity in a given time interval of approximate neurons
might indicate a potential structural connection [2], com-
puting an effective connection at a given time relies heav-
ily on time precedence and conditional dependence. A
well-known causality metric for such cases is Transfer en-
tropy[30]. However, in our early experiments, it signific-
antly underperformed (close to 60%) and was too computa-
tionally expensive to continue using it. Since we can not use
a metric that combines both aforementioned properties, we
employ two different correlation types. Cross-correlation,
which accounts for time precedence and partial correlation,
which accounts for conditional dependence. This gives us
a chance to also evaluate which of the two properties has a
bigger impact on the task at hand.
Cross-Correlation Cross-correlation is a standard met-
ric in time series analysis [29]. It captures the correlation
between two random variables with a given lag τ .
γxy(τ) =
∑
t
[(xt − x)(yt+τ − y)] (2)
The final index is computed by the average cross correlation
for all lag values τ ∈ [0, T ], where T is the total length of
the time series. However, due to computational constraints,
in our experiments we kept lag = 1. Moreover, to account
for directed connections, we compute γyx and γxy .
Partial Correlation Partial correlation can be measured
by the precision matrix, which is the inverse of the covari-
ance Σ−1, and each element is a measure of conditional in-
dependence for the two respective variables. In other words,
the element eij is zero if variables i and j are independ-
ent given the rest of the variables in the dataset. That said,
accounting for unequivocal causal independence is practic-
ally impossible, not only due to computational demand of
testing all possible combinations in a given neuronal circuit
but also because of the limitations of the imaging method,
which may overlook several neurons.
Calculating connectivity using an estimate of the precision
matrix is quite popular in functional networks of fMRI or
EEG data [4]. The nodes in these cases are regions of in-
terest or electrodes. Structural learning models constitute
the most dominant approach, mainly due to their efficiency
and flexibility, which allows tailoring the model using prior
knowledge from neuroscience[3]. For example, to capture
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the physiological fact that effective connectivity cannot vary
greatly, temporal smoothing regularizations have been util-
ized [22]. Furthermore, group sparsity is introduced to the
model to take advantage of inter-subject similarity for better
estimation of each subject’s connectivity [37].
In our case, we utilize two different approaches to compute
partial correlation. The first one is based on the winning
solution [33] and essentially estimates the precision mat-
rix through principal component analysis, while keeping
the eigenvalues that correspond to roughly 80% of the vari-
ation. The second approach is a straightforward graphical
lasso[7], as implemented in scikit-learn [25].
Θ′ = argmaxΘ≤0(logdet(Θ)− tr(ΣΘ)− λ|Θ|1) (3)
Since the precision matrix contains negative values, we pro-
cess it further to match the ground truth connection matrix
which is binary. We derive the negative precision matrix, set
all diagonal elements to zero, and perform a min-max nor-
malization, which results in a positive matrix with elements
in [0, 1].
2.2.2 Hawkes Processes
Probabilistic approaches are prevalent in neural encoding
and decoding literature [24] because of their ability to cap-
ture uncertainty and hierarchy, which agrees with the gen-
eral Bayesian brain hypothesis [15]. In addition, they al-
low for the inclusion of flexible prior distributions that can
act as a means to incorporate neuroscientific knowledge in
the model, such as network sparseness and smoothness in
time[32]. In this case, we are going to employ the model
analyzed by Linderman et al.[19], where the activity of a
neuron k, which is essentially a series of N spikes sn ∈ S,
can be modeled by a conditionally inhomogeneous Poisson
process with background rate λk(s). The likelihood of a
given set of spikes from neuron k depends on the back-
ground rate and the rest events
(4)p(snNn=1|λk(s)) = e−
∫
S
λk(s)ds
N∏
n=1
λk(sn)
To include the interactions between neurons, the model has
to be expanded to take into account the spike history of all
neurons. A Hawkes process is based on events that each be-
longs to different point processes. Thus the series of spikes
sn is accompanied with a series of labels cn ∈ K indic-
ating which of the K processes produced the n spike. By
the Poisson superposition theorem [14] each of these pro-
cesses can be considered independent, thus the likelihood
of a given set of spikes is given by:
(5)p((sn, cn, zn)
N
n=1|λk(s), hk′,k(∆t)) =
K∏
k=1
p(cn = k, zn = 0|λk(s))
×
N∏
n′=1
K∏
k′=1
p(cn′ = k
′, zn = n′|hcn′ ,k(∆tn′,n))
for a spike sn, of neuron kn. zn is an auxiliary variable ad-
ded to signify which spike caused spike n. Each probability
in 5 is a Poisson distribution similar to 4. The first compon-
ent in 5 is a product depicting the probability of sn being
caused by the background firing rate of neuron k, in which
case zn is 0 because the spike is not caused by another spike.
The second component represents the probability of spike
n′ from neuron k′ causing spike n of neuron k. Matrix h
captures several aspects of the connectivity between neur-
ons. It can be decomposed into
hk′,k(∆t) = Ak′,kWk′,kgθk′,k(∆t) (6)
whereA is the adjacency matrix andW is the weight matrix
of the network. gθk′,k is a function parameterized by mat-
rix θ, that captures the time decay between the two neurons
and has as input the time passed between the two spikes
∆tn′,n. All the aforementioned parameters are estimated
via stochastic variational inference [21] with 100 iterations.
For implementation, we utilized the open source python lib-
rary pyhawkes. 2
2.3. Supervised Learning
2.3.1 Residual Convolutional Neural Network
The use of neural networks in the field of connectomics
is generally limited, compared to the immense success of
deep learning in other fields. Neural networks have been
utilized so far in connectomics for image processing tasks,
such as identifying neurons in 3D brain imaging [18] or seg-
mentation [35]. However, there is not extensive literature
based on neural networks for network inference and ana-
lysis, with small exceptions, such as a convolutional neural
network that identifies contrastive underlying weighted net-
work structures in fMRI data of different subject groups
[17]. In this work, we are going to examine a residual con-
volutional neural network, which is based on the method
that achieved fourth place in the competition[28] and has
been extended to a state of the art solution [6].
This method is accompanied with its own preprocessing, as
the model works directly with the fluorescence signals. The
signals are downsampled to certain period that is charac-
terized by high overall network activity, meaning that the
2https://github.com/slinderman/pyhawkes
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neurons average activations surpass 0.02. Afterward, each
downsampled signal is standardized, subtracting its mean
and dividing by its standard deviation. Subsequently, the
data is transformed to serve as input to the neural network.
Each training sample consists of a 4x320 matrix. For each
pair of neurons, a subset of 320 is taken from a random
starting point of their activation times series. The first two
rows of the training sample correspond to the activity of the
two neurons at that subset, the third is the average activity
of the whole network and the fourth is the partial correl-
ation between the two neurons, repeated 320 times. The
partial correlation is computed after applying a summation
filter with length 3 to the two-time series, deriving precision
through principal component analysis with 80% of variance
retained similarly to the winner’s solution[33], and stand-
ardizing it. To ensure a balance between positive and negat-
ive samples in the training dataset, subsets of activity from
pairs of connected neurons are sampled more times than the
ones with no connection.
The architecture of the residual neural network employed[6]
can be seen in figure 1 and in detail consists of: One con-
volutional and two residual convolutional layers, each with
size [2x326x32] and filters of size [2x5x1]. Another block
of one convolutional and two residual convolutional layers,
each with size [2x322x64] and filters of size [2x5x32]. A
max pooling layer [1x10] and another convolutional layer of
size [1x32x128] with filters [1x1x64]. One dense and two
residual dense layers with a size of 256 and a dense out-
put layer for softmax classification. The nonlinear function
employed is parametric ReLU. The training of the model
was performed with Adam optimization, on 100 epochs, a
batch size of 100, early stopping in 20 epochs, a dropout
probability of 0.2 for convolutional layers and 0.5 for dense
layers. We base our implementation on the python libraries
TFconnect 3 and TFomics 4. Since this method is super-
vised, instead of computing the evaluation metrics as done
for the model-free methods, we use a leave one network out
cross-validation, for all 6 networks. In addition, to get a
sense of how the model performs without the partial correl-
ation, which is a standalone solution, we run experiments
where the input to the model does not include the partial
correlation, and we found out that for this dataset, the two
models perform the same.
2.3.2 Social Influence Model
As a final method, we have developed a data mining al-
gorithm based on methodologies that model influence dy-
namics in social networks. The main reason we chose
to go this way, is that the problem of estimating who in-
fluences whom in a social network, just by observing the
3https://github.com/spoonsso/TFconnect
4https://github.com/spoonsso/tfomics
time of events, is quite similar to network inference given
spike trains. Thus we wanted to examine a potential over-
lap between these two distinct fields. In addition, the
method constitutes another supervised learning approach
which contributes to forming a more thorough opinion on
whether supervised or unsupervised learning is a better fit
for the problem.
The idea is basically to extract features from each (directed)
pair of neurons, based on the way the spikes of one neuron
follow the spikes of the other. The steps of the algorithm
can be summarized as:
1. Remove samples where over 70% of the network
spikes.
2. Define as candidate impulse responses of a neuron’s
spike s, the immediate next spike sn of each other
neuron.
3. Remove candidate impulse responses that are less than
1 sec away from a spike preceding s.
4. For each neuron pair, calculate the time spans between
all spikes and the respective impulse responses (e.g.
copying time).
5. Transform the time span series into scores using
e1.0/(x) − 1.
6. Compute the number of impulses, mean, variance and
95th percentile of the time span series.
7. Use the features from step 6 as input to an SVM with
RBF kernel and adjusted class weights.
The method starts with a preprocessing step. We remove
cases where the majority of the network is active simultan-
eously because the activations might be too noisy due to
light scattering. In the second step, we hypothesize that a
spike can potentially cause all the immediate next spikes of
the network. Thus each spike s has a pool ofN−1 possible
impulse responses, where N is the number of nodes in the
network. To reduce this pool, we have to take into account
possible fake links that could be derived. For example, if
s has two candidate impulse responses s1 at time t1, and
s2 at t2 > t1, then s2 will be erroneously attributed as a
candidate impulse response to s1 as well. To refrain from
this, when we examine the candidate impulse responses of
s1, we remove spikes that are less than a second away from
a spike preceding s1. This is step 2. Of course, it does
not fully alleviate the problem, as valid connections could
be lost by it and it is heavily dependent on the hyperpara-
meter of 1 second. However, it does improve significantly
the result of the algorithm. Subsequently, we calculate all
time intervals between spikes and their impulse responses.
This gives essentially a series of time spans for each direc-
ted pair. In step 4 we transform these series using an expo-
nential function to reward spikes that are very close in time
and penalize the opposite. Subsequently, we run simple fea-
ture extraction on each series, to end up with a vector of 4
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Figure 1: Architecture of the Residual Convolutional Neural Network
elements that correspond to the training sample for a direc-
ted pair.
3. Experiments
3.1. Dataset
The dataset we use for evaluation stems from an experi-
ment with a larval zebrafish. The zebrafish calcium fluor-
escence images were used to create a realistic simulator
that takes into account the limitations of the imaging tech-
nique as well as the real attributes of spiking behavior and
neural cultures. In this manner, the calcium fluorescence
time series simulated are accompanied with ground truth
synaptic connections, in order to evaluate quantitatively the
predictive ability of the models.
A total of 1000 neurons were simulated together with their
activation time series, in a one-hour simulation with the
50Hz sampling frequency, resulting in 180000 samples for
each series. The dataset includes 3 different simulated data-
sets that share the same attributes as the testing dataset. Due
to computational constraints, we limit our experiments in 6
small networks, with 100 neurons each, provided by the or-
ganizers of the competition.
3.2. Evaluation
The number of real connections in each network corres-
ponds to only 10% of the overall possible connections,
which means that accuracy is not a completely reliable
method for validation. That is why we employ Area Un-
der Receiver Operator Curve (AUC) and precision Recall
Curve (PRC) for evaluation. The former is one of the most
prevalent evaluation metrics in machine learning literature
and intuitively captures the relationship between sensitivity
and specificity, with 100% being the result of an optimum
classifier. The latter captures the relationship between high
precision and low recall when it is low, and it has proven
useful for network inference in bioinformatics’ low-density
networks [31]. As mentioned above, unsupervised learn-
ing is evaluated with all the data, while supervised goes
through a leave-one-network-out cross-validation, meaning
that we train on five networks and test on the sixth in a re-
peated manner. The code to reproduce the experiments can
be found on github5.
3.3. Results
Table 1 shows the cross-validation AUC and PRC for
each method as well as the average time needed to train and
test one cross-validation fold. Graphical lasso clearly out-
performs the rest of the methods in terms of accuracy and
is the second fastest. This comes in accordance with the lit-
erature of connectomics where partial correlation is extens-
ively employed, as mentioned above. We hypothesize that
the reason behind graphical lasso outperforming the win-
ning solution (PCA) was due graphical lasso’s sparsity con-
straint. More specifically, lasso facilitates retrieving sparse
connections, which is a prime characteristic of the networks
we try to infer. Similar examples where sparsity regulariza-
tions on the precision matrix have enhanced identification
of neural connections exist in the literature [12]. Cross-
correlation comes second in accuracy for the unsupervised
learning methods, though it is much slower then PCA and
graphical lasso. Possibly if the lag hyperparameter is optim-
ized, cross-correlation could get even higher. Hawkes pro-
cess performs quite purely. One possible explanation could
be the limited number of iterations (100) which must have
a strong negative impact on stochastic variational inference.
Moving to the supervised models, RCNN had almost the
same accuracy as the graphical lasso, but by far the worst
computation time. The model would surely achieve extreme
acceleration if it is run on a GPU. Moreover, this algorithm
was developed and evaluated in networks of 1000 neurons,
which means the number of training samples used to train
it is orders of magnitude bigger. Given the need of deep
learning techniques for voluminous data, the accuracy of
the model was unexpectedly high. Finally, the model based
on social influence (CIRUSIM) has the worst accuracy and
is overly time inefficient. This could be due to the simplistic
basis of the method or the several hyperparameters that need
tuning. However, CIRUSIM achieves 81% AUC with stand-
ard 5-fold cross-validation. This could mean supervised
learning performs worse then unsupervised because it does
not take into account the properties of the test network.
5https://github.com/GiorgosPanagopoulos/Network-Inference-From-
Neural-Activations
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Network Inference Method AUC % PRC % Time (Sec)
Graphical Lasso 83.1 44.2 40
RCNN 83 44.9 6082
Cross Correlation 77.7 34.9 432
PCA 76.1 30.7 33
Hawkes 72.8 35.5 5588
CIRUSIM 68.7 19.3 3276
Table 1: Area under the ROC Curve (AUC) and Precision Recall Curve (PRC). Computation time accounts for one run of a
cross validation fold.
Figure 2: Heatmaps of the inferred connectivity matrices and the ground truth network. The lighter the color, the higher the
probability of connection.
To dive deeper into the results, figure 2 shows heat
maps with the inferred connectivity probability matrices.
We chose graphical lasso to represent the model-free ap-
proaches because it is the most successful of them. One can
see that supervised learning models tend to produce higher
probabilities then unsupervised ones. This is more prevalent
in CIRUSIM, but it is also visible in the first 3 networks for
RCNN. This predictive behavior is not favored by metrics
such as AUC, which penalize harshly false positives. The
improvement in performance when the solution gets more
sparse or the probabilities fall, is visible in the AUC of these
models; CIRUSIM has an average AUC of 61% on the first
three networks and 75% in the last three, while RCNN has
74% on the first three and 91% on the last. Generally, the
last three networks were easier to predict for both, unsuper-
vised and supervised networks. The Hawkes process has an
overly sparse solution, where the predicted connections are
very few and as a result, the true positives are minuscule. In
contrast, the solution of graphical lasso is more balanced.
It is quite sparse but it has a fair amount of high probabil-
ities. RCNN clearly infers more connections then Glasso.
More specifically, it has an average of 10% higher precision
in each network. However, the sparsity of Glasso makes up
for it with consistently great recall (over 92% on average).
6
4. Future Work
Our experiments showed that unsupervised learning
provides a more efficient solution. However, we know that
RCNN has the strongest solution with networks of 1000
cells [6] and as we showed, it has a very competitive per-
formance even with networks of 100 cells. Thus, the use of
supervised methods can be justified, if certain requirements
regarding the computational resources and the volume of
data are satisfied. Of course, the existence of ground truth
labels is also a prerequisite, probably the hardest one. If we
could summarize the conclusion of the study in one sugges-
tion, it would be to use graphical lasso when the data is lim-
ited and RCNN otherwise. However, to define how much
data suffice to employ a neural network approach, several
experiments need to take place with a diverse set of data.
Given the difference between leave-one-network-out and
simple cross-validation, we can assume that the accuracy of
supervised methods would be enhanced if they could also
learn from the test networks. Hence, examining a semi-
supervised learning approach could provide a new perspect-
ive and stronger results. Moreover, the experiments reveal
the importance of sparse solutions. This sparsity could be
guided based on prior neuroscientific knowledge, in the pro-
totypes of previous studies [22,37]. For example, multi-task
learning methods have proven promising in alleviating the
negative effect of inter-network variations, even with few
and noisy data [23].
Finally, in this study, we have overlooked two classes of
powerful connectivity inference methodologies. One is
based on generalized linear models [20] and the other on
stochastic leaky integrate-and-fire models [24]. These two
approaches need to be taken into consideration to form a
more catholic view of the available solutions.
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