For an n × n matrix polynomial P (λ) and a given set Σ consisting of k ≤ n distinct complex numbers, we compute upper and lower bounds for a spectral norm distance from P (λ) to matrix polynomials whose spectrum include the specified set Σ. At first we construct an associated perturbation of P (λ), and then the upper and lower bounds are computed for the mentioned distance. Numerical examples are given to illustrate the validity of the method.
Introduction
Let A be an n×n complex matrix and let L be the set of complex n×n matrices that have µ ∈ C as a prescribed multiple eigenvalue. Malyshev [12] has obtained the following formula for the spectral norm distance from A to L resp λ (A) = min A − λI γI n 0 A − λI , where s i is the ith singular value of the corresponding matrix that is ordered in nonincreasing order. Malyshev's work can be considered as a solution to the Wilkinson's problem that is the distance from a matrix A ∈ C n×n that has simple eigenvalues to the matrices with multiple eigenvalues. Wilkinson introduced this distance in [19] and some bounds were computed for it by Ruhe [18] , Wilkinson [20] [21] [22] [23] and Demmel [3] . Malyshev formula were extended by Ikramov and Nazri [8] for the case of a spectral norm distance from A to matrices with a prescribed triple eigenvalue. In 2011, Mengi [14] obtained a formula for the distance from A to the set of matrices that have a prescribed eigenvalue of prespecified algebraic multiplicity. Moreover, Malyshev's work also were extended by Lippert [11] and Gracia [6] . They computed a spectral norm distance from A to the matrices with two prescribed eigenvalues.
In 2008, Papathanasiou and Psarrakos [16] studied the Malyshev's results for the case of matrix polynomials. They introduced a spectral norm distance from a matrix polynomial P (λ) to the matrix polynomials that have µ as a multiple eigenvalue. The upper and lower bounds for this distance was computed, while the construction of an associated perturbation of P (λ) was also considered. Lately, motivated by Mengi's results, Psarrakos [17] defined the matrix polynomial , and by extending the method used in [16] derived bounds for the distance from P (λ) to the matrix polynomials with a prescribed eigenvalue of prespecified algebraic multiplicity. In this paper, inspired by what mentioned earlier, the bounds for a spectral norm distance from an n × n matrix polynomial P (λ) to the set of matrix polynomials with k ≤ n distinct prescribed eigenvalues is computed. In addition, the construction of associated perturbation of P (λ) is also considered. Replacing the divided differences by derivatives of P (λ) in the terms of F k [P (λ); γ] is the main idea used in this article. In throughout of this paper it assumed that k ≤ n. In Section 2, some of definitions that are required in the next sections are recalled. In Section 3, an associated perturbation of P (λ) by using the method described in [16, 17] and aforesaid idea is constructed. In Section 4, firstly a lower bound is obtained for a spectral norm distance from P (λ) to the matrix polynomials whose spectrum include the k prescribed eigenvalues, then according to the associated perturbation constructed in Section 3, an upper bound is computed. Finally, two numerical examples are provided in Section 5 to demonstrate the effectiveness of the presented numerical technique in previous sections.
Some definitions for matrix polynomials
The study of matrix polynomials, especially with regard to their spectral analysis, has received a great deal of attention and has been used in many important applications. Good references for the theory of matrix polynomials are [5, 13] and references therein. Here, some definitions for a matrix polynomial as in [16, 17] , but considered for the case of k arbitrary distinct eigenvalues, are recalled.
Definition 2.1. For A j ∈ C n×n (j = 0, 1, ..., m) and a complex variable λ, we define the matrix polynomial P (λ) as
If for a scalar µ ∈ C and some nonzero vector υ ∈ C n , it holds that P (µ)υ = 0, then the scalar µ is called an eigenvalue of P (λ) and the vector υ is known as a right eigenvector of P (λ) corresponding to µ. Similarly, a nonzero vector ν ∈ C n is known as a left eigenvector of P (λ) corresponding to µ if we have ν * P (µ) = 0. The spectrum of P (λ) is the set of its eigenvalues. Throughout of this paper, it is assumed that A m is a nonsingular matrix and this implies that the spectrum of P (λ) contains no more than mn distinct elements. Moreover, P (λ) is assumed to be regular. A matrix polynomial is said to be regular if its determinant is not identically zero. Multiplicity of µ as a root of the scalar polynomial detP (λ) is called algebraic multiplicity and number of linear independent eigenvectors corresponding to µ is known as geometric multiplicity. Algebraic multiplicity of an eigenvalue is always greater or equal to its geometric multiplicity. An eigenvalue is called semisimple if its algebraic and geometric multiplicities are equal, otherwise it is known as defective. Assuming that the singular values of the matrix polynomial P (λ) denoted by s 1 (P (λ)) ≥ s 2 (P (λ)) ≥ . . . ≥ s n (P (λ)), are decreasingly ordered. The singular values of P (λ) are the nonnegative roots of the eigenvalue functions of
In what follows, some of the necessary definitions are rewritten briefly for compatibility with our purpose particulary. Definition 2.2. Assume that P (λ) is a matrix polynomial as in (1) and also matrices ∆ j ∈ C n×n , (j = 0, 1, ..., m) are arbitrary. We consider perturbations of the matrix polynomial P (λ) as follow
Definition 2.3. Suppose that a matrix polynomial P (λ) as in (1), ε > 0 and weights w = {ω 0 , ω 1 , ..., ω m } are given, such that w is a set of nonnegative coefficients with ω 0 > 0. Defining the associated set of perturbations of P (λ) B(P, ε, w) = {Q(λ) as in (2) : ∆ j ≤ εω j , j = 0, 1, ..., m}, the scalar polynomial w(λ) corresponding to the weights is defined of the form
Definition 2.4. Let the matrix polynomial P (λ) as in (1) and a set of distinct complex numbers Σ = {µ 1 , µ 2 , . . . , µ k } be given. Define the distance from P (λ) to the set of matrix polynomials whose spectrum include Σ by
Definition 2.5. Suppose that for a function f (x) we are given the n + 1 points
, where the scalars x 0 , x 1 , . . . , x n , are ordered in nonincreasing order, i.e.,
and is defined by following recursive formula
where x l = x m for l < m implies x j = x m for all j = l, . . . , m, and f (
Definition 2.6. Let the matrix polynomial P (λ), as in (1) and a set of distinct complex numbers Σ = {µ 1 , µ 2 , . . . , µ k } be given. For a scalar γ ∈ C, define the nk × nk matrix polynomial F γ [P, Σ] by
Henceforth for simplicity we denote nk − (k − 1) by ρ.
Construction of a perturbation
In this section we construct a matrix polynomial ∆ γ (λ) such that Σ lies in the spectrum of the matrix polynomial Q γ (λ) = P (λ)+∆(λ). Without loss of generality, hereafter we can assume that the parameter γ is a nonnegative real number [17] .
is a pair of left and right singular vectors of s ρ (F γ [P, Σ]), respectively. We define the two n × k matrices
, and
Firstly, assume that γ > 0 and rank(V (γ)) = k. Define the vectorŝ
where
The vectorsû p (γ), (p = 1, . . . , k) are defined similarly. Also according to the vectorŝ
Considering the quantities α i,s and β s for i, s = 1, . . . , k as follow
and
the n × n matrix ∆ γ of the form
whereV (γ)
† is the Moore-Penrose pseudoinverse ofV (γ). Finally, we define the
By this definition for
nk is a pair of left and right singular vectors of s ρ (F γ [P, Σ]) we have
Therefore, for the matrix polynomial
one can obtain
The vectorv i can be obtained by adding all the coefficients of P (µ i ), whileû i is obtained from adding the ith equation to the linear combination of first i − 1 equations in right hand side of (4). Therefore, if rank(V (γ)) = k, then µ 1 , µ 2 , . . . , µ k are some eigenvalues of the matrix polynomial Q γ (λ) withv 1 (γ),v 2 (γ), . . . ,v k (γ) as their associated eigenvectors, respectively. The next corollary follows immediately.
Theorem 3.2. Suppose that an n × n matrix polynomial P (λ) as in (1) and a set of k ≤ n distinct complex numbers Σ = {µ 1 , µ 2 , . . . , µ k } are given. If for every γ > 0 we have rank(V (γ)) = k, then µ 1 , µ 2 , . . . , µ k are some eigenvalues of Q γ (λ) in (5) corresponding tov 1 (γ),v 2 (γ), . . . ,v k (γ) as their associated eigenvectors, repectively.
Remark 3.3. If we have k = 2, then by performing similar method described in Section 5 of [16] one can derives that if γ * > 0 is a point where the singular value s 2n−1 (F γ [P, {µ 1 , µ 2 }]) attains its maximum value and P [µ 1 , µ 2 ] is a nonsingular matrix, then we have rank(V (γ * )) = 2. But for the case k > 2 as mentioned in [17] , it is not easy to obtain a value of γ that implies rank(V (γ)) = k. However, for every γ > 0, the condition rank(V (γ)) = k holds for all numerical experiments considered in this paper.
Bounds for D w (P, Σ)
In this section, at first we compute a lower bound for D w (P, Σ). Then, according to the associated perturbation of P (λ) constructed in the previous section, an upper bound of D w (P, Σ) is obtained.
Lemma 4.1. Let γ > 0 and k distinct complex numbers µ 1 , µ 2 , . . . , µ k be some eigenvalues of the matrix polynomial P (λ).
Proof. The k distinct complex numbers µ 1 , µ 2 , . . . , µ k are some eigenvalues of P (λ) if and only if there exist k linearly independent vectors v 1 , v 2 , . . . , v k such that P (µ i )υ i = 0, (i = 1, . . . , k). This means that the null space of the matrix P (µ i ) is at least one. By using suitable elementary transformations on rows and columns we can obtain
Suppose that e i is the ith column of the Identity matrix I n . If we set ψ 1 = e 1 ⊗ v 1 , ψ 2 = e 2 ⊗v 2 and ψ i = e i ⊗v i−2 , (i = 3, . . . , k−2), then {ψ 1 , ψ 2 , . . . , ψ k } is a set of the k linearly independent eigenvectors corresponding to zero as an eigenvalue of
Lemma 4.2. Let γ > 0 and k distinct complex numbers µ 1 , µ 2 , . . . , µ k be some eigenvalues of the matrix polynomial Q(λ) = P (λ) + ∆(λ), then
Proof. Let k distinct complex numbers µ 1 , µ 2 , . . . , µ k be some eigenvalues of Q(λ) = P (λ)+∆(λ). According to the Lemma 4.1 we obtain that s ρ (F γ [Q, Σ]) = 0. So, proof is completed by using the Weyl inequalities (e.g., see Corollary 5.1 of [2] ) for singular values, for the following relation
Next Lemma obtains a lower bound for D w (P, Σ). Lemma 4.3. Let γ > 0 and k distinct complex numbers µ 1 , µ 2 , . . . , µ k be some eigenvalues of a perturbation matrix polynomial Q(λ) = P (λ) + ∆(λ), then
Proof. Firstly, it is easy to see
By following similar processes to the Theorem 2.4 of [17] , we can assume a unit 
Furthermore, from (3) the following relation holds
Consequently, if γ > 0 then
From (6) and (7) we have
as lower and upper bounds of D w (P, Σ). Results of this section are summarized in the next theorem.
Theorem 4.4. Suppose that an n × n matrix polynomial P (λ) as in (1) and a set of k distinct complex numbers Σ = {µ 1 , µ 2 , . . . , µ k } are given. If γ > 0, then we have D w (P, Σ) ≥ β low (P, Σ, γ), where β low (P, Σ, γ) is given by (8) . Moreover, if rank(V (γ)) = k, then the matrix polynomial Q γ (γ) introduced in (5) lies on B(P, β up (P, Σ, γ), w) and D w (P, Σ) ≤ β up (P, Σ, γ), where β up (P, Σ, γ) is given by (9).
Remark 4.5. As mentioned in Remark 3.3, if γ > 0 then we have rank(V (γ)) = k in all our numerical experiments. Therefore, it can be an obvious expectation to find a value of γ > 0 that obtains the closest upper and lower bounds. For doing this, we can define the nonnegative function f (γ) as
and try to minimize this function by implementation of unconstrained optimization methods(for example, see [15] ). Moreover, the best lower and upper bounds can be obtained by maximizing and minimizing β low (P, Σ, γ) and β up (P, Σ, γ), respectively. It is clear that values of γ which yield the smallest upper bound and the biggest lower bound may be different.
Now we consider the case γ = 0.
. . , k) be a pair of left and right singular vectors of P (µ i ) corresponding to σ i = s n (P (µ i )), (i = 1, . . . , k), respectively. Assume that the vectors v 1 , . . . , v k are linearly independent. Define the matrix polynomial ∆ 0 (λ) as
where v 1 . . . v k † is the Moore-Penrose pseudoinverse of v 1 . . . v k † . Thus, the matrix polynomial
lies on ∂B(P,
, w) and satisfies
Hence scalars µ 1 , . . . , µ k are some eigenvalues of the matrix polynomial Q 0 (λ) with v 1 (γ), v 2 (γ), . . . , v k (γ) as their associated eigenvectors, respectively. Theorem 4.6. Let γ = 0, and let u i , v i ∈ C n , (i = 1, . . . , k) be a pair of left and right singular vectors of P (µ i ) corresponding to σ i = s n (P (µ i )), respectively. If v 1 , . . . , v k are k linearly independent vectors, then the matrix polynomial Q 0 (λ) in (11) lies on ∂B(P,
, w) with µ 1 , . . . , µ k as some of its eigenvalues.
In the next Remark we compute upper and lower bounds for a spectral norm distance from an n × n matrix A to set of matrices with k prescribed eigenvalues. This issue is explained in [10] in detail.
Remark 4.7. We consider the standard the standard eigenproblem associated to matrix A ∈ C n×n . In a special case, assume that P (λ) = Iλ − A, with the set of weights w = {ω 0 , ω 1 } = {1, 0}. Thus, for the scalar polynomial w(λ) we have w(µ i ) = ω 0 , (i = 1, . . . , k) and w [µ i , . . . µ j ] = 0 for every j > i. Consequently, the matrix F γ [w, |Σ|] becomes the identity matrix I nk and the lower bound in (8) turns into β low (P, Σ, γ) = s ρ (F γ [P, Σ]) . On the other hand, it is easy to see that α i,s = 1 and β s = 1 for i, s = 1, . . . , k. Therefore, the upper bound in (9) becomes
Furthermore, the matrix polynomial Q γ (λ) in (5) will be
Numerical examples
In this section, the validity of the method described in previous sections is examined by some numerical examples. As was mentioned in Remark 3.3 for every γ > 0, rankV (γ) = k holds in all numerical experiments. By applying the procedures described in section 4, we compute the lower and upper bounds for the distance D w (P, Σ). Furthermore, according to the Remark 4.5 in our examples the function f (γ) is constructed and minimized to obtain the closest lower and upper bounds. In our examples, the function f (x) is minimized by employing the MATLAB function fminbnd. This finds a minimum of a function of one variable within a fixed interval. All computations were performed in MATLAB with 16 significant digits, however, for simplicity all numerical results are shown with 4 decimal places.
Example 5.1. Consider the matrix polynomial
where its coefficients are random matrix generated by MATLAB. Consider the set of weights w = { 12.0731, 14.8523, 11.7991 } which are the norms of the coefficient matrices and the set Σ = {1 + i, −2, 3}. To obtain the closest lower and upper bounds we define the one real variable function f (γ) as By applying the MATLAB function fminbnd we find that f (γ) attains its minimum value at γ = 1.9457. Now by the procedures described in Section 4, the lower and upper bounds in (8) and (9) are calculated as follow 0.1018 = β low (P, {1 + i, −2, 3} , 1.9457) ≤ D w (P, {1 + i, −2, 3}) ≤ β up (P, {1 + i, −2, 3} , 1.9457) = 1.0092.
In Fig 1, the graphs of the upper bound β up (P, {1 + i, −2, 3} , γ) and the lower bound β low (P, {1 + i, −2, 3} , γ) are plotted for γ ∈ [0, 10]. Also, Q 1.9457 (λ) = P (λ) + ∆ 1.9457 (λ) is a perturbation of P (λ) that lies on ∂B(P, β up (P, {1 + i, −2, 3} , 1.9457), w) and include Σ in its spectrum. Where Moreover, consider the case γ = 0 for this example. If we have γ = 0, then according to discussion for the case γ = 0, the matrix polynomial Q 0 (λ) = P (λ)+∆ 0 belonging to ∂B(P, 12.5337, w) including Σ in its spectrum can be obtained. Here Also an example is presented to illustrate the applicability of the Remark 4.7.
Example 5.2. In the second numerical example of [10] , the Frank matrix of order 12 which denoted by F 12 and has some small ill-conditioned eigenvalues is considered.
In the forenamed example, the optimal distance from F 12 to the set of matrices that have the set Σ = {0.1, −0.1, 0.1i, −0.1i} in their spectrum has been found. This optimal distance is D w (P, Σ) = 6.9 × 10 −4 . Here, we assume the matrix polynomial P (λ) of the form 
that is the standard eigenproblem associated to the matrix F 12 and compute lower and upper bounds for D w (P, Σ). To obtain the closest lower and upper bounds the MATLAB function fminbnd is applied again which yields γ = 2.5730. Therefore, according to the discussion in the Remark 4.7 one can obtain 6.4007×10 −4 = β low (P, Σ, 2.5730) ≤ D w (P, Σ) ≤ β up (P, Σ, 2.5730) = 8.6167×10 −4 .
As it can be seen, D w (P, Σ) belongs to [β low (P, Σ, γ), β up (P, Σ, γ)]. Moreover it is easy to see that spectrum of the matrix polynomial Q γ (λ) in (12) include the set Σ.
Conclusions
In this paper, for a matrix polynomial P (λ) and a given set Σ = {µ 1 , µ 2 . . . . , µ k } consisting of k distinct complex numbers, a spectral norm distance from P (λ) to the matrix polynomials that have µ 1 , µ 2 . . . . , µ k as k eigenvalues, was introduced. The upper and lower bounds for this distance were computed and moreover an associated perturbation of P (λ) was constructed. The two cases of γ > 0 and γ = 0 were studied in detail, separately. Finally, it was pointed out that the bounds obtained are not necessarily optimal, however, it is assured that D w (P, Σ) belongs to [β low (P, Σ, γ), β up (P, Σ, γ)]. The conditions to obtain the optimal bounds and a value of γ that implies rank(V (γ)) = k, are the subject of our future research.
