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Abstract
We introduce inverse modified differential equations (IMDEs) to contribute to the
fundamental theory of discovery of dynamics. In particular, we investigate the IMDEs for
the neural ordinary differential equations (neural ODEs). Training such a learning model
actually returns an approximation of an IMDE, rather than the original system. Thus, the
convergence analysis for data-driven discovery is illuminated. The discrepancy of discovery
depends on the order of the integrator used. Furthermore, IMDEs make clear the behavior
of parameterizing some blocks in neural ODEs. We also perform several experiments to
numerically substantiate our theoretical results.
Key words. Deep learning, Neural ODEs, Dynamical systems, Inverse modified differential
equations, Numerical analysis, Data-driven discovery, HNN.
1 Introduction
Residual neural networks [18] have become an increasingly successful tool in modern deep learning
tasks. Recently, neural ordinary differential equations (neural ODEs) [4], a continuous approxima-
tion to the ResNets architecture, has been proposed to bridge the connection between ResiNets and
ordinary differential equations. On grounds of their desirable properties, such as invertibility and
parameter efficiency, neural ODEs are attracting increasing attention. For example, [7] constructs
NANODEs with time-varying weights; [25] proposes the SNets to accelerate computation using
a higher-order approximation; [29] proposes the TisODEs to further enhance the robustness; [30]
explains approximation capabilities of neural ODEs.
Neural ODEs form a family of models that approximate nonlinear mappings by ordinary dif-
ferential equations. In neural ODEs, the relation between inputs yin and predicted outputs yˆout is
characterized by the following equation,
d
dt
y(t) = fnet(t, y(t)), y(0) = yin, y(T ) = yˆout, (1)
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where the vector field fnet is a trainable neural network parameterized by weights. Predicted
outputs yˆout can be computed by solving the ordinary differential equation (1). Let φt,f (y0) be the
exact solution of an ordinary differential equation
d
dt
y(t) = f(t, y(t)), y(0) = y0.
Neural ODEs can be represented as the n dimensional function depended on terminal time T and
vector field fnet with input yin, i.e.,
yˆout = φT,fnet(yin).
The discrepancy between the predicted output yˆout and the real output yout is measured by a loss
function l(yˆout, yout), where l(·, ·) is minimized when its arguments are equal. Subsequently, the
training process of neural ODEs is solving an optimization problem of the form
min
fnet∈Γ
∫
Y
l(φT,fnet(yin), yout)dP (yin). (2)
Here, hypothesis space Γ consists of neural networks, P (y) is a probability measure on Y modelling
the input distribution, which is unknown and set by training data.
Assume that the input-output pairs (yin, yout) obey yout = φT,ftag(yin) for the target function
ftag, then fnet returned by the training algorithm is a suitable approximation of ftag theoretically.
However, the exact φT,fnet(yin) is replaced by an ODE solver denoted by ODEsolve(yin, fnet, T ) in
practice, and numerical errors lead to
ODEsolve(yin, ftag, T ) 6= φT,ftag(yin).
To further reveal this phenomena, we introduce inverse modified differential equations (IMDEs).
The vector field fh of the IMDE satisfies
ODEsolve(yin, fh, T ) = φT,ftag(yin),
and thus training a neural ODE returns an approximation of fh.
In addition, neural ODEs can also be utilized as a data-driven technique to discovery ftag given
information on the states by integrators. It is proven that the discrepancy between ftag and fh
depends on the order of the integrator. Similar results have been provided for specific integrators
such as [26] for multistep methods. IMDEs illuminate this discrepancy for general ODE solver
from a new perspective.
Furthermore, IMDEs are certainly applied to Hamiltonian neural networks (HNN) [14], a class
of parameterizing some blocks in neural ODEs. It is find that symplectic integrators could result
in more stable training for HNN, however, non-symplectic integrators could lead to excessive loss
and uncertain results dominated by data distribution. Finally, the numerical results support the
theoretical findings of this paper.
This paper is organized as follows. After the completion of this introduction, some notations
and terminologies are detailed in Section 2. In Section 3, we introduce the IMDEs and the com-
putation procedure for general ODE solvers. Furthermore, The discrepancy of discovery and the
approximation targets of HNN are discussed. Section 4 provides several numerical results to sub-
stantiate the theoretical findings. In Section 5, we summarize our findings and discuss future
directions.
2
2 Preliminaries
In this section, we introduce the necessary notations and the idealized setting throughout this
work and briefly review the theory of integrators.
2.1 Notations and idealized setting
First and foremost, we define the approximation target.
Definition 1. For an optimization problem
min
u∈Γ
L(u)
with hypothesis space Γ, the approximation target of u is the optimal solution with taking Γ = B,
where B is the set of Borel measurable function.
On grounds of the universal approximation theorem [6, 19, 20] and the optimization algorithm
[8] in deep learning, approximation targets can be approximated essentially by neural networks.
The above definition accords with the literal sense.
Without loss of generality, the attention in this paper will be addressed to autonomous systems
of first-order ordinary differential equations
d
dt
y(t) = f(y(t)), y(0) = y0, (3)
where y(t) ∈ Rn and f : Rn → Rn is Lipschitz continuous. A non-autonomous system d
dt
y(t) =
f(t, y(t)) can be brought into this form by appending the equation d
dt
t = 1. Let φt(y0) be the exact
solution and Φh(y0) be the numerical solution with time step h of equation (3), we will add the
subscript f , denote φt as φt,f and Φh as Φh,f to emphasize specifying equations.
It is assumed that the input-output pairs (yin, yout) obey yout = φT,ftag(yin) for data step T and
the target function ftag is sufficiently differentiable. The choice for ODE solver in this paper is N
recursions of a numerical integrator, i.e.,
ODESolve(y0, f, T ) = Φh,f ◦ · · · ◦ Φh,f︸ ︷︷ ︸
N recursions
(y0) = Φ
N
h,f (y0),
where T = Nh with time step h and N is called step number. Subsequently, the optimization
problem (2) is replaced by
min
fnet∈Γ
∫
Y
l(ODESolve(yin, f, T ), yout)dP (yin). (4)
Although one often encounters situations with data containing observation errors and nonexistence
of the smooth target function, the idealized situation is the focus of this work, which is the first
step towards the understanding of the mathematical issues.
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2.2 Numerical integrators
In the last few decades, numerical integration for ordinary differential equations has reached a
certain maturity, mainly contains Runge-Kutta methods and linear multistep methods. We recall
some pivotal definitions and essential supports here. Refer to [3, 16, 17] for more presentations of
integrators.
Order. An integrator Φh(y0) with time step h has order p, if for any sufficiently regular
equation (3),
Φh,f (y0) = φh,f (y0) +O(h
p+1),
where φh,f (y0) denotes the exact solution of (3) with initial value y0.
Consistency. An integrator is consistent if it has order p ≥ 1.
2.2.1 Runge-Kutta methods
Let bi, aij (i, j = 1, · · · , s) be real numbers and let ci =
∑s
j=1 aij. An s-stage Runge-Kutta method
for (3) is defined by the nonlinear system
ki =f
(
y0 + h
s∑
j=1
aijkj
)
, i = 1, · · · , s,
y1 =y0 + h
s∑
i=1
biki,
(5)
where the function f is given and Φh,f (y0) = y1. The method (5) is called explicit if aij = 0
for i ≤ j and implicit otherwise. Implicit methods require a nonlinear solver to the generated
system of equations. For sufficiently fine h, the nonlinear equation (5) for the slopes k1, · · · , ks has
a locally solution close to f(y0) assured by Implicit Function Theorem and can be computed by
Fixed Point Iteration. Meanwhile, explicit methods can be computed explicitly.
Theorem 1. The derivatives of the solution of Runge-Kutta method (5), for h = 0, are given by
y
(q)
1 |h=0 =
∑
|τ |=q
γ(τ) · α(τ) · φ(τ) · F (τ)(y0).
Here, τ is called trees and |τ | is the order of τ (the number of vertices). γ(τ), φ(τ), α(τ) are positive
integer coefficients, F (τ)(y) is called elementary differentials and typically composed of f(y) and
its derivatives.
Some γ(τ), α(τ), φ(τ), F (τ) are reported in Table 1, more detailed proof and computation are
shown in [16, Chapter III]. Due to Theorem 1, the formal expansion of a Runge-Kutta method is
given as
Φh,f (y) = y + hd1,f (y) + h
2d2,f (y) + · · · ,
where
dk,f (y) =
1
k!
y
(k)
1 |h=0 =
1
k!
∑
|τ |=k
γ(τ) · α(τ) · φ(τ) · F (τ)(y).
4
|τ | τ γ(τ) α(τ) φ(τ) F (τ)
1 • 1 1 ∑i bi f
2 [•] 2 1 ∑ij biaij f ′f
3 [•, •] 3 1 ∑ijk biaijaik f ′′(f, f)
3 [[•]] 6 1 ∑ijk biaijajk f ′f ′f
4 [•, •, •] 4 1 ∑ijkl biaijaikail f ′′′(f, f, f)
4 [[•], •] 8 3 ∑ijkl biaijaikajl f ′′(f ′f, f)
4 [[•, •]] 12 1 ∑ijkl biaijajkajl f ′f ′′(f, f)
4 [[[•]]] 24 1 ∑ijkl biaijajkakl f ′f ′f ′f
Table 1: Trees, elementary differentials and coefficients
2.2.2 Linear multistep methods
For first order equations (3), linear multistep methods are defined by formula
M∑
m=0
αmym = h
M∑
m=0
βmf(ym), (6)
where αm, βm are real parameters, aM 6= 0 and |α0|+ |β0| > 0. For an application of this formula,
a kickstarting method for initial M values y1, · · · , yM−1 must be chosen and the approximations
yn for n ≥ M can then be computed recursively. The method (6) is called explicit if βM = 0,
otherwise it is implicit and yn for n ≥ M can be computed iteratively by Fixed Point Iteration.
Now, we proceed to give the concept of stability and provide some properties.
Weakly stability. A linear multistep method is weakly stable if
M∑
m=0
m · αm 6= 0.
Order. A linear multistep method has order p (p ≥ 1) if
M∑
m=0
αm = 0
and
M∑
m=0
mk+1
(k + 1)!
· αm =
M∑
m=0
mk
k!
· βm
for k = 0, 1, · · · , p− 1.
Consistency. A linear multistep method is consistent if
M∑
m=0
αm = 0
and
M∑
m=0
m · αm =
M∑
m=0
βm.
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It is proven that weakly stable multistep methods are essentially equivalent to one-step methods
[12].
Theorem 2. Consider a weakly stable multistep method (6), there exists a unique formal expansion
Φh,f (y) = y + hd1,f (y) + h
2d2,f (y) + · · ·
such that
M∑
m=0
αmΦmh,f (y) = h
M∑
m=0
βmf(Φmh,f (y))
for arbitrary initial value y.
The Φh,f (y) is called “step-transition operator”, which makes the notation Φh,f (y) also appli-
cable to the multistep methods.
It is remarkable that the formal expansion of Φh(y) is essential for IMDEs.
3 Inverse modified differential equations
In consideration of the ordinary differential equation
d
dt
y¯(t) = f(y¯(t)), (7)
where y¯(t) ∈ Rn and f is sufficiently differentiable. f is ftag and we will drop the subscript in this
section. An inverse modified differential equation (IMDE) is of the form
d
dt
y˜(t) = fh(y˜(t)), (8)
which obeys Φh,fh(y0) = φh,f (y0) for arbitrary initial value y0. Here, fh is of the form
fh(y) = f0(y) + hf1(y) + h
2f2(y) + · · · , (9)
and Φh,fh(y0) is the numerical solution of (8), while φt,f (y0) is the exact solution of (7). In
forward problems, modified differential equations [11, 16] obey φh,fh(y0) = Φh,f (y0), thus we call
the equation (8) inverse modified differential equation in inverse problems.
Consequently, the vector field fh of the IMDE satisfies
yout = φNh,f (yin) = Φh,fh ◦ · · · ◦ Φh,fh︸ ︷︷ ︸
N recursions
(yin) = ODESolve(yin, fh, T )
for T = Nh and arbitrary input-output pairs (yin, yout). fh is the approximation target of (4) since
the loss function l(·, ·) minimized when its arguments are equal.
The core of the construction is the expansions in powers of time step h. To begin with, we
introduce the Lie derivative [21] to expand φh,f (y0) into a Taylor series. For (7), Lie derivative D
is the differential operator of the form
D =
n∑
j=1
f [j](y)
∂
∂yj
,
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where f [j] is the jth component of f . For differentiable functions F : Rn → Rm, we have
DF (y) = F ′(y)f(y).
It follows from the chain rule that,
d
dt
F (φt,f (y0)) = (DF )(φt,f (y0))
for the exact solution φt,f (y0) of (7). By applying this operator iteratively we get
dk
dtk
F (φt,f (y0)) = (D
kF )(φt,f (y0)).
Furthermore, the Taylor series of F (φt,f (y0)), developed at t = 0, becomes
F (φt,f (y0)) =
∞∑
k=0
tk
k!
(DkF )(y0). (10)
In particular, by setting t = h and F (y) = Id(y) = y, the identity map, it turns to the Taylor
series of the solution itself, i.e.,
φh,f (y0) =
∞∑
k=0
hk
k!
(DkId)(y0)
=y0 + hf(y0) +
h2
2
f ′f(y0) +
h3
6
(f ′′(f, f)(y0) + f ′f ′f(y0))
+
h4
24
(f ′′′(f, f, f)(y0) + 3f ′′(f ′f, f)(y0) + f ′f ′′(f, f)(y0) + f ′f ′f ′f(y0))
+ · · · .
(11)
Here, the notation f ′(y) for the derivative is a linear map (the Jacobian), the second derivative
f ′′(y) is a symmetry bilinear map and similarly for higher derivatives described as tensor. The
expansion of exact solution is widely studied, and the above computation follows [16]
In addition, the numerical integrator Φh,fh(y0) can be expanded as
Φh,fh(y0) = y0 + hd1,fh(y0) + h
2d2,fh(y0) + h
3d3,fh(y0) + · · · , (12)
where the functions dj,fh are given and typically composed of fh and its derivatives. For consistent
integrators,
d1,fh(y0) = fh(y0) = f0(y0) + hf1(y0) + h
2f2(y0) + · · · ,
and in hidi,fh(y0), the powers of h of the terms containing fk is at least k+ i. Thus the coefficients
of hk+1 in (12) is
fk + · · · ,
where the “· · · ” indicates residual terms composed of fj with j ≤ k − 1 and their derivatives. By
comparison of the coefficients of like powers of h in (11) and (12), unique functions fk in (9) are
obtained recursively. Here, the identity is understood in the sense of the formal power series in h.
The next examples illustrate the process of above computation for the integrators chosen in
Section 4.
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Example 1. Consider the explicit Euler method
Φh,fh(y0) = y0 + hfh(y0).
Here, we simply have d1,fh = fh and dj,fh = 0 for all j ≥ 2.
Comparing like powers of h in the expression (11) and setting y := y0 yields recurrence relations
for functions fj, i.e.,
f0(y) =f(y),
f1(y) =
1
2
f ′f(y),
f2(y) =
1
6
(f ′′(f, f)(y0) + f ′f ′f(y)),
f3(y) =
1
24
(f ′′′(f, f, f)(y) + 3f ′′(f ′f, f)(y) + f ′f ′′(f, f)(y) + f ′f ′f ′f(y)),
...
Example 2. The explicit midpoint rule
Φh,fh(y0) = y0 + hfh(y0 +
h
2
fh(y0))
could be expanded as
Φh,fh(y0) =y0 + hfh(y0) +
h2
2
f ′hfh(y0) +
h3
8
f ′′h (fh, fh)(y0)
+
h4
48
f ′′′h (fh, fh, fh)(y0) + · · ·
according to Theorem 1. We list the coefficients of hk with plugging (9)
h : f0(y0),
h2 : f1(y0) +
1
2
f ′0f0(y0),
h3 : f2(y0) +
1
2
f ′1f0(y0) +
1
2
f ′0f1(y0) +
1
8
f ′′0 (f0, f0)(y0),
h4 : f3(y0) +
1
2
f ′1f1(y0) +
1
2
f ′0f2(y0) +
1
2
f ′2f0(y0)+
1
8
f ′′1 (f0, f0)(y0) +
1
4
f ′′0 (f1, f0)(y0) +
1
48
f ′′′0 (f0, f0, f0)(y0),
...
Comparing like powers of h in the expression (11) and setting y := y0 yields recurrence relations
for functions fj, viz.,
f0(y) =f(y),
f1(y) =0,
f2(y) =
1
24
f ′′(f, f)(y) +
1
6
f ′f ′f(y),
f3(y) =− 1
16
f ′f ′′(f, f)(y)− 1
8
f ′f ′f ′f(y),
...
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The formal expansion of Φh,fh(y0) for a linear multistep method also exists by Theorem 2. The
above computation can be directly applied to step-transition operators. However, we introduce
a new approach to derive the IMDE directly from the multistep formula and thus circumvent
step-transition operators.
Theorem 3. Consider a weakly stable and consistent multistep method (6), there exists a unique
formal expansion
fh(y) = f0(y) + hf1(y) + h
2f2(y) + · · · ,
such that
M∑
m=0
αmφmh,f (y0) = h
M∑
m=0
βmfh(φmh,f (y0)) (13)
for arbitrary initial value y0. Here, for k ≥ 0, the functions fk satisfy
fk(y) =
1
(
∑M
m=0 βm)
(
M∑
m=0
αm
mk+1
(k + 1)!
(Dkf)(y)−
M∑
m=0
βm
k∑
j=1
mj
j!
(Djfk−j)(y)
)
. (14)
Proof. The approach for computation of fh is presented in two steps. To begin with, using the
formula (10) with setting t = mh and F (y) = Id(y), the left of (13) can be expanded as
M∑
m=0
αmφmh,f (y0) =
M∑
m=0
αm
∞∑
k=0
(mh)k
k!
(DkId)(y0)
=
∞∑
k=0
hk[
M∑
m=0
αm
mk
k!
(DkId)(y0)]. (15)
In addition, using the formula (10) with setting t = mh and F (y) = fh(y), we thus have
h
M∑
m=0
βmfh(φmh,f (y0)) =h
M∑
m=0
βm
∞∑
j=0
(mh)j
j!
(Djfh)(y0)
=h
M∑
m=0
βm
∞∑
j=0
(mh)j
j!
∞∑
i=0
hi(Djfi)(y0)
=h
M∑
m=0
βm
∞∑
k=0
hk
k∑
j=0
mj
j!
(Djfk−j)(y0)
=
∞∑
k=0
hk+1
M∑
m=0
βm
k∑
j=0
mj
j!
(Djfk−j)(y0)
=
∞∑
k=0
hk+1
M∑
m=0
βm[fk(y0) +
k∑
j=1
mj
j!
(Djfk−j)(y0)]. (16)
Comparing coefficients of hk in the expression (15) and (16) for k = 0, 1, 2, · · · yields
M∑
m=0
αm = 0,
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the consistency condition, and
M∑
m=0
βm[fk(y0) +
k∑
j=1
mj
j!
(Djfk−j)(y0)] =
M∑
m=0
αm
mk+1
(k + 1)!
(Dk+1Id)(y0).
Plugging (Dk+1Id)(y0) = (D
kf)(y0) and setting y := y0, unique fk are obtained recursively, i.e.,
fk(y) =
1
(
∑M
m=0 βm)
(
M∑
m=0
αm
mk+1
(k + 1)!
(Dkf)(y)−
M∑
m=0
βm
k∑
j=1
mj
j!
(Djfk−j)(y)
)
.
Here, the right expression only involves fj with j < k and
M∑
m=0
βm =
M∑
m=0
mαm 6= 0
for weakly stable and consistent methods.
The series in (9) could be truncated according to expected error in neural networks. Now the
main theorem is presented as follows.
Theorem 4. For every truncation index S, there exist unique h-independent functions fk for
0 ≤ k ≤ S such that, the numerical solution of
˙˜y = fh,S(y˜) = f0(y˜) + hf1(y˜) + h
2f2(y˜) + · · ·+ hSfS(y˜)
satisfies
Φh,fh,S(y0) = φh,f (y0) +O(h
S+2)
and
ODESolve(y0, fh,S, T ) = φT,f (y0) +O(Th
S+1)
for arbitrary initial value y0. The identity is understood in the sense of the formal power series in
h.
Proof. The above computation procedure uniquely defines the functions fk and shows
Φh,fh,S(y0) = φh,f (y0) +O(h
S+2).
The ODE solver could be regarded as a one-step integrator with time step T , which also has the
unique IMDE. Here, the ODE solver is N recursions of the integrator Φh,fh , and
ODESolve(y0, fh, T ) = Φh,fh ◦ · · · ◦ Φh,fh︸ ︷︷ ︸
N recursions
(y0) = φh,f ◦ · · · ◦ φh,f︸ ︷︷ ︸
N recursions
(y0) = φT,f (y0).
Observe that
ODESolve(y0, fh, T ) = ODESolve(y0, fh,S, T ) +O(Th
S+1).
Thus fj is the unique functions such that
φT,f (y0) = ODESolve(y0, fh,S, T ) +O(Th
S+1).
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If data step T is unknown in practice, terminal time is set to be T ′. Let τ = T
′
T
t, h′ = T
′
T
h, x(τ) =
y(t) and g(x) = T
T ′f(x). The differential equation is of the form
dx
dτ
=
T
T ′
f(x(τ)) = g(x(τ)), x(0) = y0,
and thus the input-output pairs (yin, yout) obey yout = φT,f (yin) = φT ′,g(yin).
For Runge-Kutta methods or linear multistep methods, we have
Φh′,gh′ (x) = Φch′, 1c gh′
(x)
with arbitrary non-zero constant c. And
Φh,fh(y0) = φh,f (y0) = φh′,g(y0) = Φh′,gh′ (y0) = Φh,T ′
T
gh′
(y0).
for arbitrary initial value y0. Thus gh′ =
T
T ′fh. Note that gh′ is the approximation target with
terminal time T ′, which is a constant multiple of fh.
Remark 1. Sufficiently fine steps sizes, including data step T and time step h, are essential for
IMDEs. In consideration of the differential equation
d
dt
x(t) = a,
d
dt
y(t) = sin (x(t) + b),
with initial value (x(0), y(0)) = (x0, y0). The exact solution is of the form
x(t) = x0 + at,
y(t) = y0 − 1
a
(cos (x0 + at+ b)− cos (x0 + b)).
When t = 2pi
a
, we have
x = x0 + 2pi,
y = y0.
Same solutions are obtained despite various b. The above example indicates non-uniqueness of
fh in case of large step. One possible reason is high frequencies compare to steps. We content
ourselves with low frequencies and fine steps in this paper. We also remark that the series in (9)
usually diverges and the attention of this paper is addressed to formal analysis without taking care
of convergence issues.
3.1 Error analysis and convergence of data-driven discovery
Neural ODEs can also be utilized as a data-driven technique for discovery. For multistep methods,
(14) indicates f0 = f and fi = 0 with 1 ≤ i ≤ p− 1 on grounds of the order condition, where the
p is the order of the multistep method. This is true in general, which indicates that high-order
integrators can effectively reduce the discrepancy between fh and f .
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Theorem 5. Suppose that the integrator Φh(y0) with time step h is of order p, more precisely,
Φh(y0) = φh(y0) + h
p+1δ(y0) +O(h
p+2), (17)
where hp+1δ(y0) is the leading term of the local truncation. Then, the IMDE obeys
˙˜y = fh(y˜) = f(y˜) + h
pfp(y˜) + · · · ,
where fp(y˜) = −δf (y˜).
Proof. With the order condition (17) and the condition Φh,fh(y0) = φh,f (y0),
φh,fh(y0) =Φh,fh(y0)− hp+1δfh(y0) +O(hp+2)
=φh,f (y0)− hp+1δfh(y0) +O(hp+2)
=
∑
k≥0
hk
k!
(DkId)(y0)− hp+1δfh(y0) +O(hp+2). (18)
Using the Lie derivative
Di =
n∑
j=1
f ji (y)
∂
∂yj
and
D˜ =
∞∑
i=0
hiDi =
∞∑
i=0
n∑
j=1
hif ji (y)
∂
∂yj
=
n∑
j=1
f jh(y)
∂
∂yj
,
the exact solution of (8) with initial value y0 and time step h has the expansion
φh,fh(y0) =
∞∑
j=0
hj
j!
(D˜jId)(y0)
=y0 +
∞∑
j=1
hj
j!
(
(
∞∑
i=0
hiDi)
jId
)
(y0)
=y0 +
∞∑
j=1
∞∑
l=0
hjhl
j!
∑
i1+···+ij=l,
i1,··· ,ij≥0
(Di1 · · ·DijId)(y0).
Using the expression (DlId)(y0) = fl(y0), we separate the summation terms with indices l = 0 or
j = 1 and obtain
φh,fh(y0) =y0 +
∞∑
j=1
hj
j!
(Dj0Id)(y0) +
∞∑
l=1
hl+1fl(y0)
+
∞∑
l=1
j=2
hj+l
j!
∑
i1+···+ij=l,
i1,··· ,ij≥0
(Di1 · · ·DijId)(y0).
(19)
Note that all multi-indices (i1, · · · , ij) in the last component satisfy is ≤ l and at least one is > 0
for s = 1, · · · , j.
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A comparison of the coefficient of h yields D0 = D. Thus f0 = f and δfh(y0) = δf (y0) +O(h).
Furthermore, for k ≥ 2, the coefficient of hk in compression (19) is
1
k!
(DkId)(y0) + fk−1 + · · · .
The “· · · ” indicates terms in the last component of (19), which contain fi with i ≤ k− 2 and their
derivatives. Meanwhile, there are no terms only contain f0 and its derivatives in “· · · ” since at
least one is > 0.
Therefore, recursive comparisons with (18) yield f1 = f2 = · · · = fp−1 = 0 and fp(y) =
−δf (y).
[26] provides similar conclusion for multistep neural networks [27]. Multistep neural networks
are analogous to neural ODEs but using multistep method within one recursion, which can use
implicit methods efficiently. IMDEs illuminate this discrepancy for general neural ODEs from a
new perspective.
3.2 Hamiltonian neural networks
Although neural ODEs have remarkable abilities to learn and generalize from data, there exists a
vast amount of prior knowledge that is currently not being utilized in neural ODEs. Encoding prior
information into a learning algorithm have attracted increasing attention recently [5, 14, 22, 28].
When using neural ODEs, one possible direction is parameterizing some blocks of the vector field
ftag. However, the IMDE can not preserve the intrinsic structure of the original equation. We will
demonstrate this problem for HNN [14], a class of special neural ODEs for Hamiltonian systems.
Hamiltonian system is in the form
d
dt
y(t) = J−1∇H(y), J =
(
0 Id
−Id 0
)
,
where y ∈ R2d, Id ∈ Rd×d is the d-by-d identity matrix and the scalar function H(y) is called
Hamiltonian [1, 2]. The methodology of HNN is to learn a parametric functionHnet for Hamiltonian
H(y) and replace the vector field fnet in neural ODEs with
J−1∇Hnet(y).
Here, the training process is solving the optimization problem
min
u∈Γ
∫
Y
l(φh,J−1∇H(y),Φh,J−1∇u(y))dP (y),
where Γ is the set of neural networks.
As shown in Theorem 4, there exists a function fh such that
φh,J−1∇H(y) = Φh,fh(y).
Let H˜ be the approximation target of HNN, we have H˜ = Hh if fh = J
−1∇Hh. However, non-
symplectic integrators can not guarantee Jfh being a potential field. It could lead to excessive loss
and uncertain results dominated by data distribution.
Fortunately, the IMDE based on the symplectic integrator is still a Hamiltonian system.
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Theorem 6. Consider a Hamiltonian system with a smooth Hamiltonian H, if the integrator
Φh(y) is symplectic, the IMDE (8) is also a Hamiltonian system. More precisely, there exist
smooth functions Hj, j = 0, 1, 2 · · · , such that
fj(y) = J
−1∇Hj(y).
Proof. It is known from our recent work [31, Theorem 2].
Refer to [9, 10, 16] for detail of symplectic integrators. Empirical evidences in [31] indicate
that HNN with symplectic integrators have better generalization. The attention in this paper is
addressed to make clear the behavior of parameterizing some blocks in neural ODEs.
4 Numerical results
In this section, we show numerical evidences consistent with the theoretical findings. The exact
solutions are computed by very high order numerical integrators on very fine mesh. The order
of error E with respect to time step h is calculated by log2(
E(2h)
E(h)
). Several methods have been
proposed for training neural ODEs, such as the adjoint method [4, 24] and the auto-differentiation
technique. In this work, we use the most straightforward and stable auto-differentiation technique
[13].
4.1 Inverse modified differential equations for neural ODEs
4.1.1 Sufficient data
To begin with, we check how neural ODEs act on the whole space and thus sample sufficient
data which can effectively reduce the generalization errors. For a model problem, we consider the
two-dimensional damped harmonic oscillator with cubic dynamics, which also appears in [27]. The
equation is of the form
p˙ = −0.1p3 + 2.0q3,
q˙ = −2.0p3 − 0.1q3.
Training data is T = {(yi, φT (yi))}10000i=1 , where yi = (pi, qi) are randomly collected from compact
set [−2.2, 2.2]× [−2.2, 2], φT (y) is the exact solution and T is the data step. Meanwhile, test data
is generated in the same way with number of 100.
Neural network employed in neural ODEs is of one hidden layer and 128 neurons. The activation
function is chosen to be sigmoid and loss function is MSE (mean squared error). We use mini-
batches of 2000 data points and Adam optimization [23] with learning rate = 1 × 10−4. Results
are collected after 5× 105 parameter updates.
Chosen integrator is the explicit Euler method
Φh(y) = y + hf(y),
which is of order 1 and the truncation of the IMDE of order 3 is of the form
f eh,3(y) =f(y) +
h
2
f ′f(y) +
h2
6
(f ′′(f, f)(y) + f ′f ′f(y))
+
h3
24
(f ′′′(f, f, f)(y) + 3f ′′(f ′f, f)(y) + f ′f ′′(f, f)(y) + f ′f ′f ′f(y)).
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Another integrator is the explicit midpoint rule
Φh(y) = y + hf(y +
h
2
f(y)),
which is of order 2 and the truncation of the IMDE of order 3 is of the form
fmh,3(y) =f(y) + h
2(
1
6
f ′f ′f(y) +
1
24
f ′′(f, f)(y))
− h3( 1
16
f ′f ′′(f, f)(y) +
1
8
f ′f ′f ′f(y)).
DS SN Training loss Test loss E(fnet,f
e
h,3) E(fnet,f) Order
0.01 2 1.28× 10−9 1.26× 10−9 3.56× 10−3 0.239 —
0.02 2 5.22× 10−9 3.41× 10−9 4.05× 10−3 0.473 0.987
0.04 2 2.31× 10−8 1.74× 10−8 8.20× 10−3 0.922 0.964
0.08 2 1.38× 10−7 1.43× 10−7 7.52× 10−2 1.72 0.899
0.04 8 7.60× 10−9 6.55× 10−9 4.12× 10−3 0.237 —
0.04 4 9.60× 10−9 1.22× 10−8 5.41× 10−3 0.472 0.990
0.04 2 2.31× 10−8 1.74× 10−8 8.20× 10−3 0.922 0.969
0.04 1 5.39× 10−8 1.37× 10−7 7.93× 10−2 1.72 0.903
Table 2: Quantitative results for the damped harmonic oscillator with the explicit Euler
method. DS and SN stand for data step T and step number N , respectively. E(·,·) represents
root mean squared error.
After training, we solve the exact solutions from t = 0 to t = 10 using initial condition
y0 = (2, 0). Figure 1 shows the exact dynamics of original equation, IMDE and the equation
learned by neural ODEs. Here, the data step is 0.04 and the ODE solver is of two step recursions.
The neural ODEs accurately capture the evolution of IMDEs.
The quantitative results for the explicit Euler method are recorded in Table 2. Here, E(·,·)
represents root mean squared error and is calculated by sampling 1× 106 points from [−2.2, 2.2]×
[−2.2, 2]. E(fnet,f eh,3) is much less than E(fnet,f), which indicates the approximation target is f eh
rather than f . In addition, the order of E(fnet,f) with respect to time step is approximately 1,
consistent with the Theorem 5. Clearly, the numerical results support the theoretical findings of
this paper.
4.1.2 Partial data
In practice, one often encounters situations with only partial data and we check how neural ODEs
act near the training data subsequently. In consideration of nonlinear Lorenz system
p˙ =10(q − p),
q˙ =p(28− 10r)− q,
r˙ =10pq − 8
3
r,
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Figure 1: Phase portrait and corresponding trajectories for the damped harmonic
oscillator. (First row) The ODE solver is the explicit Euler method with two steps. (Second
row) The ODE solver is the explicit midpoint rule with two steps. (Third row) The ODE solver
is the explicit Euler method with two steps but terminal time is set to be 0.08. (Total) The dashed
blue lines demonstrate the dynamics learned by neural ODEs. The identified systems accurately
reproduce the phase portraits and trajectories of IMDEs. Note that the original equation and the
IMDE in the second row coincide due to the high order integrator.
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where y = (p, q, r). The training data consists of data points on a single trajectory from t = 0 to
t = 10 with data step T and initial condition y0 = (−0.8, 0.7, 2.6). These data points are grouped
in pairs before being fed into neural ODEs, denoted as T = {(yi−1, yi)}Li=1, where yi = φT (yi−1)
and L = 10
T
.
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Figure 2: Trajectories for the Lorenz system. The trajectories of original equation represent
the training data and the dashed blue lines demonstrate the dynamics learned by neural ODEs.
The identified system accurately reproduces the trajectories of IMDE from t = 0 to t = 4 but
drifts away over time.
The chosen model architecture and hyper-parameters are the same as in subsection 4.1.1 except
mini-batches is 500. Upon training the neural ODE, we solve the exact solution from t = 0 to
t = 10 using initial condition y0 = (−0.8, 0.7, 2.6). Figure 2 depicts the exact trajectories of
original equation, IMDE and the equation learned by neural ODE. Here, the data step is 0.04 and
the ODE solver is explicit midpoint rule with two step recursions.
Figure 2 could be illuminated by the theoretical findings of this paper. To begin with, the
identified system accurately reproduces the trajectories of IMDE from t = 0 to t = 4 due to the
generalization ability of neural networks. Then, the neural ODE tries to capture the dynamics of
the IMDE, however, there are no sufficient information tell how φT acts later. The discrepancies
between the trajectories of the IMDE and the training data explode over time, as demonstrated in
Figure 2, the trajectories of the IMDE significantly deviate from the original equation at around
t = 4. Consequently, the identified system drifts away after t = 4 as errors accumulate.
The quantitative results are recorded in Table 3. Here, E(·,·) represents root mean squared
error and is calculated by sampling points on the trajectories of original equation with step 0.01.
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DS SN Training loss E(fnet,f
m
h,3) E(fnet,f) Order
0.01 2 1.47× 10−9 3.99× 10−3 7.90× 10−3 —
0.02 2 4.78× 10−9 4.14× 10−3 2.73× 10−2 1.79
0.04 2 1.35× 10−8 1.70× 10−2 1.03× 10−1 1.92
0.08 2 4.60× 10−7 1.80× 10−1 3.52× 10−1 1.77
0.04 8 1.31× 10−8 6.53× 10−3 9.51× 10−3 —
0.04 4 1.14× 10−8 7.10× 10−3 2.80× 10−2 1.56
0.04 2 1.35× 10−8 1.70× 10−2 1.03× 10−1 1.88
0.04 1 1.61× 10−8 1.77× 10−1 3.50× 10−1 1.77
Table 3: Quantitative results for the Lorenz system with the explicit midpoint rule.
DS and SN stand for data step T and step number N , respectively. E(·,·) represents root mean
squared error.
E(fnet,f
e
h,3) is less than E(fnet,f) and the order of E(fnet,f) with respect to time step is approxi-
mately 2. The results are consistent with the theoretical findings loosely.
4.2 Inverse modified differential equations for HNN
HNN using non-symplectic integrator could lead to excessive loss and uncertain results dominated
by data distribution. In this subsection, we will verify this assertion by empirical evidences. We
denote the HNN using symplectic (non-symplectic) integrator as S-HNN (NS-HNN).
In consideration of a mathematical pendulum having the Hamiltonian
H(p, q) =
1
2
p2 − cos q.
The differential equation is of the form
p˙ =− sin q,
q˙ =p.
Neural network employed in HNN is of two hidden layer and 128 neurons. The activation
function is chosen to be sigmoid and loss function is MSE (mean squared error). Results are
collected after 5 × 105 parameter updates using Adam optimization with learning rate 1 × 10−3.
Training data is T = {(yi, φT (yi))}6000i=1 . Here, φT (y) is the exact solution and T = 0.1, yi = (pi, qi)
are randomly collected from Space 1, [−1.1, pi
2
]× [−1.1, pi
2
], or Space 2, [−pi
2
, 1.1]× [−pi
2
, 1.1]. This
data distribution is demonstrated in the top-left of Figure 3. Meanwhile, test data is generated in
the same way with number of 100. The chosen integrator is the explicit Euler method for NS-HNN
and the symplectic Euler method for S-HNN. Since symplectic integrator is implicit in general,
step number is set to be one to avoid Fixed Point Iteration.
The symplectic Euler method is given by
p¯ =p− h∂H(p¯, q)
∂q
,
q¯ =q + h
∂H(p¯, q)
∂p
,
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which is symplectic and of order 1, Φh(p, q) = (p¯, q¯). The truncation of the IMDE of order 2 is a
Hamiltonian system, having the Hamiltonian
Hseh,2(p, q) =H(p, q) +
h
2
(
∂H
∂p
∂H
∂q
)
(p, q)
+
h2
6
(
∂2H
∂p2
(
∂H
∂q
)2 +
∂2H
∂p∂q
∂H
∂p
∂H
∂q
+
∂2H
∂q2
(
∂H
∂p
)2
)
(p, q).
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Figure 3: Data distribution and phase portrait for the pendulum system. (Top-left)
Training data are randomly collected from space 1 or space 2. Both spaces cover the baseline
(the phase flow of original equation). (Top-right) Phase portraits for NS-HNN. Training data
collected from different space lead to discrepant results. (Bottom) Phase portraits for S-HNN.
They both reproduce the phase flow of the same IMDE despite different spaces.
After training, we solve the exact solutions using initial condition y0 = (0, 1) in one period.
Figure 3 shows the exact dynamics of original equation, IMDE and the equations learned by HNN.
S-HNN coincide, however, NS-HNN with different data space lead to discrepant results.
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Integrator Space Training loss Test loss
Explicit Euler 1 8.19× 10−6 8.09× 10−6
Explicit Euler 2 8.18× 10−6 7.98× 10−6
Symplectic Euler 1 1.39× 10−10 1.68× 10−10
Symplectic Euler 2 1.38× 10−10 1.25× 10−10
Table 4: Training loss and test loss of HNN.
Table 4 shows the for the training loss and test loss of HNN. S-HNN achieve lower loss. Clearly,
the numerical results support the assertion.
5 Conclusions and future works
In this paper, we extend the foundational work of neural ODEs. Training neural ODE returns
an approximation of the vector field of an inverse modified differential equation (IMDE). The
computation procedure of IMDE for general ODE solver is proposed. In addition, the convergence
order of data-driven discovery using neural ODEs is equivalent to the order of the integrator.
IMDEs make clear the behavior of HNN and reveal the potential problems of parameterizing some
block in neural ODEs. The integrator needs to be chosen carefully, otherwise it could lead to
excessive loss and uncertain results dominated by data distribution. The last but not the least,
numerical results support the theoretical findings.
Formal expansion of exact or numerical solution is the groundwork for IMDEs. Low frequencies
and fine steps are highly idealized, however, it is essential for formal expansion. We would like to
explore a new expansion in future. One possible direction is modulated Fourier expansion [15].
Approximation targets depend on the ODE solver and terminal time. Specific task such as
image recognition need further numerical analysis of setting ODE solver and terminal time. It is
another interesting direction.
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