Abstract. This paper proposes an approach to determine the gain of closed loop flux observer for an induction machine with respect to robustness and stability criteria. In the companion paper, a sensitivity analysis of flux observer has pointed out the influence of the sampling rate and the parameters mismatch. From this study, an accurate observer can be deduced. The analytical results are checked experimentally, in steady state and during transients. For that aim, an experimental rig has been installed. This paper deals also with a new description of the induction machine drive thanks to Causal Informational Graph. This description is useful for the simulation and for the implementation of the experimental rig. 
(Wb) Two-phase-equivalent rotor magnetic fluxes 
Introduction
In the previous paper [1] , it was proved that both bad knowledge of the parameters and sampling effects lead to errors in flux estimation. Moreover, this analysis allows observer gain values capable of minimising parameters and sampling rate influences to be distinguished. This is what is proposed in this paper. In the first part, the flux reconstitution errors are studied as a function of observer gain for the two sampling methods in case of parameter inaccuracy or not. An optimal gain value is deduced. As the flux modulus and orientation errors are computed assuming a steady state condition, the observer transient behaviour has to be verified. The simulated results will next be compared to experimental trials in order to prove the validity of the closed-loop observer gain computation.
Observer error analysis in steady state
In this part we search the observer gain K which reduces the parameter value uncertainties and the sampling rate influence [6, 8] .
The analysis follows several steps:
(1) With a null gain, the most sensitive operating point at steady state is determined, i.e. the pair of speed and torque for an observed flux which give the greater modulus or orientation errors. Thus the results of the previous study are used for each discrepancy source; (2) For these sensitive points, the gain K which minimises the modulus and orientation errors is deduced from the steady state analysis; the observer stability is verified, then the result of the synthesis is carried out; ( 3) The gain is tested for all operating points at steady state and the stability is verified; (4) For one or more sensitive points, speed and flux transients are simulated in order to test the observer dynamic behaviour; (5) Finally, experimental and simulated results are compared.
This method is illustrated with some examples.
Sample rate influence
The consequences of the sampling method on flux estimation have already been studied in the previous paper [1] . With the assumption that the parameters of the model are accurate, the error analysis has brought to light the following results [6] .
In the case of the full order sampling method, the modulus and orientation errors are large at high speed because of the limited development and the orientation error depends on the torque. The most sensitive point is found at high speed (here equal to 2000 rpm) and at no load.
In the case of the reduced order sampling method, the modulus error is insignificant (lower than 0.6%), the orientation error increases with the speed and does not depend on the torque. The most sensitive point, which is studied, is at high speed: 2000 rpm for a torque equal to 20 N m.
The gain K that minimises the modulus and orientation error is now sought for these sensitive points. The results are presented in Figure 1 . The gain matrix is still defined as:
The errors are computed for different values of the pair (k 1 , k 2 ). In the case of the full order sampling method, the modulus and orientation errors are reduced nearly to zero for the following gain:
In the case of the reduced order sampling method, the orientation error decreases whatever the value of K different to zero. Therefore another criterion is introduced in order to choose a gain K: the observer eigenvalues are imposed to be close to null in order to increase the response time of the observer:
This study was carried out in the steady state for two particular operating points. Now it must be verified that the observer behaviour is satisfactory over a large range of operating points. The results are given in Figure 2 .
In the case of the full order sampling method, the modulus error is decreased and the orientation error is lower than 2
• . In the case of the reduced order sampling method, the orientation error is reduced but the modulus error is increased. Nevertheless this error remains insignificant (lower than 2%).
Thought to these results, the observer decreases the modulus and orientation errors due to the sample rate and the sampling method. Naturally the observer stability was verified by computing the eigenvalues the modulus of the eigenvalues varies from 0 to 0.998 according to the speed.
Influence of rotor resistance
This study concerns the influence of parameters uncertainties in flux reconstitution [9] .
With a sampling rate equal to 0.8 ms, the modulus and orientation errors are analysed for the two sampling methods. The parameters are assumed to be the same for the observer and the machine, except the rotor resistance. As previously in the first paper, an error is artificially introduced in the rotor resistance machine for the simulations and the calculations as follows:
The effects of both sampling rate and rotor resistance variation are studied.
The previous analysis has highlighted the discrepancies in flux reconstitution due to these effects (Fig. 7 of the previous paper).
In the case of the full order sampling method, the influence of the sampling rate is greatest at high speed while at low speed the rotor resistance variation is prominent. The modulus and orientation errors depend on the torque. Two sensitive points therefore appear: at high speed (here equal to 2000 rpm) and without load; at standstill and at high load (here the torque is equal to 20 N m).
In the case of the reduced order sampling method, the rotor resistance variation is prominent: its effects add to the sampling rate effects. The most sensitive point is at high torque and at high speed (here respectively equal to 2000 rpm and 20 N m).
As before the gain K, which minimises the modulus and orientation error for the sensitive points, is sought (Fig. 3 ).
In the case of the full order sampling method, two gains are obtained for the two sensitive points:
at 0 rpm : Speed varying gain therefore appears to be the right solution. For example the following law is possible:
with
and Ω 1 = 200 tr/mn Ω 2 = 500 tr/mn.
In the case of the reduced order sampling method, from Figure 3 , the appropriate gain K seems to be:
The two gains are now tested for all the operating points. The results of modulus and orientation errors for these gains are given in Figure 4 . In the case of the full order sampling method, the modulus error is decreased in comparison to the computation with a null gain; the orientation error is lower than 6
• . In the case of the reduced order sampling method, the orientation and modulus errors are reduced. So in conclusion, the observer decreases the modulus and orientation errors due to the sample rate and the rotor resistance variation. Once again, the observer stability was verified.
A similar approach may be used to analyse observer robustness together with other electrical machine parameters. For example a variation of the mutual cyclic inductance simulates a change of the magnetic state. It is possible to take into account the saturation with inductances that depend on the magnetizing current [10, 12] . In the case of the observer of the rotor flux, the influence of the stator resistance is neglected with regard to the rotor resistance [6] .
These studies enable choice of an appropriate observer gain, able to cope with parameter uncertainty. However, the analysis was carried out for the steady state assumption. It is now also necessary to verify the gain choice validity for transient state by simulation and experimental trials.
We now propose a new way to describe the experimental and simulated system in order to precisely define the experimental and simulated conditions.
2 Description of the experimental and simulated system
Electrotechnical system functional analysis
In order to control the induction machine speed, the system is built along two axes: the power axis and the control axis [2] (Fig. 5) .
The power axis contains the power source (a three phase rectifier), the static converter (a three phase inverter based on IGBT transistors) and the load (a three kilowatt and four poles induction machine loaded by a direct current machine). The control axis is described by its different global functions: the Commutation Control Block (CCB) generates the gate signals to the semiconductors and assures their protection according to their specifications and to the connections rules; the Near Control Automaton (NCA) performs the logic states from the output of the Process Control Automaton (PCA), for example pulse width modulation; the PCA executes the algorithm which controls the power transfer from the source to the load; finally the System Mode Control Automaton (SMCA) oversees the process.
All these block works with information about the system, which has been brought by the observation bus.
Process modelling methodology
The process, naturally heterogeneous, is modelled by using a formalism, which is founded on the previous functional decomposition [3] .
The power axis is naturally divided between a control part and a processing part ( Fig. 6 presents this as applied to the studied system). This concept is in fact induced by the multiplicity of solutions, which leads to the creation of connections between various elements of a circuit making use of different semiconductor switch associations.
The control part results from the choice of the converter structure. In all cases, it is modelled by means of a status Petri Net which explicitly shows how connections are linked together in the processing part. In the case under study the switches are considered totally controllable: the internal electrical variable does not influence the connections if the switches are considered as perfect. So the control part is reduced to three objects: the applications which transform the connection matrix F to the voltage M V or current M I conversion matrix and the relation between the gate voltages and the connection matrix F which is a constant gain because the switches are assumed to be perfect. The connection matrix F contains the connection functions [2, 5] :
• f sc = 1 when the switch is closed;
• f sc = 0 when the switch is opened.
The index s indicates the switch number in the commutation cell index c. These functions thus allow to write the equations between the switch electrical variables and the electrical sources, which are connected to this switch.
The structure is characterised by conversion matrices whose elements, designated conversion functions, are quantities that control the transfer of energy.
The processing part is divided into two blocks: a continuous block representing state equations (load and source equations) and a discontinuous block representing the connections effectively made by the power switches. Figure 6 shows these parts for the system under study. The switched quantities are the induction machine stator currents (I as and I bs ) and the rectifier voltage E. The modulated quantities are two line voltages (u ac and u bc ) and the rectifier current I e . The output variables are on one hand the mechanical speed Ω, the stator currents (I as and I bs ) and the rotor flux ϕ dr of the induction machine, and on the other hand the inverter voltage E. External quantities are represented by the resistant torque c r and the current I d which is delivered by the rectified network.
The scheme is transformed into a Causal Informational Graph (CIG) [2] : its greatest advantages are that all the relations between the variables are represented, and that the inversion of the graph gives the different functions of the command axis. This graph also represents all the relations between outputs and inputs by displaying the causal properties.
The outputs and inputs are defined. The relations of the Causal Informational Graph are now written. 
Knowledge modelling
This part deals with the equations of the three components of the power axis: the static converter, the source and the load.
Static converter
The converter makes the connections between the source and the load. Therefore the connection functions theory is used. In the case under study, the following relation is obtained ( Fig. 7) :
F is called the connection matrix. The stator currents sum is null. So we have:
M I is called the current conversion matrix. As the converter does not consume power, it was proven that [4] :
with R FMv :
M V is called the voltage conversion matrix. All these equations are discrete.
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Source
The current source i D symbolises the inductive nature of network, which is not modified by the rectifier (Fig. 8) .
The modelling equations are:
Load
The load is made up of the induction machine and the direct current machine. In a two-phase reference frame characterised by θ S and θ R (Fig. 1 of the previous paper), the induction motor equation can be written (Appendix A):
The Park transforms are defined by:
This transform conserves power. Therefore it is possible to write the torque expressions as a function of rotor flux:
With the application of the vector control principle, the above equations are reduced in the rotor flux frame φ qR = 0:
This choice involves simplification of the induction machines equations:
where T R = L CR /R R is the rotor time constant
The direct current machine, which is used as generator mostly, establishes a torque that depends linearly on speed. Therefore the following mechanical equation is considered where C r represents a perturbation torque (dry friction) and Ω is the rotor speed:
J : inertia moment F : viscous friction coefficient.
All these relations (source, static converter and load) are now included in a global informational scheme.
Causal Informational Graphs of the power axis
This first scheme (Fig. 6 ) is translated into a Causal Informational Graph (Fig. 9) . It may be noted that the gate voltages control two distinct branches: the load branch and the source branch. In fact, in the case of controlling the load (respectively source) outputs (speed for example), the voltage (respectively current) conversion matrix is required. For vector control, the load outputs, i.e. the voltage conversion matrix, are required.
This knowledge modelling is well adapted for the simulation, but the presence of both discrete and continuous variable makes control design difficult. A solution is to introduce some average variables known as average functions [3] :
Introducing these functions in the Causal Informational Graph model of Figure 9 , Figure 10 is obtained.
The relation R Fg defines a demodulator, which allows the change from discrete functions to continuous functions.
The relation R FgMvg and R FgMig respectively correspond to R FMv and R Fmi . They transform the generator connection matrix into a generator conversion matrix. 
Control definition
The control axis organisation can now be deduced by reversing the causal informational graph of the load branch. The global strategy of vector control requires the rotor flux to be held constant in order to obtain a better dynamic response for the speed. So two variables are imposed by the command: the reference rotor flux and the reference speed. The application of reversibility rules on the causal graph leads to Figure 11 .
The subscript symbolises a reference variable. Only six relations are directly reversed because they are rigid relations: R Park , R −1
FgMvg , and R
−1
Gate . As the other load relations are causal, four new relations must be introduced: R 2 , R 1 , R 6 and R 3 (Appendix B). It is respectively the flux corrector, the I d current corrector, the speed corrector and the I q current corrector, which require measurement of the regulated variable. Therefore four sensor appear: the flux sensor R Sφ , two current sensors grouped in the relation R SI and the speed sensor R SΩ . In order to reconstitute the I d and I q currents from the three-phase currents, it is necessary to build an angle θ S sensor: R Sθ . The index m shows that a variable is either measured or estimated. Finally the modulator R Fg is used in order to generate the reference connections matrix.
The modulator is based on a pulse width modulation [4] . The matrix, which is represented by the relation R FgMvg , is not a regular matrix. Therefore it is not mathematically invertible but the relation is reversible. So the relation R
FgMvg has many expressions [5] but only one property: the generator functions must have their values between 0 and 1 in order to keep the system linear. One possibility is:
The flux corrector and speed corrector are so-called integral proportional correctors and the current correctors are so-called proportional integral correctors. The corrector coefficients as well as the sampling rate are given in Appendix B.
Hardware implementation
The purpose of the following step is to make concretise all these relations, i.e. to choose the hardware in experimenting on the control and to compare this with the simulation, which is performed from the same scheme [6] . From the graph of Figure 11 , it is necessary to know the actual rotor flux value. As it can not be measured, the previously developed observer will be useful.
Because of the calculations complexity, a Digital Signal Processor (DSP) is necessary and specifically the DSP96002 by Motorola is chosen. It is implanted on a card inserted in a personal computer. The DSP capacities allow not only the observer (relations R Sφ and R Sθ ) but also the algorithmic command (relations R 1 , R 2 , R 3 , R The current sensors are based on the Hall effect and contain various filters. The speed sensor is based on an incremental optical disc. The voltage E sensor is not present in the experimentation because the voltage is assumed to be constant. Therefore computed dynamic behaviour is not respected when this voltage varies, for example, when the induction machine decelerates.
All these choices lead to Figure 12 , which presents the hard and functional structure of the control axis where the personal computer is the supervisor.
Observer tests
In this part some applications of the above-described method are presented. The results found in the first part are tested in the following case: the observer is implemented in the fixed stator frame and the sensors are assumed to be perfect. Thus we have:
The machine parameters are given in Part I of the paper [1] .
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Simulation results
In order to complete the previous results obtained assuming steady state conditions, the observer accuracy during transients is now studied. First of all, this study deals with simulation results.
Sample rate influence
To minimise sample rate influence, the matrix gain K is chosen as written in Figure 2 . The rotor flux is first imposed in the machine at standstill. A speed step occurs at time 0.1 s. The actual rotor flux is compared with that observed (Fig. 13) .
In the case of the two sampling methods, the dynamic behaviour is correct even if the modulus error is greater during the transient.
Rotor resistance influence
The same analysis is performed to study the influence of rotor resistance during transients: the parameter value is artificially changed in the control and observation laws following equation (4) while the real parameter value is used in the induction machine simulation. The matrix gain K is chosen as indicated in Figure 4 . The results for observed and actual fluxes are given Figure 14 .
In the case of the reduced order sampling method, the dynamic behaviour is very good. But in the case of the full order sampling method, the dynamic behaviour is not correctly controlled: at time 0.17 s, the actual flux increases to 1.45 Wb; this value is prohibitive for the studied induction machine, because in this case the machine is saturated and the used modelling is false. Moreover the saturation level is high in this case and the associated currents are prohibitive. The limits of the method are reached. Therefore this case is not experimentally tested.
The rotor flux is not measured in the experimental test. We focus our attention on another variable in order to compare the simulation and experimental results: the error modulus between the measured and the predicted currents:
where
by equation (13) of the first paper. E C is equal to null if the reconstitution is very good. The calculations of current criterion are carried out in steady state and Figure 15 shows the results, only in the case of the reduced order method.
The current criterion value is generally divided by a factor 10 in the case of an observer with K = K t . It means that this criterion is useful to characterise the flux reconstitution. Simulation results are also performed in the same experimental conditions as in Figure 13 . Figure 16 shows the variation of the current error for a null gain K and for gain K equal to K t and Figure 17 shows the speed response.
The current criterion value is reduced in the case of the gain K t : the value decreases from 22% (without gain K) to 4% (with gain K t ). In the last case, the criterion value is quite constant during transient. A good reconstitution of the rotor flux is associated to a small value of the current criterion. As regard as the speed, the response time is worse in the case of gain K t : the studied observer alters the speed response.
This result depends on the controller tuning. Figure 18 show the speed step for a different controller tuning: the curves are very close and the response time does not depend on the observer gain.
The speed response depends also on the dynamic behaviour of the observer. In order to determine the response time of the robust observer, a comparison between dynamic and robust determination is proposed. 
Comparison between dynamic and robust determination
Two analytical determinations of the observer gains are possible [1] : the dynamic determination and the robust determination. The first one deals with a dynamic criterion in the continuous-time domain. The second one is based on the before studied robustness in the discrete-time domain.
The dynamic choice [7] proposes to determine the observer gain in the continuous-time domain. It yields to minimise the convergence of the estimation error [1] . So, the obtained gain is called dynamic gain K d . The error between the actual and the estimated fluxes are studied. Their dynamics are imposed by the following characteristic equation [1] : Its roots are function of the observer gains, the machine parameters, but also of the rotor speed. These roots are imposed in order to obtain a fast error convergence on the global speed range [13] . An analytical solution can be found in function of the desired convergence rate (τ obs ) wish :
with k = 3 τ r (τ obs ) wish − 1 .
The calculated dynamic matrix yields to a fast convergence of the error even at zero-speed with a convergence rate of (τ obs ) wish = 2 ms (Fig. 19) .
The discrete dynamic matrix is deduced from the continuous one (32) by using the reduced order sampling method [1, 7] .
The observer gain H Kd is compared to the observer gain K t in the discrete-time domain with a sampling period of T samp = 800 µs. The observer poles are presented in the discrete-time plane, where the unitary disk corresponds to the stability zone. When no error is supposed in the machine parameters (Fig. 20) , the dynamics gains gives a better dynamics than the robust one, because its poles are more distant of the stability circle in the global speed range. In another way, the dynamics gain leads to a more important pole variation when an error is imposed on the machine parameters (Fig. 20) . The analytical studies are so verified: the robust gain leads to a more robust observer and the dynamics gain to a faster observer.
We now propose to use the observer K t experimentally. 
Experimental results: the example of the rotor resistance
The above observer gain (8) is implemented and the rotor resistance error is introduced both in control and observer laws.
The experimental test has been defined in the previous part and corresponds to the results of Figures 16 and 17 . Figure 21 shows the speed response and the current error is presented in Figure 22 .
The experimental results are compared with the simulated one. As regard as the final value of the current criterion, experimental results are closed to simulation results. But the behaviour during the transient is different. The differences are due to a wrong estimation of the magnetic parameters. Indeed they are calculated from the classical tests which induce identification errors.
It may be noted that a better speed response may be obtained by the adjustment of the correctors. In the case of the reduced order sampling method, the experimental results are shown in Figure 23 . We note a better response time: it becomes from 178 ms to 120 ms. The observer increases the dynamic performances of the vector control. Of course this action depends on the controller tuning.
Conclusion
The rotor flux observation is a usual method to achieve flux computation for rotor field oriented control. The main problem still remains the observer closed loop gain determination.
From a sensitivity analysis, we have proposed a method to find the best solution accounting for sampling rate and parameters influences. This study have been carried out assuming steady state condition. However, it has been verified during transients by simulation tests. The simulated system has been described by the Causal Informational Graph. This tool is powerful for an exhaustive description of an electrical system. The simulation tests show that the observer gains, which depend on the speed, induce a wrong speed response. On the contrary, a good speed variation is obtained with the constant observer gains.
So the experimental rig has been completely described and the comparison between actual and observed variables has proven the observer accuracy. Moreover the experimental results are close to the simulations results. The method is validated.
At the end of the paper, an additional experimental test shows an important effect of the observer: for some controller tunings, the observer increases the dynamic performances of the vector control. This method can be generalised to other observers: it does not depend on the reference frame (stator or rotor frames) and on the observed variables.
Appendix A: Notations around the classical modelling of the induction machine
The induction machine has a three-phase stator and a rotor cage, which can be considered as a short-circuited Assuming that the stator currents sum is null, the Park transform consists on transforming the three-phase equations into two-phase equations according to the following rules where T (X a X b X c ) represents the three-phase coordinates of the variable X and T (X d X q ) its two-phase coordinates after rotating:
