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Abstract
In recent years there has been an increasing interest in kernel-based tech-
niques, such as Support Vector Techniques, Regularization Networks and
Gaussian Processes. There are inner relationships among those techniques
with the kernel function playing a central role. This paper discusses a new
class of kernel functions derived from the so-called frames in a function
Hilbert space.
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1 Introduction
The problem of empirical data modelling is germane to many applications of complex
process modelling where there exists observational data and little or no phenomenological
knowledge. In empirical data modelling, a process of induction is used to build up
a model of the system from examples. Ultimately, the quantity and quality of the
observations will govern the performance of a model. However, the choice of modelling
approach will also inﬂuence the performance of a model. By its observational nature,
data is ﬁnite and sampled; typically this sampling is non-uniform and due to the high
dimensional nature of the problem, the data will form only a sparse distribution in the
input space. Consequently, the problem is nearly always ill-posed (Poggio et al. 1985).
To address the ill-posed nature of the problem it is necessary to convert the problem
to one that is well-posed. For a problem to be well-posed, a unique solution must exist
that varies continuously with the data. Conversion to a well-posed problem is typically
achieved with some form of capacity control, which aims to balance the ﬁtting of the
data with constraints on the model ﬂexibility, producing a robust model that generalises2 J.B. Gao, C.J. Harris and S. R. Gunn
successfully. One of the approaches to restoring the well posedness is the regularization
method (Tikhonov and Arsenin 1977).
In recent years the number of diﬀerent Support Vector algorithms (Vapnik 1998;
Smola and Sch¨ olkopf 1998; Smola et al. 1998; Bennett 1999; Sch¨ olkopf et al. 2000) and
other kernel based methods (Sch¨ olkopf et al. 1998) has grown rapidly. This is due to
both the success of the method (Burges and Sch¨ olkopf 1997) and the need to adapt it to
particular problems. A Support vector machine (SVM) is a classiﬁcation/approximation
technique derived by Vapnik in the framework of Structural Risk Minimization, which
aims at building parsimonious models, in the sense of statistical learning theory (Vapnik
1998). The formulation embodies the Structural Risk Minimization (SRM) principle,
which has been shown to be superior (Vapnik 1998; Gunn et al. 1997) to traditional
Empirical Risk Minimisation (ERM) principle, employed by many conventional neural
networks. SRM minimises an upper bound on the expected risk, as opposed to ERM
that minimises the error on the training data. It is this diﬀerence which equips SVM with
a greater ability to generalise, which is the goal in statistical learning. Support vector
machines have been proposed for pattern recognition, regression estimation, operator
inversion, general cost functions, arbitrary kernel expansions, modiﬁed regularization
methods, etc.
The main purpose of this paper is to investigate a new class of kernel functions
for the support vector machine generated from a frame in a function Hilbert space.
Section 2 is dedicated to introducing the concepts of both the support vector kernel and
regularization operator; In section 3, some basic properties of the so-called frame in an
abstract Hilbert space are reviewed; In section 4, construction methods for the kernel
function are proposed using the Green’s function of the frame operator. This kernel
function satisﬁes the self-consistency condition with respect to the analysis operator of
frames.
2 Support vector kernel and regularization operator
Support vector algorithms exploit the idea of mapping data into a high dimensional
feature space where they can apply a linear algorithm. Usually, this map and many of
its properties are unknown. Instead of evaluating this mapping explicitly, one uses an
integral operator kernel k(x,y) which corresponds to the dot product of the mapped
data in a high dimensional space, (Aizerman et al. 1964; Boser et al. 1992), i.e.
k(x,y) = hΦ(x),Φ(y)i (2.1)
where Φ : Rn → F denotes the map into feature space F with a dot product h·,·i.
Thereby this algorithm can compute a nonlinear function in the space of the input data
Rn. These functions take the form
f(x) = hw,Φ(x)i + b
where w ∈ F is a vector in the feature space and b ∈ R is the bias of the “linear” model.On a Class of Support Vector Kernels Based on Frames in function Hilbert Spaces 3
Given a training dataset,
D = {(xi,yi) : xi ∈ Rn, yi ∈ R, i = 1,2,··· ,N}
one tries to minimise the regularized risk functional
Rreg[f] = CRemp[f] +
1
2
kwk2 =
C
N
N X
i=1
c(f(xi),yi) +
1
2
kwk2 (2.2)
where c(f(xi),yi) is, in general, a convex cost function determining the loss for deviation
between the estimated value, f(xi), and the target value, yi, where C ∈ [0,+∞) is a
regularization constant controlling the amount of regularisation. For the class of convex
cost functions, equation (2.2) can be solved using a convex mathematical programming
algorithm. The solution of the SVM algorithm can be represented as a weighted linear
combination of kernels,
f(x) =
N X
i=1
αik(xi,x) + b, (2.3)
where these kernels are ‘centered’ on the data points (Smola and Sch¨ olkopf 1998). That
is, f can be expressed in terms of k alone (the mapping Φ appears only implicitly
through the dot product in F). If k(x,y) is a function that can be computed easily, it is
reasonable to use k instead of Φ. The obvious properties of kernel function k(x,y) are
that it is positive in the sense that k(x,x) ≥ 0, and symmetric, i.e., k(x,y) = k(y,x)
due to the dot product relationship (2.1).
In the above argument, the kernel function deﬁnes the class of functions in the model
space. Thus, the question is whether it is possible to reverse the way of reasoning for
kernels, i.e., under which conditions a symmetric kernel k(x,y) corresponds to a dot
product in some feature space F. In (Aizerman et al. 1964; Boser et al. 1992) an
answer is given. If k is a symmetric positive deﬁnite function, i.e., if it satisﬁes Mercer’s
condition, then the kernel k represents a dot product in some feature space F (Aronszajn
1950; Girosi 1998; Wahba 1990). In fact we have, see (Smola 1998) page 38,
Theorem 1. Suppose µ(Ω) < ∞ and k ∈ L2(Ω × Ω) is a symmetric kernel such that
the integral operator (from L2(Ω) to L2(Ω)) Tk
Tkf(·) =
Z
Ω
k(·,y)f(y)dy
is positive. Then there exists a set of orthonormal eigenfunctions (ψi(·))∞
i=1 and positive
eigenvalues (λi)∞
i=1 of Tk such that k can be expanded into a uniformly convergent series
k(x,y) =
∞ X
i=1
λiψi(x)ψi(y)4 J.B. Gao, C.J. Harris and S. R. Gunn
which holds for almost all (x,y). In this case, the implicit mapping Φ can be represented
as
Φ(x) :=
∞ X
i=1
p
λiψi(x)ei
where {ei} is an orthonormal basis of feature space F.
The k satisfying the condition of Theorem 1 is called a Mercer kernel, and it satisﬁes
Z
Ω×Ω
g(x)k(x,y)g(y)dxdy ≥ 0 ∀g ∈ L2(Ω)
see (Smola 1998). However, deﬁning Φ implicitly through k also creates some problems.
This method does not give us any general information about which kernel would be
better than another, or why mapping into a very high dimensional space often provides
good results.
In (Smola et al. 1998), the authors showed how these kernels k(x,y) correspond to
regularization operators P with the link being that k is the Green’s function of P∗P
where P∗ is the adjoint operator of P.
In regularization networks one minimizes the empirical risk functional Remp[f] plus
a regularization term,
Q[f] :=
1
2
kPfk2,
deﬁned by a regularization operator P. The operator P is a positive semideﬁnite operator
mapping from the Hilbert Space, H, of functions, f, into a dot product space, F, such
that the expression hPf,Pgi is well deﬁned. Similar to (2.2), the risk functional is given
by,
Rreg[f] = CRemp[f] +
1
2
Q[f] =
C
N
N X
i=1
c(f(xi),yi) +
1
2
kPfk2 (2.4)
Thus by choosing a suitable operator that penalizes large variations of f one can
reduce the well-known overﬁtting eﬀect. For some choices of the regularization operator
P, it is easy to prove (Girosi 1998) that the solution of the variational problem (2.4)
always has the form (2.3) by using an expansion of f in terms of some symmetric function
k(xi,x).
Unfortunately, this setting of the problem may not preserve sparsity. Thus it leads
to the question if and under which conditions, given a suitable cost function, regular-
ization networks might lead to a sparse decomposition, i.e., only a few of the expansion
coeﬃcients αi in f would diﬀer from zero. As shown in (Smola et al. 1998), a suﬃcient
condition is
k(x,y) = h(Pk)(x,·),(Pk)(y,·)i (2.5)
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Theorem 2. Let P be a regularization operator, and G be the Green’s function of P∗P.
Then G is a Mercer kernel satisfying the self-consistency condition. SV machines using
G minimize the risk functional (2.4) with regularization operator P.
The Green’s function of the operator P∗P is a function G(x,y) satisfying
(P∗PG(·,y))(x) = δy(x) ∀x,y ∈ Rn
where δy(x) is the representer of the evaluation functional at y, see (Smola 1998) page
40. Theorem 2 says that using the Green’s function of P∗P as the kernel, then SV
machines and regularization networks are equivalent in the sense that the solutions of
(2.2) and (2.4) are the same. In this case, the feature mapping Φ can be deﬁned as
Φ : x → (PG)(·,x). The goal here is to discuss those kernels which are generated by the
regularization operators associated with some frames in a function Hilbert space.
3 Frame Concepts in Hilbert Space
The abstract notion of a frame (or, in other words, a stable representation system) in
a Hilbert space was ﬁrstly introduced by Duﬃn and Schaeﬀer (1952). The ﬁrst survey
with an emphasis on frames was (Heil and Walnut 1989), see also (Chui (1992), Chapter
3) and (Daubechies (1992), Chapter 3). Let H be a Hilbert space generated by functions
deﬁned on Ω, for instance, the square integrable function space L2(Rn) or L2(Ω) with
domain Ω ⊂ Rn. Denote by h·,·i and k·k the inner product and the associated norm on
H, respectively.
Let F = {fi} ⊂ H be an (at most) countable system of elements in H.
Deﬁnition 1. If the system F = {fi} is a dense subset1 of H and there exist two
constants 0 < A ≤ B < ∞ such that
Akfk2 ≤
X
k
|hf,fii|2 ≤ Bkfk2, ∀f ∈ H (3.1)
then the system F is called a frame in H.
Let F be a frame, furthermore, if F is also a Schauder basis2 in H, then F is called
a Riesz stable basis of H.
Orthonormal systems in H are obviously frames in H due to Parseval’s equality. As
F is dense in H, each element in H can be represented as a inﬁnite linear combination
of elements in F, but the representation form may not be unique. That means a frame
F in H may not be a basis for H, since F may not be linearly independent.
1Here it means that each element f in H is the limit of a sequence consisting of a
ﬁnite linear combination of the elements in F.
2A Schauder basis in H is a sequence (fn)n with the property that for each element
f in H there exists a unique constant sequence (cn)n such that x =
P
n cnfn.6 J.B. Gao, C.J. Harris and S. R. Gunn
Let F be a frame in a Hilbert space H, then we can deﬁne the so-called synthesis
operator R given by
c = {ci} ∈ `2 −→ Rc =
X
i
cifi ∈ H (3.2)
and the operator R is a bounded linear operator from `2 to H. Its adjoint operator
R∗ : H → `2 takes the form
f ∈ H −→ R∗f = {hf,fii} ∈ `2 (3.3)
and is called an analysis operator associated with the frame F.
The two-sided inequality (3.1) can be expressed as:
Ahf,fi ≤ kR∗fk2
`2 = hRR∗f,fi ≤ Bhf,fi, ∀f ∈ H
which shows the symmetric operator Q = RR∗ : H → H is boundedly invertible (Dah-
men 1997; Lorentz and Oswald 2000). We call Q the frame operator with respect to
F.
Theorem 3. (Benedetto and Frazier 1994; Lorentz and Oswald 2000) Let F be a frame
in a Hilbert space H and Q be the frame operator of F, then
1. Q is a symmetric positive deﬁnite operator on H, and e F = {e fi = Q−1fi} is also a
frame in H and is called a dual frame of F.
2. Each element f ∈ H can be expanded in the following form
f =
X
i
hf,Q−1fiifi =
X
i
hQ−1f,fiifi (3.4)
3. Furthermore if F is a Riesz stable basis, then F and e F are dual to each other in
the sense that
hfj, e fii = δj,k. (3.5)
i.e., F and e F are biorthogonal systems in H.
The frame decomposition (3.4) is optimal in a certain sense. In fact, given F, if there
exists any decomposition f =
P
i
cifi, then
X
i
c2
i ≥
X
i
|hf, e fii|2.
By the frame representation (3.4), the frame operator Q has following expansion, for
any f ∈ H,
Qf =
X
i
hf,fiifi (3.6)On a Class of Support Vector Kernels Based on Frames in function Hilbert Spaces 7
Computing with frame representations requires the application of Q−1 on certain
elements of H, or equivalently, to solve the frame operator equation
Qg = f (3.7)
for a given f. It has been proposed in (Duﬃn and Schaeﬀer 1952) that a simple Richard-
son iteration
g(n+1) = g(n) − ω(Qg(n) − f) n ≥ 0 (3.8)
with parameter ω = 2/(A + B) and arbitrary starting element g(0) could be used.
4 Kernel functions based on frames
In this section, we consider the function Hilbert space H, for instance the Sobolev space
Hs(Ω), where Ω ⊂ Rn or Ω = Rn, see (Adams 1975). There are many frames in
such a function Hilbert space, e.g., the Gabor frame, Wavelet basis, multiscale frame
(Dahmen 1997) etc. For our purpose, we further assume that Hs(Ω) can be included
into a continuous function space, see (Adams 1975), so that Hs(Ω) can contain the linear
evaluation functional δx(·).
All of the above function Hilbert spaces H are separable. When there exists some
frame in H, then one can deﬁne an analysis operator R∗ by (3.3), which is the adjoint
operator of synthesis operator R for that frame, see (3.2). In this case, we can take the
inﬁnite dimensional sequence space `2 as the feature space in the terminology of support
vector machines. So the analysis operator R∗ can be viewed as a regularization operator
P in a class of regularization networks based on the frame. Thus, by using Theorem 2,
the Green’s function of the frame operator Q is one choice for the kernel for the support
vector machines based on the frame decomposition of function Hilbert spaces. That is,
we have
Theorem 4. Let F = {fi} be a frame in function Hilbert space H = Hs(Ω) and Q be the
frame operator associated with the frame F. Suppose the function G(x,y) ∈ Hs(Ω × Ω)
is the Green’s function of the frame operator Q, i.e.,
(QG(·,y))(x) = δy(x). (4.1)
Then k = G satisﬁes the self-consistency condition (2.5) with respect to the analysis
operator P = R∗.
Proof. Let G(x,y) be the Green’s function of Q. By the property of evaluation
functional δy(x), one has
G(x,y) = hG(·,y),δx(·)i.
By the equality (QG(·,y))(x) = δy(x) and Q = RR∗, the above equation can be rewritten
as
G(x,y) = hG(·,y),δx(·)i = hG(·,y),QG(·,x)i
= hG(·,y),RR∗G(·,x)i = hR∗G(·,y),R∗G(·,x)i`28 J.B. Gao, C.J. Harris and S. R. Gunn
Thus the self-consistency condition (2.5) is satisﬁed with k = G and P = R∗. Further-
more, G is an admissible non-negative kernel, as it can be written as a dot product in
the sequence Hilbert space F = `2. Q.E.D.
The key problem is the calculation of the Green’s function. We will assume that
there exist linear continuous evaluation functional on H, denoted by δx(·) see (Smola
1998) page 40. The relationship between the Green’s function and the dual frame e F of
F is formalized in the following theorem.
Theorem 5. Let H = Hs(Ω) be a function Hilbert space such that evaluation functionals
δx(·) on it are continuous and F = {fi} be a frame in H with the dual frame e F = {e fi},
and deﬁne a function G(x,y) with e F as
G(x,y) =
X
i
e fi(x) · e f(y). (4.2)
Then Q(x,y) is the Green’s function as deﬁned in Theorem 4.
Proof. If F is a frame, then we can obtain equation (4.2) by deﬁnition. Now let
G(x,y) be a Green’s function of Q,
(QG(·,y))(x) = δy(x).
By Theorem 3 the frame operator Q is boundedly invertible operator on H, then
G(x,y) = (Q−1δy(·))(x) = (Q−1 X
i
e fi(y) · fi(·))(x)
=
X
i
e fi(y) · (Q−1fi(·))(x)
=
X
i
e fi(y) · e fi(x)
In the last step, we use the deﬁnition of a dual frame. Thus the function deﬁned in
equation (4.2) is the Green’s function of Q in the sense of (4.1). Q.E.D.
Theorem 5 provides a means to calculate the Green’s function, but this computation
depends on knowing the dual frame. In most of cases, we cannot obtain the dual frame
for a given frame. Here we will propose an approximation algorithm for the Green’s
function G(x,y). In order to implement the support vector machines with the kernel
function k = G as deﬁned in Theorem 4, one has to determine the Green’s function G
in the equation (4.1). For a given dataset D = {(xi,yi)}N
i=1, the solution of the support
vector machine takes the form, see (2.3),
f(x) =
N X
i=1
αiG(xi,x) + b
Thus we just need to determine the Green’s function G for a particular dataset, i.e., a
set of one-variable functions G(xi,x) ∈ H satisfying
QG(·,xi) = δxiOn a Class of Support Vector Kernels Based on Frames in function Hilbert Spaces 9
This is the frame operator equation (3.7) for f = δxi which can be easily solved by the
Richardson iteration (3.8).
The computational cost for determining kernels G(xi,x) (i = 1,2,...,N) will increase
rapidly with increasing training dataset size. We should note that Theorem 1 can be
used as another method for constructing a non-negative kernel function. In the following
we will discuss this issue based on the frame concepts.
New let F = {fi} ⊂ L2(Ω) be a Riesz stable basis (of course, a frame) and a
decreasing sequence of positive numbers {λi} such that they deﬁne a function k(x,y) in
the following way
k(x,y) =
X
i
λifi(x)fi(y) (4.3)
where the series is well deﬁned for all of x and y such that it converges uniformly. Then
the function deﬁned in equation (4.3) is positive semi-deﬁnite, satisfying the Mercer’s
condition, see Theorem 1. In fact, for any f ∈ L2(Ω), one has, Sch¨ olkopf (1997),
Z
f(x)k(x,y)f(y)dxdx =
X
i
λi
Z
f(x)fi(x)dx ·
Z
f(y)fi(y)dy ≥ 0. (4.4)
Thus the function deﬁned by equation (4.3) can serve as a kernel function which can be
used in a support vector machine.
Theorem 6. Let F be a Riesz stable basis with a dual e F = (e fi)i in H and the function
k be deﬁned as (4.3). Deﬁne an operator P : H → `2 satisfying
P : f ∈ H −→ (
1
√
λi
hf, e fii)i ∈ `2.
Then P is the regularization operator with respect to the kernel function k and the self-
consistency condition (2.5) can be satisﬁed. Thus the support vector machines deﬁned by
k and regularization network deﬁned by P are equivalent with the feature space F ∼ = `2.
Proof. First k is a support vector kernel due to (4.4). Since F is a Riesz stable
basis, then by Theorem 3 F and its dual frame e F are biorthogonal. In order to prove
this theorem, it is enough to check that the self-consistency condition (2.5) is satisﬁed
with respect to the operator P.
hPk(·,y),Pk(x,·)i`2 = h(
1
√
λn
hk(·,y), e fni)n,(
1
√
λn
hk(x,·), e fni)ni`2
=
X
n
1
λn
hk(·,y), e fni · hk(x,·), e fni
=
X
n
1
λn
h
X
i
λifi(·)fi(y), e fni · h
X
i
λjfj(·)fj(y), e fni
=
X
n
1
λn
· λnfn(y) · λnfn(x) = k(x,y)10 J.B. Gao, C.J. Harris and S. R. Gunn
That is the self-consistency condition. Q.E.D.
Using kernel k we can deﬁne a subspace H1 of H whose elements take the form
f(x) =
X
i
cifi
such that kfkH1 =
P
i
c2
i
λi < ∞. It is easy to check that H1 is a Reproducing Kernel
Hilbert Space (RKHS) with reproducing kernel given by k in which the dot product is
deﬁned as:
h
X
i
cifi,
X
i
difiiH1 ≡
X
i
cidi
λi
In fact we have
hf(x),k(x,y)iH1 =
X
k
ciλifi(y)
λi
=
X
i
cifi(y) = f(y).
Also see (Wahba 1999; Sch¨ olkopf 1997; Girosi 1998). Hence we can see that the se-
quence {λi} can be used to constrain the subspace H1, or equivalently, the smoothness
of function f.
5 Numerical Example
The dual frame plays a main role in the argument of this paper. Many frames, such
as Gabor’s, biorthogonal B-spline wavelet and RBF frames (Chui 1992; Dahmen 1997;
Blatter 1998), can be used to construct new Green’s function in this framework. The
Green’s function deﬁned by equation (4.2) is an inﬁnite series of functions in a frame.
In practice, this sum of inﬁnite terms should be truncated into a sum of ﬁnite terms.
Denote the corresponding sum by
GΛ(x,y) =
X
j∈Λ
e fj(x)e fj(y)
where Λ is a index subset of j and denote J = |Λ| the number of elements in Λ.
In this paper, the spline prewavelet proposed by Chui and Wang (Chui and Wang
1991) is chosen to be the generator for Green’s kernel function. Let Nm(x) be the B-
spline function of the mth order supported on [0,m]. Then the mth order pre-wavelet
corresponding to Nm(x) is deﬁned as follows:
ψm(x) =
1
2m−1
2m−2 X
j=0
N2m(j + 1)N
(m)
2m (2x − j)
where N
(m)
2m (x) is the mth derivative of 2mth order B-spline N2m(x), or equivalently,
ψm(x) =
1
2m−1
3m−2 X
n=0
(−1)n
 m X
j=0

m
j

N2m(n − j + 1)

Nm(2x − n). (5.1)On a Class of Support Vector Kernels Based on Frames in function Hilbert Spaces 11
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Figure 1: Pre-wavelet kernel function of order (4,3)
Deﬁne
φm;0,i = Nm(x − i)
and
ψm;j,i = 2j/2ψm(2jx − i)
The union of φm,0,k and ψm;j,k constitutes a frame for the function space L2(R), and a
corresponding kernel can be constructed, see (4.3),
Gm;J(x,y) =
X
i
φm;0,i(x)φm;0,i(y) +
X
0≤j≤J−1
X
i
2−2jψm;j,i(x)ψm;j,i(y). (5.2)
where Gm;J(x,y) is referred to as the pre-wavelet kernel of order m up to level J,
that is, there are J diﬀerent scales in the kernel function. Although the summation
corresponding to index i in (5.2) is taken from −∞ to +∞, only ﬁnite terms are summed
when both x and y are given because all of φ and ψ are compactly supported. The kernel
function G4,3(x,y) is plotted in Figure 1. Multidimensional kernels can be formed in the
usual way by forming a tensor product of univariate kernels or they can be constructed
from certain multivariate frames (Dahmen 1997).
Although the kernel function deﬁned by (5.2) provides J diﬀerent scale/fre- quency
components, the coarsest scale/lowest frequency is determined by the basic wavelet func-
tion (5.1). In order to enable the range of scales to match the data an extra scale factor
can be introduced which is similar to the width parameter σ in the RBF kernel. In fact,
the index J = 0 in the kernel deﬁnition corresponds to the coarsest scale/frequency, thus
we can deﬁne the so-called scaled pre-wavelet kernel as follows:
Gm;J;σ(x,y) =
X
i
φm;0,i(
x
σ
)φm;0,i(
y
σ
) +
X
0≤j≤J−1
X
i
2−2jψm;j,i(
x
σ
)ψm;j,i(
y
σ
). (5.3)12 J.B. Gao, C.J. Harris and S. R. Gunn
where σ is called scale factor. This scale factor adjusts the starting range of the scales,
but does not adjust the width of the scale range, which is controlled by J; making σ
smaller will produce a function scale with higher frequencies.
In this section an SVM will be implemented with the Vapnik’s -insensitive loss
function c(f(x),y) = L(f(x) − y) which is deﬁned as
L(u) =
(
0 |u| < 
|u| −  otherwise
In this regression scenario an -insensitive region, in place of the classiﬁcation margin,
is introduced. The “tube” of ± around the regression function within which errors are
not penalised (Vapnik 1998) enables sparsity to be obtained within the support vectors.
The support vectors lie on the edge , or outside, of this region. For simplicity, the
regularisation problem (2.4) is re-written in the equivalent SVM formulation as
minRreg[f] = C
N X
i=1
L(f(xi) − yi) +
1
2
kPfk2 (5.4)
where C is the capacity control parameter. A larger value of C will increase penalisation
of errors on the training data but will increase the potential for overﬁtting. The value of
C should be related to the noise level in the targets. The determination of C with respect
to a real problem is a diﬃcult task. One approach is to use model selection criteria such
as VC-theory (Vapnik 1995), Bayesian methods (MacKay 1991), AIC (Akaike 1974),
NIC (Murata et al. 1994) and cross validation etc. In our experiments the data is
generated from a known function and the capacity control parameter C was optimized
by measuring the true generalisation error for a range of ﬁnely sampled values of C.
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Figure 2: The true function f and the uniformly-spaced samples with a noise variance
of σ = 0.2
Example 1: The function f(x) = x−1 sin(2πx) deﬁned on [−10,10] is used to
illustrate support vector regression with a pre-wavelet kernel (5.2). The approximation of
f is computed by a support vector machine method using 160 uniformly-spaced samples.On a Class of Support Vector Kernels Based on Frames in function Hilbert Spaces 13
The target values of the samples were corrupted by Gaussian noise with a standard noise
deviation of 0.2. The learning data and the true function are shown in Figure 2. For
comparison, we approximate the same function by the SVM method with  = 0.1 utilizing
three diﬀerent types of kernel functions:
1. Vapnik’s ﬁrst order inﬁnite spline kernel function (Vapnik 1998), given by
K(x,y) = 1 + xy +
1
2
xy min(x,y) −
1
6
(min(x,y))3
2. RBF kernel function with width σ, see (Smola 1998);
3. The pre-wavelet kernel function (5.2) of order (m,J,σ).
Figures 3 shows the SVM results for the optimal parameters. In plots (a), (b) and
(c), the solid line is the curve of approximation function and the dotted line is the true
function. From these plots, it can be seen that SVM regression with these three kernels
can give good generalisation results. The optimal parameters were σ = 0.7, C = 2511
for the RBF kernel, C = 501 for the spline kernel and m = 5,J = 1,σ = 0.7,C = 251188
for the scaled pre-wavelet kernel. The mean square generalisation error is 0.016 for the
RBF kernel (67% support vectors), 0.020 for the spline kernel (66% support vectors)
and 0.015 for pre-wavelet kernel (67% support vectors). Plot (d) shows the mean square
generalisation error (natural log) curves of the model versus the control factor C (log10).
It is evident that the performance of the RBF kernel is superior to that of the spline
kernel, and that the scaled pre-wavelet kernel is superior to both of the spline and RBF
kernels, over a large range of C values. The best performance is given by the pre-wavelet
kernel. The use of an  insensitive loss function means that typically the generalisation
error curve will become constant above a certain value of C; for the spline kernel this
occurs at C ≈ 104.
The performance of the RBF kernel strongly depends on the values of the kernel
width parameter σ and control factor C, resulting in poor generalisation when C is
small and when σ is unsuitable. SVMs were also constructed for the pre-wavelet kernel
(5.2) without a scale factor (i.e. σ = 1). In these cases (σ = 1), the kernel with best
performance was the pre-wavelet kernel of order (6,2). The pre-wavelet of order (6,2)
has two scale components and higher smoothness. The removal of the scale parameter
ﬁxes the coarsest scale/frequency of the function space and hence a larger number of
scales (J) will typically be required to include the desired scale(s) in the function space.
Since, better generalisation will be obtained if the function space is as ‘tight’ as possi-
ble, the scaled pre-wavelet kernel (5.3) should be used in preference to the pre-wavelet
kernel (5.2), at the expense of an additional parameter to be determined. Example 1
demonstrates that the pre-wavelet kernel is competitive with commonly employed kernel
functions.
To illustrate how the parameters in the scaled pre-wavelet kernel control the function
space, the SVM algorithm was implemented for diﬀerent orders (m = 3,4,5,6) and
diﬀerent bandwidths (J = 1,2,3). The results are shown in Figure 4 for several selected
examples. From left to right, the plots correspond to increasing bandwidth and from top14 J.B. Gao, C.J. Harris and S. R. Gunn
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Figure 3: The SVM approximation results for Example 1On a Class of Support Vector Kernels Based on Frames in function Hilbert Spaces 15
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Figure 4: The SVM approximation with pre-wavelet kernels at the diﬀerent orders and
the optimal scaled factors16 J.B. Gao, C.J. Harris and S. R. Gunn
to bottom the plots correspond to increasing order. In the experiments the optimal scale
factor was independent of the order (m), but dependent upon the bandwidth (J). It was
found that the optimal value of σ was the one that placed the upper end of the wavelet
bandwidth just above the sinc ‘frequency’, which is favourable from a generalisation
perspective.
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(c) Optimal result for the
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Figure 5: The SVM approximation results for Example 2.
Example 2: To illustrate a more realistic situation where the scaled pre-wavelet
kernel may be used, a second example is now considered for a function containing multiple
scales. As the wavelet function can be used to represent any multiscale components
contained in the function, an SVM with a pre-wavelet kernel should easily capture the
diﬀerent scales in the data. In order to demonstrate this observation, consider theOn a Class of Support Vector Kernels Based on Frames in function Hilbert Spaces 17
following function:
f(x) =
(
sin(x) 0 ≤ x < 5
sin(4x) 5 ≤ x ≤ 10
A dataset of 80 uniformly-spaced samples were generated in which Gaussian noise of
standard deviation 0.1 was added to the targets. The SVM method with  = 0.1 was
implemented for the three kernels utilised in Example 1. Figure 5 (a), (b) and (c) show
the curves of the true function (dashed line) and the approximation function (solid line)
by the SVM algorithm for these three kernels with their optimal parameters. Plot (d)
shows the generalisation error curves (natural log) of the model versus the control factor
C (log10). In this example, the performance superiority of the scaled pre-wavelet kernel
to the other two kernels is more pronounced. The test mean square errors are 0.020 for
the RBF kernel (51% support vectors), 0.019 for the spline kernel (45% support vectors)
and 0.011 for scaled pre-wavelet kernel (45% support vectors).
This example highlights the poorer performance of the RBF kernel when multiple
scales exist. The optimal values of the bandwidth for the scaled pre-wavelet kernel was
J = 3, since the original data contains two diﬀerent scales, one of which is 4 times the
other and the pre-wavelet kernel scales are spaced at 2j.
6 Conclusions
In this paper, we have developed kernel functions from frames in a function Hilbert
space and shown their application within a SVM. The relationship between the analysis
operator of a frame and the Green’s function of a frame operator has been introduced.
The dual frame plays the main role in the argument of this paper. Many frames, such
as Gabor’s, biorthogonal B-spline wavelet and RBF frames, can be used to construct
new Green functions in this framework. Examples in this paper have demonstrated that
the newly proposed kernels are competitive with the well-established kernel functions.
The choice of an appropriate kernel within a kernel-based learning method is critical
in obtaining good performance. When little prior knowledge exists, two approaches
can be adopted: (1) try many diﬀerent kernel functions, (2) try one kernel function
with a ﬂexible parameterisation. The wavelet kernels fall into the second category.
This approach is more attractive when a Bayesian method is employed since the kernel
parameters can then be treated as hyperparameters and re-estimated appropriately.
Until now the kernel of choice for a dataset containing many scales was to employ a spline
kernel (or similar) with no associated scale. In this paper we have shown that better
results can be obtained when a ‘tighter’ function space is used by using a bandlimited
kernel. In the limit as the bandwidth becomes small the kernel will induce a ‘tight’
function space (c.f. RBF) and in the limit as the the bandwidth becomes large the
kernel will induce a ‘loose’ function space (c.f. spline). As such we provide the kernel-
based modeller with a new tool for their armoury. Extensions to this work could consider
the construction of other kernel functions based on the multilevel/multiscale Riesz basis
and the development of eﬀective algorithms for general support vector machines based
on these multilevel/multiscale kernel functions.18 J.B. Gao, C.J. Harris and S. R. Gunn
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