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 As higher education institutions pursue internationalization in response to globalization, the 
lingua franca status of English is driving expectations that even in countries where English is not 
a national language, graduate students should have the language skills to be able to disseminate 
their research in English. It is within this wider context that several departments at Universidad 
de Los Andes (Los Andes), a well-respected private research university in Colombia, asked the 
Department of Languages and Socio-Cultural Studies (D-LESC) to create a program that would 
promote their PhD students’ ability to write for publication and present at academic conferences 
in English. Faculty in D-LESC developed both the curriculum for the resulting Inglés para 
Doctorados (IPD) program and the IPD Placement Exam, which includes a reading section 
already in wider use at Los Andes as well as speaking and writing sections written specifically 
for the new program. During a pilot phase and after the IPD exam became operational, the 
faculty involved in test development checked its reliability and monitored how well students 
were being placed into IPD classes. However, as the potential consequences of test use became 
more extreme—shortly after the IPD program was approved, completion thought the third level 
(IPD 3) became required for all PhD students, and some departments began to limit admissions 
to their PhD programs based on IPD exam results—the lead test developer felt a more thorough 
evaluation of the exam’s reliability and validity was in order.  
 Thus in the spring of 2012 I joined the lead test developer in a comprehensive evaluation of 
the IPD Placement Exam. One part of this larger evaluation project involved investigating the 
writing section in order to address practical concerns of administrators and faculty in the IPD 
program: namely, whether raters and the scoring rubric were functioning effectively. I assumed 
responsibility for this part of the evaluation, and the current report is a more extensive and 
technical presentation of findings that will be shared with IPD program stakeholders so that they 
can make informed decisions about whether there are any aspects of rater training and/or scoring 
materials and procedures which could benefit from revision.  
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LITERATURE REVIEW 
 
 One popular approach to investigating the functioning of second language performance 
assessments is multifaceted Rasch analysis (MFRA), an extension of the basic Rasch model used 
with dichotomous data. The basic Rasch model estimates the probability of success on an item as 
a function of the test taker’s ability and the item’s difficulty; MFRA allows for additional facets 
of the testing situation to be added to this basic equation, so that, for example, the probability of 
obtaining a particular score on a rating scale can be expressed as a linear combination of test 
taker ability, task difficulty, rater severity, and rating scale step difficulty. Estimates for each 
facet are calibrated independently but expressed as logits (log odd units) on a single interval 
scale, which permits direct comparisons between facets. Moreover, in certain cases, MFRA can 
be used to mathematically compensate for facets which contribute to undesirable score 
variability. The possibilities afforded by MFRA in terms of investigating rater behavior and 
rating scale design are briefly described below.  
 
Raters 
 One persistently articulated concern in relation to performance testing is the construct-
irrelevant variance raters can introduce into the scoring process. Several well-recognized rater 
effects—including overall differences in rater severity; halo effects (i.e., failing to assign 
independent scores for the distinct categories of an analytic rubric); and central tendency (i.e., 
the reluctance to assign scores at the extremes of a rating scale)— can be diagnosed using MFRA 
(Engelhard, 1994). Of these, differences in rater severity have been the most extensively 
researched in the second language performance testing literature. While some studies have found 
that raters are able to achieve similar levels of severity and maintain these over time (Lim, 2011), 
most research has shown that even trained raters exhibit significant differences in their overall 
level of severity (Bonk & Ockey, 2003; Eckes, 2005; Lumley & McNamara, 1995; Weigle, 
1998; Wigglesworth, 1993).  
 Importantly, differences in rater severity can have non-trivial consequences for individual 
test takers. For example, Eckes (2005) found that despite extensive training, raters exhibited 
differences in severity extreme enough to have resulted in meaningful score discrepancies for 
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almost 15% of the sample. But while some researchers characterize differences in rater severity 
as a type of rater error (Engelhard, 1994), others question the desirability of perfect agreement 
among raters, which may come at the expense validity (Lumley & McNamara, 1995; McNamara, 
1996). Indeed, MFRA models raters to act as “independent experts” rather than interchangeable 
“scoring machines” (Linacre, 2010b, p. 13). From this perspective, consistent differences in rater 
severity are not problematic because they can be compensated for through the allocation of 
Rasch-adjusted fair scores, which can then be converted back into the original scoring metric.  
 In addition to estimating overall levels of rater severity, MFRA also allows for the 
identification of specific patterns of rater severity through the technique of bias analysis, which 
flags interactions in which raters are harsher or more lenient than expected towards particular 
elements in a facet (e.g., individual test takers, particular items, specific tasks). Using this 
technique, researchers have found evidence of significant interaction effects between raters and 
tasks (Wigglesworth, 1993), raters and testing occasions (Lumley & McNamara, 1995), raters 
and test takers (Kondo-Brown, 2002; Lynch & McNamara, 1998; Schaefer, 2008), and raters and 
rubric scoring criteria (Eckes, 2005; Kondo-Brown, 2002; Lynch & McNamara, 1998; Schaefer, 
2008; Wigglesworth, 1993).  
 While some researchers have tentatively identified general tendencies in rater interactions—
for example, that raters may have a propensity to react more harshly or leniently towards test 
takers of extreme high or low ability (Kondo-Brown, 2002; Schaefer, 2008)—they have also 
largely concluded that raters’ bias patterns are “idiosyncratic” (Kondo-Brown, 2002, p. 25). This 
raises the question of whether the provision of individualized feedback based on MFRA results 
might mitigate rater bias, but the results of these interventions have been mixed. While 
Wigglesworth (1993) found raters responsive to feedback and generally able to use it to 
moderate their biases, Knoch (2011a) found raters responsive to feedback but generally unable to 
use it to improve their rating behavior; she concludes that the effort involved in providing 
individualized feedback during operational testing conditions is not justified by the minimal 
impact such feedback seems to achieve. An alternative to attempting to change biased rater 
behavior through training is to use MFRA to adjust scores for bias.  
 However, MFRA can only be used to compensate for general or specific trends in rater 
severity if raters are self-consistent. Thus a separate issue from inter-rater reliability is that of 
intra-rater reliability. MFRA provides a number of fit statistics which can be used to diagnose 
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problems with intra-rater reliability but no way to counteract erratic rater behavior: if raters are 
unpredictable—for example, sometime harsh and sometimes lenient with respect to a particular 
rubric category—their ratings contain random error which cannot be modeled. Luckily, 
researchers using MFRA have found that problems with intra-rater reliability are more amenable 
to training (McNamara, 1996; Weigle, 1998); as a consequence they argue that the proper focus 
of rater training should be fostering rater self-consistency. 
 Taken together, these results suggest that in practical investigations of rater performance, it is 
important to check for significant differences in rater severity and, if such differences are found, 
to determine whether they are extreme enough to require an adjustment of raw scores. In addition 
to ascertaining overall levels of rater severity, it is also important to use bias analysis to identify 
the presence and potential impact of interactions between raters and other facets. However, given 
that even well-trained raters who apply a scoring rubric “sensitively and diligently” are apt to 
“routinely” differ in their severity (Bond & Fox, 2007, p. 145), these differences should not 
necessarily be interpreted as an indictment of rater ability or rater training. At the same time, it is 
crucial to monitor rater self-consistency and, if raters are found to be unpredictable, to devise 
ways to address this through additional rater training.  
 
Rubrics 
 MFRA can be used to investigate rubric category and rating scale functioning on a number of 
levels. MFRA estimates of the difficulty of individual rubric categories and/or the difficulty of 
the scores which comprise the rating scales for each category can be used to ascertain how well 
the range of rubric category and/or score difficulties matches the range of test taker abilities 
(Bond & Fox, 2007). It is also possible to separately model the rating scale structure of each 
rubric category in order to investigate the frequency and consistency of score use and to 
determine the optimal number of steps (i.e., scores) for each scale (Bond & Fox, 2007); to 
ascertain the comparability of scores for different categories of an existing rubric (Bonk & 
Ockey, 2003);  and to evaluate the reliability and validity of newly created scales (Knoch, 2007, 
2008).   
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Research Questions 
 In light of the issues raised by previous research and the concerns of the lead test developer, 
and, by extension, IPD stakeholders, the present study sought answers to the following questions:  
1. Overall and within individual administration groups, how well does the writing test 
spread test takers out? 
2. Overall and within individual administration groups, to what extent are there differences 
in rater severity or problems with rater consistency?  
3. To what extent are raters systematically harsh or lenient in relation to specific test takers, 
administration groups, or rubric categories?  
4. Overall and within individual administration groups, to what extent are there differences 
in rubric category difficulty or problems with category consistency?  
5. To what extent are rubric categories systematically difficult or easy in relation to specific 
administration groups?  
6. How well are the scales of the five rubric categories functioning? 
 
METHODOLOGY 
 
Participants and Materials 
 Test takers were prospective PhD students at Los Andes. Only departmental affiliations were 
recorded along with test scores; no other test taker biodata is available. It is, however, safe to 
assume that the vast majority of test takers were Spanish L1 speakers. 
 The IPD Placement Exam consists of writing, speaking, and reading sub-sections. For the 
writing portion of the exam, test takers were given 30 minutes to hand write a statement of 
purpose in which they described why they were qualified for PhD studies and what they hoped to 
accomplish during and after their studies; this prompt was used during all administrations. Each 
essay was scored by two raters using the Jacobs, Zingraf, Wormuth, Hartfiel, and Hugheym 
(1981) rubric, which consists of five differentially weighted scales (see Appendix A). For each 
rubric category, raters first individually decided on one of the four broad ability bands (e.g., 
excellent to very good, good to average, etc.) and then assigned a specific score. After both raters 
had scored all five categories, they compared their results and, if scores were discrepant by more 
than two points on any one of the categories, discussed their reasons for assigning the scores they 
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did. Although raters generally sought consensus, it was not compulsory, and the discussion 
process could have resulted in both raters retaining their original scores, both raters changing 
their scores to a negotiated intermediate score, or one rater changing his or her score in order to 
bring it in line with the other rater’s score.  
 To date, four raters have scored the writing section of the IPD exam. Only Rater 1 has taken 
part in all test administrations; Table 1 indicates which administrations the three other raters 
participated in. All four raters are experienced teachers; Raters 1, 2, and 3 have taught 
extensively in the IPD program, whereas Rater 6 regularly teaches in the undergraduate English 
program at Los Andes. Three of the raters are L1 Spanish speakers (Raters 1, 3, and 6), while 
Rater 2 is an L1 English speaker.  
 
Data Collection 
 For the larger test evaluation project, a common data set was created based on test scores 
collected from all administrations conducted between May 2009 and October 2012.  Of the 599 
test takers whose scores were recorded, the following were omitted: (a) those who did not give 
permission for their data to be used (n = 5); (b) those who took the test a second or third time 
(n = 22); (c) those who did not complete two or more sections of the test (n = 4); and (d) those 
who took part in small-scale administrations that did not appear to include a speaking test or 
whose speaking scores suggested evidence of recording problems (n = 9). After the removal of 
these test takers, the initial data set included scores for 559 test takers. 
 Because the larger test evaluation project involved forms of data analysis that are sensitive to 
outliers (discriminant function analysis and profile analysis), this data set was then screened for 
univariate and multivariate outliers. Eighteen scores were identified as univariate outliers on the 
basis of z scores greater than 3.29; these were adjusted to z scores of 3.29 in order to mitigate 
their influence. Using Mahalanobis distance values, χ2(17) = 40.790, p = .001, 15 test takers were 
identified as multivariate outliers. Preliminary analyses run with and without these fifteen 
multivariate outliers produced similar results, so these test takers were eliminated. Finally, two 
more test takers had no writing section scores and so were removed for the present analysis, 
which relies on a final n size of 542.  
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Data Analysis 
 Descriptive statistics and reliability estimates were calculated using IBM SPSS 22. MFRA 
was conducted using FACETS 3.67 (Linacre, 2010a). The model specifications included three 
facets: raters, test takers, and rubric categories. Because only two categories of the Jacobs et al. 
(1981) rubric use the same range of scores, a different scale structure was specified for each 
category. As Mechanics scores included half-points and FACETS only accepts integers, scores 
for this category were doubled during the analysis.  
 To obtain a general picture of rater and category functioning, scores from all 542 test takers 
and all four raters were analyzed together in one set; subset connection was possible because 
Rater 1 participated in all administrations. Additionally, in order to assess possible differences in 
test taker ability, rater severity, and category difficulty on different occasions, separate analyses 
were run for the administration groups detailed in Table 1. Although it would have been ideal to 
analyze each individual administration separately, the small number of test takers in earlier 
administrations necessitated combining data from several administrations. The resulting groups 
are a compromise between considerations of size, administration timing, and the consistency of 
the raters involved.  
 To ensure the comparability of results across administration groups, the initial analysis of the 
full data set was used to produce estimates of test taker ability, rater severity, and category 
difficulty. These measures were then used in the subsequent rounds of individual administration 
group analyses to anchor all facets except the facet of interest. To investigate differences in test 
taker ability, rater severity and rubric category/scale step difficulty were anchored to the 
benchmark values and test takers allowed to float. Similarly, to examine differences in rater 
severity, test taker ability and rubric category/scale step difficulty were anchored to the 
benchmark measures and raters allowed to float; to evaluate differences in category difficulty, 
test taker ability and rater severity were anchored and categories allowed to float.  
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Table  1 
Administration Groups 
Group N Component Administrations Raters 
1 53 05/11/09; 05/13/11; 07/22/11 1 & 2 
2 58 11/14/09; 11/20/09; 12/03/09; 01/13/10; 04/24/10 1 & 2 
3 83 05/08/10; 06/19/10; 10/16/10 1 & 2 
4 82 04/30/11; 07/11/11 1 & 2 
5 94 10/22/11 1 & 3 
6 111 05/05/12 1 & 3 
7 61 10/20/12 1 & 6 
 
 Finally, bias analyses were conducted to detect any systematic interactions between facets of 
interest (raters x administration group, raters x rubric categories, raters x test takers, categories x 
administration groups).  
 
RESULTS 
 
Descriptive Statistics 
 Brown (2012) argues that “it is crucial to present the descriptive statistics that underlie all the 
other more exotic statistics whenever those other statistics are to be interpreted, understood, or 
explained” (p. 312). Therefore, as a prelude to MFRA results, the following section presents 
descriptive statistics and reliability measures for the two facets of primary interest in this study, 
raters and categories.  
 Raters. Table 2 presents the basic descriptive statistics for each of the four raters. The mean 
scores suggest some differences in severity, with Rater 3 seeming on average to be the most 
lenient, Rater 6 the most severe, and Raters 1 and 2 somewhere in the middle. Neither Rater 3 
nor Rater 6 assigned the lowest (34) or the highest possible scores (100), indicating a possible 
tendency to avoid extreme scores, though standard deviation of Rater 6’s scores are comparable 
to those for Raters 1 and 2.   
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Table 2 
Rater Descriptive Statistics 
Rater M SD Min Max 
1 78.03 11.84 34 100 
2 77.10 12.86 35 100 
3 80.46 9.56 43 96 
6 76.92 11.90 47 96 
 
 Table 3 shows the inter-rater reliability correlation coefficients for all pairs of raters that 
concurrently scored tests in one or more administrations. For all three pairs of raters, inter-rater 
reliability is quite high for the test as a whole. Raters 1 and 2 and Raters 1 and 6 also 
demonstrate high inter-rater reliability on most categories, with the exception of Mechanics, 
while the reliability coefficients for Raters 1 and 3 are consistently lower.1 However, inter-rater 
reliability only indicate the degree to which raters are consistent in their rank ordering of 
candidates; they do not account for overall differences in severity or leniency, which are 
addressed in the MFRA results.  
 
Table  3 
Inter-rater Reliability Correlation Coefficients 
 Test Content Org Vocab Lang Use Mech 
Rater 1 & 2 .98 .98 .95 .96 .98 .77 
Rater 1 & 3 .95 .86 .87 .89 .92 .82 
Rater 1 & 6 .98 .95 .95 .94 .95   .80 
 
 Categories. Table 4 includes descriptive statistics for the five categories of the Jacobs et al. 
(1981) rubric. The first column indicates the name of each category as well as its possible score 
range; half-points were possible for Mechanics (e.g., scores of 2.5, 3.5, and 4.5), whereas all 
                                                          
1 It is important to note that the current practice of negotiating scores when raters disagree by more than 
 two points has inflated these numbers. Preliminary comparisons of negotiated and non-negotiated scores 
for 463 test takers suggest that the negotiation process has a noticeable impact on inter-rater correlation 
coefficients, though not for rater severity measurements and fit statistics calculated with MFRA. See 
Appendix B for inter-rater reliability correlation coefficients calculated using the non-negotiated scores. 
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other categories only used full points. It is worth noting that the lowest possible scores for all 
five categories are above zero, so that 34 is the minimum score a test taker could receive on the 
test as a whole. Because only Organization and Vocabulary use the same range of scores, direct 
comparisons of the means and standard deviations are not possible. However, dividing the mean 
score for each category by the maximum possible score results in percentage scores that can then 
be compared.  
 This comparison reveals that the mean scores for each category are relatively high and 
relatively similar, though there is about a six percentage point difference between the easiest 
category, Content, and the most difficult, Mechanics. Similarly, when converted to percentage 
scores, standard deviations for each category fall within a relatively narrow range of 
approximately three percentage points. The Min and Max scores show that at least one test taker 
earned the minimum and maximum score in each category.  In terms of score distributions, 
skewness values are more than twice the standard error, indicating that all categories are 
negatively skewed; this is not at all surprising, given that the rubric is by design negatively 
skewed. Kurtosis values are more than twice the standard error of kurtosis, indicating that the 
first four categories are leptokurtic and Mechanics is platykurtic.  
 
Table 4 
Category Descriptive Statistics 
 M  SD     
Category Raw %  Raw % Min Max Skew Kurtosis 
Content (13-30)  24.20 80.66  3.56 11.85 13 30 -.77 .49 
Org (7-20) 15.65 78.25  2.50 12.50 7 20 -.77 .73 
Vocab (7-20) 15.58 77.88  2.60 13.01 7 20 -.77 .68 
LangUse (5-25) 19.06 76.23  3.56 14.26 5 25 -.99 1.40 
Mech (2-5) 3.71 74.23  .75 15.01 2 5 -.23 -.48 
Note: The standard error of skewness is .07; the standard error of kurtosis is .15. 
 
MFRA Results 
 Results from the MFRA address the five research questions in roughly the order they were 
presented. In order to assess how well the test is functioning overall, results from the initial 
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analysis of the full set of 542 test takers are examined in terms of fit statistics, the vertical ruler, 
and summary statistics for the three facets of interest. This is followed by a brief consideration of 
test taker measures across administration groups. The remaining sections address in detail the 
more specific research questions about raters and category functioning, including differences in 
rater severity and fit during individual administration groups; biased interactions involving 
raters; category difficulty and fit during individual administration groups; biased interactions 
involving categories; and rubric scale functioning.   
 Full set fit statistics. MFRA assumes psychometric unidimensionality, departures from 
which are signaled by one of several fit statistics that indicate the extent to which elements in a 
facet do not conform to expected response patterns. FACETS output provides two 
unstandardized fit statistics based on the means of the squared residuals of the observed minus 
expected observations. Outfit mean squares are unweighted and sensitive to outliers, while infit 
mean squares are weighted towards typical observations and are more sensitive to unexpected 
“inlying” responses (Linacre, 2010b). Both statistics area modeled to have a mean of 1.0; values 
above 1.0 indicate performances that are more erratic than expected (‘noisy’), while values 
below one indicate performances that are more consistent than expected (‘muted’). As infit mean 
square values are generally considered to be more informative, these were used to determine the 
fit of all facets. There are a number of guidelines for interpreting fit statistics but “no hard-and-
fast rules,” (Bond & Fox, 2007, p. 242),  and so I have adopted slightly different criteria for the 
different facets, depending on the potential implications of misfit.  
 Because test takers were not the primary focus of this research, I chose to define as misfitting 
only those test takers whose infit mean square values were above 2.0, which indicates misfit 
severe enough to potentially compromise measurement (Linacre, 2010b). Based on this criteria, 
53 test takers (9.78%) were identified as misfitting. However, interpreting this misfit is not 
straightforward. While with dichotomously scored items unexpected response patterns can be 
attributed to such factors as guessing correctly on a difficult item, making careless mistakes on 
an easy item, or having access to special knowledge (Bond & Fox, 2007, p. 241), these 
explanations do not make sense for a performance test. Moreover, Bonk and Ockey (2003) 
suggest that test taker misfit on a performance test could be an “undesirable but unavoidable use 
of rating categories as ‘items’ in Rasch models” (p. 99) because the model is sensitive to 
inconsistencies that arise when test takers score unexpectedly high on categories the model has 
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determined are more difficult and unexpectedly low on categories that the model has determined 
are easier. Yet it is not unreasonable to expect that some language learners will have uneven 
language profiles, with certain aspects of writing ability more developed than others, and this 
unevenness does not invalidate the test as a measure writing of writing ability (as it might, say, if 
there was a significant amount of noisy misfit in a math test in which progressively more 
difficult operations formed a clear hierarchy). This is not to suggest that test developers, in their 
continued evaluation of the IPD testing program, should not keep track of test taker misfit, 
particularly in relation to any substantive changes in the test. However, for the present analysis, 
the primary concern was that test taker misfit not degrade the measurement model as a whole. 
Consequently, as the FACETS analyses of the full data set run with and without these misfitting 
test takers produced comparable results, misfitting test takers were retained in all analyses.2  
 More stringent fit criteria were applied to raters and categories as misfit in either of these two 
facets points towards problems with the test scoring or materials which should be addressed by 
test developers. Noisy misfit in raters indicates a lack of internal consistency (intra-rater 
reliability) which, unlike differences in severity, cannot be modeled and adjusted for, and 
suggests the need for additional rater training or feedback. Noisy misfit in items/categories 
suggests either problems with quality (e.g., items are poorly worded) or multidimensionality (i.e., 
items are addressing a different construct), while muted misfit indicates redundancy; both types 
of misfit suggest the possible need for test revision (McNamara, 1996, pp. 174-176). In this 
analysis, raters and categories with infit mean square value between .5 and 1.5 were considered 
to adequately fit the model (Linacre, 2010b). According to this criteria, all four raters and all five 
categories adequately fit the model when the full set of data was analyzed (see Tables 5).  This 
indicates that when the data from all administration groups are analyzed together, raters show an 
appropriate amount of consistency in their ratings and categories seem to be targeting the same 
construct. 
 Full set test performance. An examination of the vertical ruler (Figure 1) and several key 
statistics for each facet (Table 5) gives a good initial overview of test performance, including the 
                                                          
2 Differences in measurements of rater severity were within the range of (rather small) standard errors, as 
were the differences in measurements of category severity for Content, Organization, and Vocabulary. 
Without the misfitting test takers, the measure for Language Use was approximately .10 logits lower and 
that for Mechanics .15 logits higher. Changes to infit mean square values for both raters and categories 
were slight and all elements still met the fit criteria. 
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extent to which takers are being spread out, the match between test taker abilities and 
category/score difficulties, the functioning of category scales, and the existence of marked 
differences in severity between raters,.  
 The vertical ruler (Figure 1) is a visual summary of how all the facets of a testing situation 
fall on a single linear scale, that is, the logit measures in the left-most column. Moving from left 
to right, the columns present measures of rater severity, test taker ability, and rubric category 
difficulty. The five right-most columns indicate the scale structure for each rubric category; 
dashed horizontal lines indicate the point beyond which the next higher score becomes more 
likely than the preceding score for a test taker of corresponding ability (indicated by a shared 
position on the vertical ruler). To facilitate comparisons across categories, colored boxes have 
been added to indicate the scores included in the four broad ability bands from the Jacobs et al. 
(1981) scale: excellent to very good (green); good to average (blue); fair to poor (orange); and 
very poor (red). For all facets, a higher position on the vertical ruler corresponds to a higher 
measure, so that the more severe raters, able test takers, and difficult categories/steps appear 
towards the top of the ruler, while more lenient raters, less able test takers, and easier 
categories/steps appear towards the bottom.  
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Figure 1. Vertical ruler produced from the analysis of full data set (n=542). A* represents 5 
test takers; a represents fewer than 5. The five rubric categories are Content [Cont], 
Organization [Org], Vocabulary [Voc], Language Use [LgUs], and Mechanics [Mech]). 
 
 Taken together, Figure 1 and Table 5 indicate that the writing test is effective in terms of 
spreading test takers out. Test taker ability ranges from + 7.91 logits for the most able test taker 
to a -6.12 logits for the least able test taker, a wide span of approximately 14 logits.  Just as 
importantly, Table 5 shows that the separation and reliability values are quite high. The 
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separation index is a ratio of the “true” SD (SD adjusted for measurement error) to average 
measurement error and indicates the number of “statistically distinguishable levels of 
performance”; for test takers, the higher the separation value the better, as this indicates the test 
is able discriminate more finely between ability levels Jacobs et al. (1981). Table 5 indicates that 
in the full data set test takers can be separated into approximately five and a half levels. 
Reliability refers to separation reliability and signals the degree to which these differences in 
levels of performance are reproducible; for test takers, reliability values close to 1.00 are 
desirable (Linacre, 2010b, p. 255). For the full data set, test taker reliability is a quite high (.97). 
Moreover, as the reliability of the separation index for test takers is analogous to Cronbach’s α3, 
this estimate suggests a high degree of test reliability when this test is used with this test taker 
population. Finally, and somewhat superfluously, the fixed (all same) χ2 is significant at p <.05, 
so that the null hypothesis that test takers have the same level of ability is rejected.  
  
                                                          
3 In a Rasch analysis, reliability statistics estimate the ratio of true to observed variance. 
However, “Conventionally, only a Person Reliability [i.e., test taker reliability] is reported and 
called the ‘test reliability’” (Linacre, 2010b, p. 255). Thus although reliability statistics are 
reported for all facets, only the reliability statistics for test takers should be interpreted as 
analogous to Cronbach α. 
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Table 5 
Test Taker, Rater and Category Measures, Fit Statistics, and Separation Values  
 Measure SE Infit MS Separation Reliability χ2 
Test takers (n=542)  1.08  .28 1.02 5.52 .97 .00  
Raters    1.15 .57 .03  
Rater 1 .03 .02 1.00     
Rater 2 -.02 .02 1.19     
Rater 3 -.06 .03 .83     
Rater 6 .04 .05 .89     
Categories    13.07 .99 .00  
Content .05 .02 1.43     
Organization -.08 .03 .86     
Vocabulary -.03 .03 .66     
Language Use -.50 .02 .89     
Mechanics .57 .03 1.16     
 
 If a test is well matched to the population, the range of test taker abilities will be 
complemented by items of commensurate difficulty, so that test takers and items line up along 
the length the vertical ruler. Table 5 indicates that there is a much narrower range of category 
difficulty compared to the range of test taker ability: there is only slightly more than one logit 
difference between the easiest rubric category, Language Use (-.50 logits) and the most difficult, 
Mechanics (.57 logits). Nonetheless, the category separation index and reliability values indicate 
that there are 13 statistically significant levels of difficulty which can be reliably reproduced and 
the fixed (all same) χ2 value is significant at p <.05. Moreover, category measures simply 
represent the average difficulty of the scores awarded in each category; the five right-most 
columns of Figure 1 make it clear that individual scores span the length of the vertical ruler, with 
the easiest scores in each category measuring close to -7.00 logits and the most difficult +7.00.  
In such a situation, “the score points within the assessment categories [are] more instrumental in 
defining levels of difficulty and ability than differences among the categories themselves” 
(McNamara, 1996, p. 230). 
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 Because the scores in the rubric category scales are instrumental in defining test taker ability, 
the efficient functioning of these scales becomes particularly important. From Figure 1 it is clear 
that the scores in the rubric category scales are behaving differently. For all categories except 
Mechanics, scores at the top and bottom of the rating scales occupy clearly defined visual spaces 
that correspond to easily discernable differences in test taker ability, while scores towards the 
middle of the rating scales are bunched quite close together, suggesting that they may not be 
picking out meaningful differences between test takers. Moreover, the colored boxes 
corresponding to broad ability bands do not quite line up, indicating that they are not parallel 
across categories. For example, a test taker with an ability of +2.00 logits is most likely to earn a 
score which would fall into the excellent to very good band for Content but the good to average 
band for Mechanics.  This is consistent with the differences in category difficulty; however, it is 
problematic if raters are working under the assumption that the broad ability bands are 
equivalent. 
 Although for a placement exam a wide spread of test taker ability measures and high 
separation/reliability values are desirable, the opposite is true for raters, as meaningful 
differences in rater severity can disadvantage test takers. Figure 1 suggests that differences in 
rater severity, if present, are slight, as all four raters line up along the 0 logit mark. This is 
confirmed by Table 5, which shows that once standard errors of measurement are taken into 
account, even the differences between the most severe rater, Rater 6 (.04 logits), and the most 
lenient rater, Rater 3 (-.06 logits), are negligible. Although the fixed (all same) χ2 value is 
significant at p <.05, the separation value is low (1.15) and its reliability quite poor (.54); thus is 
seems reasonable to conclude that differences in rater severity are not meaningful for the full 
data set. 
 An initial inspection of the vertical ruler and rater and category statistics seems to indicate 
that differences in rater severity are less of an issue than the functioning of the rubric scales, an 
impression that will be further explored and substantiated in subsequent sections. But first, the 
next section presents test taker measures from individual administration groups in order to 
further ascertain whether the test is regularly spreading test takers out.  
 Test takers. Table 6 presents results of the MFRA of the seven individual administration 
groups detailed in Table 1. The second column indicates the average measures of test taker 
ability, which range from a low of .82 logits (Group 2) to a high of 1.48 logits (Group 6). 
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Although there is more than half a logit difference in the average ability of the most able and the 
least able groups, the standard error of measurement is relatively large and so these fluctuations 
in test taker ability across administrations should be interpreted cautiously. The same caveat 
applies to the standard deviations, which range from a low of 1.36 logits (Groups 5 and 6) to a 
high of 2.02 (Group 3). What is more important is the consistency of the separation, reliability, 
and χ2 statistics. For each administration group the fixed (all same) χ2 is significant at p <.05, so 
that the null hypothesis that test takers have the same level of ability is rejected. Across the seven 
groups separation values range from a low of 4.73 to a high of 6.27 and reliability values are all 
.96 or greater, indicating that test takers are consistently separable into five to six levels of 
ability. Thus results from analyses of individual administrations complement those of the full 
data set, signaling that the test is reliably separating more and less able test takers.  
 
Table 6 
Test Taker Ability and Separation for Individual Administration Groups 
Group  
n  
M SE SD Separation Reliability  χ2 
1 53 1.16 .28 1.64 5.35 .97 .00 
2 58 .82 .28 1.91 6.27 .98 .00 
3 83 .94 .30 2.03 5.59 .97 .00 
4 82 .91 .27 1.73 5.85 .97 .00 
5 94 1.05 .26 1.36 5.00 .96 .00 
6 111 1.48 .28 1.36 4.73 .96 .00 
7 61 .97 .26 1.60 5.94 .97 .00 
 
 Rater severity and consistency. Analysis of the full data set indicated that there were no 
significant differences in rater severity, and data from individual administration groups largely 
confirms this finding. The rater severity measures shown in Table 7 are all within .15 logits of 
one another, and the separation, reliability, and χ2 statistics show that there are no reliable 
differences in rater severity in Groups 1-5 and 7. Only Group 6 shows clear signs of differences 
in rater severity: in addition to the significant χ2 result, the separation index suggests there are 
approximately two distinct levels of severity and that these differences in rater severity are fairly 
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reliable (.84).  However, the actual magnitude of the difference in severity between Rater 1 and 
Rater 3 is quite small (.13 logits) compared to the 14 logit spread of test taker ability. 
 
Table 7 
Rater Severity, Fit, and Separation for Individual Administration Groups 
 N Measure SE Infit MS Separation Reliability  χ2 
Group 1 53    1.70 .74 .06 
Rater 1  .08 .05 1.07    
Rater 2  -.06 .05 1.16    
Group 2 58    .00 .00 .89 
Rater 1  0 .05 1.22    
Rater 2  .01 .05 1.18    
Group 3 83    .00 .00 .65 
Rater 1  .02 .04 1.10    
Rater 2  -.01 .04 1.20    
Group 4 82    .00 .00 .52 
Rater 1  .02 .04 1.06    
Rater 2  -.01 .04 1.21    
Group 5 94    .00 .00 .46 
Rater 1  .01 .04 1.10    
Rater 3  -.03 .04 .97    
Group 6 111    2.29 .84 .01 
Rater 1  .05 .04 .67    
Rater 3  -.08 .04 .69    
Group 7 61    .00 .00 .80 
Rater 1  .03 .05 .95    
Rater 6  .04 .05 .89    
 
 In terms of consistency, all raters in all administration groups have infit mean square values 
within the acceptable range of .5 to 1.5, indicating that their rating behavior is neither too 
predictable (e.g., because of halo effects or central tendency) nor too unsystematic. The 
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responses of the more experienced raters (1 and 2) generally are more variable than the model 
predicts (Infit MnSq > 1.00), while those of the two less experienced raters (3 and 6) are more 
consistent (Infit MnSq < 1.00).  However, in Group 6, both Raters 1 and 3 have the lowest infit 
mean square values recorded in Table 7. Rater 1, the second most severe rater, and Rater 3, the 
most lenient rater, were notably more consistent in their scoring, which may help account for the 
different levels of rater severity found in this administration. 
 Rater bias analysis. The measures of rater severity presented in the preceding section 
indicate overall tendencies across all facets, but bias analysis makes it possible to determine 
whether raters are severe or lenient in relation to specific facets by reporting the size and 
statistical significance of interactions. Of interest in this research project was whether raters were 
systematically more or less lenient with respect to particular test takers, administration groups, or 
rubric categories. Interactions were interpreted as significant only if z-scores were less than -2 or 
greater than +2 (McNamara, 1996, p. 230); based on this criteria, there were no significant 
interactions between raters and test takers or raters and administration groups to report4. 
However, five of the 20 possible interactions between raters and categories (four raters x five 
categories) were significant, as shown in Table 8.  
 For each interaction, Table 8 reports (from left to right) the rater, the category, the total of the 
raw scores given by the rater to that category, and the expected total of these raw scores, based 
on the model estimations of the rater’s severity across all items, the category difficulty across all 
raters, and test takers’ abilities. The next two columns indicate the number of responses used to 
calculate the totals (i.e., the number of essays each rater scored) and the average difference 
between the observed and expected values. If a rater scored a category more harshly than 
expected, this difference is a negative number; if a rater scored a category more leniently than 
expected, this difference is a positive number. The next three columns show the estimated size of 
the biased interaction in logits, the standard error of this estimate, and whether the rater’s 
tendency toward harshness or leniency is statistically significant. Both bias estimates and z-
scores are oriented so that positive numbers indicate greater rater harshness and negative 
numbers indicate greater rater leniency (as in the vertical ruler). In the final column, infit mean 
square values indicate the consistency of the rater’s harshness/leniency in scoring the category; 
                                                          
4 As bias analysis is another way of approaching the question of rater severity over time, this 
result is not surprising given the stability of rater measures noted in Table 7.  
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these values are expected to be less than 1.0 by “an unknown amount” (Linacre, 2010b, p. 174), 
since estimating systematic bias should make observations more predictable and these values are 
normally expected to be 1.0.  
 Bias analysis reveals more nuanced differences in rater severity that are not possible to detect 
in the summary rater severity measures. Interestingly, Raters 2 and 6, who did not statistically 
differ in overall severity, were biased towards the same two categories, but in opposite 
directions. Table 8 shows that Rater 2 is consistently harsher when scoring Organization and 
more lenient when scoring Language Use, while Rater 6 is consistently more lenient when 
scoring Organization and harsher when scoring Language Use. Table 8 also shows that Rater 3 
is consistently more lenient when scoring Mechanics. Infit mean square values indicate that 
raters were consistent in their harshness or leniency with respect to individual categories, so that 
if the interaction effects were deemed large enough to jeopardize test fairness, it would be 
reasonable to use the bias estimate (in logits) to adjust test taker scores. However, the average 
observed minus expected values, which are reported in raw scores, seem to indicate that this is 
not necessary. Rater 6’s leniency towards Organization would on average result in 
approximately half a point increase (out of 20 possible points) and her harshness towards 
Language Use would on average result in approximately half a point decrease (out of 25 possible 
points); Rater 2’s biased interactions with these categories would, on average, have even less 
impact on raw scores. Similarly, Rater 3’s leniency towards Mechanics would on average result 
in approximately one-fifth of a point increase (out of 10 possible points)5. These average 
differences are small enough that, in light of the fact that essays are scored by two raters, rater x 
category interactions do not currently seem to be cause for great concern.  
                                                          
5 Scores on Mechanics were doubled to eliminate half-points.  
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Table 8 
Rater x Category Interactions 
Rater Category Observed 
score 
(raw) 
Expected 
score 
(raw) 
Count Ave 
obs-exp 
(raw)  
Bias 
(logits) 
Model 
SE 
z-score Infit 
MS 
2 Organization 4157 4239.6 275a -.30 .21 .05 4.24 1.00 
2 LangUse 5200 5145.3 275 a .20 -.10 .04 -2.33 1.00 
3 Mechanics 1602 1569.1 205   .16 -.21 .08 -2.61 1.10 
6 Organization 973 941.4 61 .52 -.38 .11 -3.39 .80 
6 LangUse 1113 1142.4 61 -.48 .22 .09 2.58 .60 
a Rater 2 scored a total of 276 candidates across four administrations, but the bias analysis dropped the 
one candidate who earned a perfect score on all five categories.  
 
 Category difficulty and consistency. Analysis of the full data set indicated that there were 
significant differences in category difficulty, and the separation, reliability, and χ2 statistics 
reported in Table 9 shows that this is also true of each administration group, with one notable 
exception: in Group 7, there are no reliably distinct levels of category difficulty. As test taker 
separation values for this group are comparable to those of other administration groups (see 
Table 6), this does not seem to have compromised the efficacy of the test in spreading test takers 
out. The sudden drop in separation and reliability values is, however, puzzling, as is the fact that 
across administration groups, category difficulty measures vary in terms not only of their 
absolute values but also their relative positions; these fluctuations are easy to see in Figure 2, 
which plots the category measures for each administration group. Moreover, as in Groups 1-6 
categories can be reliably separated into at least three levels of difficulty, it seems as if in at least 
some cases categories are moving up and down between statistically distinguishable levels. For 
example, Figure 2 suggests that in Group 3 Language Use is almost certainly in the lowest of the 
five levels, whereas in Group 5 it is almost certainly in the highest of the three levels. This is 
troubling, as anchored values for rater severity and test taker ability should ensure a consistent 
measurement framework in which categories maintain their rank order.  
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 In terms of fit, Table 9 shows that although categories adequately fit the model when all 
administrations are analyzed together, during individual administration groups some categories 
do not: Mechanics in Group 1 and Content in Group 4 both have infit mean square values above 
1.5. Such noisiness means that on these two occasions, test takers’ performance on these 
categories could not be reliably predicted by their performance on other categories. This is 
typically interpreted as a problem with psychometric multidimensionality; that is, although 
conceptually all the categories are assessing the same domain (academic English writing ability), 
from a measurement perspective they may not be targeting the same construct.  
 
 
Figure 2. Category difficulty in individual administration groups. 
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Table 9 
Category Severity, Fit, and Separation for Individual Administration Groups 
 n Measure SE Infit MS Separation Reliability χ2 
Group 1 53    2.93 .90 .00 
Content  .76 .07 1.41    
Organization  .81 .08 .75    
Vocabulary  .59 .08 .58    
Language Use  .19 .07 .92    
Mechanics  .82 .12 1.79    
Group 2 58    3.11 .91 .00 
Content  .05 .07 1.39    
Organization  .04 .08 1.20    
Vocabulary  .17 .07 .78    
Language Use  -.24 .06 .99    
Mechanics  .50 .11 .91    
Group 3 83    5.55 .97 .00 
Content  -.04 .05 1.26    
Organization  -.03 .07 .94    
Vocabulary  .07 .06 .81    
Language Use  -.32 .06 .99    
Mechanics  .71 .09 1.25    
Group 4 82    4.04 .94 .00 
Content  .44 .05 1.61    
Organization  .28 .07 .74    
Vocabulary  -.08 .06 .65    
Language Use  .01 .05 .55    
Mechanics  .57 .09 1.10    
Group 5 94    3.23 .91 .00 
Content  .18 .05 1.46    
Organization  .42 .06 .85    
Vocabulary  .59 .06 .52    
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Language Use  .73 .05 .83    
Mechanics  .38 .08 1.33    
Group 6 111    2.81 .89 .00 
Content  .30 .05 .98    
Organization  .26 .06 .56    
Vocabulary  .35 .06 .54    
Language Use  .45 .05 .61    
Mechanics  .73 .08 .84    
Group 7 61    0.30 0.08 0.42 
Content  .33 .06 1.36    
Organization  .38 .08 .59    
Vocabulary  .44 .08 .55    
Language Use  .44 .06 .70    
Mechanics  .55 .10 .90    
 
 Category bias. The previous section suggests that categories are not behaving consistently 
across administrations, and so bias analysis was used to further investigate possible interactions 
between categories and administrations. As with the bias analyses involving raters, only 
interactions with z-scores less than -2 or greater than +2 are reported. Based on this criteria, 12 of 
the 35 possible interactions between categories and administration groups (five categories x 
seven administration groups) were significantly biased.   
 The first four columns of Table 10 report the category, the administration, the raw score total 
for the category during that particular administration, and the expected raw score total, based on 
the model estimations of the category difficulty across all administration groups, rater severity 
across all items, and test takers’ abilities.  In the next two columns are the number of responses 
used to calculate the totals (i.e., two scores for each test taker in each administration) and the 
resulting average difference between the observed and expected values. If during a particular 
administration group a category was more difficult than expected, this difference is a negative 
number; if a category was easier than expected, this difference is a positive number. The next 
three columns show the estimated size of the interaction in logits, the standard error of this 
estimate, and whether the tendency of a category to be more difficult or easier than expected is 
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statistically significant. Bias estimates and z-scores are oriented so that positive numbers indicate 
greater difficulty and negative numbers indicate greater easiness (as in the vertical ruler). The 
final column contains infit mean square values, which indicate the consistency of category 
measures during an administration and are expected to be less than 1.0.  
   
Table 10 
Category x Administration Interactions 
Category Admin Observed 
score 
(raw) 
Expected 
score 
(raw) 
Count Ave 
obs-exp 
(raw)  
Bias 
(logits) 
Model 
SE 
z-score Infit 
MS 
  
Content 3 3952 3873.7 164 a .48 -.24 .06 -4.29 1.50 
Content 4 3807 3894.8 164 -.54 .25 .05 4.70 1.60 
Organization 4 2424 2518.8 164 -.58 .40 .06 6.23 .70 
Organization 6 3673 3622.6 222 .23 -.19 .06 -3.06 .50 
Organization 7 1944 1884.2 122 .49 -.36 .08 -4.54 .80 
Vocabulary 4 2572 2505.1 164 .41 -.29 .07 -4.31 .70 
Vocabulary 5 2904 2941.3 188 -.20 .14 .06 2.27 .50 
Language Use 4 3173 3056.9 164 .71 -.36 .06 -6.28 .70 
Language Use 7 2221 2287 164 -.54 .25 .06 4.10 .70 
Mechanics 1 767 791.4 106 -.23 .30 .11 2.71 1.70 
Mechanics 3 1160 1184.9 164 a -.15 .20 .09 2.23 1.20 
Mechanics 5 1448 1396.9 188 .27 -.35 .08 -4.17 1.40 
a Group 3 contained 83 test takers, but the bias analysis dropped the one candidate who earned a perfect 
score on all five categories.  
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Table 11 
Category x Administration Bias Analysis Summary 
 More Difficult Less Difficult 
Group 1    
Mechanics ✔   
Group 3    
Content  ✔  
Mechanics ✔   
Group 4    
Content ✔   
Organization ✔   
Vocabulary  ✔  
Language Use  ✔  
Group 5    
Vocabulary ✔   
Mechanics  ✔  
Group 6    
Organization  ✔  
Group 7    
Organization  ✔  
Language Use ✔   
 
 The results presented in Table 10 and summarized in Table 11 suggest a number of general 
observations. To begin with, all but one of the administration groups (Group 2) were involved in 
significantly biased interactions with categories. Conversely, all five categories were involved in 
significantly biased interactions with administration groups, and each category was on at least 
one occasion more difficult than expected and on one occasion easier than expected. 
Interestingly, every category except Mechanics was involved in a biased interaction with 
administration Group 4, but there is not an easily discernable pattern as Language Use and 
Vocabulary were easier than expected, but Organization and Content were more difficult. 
Average observed minus expected values indicate that even the most extreme of these interaction 
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effects are not, on average, that large. For example, during Group 4, scores for Organization 
were on average approximately half a point lower while scores for Vocabulary were on average 
approximately half a point higher (out of 20 possible points); scores for Language Use were on 
average about three-quarters of a point higher (out of 25 possible points). 
 However, a more careful consideration of fit statistics indicates that some of these 
interactions are more problematic than others. Table 10 shows that interactions involving 
Organization, Vocabulary, and Language Use all conform to the expectation that, in a bias 
analysis, infit mean square values should be less than 1.0; that is, categories were consistently 
more difficult or easier on those occasions when they were involved in biased interactions.  Thus 
if they were deemed detrimental to test fairness, these category x administration group 
interactions could be modeled and adjusted for. However, infit mean square values for four of 
the five interactions involving Content and Mechanics are well above 1.0, indicating that the 
unexpected difficulty or easiness of these categories during particular administration groups was 
erratic. Moreover, as a considerable amount of misfit not accounted for by the category x 
administration interaction remains, something other aspect of the testing situation must be a 
source of random error. 
 Three way interactions. Given that there were significant 2-way interactions between raters 
and categories and categories and administration, a final bias analysis was conducted to ascertain 
the extent of any 3-way interactions between categories, administrations, and raters. Significantly 
biased interactions are presented in Table 12, which follows the now-familiar structure of Tables 
8 and 10. Bias estimates and z-scores (columns 9 and 10)  are oriented so that positive numbers 
indicate during particular administration groups raters and categories interacted to produce lower 
observed scores than expected (columns 4-7), whereas negative bias estimates and z-scores 
indicate that they interacted to produce higher scores than expected; these results are summarized 
in Table 13. With the exception of the unexpected difficulty of Mechanics in Group 3 and 
Vocabulary in Group 5, all the biased category x administration interactions are also represented 
in the 3-way interactions and follow the same patterns of unexpected difficulty or easiness.  
 Table 12 also indicates that the results of the 3-way bias analysis parallel those of the 2-way 
interactions in terms of fit: infit mean square values for interactions involving Organization, 
Vocabulary, and Language Use are all below 1.0, whereas six of the seven interactions involving 
Content and Mechanics are all at or above 1.5. Thus a comparison of the results of these two bias 
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analyses suggests that during the administration groups when scores on Organization, 
Vocabulary, and Language Use were unexpectedly low or high, this was the result of a 
systematic interaction between categories and raters. However, the same cannot be said for 
Content and Mechanics, which exhibit an unacceptable amount of noisy misfit, indicating that 
the 3-way interactions between categories, administrations, and raters are not consistent. 
Consequently, these two categories in particular deserve closer scrutiny by those involved in any 
future rubric revision process.  
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Table 12 
Category x Admin x Rater Interactions 
Category Admin Rater Observed 
score 
(raw) 
Expected 
score 
(raw) 
Count Ave 
obs-exp 
(raw)  
Bias 
(logits) 
Model 
SE 
z-score Infit 
MS 
Content 3 1 1972 1933.2 82 a .47 -.24 .08 -3.00 1.50 
Content 3 2 1980 1940.4 82 a .48 -.24 .08 -3.07 1.60 
Content 4 1 1905 1943.6 82 -.47 .22 .07 2.92 1.50 
Content 4 2 1902 1951.2 82 -.60 .28 .07 3.73 1.60 
Org 4 1 1221 1256.9 82 -.44 .30 .09 3.33 .60 
Org 4 2 1203 1261.9 82 -.72 .49 .09 5.48 .70 
Org 6 1 1838 1805.6 111 .29 -.24 .09 -2.77 .70 
Org 7 1 971 942.8 61 .46 -.34 .11 -3.03 .80 
Org 7 6 973 941.4 61 .52 -.38 .11 -3.39 .80 
Vocab 4 1 1283 1249.9 82 .40 -.28 .09 -3.00 .60 
Vocab 4 2 1289 1255.1 82 .41 -.29 .09 -3.09 .80 
LangUse 4 1 1583 1524.7 82 .71 -.35 .08 -4.44 .60 
LangUse 4 2 1590 1532.1 82 .71 -.36 .08 -4.44 .80 
LangUse 7 1 1108 1144.6 61 -.60 .27 .09 3.21 .70 
LangUse 7 6 1113 1142.4 61 -.48 .22 .09 2.58 .60 
Mech 1 2 382 396.6 53 -.27 .35 .16 2.29 2.00 
Mech 5 1 720 695.3 94 .26 -.33 .12 -2.85 1.60 
Mech 5 3 728 701.6 94 .28 -.36 .12 -3.05 1.20 
a Group 3 contained 83 test takers, but the bias analysis dropped the one candidate who earned a perfect 
score on all five categories.  
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Table 13 
Category x Admin x Rater Bias Analysis Summary 
 Raters Lower 
Scores 
Higher 
Scores 
Group 1     
Mechanics  2 ✔   
Group 3     
Content  1, 2  ✔  
Group 4     
Content 1, 2 ✔   
Organization  1, 2 ✔   
Vocabulary 1, 2  ✔  
Language Use 1, 2  ✔  
Group 5     
Mechanics 1, 3  ✔  
Group 6     
Organization  1  ✔  
Group 7     
Organization 1, 6  ✔  
Language Use 1, 6 ✔   
 
 Rating scales. The category-level measurements discussed in the previous sections indicate 
the average difficulty of all the scores in the rating scale for that category. However, it is also 
possible to more closely examine how well each score or step in the rating scale is functioning 
and to determine whether each rating scale contains an appropriate number of steps to produce 
quality measurements.  
 The first consideration is whether each score in the rating scale is being used frequently 
enough to produce stable measurements; if a score is used less than 10 times, measures of step 
difficulty are “poorly estimated and unstable” (Linacre, 2010b, p. 174). The first two columns of 
Tables 14 through 18 (one table for each category) show the available scores in each rating scale 
and the number of times these scores were used. Content, Organization, and Vocabulary each 
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include two scores that were used less than 10 times and Language Use includes five such 
scores; all scores for Mechanics were used more than 10 times. These results are not surprising, 
given than Language Use includes 21 possible response categories, while Mechanics only 
includes seven.  
 Secondly, it is important for average category measures to advance monotonically. In this 
context, category measures are calculated by averaging the ability of all test takers who received 
a particular score; it is expected that average test taker ability should increase as scores increase. 
The third column in Tables 14 through 18 indicates the average category measure for each score.  
Here there is only a problem within the rating scale for Content, which contains identical 
measures for the scores of 13 and 14.  
 Thirdly, just as with the categories as a whole, fit statistics can be used to determine whether 
the individual steps in a rating scales adequately fit the model. For rating scale steps, only outfit 
mean square values are provided.  As with other mean square statistics, these have an expected 
value of 1.0; values greater than 2.0 indicate that a step is unproductively noisy. The fourth 
column in Tables 14 through 18 presents the outfit mean square for each step in each rating 
scale. In general, the steps of the rating scales adequately fit the model, except for the scores of 
13, 14, and 16 in Content.   
 A final set of considerations involves step difficulties, which indicate threshold of difficulty 
beyond which it becomes more likely for a test taker of a certain ability to receive that particular 
score rather than the previous one. As with average category measures, step difficulties are 
expected to advance monotonically. The fifth and sixth columns in Tables 14 through 18 indicate 
step difficulties and their standard error of measurement. All rating scales except Mechanics 
have at least one or two steps which appear out of order (see bold values in column 5 of Tables 
14 to 18).  The standard errors are often quite large, and so it is difficult to say whether all of 
these steps actually are disordered; that said, some scores do seem clearly out of place, such as 
the score of 13 in the rating scale for Vocabulary, which is notably easier than the score of 12. 
The rating scale for Language Use is particularly problematic in this respect, as the four scores 
from 12-15 all seem to be out of order.  
 Distances between step difficulties should also be large enough that “each step defines a 
distinct position on the variable” (Linacre, 1997); that is, each step should corresponds to a 
distinct segment of test taker ability. Guidelines recommend that these threshold distances be 
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more than 1.4 but less than 5.0 logits. The final column of Tables 14 through 18 includes 
approximate threshold distances, calculated by subtracting the next higher step difficulty 
measure from the previous one; however, as the step difficulties often have large standard errors, 
the thresholds distances should not be interpreted too literally. Nevertheless, it is quite clear that 
for all five rating scales, very few threshold distances come close to meeting the recommended 
minimum of 1.4 logits.  
 Visually, the functioning of step difficulties can be ascertained by examining category 
probability curves. An efficient scale will produce a probability curve with a series of well-
defined peaks, indicating that each score is in turn the most probable score (indicated by the 
vertical axis) for test takers at a given ability level (measured on the horizontal axis). Figures 3-6 
show the probability curves for Content, Organization, Vocabulary, and Language Use, which 
do not display any such peaks; in fact, the scores overlap so much that these figures are 
indecipherable. In contrast, the probability curve for Mechanics includes distinct peaks for four 
of the eight possible scores (see Figure 7). 
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Table 14 
Original Scale Structure for Content 
Score Used Average 
Measure 
Outfit 
MnSq 
Step 
Difficulty 
SE Threshold 
Distance 
13 11 -3.26 2.9      
14 8 -3.26 3.7 -2.98 .45  
15 8 -2.34 1.3 -2.56 .40 .42 
16 10 -1.63 3.0 -2.23 .34 .33 
17 24 -1.45 1.1 -2.49 .28 -.26 
18 21 -.92 1.2 -1.14 .22 1.35 
19 30 -.68 1.0 -1.31 .20 -.17 
20 44 -.42 2.4 -1.03 .17 .28 
21 54 -.03 1.7 -.57 .14 .46 
22 90  .02 1.0 -.59 .12 -.02 
23 97  .53 1.7 .14 .11 .73 
24 129  .86 1.2 .27 .10 .13 
25 117  1.14 1.5 1.02 .10 .75 
26 126  1.46 1.5 1.26 .10 .24 
27 138  1.87 1.5 1.71 .10 .45 
28 83  2.60 1.0 2.86 .12 1.15 
29 53  3.42 1.3 3.47 .16 .61 
30 39  4.45 .9 4.17 .21 .70 
Note: In Tables 13-17, negative numbers for step increases indicate that 
a particular score is actually easier than the one directly preceding it.   
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Table 15 
Scale Structure for Organization 
Score Used Average 
Measure 
Outfit 
MnSq 
Step 
Difficulty 
SE Threshold 
Distance 
7 8 -4.00 .8     
8 7 -3.09 .3 -3.22 .50  
9 10 -2.57 .6 -2.91 .41 .31 
10 22 -1.55 .6 -2.67 .33 .24 
11 21 -1.24 .5 -1.30 .24 1.37 
12 31 -.54 1.2 -1.28 .20 .02 
13 80 -.25 .7 -1.39 .16 -.11 
14 151 .15 .9 -.65 .12 .74 
15 147 .73 1.0 .45 .10 1.1 
16 152 1.15 .9 .87 .09 .42 
17 180 1.68 .9 1.27 .09 .4 
18 166 2.46 1.0 2.16 .10 .89 
19 80 3.49 .8 3.62 .14 1.46 
20 27 4.70 1.0 5.05 .24 1.43 
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Table 16 
Scale Structure for Vocabulary 
Score Used Average 
Measure 
Outfit 
MnSq 
Step 
Difficulty 
SE Threshold 
Distance 
7 9 -3.94 1.0     
8 8 -2.55 1.1 -3.12 .47  
9 18 -2.22 .6 -3.18 .38 -.06 
10 21 -1.66 .2 -1.87 .27 1.31 
11 28 -.95 .8 -1.52 .22 .35 
12 27 -.69 .6 -.77 .19 .75 
13 77 -.38 .6 -1.46 .16 -.69 
14 150 .17 .6 -.68 .12 .78 
15 147 .65 .6 .43 .10 1.11 
16 139 1.05 .6 .94 .09 .51 
17 217 1.69 .7 .97 .09 .03 
18 128 2.63 .6 2.58 .10 1.61 
19 70 3.33 .8 3.42 .14 .84 
20 43 4.48 .8 4.25 .20 .83 
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Table 17 
Scale Structure for Language Use 
Score Used Average 
Measure 
Outfit 
MnSq 
Step 
Difficulty 
SE Threshold 
Distance 
5 2 -5.62 0.3     
6 3 -3.08 0.8 -4.55 1.03  
7 6 -2.84 1.3 -3.79 .64 .76 
8 4 -2.10 1.8 -2.27 .49 1.52 
9 7 -1.68 .9 -2.76 .47 -.49 
10 11 -1.67 .9 -2.11 .39 .65 
11 18 -1.14 1.1 -1.75 .30 .36 
12 11 -.89 .7 -.46 .25 1.29 
13 29 -.54 1.1 -1.62 .23 -1.16 
14 18 -.23 .8 .11 .19 1.73 
15 34 .04 .9 -.74 .18 -.85 
16 47 .26 .9 -.17 .15 .57 
17 77 .51 .7 -.06 .13 .11 
18 148 .93 .8 .10 .11 .16 
19 143 1.31 .9 1.16 .10 1.06 
20 117 1.68 .8 1.74 .10 .58 
21 145 2.36 .7 1.78 .10 .04 
22 104 2.87 .8 2.81 .11 1.03 
23 74 3.31 1.1 3.39 .13 .58 
24 54 4.09 1.2 4.03 .16 .64 
25 30 4.94 1.4 5.14 .24 1.11 
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Table 18 
Scale Structure for Mechanics 
Score Used Average 
Measure 
Outfit 
MnSq 
Step 
Difficulty 
SE Threshold 
Distance 
2.0 38 -2.47 1.4     
2.5 69 -1.54 1.3 -2.62 .21  
3.0 205 -.44 1.4 -2.07 .13 .55 
3.5 198 .04 1.3 -.22 .09 1.85 
4.0 325 .76 1.1 -.03 .08 .19 
4.5 151 1.94 1.0 2.08 .10 2.11 
5.0 95 2.92 1.1 2.85 .14 .77 
 
 
  
Figure 3. Probability curve for Content.  Figure 4. Probability curve for Organization.  
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Figure 5. Probability curve for Vocabulary.  Figure 6. Probability curve for Language Use.  
 
 
Figure 7. Probability curve for Mechanics. 
 
 Taken together, this these rating scale diagnostics indicate that four of the rating scales 
include infrequently used steps that are not producing stable measurements. Moreover, threshold 
differences and probability curves show that at least some of the steps in all five of the rating 
scales are redundant.  Thus it seems as if a revision of the rubric is in order, as the rating scales 
would operate more efficiently and accurately if there were fewer response categories. 
 Revised rating scales. When rating scales are not performing well, it is possible to collapse 
the steps of a rating scale in a principled way. Although it would be possible to do this strictly on 
the basis of the quantitative results of the rating scale analysis and independently optimize the 
number of steps for each scale, I chose to use the four broad ability bands of the (Bond & Fox, 
2007, p. 224) rubric to create a common 7-point scale. I adopted this approach because 
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collapsing steps is not meant to provide a definitive revision to the scoring rubric, but to suggest 
to test developers the gains in efficiency and accuracy that are possible. This new scale, although 
it entails changes to precise scores, preserves the raters’ more general judgments (because raters 
decide on the broad ability band for each category before assigning a specific score) and 
maintains a relationship to the original rubric that can be clearly conveyed. Moreover, the 
different possible score ranges for each category of the Jacobs et al. (1981) rubric can make it 
cumbersome to use, and having a common number of steps for each category could make test 
scoring and analysis more efficient. Table 19 shows how scores from the original rubric were 
mapped onto the new 7-point scale.  
 
Table 19 
Original Rubric Scores Converted to New Rubric Scores  
 
New Rubric Scores 
1 
very 
poor 
2 
poor 
3 
fair 
4 
average 
5 
good 
6 
very 
good 
7 
excellent 
Content 13-16 17-19 20-21 22-24 25-26 27-28 29-30 
Organization 7-9    10-11 12-13 14-15 16-17 18-19 20 
Vocabulary 7-9 10-11 12-13 14-15 16-17 18-19 20 
Language Use 5-10 11-14 15-17 18-19 20-21 22-23 24-25 
Mechanics 2 2.5 3 3.5 4 4.5 5 
 
 
 Before examining the ways in which using a 7-point scale has impacted the scale structure of 
the rubric categories,  it is first useful to establish that collapsing steps did not have unintended 
negative consequences, such as an increase in misfitting facet elements or undesirable changes in 
separation and reliability indices.  In terms of test takers, there was a slight increase in the 
number of misfitting persons, that is, those with infit mean square values above 2.0 (58 
compared to 53). However, Table 20 shows that collapsing the original scales has had a minor 
impact on the test taker separation index and reliability statistics, indicating that even with a 
much narrower range of possible scores, the test is still reliably discriminating between five 
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levels of test taker abilities (cf. Table 6). The new scales have had virtually no impact on rater fit 
statistics and have reduced the rater separation index and reliability to 0, so that the null 
hypothesis that there are differences in rater severity is unequivocally rejected (cf. Table 7). In 
terms of categories, with the new 7-point scale infit mean square values indicate Content and 
Mechanics are noisier while Organization, Vocabulary, and Language Use are more muted (cf. 
Table 9). While all categories exhibit acceptable fit in Table 20, this is potentially a cause for 
concern, as during individual administration groups Content and Mechanics were at times 
unacceptably noisy. The category separation index for the new scale is markedly lower and the 
reliability slightly lower than with the original scales; however, reliability is still quite high. 
Overall, it seems as if collapsing scales has not created any serious problems for overall test 
functioning.  
 
Table 20 
Test Taker, Rater and Category Statistics Using Revised Scales 
 Measure SE Infit MS Separation Reliability χ2 
Test takers    4.99 .96 .00  
Raters    .00 .00 .23  
Rater 1 .05 .03 .99     
Rater 2 .02 .04 1.23     
Rater 3 -.06 .05 .85     
Rater 6 .00 .08 .99     
Categories    1.57 .71 .01  
Content -.09 .04 1.27     
Organization -.08 .05 .84     
Vocabulary .04 .04 .77     
Language Use .05 .05 .67     
Mechanics .09 .04 1.46     
 
 
 Figure 8 presents the vertical ruler resulting from an analysis of the full data set with the 
revised 7-point scale. As in the original vertical ruler, colored boxes have been added to indicate 
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the four broad ability bands of the Jacobs et al. (1981) rubric. Here too these bands do not line up 
exactly; however, the broad ability levels for Content, Language Use, and Mechanics do seem to 
pick out a very similar range of test taker abilities. Moreover, although some individual scores 
span a relatively narrow range of test taker ability (e.g., 4 for Mechanics), while other scores 
span a relatively wide ranges (e.g., 6 for Organization), every score seems to occupy a clearly 
defined space on the rating scales. This is in contrast to the original vertical ruler, in which many 
middle scores were so tightly compressed that differences between adjacent scores did not seem 
to indicate meaningful differences in test taker ability. 
 
 
Figure 8. Vertical ruler using revised category scales. 
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 Improved rating scale functionality also is evident with respect to the rating scale criteria 
detailed in the previous section. Across all categories, all previously underused scale steps are 
now used the minimum number of times (10) necessary to ensure stable measurement, an 
unsurprising result given that the same number of test takers (n=542) is now being distributed 
among a much smaller number of possible scores. Most scale steps also show marked 
improvement in terms of meeting the recommended threshold distance of 1.4 logits, which is 
evident in the revised probability curves. However, some problems remain, indicating the 
possible need for additional fine-tuning. What follows is a more detailed look at the ways in 
which using a 7-point scale improves the rating scales for each category, as well as the areas 
which could use further improvement. 
 Table 21 shows the revised rating scale statistics for Content, whose original 17-point scale 
performed poorly in terms of all the criteria. With the new rating scale, not only is each score is 
used more than ten times, but there are no longer any misfitting steps (three of the original steps 
had outfit mean square values above 2.0), and average measures and step difficulties now 
advance as expected in an orderly fashion. Three of the five threshold distances meet the 
suggested minimum, which is reflected in the distinct peaks for the scores of 1, 2, 4, 6, and 7 in 
Figure 9. However, two scores are still somewhat problematic. In Figure 9, the score of 3 almost 
completely disappears into adjacent peaks, and the narrow threshold distance between 3 and 4 
(.35 logits) suggests there is overlap between these scores. To a lesser extent, this is also true of 
the score of 5, which is not as distinct as the other peaks; unsurprisingly, the threshold distance 
between 5 and 6 (1.20 logits) is slightly less than the recommended minimum.  
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Table 21 
Revised Scale Structure for Content (7-point scale)  
Score Used Average 
Measure 
Outfit 
MnSq 
Step 
Difficulty 
SE Threshold 
Distance 
1 33 -4.71 1.6     
2 75 -2.26 1.1 -4.34 .26  
3 98 -1.17 1.4 -2.01 .16 2.33 
4 316 .25 1.3 -1.66 .12  .35 
5 243 1.41 1.2 1.04 .09 2.70 
6 221 2.66 1.2 2.24 .10 1.20 
7 90 4.95 1.0 4.74 .15 2.50 
 
 
 
Figure 9. Probability curve for Content using revised, 7-point rubric. 
 
 In the original rubric, Organization and Vocabulary were the only two categories to share the 
same 13-point scale, which functioned adequately in terms of step fit and the orderly progression 
of average measures. Tables 22 and 23 show that with the revised scale, not only are fit and the 
progression average measures still satisfactory, but now step difficulties also advance as 
expected and threshold differences are much improved. For Organization, all threshold distances 
meet the 1.4 logit minimum, so that each score corresponds to a distinct peak in the probability 
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curve shown in Figure 10. However, not all peaks are equally well-defined. A score of 6, for 
instance, picks out a clear segment of test taker ability for which it is the most probable score, 
while the score of 3 corresponds to a much narrower slice. While threshold distances are also 
generally satisfactory for Vocabulary, the distance between 3 and 4 is only 1.06 logits; this can 
be seen in Figure 11, where the peak for 3 is largely subsumed by neighboring peaks. Thus for 
Vocabulary and Content, there seems to be some overlap between “fair” and “average”  
 performances (i.e., between scores of 3 and 4), and this one area for test developers to address.  
 
 
   
Table 22 
Revised Scale Structure for Organization (7-point scale) 
Score Used Average 
Measure 
Outfit 
MnSq 
Step 
Difficulty 
SE Threshold 
Distance 
1 21 -6.02 .5     
2 43 -3.27 .5 -5.02 .33  
3 111 -1.49 .8 -3.24 .20 1.78 
4 298 -.08 .9 -1.76 .12 1.48 
5 332 1.44 .9 .56 .09 2.32 
6 246 3.42 .9 2.64 .10 2.08 
7 25 5.76 1.0 6.82 .24 4.18 
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Table 23 
Revised Scale Structure for Vocabulary (7-point scale) 
Score Used Average 
Measure 
Outfit 
MnSq 
Step 
Difficulty 
SE Threshold 
Distance 
1 31 -5.32 .7     
2 49 -3.07 .5 -4.39 .28  
3 104 -1.69 .6 -2.92 .18 1.47 
4 297 -.19 .6 -1.86 .12 1.06 
5 356 1.37 .7 .43 .09 2.29 
6 198 3.52 .6 2.87 .10 2.44 
7 41 5.50 .9 5.87 .20 3.00 
 
 In the original rubric, Language Use had the most unwieldy scale, with 21 possible scores; of 
these, five were used less than ten times. Table 24 shows that with the 7-point scale, all scores 
are used often enough to ensure stable measurement: the largest standard error of measurement 
(for the second step in the scale) is now .28, compared to 1.06 using the original rubric. Outfit 
mean square values are still less than 2.0 and, as with the original scale, average measures 
advance as expected. There is notable improvement in terms of threshold distances, with four of 
the five meeting the recommended minimum, and the revised probability curve, shown in Figure 
12, has seven distinct peaks, as compared to the indecipherable mess that was the original 
probability curve. According to rating scale diagnostics, then, Language Use and Organization 
seem to function well with a 7-point scale based on the original broad categories of the Jacobs et 
al. (1981) rubric. 
  
 Figure 10. Probability curve for Organization 
using revised, 7-point rubric.  
Figure 11. Probability curve for Vocab 
using revised, 7-point rubric.  
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Table 24 
Revised Scale Structure for Language Use (7-point scale) 
Score Used Average 
Measure 
Outfit 
MnSq 
Step 
Difficulty 
SE Threshold 
Distance 
1 29 -5.31 .8     
2 76 -2.81 .7 -4.71 .28  
3 158 -1.14 .6 -2.51 .15 2.20 
4 291 .20 .7 -1.04 .10 1.47 
5 262 1.60 .8 .97 .09 2.01 
6 178 3.09 .8 2.62 .11 1.65 
7 82 4.87 1.1 4.67 .16 2.05 
 
 
Figure 12. Probability curve for Language Use using revised, 7-point rubric.  
 
 Mechanics had both the best-functioning and most manageable scale to begin with, and so it 
is perhaps not surprising that moving from a 10-point to a 7-point scale produce the least 
impressive results. The most conspicuous problem with the original scale was threshold 
distances. In the original scale, the distances between three scores fell short of the suggested 
minimum, whereas Table 25 shows that with the revised scale, only two do. The threshold 
distance between the scores of 4 and 5 is only .69 logits, so that 4 appears buried in Figure 13, 
while the distance between the scores of 6 and 7 fall just short of 1.4, so that a peak for 6 is 
discernible but not terribly distinct. Overall, though, the probability curve more closely matches 
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the ideal. However, all the steps in the original scale showed adequate fit, while in the revised 
scale, scores of 1 and 2 have outfit mean square values at or above 2.0, indicating misfit. These 
problems will need to be addressed, but in general, the revised 7-point scales indicate that scales 
would function more efficiently if they included fewer steps.  
 
Table 25 
Revised Scale Structure for Mechanics(7-point scale) 
Score Used Average 
Measure 
Outfit 
MnSq 
Step 
Difficulty 
SE Threshold 
Distance 
1 35 -3.75 2.4     
2 69 -2.75 2.0 -4.29 .26  
3 205 -0.75 1.9 -2.81 .15 1.48 
4 198 .08 1.5 -.39 .10 2.42 
5 325 1.27 1.5 0.30 .09 .69 
6 151 3.03 1.2 2.92 .11 2.62 
7 93 4.44 1.3 4.27 .15 1.35 
 
 
Figure 13. Probability curve for Mechanics using revised, 7-point rubric.  
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CONCLUSION 
 
 High test taker separation values and reliability statistics indicate that the writing section of 
the IPD Placement Exam is, at some basic level, doing what it should: spreading test takers out. 
However, MFRA results detailed in the previous section indicate there are concrete steps the test 
evaluation team and IPD program faculty can take in order to improve test functionality; these 
results also suggest additional questions for future research.  
 
Raters 
 The results of a basic MFRA of the full data set and individual administration groups indicate 
that there are no serious problems with rater self-consistency or differences in rater severity, and 
the more fine-grained observations afforded by bias analysis show that raters are not 
systematically more severe or lenient with respect to individual test takers or administration 
groups. However, three of the four raters did exhibit individual tendencies to consistently score 
certain rubric categories more harshly or leniently. Because these rater x rubric category 
interactions were systematic, they can be modeled and adjusted for if IPD program stakeholders 
are concerned that they might jeopardize the fairness of scores awarded to students. Currently, 
though, the impact of these interactions does not seem large enough to warrant this kind of 
intervention. Despite these reassuring results, it is important for test administrators to continue to 
monitor rater severity, self-consistency, and interactions, as previous research has shown that 
raters can change over time (Bonk & Ockey, 2003; Lumley & McNamara, 1995). Test 
administrators might also consider using the results of this ongoing test analysis to provide raters 
with group and/or individual feedback after each test administration, though as previous research 
has shown that this practice to have mixed results (Knoch, 2011a) if feedback is provided, then 
its effectiveness should also be ascertained. It will be up to IPD program stakeholders to decide 
if the potential benefits of providing such feedback warrant the additional investment of time and 
institutional resources.   
 One question that deserves further scrutiny is the degree to which these results have been 
influenced the current practice of discussing scores when raters disagree by more than two 
points. This question is of both theoretical and practical interest, because if the discussion 
MEIER - RATER AND RUBRIC PERFORMANCE ON A WRITING PLACEMENT EXAM  
 
96 
process is not contributing quantitatively or qualitatively to more accurate scoring decisions, then 
it could be eliminated so as to reduce the time burden on raters. Although a preliminary analysis 
of the non-negotiated scores did not reveal major differences in rater severity or self-consistency 
when the full data set was analyzed, it would be instructive to analyze these scores by 
administration group and see if there would have been problems with severity differences and/or 
fit had the original scores been used. It would also be useful to see whether the process of 
negotiating scores contributed to a lower or higher incidence of biased interactions. Moreover, as 
the negotiation process might impact raters in ways not captured by the negotiation product (i.e., 
the changed scores)—for example, by contributing to a shared understanding of assessment 
criteria that informs raters’ other scoring decisions—it is important to complement the 
quantitative data with qualitative understanding of the raters’ perspectives. To this end, the lead 
test developer has recently conducted semi-structured interviews which will be analyzed by all 
team members in the next phase of the evaluation.  
 
Rubric  
 Compared to raters, the rubric is functioning less effectively. The clearest finding is that there 
are simply too many steps in the current rubric scales, which could be made more stable and 
efficient by including fewer scores. The 7-point scales presented in this report functioned 
relatively well, but it is possible that a 6-point scale would be even better. Thus it is highly 
recommended that the lead test developer in conjunction with experienced raters construct and 
pilot a revised scale based on the evidence provided in this report and a qualitative examination 
of the writing samples currently used in the rater training manual to exemplify student 
performance at the different levels of the Jacobs et al. (1981) scale.  
 In addition to the problems with scale structure, category difficulty measures fluctuate across 
administrations and bias analysis indicated a substantial number of interactions involving 
categories and administrations groups. Moreover, while infit mean square values indicate 
Organization, Vocabulary, and Language Use are consistently more difficult or easier than 
expected during certain administration groups, Content and Mechanics exhibit noisy misfit. In 
order to better understand this misfit, it would be useful to examine rubric criteria as it is 
articulated in both the Jacobs et al. (1981) scale and the in-house guidelines found in the rater 
training manual and to solicit raters’ perspectives on why these categories may be acting 
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unpredictably. It may be that making rubric criteria more specific or collapsing rubric scales will 
improve the fit of these two categories, but if the lead test developer and raters find these 
categories unsatisfactory (and anecdotal evidence suggests this is the case for Mechanics), they 
might want to consider more substantive changes.  
 Rubric revision also offers opportunities to revisit its theoretical basis. The Jacobs et al. 
(1981) rubric is now more than 30 years old, and it might be worth reassessing the way in which 
it operationalizes academic writing ability in light of subsequent developments in the field.  
Connor and Mbaye (2002), for instance, argue that procedures for scoring writing performance 
tests have not kept pace with increasingly sophisticated understandings of discourse structure and 
propose a writing competence model analogous to Canale and Swain’s 1980 model of 
communicative competence. Their model includes features associated with grammatical 
competence, discourse competence (organization, cohesion, coherence), sociolinguistic 
competence (writing genre appropriacy, register, tone), and strategic competence (metatextual 
strategies). More recently, Knoch (2011b) compiled features from models of communicative 
competence, writing, and the decision-making of expert judges (i.e., while scoring) into a 
taxonomy of features grouped into eight categories (accuracy, fluency, complexity, mechanics, 
cohesion, coherence, reader/writer interaction, and content) from which scale developers can 
draw. The lead test developer and IPD faculty might want to consult these models or others if 
they are interested in a more thorough revision of the writing scoring rubric.  
 
Test Monitoring 
 This research indicates the importance of instituting a systematic program of continuous 
evaluation so results of test analysis can regularly feed into test improvement. To this end, it is 
recommended that after each administration MFRA is used to monitor (a) rater severity, fit, and 
biased interaction; (b) category severity, fit, and biased interactions; and (c) rating scale 
structure. This will allow any problems to be addressed in a timely manner and will form a 
valuable record of baseline data.   
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Appendix A 
 
Knoch (2011b) scoring rubric 
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Appendix B 
 
Inter-rater reliability correlation coefficients for non-negotiated scores 
 
 
 Test  Content Organization Vocab Language 
Use 
Mechanics 
Rater 1 & 2 .84 .74 .79 .82 .67 .88  
Rater 1 & 3 .75 .72 .80 .84 .74 .88  
 
