We present two luminous UV/optical flares from the nuclei of apparently inactive early-type galaxies at z = 0.37 and 0.33 that have the radiative properties of a flare from the tidal disruption of a star. In this paper we report the second candidate tidal disruption event discovery in the UV by the GALEX Deep Imaging Survey and present simultaneous optical light curves from the CFHTLS Deep Imaging Survey for both UV flares. The first few months of the UV/optical light curves are well fitted with the canonical t −5/3 power-law decay predicted for emission from the fallback of debris from a tidally disrupted star. Chandra ACIS X-ray observations during the flares detect soft X-ray sources with T bb = (2 − 5) × 10 5 K or Γ > 3 and place limits on hard X-ray emission from an underlying AGN down to L X (2 − 10 keV) < ∼ 10 41 ergs s −1 . Blackbody fits to the UV/optical spectral energy distributions of the flares indicate peak flare luminosities of
INTRODUCTION
The tidal disruption of a star by a supermassive black hole (SMBH) has been proposed to be a unique probe for dormant black holes lurking in the nuclei of normal galaxies (Frank & Rees 1976; Lidskii & Ozernoi 1979) . When a star passes close enough to a central black hole to be torn apart by tidal forces, the stellar debris falls back onto the black hole and produces a luminous accretion flare (Rees 1988) . The detection of a tidal disruption flare is the only direct signpost for dormant black holes in the nuclei of galaxies for which the dynamical signature of the SMBH cannot be measured, i.e. when the sphere of influence of the black hole is unresolved (R inf = GM BH /σ 2 ⋆ ). Tidal disruption events are a potential new tool for measuring the SMBH mass function, independent of the scaling relations between central black hole mass and global host galaxy properties established for nearby galaxies with spatially resolved kinemat-ics (Gebhardt et al. 2000; Ferrarese & Merritt 2000; Graham et al. 2001; Marconi & Hunt 2003) , and the scaling relations measured for nearby active galaxies with black hole masses from reverberation mapping (Wandel et al. 1999; Kaspi et al. 2000; Vestergaard 2002) . Tracing the coevolution of the mass of black holes and their host galaxies as a function of redshift is critical for constraining mechanisms for black hole growth and the formation of the host galaxy bulge, as well as the interplay between them (Kauffmann & Haenhelt 2000; Cattaneo et al. 2005; Croton et al. 2006 ).
Theory
The rate at which stars pass within the tidal disruption radius of a central SMBH, R T = R ⋆ (η 2 M BH /M ⋆ ) 1/3 , where η is on the order of unity, depends on the flux of stars into loss cone orbits with R p < R T , where R p is the distance of closest approach of the star's orbit. Stellar dynamical models of the nuclei of galaxies (Magorrian & Tremaine 1999; Wang & Merritt 2004) predict that this will occur once every 10 3 -10 5 yr in a galaxy, depending on the nuclear stellar density profile and the mass of the central black hole. At these rates, stellar disruption events should contribute to the faint end of the X-ray luminosity function of active galaxies, and may be an important mechanism for black hole growth in black holes with M BH < 2 × 10 6 M ⊙ (Milosavljević et al. 2006) , as well as a way to regulate the tight correlation between M BH and the velocity dispersion host galaxy bulge (Zhao et al. 2002; Merritt & Poon 2004) . For higher mass black holes, however, there is a critical black hole mass above which R T is smaller than the Schwarzschild radius (R s ), and a star is swallowed whole without disruption (Hills 1975 ), M crit = 1.15 × 10 8 (r 3 /m) 1/2 M ⊙ , where r ⋆ = R ⋆ /R ⊙ and m ⋆ = M ⋆ /M ⊙ .
After disruption, the stellar debris is distributed in total energy from −∆ǫ < E < +∆ǫ, where ∆ǫ = GM BH R ⋆ /R 2 p is the change in the black hole potential across the radius of the star (Lacy et al. 1982) . If ∆ǫ ≫ ǫ b = GM ⋆ /R ⋆ , where ǫ b is the mean orbital binding energy of the stellar debris, half of the mass of the star remains bound to the black hole, and half is ejected from the system. Numerical simulations show that the fraction of debris that is eventually accreted can be as little as 0.1M ⋆ due to the strong compression of the gas stream during the second passage through pericenter which can impart a fraction of the gas with an escape velocity (Ayal et al. 2000) . The most tightly bound gas has a total energy E = GM BH /r a = −∆ǫ, where r a is the apocentric radius, and thus r a = k −1 R ⋆ (M BH /M ⋆ ) 2/3 , where k = 1 if the star has no spin on disruption and k = 3 if the star is spun-up to near break-up on disruption. Numerical simulations predict that the star should be spun up via tidal interaction to a significant fraction of the break-up spin angular velocity (Alexander & Kumar 2001) . The start of the flare, t 0 , occurs when the most tightly bound gas returns to pericenter in a time after the disruption, t D , where t 0 − t D = π(r 3 a /(2GM BH )) 1/2 , and thus
where M 6 = M BH /10 6 M ⊙ (Li et al. 2002) . This time delay can be used as a direct measure of the central black hole mass, since M BH ∝ k 3 (t 0 − t D ) 2 . The accretion rate from the fallback of the most tightly bound debris is predicted to result in a flare which peaks close to the Eddington luminosity, with a blackbody spectrum with T ef f ≈ (L Edd /4πσR K, which peaks in the extreme-UV (Ulmer 1999) .
The rate at which the remaining debris falls-back to pericenter is dM/dt = (dM/dǫ)(dǫ/dr a )(dr a /dt) (Phinney 1989) . If the mass is equally distributed in binding energy, which is shown to be a reasonable approximation from numerical simulations (Evans & Kochanek 1989; Ayal et al. 2000) , i.e. dM/dǫ is constant, then dM/dt ∝ (GM BH ) 2/3 t −5/3 . During the fallback phase, the rate of gas supplied to the black hole follows this (t − t D ) −5/3 power-law decay, and determines the luminosity of the flare over the following months and years.
Thermal emission is predicted to be produced during fallback from stream-stream collisions of the disruption debris. Relativistic precession of the debris orbits causes the ingoing and outgoing gas streams to collide (Rees 1988; Cannizzo et al. 1990; Kim, Par, & Lee 1999) , resulting in strong shocks that quickly circularize the debris. The timescale for the debris to shock and circularize and form an accretion torus should be on the order of a few times the minimum period of the debris, given in equation 1 (Cannizzo et al. 1990 ). At later times, the stellar debris is expected to spread out and form a thin disk that accretes slowly via viscous processes, with a mass accretion rate with a shallower (t − t D ) −n power-law decay that approaches n = 1.2 (Cannizzo et al. 1990 ). It has also been proposed that an extended envelope will form around the disk from the expelled debris and reprocess the radiation with an effective temperature of T ef f ≈ 1.3 × 10 4 (M BH /10 6 M ⊙ ) 1/4 K (Ulmer, Paczynski, & Goodman 1998).
Previous Candidates
Although the theoretical work described above makes predictions for the rate, luminosity, temperature, and decay of tidal disruption events, there is limited observational evidence to test these predictions. The most convincing cases for a stellar disruption event occur from host galaxies with no evidence of an active galactic nucleus (AGN) for which an upward fluctuation in the accretion rate could also explain a luminous UV/X-ray flare. A UV flare with L ∼ 10 39 ergs s −1 from the nucleus of the elliptical galaxy NGC 4552 was proposed to be the result of the accretion of a tidally stripped stellar atmosphere (Renzini et al. 1995) by the mini AGN at its center (Cappellari et al. 1999; Xu et al. 2005) . A more exotic candidate for a tidal disruption event was discovered in the central region of a rich cluster: a transient optical source whose colors and light curve were best explained as either a peculiar underluminous Type Ia supernova (SN Ia) at the redshift of the cluster (z ≈ 0.25), or a lensed tidal disruption event at z ≈ 3.3 (Stern et al. 2004) .
The ROSAT All Sky Survey (Voges et al. 1999) conducted in 1990-1991 sampled hundreds of thousands of galaxies in the soft X-ray band, and detected luminous (10 42 −10 44 ergs s −1 ), soft [T bb = (6−12)×10 5 K and Γ = 3 − 5] X-ray flares from several galaxies with no previous evidence for AGN activity (Bade, Komossa, & Dahlem 1996; Komossa & Bade 1999; Komossa & Greiner 1999; Grupe, Thomas, & Leighly 1999; Greiner et al. 2000) which were explained as tidal disruption events (see review by Komossa et al. 2002) , and with a flare rate of ≈ 1 × 10 −5 yr −1 per galaxy (Donley et al. 2002) , which is in agreement with the theoretical stellar disruption rate. A decade later, followup Chandra and XMM -Newton observations of three of the galaxies demonstrated that they had faded by factors of 240 − 6000.
Although this dramatic fading is consistent with the (t − t D ) −5/3 decay of a tidal disruption flare Halpern, Gezari, & Komossa 2004; Li et al. 2002) , the follow-up observations were obtained too long after the peak of the flares (5-10 yr) to measure the shape of the light curves. Follow-up Hubble Space Telescope (HST) Space Telescope Imaging Spectrograph (STIS) narrowslit spectroscopy confirmed two of the galaxies as inactive, qualifying them as the most convincing hosts of a tidal disruption event (Gezari et al. 2003) .
The soft X-ray outburst from NGC 5905, which has the best sampled light curve of the ROSAT candidates, was fitted with a t −5/3 power-law decay (Komossa & Bade 1999) , and the energetics of the flare was successfully modeled as emission from the tidal disruption of a brown dwarf or giant planet (Li et al. 2002) . Alternative scenarios for the source of the flare in NGC 5905, such as an SN, gamma-ray burst, lensing event, or variable ab-sorbed Seyfert nucleus, were ruled out by Komossa & Bade (1999) . NGC 5905 was subsequently found to have a persistent low-luminosity Seyfert nucleus in its STIS spectrum (Gezari et al. 2003) . However, the amplitude of its X-ray variability (> 1000) is better attributed to a tidal disruption event than extreme variability of its low-luminosity active nucleus.
It should be noted that the presence of a lowluminosity AGN and the occurrence of a tidal disruption event are not mutually exclusive. It is possible that the presence of an accretion disk may even enhance the tidal disruption rate due to interactions between a star and disk that decrease its angular momentum and bring it into a loss-cone orbit (Syer et al. 1991; Armitage et al. 1996; Donley et al. 2002) . Optical spectroscopic surveys reveal that 20−40% of nearby galaxies host a Seyfert nucleus (Ho et al. 1997; Miller et al. 2003) . Low levels of AGN activity may be a ubiquitous property of galaxies with a central SMBH. However, the presence of an active nucleus does make the interpretation of a UV/X-ray flare subject to careful analysis.
Two new candidates from the XMM-Newton Slew Survey (XMMSL1) were reported by Esquej et al. (2006) to be optically non-active galaxies that demonstrated a large-amplitude (80-90) increase in soft (0.1-2 keV) Xray luminosity compared to their previous ROSAT PSPC All-Sky Survey upper-limits, with XMMSL1 luminosities of 10 41 − 10 43 ergs s −1 . With the exception of NGC 5905, all of the X-ray tidal disruption event candidates described above were simply "off"-"on" detections, with no detailed light-curve information. We initiated a program to take advantage of the UV sensitivity, large volume, and temporal sampling of the Galaxy Evolution Explorer (GALEX) Deep Imaging Survey (DIS) to search for stellar disruptions in the nuclei of galaxies over a large range of redshifts and attempt to measure the detailed properties of a larger sample of tidal disruption events.
In Gezari et al. (2006) we reported our first detection of a candidate tidal disruption flare by GALEX: a UV flare from an inactive early-type galaxy at z = 0.3698 with a spectral energy distribution (SED) from the optical through the X-rays fitted by a blackbody temperature of (1 − 5) × 10 5 K, a blackbody radius of ≈ 10 13 cm, a bolometric luminosity of 10 43 − 10 45 ergs s −1 , and with a UV light curve well-fitted by a (t − t D ) −5/3 power-law, in excellent agreement with theoretical predictions for emission from the tidal disruption of a star. In this paper we strengthen this interpretation even further by extending the UV light curve of the flare with another epoch of GALEX observations and by presenting its simultaneous optical light curve from the CFHTLS Deep Imaging Survey. We also report a new candidate tidal disruption flare detection from an inactive early-type galaxy at z = 0.326 by GALEX and present its simultaneous optical light curve from the CFHTLS. The broadband properties of the two flares, from the optical through the X-rays, are in excellent agreement with the predictions of basic tidal disruption theory and are both the most detailed observations of candidate stellar disruption events to date.
The paper is organized as follows. In §2 we describe our techniques for selecting tidal disruption flare candidates, describe our sample of sources classified as quasars, and report the detection in the far-ultraviolet (FUV) and near-ultraviolet (NUV) of an SN IIn at z = 0.189 discovered by the CFHT Supernova Legacy Survey (SNLS); in §3 we describe our tidal disruption flare candidates in the UV and optical; in §4 we interpret the properties of the flares in the context of tidal disruption theory; in §5 we use the observed properties of the flares to measure the efficiency of our search and calculate the expected tidal disruption flare detection rate from theoretical models; and in §6 we predict the detection rate of tidal disruption events by the next generation of optical synoptic surveys. Throughout this paper, calculations are made using Wilkinson Microwave Anisotropy Probe (WMAP) cosmological parameters (Bennett et al. 2003 ): H 0 = 71 km s −1 Mpc −1 , Ω M = 0.27, and Ω Λ = 0.73. Restframe magnitudes are estimated using the IDL routine KCORRECT version 4.1.4 (Blanton et al. 2003) , and when necessary, CFHTLS magnitudes are converted to the SDSS system using the offset corrections measured by the SNLS (Regnault 2007 ).
SELECTION OF CANDIDATES
Our aim is to find UV flares from the nuclei of normal, quiescent galaxies, for which the flare is a one-time accretion event for an otherwise dormant or undetectable central black hole. Such flares are best explained as the result of the disruption and accretion of a star. We select our tidal disruption flare candidates from variable UV sources in the GALEX Deep Imaging Survey (DIS) that have optical matches in the CFHTLS Deep Imaging Survey with the optical colors and morphology of a galaxy. We use available X-ray catalog data to rule out galaxy hosts with hard X-ray emission from an AGN and obtain optical spectroscopy to eliminate galaxies with emission lines that manifest Seyfert activity in their nuclei. We also match the variable UV sources to the list of variable optical sources from the CFHT SNLS to check for anti-coincidence with SN triggers.
The DIS covers 80 deg 2 of sky in the FUV (λ ef f = 1539Å) and NUV (λ ef f = 2316Å) with a total exposure time of 30-150 ks, which is accumulated in visits during ∼ 1.5 ks eclipses, when the satellite's 98.6 minute orbit is in the shadow of the Earth (Martin et al. 2005; Morrissey et al. , 2007 . Due to target visibility and mission planning constraints, some 1.2 deg 2 DIS fields are observed over a baseline of 2 − 4 yr to complete the total exposure time. This large range in cadence of the observations allows us to probe variability on timescales from hours to years. Here we present four DIS fields that overlap with the optical CanadaFrance-Hawaii Telescope Legacy Survey (CFHTLS) Deep Imaging Survey 8 : XMM/LSS (CFHTLS D1), COSMOS (CFHTLS D2), GROTH (CFHTLS D3), and CFHTLS D4.
In order to optimize our sensitivity to UV flares that decay on the timescale of months to years, we co-added the visits of each field into yearly epochs using the GALEX pipeline. Table 1 gives the coordinates and exposure times of the yearly co-added images in the FUV and NUV for each field from 2003 through 2007. To avoid the edges of the images that have degraded as-trometry and photometry, as well as edge reflections, we only use sources with r ≤ 0.
• 55 from the center of the field. We search for variable sources in the FUV co-added images, instead of the NUV, (1) in order to avoid blending between sources, which is a larger issue in the NUV; and (2) for better contrast between the variable source and the host galaxy, since galaxies are fainter in the FUV. We use aperture magnitudes (r ap = 6 ′′ ) from the pipeline-generated SExtractor catalogs (Bertin & Arnouts 1996) and match them to the closest source within a 2 ′′ radius in the other co-added images, a radius that is less than half of the angular resolution in the FUV (FWHM= 4.5 ′′ ). We only compare co-added images of a field with t exp > 5 ks, and measure the standard deviation of sources that are detected in all the co-added images from the weighted mean magnitude,
, N is the number of co-added images, m i are the matched magnitudes, and σ i are the Poisson errors,
where f m is the aperture flux in counts s −1 , B sky is the sky background at the position of the source in counts s −1 pixel −1 converted from the pipeline value for the sky background in counts arcsec −2 (1 pixel = 1.5 2 arcsec 2 ), and N pix = 16π for a 6 ′′ radius aperture (1.5 ′′ pixel −1 ). The measured standard deviation of matched magnitudes between co-added images is dominated by photometric errors. For comparison, we also determine σ phot for matched sources,
and the mean σ phot is measured as a function of magnitude in bins of magnitude with at least 100 points. The curves are in good agreement with each other; however, to be conservative, we use the measured σ in case there are systematic errors between co-added images not accounted for by σ phot . We use a 5 σ cutoff to select intrinsically variable sources. The source counts start to fall off after the limiting magnitude of the shallowest coadd, so we do not use σ measured for magnitudes fainter than m lim . We define the limiting aperture magnitude of an exposure by the 5σ detection limit for a point source:
where B sky = 3 × 10 −4 cts/sec/pix is the typical sky background in the FUV, B sky = 3 × 10 −3 cts/sec/pix in the NUV, zp=18.82 in the FUV, and zp=20.08 in the NUV. For this step in the analysis, we do not include an aperture correction for the fraction of total energy enclosed in the aperture. A large, extended galaxy can be shredded by SExtractor into multiple sources. In this case, a source from a shredded galaxy may not have a match in another coadded image if the galaxy has not been "shredded" in the same way in the other coadd. To avoid this problem, when a source in one co-added image (C 1 ) has no match in another co-added image (C 2 ), we place an aperture on C 2 to measure the aperture magnitude. If the measured magnitude in C 2 is brighter than m lim of C 2 then we assume that the source in C 1 has been shredded from an extended galaxy, and that the lack of a source match in C 2 is not due to variability.
The 5σ UV variable sources are then matched with the TERAPIX CFHTLS-T0003 Deep Survey photometric catalog in u (λ ef f = 3743Å), g (λ ef f = 4872Å), r (λ ef f = 6282Å), i (λ ef f = 7776Å), and z (λ ef f = 11702Å) and the optical colors and morphology of the matched sources are used to identify the hosts of the flares. We use the closest match within a 3 ′′ radius, which has been determined from other GALEX studies to be the optimum radius to match with optical catalogs of similar depth, with only 1% of UV sources with multiple optical matches within that radius (Agüeros et al. 2005) . Tables 2-5 list the FUV and NUV AB magnitudes in each co-added image of the UV variable sources that have optical matches, as well as the factor times σ(m) that the source varies. The magnitude errors given are 1σ statistical errors, and do not take into account the 2% and 5% zeropoint plus flat fielding uncertainty in the NUV and FUV, respectively (Morrissey et al. 2007 ). The aperture magnitudes have been corrected for the fraction of energy enclosed in a 6
′′ radius aperture, m tot = m ap + 2.5 log(f ap ), where f ap is 0.95 and 0.86 for the FUV and NUV, respectively, measured from a composite point spread function (PSF) constructed in a DIS coadd. Sources are flagged as flares (F) in Tables 2-5 if they have a constant flux within the errors before the FUV flare, the flare fades monotonically thereafter, and it does not fade fainter than its flux before the flare. If a monotonic FUV flare is undetected before the start of the flare, it is flagged in the tables as a transient flare (T).
We designate optically resolved sources as those with a half-light radius (r 1/2 ) > 0.
′′ 6. One source (D3-15) is mis-classified as resolved by the optical catalog due to its bright magnitude (m r < 15) which produces bright diffraction spikes, and this has been corrected in the table. Optically unresolved sources with g − r < 0.6 and u − g < 1 are classified as quasars, unresolved sources with u − g > 1.75 or g − r < 0.6 and u − g > 1 are classified as stars, and all resolved sources are classified as galaxies. X-ray catalog data from XMM-Newton for the XMM/LSS field (Chiappetti et al. 2005 ) and the COS-MOS field (Manieri et al. 2007 ) and from Chandra for the GROTH field (Nandra et al. 2005 ) are used to classify galaxies with a hard X-ray point-source detection as AGNs.
In addition, we match the sources to the list of spectroscopically confirmed quasars and active nuclei from Veron- Cetty & Veron (2006) and the COSMOS Survey (Trump et al. 2007 ). We also match our sources with the list of quasars identified from GALEX UV grism spectra in the COSMOS and GROTH fields (T. Small 2007, private communication) . Figure 1 shows the UV variable sources and their optical matches in four GALEX DIS fields and the overlap between GALEX and CFHTLS for each field, resulting in a total overlapping area of 2.882 deg 2 . Also shown is the overlap of the available X-ray catalog data and the spectroscopic DEEP2 survey in the GROTH field.
The CFHTLS fields are observed up to 5 times a month during the seasonal visibility of each field. Real-time difference imaging is performed on the images to produce a list of optically variable sources from which the CFHT SNLS selects SN candidates for follow-up spectroscopy (Astier et al. 2006; Sullivan et al. 2006) . We match the publicly available variable optical source list (which includes optical variability associated with quasars and AGNs) with our UV variable sources. Contamination by SN Ia and gamma-ray burst afterglows is unlikely since they are intrinsically faint in the UV (Panagia 2003; Brown et al. 2005; Mészáros & Rees 1997) . However, SN II are UV bright at early times (Brown et al. 2007; Immler et al. 2007) and are a potential contaminant, and so we check for anti-coincidence with the SNLS SN triggers. Figure 2 shows the optical color-color diagram of the UV variable source hosts and the regions of the diagram dominated by template CFHTLS colors for mainsequence stars, quasars, and early-type elliptical and spiral galaxies from the photometric redshift code Le 
PHARE.
9 Our UV variability selection detects mostly quasar hosts, many of which are also detected as hard X-ray sources and as optically variable sources. Four of the optically unresolved hosts have optical colors of a main-sequence star; however, three of these sources (D1-4, D2-6, D3-1) have a > 1.
′′ 0 separation from the UV source, which is larger than the positional uncertainty of GALEX and may be a false match. Our analysis does not detect any RR Lyrae stars, which are located below the main sequence with u − g ∼1.15 (Sesar et al. 2007 ), or M-dwarf flare stars, located at the top of the main sequence with u − g ∼2.6 (Hawley et al. 2002) , since our deep co-added images average out their variability signal which occurs on much shorter timescales of days and minutes, respectively (Welsh et al. 2005 (Welsh et al. , 2006 . Tables 6-9 give the optical AB magnitudes, half-light radii, match separation of the flare hosts, and their classification described above. Sources are flagged in the tables with an 'o' if they are optically variable, with an 'x' if they are detected in an X-ray catalog, with an 's' if they are confirmed AGNs or quasars from optical spectroscopy, and with a 'g' if they have a quasar spectrum in the UV. The redshift of the host galaxy is also listed in the table for those with spectroscopy. The UV variability of D2-21 is due to an artifact in the 2005 COS-MOS coadd, and so it is labeled in Table 7 as an artifact (ART). Due to errors in the centroid of the faint UV source D3-14, it was erroneously not matched with its counterpart in the co-added images after 2003 which had centroids that are offset by 2.8
′′ . This source is mistakenly detected as a variable source and is labeled as an error (ERR) in Table 8 .
We define our tidal disruption event candidates, listed in Table 10 , as monotonic or transient UV flares from optically resolved galaxy hosts that are not classified as an AGN (no hard X-ray detection and no existing AGN optical spectrum). We follow up these galaxy hosts with optical spectroscopy, to search for signs of Seyfert activity in their optical spectra in the form of emission lines. If a galaxy does not have a Seyfert nucleus, and thus no obvious signs of persistent accretion activity by its central black hole, the source of the UV flare is interpreted in the context of the tidal disruption of a star by a central black hole that is otherwise starved of gas and dormant.
2.1. Quasars Selected from UV Variability and Optical
Colors and Morphology As a biproduct of this study we have a list of 54 quasars classified from UV variability and optical colors and morphology alone. Only 11% of these quasars are detected as optically variable sources by the SNLS database. This discrepancy should not be due to difficulties in detecting variable sources in the nuclei of galaxies with image subtraction, since these sources are by definition optically unresolved. The SNLS optical variability search is optimized for detecting SNe, which vary on the timescale of weeks, and within the seasonal window of observability of the fields. Longer timescale variability (months-years) may not be picked up by their selection techniques. Our study demonstrates that UV variability in combination with optical colors and morphology is an efficient method for detecting quasars over a large field of view, without the expense of X-ray surveys and optical spectroscopy. In Figure 3 we plot the low-state and high-state FUV−NUV color for all the variable sources, with quasars and AGNs labeled. Within the errors, all of the quasars and AGNs have a bluer FUV−NUV color during their high state in flux. This is in agreement with the findings of optical variability studies (Giveon et al. 1999; Geha et al. 2003) . This may also contribute to the better efficiency in detecting quasars with variability in the UV than in the optical.
Detection of a Supernova Type IIn
Candidate D4-7 is an SN candidate that was discovered by the CFHT SNLS on 2003 August 21 (SNLS ID: 03D4ck), and was spectroscopically confirmed by Gemini on 2003 November 20 as an SN IIn at z = 0.189 (Howell et al. 2005) . GALEX detects the SN in the 2003 co-added image of CFHTLS D4 constructed from visits from 2003 August 30 to 2003 September 21, with F U V = 23.43 ± 0.08 mag and N U V = 22.50 ± 0.04 mag. This is the first UV detection of an SN IIn, and one of only 5 other published UV light curves of Type II SNe (see Brown et al. 2007 ). In a separate paper (L. Dessart, in preparation) we present an analysis of the detailed UV light curve, along with the CFHT SNLS optical light curve and spectra. Table 11 gives the log of spectroscopic observations of the host galaxies of 8 out of 10 of our tidal disruption flare candidates, as well as their redshifts, ( spectra are shown in Figures 4-7. D1-1, D2-9, and D3-3 have narrow-line ratios indicative of a Seyfert spectrum . D3-3 is a Seyfert 2 galaxy at z = 0.355 that is also detected in an archival Chandra ACIS image in 2002 April 10 indicating a hard X-ray luminosity of L X (2-10 keV) ∼ 9.3 × 10 42 ergs s −1 . Three of the galaxies, D2-11, D3-8, and D3-21, have 2 <([O III] λ5007)/(Hβ)< 3, which places them in a region of the diagnostic diagram that needs other line ratios to determine the class of the galaxy. However, D2-9 and D3-21 have a broad Hβ line, and so we classify them as Seyfert 1 galaxies. D1-9 and D3-13 have spectra with only stellar absorption lines, and are classified as early-type galaxies. This leaves D3-8 as the only galaxy without a classification from its optical spectrum .  Table 10 lists all of our candidates, the type of FUV flare (monotonic or transient), whether they were identified as optically variable in the SNLS database, their photo-z and best-fitting galaxy template from CFHTLS (Ilbert et al. 2006; Le Brun 2007) , as well as the spectroscopic redshifts and classification for candidates with spectra. The photo-z template fitting accurately classifies the early-type galaxies and emission-line galaxies, with the exception of D3-3, whose weak optical emission lines are not detected in the photo-z fitting. D1-9 (Figure 7 ) and D3-13 ( Figure 6 ) show no emission lines in their spectra, and strong stellar absorption features and thus are classified as inactive, early-type galaxies. We place upper limits on their [O III]λ5007 luminosities of < 5 × 10 38 and < 4 × 10 39 ergs s −1 , respectively.
Optical Spectroscopy of Candidates

Optical Light Curves of Candidates
We extract optical light curves for all of our candidate flares from the CFHTLS Deep Imaging Survey. The optical photometry is measured from difference imaging following the method of Alard & Lupton (1998) implemented by Leguillou (2003) in the g, r, i, and z bands. The light curves are calibrated to the Vega system and must be converted to AB magnitudes using the offsets measured for MegaPrime/MegaCam.
10 Upper limits are determined for a 5σ point-source detection based on the average observing conditions using the MegaCam Direct Imaging Exposure Time Calculator (DIET).
11 Figure 8 shows the simultaneous UV/optical light curves extracted from the CFHTLS of the candidates with emission-line galaxy hosts. For non-transient flares in the UV, the low-state flux was subtracted from the FUV and NUV fluxes.
Only one of the candidates, D3-3, has a flare with the sharp rise and monotonic decay expected from a tidal disruption event. The color of the flare is very red, with its peak optical flux in the z band, and with a slope from the g to the z band well fitted with a powerlaw, F ν ∝ ν α , with α = −0.77 ± 0.07, which is consistent with the power-law optical continuum measured for AGNs (−2.0 ≤ α ≤ −0.43; Zheng et al. 1997; Dietrich et al. 2002) ability of its AGN continuum.
Our remaining candidates without optical spectroscopy, D1-10 and D1-14, have photo-z galaxy templates that are consistent with an emission-line galaxy, although the emission lines could be from star formation or a Seyfert nucleus. Figures 9 and 10 show the UV/optical light curve of the two candidates. The short duration of the UV/optical flare in D1-10 of ∼ 70 days, as well as the offset of the variable source from the nucleus of the galaxy measured by the SNLS database of ∼ 0.6 ′′ , is compatible with an SN, and not a nuclear outburst. The blue color of the flare, N U V − r = −0.6 ± 0.1, and its location on the edge of a galaxy indicate that it is most likely an SN Type II, which are detected in the UV and are associated with star formation in the disks of galaxies. The high photo-z of D1-14 of ∼ 1.4, its erratic optical light curve, and the bell shape of its light curve in the NUV make this an unlikely tidal disruption event detection, and most likely a variable AGN. The only remaining candidates that satisfy our criteria for a monotonic UV/optical flare and an inactive galaxy host are thus D1-9 and D3-13.
TIDAL DISRUPTION FLARE CANDIDATES
3.1. D1-9: Host Galaxy Properties Figure 7 shows the spectrum of D1-9, which is well fitted by a Bruzual-Charlot early-type galaxy template with an old stellar population and no star formation at z = 0.326. The galaxy host is not detected in the FUV or NUV, so we can only put lower limits on its rest-frame N U V − r color, which is a good diagnostic for separating galaxies into the red (early-type, old, M > 3 × 10 10 M ⊙ ) and blue (late-type, young, M < 3 × 10 10 M ⊙ ) sequences (Kauffmann et al. 2003) . The lower limit on the UVoptical color, N U V − r > 4, places the galaxy on the red side of the dividing line between the red and blue sequences (Wyder et al. 2007 ). The optical colors of the host, which correspond to a rest-frame u − r=2.1 and M r = −20.9, are close to the peak of the red sequence in the bimodal distribution of u − r colors (Baldry et al. 2004) .
The XMM Medium Deep Survey (XMDS) did not detect an X-ray source at the position of the host galaxy on 2002 July 25, placing an upper limit on its unabsorbed flux of < ∼ 1 × 10 −15 ergs s −1 cm −2 from 0.5 to 2 keV and < ∼ 7 × 10 −15 ergs s −1 cm −2 from 2 to 10 keV, for a power-law index (f ν ∝ ν −(Γ−1) ) typical of an AGN spectrum of Γ = 1.7 and a Galactic column density towards the source of N H = 2.61 × 10 20 cm −2 (Chiappetti et al. 2005) . For a luminosity distance of d L = 1680 Mpc, this corresponds to upper limits on the X-ray luminosity of L X (0.5-2 keV)
3.2. D1-9: UV/Optical Light Curve Figure 11 shows the FUV and NUV yearly coadded images of the tidal disruption flare candidate D1-9. We include a co-added image from 2007 with t exp = 8.2 ks that was obtained after the selection of candidates, and is not listed in Table 1 ∼ 2 mag. The source then decays monotonically by ∼ 1.0 mag over 3 yr to below the detection threshold in 2007. The UV flare from D1-9 was also detected as an optically variable source in the nucleus of the galaxy by the CFHTLS. Figure 12 shows a gray-scale image of the variable optical source on top of the contours of the host galaxy in the i band. Figure 13 shows the optical light curve of the flare, with the flux from the host galaxy subtracted off, in the CFHTLS g, r, and i bands. near the nucleus, and results in a variable source flux that is systematically too bright. Figure 14 shows the simultaneous UV/optical light curve of the flare. Due to the small number of counts, the FUV and NUV 1 σ error bars and 95% confidence upper limits are measured using Bayesian statistics.
We fit the g-, r-, and i-band light curves simultaneously for g − r = −0.41 and r − i = −0.33 with a (t − t D ) −n power-law decay for data points from the peak of the flare to 2005.04. For n = 5/3, the power-law expected for a tidal disruption event, this results in a least-squares fit to the time of disruption, t D = 2004.00 ± 0.02 (reduced χ 2 =2.8). If we allow the power-law index n to vary, we get t D = 2003.2±0.2 and n = 3.4±0.4 (reduced χ 2 =2.8). There is a large difference in t D for the different powerlaws, but with the same goodness-of-fit.
The excellent temporal sampling of the CFHTLS observations measures the time of the peak of the flare, t 0 = 2004.622, and we can determine the rest-frame time delay of the most tightly bound material to return to pericenter to high accuracy. If we assume the more physically motivated n = 5/3 fit to the light curve, then (t 0 − t D )/(1 + z) = 0.47 ± 0.02 yr, which implies M BH = (1.8 ± 0.2)k 3 × 10 7 M ⊙ for a solar-type star disrupted at R T , where k depends on the spin-up of the star on disruption. If we use the time of disruption from the n = 3.4 fit, this yields a larger time delay, (t 0 − t D )/(1 + z) = 1.1 ± 0.2 yr, and a much higher black hole mass, M BH = (1.0 ± 0.4)k 3 × 10 8 M ⊙ , which will quickly exceed M crit for stars with some spin on disruption (see §1.1).
Although the first 5 months of the flare light curve, from 2004.622 to 2005.04, are well described by a (t − t D ) −5/3 power-law decay, optical photometry in the g, r and i bands a year after the peak of the flare and the UV light curve extending 3 yr after the flare indicate that the emission does not continue to decay with the same power-law, but instead with a shallower decay. We fit the NUV light curve with a power-law decay with t D fixed to 2004.0 and find a best-fitting power-law index of n = 1.1 ± 0.3 and NUV−r = −2.0 ± 0.2. This power-law in the UV light curve is not consistent with the plateau in the optical data in late 2005 and may indicate a change in the UV/optical colors after 2005.04 closer to N U V − r ∼ −0.6. The dip in the g-band light curve on 2005.04 is not seen in the other optical bands and may be a measurement that is below the detection threshold of the observations. It may also be a systematic error, since the errors in the CFHTLS difference imaging fluxes are measured from the dispersion of flux measurements on a given night and do not account for systematic errors that can occur from constructing the difference image. If the dip is real, then it is a significant deviation from a simple power-law decay.
3.3. D1-9: Spectral Energy Distribution We triggered a 30 ks Chandra ACIS-S (0.2-10 keV) Target of Opportunity (ToO) X-ray observation of the flare on 2006 November 12 and detected four soft photons with energies between 0.2 and 0.4 keV (shown in Figure  15 ). The background counts with energies <1 keV have a mean of 0.034 counts arcsec −2 . For a Poisson distribution with a mean count rate within r ap = 1.968 ′′ of 0.4 counts, the probability of having 4 counts from the background is < 0.07%, and so we consider this source a statistically significant detection. Our observation also puts an upper limit on the unabsorbed hard X-ray luminosity, L(2-10 keV) < 6 × 10 41 ergs s −1 , for an AGN power-law Γ = 1.7 and N H = 2.61 × 10 20 cm −2 . We plot the SED of the flare over time from the optical through the X-rays in Figure 16 . The UV/optical fluxes have been corrected for Galactic extinction using the extinction curve of Cardelli et al. (1989) . The simultaneous UV/optical fluxes on 2004.96 are well fitted by a blackbody with a rest frame T bb = (5.5±1.0)×10 4 K and an rband flux of (4.7±0.6)×10 −30 ergs s
bb , this corresponds to R bb = (7.6 ± 0.6) × 10 13 cm and L bol = σT 4 4πR 2 bb = (3.8 ± 0.7) × 10 43 ergs s −1 . If we assume that the temperature of the emission does not change, and we scale this blackbody to the optical fluxes at the flare's peak on 2004.62, this corresponds to a bolometric luminosity of (9.1 ± 0.2) × 10 43 ergs s −1 . When we fit the optical fluxes at the peak with a power-law, F ν ∝ ν α , we get α = +1.5 ± 0.01, which is unlike the α < −.53 typical of AGNs and is better ascribed to the Rayleigh-Jeans tail of a blackbody spectrum.
During the soft X-ray detection on 2006.88 we require a second higher temperature blackbody to fit the X-ray flux density at 0.3 keV, with T bb = (2.7 ± 0.2) × 10 5 K. For this blackbody spectrum, the soft X-ray count rate on 2006.88 corresponds to an unabsorbed (0.2-1.0 keV) luminosity of (3.5 ± 0.2) × 10 41 ergs s −1 . This blackbody has R bb = (6 ± 1) × 10 12 cm and L bol = (1.4 ± 0.6) × 10 44 ergs s −1 . Due to the small number of counts, we cannot fit the spectrum of the X-ray emission, and so we cannot be sure that it is truly a soft blackbody. However, we can place limits on a power-law fit, F E ∝ E −Γ , to the spectrum based on the lack of a source detection above 1 keV, to have Γ > 3 and L(0.2 − 1.0 keV) < ∼ 5 × 10 41 ergs s −1 . Unfortunately, we do not have X-ray observations during the peak of the flare to determine if the hightemperature component is present and with the same ratio to the lower temperature blackbody as at later times.
3.4. D3-13: Host Galaxy Properties D3-13 was reported in Gezari et al. (2006) for having an AEGIS (Davis et al. 2006 ) Keck DEIMOS spectrum that classified the host galaxy as an inactive earlytype galaxy at z = 0.3698. We also obtained a Keck LRIS spectrum of D3-13 (shown in Figure 6 ) to cover the wavelength region near Hα, and no Hα emission is detected, consistent with its previous classification as an inactive galaxy. The galaxy host is not detected in the FUV or NUV, so we can only put lower limits on its rest-frame NUV−r > ∼ 4, which places the galaxy on the red side of the dividing line between the red and blue sequences (Wyder et al. 2007 ). The optical colors of the host galaxy, which correspond to a rest-frame u−r=2.0 and M r = −21.7, place it on the blue end of the u−r color distribution corresponding to the red sequence (Baldry et al. 2004) . The location of the galaxy on the edge of the red sequence is in agreement with the morphology of the galaxy, since the bulge-disk composition of its AEGIS HST ACS I-band image does detect a disk component, with a bulge fraction of 0.72 (Gezari et al. 2006) . No hard X-ray source was detected in deep (190 ks) archival AEGIS Chandra ACIS-I observations of the source taken over 2005 April -September, resulting in an upper limit to the unabsorbed (2 − 10 keV) X-ray luminosity of < 1.5 × 10 41 ergs s −1 , for an AGN power-law Γ = 1.4 and N H = 1.3 × 10 20 cm −2 , and d L = 1970 Mpc.
3.5. D3-13: UV/Optical Light Curve The UV light curve of D3-13 was presented in Gezari et al. (2006) , with no optical variability reported in CFHTLS data spanning from 2005 January to June with m lim ∼ 25. Here we extend the UV light curve with one more epoch of GALEX DIS data from 2007. We also use a deeper co-added image in 2004 with t exp = 8.3 ks, which includes visits that have positional offsets from the center and thus were not included in the main coadd. We also present new data from CFHTLS that detect an optically variable source in the nucleus of the host galaxy in 2004 (Figure 17 ). Figure 18 shows the optical light curve in the g, r, and i bands with the flux from the host galaxy subtracted off. The variable source is undetected in the z band, with z > 23.2.
The r-and i-band light curves catch the flare close to its peak on 2004.04 and its subsequent steep decay. The light curves are best described with a broken power-law. A solid line shows the best-fitted n = 5/3 power-law decay to the first few months of the g-, r-, and i-band n to vary, the resulting fit yields t D = 2003.686 ± 0.003 and n = 1.77 ± 0.01 (reduced χ 2 = 2.9). We include the sensitivity of the time of disruption to the power-law index in the error bars for t D and use t D = 2003.70±0.02. Figure 19 shows the simultaneous FUV, NUV, and optical light curve. Due to the small number of counts, the FUV and NUV 1 σ error bars and 95% confidence upper limits are measured using Bayesian statistics. The NUV photometry was measured with r ap = 3.75
′′ and f ap = 0.70 to avoid contamination by a pair of foregroundinteracting galaxies detected in the NUV just south of the source. For the later observations in 2005 the FUV detector was temporarily not operational.
The UV data trace the decay of the flare at later times, which has a shallower power-law. In Gezari et al. (2006) we fitted the NUV light curve with an n = 5/3 powerlaw decay, and found a best fit t D = 2003.3 ± 0.2. When the power-law index was allowed to vary, we found t D = 2002 ± 2 and n = 3 ± 2. Here we fit the optical and Although the optical light curve of D3-13 puts strong constraints on t D , we do not see the rise of the flare to its peak, and so we use the earliest detection of the flare in the r and i band on 2004 January 13 to place an upper limit on (t 0 − t D )/(1 + z) < 0.25 yr, which corresponds to M BH <5.2 ×10 6 k 3 M ⊙ for a solar-type star that is disrupted at R T . , and error bars show 2 σ errors. Solid lines show the best-fitting two-temperature blackbody spectrum, and the dashed line shows the individual blackbody components. The steep slope of the soft X-ray detection (Γ = 7 ± 2) and the upper limit to the hard X-ray flux density at 2 keV are also shown.
higher temperature (T 2 ) blackbody spectrum is well constrained by the soft X-ray flux detection on 2005 April 7, with T bb = (4.9 ± 0.2) × 10 5 K, and the steep slope of the soft X-ray detection could be ascribed to emission from the Wien's tail of a blackbody. This blackbody has R bb = (1.3 ± 0.2) × 10 13 cm and L bol = (7 ± 1) × 10 45 ergs s −1 . The lowest temperature for T 2 that is consistent with the UV/optical fluxes on 2004.35 is T bb = 1.2 × 10 5 K and corresponds to R bb = 4.7 × 10 13 cm and L bol > 3.3 × 10 44 ergs s −1 . The bolometric luminosity of the flare is dominated by the higher temperature blackbody component. If we scale the blackbody model to the optical fluxes near the peak of the flare on 2004.04, this indicates a peak bolometric luminosity (for T 2 > 1.2 × 10 5 K) of > 2.5 × 10 45 ergs s −1 . If we fit the optical fluxes with a power-law, we get α = +0.5 ± 0.2, which is unlike the α < −.53 typical of AGNs.
INTERPRETATION
The UV-optical colors of the candidate flares (NUV−r < −1) are incompatible with SNd Ia and GRB afterglows, which are intrinsically faint in the UV, and their locations at the centers of the galaxies are not characteristic of SNe II which are associated with massive star formation in the disks of galaxies. The peak bolometric luminosity of the nuclear flares (> 10 44 − 10 45 ergs s −1 ) makes them most likely associated with an outburst from a central SMBH with M BH > 10 6 M ⊙ . Chandra observations of the host galaxies put limits on the presence of hard X-ray emission from a power-law AGN in the nuclei of the galaxies down to L X < ∼ 10 41 ergs s −1 , and ground-based optical spectra put limits on optical emission lines powered by an AGN to L([O III]λ5007) < 10 40 ergs s −1 . These upper limits do allow for the presence of a low-luminosity AGN (LLAGN) in these galaxies at the faint end of the luminosity function measured for nearby LLAGNs (Heckman et al. 2005) . In addition, the amplitude of variability in the UV in these galaxies (∆m > 2) is comparable to that of some of the AGNs and quasars in our sample. However, the detailed optical light curves of these candidates, with their steep rise to the peak and subsequent power-law decay, are distinctive from AGNs, as are the positive optical power-law slopes of their SEDs (α ≥ +0.5). The combination of the power-law light curves, blackbody SEDs, soft X-ray properties, lack of detectable Seyfert activity, and large luminosities make a tidal disruption event the most likely explanation for the source of the UV/optical flares.
The change in the exponent of the power-law decay in the light curves of the candidates occurs (t − t D )/(1+z) = 0.78 and 0.47 yr after the disruption for D1-9 and D3-13, respectively. These timescales are consistent with the timescale for circularization of the debris, which is expected to be on the order of the timescale of the minimum period of the orbital debris. This minimum period is measured for D1-9 and D3-13 to be (t 0 − t D )/(1+z) = 0.47 and 0.25 yr, respectively, which would correspond to circularization in < ∼ 2 orbital periods. Numerical simulations from Ayal et al. (2000) also show that the accretion rate can also deviate from a (t − t D ) −5/3 power-law during the fallback phase due to the expulsion of debris from compression during the second passage through pericenter. The broken power-law model does not describe the plateau in the optical light curve (and dip in the g band) of D1-9, or the nearly constant UV flux of D3-13 at late times. The emission mechanisms during a tidal disruption event (fallback, stream-stream collisions, compression, accretion) are complicated and not well understood. We are seeing the messy details of the light curves of these events for the first time, however, and it is impressive that a simple broken power-law model reproduces the observations as well as it does.
Central Black Hole Mass
If we assume that the debris has shocked and circularized into an accretion torus or disk after the change in the power-law of the light curve, then the soft X-ray emission detected during this time may originate from the inner regions of the disk or torus. This interpretation would also account for the rapid variability observed for the soft X-ray source in D3-13. The radius of emission during the soft X-ray detections can place constraints on the central black hole mass, since this emission should have a pericenter radius that is greater than the minimum sta- ble particle orbit for the black hole (R ms ), which ranges from R ms = 6R g for a black hole with no spin down to R ms = R g for a maximally spinning black hole, where
2 . If we require that R bb > R ms , then the blackbody radii of the soft X-ray components for D1-9 and D3-13 of 6 × 10 12 and 1.3 × 10 13 cm, respectively, require that M BH < 4 × 10 7 M ⊙ and 8.7 × 10 7 M ⊙ , which are also consistent with M BH < M crit for a solar-type star.
There is an uncertainty in the peak bolometric luminosity of the flares in D1-9 and D3-13 due to the lack of X-ray observations close to the peak of the flare. However, we can estimate the minimum mass accreted during the fallback phase of the debris by taking the lower limit to the peak luminosity, and integrating under the portion of the light curve well described by a t −5/3 power-law to get the total energy output. The luminosity of the lower temperature component of D1-9 gives a lower-limit to its peak bolometric luminosity of 9.1 × 10 43 ergs s −1 . We integrate under the portion of the light curve well described by a t −5/3 power-law to get
which corresponds to E tot /(ǫc 2 ) = 0.004M ⊙ accreted, for an efficiency of converting mass into energy of ǫ = 0.1. This places a lower limit to the mass of the disrupted star to be 0.008M ⊙ if at least half of the stellar debris is unbound from the system at the time of disruption. If we do the same exercise for D3-13, using the lower-limit to the peak luminosity from the lower bound to T 2 of 2.5 × 10 45 ergs s −1 , and integrate from t 0 to 2004.35, this results in a minimum mass accreted of 0.11 M ⊙ , which requires a star of at least 0.22M ⊙ .
In Figures 21 and 22 we plot the solutions for M BH from the rest-frame time delay between the time of the disruption and the peak of the flare, (t 0 −t D )/(1+z), as a function of main-sequence star mass and k, in comparison to M crit , which is the upper limit to the black hole mass for which a star will be disrupted, i.e. R T > R Sch . For 1 < k < 3, i.e. the star is spun-up to some fraction of break-up, we get a range of allowable solutions for M BH for D1-9 from 8.2 × 10 6 M ⊙ to the upper limit from R bb > R g of 4 × 10 7 M ⊙ . The maximum allowable value for k in this range of black hole masses is k = 1.7. For D3-13 the full range of k-values is allowed, which yields a large range of black hole masses from a minimum of 2.4 × 10 6 M ⊙ to the upper limit from R bb > R g of 8.7 × 10 7 M ⊙ . We can compare these values for M BH with the mass expected from the properties of the host galaxies. For D1-9 the rest-frame absolute B-band Vega magnitude is
Mpc and K = 0.68. This can be related to black hole mass using the correlation between M BH and L B (bulge) from Magorrian et al. (1998) which has a large scatter (∼0.5 dex) that yields M BH ∼ 1 +2 −.7 × 10 8 M ⊙ , which is compatible with solutions in Figure 21 . Because of the high spectral resolution of the AEGIS Keck DEIMOS spectrum of D3-13, it is possible to measure the velocity dispersion (σ) of the bulge directly and use the observed tight correlation between M BH and σ (Gebhardt et al. 2000) . The M BH estimated from the velocity dispersion, measured to be σ ⋆ = 120 ± 10 km s −1 , is 2 Gezari et al. 2006) and is compatible for solutions in Figure 22 with k < ∼ 2.
TIDAL DISRUPTION RATE
In this section we describe how we measure the efficiency of our search over 2.882 deg 2 of DIS and simulate the tidal disruption flare detection rate expected from theoretical models . We use the tidal disruption rates from Wang & Merritt (2004) calculated for 51 elliptical galaxies with measured surface brightness profiles. We fit the galaxies with M BH < ∼ 10 8 M ⊙ with a powerlaw to get a black-hole-mass-dependent tidal disruption rateṄ (M BH ) ∼ 1.6 × 10 −4 yr −1 (M BH /10 6 M ⊙ ) −.30 . This gives lower rates than the analytically determined rate for a singular isothermal sphere with a stellar density profile of ρ ∝ r −2 =Ṅ (M BH ) ∼ 6.5 × 10 −4 yr −1 (M BH /10 6 M ⊙ ) −.25 . We assume that the flares radiate at the Eddington luminosity,
and with an effective temperature characterized by Eddington luminosity radiation at the tidal disruption radius,
Similarly to the calculation of Magorrian & Tremaine (1999) , we derive the black hole mass function from the Ferguson & Sandage (1991) E + S0 luminosity function,
where ∆ = 0.6, N 0 = 3.0 × 10 −3 Mpc −3 , and L 0 = 2.6 × 10 9 L ⊙ , with a factor of 2 to account for bulges in early-type spirals, scaled to black hole mass by combining the M BH -M bulge relation from Merritt & Ferrarese (2001) and the mean galaxy mass-to-light ratio from Magorrian et al. (1998) M ⊙ . We only consider the range of black hole masses for which a tidal disruption flare can radiate close to L Edd , the 10 6 − 5 × 10 7 M ⊙ mass range (Ulmer 1999) . Figure 23 shows the predicted FUV magnitudes of flares from 10 6 − 5 × 10 7 M ⊙ black holes in comparison to the detection limit for a 20 ks DIS exposure. We include an estimate of the attenuation in the FUV band by neutral hydrogen absorption systems in the line of sight from Madau (1995) , which produces a non-negligible effect for sources at z > 0.6. The Kcorrection, K(z) ≈ (-7.5)log(1+z), is large, and thus Eddington luminosity flares from a 5 × 10 7 M ⊙ black hole can be detected in the FUV band out to z ∼ 1.5.
The detectability of a flare by GALEX also depends on the FUV magnitude of its host galaxy. We estimate the FUV magnitude of the host galaxy of a given black hole mass by converting the B-band luminosity of the galaxy to a g-band apparent magnitude using average g − B corrections from Fukugita et al. (1995) measured for elliptical/S0 galaxies of −0.375 and for Sab/Sbc spiral galaxies of −0.340. We then convert the g magnitude to an FUV magnitude with g−FUV> 3 for elliptical/S0 galaxies and g−FUV> 2 for Sab/Sbc spiral galaxies. The number of events detected within a redshift z over a baseline of observations of ∆t years is thus
where A is the area in degrees, S(M BH , z) is the selection function, and f is the fraction of flares that radiate at the Eddington luminosity for a solar-type star from Ulmer (1999) . Because the peak accretion rate of the debris is proportional to M −1/2 BH , as the central black hole mass increases, the fraction of flares that have a mass accretion rate close to the Eddington limit and will have L peak ≈ L Edd decreases. We use f = 1 for M BH < 4 × 10 6 M ⊙ , and for M BH ≥ 4×10 6 M ⊙ we use the log-linear function,
We estimate the selection function with a Monte Carlo simulation. We simulate the number of flares predicted for each black hole bin for the redshift volume V (z), selected from a Poisson distribution with a mean 
where
1/2 ; k = 1, 2, or 3; and A F UV = 8.24×E(B −V ) is the Galactic extinction in the FUV (Wyder et al. 2007 ) measured from the average Milky Way extinction for the field listed in Table  1 of Schlegel et al. (1998) , and the Cardelli et al. (1989) extinction curve. We record the magnitude of the flaring sources in each epoch of observations for each field with a co-added image with t exp > 5 ks, and if the magnitude in an epoch is fainter than the limiting magnitude of the coadded image of the field, it is marked as undetected. The standard deviation is measured and compared to the 5 σ cutoff for each field to see if it would have been selected by our algorithm (described in §2). We then measure the fraction of flares detected to determine S(M BH , z) for each field. The error in the detection rate then includes the Poisson error in the number of flares, plus the standard deviation of the fraction events detected between 10 runs of the simulation.
In Figure 24 we plot the cumulative number of events that would be detected in our search within a redshift volume for different values of the star's spin-up parameter, k, compared to our observed cumulative detection of two events within z < 0.4. Each redshift volume is from a separate simulation, so it is encouraging that the cumulative distribution converges and is smoothly varying. The k = 1 curve, corresponding to a star with no spin, is strongly ruled out because the slow decay of the flares, (t 0 − t D ∝ k −3/2 ), would have resulted in an order of magnitude more flare detections. The k=3 curve is in good agreement with our detection rate for z < 0.4, and the k = 2 curve is within 1 σ, but they both over predict the number of events beyond z ∼ 0.4. The detection rate for all values of k levels off after z ∼ 0.7, with a total number of detections of 17 ± 4, 6 ± 2, and 3 ± 1 for k=1, 2, and 3, respectively.
The theoretical curves predict the detection of at least one more flare with 0.4 < ∼ z < ∼ 0.7. Figure 25 shows the number of events detected as a function of black hole Number of events expected to be detected within a volume z < 0.4, and 0.4 < z < 0.7, as a function of black hole mass, for k = 3 and the fraction of flares that radiate close to L Edd for 1 M ⊙ stars from Ulmer (1999) . The peak sensitivity of our search shifts from M BH = 1.6 × 10 7 M ⊙ for z < 0.4 to M BH = 2.2 × 10 7 M ⊙ for 0.4 < z < 0.7, with no sensitivity for M BH < 4 × 10 6 M ⊙ black holes beyond z=0.4. Dashed lines: Same for the fraction of flares that radiate close to L Edd calculated for a more realistic Salpeter mass function from Ulmer (1999) , which causes a decrease in number of events expected to be detected in the volume 0.4 < z < 0.7. mass (fitted with a polynomial function for clarity) for the volume z < 0.4 in comparison to 0.4 < z < 0.7. The peak sensitivity of our search shifts from M BH = 1.6 × 10 7 M ⊙ for z < 0.4 to M BH = 2.2 × 10 7 M ⊙ for 0.4 < z < 0.7, with no sensitivity to black holes with M BH < 4 × 10 6 M ⊙ beyond z = 0.4. Thus, the deficit of detections in this redshift range may be the result of overestimating the fraction of flares from massive black holes that radiate at the Eddington limit. It is not surprising that the two tidal disruption flares we detected in our search have properties indicating black hole masses of a few ×10 7 M ⊙ , since that is where our detection sensitivity is at its peak.
We repeated our simulation with a fraction of tidal disruption flares that radiate at the Eddington luminosity calculated for a more realistic Salpeter mass function between 0.3 and 1.0 M ⊙ by Ulmer (1999) , which gives a lower fraction for high-mass black holes than the curve calculated for 1M ⊙ stars only (equation 8).
We now use f = 1 for M BH < 2.5 × 10 6 M ⊙ , and for M BH ≥ 2.5 × 10 6 M ⊙ we use the log-linear function,
(10) Figure 26 shows the resulting cumulative detection rate within a redshift volume, with a total number of detections expected of 10 ± 3, 4 ± 2, and 2 ± 1 for k=1, 2, and 3, respectively. The k = 2 and k = 3 curves are now both consistent with the observations within 1 σ, while the k = 1 curve is still strongly ruled out. It is surprising that the models are in such good agreement with our detection rate, since we have not taken into account the effects of extinction internal to the host galaxy, or the inclination angle of the galaxy. Extinction intrinsic to the host galaxy should suppress the detection rate equally over the range of black hole masses, and thus could allow for lower values of k, k < ∼ 2, to be consistent within 1σ of our observed detection rate. This is important, since the analysis of the individual detections favor smaller values of k.
It appears that the values forṄ (M BH ) calculated from the galaxy dynamical models are in good agreement with our detection rates, and can be used along with the observed properties of the flares, to make detailed predictions for the detection capabilities of other surveys.
DISCUSSION
For the first time we have measured the broadband SED and detailed light curves of two tidal disruption flare candidates. The blackbody temperatures, luminosities, and power-law decays of the flares are in excellent agreement with that expected from the simplest "fallback" models for the accretion of a tidally disrupted star.
The statistics of the detection rate of our study require for a star to be spun up on disruption (k > ∼ 2) and for the fraction of flares that radiate at the Eddington luminosity to decline for M BH > 2.5 × 10 6 M ⊙ . However, there is some degeneracy between the effects of internal extinction and the spin-up parameter of the star, and so smaller values of k are compatible with our observations, if we have underestimated the effects of extinction and inclination angle of the host galaxy. The black hole mass-dependent tidal disruption rates calculated from galaxy dynamical models appear to reproduce the observed rates, given our basic assumptions for the luminosity and temperature of the events.
The detection of tidal disruption flares in the optical for the first time has important consequences for the detection capabilities of future large optical synoptic surveys such as Pan-STARRS and LSST. Since the theoretical models for k = 3 and f (M BH ) for a Salpeter mass function reproduce the observations so well, we can apply our analysis to predict the detection rate of the upcoming Pan-STARRS Medium Deep Survey (MDS), which will monitor an area of ≈ 50 deg 2 daily with one of five filters (g, r, i, z,and Y ), and with the same filter every 4 days, with a limiting magnitude in the g band of m g < 24.76. We measure the selection function by simulating flares and requiring that the flare be above the detection threshold of the individual exposures for at least 8 days, so that the power-law decays of a tidal disruption flare can be easily distinguished from optical variability from AGNs. We do not correct for Galactic extinction, since the MDS fields are at high Galactic latitudes. Figure 23 shows the predicted peak magnitude of flares in the g band as a function of redshift and black hole mass, and Figure 27 shows the detection rate by MDS as a function of black hole mass for k = 3 and f (M BH ) for a Salpeter mass function, in a volume of z < 0.5, resulting in a total detection of ∼ 15 events yr −1 . Figure 27 also shows the detection rate of the Pan-STARRS 3π survey, which will cover 30,000 deg 2 , with two visits per year with m g < 23.54, over 3 yr, resulting in a detection rate of ∼130 yr −1 . The results of the simulation were fitted with a polynomial for clarity. The LSST 20,000 deg 2 survey will increase these rates by 2 orders of magnitude, since it has a similar depth and cadence to the MDS, with individual visits with m g < 24.5, but the factor of 400 increase in survey area that will yield 6000 events yr −1 ! The next generation of wide-field optical synoptic surveys will increase the number of tidal disruption flare detections by orders of magnitude, allowing for the study of the ensemble properties and rates of tidal disruption events as a function of galaxy type. The rates of stellar disruption events are sensitive to the detailed structure of the galaxy nuclei, and can be used to test dynamical models for galaxies that are too distant for detailed spatially resolved observations. The light curves of individual tidal disruption events can be used as a direct probe of the central black hole masses, and a means to map the dormant black hole mass function in normal galaxies. The SEDs of events may also be able to probe the spin of black holes, since the characteristic radius of the emission can be compared to the smallest stable particle orbit, which is directly dependent on the spin. Although the de- tection sensitivities of these surveys are "tuned" to black hole masses of a limited mass range, (1 − 3) × 10 7 M ⊙ , they will be a sensitive measure for deviations from the locally established scaling relations between the mass of the black hole and their host galaxy properties. Evidence for such deviations has already been seen for a sample of 14 Seyfert galaxies at z ∼ 0.37 with M BH = 10 8 −10 9 M ⊙ by Woo et al. (2006) . Large samples of tidal disruption event detections will yield a fruitful data set for testing models for black hole growth and galaxy evolution.
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