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Abstract: We present a new and simple proof of Hua's fundamental theorem of the geometry 
of hermitian matrices which characterizes bijective maps preserving adjacency inboth directions 
on the real vector space of all n x n hermitian matrices. 
1 In t roduct ion  
It is an easily checked fact that 
d(T, S) = rank (T - S) 
defines a metric on the real vector space H~ of all n x n hermitian matrices. It is not at 
all easy to determine all the isometries of H~ in this metric, a task that Hua accomplished 
in [1, 2]. If such an isometry ¢ is assumed to be affine (that is, linear, after the harmless 
normalization ¢(0) = 0), then the task reduces essentially to a nice exercise. The remark- 
able implication of Hua's result is that the affine character of ¢ is not an assumption but 
a conclusion. 
Two hermitian matrices T and S are said to be adjacent (coherent) if rank (T -S )  = 1. 
Then the fundamental theorem of the geometry of hermitiau matrices reads as follows. 
Theorem 1.1 Let n > 2 be an integer and ¢ : Hn --~ Hn a bijective map such that for 
every A, B C H~ the matrices A and B are adjacent if and only if ¢(A) and ¢(B) are 
adjacent. Then there exist a nonzero real number c, an invertible n x n complex matrix 
T, and S C Hn such that either 
¢ (A)=cTAT*+S,  AEHn,  
or  
¢(A)=cTAT*+S,  A E H~. 
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Here, A denotes the matrix obtained from A by applying the complex conjugation entry- 
wise. 
Note that after absorbing the constant in T we may choose c from the set {-1,  1}. 
In fact, Hua proved this theorem under several additional geometrical ssumptions. An 
extension of the above theorem to hermitian matrices over more general division rings with 
involution can be found in the book of Wan [5], where also some important applications 
such as the characterization f Jordan ring automorphisms of H~ and the connection to 
Dieudonn~'s fundamental theorem of the projective geometry of hermitian matrices are 
given. 
The statement of this beautiful theorem is so simple, and its existing proof so ex- 
tremely long, that one is easily seduced into an effort to find a simpler, shorter proof. 
The present paper is the result of our attempt. We hope that it sheds new light on this 
intricate metric structure. We also hope that it will encourage further efforts in this di- 
rection. Perhaps one can find a short, independent proof that such a ¢ is automatically 
affine, although all our attempts at this have failed. Finally, further simplifications might 
help in solving some of the following three open problems. Does Theorem 1.1 hold true 
without the bijectivity assumption? Can we replace the assumption of preserving the 
adjacency in both directions by a weaker assumption that ¢(A) and ¢(B) are adjacent 
whenever A and B are adjacent and still get the same conclusion? We conjecture that 
we get the same conclusion if we assume that ¢ is an injective continuous map preserving 
adjacency in one direction only. It should be mentioned here that there is an analogous 
fundamental theorem of the geometry of m x n matrices (see [5]) and that three analogous 
problems can be posed in that setting. Two of these problems have been solved recently 
[3, 4]. It is our impression that in the hermitian case problems of this kind are more 
difficult. 
2 P re l iminary  results  
In this section we will present some technical results needed for our shorter proof of The- 
orem 1.1. We will denote by Mn the algebra of all n x n complex matrices. Matrices in 
M, will be identified with linear operators acting on C n. Then, of course, the elements 
of C ~ are identified with n × 1 complex matrices. The inner product of x, y C C ~ will be 
denoted by y*x. If x, y E C" are nonzero vectors, then xy* is a rank-one matrix and every 
rank-one matrix can be written in this form. If x is a vector of norm one then xx* is a 
projection (hermitian idempotent). The elements of the standard basis of C n and M. will 
be denoted by ei and Eli = eie~, respectively. 
Lemma 2.1. Let A E H~ be positive and of rank one such that 
(Ell + . . .  + Ekk)A(E11 +. . .  + Ekk) 7 ~ A. 
Then there exists an invertible matrix T E M~ such that T*EiIT = Eii for i = 1 , . . . ,  k, 
and T 'AT  = Ek+l,k+l. 
Proof .  By the hypothesis, the range of A contains a vector x that is not a linear com- 
bination of e l , . . . ,  ek. Let xo = x - ~=t(e*x)el  and let E be the rank-one projection 
whose range is RXo. Then A = Ao @ 0, where the matrix of Ao relative to the basis 
{ol, ,ek, }is 
tyy* y 
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for some positive real number t and y E C ~. Now the (k + 1) x (k + 1) matrix 
5] 
satisfies M*AoM = E and M*E i iM =E i i  for i = 1, . . . ,  k. Take any unitary U fixing 
ei for i = 1 ,  . ,  k and mapping ek+l to ~ Then T = (M (B In-k-1)U is the desired 
• • I l xo l l "  
operator. 
Coro l la ry  2.2. Let A, B E Hg_ be matrices of rank one with d(A, B) = 2. Then there 
exist an invertible matrix T E M2 and a nonzero real number c such that cT*AT = E:I 
and cT*BT = :t=E22. 
For A E/-/2 we define JA to be the set of all 2 x 2 rank-one hermitian matrices adjacent 
to A. 
Lemma 2.3. Let A, B E/-/2 be rank-two matrices uch that JA = JB. Then A = B. 
Proof .  Let x be any vector in C 2 such that x*A- :x  ¢ O. Set s = x*A-:x.  Then 
s - :A - :xx*  is an idempotent of rank one. It follows that rank( / -  s - lA - :xx  *) = 1, or 
equivalently, rank(A - s-:xx*) = 1. Thus, s-:xx* E JA = Js,  which further yields 
x*B- :x  = s. Therefore, x*A- :x  = x*B- :x  for every x E C 2. It follows that A - :  = B- : ,  
or equivalently, A = B, as desired. 
Lemma 2.4. Assume that A E/ /2  has eigenvalues t and s with 0 < t < s. Suppose that 
P C/ /2 is a projection of rank one such that A is adjacent to tP.  Then A = tP+s( I -P ) .  
Proof .  Since A is adjacent to tP,  the matrix A - tP  is of rank one, and therefore, there 
exists a norm-one vector y E C 2 such that Ay = tPy.  Hence y*Ay = ty*Py. We know 
that y*Ay > t and y*Py < 1. Thus, y*Ay = ty*Py = t, and consequently, P = yy* and y 
is an eigenvector of A corresponding to the eigenvalue t. The result follows easily. 
Lemma 2.5. Assume that A C/ /2 is adjacent o E:I + sE22 for every real s > 1. Then 
A = E:: + tE22 for some real t. 
r~ 
Proof .  If A = /~ b l ' then  rank (A -  En-  sE22)= 1 implies s (1 -a )= b(1 -  a )+ [al 2, 
s > 1. It follows that a = 1 and a = 0, as desired. 
Lemma 2.6. Let k _> 3 and let t : , . . . , tk  be nonzero real numbers• Denote A = 
~-]~j=lk tjEjj. If a rank-k matrix B e Hn is adjacent o A - t~Ei~ and d( B, t~E~) = k - 1 
for every i = 1 , . . . ,  k, then B = A. 
Proof .  We have rank B = rank (tiE, i) + rank (B - hE~), and therefore, the range of B is 
the direct sum of the ranges of tiEii and (B - tiEii). In particular, the vector e~ belongs 
to the range of B for i = 1 , . . . ,  k. Thus, (Et: + . . .  + Ekk)B(E::  + . . .  + E~k) = B, and we 
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may assume with no loss of generality that k = n and B is invertible. Moreover, replacing 
B by A-1B we may assume that A = I, tl . . . . .  t ,  = 1, and B is adjacent o every 
diagonal idempotent of rank n - 1. Equivalently, I is adjacent o B-1P  for every diagonal 
idempotent of rank n -  1. The set of all n x n matrices of rank n -  1 adjacent to I is the set 
of all idempotents of rank n -  1. Hence, B-1P  is an idempotent of rank n -  1 for every di- 
agonal idempotent of rank n -  1. It follows easily that B -1 = I. This completes the proof. 
3 The2×2case  
One of the main ideas of our proof is that the general case can be reduced to the 
special 2 x 2 case. This section will be devoted to the proof of this special case. 
Propos i t ion  3.1. Let ¢ : /-/2 ~/ /2  be a bijective map such that for every A, B E H2 
the matrices A and B are adjacent if and only if ¢(A) and ¢(B) are adjacent. Assume 
also that ¢(0) = 0. Then there exists a bijective multiplicative function f : R --* R such 
that ¢(tP) = f( t )¢(P)  for every t E R and every rank-one projection P E//2. 
Proof.  We will prove that if P, Q E/ /2 are projections of rank one, P ~ Q, then there 
exist bijective functions f, g : R ~ R such that ¢(tP) = f(t )¢(P) ,  ¢(tQ) = g(t)¢(Q), 
t E R, f(t)g(1/t) = 1 for every nonzero t, f (rt)  = f ( r ) f ( t )  for every positive real r and 
every nonzero t, and f ( t )  = g(t) for every positive t. 
Assume for a moment hat this first step has been already proved. Take R E/-/2, a 
projection of rank one with P ~ R and Q ~ R. Then, by the first step, there exists a 
bijective function h :  R --* R such that f (t)h(1/t)  = 1 and g(t)h(1/t) -- 1 for all nonzero 
t. It follows that f ( -1 )  = g(-1)  = h(-1)  E {-1,  1}. By bijectivity, f ( -1 )  = -1 ,  and 
consequently, f ( - t )  = - f ( t ) .  This further yields the multiplicativity of f .  Thus, f = g, 
is independent of the choice of a projection of rank one. 
So, we have to prove the first step. By Corollary 2.2, there exist invertible matrices 
T, S E M2 and nonzero real c such that T*PT =Em T*QT = E22, cS*¢(P)S = En,  
and cS*¢(Q)S = ±E22. Replacing ¢ by X ~-~ cS*¢((T*)- IXT-1)S we may assume with 
no loss of generality that P = Ell, Q : E22, ¢(Eu)  = Ell, and ¢(E22) -- q-E22. 
Because Ell is adjacent o te l l  whenever t ~ 1, we have ¢(tEll) e REll. The same 
is true for the inverse of ¢. Hence, there exist bijective functions f, g : R ~ R such that 
¢(tEll) = f( t )E l l  and ¢(tE22) = g(t)E22, t E R. 
Let z be any nonzero complex number and denote 
¢ ( [0  ; ] ) __ [ : _  :1 .  
, = d x a , 
t E R, which implies that y = 0. Similarly, x = 0. The inverse of ¢ also sends antidiagonals 
to antidiagonals. So, there exists a bijective function k : C --+ C such that 
¢ = kG) 0 J '  zeC .  
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For every positive r and nonzero t we denote 
¢([o t 
[t~(r,t) b(r,t) J" 
If Izl = v/r, then the matrices 
are adjacent. Therefore, I k (z ) -  ~(r, t)l 2 = a(r, t)b(r, t). The infinite set {k(z) : N 2 = r} 
is a subset of the circle with centre f~(r, t) and radius ~/a(r, t)b(r, t). But this circle depends 
on r and not on t. So, ~(r, t) = fl(r) and a(r, t)b(r, t) = A(r) > 0. Define c(r, t) = a(~,t) n(r) ' 
Then 
¢ 1/t = ~(r) 1/c(r, ' r > O,t ~ O. 
Since [0 t l~t] isadjacent oboth  [O t 00] and [0 l~t] wehave 
A(r) f(rt) 
c(r,t) = IZ(r)J2' (1) 
and 
Denote M = A(1) -  I/3(1)1 ~. From (1) and (2) we get g(1)c(1, 1) 2 = A--~I)C(1, ) = 
n(1) = ~ > 0, and hence 9(1) > 0, which implies g(1) = 1. 
Now, (1) and (2) imply f ( t )g (1) = M 2 U 2 A--~, which yields 1 = f(1)g(1) = A-~" Hence, 
f ( t )g(1/t)  = 1 whenever t ~ 0. 
Thus, from (2) we get 
A(r) A(r)c(r,t) f(t) -IZ(r)l 2, r>0, t#0. (3) 
Let K(r)  = A(r) - tD(r ) l  2. Then (1) implies 
f ( r t )  = K(r)c(r, t), (4) 
while (3) yields 
K(r ) f ( t )  = A(r)c(r, t). (5) 
Denote L(r) = K(r)2 A(r)" From (4) and (5) we get f ( r t )  = L(r)~(~)c(r,t) = L(r) f ( t ) ,  
r > 0,t # 0. In particular, for t = 1 we get f ( r )  = L(r), r > 0, which yields 
f ( r t )  = f ( r ) f ( t ) ,  r > O, t ~ O. This further implies that f (1 / t ) f ( t )  = 1 and f ( t )  = g(t) 
for every positive t. This completes the proof. 
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Remark. Note that we have proved also the following fact: if ¢ : H2 ~/-/2 is a bijective 
map preserving the adjacency in both directions atisfying ¢(0) = 0 and ¢(En) = En, 
and if P • / /2  is any projection of rank one, then ¢(P) > 0. 
Proof  of Theorem 1.1 for n = 2. Let ¢ : H2 -* H2 be a bijective map preserving the 
adjacency in both directions. After composing it with a translation, we may assume with 
no loss of generality that ¢(0) = 0. 
Assume for a moment hat ¢(En) = En. Then we know that projections of rank 
one are mapped into nonnegative matrices of rank one. The set of all rank one hermitian 
matrices adjacent to I is the set of all projections of rank one. So J¢(l) is contained in 
the set of nonnegative rank-one matrices. It follows easily that ¢(I) > 0. 
After composing ¢ by a map X ~-+ cT*XT  for appropriate nonzero c and invertible T
we may assume with no loss of generality that ¢(Ell) = En. Composing ¢ with another 
congruence transformation we may assume that ¢(I) = I. Then, ¢(En) is a rank-one 
hermitian matrix adjacent o I, and consequently, it is a projection of rank one. So, 
after composing ¢ by yet another unitary similarity transformation we may assume that 
¢(I) -- I and ¢(En) = En. 
Let f be as in Proposition 3.1. If R E /-/2 is of rank one, then R = sP  for some 
projection P and s e R*. Thus, by multiplicativity of f we have ¢(tR) = ¢(tsP) = 
f ( t s )¢ (P )  = f ( t )¢(R) ,  t • R. 
We will prove that ¢(tA) = f ( t )¢(A) ,  t • R, A • H2. It remains to consider the case 
that rankA = 2. In this case we have *IrA = t JA whenever t # 0. By Lemma 2.3 and 
J¢(tA) = ¢(JtA) = f(t)J¢(A) we get ¢(tA) = f ( t )¢(A) ,  t • R, A • H2, as desired. 
In the next step we prove that if the spectrum a(A) consists of t and s, then a(¢(A)) = 
{f(t), f(s)}. Indeed, t I  ~ f ( t ) I ,  t • R. So, the statement holds true when t = s. The 
real number t belongs to the spectrum of A and A is a nonscalar hermitian matrix if and 
only if A is adjacent to t I  and A is nonscalar. This is true if and only if ¢(A) is adjacent 
to f ( t ) I  and ¢(A) ¢ RI, which is further equivalent to f ( t )  • a(¢(A)) and ¢(A) ¢ RI. 
Choose t such that f ( t )> 1. The matrix A = ]~ ~/ is adjacent to En. So, ¢(A) 
is adjacent o En and a(¢(A)) = {1, f(t)}. By Lemma 2.4, ¢(A) = f ( t )  " 
B= ]~ ~/ w i th f (s )< l .  Then B is adjacent to /~ ~/ fo reveryt•Rwi th f ( t )> l .  
kv  v , l  t .v  
Hence, ¢(B) is adjacent to En +pE2~ whenever p > 1. By Lemma 2.5, ¢(B) = f (s )  " 
Applying Lemma 2.4 once again we see that ¢(E22) = E22. From ¢(tA) = f ( t )¢(A)  
we get 
G As in the proofof Proposition 3.1 we get ¢ ( [~ ~]) = [O 0]" Because [01 ~] is 
adjacent o I we have 151 = 1. After composing ¢ by a diagonal unitary similarity 
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transformation we may assume with no loss of generality that (~ = 1. Hence, 
Next wewillconsider matrices [ :  ; ]  with t and s nonzero. Its distance from [~ 
is 2 for every p E R. It follows that 
[: ;]-[~-~] 
Applying the fact that [ :  ~] is adjacent o both [0 s ; ]  and [~ _sO~t] weget 
t f (s)  
and similarly, 
~-~ f(s) f(t) J ' 
We know that for every t > 0 we have f(t) = f(x/t) 2 > O. So, f maps the positive 
ro~, ~-,~oo bi~o~<ive,y ooto ~<se,,. I~, ~ ~ ~e ~os~tive, ~en [~;~ ~ ;] is~d~coot 
<o [_0 -7], =aso, s(,.÷.~,= (s(,,l+ s<.~j., .o,,co, :l,,-+..l= :l,.l+ :(.i, ,,,. ~ o. 
It is well known (and easy to prove) that an additive multiplicative function on R + has to 
be the identity. It follows that f(t) = t, t E 1. In particular, ¢ preserves the spectrum, 
and consequently, tr ¢(A) = tr A, A E/-/2. Also, ¢(tA) = t¢(A), t E •, A E/-/2. 
t q t (1 - t ) "  is of rank and is Let 0 < t < 1. Then ./77~- a projection one, 
t) 1 t V~t- I I 
therefore mapped into a projection of rank one, say 
[~ l_~m], m('-m)=l~p. 
touo<h[, =d ~ "  adjacent x /~-  t) 0 Because - t) 1 - t 
we get (m - t)(1 - m) = I(~ - V /~ - t)l 2 = (t - m)m. Hence, 
t = m. It follows that a = ~/~ - t). Similarly, 
[ 
-~/~-  t) 1 - t  J -@( l - t )  1 - t  ] '  
We have proved that every rank-one projection with real entries is mapped to itself. 
According to Lemma 2.4, every A E //2 with real entries and det A > 0 is mapped to 
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itself. So, for every rank-one projection P with real entries and every positive s the matrix 
P + s(I - P) is mapped to itself. By Lemma 2.5, the matrix P + t(I  - P) is mapped 
to itself for every real t. Applying homogeneity we see that tP  + s(I  - P) is mapped to 
itself no matter what the values of s and t. We have thus proved that every A E//2 with 
real entries is mapped to itself. 
We know that [ Oi ~]~_+[0 ; ] .Because[O i  ~] is adjacent o l and [ lV~ ~21 
we have z -- 4-i. We may assume with no loss of generality that z = i. 
[1 o 0] Consider the map ~0 ://2 --*/-/2 defined by ~o(A) = T*C(TAT*)T with T = - i  ' 
It satisfies all the assumptions of our theorem. Moreover, ~0(0) = 0, ~o(I) = I, ~0(Ell) = 
Ell, ~0(E22) = E2~, and ~0(E12 + E21) = E12 + E21. By what we have proved, ~o(A) = A 
for every A E H2 with real entries. Consequently, 
In order to complete the proof we have to show that ¢(A) = A for every A E//2. This 
can be done quite easily using the ideas developed so far. Let us just outline the rest of 
the proof. Using the fact that ¢ is trace-preserving we get as before that 
r~ 
w i th  [/3[ = la[. Using appropriate matrices adjacent o [~_ O[ we conclude that a 
As before it follows that every rank one projection is mapped to itself. Applying Lemma 
2.4 we complete the proof. 
Let us conclude this section by two remarks that will be needed in the sequel. Let 
¢ : //2 --+ H2 be a bijective map preserving the adjacency in both directions such that 
¢(0) = 0. If ¢ maps projections into projections then it is either of the form A ~+ UAU*, 
or of the form A ~-+ U-AU* for some 2 x 2 unitary matrix U. If furthermore, ¢(En) = Ell 
and ¢(E22) = E~2, then either 
or 
:])-- :°] 
:°] 
for some complex number w of modulus one. 
4 The general  case 
We will divide the proof into several steps. We assume that ¢ satisfies all the as- 
sumptions of Theorem 1.1 and, with no loss of generality, that ¢(0) = 0. We shall need 
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the following simple observation. If rank (A - B) = r, then there is a sequence of her- 
mitian matrices A = Ao, A1,... ,At = B such that Ai and Ai+l are adjacent for every 
i = 0 . . . .  , r - 1. By the triangle inequality, d(¢(A), ¢(B)) < r. Since the inverse of ¢ also 
preserves adjacency, the map ¢ is an isometry with respect o the arithmetic distance d. 
Lemma 4.1. Let P be a projection of rank two. Then ¢(PH, P) = ¢(P)H~¢(P). 
J 
Proof .  With no loss of generality we assume that P = En + E22, ¢(En)  = En,  and 
¢(E22) = +E22. Because the inverse of ¢ satisfies the same assumptions as ¢, it is enough 
to show that ¢ maps PH~P into itself. 
The proof is based on the following simple observation. If a rank-two matrix A is 
adjacent o a rank-one matrix B, then A = B + R for some R of rank-one. Thus, 
the range of A is a direct sum of the ranges of B and R. In particular, the range of 
B is contained in the range of A. This observation together with ¢(En)  = Ell  and 
¢(E22) = +E22 yields ¢(P)  E PHnP. It follows that ¢(E) E PHnP for every rank-one 
projection E satisfying EP = PE  = E. 
The linear span of every rank-one hermitian matrix R is mapped bijectively onto the 
linear span of ¢(R). So, to complete the proof we have to show that ¢(A) E PH~P for 
every rank-two matrix A E PH~P. Write A = B + C, where B and C are rank-one 
members of PH~P and apply the above observation together with d(¢(B), ¢(C)) = 2 to 
complete the proof. 
Let us continue with two simple observations. Assume that ¢ : H~ ~ H~ is a bijective 
map preserving adjacency in both directions uch that ¢(0) = 0. Assume further that 
¢ maps projections into projections. Let A, B E H~ be of rank one. Then there exists 
a projection P of rank two such that A, B E PH~P. By the previous lemma and the 
remark at the end of the third section we have ¢(ABA) = ¢(A)¢(B)¢(A). If further, the 
restriction of ¢ to (En + E22)H~(E11 +E22) is the identity map, then for every rank-one 
B E H~ the upper left 2 × 2 corners of B and ¢(B) are the same. To see this we apply 
the equality ¢(ABA) = ¢(A)¢(B)¢(A) to every rank-one A E (Ell + E22)H~(Ell + E22). 
We may, and we do, assume that ¢(R) > 0 for some projection R of rank one. 
Lemma 4.2. For every projection E of rank one, ¢(E) is positive and ¢(tE) = t¢(E), 
t c R. Consequently, ¢( I)  > 0. 
Proof .  We already know that ¢(R) > 0. Now let Q be a projection of rank one or- 
thogonal to R such that the range of E is contained in the range of P = R + Q. Using 
the previous lemma together with the special case n = 2 we complete the proof of the 
first part. To prove the second part of the statement assume that - t  E ~(¢(I))  for some 
positive real t. Then rank (¢(I)  + tE) = n - 1 for some rank-one projection E, and 
consequently, rank ( I  + t¢ - l (E ) )  = n - 1, contradicting the positivity of ¢-1(E). 
By the above lemma, we can, and we do, make another assumption that ¢(I)  = I 
without losing any generality. 
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Lemma 4.3. For every A ~ H~, the matrix ¢(A) is unitarily equivalent to A. In partic- 
ular, ¢(t I)  = tI ,  t ~ R. 
Proof .  It follows from the assumption ¢(I)  = I together with with rank (I - E) = 
rank ( I  - ¢(E)) that E is a projection of rank one if and only if ¢(E) is a projection of 
rank one. Since ¢(tE) = t¢(E), t ~ R, whenever E is a projection of rank one, we easily 
conclude that ¢(t I)  = tI ,  t ~ R. In order to complete the proof we note that a ~ a(A) 
with multiplicity k if an only if rank (A - h i )  = n - k. 
Again we assume without loss of generality that the restriction of ¢ to (En +E~2)H,~ (En + 
E~2) is the identity map. 
Lemma 4.4. There exists a unitary matrix U such that either ¢(E) = UEU* for every 
E E Hn of rank one, or ¢(E) = UEU* for every E E H~ of rank one. 
Proof .  Note that by the previous lemma projections are mapped into projections. If 
P < Q, then d(P, Q) = rank Q - rank P. The same is true for the images of P and Q, 
and therefore, ¢(P) ~ ¢(Q). So, after applying a unitary similarity, we may assume that 
¢ (En+. . .+E j~)  -- En+. . .+E~j ,  j = 1, . . . ,  n. The restriction of¢  to (E~I+Ej~)H~(Eu+ 
E~j) is real lineax and maps projections to projections. Therefore, ¢(E~,)¢(E~3. ) = 0 
whenever i ~ j .  Hence, ¢(Ejj) = Ejj, j = 1, . . . ,  n. 
Applying Lemma 4.1 to P = E~,+E~, i 7 ~ j ,  together with ¢(Ei,) =E i i ,  ¢(E~) = Ejj, 
and using the theorem for n = 2 we see that either ¢(tEu + aE  0 + -SEmi + sE~) = 
tEi i+ waEi~ +~-dEji  + sEj~, or ¢(tEu + aEi~ +'lEvi + sE~) =tE i i  + w-hEi~ + ~aZj l  + sE~ 
for some complex number w with [w[ = 1. Applying the observation after Lemma 4.1 we 
see that for every [ai~] e Hn of rank one we have ¢([a0] ) = [w,~fi~(ai~)], where w,~ = 1, 
i = 1, . . .  ,n, wij are complex numbers of modulus one with wlj = ~Tj~, 1 < i , j  < n, i ~ j ,  
fu = id, i = 1 , . . . ,  n, and every function fij = fj i  : C -~ C is either the identity or the 
complex conjugation, 1 _< i , j  < n, i ~ j .  Now, for every [a~j] e Hn of rank one the matrix 
[wiffi3(ai~)] has rank one. It follows easily that there exist complex numbers Z l , . . . ,  z~ of 
modulus one such that wlj = z i~ and either fi~ = id for all i ~ j ,  or fi~ is the complex 
conjugation for all i ~ j.  This completes the proof. 
P roo f  of Theorem 1.1. By the previous teps we may assume that ¢(A) = A for every 
A of rank at most one. We have to prove that then ¢ is the identity operator. We shall 
use induction on the rank k of A. The assertion is already true for k = 1 and also for 
k -- 2 by Lemma 4.1 and the validity of the theorem for n -- 2. Now assume that the 
assertion holds for all ranks less than k, where k >_ 3. We have to prove that ¢(A) = A 
for every A E Hn of rank k. With no loss of generality A = thEn + ...  + tkEkk where 
t l , . . . ,  tk are nonzero real numbers. We complete the proof by applying Lemma 2.6 to 
B = ¢(A). 
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