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Weyl semimetals are topological materials that provide a condensed-matter realization of the
chiral anomaly. A positive longitudinal magnetoconductance quadratic in magnetic field has been
promoted as a diagnostic for this anomaly. By solving the Boltzmann equation analytically, we
show that the magnetoconductance can become negative in the experimentally relevant semiclassical
regime of weak magnetic fields. This effect is due to the simultaneous presence of the Berry phase
and the orbital magnetic moment of carriers and occurs for sufficiently strong intervalley scattering.
Introduction.—Topological states of matter are char-
acterized by topological invariants that can only be de-
tected via non-local probes. The Hall conductance is
a prototypical example: it non-locally relates an electric
field to a perpendicular electric current and thus allows to
measure the Chern number of an insulator [1–3]. While
transport reliably detects Chern numbers in gapped sys-
tems, the situation is less clear in gapless topological
states of matter, such as Weyl semimetals. These are
three-dimensional materials in which pairs of otherwise
nondegenerate bands touch at isolated points in momen-
tum space [4–6]. These band touching points, also re-
ferred to as Weyl nodes, are topological objects. They
are protected by a Chern number ±1 defined on a sphere
in momentum space enclosing a given Weyl node. Physi-
cally, this Chern number is associated with an anomalous
Hall effect. Since the magnitude of this effect depends on
the separation between Weyl nodes in momentum space,
however, the anomalous Hall effect is not sufficient to dis-
tinguish Weyl semimetals from other materials exhibiting
anomalous Hall effects.
The topology of Weyl nodes is also reflected by the so-
called chiral anomaly, a characteristic non-conservation
of the number of electrons close to a given node under
applied electromagnetic fields [7–9]. The chiral anomaly
has been proposed to lead to a putative smoking-gun
signature of Weyl physics in transport, namely a positive
magnetoconductance proportional to the square of the
applied magnetic field [10]. Such a behavior was indeed
observed in a number of Weyl semimetals [11–14].
Later theoretical studies, however, revealed that mag-
netoconductance measurements can lead to false positive
results: materials without Weyl nodes may still exhibit a
positive magnetoconductance. First, a positive magneto-
conductance was observed for ultra-clean PdCoO2 [15],
which does not host Weyl nodes [16, 17]. Second, cur-
rent jetting effects in topologically trivial systems with
non-uniform current distribution can also cause a posi-
tive magnetoconductance [18]. Third, generic metals in
the quantum limit of very strong magnetic fields may also
exhibit a positive magnetoconductance [19].
It is thus an important question under which condi-
tions transport is indicative of Weyl physics. At very
strong magnetic fields, the answer depends on the dom-
inating scattering mechanism of the system. For short-
range point impurities, the longitudinal magnetoconduc-
tance can be either negative if the dependence of the
Fermi velocity on the magnetic field is included [19–21],
or constant if the Fermi velocity does not depend on
the magnetic field [22, 23]. Gaussian impurities usually
cause a positive linear longitudinal magnetoconductance
[19, 22–24] and in the presence of screened but not point-
like Coulomb scattering, the longitudinal magnetocon-
ductance is expected to be positive and quadratic [19, 23–
25].
For the experimentally most relevant weak-field limit,
most authors agree on a positive quadratic longitudinal
magnetoconductance for isotropic Weyl nodes [10, 26–
33], even when an orbital magnetic moment (OMM) is
included [34–36]. In contrast, Zyuzin [37] finds a longitu-
dinal magnetoconductance proportional to the magnetic
field to the power 3/2 at high temperatures but agrees
on the positive sign. On the other hand, Johansson et al.
[31] show that anisotropic Weyl nodes or misalignment
between the electric and magnetic field can, in principle,
cause a negative longitudinal magnetoconductance.
In this Letter, we show that the magnetoconductance
of Weyl semimetals is not necessarily positive even in the
case of isotropic Weyl nodes subject to weak magnetic
fields. This conclusion derives from an analytical solu-
tion of the Boltzmann equation for non-magnetic point
scatterers. We find that the sign of the magnetocon-
ductance depends on the relative strength of internode
and intranode scattering when the OMM is taken into
account.
Model.—In order to focus on generic low-energy
physics, we study a minimal model of two isotropic Weyl
nodes of opposite chirality. We take into account non-
magnetic point scatterers, but strip the model of any
non-universal complications. We assume the Weyl nodes
to reside at the same energy, which we take to be zero.
For magnetic field B → 0, the Hamiltonian in the vicin-
ity of the Weyl node of chirality χ = ± takes the form
Hχ(k) = χ vF k · σ, (1)
where vF is the Fermi velocity, k denotes the momentum
measured relative to the node, and σ is the vector of
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2Figure 1. Sketch of the Fermi surface surrounding a Weyl
node if the OMM is not (left) or is (right) taken into account.
The inclusion of the OMM leads to an egg-shaped Fermi sur-
face, and the magnetoconductance can be either positive or
negative, depending on the scattering amplitudes.
Pauli matrices. We set ~ = c = 1 throughout this Letter.
Since we consider point scattering, the precise positions
of the two Weyl nodes in momentum space are irrelevant
for our results.
We use Boltzmann theory to study transport in ex-
perimentally relevant weak electric and magnetic fields.
This semiclassical limit requires the Landau level split-
ting to be negligible and thus that B  1/e (µ/vF )2
holds, where µ is the chemical potential [38]. Without
loss of generality, we consider positive chemical poten-
tials µ > 0, in which case only the upper band with the
dispersion 0(k) = +vF k is relevant at low temperatures.
For this band, the Bloch vectors |uχ(k)〉 in the vicinity
of the Weyl node with chirality χ are∣∣u+(k)〉 = cos θ
2
e−iφ |↑〉+ sin θ
2
|↓〉 , (2)∣∣u−(k)〉 = − sin θ
2
e−iφ |↑〉+ cos θ
2
|↓〉 , (3)
where {|↑〉 , |↓〉} is the σz-eigenbasis. The polar and az-
imuthal angles of k, θ and φ, respectively, are indicated
in Fig. 1. These Bloch vectors relate to two key ingredi-
ents in our semiclassical transport theory: the effect of
the chiral anomaly is encoded in the Berry curvature
Ωχk = i∇k × 〈uχ(k)|∇k |uχ(k)〉 = −
χ
2
k
k3
. (4)
In addition, the Bloch vectors also define an OMM. The
OMM corresponds to a self-rotation of the wave packets
that form the basis of semiclassical transport theory [39,
40] and reads
mχk = e Im
〈
∂uχ
∂k
∣∣∣∣× [0(k)− Hˆχ(k)] ∣∣∣∣∂uχ∂k
〉
= −χevF
2
k
k2
, (5)
where e > 0 is the elementary charge. The coupling
between OMM and magnetic field gives rise to an energy
χm(k) = −mχk ·B so that the electron dispersion becomes
χ(k) = 0(k)+
χ
m(k). For a magnetic field applied along
the z-direction, B = Bez, the OMM energy leads to egg-
shaped Fermi surfaces, as illustrated in Fig. 1: the Fermi
momentum depends on the angle θ and the chirality of
the Weyl node as kχ(θ) = (µ/2vF ) (1 +
√
1− χ4α cos θ),
where α = eBv2F /2µ
2.
Boltzmann formalism.—It is known that the inclusion
of the OMM can, in principle, affect transport and other
properties in Weyl semimetals [34–37, 41–47]. Here, we
study its impact on magnetotransport via an exact solu-
tion of the Boltzmann equation
∂fχ
∂t
+ r˙χ ·∇rfχ + k˙χ ·∇kfχ = Icol [fχ] , (6)
which determines the non-equilibrium distribution func-
tion fχ = fχk (r, t) of electrons close to the Weyl node of
chirality χ through the equations of motion [39, 40]
r˙χ = vχk − k˙χ ×Ωχk, (7)
k˙χ = −e (E + r˙χk ×B) , (8)
where vχk = ∇kχ is the group velocity. The last term
in Eq. (7) is an anomalous velocity, in which the Berry
curvature acts like a magnetic field in momentum space.
The collision integral Icol[f
χ] describes the scatter-
ing processes relaxing the non-equilibrium distribution
towards the Fermi function. For elastic, non-magnetic
point scattering, the collision integral reads as
Icol [f
χ] =
∑
χ′,k′
Wχχ
′
kk′
(
fχ
′
k′ − fχk
)
. (9)
The scattering rate Wχχ
′
kk′ is calculated using Fermi’s
golden rule,
Wχχ
′
kk′ = 2pi
n
V
∣∣∣〈uχ′(k′)∣∣Vˆ χχ′kk′ ∣∣uχ(k)〉∣∣∣2 δ (χ′(k′)− µ) ,
(10)
where the impurity concentration is n, V denotes the
system volume, and the scattering matrix elements are
Vˆ χχ
′
kk′ = 1V
χχ′ . In some previous works [10, 29, 48], the
collision integral has been described using the relaxation-
time approximation. Moreover, the intervalley scattering
amplitude Vinter has been assumed to be much smaller
than the intravalley scattering amplitude Vintra, which
is appropriate if long-range scattering dominates. Jo-
hansson et al. [31] consider uncorrelated point scatter-
ers, which corresponds to Vinter = Vintra. (They also go
beyond the relaxation-time approximation by including
in-scattering terms but the scattering integral reduces to
the relaxation-time form for their case of point scatter-
ing.) Here, we not only include in-scattering terms but
also allow for arbitrary intra- and intervalley scattering
3amplitudes and, most importantly, include the OMM ne-
glected by Johansson et al. [31].
To solve the Boltzmann equation, we focus on the sta-
tionary state, a uniform system, and the zero-tempera-
ture limit. The distribution function then does not de-
pend on time and position. We furthermore write the
non-equilibrium distribution as fχk = nF (
χ(k)) + gχk ,
where nF is the Fermi-Dirac distribution function and
gχk is the deviation from equilibrium. Since we are inter-
ested in the linear response to weak electric fields E, we
expand gχk to linear order in E. Using Eqs. (7) and (8),
the Boltzmann equation can then be rewritten to linear
order in E as
−eDχ(k)−1 (n′FE · [vχk + eB (Ωχk · vχk)]
+ [vχk ×B] ·∇kgχk
)
=
∑
χ′,k′
Wχχ
′
kk′
(
gχ′k′ − gχk
)
, (11)
with Dχ(k) = 1 + eB ·Ωχk. Energy conservation restricts
the sum over k′ to states with χ(k) = χ
′
(k′). We solve
Eq. (11) by rewriting gχk as [49, 50]
gχk = −e n′F E ·Λχk, (12)
where Λχk is the vector mean free path, which yields three
decoupled equations for the components Λχi,k,
Dχ(k)−1
[
vχi,k + eBi (Ω
χ
k · vχk)− e (vχk ×B) ·∇kΛχi,k
]
=
∑
χ′,k′
Wχχ
′
kk′
(
Λχ′i,k′ − Λχi,k
)
. (13)
We choose the z-axis to be parallel to B and focus on the
longitudinal magnetoconductance for E ‖ B, in which
case only Λχz,k is relevant. Equation (13) can be solved
with the ansatz Λχz,k ≡ Λχµ(θ), which only depends on the
polar angle θ and, via the modulus k, on the chemical po-
tential µ, but not on the azimuthal angle φ. This reflects
the rotational symmetry of the system (Fermi surfaces,
scattering mechanism, and applied fields) around the kz-
axis. This ansatz is self consistent: the group velocity
being independent of φ implies the first two terms on the
left-hand side of Eq. (13) to be independent of φ as well.
The third term vanishes for our ansatz. In the scattering
rate, finally, the spinor overlap is∣∣∣〈uχ′(k′)∣∣Vˆ χχ′kk′ ∣∣uχ(k)〉∣∣∣2 = 12 ∣∣V χχ′ ∣∣2
× (1 + χχ′ [cos θ cos θ′ + sin θ sin θ′ cos(φ− φ′)] ). (14)
The term containing φ− φ′ vanishes under the sum over
k′ for φ-independent Λχz,k.
We evaluate the scattering integral in the continuum
limit, for which a modification of the density of states
induced by the Berry phase has to be taken into account,∑
k′ . . . → V
∫
d3k′/(2pi)3 Dχ(k) . . . [51]. Equation (13)
then becomes
hχµ(θ) +
Λχµ(θ)
τχµ (θ)
=
∑
χ′
V
∫
d3k′
(2pi)3
Dχ
′
(k′)Wχχ
′
kk′ Λ
χ′
µ (θ
′),
(15)
with
1
τχµ (θ)
=
∑
χ′
V
∫
d3k′
(2pi)3
Dχ
′
(k′)Wχχ
′
kk′ , (16)
hχµ(θ) = D
χ(k)−1
[
vχz,k + eB (Ω
χ
k · vχk)
]
. (17)
For elastic scattering, the integral over the full momen-
tum space can be replaced by an integral over a surface
of constant energy,∑
χ′
V
∫
d3k′
(2pi)3
Dχ
′
(k′)Wχχ
′
kk′ Λ
χ′
µ (θ
′)
=
∑
χ′
V
∫
d dθ′ dφ′
(2pi)3
(kχ
′
)3 sin θ′
|vχ′k′ · k′|
Dχ
′
(k′)Wχχ
′
kk′ Λ
χ′
µ (θ
′)
=
∑
χ′
n
4pi
∫
dθ′ sin θ′
(kχ
′
)3
|vχ′k′ · k′|
Dχ
′
(k′)
∣∣V χχ′ ∣∣2
× (1 + χχ′ cos θ cos θ′) Λχ′µ (θ′). (18)
We may hence rewrite Eq. (15) as
hχµ(θ) +
Λχµ(θ)
τχµ (θ)
=
∑
χ′
n
4pi
∫
dθ′ sin θ′
(kχ
′
)3
|vχ′k′ · k′|
×Dχ′(k′) ∣∣V χχ′ ∣∣2 (1 + χχ′ cos θ cos θ′) Λχ′µ (θ′). (19)
We now make the ansatz Λχµ(θ) = τ
χ
µ (θ)[−hχµ(θ) + λχ +
χδχ cos θ], which leads to a system of coupled linear equa-
tions for the four real coefficients λ+, λ−, δ+, and δ−.
Details on their solutions are given in the Supplemental
Material [38]. Inserting the solution for Λχz,k into Eq.
(12), we obtain the current density
j = − eV
∑
χ,k
r˙χfχk . (20)
Results.—We study the magnetoconductance associ-
ated with an electric field E = Eez ‖ B at zero tem-
perature. As discussed above, the rotational symmetry
of the system around the z-axis forces the resulting cur-
rent to flow along the z-direction, j = jzez. In Fig. 2, the
current density jz(B)/jz(0) is plotted with and without
taking the OMM into account, and for Vinter = Vintra and
Vinter = Vintra/2.
In agreement with earlier work, we obtain a positive
magnetoconductance if the OMM is neglected [10, 26–
33]. Decreasing the intervalley scattering amplitude rel-
ative to the intravalley scattering amplitude leads to an
increase of the magnetoconductance. This is plausible
since weak intervalley scattering suppresses the relax-
ation towards equal occupation of the two valleys and
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Figure 2. Current density jz(B)/jz(0) as a function of
eBv2F /2µ
2 in the presence (orange curves) and absence (blue
curves) of the OMM. For the solid curves, the intervalley scat-
tering amplitude is equal to the intravalley scattering am-
plitude, Vintra = Vinter = 3, whereas for the dashed curves,
Vinter = 1.5 is half as large as Vintra = 3.
thereby enhances signatures of the chiral anomaly. In
agreement with this result, Son and Spivak [10], as well
as Kim et al. [29] have found positive magnetoconduc-
tance for the limit of dominant intravalley scattering,
Vinter  Vintra. We here find that the positive magne-
toconductance proportional to B2 persists all the way to
dominant short-range scattering in the absence of OMM.
This is in accord with Burkov [32], who considered Gaus-
sian impurities in quantum field terminology, and with
Johansson et al. [31].
Including the OMM dramatically changes this physics,
as shown by the two orange curves in Fig. 2. For equal
intra- and intervalley scattering amplitudes, we find a
negative magnetoconductance. Only when the interval-
ley scattering amplitude is reduced, the redistribution
of charges between the two valleys is enhanced, such
that the magnetoconductance eventually changes sign.
Figure 2 illustrated this behavior for Vinter = Vintra/2,
in which case we find the positive magnetoconductance
known from the limit Vinter  Vintra [34–36]. For the
present model, the sign change occurs for
Vinter
Vintra
≈ 0.8825, (21)
which is accessible in systems with dominant short-range
scattering. Our calculations thus show that the positive
sign of the longitudinal magnetoconductance is not uni-
versal.
To trace the origin of the sign change of the magneto-
conductance upon including the OMM, we attach a factor
ηB ∈ {0, 1} to the Berry curvature in Eq. (4), and a fac-
tor ηO ∈ {0, 1} to the OMM in Eq. (5). These factors
allow us to independently switch on and off the effects
of the Berry curvature and the OMM. Next, we expand
the expression for the current density jz to second order
in the magnetic field. For equal intra- and intervalley
scattering amplitudes, and using η2i = ηi, we find
jz(B) =
vF e
2E
pinV 2intra
(
1
3
+
α2
45
[18 ηB + 11 ηO − 32 ηB ηO]
)
,
(22)
with α = eBv2F /2µ
2. This shows that the prefactor of the
quadratic term in the magnetoconductance is positive as
long as only either the Berry curvature or the OMM is
included. In the presence of both effects, however, the
third term in the angular brackets outweighs the first
two, which changes the sign of the magnetoconductance.
Summary and Conclusions.—We have investigated the
longitudinal magnetocondutance for the generic low-
energy model of a Weyl semimetal consisting of two
isotropic Weyl nodes of opposite chirality in homoge-
neous parallel electric and magnetic fields, including both
the Berry curvature and the OMM of wave packets in the
semiclassical limit. If the OMM is neglected, we find a
positive longitudinal magnetoconductance quadratic in
the magnetic field even in the limit of pure δ-function
scattering. In stark contrast, the inclusion of the OMM
leads to a negative magnetoconductance quadratic in
field if intervalley scattering is sufficiently strong.
We have traced the sign reversal of the longitudinal
magnetoconductance to a coupling between the OMM
and the Berry curvature. Hence, both effects must be in-
cluded to correctly describe transport in Weyl semimetals
in a weak magnetic field. It is interesting to note that
a sign reversal of the magnetoconductance induced by
the OMM has also been discussed in Ref. [34] in a cal-
culation based on the relaxation-time approximation for
transport perpendicular to B, and for tilted nodes. Our
exact solution of the Boltzmann equation shows that the
effect of the OMM on transport is in general much more
important, and can lead to a quadratic negative mag-
netoconductance akin to the one of simple metals [52].
Our results suggest that the deduction of Weyl physics
from magnetotransport requires a detailed modelling of
the microscopic scattering mechanisms in a given mate-
rial, and underlines that magnetotransport is most sensi-
tive to Weyl physics in systems with dominant long-range
scattering.
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I. SEMICLASSICAL LIMIT
In this section, we derive the condition for the magnetic field range in which in the semiclassical limit is justified.
For a magnetic field along the kz-direction, the dispersion of the m-th Landau level of positive energy with m > 0 is
given by
m(kz) = vF
√
2eBm+ (vF kz)2. (S1)
The number of occupied Landau levels must be large in the semiclassical limit, n  1. Equivalently, the energy
splitting
∆(B) ≡ vF
√
2eB(n+ 1)− vF
√
2eBn (S2)
between the last occupied and the first unoccupied Landau level for kz = 0 should be small compared to the chemical
potential,
∆(B) µ. (S3)
The energy splitting can be estimated as
∆(B) = vF
√
2eBn
(√
1 +
1
n
− 1
)
∼= vF
√
2eBn
(
1 +
1
2n
− 1
)
= vF
√
eB
2n
. (S4)
Since n is the index of the last occupied Landau level, we have
vF
√
2eBn < µ < vF
√
2eB(n+ 1). (S5)
Using Eq. (S5), we obtain
n =
⌊
1
2eB
(
µ
vF
)2⌋
, (S6)
where bxc is the largest integer smaller or equal to x. By combining Eqs. (S3), (S4), and (S6), we obtain the condition
B  1
e
(
µ
vF
)2
(S7)
for the magnetic field to be considered weak and the semiclassical approximation to be valid.
II. DETERMINATION OF THE COEFFICIENTS λχ AND δχ
The ansatz for the vector mean free path given in the main text,
Λχµ(θ) = τ
χ
µ (θ)
(−hχµ(θ) + λχ + χδχ cos θ) , (S8)
contains the four real coefficients λχ and δχ. Recall that χ = ± denotes the chirality of the Weyl node. In this section,
we present details on their determination, as there is a subtlety. We have to solve the equation
hχµ(θ) +
Λχµ(θ)
τχµ (θ)
=
∑
χ′
n
4pi
∫
dθ′ sin θ′
(kχ
′
)3
|vχ′k′ · k′|
Dχ
′
(k′)
∣∣V χχ′ ∣∣2 (1 + χχ′ cos θ cos θ′) Λχ′µ (θ′). (S9)
2By inserting Eq. (S8), we obtain a system of equations for the four coefficients λ+, λ−, δ+, and δ−:
R+1
R−1
R+2
R−2
 =

C++1 − 1 C+−1 C++2 C+−2
C−+1 C
−−
1 − 1 C−+2 C−−2
C++2 C
+−
2 C
++
3 − 1 C+−3
C−+2 C
−−
2 C
−+
3 C
−−
3 − 1


λ+
λ−
δ+
δ−
 , (S10)
where
pχχ
′
(θ) =
n
4pi
sin θ
(kχ
′
)3
|vχ′k · k′|
Dχ
′
(k)
∣∣V χχ′ ∣∣2, (S11)
Rχ1 =
∑
χ′
∫
dθ′ pχχ
′
(θ′)hχ
′
µ (θ
′), (S12)
Rχ2 =
∑
χ′
∫
dθ′ pχχ
′
(θ′)χ′ cos θ′ hχ
′
µ (θ
′), (S13)
Cχχ
′
1 =
∫
dθ′ pχχ
′
(θ′), (S14)
Cχχ
′
2 =
∫
dθ′ pχχ
′
(θ′)χ′ cos θ′, (S15)
Cχχ
′
3 =
∫
dθ′ pχχ
′
(θ′) cos2 θ′. (S16)
Explicit evaluation shows that the coefficient matrix in Eq. (S10) has rank 3. Consequently, it has a one-parameter
family of solutions. The origin of this apparent arbitrariness is that the solution of the linearized Boltzmann equation
and hence of Eq. (S9) is only determined up to a constant: if Λχµ(θ) solves Eq. (S9) then Λ
χ
µ(θ) + c with c an arbitrary
constant does so as well. The physical solution is found by imposing electron-number conservation,∑
χ,k
gχk = 0. (S17)
By solving Eqs. (S9) and (S17) simultaneously we obtain the results given in the main text.
