Georgia Southern University

Digital Commons@Georgia Southern
Physics and Astronomy Faculty Publications

Physics and Astronomy, Department of

7-25-2014

Resistive Flow in a Weakly Interacting Bose-Einstein Condensate
Fred Jendrzejewski
University of Maryland

Stephen Eckel
University of Maryland

Nicholas Murray
Georgia Southern University, nmurray@georgiasouthern.edu

C. Lanier
Georgia Southern University

Mark Edwards
Georgia Southern University, edwards@georgiasouthern.edu

See next page for additional authors

Follow this and additional works at: https://digitalcommons.georgiasouthern.edu/physics-facpubs
Part of the Physics Commons

Recommended Citation
Jendrzejewski, Fred, Stephen Eckel, Nicholas Murray, C. Lanier, Mark Edwards, Christopher J. Lobb,
Gretchen K. Campbell. 2014. "Resistive Flow in a Weakly Interacting Bose-Einstein Condensate." Physical
Review Letters, 113: 045305-1-045305-5: American Physical Society. doi: 10.1103/
PhysRevLett.113.045305 source: https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.113.045305
https://digitalcommons.georgiasouthern.edu/physics-facpubs/208

This article is brought to you for free and open access by the Physics and Astronomy, Department of at Digital
Commons@Georgia Southern. It has been accepted for inclusion in Physics and Astronomy Faculty Publications by
an authorized administrator of Digital Commons@Georgia Southern. For more information, please contact
digitalcommons@georgiasouthern.edu.

Authors
Fred Jendrzejewski, Stephen Eckel, Nicholas Murray, C. Lanier, Mark Edwards, Christopher J. Lobb, and
Gretchen K. Campbell

This article is available at Digital Commons@Georgia Southern: https://digitalcommons.georgiasouthern.edu/
physics-facpubs/208

PRL 113, 045305 (2014)

week ending
25 JULY 2014

PHYSICAL REVIEW LETTERS

Resistive Flow in a Weakly Interacting Bose-Einstein Condensate
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We report the direct observation of resistive flow through a weak link in a weakly interacting atomic
Bose-Einstein condensate. Two weak links separate our ring-shaped superfluid atomtronic circuit into two
distinct regions, a source and a drain. Motion of these weak links allows for creation of controlled flow
between the source and the drain. At a critical value of the weak link velocity, we observe a transition from
superfluid flow to superfluid plus resistive flow. Working in the hydrodynamic limit, we observe a
conductivity that is 4 orders of magnitude larger than previously reported conductivities for a Bose-Einstein
condensate with a tunnel junction. Good agreement with zero-temperature Gross-Pitaevskii simulations
and a phenomenological model based on phase slips indicate that the creation of excitations plays an
important role in the resulting conductivity. Our measurements of resistive flow elucidate the microscopic
origin of the dissipation and pave the way for more complex atomtronic devices.
DOI: 10.1103/PhysRevLett.113.045305

PACS numbers: 67.85.De, 03.75.Kk, 03.75.Lm, 05.30.Jp

Resistivity, and hence dissipation, plays an important
role in the behavior of many superfluid and superconducting systems and is essential in the operation of devices
like dc superconducting quantum interference devices
(SQUIDs) [1,2]. Such dissipation occurs above a critical
velocity in superfluids, as first observed in liquid helium
[3,4]. Degenerate quantum gases of neutral atoms [5] and
of polaritons have provided new possibilities for studying
the superfluid state [6]. Motion of a perturbing potential in
an atomic Bose-Einstein condensate (BEC) provided evidence for a critical velocity [7–9] and allowed for observing
the onset of excitations like vortices and solitons [10–14].
Recent experiments where a Fermi gas discharges from
a source region into a drain allowed for the observation of
the drop in resistance across the superfluid transition [15].
A similar experiment studied the resistive transport of a
thermal Bose gas through a channel [16]. In contrast, here
we control the current of a weakly interacting BEC between
two regions, a source and a drain, and measure the resulting
time evolution of the chemical potential difference. We
show that the BEC exhibits both superfluid and resistive
flow through a constriction, i.e., a weak link [17]. We
describe our observations using a phenomenological model
incorporating dissipation through excitations from the
superfluid ground state and find good agreement with
simulations using the three-dimensional, zero-temperture
Gross-Pitaevskii equation (GPE). Such transport measurements could be extended to the study of a wide variety of
exotic quantum matter, providing insight into the emergence of resistive flow in the absence of a thermal
component. Moreover, they pave the way for creating
more complex atomtronic devices [18] such as an atomic
dc SQUID [19].
0031-9007=14=113(4)=045305(5)

Our experiment uses a BEC of 23 Na atoms in a ringshaped optical dipole trap, as shown in Fig. 1(a). A bluedetuned laser creates two repulsive potentials, i.e., two
weak links, and separates the ring into two distinct regions.
The phase of the condensate wave function can be different
between the two regions, and such a phase difference, Δϕ,
(a)

(b)

(c)

FIG. 1 (color online). The experimental setup. (a) Two repulsive
potentials at θ form two weak links and separate two regions,
i.e., a source and a drain. Both weak links are set into motion
with equal and opposite speed vWL , inducing a flow of atoms from
the source into the drain. The regions are characterized by the
number of atoms N S;D and the chemical potential μS;D . (b) In situ
absorption images of the atomic density after a variable time t.
For this speed (vWL ¼ 13 μm=s), we observe no change in the
density far from the barriers. (c) On the other hand, a barrier speed
of vWL ¼ 880 μm=s results in a density difference, which corresponds to a chemical potential difference that allows for resistive
flow. In (b),(c) the strength of the weak link is U WL =μ0 ¼ 0.53ð6Þ,
where μ0 is the chemical potential before applying the weak links.
The field of view in (b) and (c) is 72 μm × 72 μm.
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The weak link is created by an optical, repulsive potential
that is homogeneous in the radial direction and has a 1=e2
half-width of ≈5.9ð4Þ μm in the azimuthal direction [26].
The weak link is thus much wider
than the healing
pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
length of the condensate (ξ0 ¼ ℏ= 2mμ0 ≃ 0.27 μm),
and therefore we treat the density within the barrier using
the local density approximation (LDA). The density profile
in the weak link region enables the calibration of the
potential height, as described in Ref. [26]. Next, the weak
links are suddenly set into motion with constant vWL .
To measure the chemical potential difference across the
weak links, we use in situ partial-transfer absorption
imaging [28], which yields the atomic density distribution
of the whole condensate. The half-width at 1=e2 imaging
resolution is 3.4 μm.
Figure 2 shows the time evolution of Δμ for a range
of vWL ¼ 13 to 880 μm=s at a weak link strength of
UWL =μ0 ¼ 0.53ð6Þ, where Δμ ¼ μS − μD is calculated
from the chemical potential in the source μS and drain
μD . Both μS and μD are obtained from the measured density.
For small speeds (upper panel), the chemical potential
difference stays constant around zero. For larger speeds
(lower panel), the final chemical potential difference
increases monotonically.
The data in Fig. 2 are first compared to the superflow
model. Here, we assume that the superfluid current hI S i
equilibrates the chemical potential in the source and the
drain, up to a maximum value. The time evolution of Δμ is
calculated iteratively. For each time step Δt, the number of
atoms in each region N DðSÞ ðt þ ΔtÞ ¼ N DðSÞ ðtÞ  I S Δt and
the associated Δμðt þ ΔtÞ is determined. Figure 2 presents
the result of the calculation for hI S;max i ¼ 2.15 × 106 s−1
(black dash dotted line) [29]. The superflow model reproduces the low velocity region and, for larger velocities,
predicts the short time evolution of Δμ. However, it
∆µ/h (Hz)

results in a superfluid current. Like any superfluid current,
it can exist even without a chemical potential difference
between the two regions. To drive such a current, we
move the two weak links towards each other at speed vWL .
This induces a flow of atoms, I ¼ dN D =dt, from the source
into the drain [Fig. 1(a)], where N D is the number
of atoms in the drain. The motion of the two weak links
changes the volume of the two regions and, for small
enough vWL , induces a time-averaged superfluid current
hI S i ¼ 2n1D vWL . Here, n1D is the effective linear density,
which is the same in the two regions. Figure 1(b) shows
that, in this regime, the atomic density far from the weak
link stays constant in time.
In contrast, for larger velocities [see Fig. 1(c)] a density
difference between the source and the drain develops
over time. As vWL is increased, a critical phase difference
Δϕc is reached. The simplest model, a superflow model,
assumes that the total superfluid current through the weak
link cannot exceed a maximum value hI S;max i, which occurs
when Δϕc is reached. If vWL is increased beyond this
critical point, the increasing density in the source causes an
increasing chemical potential in this region [20]. Using the
superflow model, this increasing chemical potential results
from compression, as hI S;max i < 2n1D vWL . This approach
has been successfully used to describe several ultracold
atom experiments that studied flow through tunnel junctions [19,21]. In this pure superflow model, only the
existence of an additional thermal component can give
rise to resistive flow [22].
Above the critical phase difference the superfluid current
can become unstable, an effect not included in the superflow model. These instabilities can lead to phase slips in
the moving weak link region, resulting in excitations like
solitons or vortices which are shed into the drain [4,23,24].
Such excitations are associated with an additional current.
This current is dissipative, i.e., resistive; the excitations
eventually decay. Given this additional resistive current, the
total current between regions is larger than in the superflow
model and hence a smaller chemical potential difference
between the two regions occurs. To sustain the resistive
current, a chemical potential difference ΔμðtÞ between the
source and the drain must be present [25].
A ring-shaped, all-optical dipole trap confines the BEC,
which contains ≈7.5 × 105 atoms, as described in Ref. [26].
The trap frequency is 512(4) Hz in the vertical direction
[27]. The toroid has mean radius of R ¼ 20.0ð4Þ μm and a
radial trap frequency of ≈260 Hz. The initial chemical
potential is μ0 =h ≈ 3 kHz, where h is the Planck constant.
The atomic density profile is well described by a ThomasFermi profile, without a discernible thermal component.
We estimate that the temperature is ≤ 0.5T C ≃ 300 nK and
the condensed fraction is ≥ 80%.
After creating the ring-shaped BEC, we linearly ramp the
potential height of the weak links to their final value U WL in
200 ms, while keeping their position fixed at θ ¼ 45°.
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FIG. 2 (color online). Time evolution of the chemical potential
difference Δμ as function of time for different weak link
speeds vWL . For this data, the strength of the weak link is
U WL =μ0 ¼ 0.53ð6Þ, where μ0 =h ¼ 3 kHz. The red circles represent the experimental data. The black dash-dotted line shows
the superflow model, which does not accurately predict the
increase in Δμ (lower row). In contrast, the data show good
agreement with the resistive flow model (blue dashed line). The
GPE calculation (red line) shows qualitative agreement.
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IðtÞ ¼ hI S;max i þ GΔμðtÞ;

ð1Þ

with two parameters, hI S;max i and the conductance G. This
model (dashed blue lines) agrees well with the data for
hI S;max i ¼ 2.15 × 106 s−1 (as above) and G ¼ 11.7 × 103 =h.
For short times, the increase in the chemical potential
difference is mainly due to a compression of the source
region. Once the compression establishes a sufficient chemical potential difference, the resistive current becomes crucial
for a quantitative description of the experimental data.
Additionally, we simulate our experiments using the
three-dimensional, time-dependent GPE. The density distributions obtained from the simulations are analyzed in the
same way as the experimental data. The time evolution of
the resulting chemical potential difference is plotted in
Fig. 2 (solid red line). The simulations are generally in good
agreement, but fail to predict the long time behavior at
intermediate weak link speeds.
For small speeds, the simulations show small amplitude
oscillations of the chemical potential difference around
zero. These oscillations are created during the nonadiabatic
change in speed when we set the weak links into motion.
This sudden jump creates a density wave which moves
around the ring and gives rise to the observed oscillations.
In the context of superfluid flow through Josephson
junctions, these are known as plasma oscillations and have
been observed experimentally in ultracold atom experiments [21,22]. These oscillations represent a 1% change
in the chemical potential and cannot be detected in this
experiment.
For larger vWL, the simulations show an increase in the
chemical potential difference that is qualitatively similar
to the experiment. In the simulations, this increase in Δμ
coincides with the appearance of excitations. This agrees
with our assumption that excitations are created above the
critical phase difference and are the origin of the resistive
component in Eq. (1). However, their size (on the order
of ξ0 ) is below the imaging resolution and thus, they are not
directly observable in the experiment.
To identify more clearly the onset of resistive current,
in Fig. 3 we plot the final observed chemical potential
difference ΔμF (red circles) as a function of the weak link
speed, vWL . The chemical potential difference is measured
after the weak links move by a fixed angle of ≈90°.
We observe a clear separation between the superfluid
and resistive regimes. The superfluid regime corresponds
to small speeds, at which the chemical potential difference
stays constant around zero. If vWL is increased beyond
a critical point, the observed final chemical potential

∆µF /h (Hz)

strongly overestimates Δμ for longer times. This suggests
that excitations drive an additional, resistive current.
To describe this resistive regime, we assume an additional current that obeys the Ohm’s law I R ¼ GΔμ. Thus,
the total current is modeled as
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FIG. 3 (color online). Final chemical potential difference for
different weak link speeds and strengths. ΔμF is measured after a
sweep angle of approximately 90°. Shown are the experimental
data (red circles), the flow model incorporating resistance (blue
dashed line) and the superflow model (black dash-dotted line).
The results of the GPE calculation (red line) are compared to the
experimental data in the middle panel. The middle panel
corresponds to the potential strength presented in Figs. 1 and 2.

difference increases monotonically for larger speeds. The
superflow model (black dash dotted line) shows the onset
of a ΔμF , but it grossly overestimates its amplitude in this
resistive regime. Adding the resistive component to the
flow (blue dashed line) lowers the predicted amplitude of
ΔμF and enables us to fit the experimental data in both
regimes with Eq. (1) [30]. The obtained fit values for
μ0 =UWL ¼ 0.53 were used in Fig. 2.
The final chemical potential difference, ΔμF , appears to
be a continuous function at the onset of resistive current in
the experiment and the GPE simulation. In contrast, a jump
is predicted to occur for a tunnel junction [31]. Therefore,
in contrast to Refs. [19,21,22], we do not use a tunnel
junction model to describe our experiments. Such experiments were mostly described by a pure superfluid flow
model. Reference [22] introduced a conductance due to
the thermal (noncondensed) component in order to explain
the observed relaxation of the system. The conductance
extracted from Ref. [22] is 4 orders of magnitude smaller
than the conductance observed here.
Comparing the experimental results to GPE simulations
for U WL =μ0 ¼ 0.53 reveals quantitative agreement both
above and below the onset of resistive current (Fig. 3).
However, the GPE simulations and the experiment slightly
disagree around the onset of the resistive regime. The
simulations continue to show oscillations around zero,
while the experiments measure an increase in the chemical
potential difference in this regime. It may be that damping
of plasma oscillations, absent from the GPE simulations,
leads to this discrepancy.
To gain further insight into the dissipation, we analyze
the fitted values of the conductance and maximum
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FIG. 4 (color online). Conductance (upper panel) and maximum superfluid current (lower panel) for different weak link
strengths. These values (filled circles) are obtained from fits of the
data shown in Fig. 3, using Eq. (1). For the highest weak link
strengths (open circles), this model fails to describe the data well.
We fit the values shown with the estimates of the conductance
and the superfluid current obtained from the phase-slip picture
(solid red line).

superfluid current for different weak link strengths, as
shown in Fig. 4. At all weak link strengths, we observe both
the superfluid and resistive regime, and with increasing
weak link strength, the onset of the resistive regime occurs
at smaller speeds. This observation is in qualitative agreement with the numerical simulations. For each weak link
strength U WL , we fit the final chemical potential ΔμF
at different speeds to Eq. (1) and extract G and hI S;max i.
This model agrees well with the experimental data for
UWL =μ0 ≤ 0.6 (filled red circles). For higher weak link
strength, we do not find a good fit (open red circles).
These observations can be compared to estimates of
the conductance and the maximum superfluid current. As
suggested by the agreement of the experimental results with
the GPE simulations, we first estimate the value of the
conductance using a phase-slip picture as presented in [4].
The relative phase between the two regions follows
∂ t Δϕ ¼ Δμ=ℏ [4,32], which we integrate, assuming a
constant Δμ, in a short time step. From this, we estimate
the rate of phase slips to be Δμ=Δϕc ℏ, where Δϕc is the
critical phase difference. If we further assume that
each phase slip creates an excitation that contains N exc
atoms, we again obtain Ohm’s Law with a conductance
GPS ¼ ð4πN exc =Δϕc hÞ. As the healing length in the weak
link region ξWL provides the typical length scale of an
excitation, we estimate the number of atoms in each
excitation to be N exc ¼ nWL ξWL , where nWL is the linear
density in the weak link region. Because the critical phase
difference is on the order of π, we estimate the conductance
due to phase slips to be on the order of GPS ¼ 4nWL ξWL =h.
Both nWL and ξWL are calculated in the Thomas-Fermi
approximation. We assume that G ¼ CGPS , where C is a
constant whose precise value depends on the type of
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excitations that give rise to the phase slips. We obtain a
good fit to the data with C ¼ 5.4ð7Þ, as shown in the upper
panel of Fig. 4. This agreement provides further evidence
that phase slips are relevant for describing the emergence of
resistance in our experiments.
In addition to phase slips, noncondensed atoms in
the thermal component could contribute to resistive flow.
We estimated this contribution from a model where
resistive flow arises from ballistic transport of such thermal
atoms through the weak link [16]. Here, we obtain an
upper limit for the conductance of the thermal atoms
Gth ≈ ð4nth λdB =hÞ, where nth is the density of thermal
atoms and λdB is the de Broglie wavelength. This upper
bound on Gth is of the same order of magnitude as GPS .
This implies that Gth could also play a role. However, the
good agreement between the experimental data and the
GPE simulations suggests that phase slips are important for
an accurate description of the observed flow. This interplay
between phase slips and thermal atoms will be the focus of
future studies.
The maximum average superfluid current should be
smaller than the critical current as the superfluid flow
has to be reestablished after each phase slip. One might
assume that the local speed of sound in the barrier region
[33] sets the critical current I PS ¼ 2n1D cs . Our measured
values of the maximum superfluid current are best fit by
hI S;max i ¼ 0.8ð3ÞI PS [34], as shown in the lower panel of
Fig. 4. This indicates that the critical current is set by the
speed of sound [35], which differs from previous experiments [7–9,26]. This includes experiments with a single
weak link [13,26], where the critical velocity for phase slips
was inconsistent with the speed of sound. We speculate that
this discrepancy arises because with a single weak link each
phase slip reduced the relative velocity between the barrier
and the fluid, whereas here it does not.
In conclusion, we have observed resistive flow of an
atomic gas superfluid above a critical current and have
measured the conductance. Our results provide evidence
that phase slips in the superfluid component play an
important role in the observed conductance. This connection between resistive flow and phase slips provides
valuable information: in particular, it connects dissipation
with excitations from the ground state of the superfluid,
without invoking the existence of a thermal component.
Such measurements represent a useful and versatile tool
that can shed light on the microscopic mechanisms that give
rise to resistive flow. Similar conductivity measurements
will enable a quantitative study of the out-of-equilibrium
properties of fascinating, yet not fully understood, quantum
materials like low-dimensional Bose gases [9,36,37],
unitary Fermi gases [38], dipolar gases [39], or superfluids
with spin-orbit coupling [40].
Our system, which is composed of a ring with two weak
links, is reminiscent of a dc SQUID geometry, and thus
may appear to be the analogous atomtronic rotation sensor.
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However, our setup does not incorporate current leads,
which would provide the necessary splitter and recombiner
in an interferometer. This raises a fundamental question:
Can quantum interferences be observed in this device
without such leads?
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