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Let K = k(xl, x2,. . . , xt) where k is a field and x1, x2,. . ., xt are 
algebraically free over k. Let G be a finite group of k-automorphisms of 
K such that ax, = c~x’;~‘. . . xp for each UEG, Ililt, where c,Ek, 
a,, E 2. The problem is: is KG = k(y,, y,, . , yJ for some y,, y,, . . , yt E K? 
The role of the coefficients c, is considered and determined explicitly when 
G is cyclic of prime order. This role is of a cohomological nature. We also 
solve the stated problem in a very special case. 
1. Let K = k(x,, x2,. . ., XJ be a purely transcendental extension 
of a field k. Let G be a finite group of k-automorphisms of K which act 
as follows: for each g E G there is a t x t matrix (aij) over the rational 
integers and coefficients cl, c2,. . . , c, E k such that 
(Jx. = cix;“x;‘* . . .x;‘t, 1 < i 5 1. 
It is a difficult problei to determine whether or not the fixed field of K 
under G is of the form k(z,, z2,. . . , z,). In this short note we consider 
the role played by the coefficients ci in this problem and we determine 
(in a certain sense) this role when G is cyclic of prime order. The deter- 
mination depends on some properties of square matrices A over the rational 
integers which satisfy AP = E (identity), wherep is prime. These properties 
are found using elementary ideas from the theory of cyclotomic fields. 
This is done in Section 2. In Section 3 we apply these results to the problem 
of invariants and we solve this problem in a very special case. 
2. Throughout this section a matrix will mean a square matrix 
whose entries are rational integers, unless the contrary is stated. Two 
12 xn matrices A, and B, will be called equivalent if there exist uni- 
modular matrices U,, and V,, such that U,,A,V,, = B,,. We shall suppress 
the subscript unless the size of the matrix is to be emphasized. We shall 
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be interested in some properties of matrices of prime order p, i.e. matrices 
A such that AP = E where E is the identity. It is well known that the basic 
matrices of this type are described in the following manner (cf. [I], 131). 
Let Q be the field of rational numbers, 8 a primitive pth root of unity, 
and let R be the ring of integers in the cyclotomic field Q(6). If G is a 
cyclic group of order p with generator c~ and a is an ideal in R then one 
can define an action of G on a (considered as an abelian group) by setting 
a(x) = 8x for all x E a. Then if ul, u2,. . . , up- 1 is a Z-basis of a, and a 
prime denotes transposition, one can write 
4u1,. . ., up+) = (fh,,. . .) cup-1)’ = B(U,l. . .) up+) 
where B is a (p- 1) x (p- 1) matrix of order p. It is clear that any other 
integral ideal in the same ideal class as a will yield an equivalent matrix B. 
Next, let a E a and suppose that a $ (e- 1)a. If a+Zy is the direct sum 
(of abelian groups) of a with the infinite cyclic group Zy generated by a 
symbol y then an action of G on a+Zy can be defined by setting trx = 0x 
for all x E a and rry = a+y. Then 
B(u~,. . ., U~-~, JJ)’ = (eu,,. . ., eupml, a+y)’ = qul,. . ., up+ y)’ 
where S is a p xp matrix of order p. It is clear that 
where r = (rl,. . ., rr- i) is defined by the equation 
p-1 
a = 1 riui 
i=l 
and 0 is the (p- 1) x 1 matrix (0, 0,. . . , 0)‘. 
We shall use the following result ([I], page 508): 
BASIC RESULT. If A is an arbitrary matrix of order p then there exists 
a unimodular matrix V such that 
V-‘Al/ = diag {E,, B(l),. . ., Btb), Scb+l),. . ., S(b+s)) 
where the B(‘) and S(j) are determined by ideals at and aj in R as described 
above and E, is the identity e x e matrix. 
We shall need an auxiliary result. 
LEMMA 1. Let C be an arbitrary ideal class in an algebraic number *field 
and let n be an arbitrary rational integer. Then there is an integral ideal 
a in C such that (Na, n) = 1 where N is the absolute norm of a. 
Proof. Let a’ be an integral ideal in C- ‘. By a well-known result 
([2], page 97) there exists an element a’ E a’ such that ((al/a’), n) = 1. 
Put a = &‘/a’. Then clearly a E C, a is integral and (Na, n) = 1. 
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PROPOSITION 1. Let A be a matrix of prime order p. Let I be an arbitrary 
rational integer and let F,(x) be the cyclotomic polynomial of order p. 
Then A- 1E - D(1) where D(I) is a diagonal matrix with the integers 
1 - ,I, (- l)“(np - l), (- l)P-iFP(n) and 1 repeated in the diagonal. 
Proof. Because of the basic result quoted above it will be enough to 
consider matrices B and S determined by an ideal a in R and an element 
a E a, a 4 (e- 1)a. Also the case p = 2 can be treated independently and 
rather easily so we shall assume that p is odd. By the lemma we may 
choose a so that Na is relatively prime to an arbitrary integer. We show 
that 
and 
B-IE N diag (( - l)P-‘Fp(A), 1,. . . , 1) 
S-IZE N diag {(-l)“(Jp-l), 1,. . ., 1 }: 
Let rri be the automorphism of Q(0) defined by pi = 0’, 1 I i s p - 1; 
if x E Q(e) write Ci(X) = xCi). Since B(u,, . . . , up-i)’ = B(u,,. . . , up- 1)’ 
where ui, . . . , up- r is a Z-basis of a we get U- ‘BU = T where U = (uij)) 
and T = diag (0,. . . , P-l]. It follows that 
U-‘(B-2E)U = T-IE. 
On the other hand, by a general theorem, there exist unimodular matrices 
V and W such that 
V(B-ilE)W = diag (d,, d,,. . ., d,-,) 
where the rational integers d,, d2,. . ., d,-, have the property di+lldi, 
i= 1,2,. . . , p - 2. Therefore 
p-1 
igl d, = det (B-AR) = det (T-1E) = F,(1), 
and we have to show d2 =. . . = dp- I = 1. Let q be a prime divisor of 
d2 and let q be an ideal of R lying over q. We set p = (e- l)R, the unique 
prime ideal of R lying over p. Now 
det U = +Na n (@-@) 
i<j 
and we shall assume a chosen so that Na and F,,(I) are relatively prime. 
If q # p we can therefore reduce both the matrix equations above 
modulo q. It follows from the choice of q that the nullity of T- rZE (mod q) 
= nullity of diag (d,, . . . ,dpeI} (mod q) 2 2. We conclude that there 
exist distinct i and j such that @-A G 0j-2 G 0 (mod q) and hence 
0’-8j = 0 (mod q), which yields the contradiction p = q. Suppose next 
pjdz ; then p] F,(il) and so 8’ -A E p for some i. It follows that I = 1 (mod p) 
and therefore 
F,(2) = F,(l+up) = Fp(1)+upF;(l)+p2X = p+vp2(p-l)/2+p2X 
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i.e. plF,(A) but $$FJn). But since pld, so also pldr and therefore 
p2(Fr,(Q. We conclude from this contradiction that p$d,. Hence 
d2 = . . . = d,- 1 = 1 and the statement concerning B- IE is proved. 
Consider next 
If we set 
u-u O 
o-0 1 ( > 
then we get 
U,‘(S-IE)Uo= T-AE 
( 
’ 
a l-3, > 
where a = (a(l), uf2), . . . , u(P- ‘)). Again, there exist unimodular V and W 
such that 
V(S-IE)W = diag {e,, e2,. . ., e,} 
where ei+ I lej, i = 1, 2,. ..,p-I. We show that e2=...=e,=1 and 
e, = 1-P. Here, 
Fiji = det (S-IE) = det (T-IE)(l-A) = l-Ape 
i=l 
Let now q be a prime divisor of e2, q # p. We get a contradiction as 
follows: if I.# 1 we assume, as we may, that Na is relatively prime to 
1 -IzP. Then reducing the above two matrix equations mod q we get, 
as above, 
and so, as above, 8’- 8j E q, i # j, which is a contradiction. If 3, = 1 
then the nullity of S- IE is easily seen to be 1; in particular e, = 0, e, # 0. 
We assume a chosen so that Na is relatively prime to ez. We can again 
reduce the matrix equations mod a to obtain 8’- 1 E q, i> 0, which is 
again a contradiction. Suppose finally that ple2. Then the nullity of 
is at least 2, while the nullity of 
B- ilE (mod p) = nuhity of diag {F,(A), 1,. . . , l} (mod p) 
is at most 1. It follows that the last row of S- AE is a linear combination 
of the other rows (modp); in particular hz 1 (mod p), We write 
B=(bij) and pl,pz,..., pP- r for the rows of B-E. Then there are 
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integers p1 , . . . , P~-~, wl,. . . , wP- 1 such that 
P-l 
r = C U$i+pw 
i=l 
where w = (wl,. . ., w,-I). Since 
we then have 
p-1 
U = C riUi 
i=l 
p-1 p-1 p-1 
a = C pi 
i=l 
- iJllWi +P,zlwiui 
p-1 p-1 p-1 
= i~lPteui - iglPiui +Pzlwiui 
p-1 p-1 
=(e-l)i~llpiui +P C wi”i 
i=l 
E @I- 1)a. 
This is a contradiction. Thus e, = . . . = ep, e, = 1 - Ap, and the proof of 
the proposition is complete. 
PROPOSITION 2. Let B and S be, as above, the matrices of order p 
determined by an ideal a of R and an element a E a, a 4 (0- 1)~. Then 
p-1 
(i) c B’ = 0, where 0 is the (p- 1) x (p- 1) zero matrix. 
i=l 
where 0 is the (p- 1) x p zero matrix, 
v = (VI, vz,. . . , up) is a 1 xp matrix, and the integers q, , . . , up are relatively 
prime. 
ProoJ (i) Since UVIBU = T = diag (6,. . ., BP-‘} the result follows at 
once. 
(ii) Since 
ScB O ( > r 1 
it is clear that 
for some v, with up = p. Thus we have only to show that p #Vi for some 
i < p. Suppose on the contrary that p]Vi, i = 1,2,. . . , p- 1. Then 
p-1 
izl vi”i E pa. 
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However, referring back to the definition of S at the beginning of this 
section, we have a(y) = a+y and, by iteration, 
i-l 
a’(y) = c ej*u+y. 
j=O 
Thus 
p-1 p-1 p-1 
& Wi +py = i~ody = a c (p-i)P +py 
i=l 
and so 
p-1 
a C itI’-l E pa. 
i=l 
On the other hand, since 
p-1 p-1 
Xx’= n(x-ei) 
i=O i=l 
we see, by differentiating and substituting x = 0, that 
p-1 p-2 
&iB’-’ = ep-2 IJ(l-ei). 
Now pR = pp-’ and so combining these results we get 
p-2 
u n (1-e’) E pP-la 
i=l 
i.e. a E pa = (e- 1)a 
which is a contradiction. This proves (ii). 
Let now M be an arbitrary abelian group. If t is a positive integer we 
set M’=M@M@.. . @ M (t factors). If A is an arbitrary IX t matrix 
with integral coefficients we define an endomorphism fA of M’ by setting 
fA(m) = A. m’ where m = (ml, m2,. . . , m,) E M’ and the dot means 
ordinary matrix multiplication. It is clear that fE is the identity, that 
fAB = fA .fB and that fA is an automorphism whenever A is unimodular. 
For the kernel of fA we write ker (fA), for the image of fA we write 
Im (fA); we set M’/Im(f,) = coker(f,), i.e. the cokernel off”. 
LEMMA 2. If A w B then ker (fA) g ker (fB) and coker (fA) r coker (fB). 
Proof. By hypothesis A = UBV where U and V are unimodular. Now 
fA = fu.fs.fv and fu, fv are automorphisms. It is clear that m E: ker(f,) 
if and only if fv(m) is in ker(f,.J. This proves the first statement. Next, 
define C$ : coker (fB) -+ coker(f,) by requiring 4 to send the coset 
Im(f,) . m to the coset Im (fA) .f”(m). It is enough to show that C$ is 
well-defined and injective. But m E Im(fs> if and only if m = fB(fv(n)), for 
some n E M’, i.e. if and only if f”(m) = f”(n) E Im (f”). This completes the 
proof of the lemma. 
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For an arbitrary abelian group M and an arbitrary integer d we define 
lc/d : M-, M by cd(x) = dx; we set M(d) = ker($,) and 
C(d) = coker (1+5~) = M/tid(M). 
PROPOSITION 3. Let A be a matrix of prime order p. Then there exist 
integers a, b such that ker(fA-3 g M” 0 Mu. 
Proof. By Proposition 1 we have 
A-E-diag{O ,..., 0,p ,..., p,l,..., 11, 
Let a be the multiplicity of 0 and b the multiplicity of p in this diagonal 
matrix. Then the statement of the proposition follows from Lemma 2. 
Remark. We can show that ker(f,-,) = {mlm = (0, x), OE MP-I}. 
Certainly ker dfs-,J contains all elements of this form. Conversely suppose 
(mO, x) E ker(fs-J where m, E MP-’ but m, # 0. Then mn, E ker(f,-,) 
andsopm,=O.Letm,=(m,,..., m,- 1) and let M, be the subgroup of 
M generated by m,,. . ., m,-,; M,, is an elementary p-group. Restrict 
the action of fS-E to Mt. From the proof of Proposition 1 we know 
lker (fseE)j = 1 Mol. On the other hand any element of MOp of the form 
(no, x) where x E M and n, is any multiple of m,, belongs to ker(f,-3, 
i.e. Iker(f,-,)I 2 p(M,,I. This contradiction proves the contention. 
PROPOSITION 4. Let A be a matrix of order p and let 
p-1 
N = 2 A’. 
i=O 
Then Im ( fA _ 3 c ker (fN) and there exist integers u and v such that 
ker UN)/ImUA-E) = M(P)” 0 C(P)“. 
ProoJ Suppose first that A = B where B is derived from an ideal a of 
R as explained above. Then N = 0 by Proposition 2, and, since 
A-E-diag(p, l,..., 11 = L, say, (by the proof of Proposition l), we 
get in this case that 
ker(f,)/Im(fA-E) = MP-‘/Im(fA-3 g MP-‘/Im(fL)’ 
(by Lemma 2) and this z C(p). 
Suppose next that A = S where S is derived from an ideal a of R and 
an element a E a, a # (e- l)a, as explained above. Then, by Proposition 2, 
N= ; 
0 
where v = (q, v2,. . . , ZJ,) and the, vi are relatively prime. It follows at 
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once that Im(f,) z M. Suppose first that M is a finite group; then we 
can conclude that lker(&)I = IMIP-’ (since N is p xp). Now S-E N 
diag(0, 1,. . ., l} by the proof of Proposition 1, and so by Lemma 2, 
still assuming M finite, we have lker (fs&)I = IMI and therefore 
lIm(fs-E)l = lMlp-‘. So when M is finite we have Im(&-J = ker(f,). 
Let now M be an arbitrary abelian group. Let V be a unimodular matrix 
whose last row is ol, u2,. . . , up. Then fv is an automorphism of Mp and 
fv(ker(fN)) = {mlm = ho, Oh m. E MP-‘}. 
Furthermore 
V(S-E) = ; 8 
( > 
where W is a (p- 1) x (p- 1) matrix and it follows that 
ker(f,)/Im(f,-,) g MP-l/Im(f,) = coker(f,). 
If& 4,. . . , dp- r are the elementary divisors of W this factor group is just 
WdO.. . @ C(d,- r) by Lemma 2. However when M is finite this factor 
group is trivial by the previous part of the proof and so dl = d2 = . . . = 
d,- r (we need only choose M to be cyclic with order divisible by each non- 
zero dJ. Therefore for arbitrary M we have that ker (f,)/Im (fS-E) is 
trivial. 
Now by the basic result on matrices of order p we may, for the purposes 
of this proposition, assume that 
A-E = diag {0,, B”‘-E, . . ., II’/‘-E, Scf+‘)-E, . . ., Scg’-E). 
The statement of the proposition now follows with u = e, v =J 
3. Let F be an arbitrary field and fi the multiplicative group of F; 
let fi’ = P x . . . x P (t factors). If cr is an automorphism of F we extend it 
to the group p by writing b” = (b:, . . . , b,“). If A is a t x t matrix with 
integer entries we get (as in Section 2) an endomorphism fA of fi’ by 
writingf,(b) = c where 
j=l 
We write f”(b) = bA. 
Now let K = k(x,, x2,. . .,x,) be a purely transcendental extension of 
an arbitrary field k. Let G be a finite group of k-automorphisms of K 
which act monomially on the Xi, i.e. for each 0 E G there is an element 
c, = (Cl,. . *, c,) E k’ and a t x t matrix A(o) = (aij) with integer entries 
such that 
xp = cix’;“. . . xFit, 1 I i I t, 
i.e., xc = c xA@) where x = (x1,. . . , Xi), The problem of rational 
invariants &erred to in the title is to determine if the fixed field KG is 
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also a purely transcendental extension of k; i.e. is KG of the form 
ktz,, 22, . . . ,z,); if it is then we shall say that the problem has a solution. 
The following facts come at once from the definition of the action of 
G on K: the assignment (r + A(a) is an integral representation of G. 
Hence we can define an action of G on k’ by setting c” = cA(@ =f&(c) 
for all c E k’ and all (r E G. Then we get c,, = c,. c’: for all 6, z E G, i.e. 
{c,,> is a I-cocycle. Furthermore, the possibility of solving the above 
problem of invariants depends only on the cohomology class of {co), 
which can be seen as follows: if cb = c,. b”. b-’ for some b E k’ we set 
yi = xi/hi, 1 I i I t. Then K = k(y,, . . . , y,) and 
y’= b-l.Xb = b-l.c,.b”.y~‘“’ = c;.yA’“‘, 
and so the problem can be solved with the coefficients {cm} if and only if 
it can be solved with the coefficients {CL}. 
Thus the group H’(G, k) is the obstruction to the solution of the above 
problem of invariants caused by the coefficients, where c” =f&,,)(c). 
Let U(p) be the group ofpth roots of unity in k and let C(p) be the group 
of classes of pth powers, i.e. C(p) = k/kp where here /kp = {up/a E k}. 
PROPOSITION 5. Zf G is cyclic of prime order p then there exist integers 
u and v such that 
H1(G, k’) z U(p)” x C(p)“. 
Proof. This is precisely Proposition 4 of Section 2, with M = k. 
Remark. When G is cyclic of prime order p we can also conclude at 
once from the results of Section 2 that H,(G, k’) E k”‘x U(p)” and 
H2(G, k’) s C(p)” x U(p)“. 
Finally we solve a very special case of the problem of invariants posed 
above. 
PROPOSITION 6. Zf IGI = 2 and IC(2)1 5 2 then there are invariants 
21,. . ., z, such that KG = k(z,, . . . , zt). In particular if k = the field of real 
numbers or aJinite field this is so. 
Proof. Let G = (u), a2 = 2, and A(a) = A = (Uij). By the basic result 
quoted in Section 2 there is a unimodular matrix LJ such that 
UAU-r = diag (E, -E, S, S,. . ., S} 
where 
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If we replace x by x we can assume that A has already got this simple 
form. Now if crxi = cixi then ci = If: 1; if ci = - 1 we replace xi as a generator 
of K by (1 -xJ/( 1 +xi) so that we may then assume uxi = x; ‘. If 
cxi = cixL~ ’ while OXi+ i = Ci+ lxi-l~i+ I we may replace Xi+ r as a generator 
of K by xi+ I +axi+r = xi+ r +cif rx;lxi+ r which is invariant under cr. 
We may therefore assume that K = k(xl, x2,. . . , x,) where aXi = cixi-‘, 
l<i<r, QXj=xj, r+l<j<t. We take x,+r,...,x, as part of a 
transcendence base of KG over k. Next we note that if xi is replaced by 
&xi, bi E k we may assume 0xi = bFc&r ; also if ci = cj, i #j we may 
replace xi by XilXj and get ~Xi = x,: ‘. Therefore since IC(2)l _< 2 we may 
assume bxr = cx;l, bxi = x;‘, 2<i<r. If F=KG then K=F(x,) 
where xf-.KX,+C = 0 and s = x1+0x,. We may write xi = A,+&, 
with Ai, B, E F, i = 2,. . . , r. Then, applying NKIF to this we get 
A;+sA,B,+cBf = 1. 
Now (1,O) is a solution of the equation x2 +sx~j+cy’ = 1 and therefore 
if m, E k(s, Ai, Bi) is the slope of the line joining (1, 0) and (Ai, Bi) we get 
Ai, Bi E k(s, mi), 2 I i I r. Thus k(A,, Bz,. . ., A,, B,) = k(s, m2,. . . , m,) 
and one sees at once that F = KG = k(s, ml,. . . , m,, xr+ 1,. . ., x,). This 
proves the proposition. 
We are indebted to A. Pfister for the following 
Remark. If t = 2 then the condition that lC(2)l I 2 is not required, 
i.e. k may be arbitrary. Indeed in that case, arguing as above, we may 
-’ assume frxr = clxl and (TX~ = czx;‘. Then x2 = A, + B,x, yields 
A:+sA2B,+c,B~ = c2, i.e. s = CC,-A:-c1Bi)/A2B2 and so F= 
WA,, Bh 
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