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The following article deals with the differential geometry of those 
three-dimensional hypersurfaces 2 which are associated with the bound- 
aries of moving bodies in the general theory of relativity. Compatibility 
conditions of the second and third orders are formulated for arbitrary 
coordinate systems under the assumption that second order disconti- 
nuities in the metric structure occur over the hypersurfaces X. The 
space-time representations of the various general results are considered 
with particular attention to the case of stationary surfaces since it is 
anticipated that the theory of discontinuities over such surfaces will 
provide the mathematical groundwork for physically significant new 
developments. 
I. TIMELIKE HYPERSURFACES 
Consider a metric space of the type used in the general theory of relativity, 
i.e., an Einstein-Riemann space E whose metric structure is defined by the 
quadratic differential form 
ds2 = hABdx4dti, (0 = 0, 1,2,3), (1.1) 
having the signature -2 and coefficients hRB which are functions of the 
coordinates # of the space E; precise requirements regarding the continuity 
and differentiability of these coefficients, or components of the metric tensor 
of the space E, will be given in Section II. As indicated in (1.1) capital Latin 
letters will have the range 0, 1, 2, 3 in the following discussion and will be 
summed over this range when they occur twice in a term in accordance with 
the usual summation convention. Also, consider a regular hypersurface Z 
in E; by this is meant a surface which can be defined parametrically by 
equations 
XA = aqua, d, US), (1.2) 
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where the Q”(u) are continuously differentiable functions of the parametric 
or surface coordinates u such that the functional matrix 
a@0 
au0 
a@() 
%Ul 
a@0 
au* 
a@’ 
au0 
i@ 
au1 
idil -- 
a22 
a@ 
a240 
agj3 
au1 
a@3 
&l* 
has rank 3 for all values of the u’s under consideration. Over such a surface 
one can define a normal vector [ having covariant components Ea by the 
equations 
XifA = 0, (x," = a&/aua), (1.3) 
where 01 = 0, 1, 2. As so defined the quantities tA will be determined at 
the points of 2 to within an arbitrary factor of multiplication. Lower case 
Greek indices will be associated with surface quantities in the following 
discussion and, as in the relations (1.3), will have the range 0, 1, 2 and will 
be summed over this range in accordance with the summation convention 
when the surface is the above hypersurface Z. 
A vector .$ will be said to be a spacelike vector, a timelike vector, or a null 
vector according as: 
hABS,& < 0, (spacelike vector), 
hABe.& > 0, (timelike vector), 
hABtAfB = 0, (null vector), 
where the hAB are the contravariant components of the metric tensor of 
E. We now make the following assumption. The vector t, defined over the 
hypersurface Z by the above equations (1.3), is a spacelike vector. Under this 
condition the surface .Z will be called a timelike hypersurface; it will be 
seen in Section VII that the time sections of such hypersurfaces form the 
natural two-dimensional boundaries of material bodies with which we shall 
be concerned in the later applications of the results of this article. 
As customary we shall replace the above normal vector ,$ to the hyper- 
surface .Z by the unit normal vector N with components NA which are related 
to the components [A by the equations 
NA = ifaid - hPQ~&. (1.4) 
Then the covariant components NA and the contravariant components NA 
of this normal vector satisfy the relations 
hABN N = -1. 
A B h AB NANB = -1. U-5) 
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The direction of the normal vector N, which is not determined by (1.4), 
can be chosen at will in any particular problem; it will be assumed that this 
choice has been made for definiteness in the following discussion. 
Denoting by 
dA2 = aEo duadufl, (1.6) 
the first fundamental form of the surface Z, the coefficients of this form are 
given as functions of the surface coordinates ZP by the equations 
a a/3 = h AB x,” ‘;* (1.7) 
A simple formal demonstration of the fact that the signature of the form 
(1.6) is - 1 can be made as follows. First put 4 = NA so that the quantities 
4 are defined for A, B = 0, 1,2,3. Also define a, by the equations 
ace = hABGx& (1.8) 
For C,D = CY$ the equations (1.8) are identical with (1.7); in addition, 
(1.8) provides us with the relations 
asp = hAS&xf = hABNAx$ = x;N, = 0, 
since the vector N is normal to Z while the quantities $ are the components 
of three contravariant vectors tangent to Z; also from (1.8) we have 
as3 = h,,xfx: = h,,NANB = - 1. 
Hence the matrix 11 a, ) has the form 
a00 a01 a02 0 
‘I acn I I = zi: 
all al2 0 
azl a22 0 
0 0 0 -1 
Now assume that the determinant ( 4 1 vanishes at some point P of Z. 
Then the X$ are linearly dependent on the 4 at P since the matrix / 1 4 I I 
has rank 3 by hypothesis. Hence at the point P we must have 
N-4 = Kax* a (1.9) 
for some set of constants Ku not all of which are zero. But from (1.9) it 
follows that 
h,,N*x; = hABKax;x; = aa$(” = 0, 
hABNANB = hABx2x$KoLKp = a,@K”K@ = - 1. 
228 THOMAS 
Obviously these two sets of equations are contradictory and hence it follows 
that the determinant 1 X: / cannot vanish at any point of the surface Z. 
The transformation (1.8) is therefore nonsingular and consequently the two 
forms 
h hAABe AB , acDAChD 
have the same signature. Hence the second of these forms has signature -2 
since the first form has signature -2 by hypothesis. The signature of the 
form (1.6) must therefore be - 1 as is immediately seen from the structure 
of the above matrix / / a,, 11. 
By proper choice of the indices of the variables u”, ul, u2 we can, since 
the form (1.6) has signature - 1, insure the validity of the following inequali- 
ties 
a, > 0; zr: ;y: < 0; 1 I 
a00 a01 a02 
a10 all al2 > 0. 
a20 a21 a22 
Hence the determinant 1 a,@ 1 does not vanish at points of the surface C and 
we can therefore construct the contravariant components a@ of the metric 
tensor of this surface. 
It is easily seen that the equations (1.8) can be written in the form 
&DXAXB = 
CD 
hAB 
, (1.10) 
where the quantities acD are constructed from the above quantities a, 
in the usual manner, i.e., 
&D = cofactor of acD in 1 acD 1 
laCDi ’ 
But from the form of the matrix 11 ace /I we see that the acD become the 
metric components aap for C,D = CX$; also a3B = 0 and as3 = -1. Ex- 
panding the left member of (1.10) an making these substitutions it follows d 
that 
a%@ = ?aAB + NANB. US (1.11) 
II. CONTINUITY AND DISCONTINUITY ASUMPTIONS 
No specific assumption concerning the continuity or differentiability of 
the functions hAB(x) was stated in the foregoing section, although it was 
tacitly assumed that these functions were continuous across the hypersurface 
AZ in the sense that their values were the same at contiguous points on the two 
HYPERSURFACES AND COMPATIBILITY CONDITIONS 229 
sides of this surface. However, it was assumed, to meet the special require- 
ments of Section I, that the functions Q”(u), defining the surface Z, were 
continuous and had continuous first partial derivatives, i.e., the functions 
e(u) were assumed to be of class Cl in the usual terminology. Before pro- 
ceeding further it appears advisable to state explicitly the exact assumptions 
of continuity and differentiability, as well as the basic assumption of dis- 
continuity, which will be involved in the following discussion. For this purpose 
let us denote by J the region (open set) consisting of points in some immediate 
neighborhood of the surface .Z. Denote by Ji the subregion of J lying on one 
side of the surface .Z and by Jz the subregion of J on the other side of this 
surface. Let us, furthermore, denote by D, the domain JI + .Z:, i.e., the 
point set consisting of the subregion J1 and the points of the surface ,Z 
as boundary points; similarly, the domain Jz + Z will be denoted by D,. 
The following assumptions will now be made. 
A,. The functions D”(u) in the equations (1.2) defining the hypersurface Z, 
are of class C3. 
A,. The metric components h,,(x) are functions of class Cl in the region J 
and of class C3 in the domains D, and D,. 
A,. There is a discontinuity in the second partial derivatives of the functions 
hAB(x) at points of the hypersurface 2. 
It follows from assumption A, that the Christoffel symbols rl& for the 
Einstein-Riemann space E are continuous across .Z. Also from assumption A, 
and the equations (1.7) it is seen that the metric components a&u) are con- 
tinuous on the surface Z and have continuous first partial derivatives; hence 
Christoffel symbols /l’& are determined by the metric of the surface 2 and 
these symbols are continuous functions of the surface coordinates ZP. One 
can therefore construct the first surface covariant derivatives of differentiable 
tensorial quantities defined on Z. Thus, in particular, we have the following 
two sets of formulas 
(2.2) 
for the components of the covariant derivatives of the mixed surface and space 
vectors defined on ,Z by 4 and the unit normal vector N to Z respectively. 
Use of the semicolon to denote covariant differentiation will be continued 
in the following discussion; correspondingly we shall use a comma to denote 
partial differentiation with respect to the space coordinates & or the surface 
coordinates ua as indicated by the indices. 
The continuity of the functions h,,(x) and their first partial derivatives 
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h AB,C across Z, which follows from assumption A,, may be expressed by 
writing 
PA4 = 0; [h,,,cl = 0, (2.3) 
where the bracket is used to denote the difference in the values of the quantity 
enclosed at contiguous points on the two sides of L’. It follows from assumption 
As that not all of the quantities [h,,,,] can vanish at points of the surface L’; 
however, these quantities will be finite and will be continuous functions of 
the surface coordinates u” by assumptions A, and A,. A hypersurface Z over 
which (a) the continuity conditions (2.3) are satisfied and (b) there are 
discontinuities in the second derivatives of the metric components h,,(x) of the 
above type, will be said to admit a discontinuity of the second order in the metric 
structure of the space E. Hypersurfaces admitting discontinuities of other 
orders in the metric structure of E are defined in a corresponding manner. 
One can readily observe that the above quantities [h,,,cD] are the com- 
ponents of a nonvanishing tensor under transformations of class C3 of the 
coordinates xA of the space E. To show this we have merely to differentiate 
the equations of transformation of the metric components h,,(x) to obtain 
R axp axQ axR axs --- AB,CD = hPQsRS anA &$I a$ a,jD - + . . . ) (2.4) 
where the dots denote terms involving derivatives of the coordinate trans- 
formation x t-) f to the third order together with the metric components hAB 
and their first derivatives; terms represented by the dots are therefore conti- 
nuous across the surface Z. The tensor character of the quantities [hAB& 
now follows immediately by evaluating the relations (2.4) at contiguous 
points on the two sides of Z and then subtracting corresponding members 
of the resulting equations; the fact that this tensor is nonvanishing is a direct 
consequence of assumption A,. Further applications of the above assumptions 
will be made in the following sections of this article. 
III. BASIC DIFFERENTIAL RELATIONS 
By covariant differentiation of (1.7) we obtain 
h ABX~A;;~XF + h&&f;;, = 0. (3.1) 
Combining (3.1) with the equations which result from these relations by 
cyclic permutation of the indices 01, p, y we readily deduce that 
h ABX&x; = 0. 
HYPERSURFACES AND COMPATIBILITY CONDITIONS 231 
Hence for 01, 8, y fixed the quantities xiis and $ are the components of 
perpendicular vectors on Z; also, when LX and /I are held fixed, the quantities 
x$;~ are the components of a vector normal to Z. Hence 
x& = b,@NA, (3.2) 
where the b,, are functions of the surface coordinates P. The quantities b, 
are the coefficients of the second fundamental form of the hypersurface Z 
and are obviously of tensor character; moreover, the hap are symmetric in 
their indices 01 and /3 since the left members of (3.2) are symmetric in OL and /I 
as we see from the equations (2.1). 
It may be observed immediately that the b,, are continuous functions of 
the coordinates ZP of 2. In fact, if we multiply (3.2) by NA and sum on the 
repeated index A, we have 
b,, = - x&N,. (3.3 ) 
The continuity of the quantities b,, then follows from the continuity of the 
xtis and NA in the right members of these relations (see Section II). 
If we differentiate the second equation (1.5) covariantly, we obtain three 
equations which show that the quantities Nfa are the components of three 
vectors (corresponding to 01= 0,1,2) tangent to the surface Z. Hence these 
vectors can be expressed as a linear combination of the vectors defined by 
xt since the latter are tangent to Z and independent by hypothesis, i.e., 
by the assumption in Section I that the matrix 11 4 11 has rank 3. Hence we 
must have relations of the form 
N; = Dix;, (3.4) 
in which the 0: are functions of the coordinates ZP of the surface .Z. Next, 
differentiating the relations 
h xANB = 0 AB Q 9 
which express the condition that the vector N is normal to the surface Z, 
we obtain 
h A&?oNB + hAg,AN;B = 0. 
Then, eliminating the quantities xtis and N$ by the above substitutions (3.2) 
and (3.4), we find that the resulting equations can be written as 
D,B = a@ab,e. (3.5) 
5 
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Finally, when we eliminate the D! from (3.4) by the substitution (3.9, the 
desired formula for the quantities Nfx is obtained, namely, 
N$ = aatb,,xp. (3.6) 
Relations of the type (3.2) and (3.6) are, of course, well known from the 
theory of surfacesl; it was felt advisable, however, to give a cursory indication 
of the derivation of these relations in the light of the assumptions of Section II 
since questions of continuity and discontinuity are matters of primary im- 
portance in the present investigation. 
IV. SECOND ORDER COMPATIBILITY CONDITIONS AND THEIR APPLICATION 
It is readily seen that 
[~.4i9xl,a = k4ELCDI~~ = 0 (4.1) 
from assumption A, in Section II. Multiplying (4.1) by a@xF and summing 
on repeated indices, we now obtain 
[h‘&j,CDI (hDE + NDNE> = 0, 
when use is made of (1.11); or, in place of these relations, we can write 
[h /iiw#‘E = - Ch amIWNE = - Q,mNE. 
Solving the latter relations for [h,,,,] we have 
P,,,,l = - Q.mND = - QmNo (4.2) 
in view of the symmetry of the left members in the indices C and D. Multi- 
plication of the second set of equations in (4.2) by No and use of the fact 
that N is a unit spacelike vector now gives 
Q sac = - (Q..mNDWc = - A.mNc. (4.3) 
Finally, when we eliminate the quantities QABC from (4.2) by the substitution 
(4.3) we obtain the following set of relations 
[hm,cDl = ~ABNCND, (4.4) 
in which the quantities hAB are to be regarded as functions of the coordinates 
ua of the hypersurface Z. The conditions expressed by (4.4) are the second order 
compatibility conditions for the hypersurface Z. In this formulation the condi- 
1 See ref. 1. The difference of algebraic sign in the right members of (3.6) 
and the corresponding Weingarten equations, as given by McConnell, is connected 
with the fact that the form (1.1) is not positive definite. 
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tions (4.4) are essentially of geometrical character; however, they will decom- 
pose into relations which are commonly referred to as geometrical and 
kinematical compatibility conditions when we consider the space-time 
representation of these conditions in Section VII. 
The relations (4.4) can be solved for the quantities hAB by multiplication 
by hCD or NCND and summing, in either case, on the repeated indices C and D; 
thus we have 
The AAB are continuous functions of the surface coordinates u” of the hyper- 
surface Z since the quantities in the right members of the equations (4.5) are 
continuous functions of these coordinates. 
REMARK 1. Consider the equations 
[BABI - $ PI h,, = 4T,4Bl, (4.6) 
which express the conditions, resulting from the Einstein field equations, 
on discontinuities at points of the hypersurface L’; in these equations K is the 
so called gravitational constant, the TAB are the components of the energy 
tensor for the medium in question, the BAB are the components of the Ricci 
tensor for the space E, and B is the scalar curvature obtained by contraction 
of the Ricci tensor. Denoting by Bg, the components of the complete curva- 
ture tensor of E we have 
B&D=a$-$$ + . . . . (4.7) 
where the dots denote terms which are quadratic in the Christoffel symbols 
A$, and which are therefore continuous across L’ (see Section II). Substituting 
the expressions 
for the Christoffel symbols into (4.7) we readily find that these equations give 
[B&,1 = ~~AM([kw,,,l + [bD.MCI - h3C,MDl - kl4D.BC~)’ (4.8) 
The conditions (4.8) can now be used to determine the quantities [BAs] 
and [B] which appear in (4.6). Thus we have 
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When we substitute the values of the [BAB] and [B] so determined into the 
relations (4.6) and then eliminate the quantities [h,,,,,] by means of the 
equations (4.4), we arrive at the following set of equations, namely, 
h.4, + (XQB NQ) N/l + (hQ,4NQ) NB - (hPQAPQ) NANB 
- (hPQNPNQ + hPQhPQ) h,, = 2K[TAB]. (4.9) 
If we multiply both members of the above equations (4.9) by NB and sum 
on the repeated index B, we find that the left members of the resulting 
equations vanish identically so that we are left with the simple set of relations 
[TAB] NB = 0. 
The relations (4.10) express conditions on the discontinuities [TAB] in the com- 
ponents of the energy tensor T at the points of any timelike hypersurface 2 in 
the Einstein-Riemann space E under the assumptions2 stated in Section II. 
We have emphasized the circumstances under which the relations (4.10) 
have been proved since various authors appear to have used these relations 
inappropriately, e.g., when the conditions (2.3) are not satisfied, and as a 
consequence their results are open to question. 
REMARK 2. Let us put 
44dB = *** (4.11) 
Multiplying (4.9) by hAB, summing as indicated and using (4.1 l), the resulting 
equation can be written 
hABAA, = - #ANA - KhAB[TAB]. (4.12) 
When we make the substitution (4.12) and replace the combination hABNB 
by #A in accordance with (4.1 l), the equations (4.9) can be expressed as 
',4B + $BNA + $ANB + ($QNQ + ~hpQITml) NANB 
+ KhPQ[TpQ]h,, = 2K[T,B1* (4.13) 
* If assumption As in Section II is not satisfied we would have [TAB] = 0 and hence 
the equations (4.10) would be redundant. However, not all of the conditions contained 
in the assumptions Ai and As in Section II are used in the derivation of the equations 
(4.10), e.g., it suffices for the derivation of the equations (4.10) to assume that the 
functions @(u) are of class C? and that the functions h&#(x) are of class C2 in the 
domains D, and D, . The complete assumptions A, and A, are made to secure the 
results of Sections V and VI which are necessary for a comprehensive treatment of 
the timelike hypersurface C. 
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If we choose the #A arbitrarily and choose the quantities [TAB] subject only 
to the conditions (4.10) at a point of the hypersurface 2, the equations (4.13) 
determine the X,,. Also, if we multiply (4.13) by NB and sum on the index B 
the equations (4.13) reduce to the above relations (4.10). But this implies, 
since it is possible to recover the equations (4.9) from (4.13) when use is 
made of (4.11) and (4.12), that the equations (4.9) determine the quantities 
[TAB] only to within the conditions (4.10) and the hAB only to within a set 
of relations of the form (4.11) in which the #A are arbitrary. The arbitrariness 
involved in the determination of the hAB is clearly related to the arbitrariness 
in the choice of coordinates in the space E. 
V. COMPATIBILITY CONDITIONS OF HIGHER ORDER 
It was stated in Section II that the discontinuities [hAB,cD] are continuous 
functions of the coordinates ZP of the hypersurface Z. We now observe that 
the [hAB,cD] also admit continuous first partial derivatives with respect to the 
coordinates ua. Thus the existence of the first derivatives follows from the 
relations 
[h AB,CDLx = Pmmld (5.1) 
which are an immediate consequence of assumption A, in Section II, also, 
the continuity of the derivatives of [hAB,cD ] follows from the fact that the right 
members of (5.1) are continuous by assumption A,. One can conclude from 
the relations (4.5) that the quantities X,, have continuous first partial deriva- 
tives with respect to the coordinates ZP of 27. 
Now multiply (5.1) by a~%~ and make use of (1.11); solving the resulting 
equations for the quantities [hAAB,cD] we obtain relations of the form 
in which, for brevity, we have denoted the combination hEox! by xEs. Next 
multiply (5.2) in succession by ND and by NCND to obtain 
hz.cmlNcND = - h,,,,,lNPNQNRN, + [hAB,PQ],.NPNQaCLBxEB. (5.4) 
Using (5.3) to eliminate the quantities [hA,,,Q]NQ from (5.2) and then 
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removing the quantities [Iz,,,,.,o]NPNo thus introduced by means of (5.4) 
we find that the equations so obtained can be written 
Let us next make the substitution (4.4) in the right members of (5.5) and 
then carry out the operation of partial differentiation with respect to the 
coordinate ua as indicated in these equations. To simplify the expressions 
which thus arise let us choose x and u coordinate systems so that the Christof- 
fel symbols A& and AFy will vanish at the point P under consideration on 
the surface 2. Relative to these coordinate systems it can readily be shown 
that 
hB,P,I*.~P~Q = 44B.aT (5.6) 
[h.4B,CQl,,NQ = - ‘,4B,mNC - t4BNC,a, (5.7) 
at the point P. Making the substitutions (5.6) and (5.7) in (5.5) and also 
eliminating the remaining quantities [h,,,,,] in the last term in (5.5) by 
the direct substitution (4.4) the equations obtained can be written in the form 
P AWDEI = L?~C~D~E + @%B*,(~D~Excfl + w%%~ + GJ%%p) 
+ L3~“wY,,%%(? + k$L%P + %J%xEp)~ (5.8) 
where we have put 
ta, = - [h,,,pQ,]NPNQNR. (5.9) 
The partial derivatives NA,lx in (5.8) are identical with the corresponding 
components NAia of the covariant derivative of the vector N, because of the 
above selection of coordinates, as we see from the formula (2.2). Hence, 
eliminating these partial derivatives by the substitution (3.6), we find that 
the relations (5.8) can be written as 
in which the fAB are to be regarded as functions of the coordinates ua of the 
surface 2; the other quantities in these relations have been fully considered 
in the foregoing discussion. One may observe that the right members of 
(5.10) are symmetric in the indices A,B and also in the indices C,D,E in 
conformity with the symmetry of the left members of (5.10). The equations 
(5.10) give a form of the third order compatibility conditions for the timelike 
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hypersurface Z. It must be emphasized, however, that the conditions (5.10) 
are valid only at a selected point P of L’ and require the choice of the above 
special coordinate systems. 
REMARK. The partial derivatives hAB,lx in (5.10) are equal to the correspond- 
ing covariant derivative components hABidl at the point P of Z because of the 
above selection of coordinates. Replacing the Aas,a by A,,;, we see that the 
entire right member of (5.10), with the exception of the first term, is formally 
of tensor character as implied by the indices. We shall now show that the 
first term can be replaced by one which is also of formal tensor character. 
For this purpose we consider the transformation equations for the metric 
components hAB which are 
L,,(n) = h,*(x) $ ;;. (5.11) 
Differentiate the equations (5.11) partially with respect to 8, z?‘, and fl 
so as to obtain the transformation equations for the third order partial deriva- 
tives of hAB. When we evaluate these transformation equations at contiguous 
points on each side of the surface Z and form the difference of their corre- 
sponding members we find that 
Now multiply the above equations by i?ci?DlvE and introduce the quantities 
fpQ and EAB in accordance with (5.9); when we furthermore make the sub- 
stitutions (4.4) and eliminate the second derivatives of the coordinate trans- 
formation in the usual manner by the introduction of Christoffel symbols, 
the resulting equations reduce to 
5 
AB 
=[ !?$I% 
pQ axA a99 
(5.12) 
where 
t-PQ = 6PQ + 3(h,CA&ND XcQA,CDND - hpQA~,NDNENc, 
[A, = 5,~ + ~(AA&!T&JV~ + Xcp4~JVD - XABA~E~~~V~~C. 
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The quantities [,,* are therefore the components of a symmetric covariant tensor 
on Z under transformations of class C4 of the coordinates of the Einstein-Riemann 
space E. 
Since the above components {,, reduce to the corresponding components 
fAB under the conditions for which the equations (5.10) are valid it is clear 
that (5.10) can be replaced by 
in which the entire right member is now an expression of formal tensor charac- 
ter. The equations (5.13) can therefore be used for the direct construction of 
an invariant formulation of the third order dynamical conditions of compatibility 
which must be considered in certain physical problem?. 
Compatibility conditions of the fourth and higher orders can obviously 
be derived in a corresponding manner; but the derivation of such conditions 
will require an extension of the continuity assumptions A, and A, in Section II. 
VI. EQUATIONS OF GAUSS AND CODAZZI FOR TIMELIKE HYPERSURFACES 
AS we have observed the existence and continuity of the components 
a&u) of the metric tensor of the surface Z follow immediately from the 
equations (1.7) defining these components and the continuity assumptions 
in Section II; similarly, we have deduced the existence and continuity of the 
partial derivatives aG16,r from the equations 
which are obtained by differentiation of (1.7). However, a more cautious 
approach is necessary in extending this procedure to the second derivatives 
a as,v~ since the differentiation of (6.1) leads to equations containing the second 
derivatives hAB,CD which, according to assumption A, in Section II, are 
discontinuous at points of the surface 2. Let us therefore view the surface 2Y 
specifically as part of the domain D, introduced in Section II and confine 
our attention exclusively to this domain. It then follows from (6.1) that 
where the symbol (1) is used in these relations as an indication that the 
quantities involved are evaluated on the side of Z facing the domain D1 
and the dots denote terms which are continuous across Z. As so defined 
8 See ref. 2 for an application of third order dynamical conditions of compatibility 
to a physical problem. 
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the second derivatives a$$6 are continuous functions of the coordinates ua 
of Z since all quantities in the right members of (6.2) are continuous from 
the continuity assumptions in Section II. Replacing the domain D, in this 
consideration by the domain D, we now have the following equations in 
place of (6.2), namely, 
a(2) 
a&ya - - h!&-,x,Ax;x;x; + . . . . 
Subtracting corresponding members of (6.2) and (6.3) we obtain 
But the right members of (6.4) are seen to vanish when we make the substitu- 
tion (4.4). Hence the derivatives acij16 and a$rs are equal and can con- 
sequently be denoted by am,+8 without ambiguity. Thus the second derivatives 
a aB,ra of the metric components a&u) have a unique determination and are 
continuous functions of the coordinates u” of the surface 2. 
It follows from the above result that the partial derivatives of the Christoffel 
symbols LP&, exist and are continuous on Z. To treat the question of the differ- 
entiability of the Christoffel symbols (l& when evaluated on the surface .ZY 
we begin by differentiating the equations defining these symbols to obtain 
where the designation (1) has its previous significance and the dots again 
denote terms which are continuous across 2. Combining (6.5) and the corre- 
sponding relations involving evaluations on the side of .Z facing the domain 
D, we now have 
Since the right members of (6.6) vanish when we make the substitution (4.4) 
we see, as above, that the derivatives (1& G( , are uniquely determined and are 
continuous functions of the coordinates ua of the surface Z. As an immediate 
consequence of this result it follows that 
LCXJ x,” = 0. (6.7) 
In other words the value of the combination A&&j’ is independent of the 
side of the surface Z on which the evaluation is made. 
The above italicized statement expresses an important fact inasmuch 
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as it enables us to define the second covariant derivatives of the mixed space 
and surface vectors having the components XC by the usual formula, i.e., 
since the derivatives A&, , which occur implicitly in the right members of 
these relations are involved, as we see from (2.1), only in the above combina- 
tion A& nx,D which has an unambiguous determination on the surface JZ’; 
also it follows from (6.8) that the components ,‘c:;~~ are continuous functions 
of the surface coordinates. Let us finally observe that the tensor components 
NC exist and are continuous functions of the coordinates ZP of Z on account 
of the relations (2.2), and a similar remark can be made concerning the 
quantities babiv which are determined by covariant differentiation of (3.3). 
We are now in a position to differentiate the equations (3.2) covariantly 
and hence to obtain relations of the form 
when use is made of the equations (3.6). Constructing the integrability con- 
ditions of (6.9) we can proceed to derive the following two sets of equations 
B %%fJ = b,,b,, - b,,b,, + B,,,,x,RX;x;x:. (6.10) 
b @iY - b,,,;p = - BA,,,NAx:x;x;, (6.11) 
in which the Basra and the BABco are the components of the curvature tensors 
of the surface Z and the space E respectively. The equations (6.10) and (6.11) 
are the equations of Gauss and Codaxxi for the timelike hypersurface Z. Details 
of the derivation of the equations (6.10) and (6.11) from (6.9) can be found 
in most books on differential geometry [3] and will therefore be omitted; 
we emphasize however that the components BABCD may have different values 
on the two sides of the surface Z, but the values of these components on either 
side of .Z can be used in the above formulation of the Gauss and Codazzi 
equations. 
VII. SPACE-TIME REPRESENTATIONS 
Let us assume that the region of the Einstein-Riemann space E under 
consideration, i.e., the region J containing the surface Z, can be covered 
by a system of space-time coordinates t, x1, x2, xa relative to which ds2 is 
given by4 
ds2 = Pdt2 - gijdxidxi, (i, j = 1, 2, 3) (7.1) 
4 A discussion of the transformations from arbitrary coordinates to the space-time 
system, based on recognized existence theorems for systems of differential equations, 
has been given by Thomas [4]. 
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where t is to be identified with the variable x0 in the foregoing discussion 
and the quantities V2 and g,, are continuous and differentiable functions of 
the variables t, x1, x2, x3 in accordance with the assumption A, in Section II; 
also, the gij in (7.1) are the coefficients of a positive definite quadratic differ- 
ential form 
do2 = g,,dxidxi. (7.2) 
As in (7.1) and (7.2) 1 ower case Latin indices will henceforth have the range 
1,2,3 and will be summed over this range in accordance with the summation 
convention. Any time section t = const. of the region ] can now be regarded 
as a three-dimensional Riemann space R(t) in the strict sense with metric 
defined by (7.2). If, in particular, the hypersurface Z is the boundary of a 
four-dimensional world tube associated with a moving material body in the 
space E, then the section t = const. of Z will be a closed two-dimensional 
surface S(t) which will represent the boundary of the body in the space R(t) 
at the time t in question. This point of view will be taken in the following 
discussion. 
Now consider the equations (1.2) which define the hypersurface ,Z in the 
space E. From the inequality aoo > 0 in Section I we have 
a, = h&fxf = V”(xZ)” - gij xix; > 0. 
But gij& 2 0 since (7.2) is positive definite and hence +$ f: 0. We can 
therefore solve the equation @O(u) = t for ~0 by the implicit function theorem 
and this solution can be used to eliminate the parameter ~0 from the three 
functions @(u) in (1.2). Thus we see that the equations 
x0 = t* , xi = xyt, 22, US), (7.3) 
in which t corresponds to ~0, can be taken as the parametric equations of the 
hypersurface ,Z in the space-time coordinate system. Obviously the functions 
xi(t, ul, u2), which are of class C3 by assumption A, in Section II, give the 
parametric representation of the above surface s(t). Moreover, we see that 
S(t) will be a regular surface since the matrix 
II 4 1 x2 Xl 2 4 x2 4 II 
has rank 2 as follows immediately from the form of the matrix j 1 x,” 11 in the 
space-time system and the fact that this latter matrix has rank 3 by hypo- 
thesis (see Section I). 
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To interpret the vector components NA in the space-time coordinate system 
we first consider the equations 
h,,x:NB = 0; h,4,NAN* = - 1, 
which are valid over the hypersurface Z. In the space-time coordinate system 
these equations become 
V?r,ON’ - gijx;N’ = 0, (7.4) 
vz(NO)2 - g,,NiNj = - 1. (7.5) 
When we (a) take 01= 0 and (b) restrict 01 to the values 1,2 the equations 
(7.4) give 
V2No - gi,x;N’ = 0, (7.6) 
g,xRNj = 0, (a = 1, 2), (7.7) 
respectively on account of (7.3). But the quantities xi and xi are the compo- 
nents of two independent vectors, tangent to the surface S(t), in the Riemann 
space R(t). Hence (7.7) implies that the components Ni are proportional to 
the components ui of the unit vector u normal to the surface S(t), i.e., 
Ni = hi. (7.8) 
Eliminating the components Ni by means of (7.8) the equations (7.5) and 
(7.6) now become 
V2(N0)2 - k2 = - 1, 
V2No - kv,x; = 0. 
(7.9) 
(7.10) 
It is easily seen that 
SXi ate 
- = Gui = x; + xi _ 
St & 9 (c4=1,2), 
(7.11) 
where the symbol 6 denotes differentiation in the direction of the normal v 
to the surface S(t) and G is the corresponding normal coordinate 
velocity of S(t). Taking account of the fact that the quantities QX”; and 
v,x~, vanish over S(t) it follows that G = vfxi from the relations (7.11); 
hence the equation (7.10) becomes 
V2N0 = kG. (7.12) 
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The quantity K cannot vanish as may be seen from (7.9). Hence, choosing 
k > 0 for definiteness, it readily follows from the above equations (7.8) 
(7.9), and (7.12) that 
NO = 
G 
Pv’l - G2/ V2 
; Ni = dr~‘C2,v2 , 
No = 
G -Ui 
,//1 - G2/V2 ; Ni=jl _ G2/V2 ' (7.14) 
where the covariant components NA are of course obtained by lowering the 
index of the contravariant components NA by means of the metric tensor 
of the Einstein-Riemann space E. 
It is evident that this procedure can be applied to all quantities and equa- 
tions in the foregoing sections and that it will, in particular, unable us to 
represent the discontinuity or compatibility conditions as conditions over the 
surface S(t) of the moving body.5 When so expressed certain of these condi- 
tions will appear to be of purely geometrical character while others can be 
interpreted as kinematical in their nature. However, some of the equations 
encountered in this space-time representation are extremely unwieldly and 
for this reason it would appear advisable in any general theoretical investiga- 
tion to retain, if possible, the formalism based on the three-dimensional 
hypersurface 15 in the Einstein-Riemann space with which we have been 
concerned in the preceding sections. But in the special case for which the 
surface S(t) is stationary, i.e., when the functions xi(t, U) in the equations 
(7.3) are independent of the time t, the relations in question are not unduly 
complicated. We shall therefore illustrate the procedures involved in the 
transition to the space-time representation of previous results by treating 
the stationary case in some detail; this will be done in the following section. 
VIII. STATIONARY SURFACES 
We shall now assume that the surface S(t), introduced in Section VII, 
is a stationary surface S having the parametric equations 
x0 = t’ > xi = xyu1, 22) (8.1) 
relative to the space-time coordinate system; for this case the above equations 
(7.13) and (7.14) reduce immediately to 
61n this connection see Edelen and Thomas [5]. 
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As an aid in writing certain of the following equations we shall restrict 
the indices p, V, (T, 7 to the values 1 and 2 in this section. Then, from the 
equations (1.7), we have 
a o” = h,,x&~ = ho0 = v”, 
aoz = h ABxfx: = h,,x,O = 0, (8.3) 
where we have used g,, to denote the components of the fundamental metric 
tensor of the surface S. Using the values (8.3) of the a’s, the relations over 
the surface S, corresponding to the relations (1.11) for the hypersurface Z, 
can readily be obtained. In fact, taking A, B = i, j in (1.11) and making the 
substitution (8.2) for the components Ni, we find that 
in which the g”” are the contravariant components of the metric tensor of S. 
For A,B = 0,O and A,B = 0, j the equations (1 .l 1) are identically satisfied; 
hence, all the relations resulting from (1.11) are given by (8.4). 
In the above discussion we have denoted the Christoffel symbols for the 
Einstein-Riemann E and the hypersurface Z by LI& and LI&, respectively. 
We now denote by I’& the Christoffel symbols for the Riemann space R 
having the metric defined by (7.2) and by r$ the Christoffel symbols for 
the two dimensional surface S. Then we have 
(10 _ 1 agil, flo = _1_ av /Jo = 1 av 
(8.5) 
)k 3727jp Ok v&i+ 00 V-Z’ 
as an immediate consequence of the form (7.1) giving the metric in the space- 
time coordinate system. Also, it follows from the metric form (1.6) for the 
surface 2 that 
when account is taken of the equations (8.3). As a first application of these 
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relations let us take A = i and 01 = (T in the equations (2.2); for these values 
of the indices the equations (2.2) become 
where the quantities in the extreme right members are the components of the 
tensor determined by covariant differentiation of the vector u on the surface 
S. Other choices of the indices A and ~1 in (2.2) lead to the equations 
N;. _ avi I 1 a&k 
at 
- k, 
2 at 
3 
No = ’ av k 
;0 v ax"' * 
Let us now consider the relationship between the second fundamenta1 
forms for the surfaces .Z and S. Taking A, OL, /3 = i, u, T respectively in 
(3.2) and making use of the formula (2.1) and the relations (8.5) and (8.6), 
we find that 
x& = b,$, (8.8) 
in which the quantities xi;, are the components of the covariant derivative, 
based on the metric of the surface S, of the mixed tensor defined by xi on S. 
Hence the b, are the coeficients of the second fundamental form of the surface S 
since the equations (8.8) are identical with the usual equations defining these 
coe#icients. If we replace A, 01, /3 by i, u, 0 and then by i, 0,O in (3.2) we obtain 
b,, = $ a&‘k -xiv”; boo = V$J~. at (8.9) 
When A = 0 the equations (3.2) are satisfied identically. Equations (8.8) 
and (8.9) give the determination of the components b, on the surface S. 
The details of these calculations are left to the reader. 
Combining (8.7) with the corresponding equations (3.6) we obtain the 
equations for the components of the covariant derivative of the vector v 
on the surface S, namely, 
I$ = - g’““b,,x:. 
This is the usual formula for the quantities v(~ since the bGp in (8.10) are the 
coefficients of the second fundamental form of the surface S by the above 
italicized result. 
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In the special case under consideration the compatibility conditions (4.4) 
can be expressed by writing 
THOMAS 
PV2 
ciivlcvm; ~ = [ 1 axkaxm GlOVk%7 
[*I = [z$q = [EL] = [dgl] = 0, 
with Cij = - hij and C,, = A,,; this follows readily from the relations 
(8.2) and the fact that A, = 0 since hsj vanishes in the space-time system. 
There is no difficulty in forming the corresponding equations for the third 
order compatibility conditions (5.13) nor for the Gauss and Codazzi equations 
in Section VI but the explicitly construction of these equations will be omitted 
pending their application to specific physical problems. It is our belief, 
based in part on the success of the related theory of instability [6] in predicting 
surfaces of fracture in elastic-plastic materials, that the theory of the disconti- 
nuities associated with stationary surfaces in Einstein-Riemann spaces will 
provide the mathematical ground work for significant new developments 
in the physics of the space-time continuum. 
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