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R u d o l f Fritsch 
Eine geometrische Hinführung zum inneren Produkt 
Aus axiomatischen Forderungen an die Begriffe „Länge" und „senkrecht" wird unter Zuhilfenahme von 
elementargeometrischen Tatsachen das innere Produkt als eine positiv definite, symmetrische Bilinear-
form auf einem reellen Vektorraum hergeleitet. Den formalen Beweisen wird dabei soweit möglich eine 
anschauliche Begründung vorausgeschickt. Zum Schluß wird auch gezeigt, wie man umgekehrt von einem 
inneren Produkt zu „Länge" und „senkrecht" kommt. 
Die Lehrpläne für die Leistungskurse in Linearer Algebra sehen z .T. eine sehr ausführ­
liche Behandlung des inneren Produkts vor. Deswegen hat sich der Verfasser bei der von 
i h m i m Studienjahr 1977/78 gehaltenen Anfängervorlesung über Lineare Algebra 
bemüht, die Einführung des inneren Produktes elementargeometrisch - unter Voraus­
setzung von Kenntnissen aus der Mittelstufe des Gymnasiums zu begründen; Anregungen 
dazu fanden sich in Aufsätzen von G . Pickert [4] und F. Ostermann [3]. D ie nachstehen­
den Überlegungen bilden eine überarbeitete Fassung des Vorlesungsmanuskripts und 
natürlich nur das „wissenschaftliche" Skelett für das angestrebte Z i e l ; das „didaktische" 
Fleisch ist bei der unterrichtlichen Behandlung noch zu ergänzen. 
Das innere Produkt bildet in der didaktischen Literatur ein Thema mit Variationen. M a n 
braucht sich dazu nur den Aufsatz von V . D r u m m [1] anzusehen, dessen Ausführungen 
in vielen Punkten mit unseren Ansichten übereinstimmen. Insofern handelt es sich hier 
nur um noch eine Variat ion. Es scheint allerdings doch ein grundsätzlicher Meinungs­
unterschied über die Rol le zu bestehen, die dem inneren Produkt i m gymnasialen Unter­
richt zukommt. Beim Studium von [1] gewinnt man den Eindruck, daß dort das Wesen 
des inneren Produktes als eines selbständigen Gegenstandes mathematischer Betrach­
tung durchleuchtet werden soll. Dagegen sind wir der Auffassung, daß es sich u m ein 
Handwerkszeug handelt, das sich in der geometrischen Anwendung bewähren muß. Es 
ist zuzugeben, daß der Inhalt von [1] vielleicht näher an den ausgearbeiteten Lehrplänen 
orientiert ist; aber was soll denn das in Baden-Württemberg formulierte Lernzie l : „Die 
Definit ion der Skalarmult ipl ikat ion w i s s e n : . . . Entscheiden können, ob eine vorgegebene 
A b b i l d u n g von y χ V nach IR eine Skalarmult ipl ikat ion ist", wenn hinterher nicht damit 
gearbeitet wird. A l s Anwendungsfeld bietet sich vor allem die 3-dimensionale Elementar­
geometrie an ; man hätte damit eine Möglichkeit, das räumliche Anschauungsvermögen 
zu pflegen, das nach dem völligen Verschwinden von Stereometrie und Darstellender 
Geometrie brach darnieder liegt. 1 Unser Z ie l ist deshalb, von anschaulichen Begriffen 
Länge und senkrecht direkt zum abstrakten inneren Produkt durchzustoßen. Dabei 
wollen wir auf Nebenwege wie allgemeine Eichkurven und Purismus wie möglichst 
saubere Trennung von Längen- und Orthogonalitätsaxiomen verzichten. Außerdem sind 
wir natürlich an einem dimensionsfreien Zugang interessiert, der sich aus der Darstellung 
in [1] nur mit etwas Mühe entwickeln läßt. 
1 Mit den grundsätzlichen Ausführungen von L. Führer in [2] zum Geometrie-Unterricht in der Ober­
stufe stimmen wir vollständig überein ! 
134 D d M 2, 1980(133-147) 
U m eventuellen Angriffen wegen Ungenauigkeit oder Schlamperei vorzubeugen, wird 
für den folgenden Text ausdrücklich vereinbart: Wenn auf die Anschauung Bezug ge­
nommen wird, ist ein Vektor nichts anderes als ein Element, oder kürzer: ein Punkt, 
in einem fRn. Gelehrt kann man das so ausdrücken: W i r fassen einen V e k t o r r a u m als punk­
tierten affinen Punktraum auf. 
N u n sei y ein für allemal ein reeller Vektorraum. 
Wie kann man nun mit Y einen Längen begriff in Verbindung bringen? Anschaul ich ist 
die Länge eines Vektors nichts anderes als sein Abstand v o m Ursprung. A l s o sollten wir 
eine F u n k t i o n , d. h. eine A b b i l d u n g haben, die jedem Vektor χ in If eine nicht-negative 
reelle Z a h l 1 χ zuordnet, symbolisch 
χ ι—• \x 
( U m zu viele K l a m m e r n zu vermeiden, schreiben wir - wie bei den trigonometrischen 
Funkt ionen allgemein üblich - 1 χ für die Länge von χ anstelle von 1 (JC), was man nach 
anderen Gebräuchen vielleicht erwarten würde.) 
Zunächst stellen wir fest, daß eine solche F u n k t i o n durch die Vektorraumstruktur von Y 
nicht eindeutig bestimmt sein kann. Im fR2, und damit in jedem Untervektorraum von 
[R2, haben wir die durch den Satz des Pythagoras gegebene Längenfunktion. Die von 
(1,0) bzw. (1,1) erzeugten Untervektorräume (Figur 1) des fR2 sind i somorph; es gibt z .B. 
einen durch die Zuordnung 
(1,0) h+ (1,1) 
bestimmten Isomorphismus. Dieser ist aber nicht mit Längen verträglich, denn 
1 (1,0) = 1 
aber 
1 (1 ,0=1/2. 
Fig. 1 
„Länge" ist also ein zusätzliches Strukturdatum für einen Vektorraum. N u n wird man 
aber nicht jede A b b i l d u n g 
r — IR+ 
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als Länge ansprechen wollen, sondern gewisse, in der Anschauung begründete Eigenschaf­
ten fordern. Für konkrete Berechnungen stellt sich zusätzlich das Problem der expliziten 
Beschreibung der Funktionsvorschrift . 
Welche Eigenschaften sollte eine Längenfunktion 1 erfüllen? A u f der H a n d liegen doch 
wohl die beiden folgenden Forderungen: 
(LO) 1 je ist genau dann 0, wenn χ der Nul lvektor ist. 
(L 1 ) Für alle reellen Zahlen λ gilt 
\(λχ) = \λ\- \x. 
E i n wichtiger Spezialfall von (LI ) ist (man setze λ = — 1): 
(LI ') 1 ( - J C ) = 1 J C . 
Bevor wir weitere Forderungen an 1 stellen, wollen wir uns kurz der Orthogonalität zu­
wenden. Anschaul ich sind zwei Vektoren x,y senkrecht zueinander, wenn sie zusammen 
mit dem Ursprung ein rechtwinkliges Dreieck (Figur 2) bilden, mit dem rechten W i n k e l 
am Ursprung, symbolisch 
χ JL y · 
Daraus sieht man zunächst, daß es sich bei dieser Orthogonalität u m eine zweistellige 
Relation handelt. Ähnlich wie beim Längenbegriff kann man feststellen, daß eine Vek­
torraumstruktur verschiedene Orthogonalitätsrelationen zuläßt. D i e elementargeome­
trische Orthogonalität läßt sich mit der Längenfunktion beschreiben, entweder durch 
den Satz des Pythagoras (Figur 3): 
χ 1 y genau dann, wenn 
( l x ) 2 + (l>0 2 = ( l (x - }>) ) 2 
oder mit Hilfe der Tatsache, daß ein Parallelogramm genau dann ein Rechteck ist, 
wenn die Diagonalen gleichlang sind (Fig. 4): 
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y 
χ 1 y genau dann, wenn 
l (x + 3>) = l(x-yl 
D i e Darstellung von V . D r u m m in [1] geht v o m Satz des Pythagoras aus; dem V o r b i l d 
F . Ostermanns [3] und G . Pickerts [4] folgend wählen wir die zweite Möglichkeit. W i r 
ordnen also jeder F u n k t i o n —• fR + eine zweistellige Relat ion 1 zu durch 
l = {(x,y)er-r\\(x + y)= l{x-y)}. 
Wie üblich schreiben wir dann kurz „xJLj>" an Stelle von „(x,y)e J_". W i r sagen dann : 
„JC ist senkrecht zu y" oder „je steht senkrecht auf y". Offensichtlich steht jeder Vektor 
senkrecht auf dem Nul lvektor , d. h. 
χ 1 0 für alle χ e Ψ*. 
Erfüllt die F u n k t i o n 1 die Bedingung (LT) , so ist die Relat ion 1 symmetrisch; dann gilt 
auch 
0 1 χ für alle x e f . 
Die weiteren Bedingungen an eine Längenfunktion formulieren wir nun mit Hilfe der 
Orthogonalität. Es sollte doch wohl so sein, daß die Gesamtheit der Vektoren, auf denen 
ein gegebener Vektor senkrecht steht, einen Untervektorraum von Y bildet. Diese Über­
legung führt zu den Forderungen 
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(L2) A u s x l y und x l z folgt x l y + z (Figur5). 
(L3) A u s x l y folgt xlky für alle JleIR (Figurò). 
D e r entscheidende Punkt fehlt allerdings noch. W i r müssen verlangen, daß man von einem 
Vektor auf die durch den Nul lvektor und einen von N u l l verschiedenen Vektor bestimmte 
Gerade ein eindeutig bestimmtes L o t fallen kann. Dies bedeutet formal (Fig. 7) 
(L4) Z u jedem Paar x,j> von Vektoren mit χ =j=0 gibt es genau eine reelle Z a h l α mit 
je 1 y — αχ . 
N u n kommt der gedanklich vielleicht wichtigste Schritt. Eine Aussage der F o r m : „Zu 
jedem. . . gibt es genau e i n . . . " ist ja nichts anderes als eine Abbildungsvorschrif t ! D ie 
Bedingung (L4) verlangt also die Existenz einer bestimmten A b b i l d u n g und das ange­
strebte Zie l , das innere Produkt , wird sich nun durch Manipulat ionen an dieser A b b i l d u n g 
ergeben. W i r bezeichnen diese A b b i l d u n g mit dem Symbol s und bemühen uns zunächst 
um eine formale Beschreibung: Der Definitionsbereich von s besteht aus allen Paaren 
(x,y) von Vektoren mit χ Φ θ ; der Wertbereich ist fR. δ ist also eine F u n k t i o n ( = A b b i l ­
dung mit Wertebereich fR) in zwei Variablen, symbolisch 
s: ( f \ { 0 } ) x f ^ fR. 
Die Bedingung (L4) nimmt nun die folgende F o r m an: 
(L4') Es gibt genau eine F u n k t i o n 
s: ( ι Τ \ { 0 } ) χ τ Τ - > fR mit 
χ 1 y - s (χ, y) · χ für alle (χ, y) e (τΤ \ {0} ) χ τΤ. 
Für das weitere ist es nützlich, die F u n k t i o n È z u einer auf ganz τΓχτΓ definierten F u n k ­
tion s mit Werten in fR zu erweitern. D a z u setzen wir 
Anschaul ich ist klar, daß es sich hierbei u m keine „stetige" Fortsetzung von s handeln 
kann. U m das einzusehen wählen wir χ € y\ {0} und y e y mit §{x,y) Φ 0, sowie eine 
Nullfolge (Ai) in fR*. D a n n hat man (jedenfalls i m ,Anschauungsraum") 
Fig. 7 α χ χ 
's (x, y), falls xer\{0},yer . 
0, falls x = 0 e f , y e f . 
k.x —> 0 aber s(AjX,v) . —• oo φ s(0,,y) = 0 . 
i —• 00 ΐ —• 00 
Daß diese Erweiterung von è zu s trotzdem vernünftig ist, wird sich i m folgenden zeigen. 
Das Stetigkeitsproblem wird dadurch aus der Welt geschafft, daß bei den Anwendungen 
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die F u n k t i o n s immer noch mit einer weiteren F u n k t i o n multipliziert w i r d , so daß das 
Produkt dann global stetig ist. Diese Situation ist aus der Analysis durchaus bekannt. D ie 
auf IR* definierte F u n k t i o n Î : χ ι—> sin ~ ist zwar stetig, läßt sich aber nicht stetig auf IR 
fortsetzen. Definiert man aber f : fR —• fR durch 
_ ( Î X , X G fR* 
ί χ - J0 , x = 0 e f R , 
so ist die F u n k t i o n χ h-> χ · fx stetig auf ganz fR. 
Im folgenden werden wir zeigen, daß jede Längenfunktion mit den Eigenschaften (LO) 
bis (L4) ein inneres Produkt bestimmt, aus dem sie sich zurückgewinnen läßt. D a z u 
benötigen wir weitere Eigenschaften der F u n k t i o n s, die man i m Unterr icht auf jeden 
F a l l elementargeometrisch plausibel machen sollte. O b man dann die formale Rück­
führung auf (LO) bis (L4) noch vornimmt oder wiederum sagt, wir betrachten nur Län­
genfunktionen, deren zugehöriges s diese elementargeometrisch vernünftigen Eigenschaf­
ten hat, hängt von den jeweiligen Rahmenbedingungen ab. 
Unmittelbar klar ist jedenfalls: 
(50) es ist s(x,y) = 0 genau dann, wenn x l y gilt. 
(Gelehrt ausgedrückt: D i e Relat ion J_ ist genau die Nullstellenmenge von s; das ist be­
reits ein G r u n d dafür, daß die Erweiterung von s zu s vernünftig ist). 
A l s nächstes bemerken wir, daß s in der zweiten Variablen linear ist: 
(51) s ist in der 2. Variablen additiv, d. h. es gilt 
s(x,y + z) = s(x,y) + s (x ,z) für alle χ , ^ , ζ ε ι Γ 
Elementargeometrisch ergibt sich dies aus Parallelogrammeigenschaften (s. F ig . 8): 
ßx αχ yx χ 
Fig. 8 
D i e Verbindungsstrecke von 0 und αχ ist „parallelgleich" zur Verbindungsstrecke von 
ζ und ζ -h αχ. 
Letztere ist wiederum parallelgleich zur Verbindungsstrecke von β χ und y χ. Also ist 
y = <x + ß. 
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Die Rückführung auf (LO) bis (L4) verläuft folgendermaßen: O . w . E . sei χ Φ 0. 
W i r setzen α = s (χ, y) und β = s (χ, ζ). 
D a n n ist χLy - αχ und χ ± ζ — β χ, also nach (L2) 
x l y + z-{a + ß)x. 
A u s (L4) folgt nun 
s{x,y + z) = α + β = s (χ, y) + s(jc,z). qed. 
(S2) s ist in der 2. Variablen homogen, d.h. es gilt 
s(x,Ày) = Às(x,y) für alle x^ysV und AefR (Fig.9) 
Das ist natürlich ein Spezialfall des Vierstreckensatzes und ergibt sich so: 
Ist xly — αχ, dann ist wegen (L3) auch 
χ IXy — λαχ, also s(x, Xy) = λα . qed. 
N u n betrachten wir das Verhalten von s in der ersten Var iablen; das ist keineswegs linear, 
weder additiv, noch homogen. Es gilt - und darauf beruht die schon erwähnte Unstetig-
keit von s: 
(S3) s ist in der 1. Variablen antihomogen, d.h. es gilt : 
s(Àx,y) = y s (χ, y) für alle x,yei^, Λ e IR*. 
V o m elementaren Standpunkt aus ist das die triviale Gle ichung 
αχ = γ (Αχ). 
Λ 
Der Bezug zu (LO) bis (L4) ist ein klein wenig komplizierter. O . w . E . können wir wieder 
χ Φ 0 annehmen. Ist dann x l y — αχ, so folgt aus ( L T ) - wie bereits gezeigt - y — αχ 1 χ, 
α 
aus (L 3) dann y — αχλλχ und wieder aus (L Γ) λχ J_ y — αχ. Wegen y — αχ = y — — λχ 
und (L4) ergibt sich daraus 
λ α χ αχ χ 
Fig. 9 
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s (Αχ,y) = j = -js (χ,y), qed. 
Eine interessantere Eigenschaft dieser eng mit der Orthogonalität verbundenen F u n k t i o n 
s ist die Tatsache, daß man mit ihrer Hilfe die Längengleichheit charakterisieren kann. 
(S4) Die Vektoren x j e f haben genau dann gleiche Länge, wenn gilt 
s(x + y,x) = s(x + y,y). 
Die Gleichung besagt - i m F a l l χ + y φ 0 - daß die von χ und y auf die Verbindungs­
gerade von 0 und χ + y gefällten Lote den gleichen Fußpunkt haben, daß also die 
Diagonalen in dem von 0 ; x , x + y und y gebildeten Paral lelogramm aufeinander senk­
recht stehen (Fig. 10 u. 11). Das ist aber genau dann der F a l l , wenn dieses Parallelogramm 
eine Raute ist, d. h. wenn 1 χ — 1 y gilt. 
y 
Fig. 11 
D i e Able i tung aus den , A x i o m e n " ist einfach: Wegen 2 Φ 0 und (L1) ist \x=\y gleich­
wertig mit 1 (2x) = 1 (2y). Diese Gleichung läßt sich aber verkomplizieren zu 
l({x + y) + {x-y))=l({x + y)-{x-y))9 
was definitionsgemäß besagt 
χ + y J_ χ — y. 
N a c h (SO) ist dies äquivalent zu s (χ φ y, χ — y) = 0 und die Additivität von s in der 2. V a ­
riablen (S 1) gestattet die U m f o r m u n g z u 
s(x + y,x) = s(x + y,y). qed. 
D a m i t können wir eine gewisse Symmetrie-Eigenschaft der Längenfunktion herleiten: 
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(S5) Für alle x , y e ^ mit l x = l y und alle AefR gilt (Fig. 12) 
l ( A x - y ) = l ( A y - x ) . 
Fig. 12 
Elementargeometrisch ist das eine Konsequenz aus der Kongruenz der Dreiecke 
(Ο,Αχ,Αχ — y) und (Q.XyAy - χ), 
die sich nach sws aus dem Z-Winkelsatz ergibt. D ie axiomatische Methode erfordert hier 
eine kleine Rechnung: N a c h (S4) genügt es zu zeigen 
s(Ax - y + Xy - χ, λχ - y) = s(Ax — y + Ay — χ, ky — χ). 
Das aber gleichbedeutend mit 
s((A - l ) (x + y),Xx - y) = s((A - l ) (x + y\Xy - x). 
D a z u berechnen wir i m F a l l Α φ 1 
s ( ( A - l ) ( x + 3 ; ) , A x - ^ ) ( ~ ) 
( s= A · s ((A - 1) (χ + yU) - s ((A - 1) (χ Φ y\y) (= 
λ -s(x + y,x) - —-!—s(x + y,y) = 
(52) A - 1 A - 1 (S3) 
= ^r——s(x + y , y ) — Λ V s(x + y,x) = . . . = 
(53) X- 1 V A - 1 (S2) (SI) 
( = ) s ( ( A - l ) (x + y), Ay - x ) . 
Im Fa l l A = 1 ergibt sich die Behauptung aus ( L T ) , qed. 
N u n stellen wir die Frage nach der Symmetrie der F u n k t i o n s, also nach einem Vergleich 
von s(x,y) und s(y,x). A u s der Elementargeometrie (s. F ig . 13) entnehmen wir zunächst 
die Ähnlichkeit der Dreiecke (0,ax,y) und (0 ,ßy,x) , woraus folgt 
142 D d M 2, 1980 (133-147) 
1(αχ): \(ßy) = ly: l x 
oder 
1(αχ)· \x= \ (ßy)' ly. 
A u s ( L I ) folgt dann 
Entnehmen wir der Anschauung (Fig. 14 u. 15), daß s(x,y) und s(y\x) immer gleiches 
Vorzeichen haben (positiv, falls das Dreieck (0,x,y) bei 0 einen spitzen W i n k e l hat, sonst 
negativ), so ergibt sich 
s ( x , ^ ) - ( l x ) 2 = s(>; ,x)-(l^) 2 . 
Fig. 14 
Fig. 15 
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Das führt uns zu 
(S6) S ind x,y e Ψ* mit s(x,y) Φ 0 gegeben, so ist genau dann 
s(x,y) = s(j>,x), wenn \x=\y ist. 
Der formale Bezug dieser Aussage zu den vorhergehenden erfordert etwas A u f w a n d : Sei 
zunächst 1 χ = 1 y; dann gilt für α = s(x,y) 
χ _L y — αχ , 
d. h. nach Definit ion der Orthogonalität 
1 (x + y — αχ) = 1 (χ — y + α χ ) . 
N a c h (L Γ) ist diese Aussage äquivalent zu 
l ( ( a - l ) x - y ) = l ( ( a + l ) x - ^ ) . 
M i t (S5) folgt nun (λ = (α - 1)) bzw. Χ = (α + 1) 
l ( ( a - l ) y - x ) = I ( ( a + l ) y - x ) , 
d.h. (wiederum unter Benutzung von L Γ) 
y ±x-(xy . 
A l s o ist 
s()?,x) = a = s (x ,y ) . 
Z u m Beweis der U m k e h r u n g sei s(x,y) = s(y,x) φΟ. D a n n sind nach (SO) χ und y von 
lx 
0 verschieden. N a c h (LO) können wir nun λ = — bilden und erhalten 
ly 
\x=\(Xy) 
mit λ > 0. A u s dem bereits Bewiesenen folgt nun 
s(x,Ay) = s(Ay,x). 
Wegen der Linear i tat von s in der 2. Variablen (S2) und des reziproken Verhaltens von 
s in der 1. Variablen (S3) ist dies äquivalent zu 
Xs(x,y)= js(y,x). 
A u s der Voraussetzung folgt nun 
λ = | d.h. λ2 = \. 
Wegen λ > 0 ergibt das 
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also nach der Definit ion von 
1 χ = \y . qed. 
D a es in einem vom N u l l r a u m verschiedenen Vektorraum nun aber immer Vektoren ver­
schiedener Länge gibt, falls nur die zugrundegelegte Längenfunktion die Eigenschaft 
(L 1) besitzt, wird die von uns betrachtete F u n k t i o n s i .a. nicht symmetrisch sein. Unsere 
Analyse des Symmetrieproblems zeigt aber, daß die auch auf YxY definierte F u n k t i o n 
C>:(x,jO - <x,y} = s(x,y)-(\x)2 
symmetrisch sein sollte. D a m i t sind wir auf die F u n k t i o n gestoßen, die es uns erlauben 
wird , Fragen der Länge und der Orthogonalität rechnerisch zu behandeln. Zunächst 
kann man nachprüfen: 
(PI) D i e F u n k t i o n <, > ist symmetrisch, d.h. es gilt 
<x,y> = <y,jc> für alle x,yeY 
(natürlich unter der Voraussetzung, daß die angenommene Längenfunktion die Eigen­
schaften (LO) bis (L4) erfüllt). 
1 χ 
D a z u können wir o. w. E. JC =f= 0 φ y annehmen und die positive reelle Z a h l λ = — 
definieren. D a n n gilt \x = 1 (Xy) und wir finden: y 
<x,y> = s(x,y) · (1 x)2 = J s(xfky) · ( Ix ) 2 = j s{Xy,x) · ( 1 x)2 = 
= s(j>,x) · (1 x)2 = s(y,x) ' (1 y)2 = <y,x> · qed. 
Unsere neue F u n k t i o n hat aber noch weitere schöne Eigenschaften, die wir gleich heraus­
arbeiten wollen. 
(P2) D ie F u n k t i o n <, > ist positiv définit, d. h. 
<x,x> = 0 für x = 0 e ^ 
< x , x > > 0 für alle x e f \{0}. 
W i r können uns wieder auf den F a l l χ φ 0 , also 1 χ Φ 0 beschränken. D a n n ist 
x l x - l - x , d.h. s ( x , x ) = l und <x,x> = s(x,x) · (1 x ) 2 = (1 x ) 2 > 0 . qed. 
Schließlich gilt 
(P3) D ie F u n k t i o n <, > ist eine Bil inearform auf τΓ, d.h. eine F u n k t i o n Yxf-» fR, 
die in jeder Variablen linear ist. 
Die F u n k t i o n <, > entsteht aus der F u n k t i o n s durch Hinzunahme eines nur von der 
ersten Variablen abhängigen Mult ipl ikators . Dabei wird die für s gegebene Linearität 
in der 2. Variablen nicht gestört, also ist auch <, > linear in der 2. Variablen. Wegen der 
Symmetrie (P1) ist <, > dann auch linear in der 1. Variablen, also bilinear. qed. 
Bei dieser Gelegenheit kann man bemerken, daß der M u l t i p l i k a t o r ( l x ) 2 auch das früher 
angesprochene Stetigkeitsproblem löst, die Linearität von <, > in der ersten Variablen 
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impliziert ja auch die Stetigkeit in dieser Variablen. D i e globale Stetigkeit interessiert 
i m Gymnasialunterricht ja sicher nicht. 
M a n setzt oft zur Abkürzung 
χ y = <*>}>>· 
D a n n folgen aus der Bilinearität die Rechenregeln 
χ · (y -f z) = χ · y + je · z, (x 4- z) * ζ = je · ζ + y ζ , 
die die F o r m von Distributivgesetzen haben. A u s diesem G r u n d werden solche F u n k t i o ­
nen auch als Produkte bezeichnet. Genauer definiert man : 
E i n inneres Produkt für y ist eine positiv definite, symmetrische Bil inearform auf y . 
W i r haben gesehen, daß jede Längenfunktion für y, die die A x i o m e (LO) bis (L4) erfüllt, 
zu einem inneren Produkt für y führt. D i e Längenfunktion ist durch das assoziierte 
innere Produkt eindeutig bestimmt, denn offensichtlich gilt 
1 je = j/<x,x> für alle χ e y . 
N o c h schärfer können wir formulieren : 
Ist <, > ein inneres Produkt für y, so liefert die Festsetzung 
1 je = |/<x,x> für alle χ e y 
eine Längenfunktion für y, die die Eigenschaften (LO) bis (L4) erfüllt. Dabei gilt für alle 
x,y e y 
x l y ο <x,.y> = 0 . 
Beweis: (LO), d.h. 1 _ 1 0 = {0} folgt aus der positiven Definitheit (P2) von <, >. Die B i l i ­
nearität (P3) liefert 
1 {λχ) = ]/<λχ,λχ} = \/λ2<jc,jt> = · j/<jc,jc> = |A| · 1 χ , also (LI ) . 
N u n müssen wir die aus der hier definierten Längenfunktion abgeleitete Orthogonalität 
studieren. Sie läßt sich erwartungsgemäß durch <, > ausdrücken. Die Definit ion sagt 
1 = {(x,y) eyxy\\(x + y) = \(x-y)}. 
D a 1 nach Definit ion nur nichtnegative Werte annimmt, ist die Bedingung 1 (x + y) = 
\(x—y) gleichbedeutend mit 
{\(x + y))2 = (\(x-y))\ 
d.h. <x + 3?,x + >^ = <x- y,x- y} . 
Wegen der Bilinearität von <, > (P3) läßt sich diese Gleichung mit Hil fe der binomischen 
Formel transformieren in 
2<χ,3>>= - 2 < x , y > , 
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d.h. <x,y> = 0 . 
A l s o haben wir 
± = {(x,y)erx<r\(x,yy = o}. 
D a m i t folgt (L2) aus (P3) 
<x,j>> = 0 und <*,>>> = 0 => <x,j; + z> = <x,);> + <x,z> = 0 
und ebenso (L3) 
<x,y> = 0 => (χ,λγ) = λ(Χίγ}=0. 
Schließlich behauptet (L4), daß die Gleichung 
<x,y — ajc) = 0 
für χ 4=0 und beliebiges y e y eine eindeutig bestimmte Lösung α hat. N a c h (P3) ist 
diese Gleichung äquivalent zu 
<x,y> - a < x , x > = 0 . 
Wegen der positiven Definitheit und χ Φ 0 ist aber α = ^ x ' y ^ die eindeutige Lösung 
dieser Gleichung. *> q e c j 
Längenfunktionen mit den Eigenschaften (LO) bis (L4) und innere Produkte entsprechen 
sich also eindeutig. 
D i e Beziehung wird durch die Gleichungen 
1 χ = j/<x,x> für alle χ e Y 
<x,y> = | ( ( l x ) 2 + ( l y ) 2 - ( l ( x - y ) ) 2 ) füralle x,yer 
hergestellt. (Die 2. Gle ichung ergibt sich aus der folgenden Rechnung: 
( 1 (x - y))2 = <x - y ,χ - y} = <x,x> - 2<x, y> + <y,y> = 
= ( l x ) 2 - 2 < x , y > + ( l > 0 2 ) . 
Die Linearitätseigenschaften machen das Hantieren mit inneren Produkten einfacher als 
mit Längenfunktionen. Z u expliziten Rechnungen genügt es j a die Werte eines inneren 
Produkts auf Paaren von Vektoren aus einer festgewählten Basis zu kennen - das führt 
zur Beschreibung der inneren Produkte mit Hi l fe von Matr izen und Matr izenmult ip l i ­
kation. Außerdem hat man ein einfaches, leicht auswertbares K r i t e r i u m für die Orthogo­
nalität: 
x l y genau dann, wenn <x,y> = 0 . 
Das müßte als M o t i v a t i o n für die inneren Produkte genügen. H a t man die Darstellbar­
keit innerer Produkte durch Matr izen gewonnen, so schließt sich die Frage an, welche 
Matr izen innere Produkte darstellen. M a n sollte dazu nicht das K r i t e r i u m über die Haupt­
minoren entwickeln, sondern das Schmidtsche Orthonormalisierungsverfahren anwenden. 
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Der Algor i thmus läßt sich genau dann für die kanonische Basis des fRn durchführen, 
wenn die M a t r i x ein inneres Produkt beschreibt. Insbesondere in den höheren Dimensio­
nen sind dazu weniger Schritte erforderlich als zur Berechnung der Hauptminoren. 
Anschrift des Verfassers: Professor Dr. Rudolf Fritsch, Werner-Sombart-Str. 4, 7750 Konstanz. 
Eingangsdatum: 29.9.1979. 
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