The random-phase approximation with second-order screened exchange (RPA+SOSEX) is a model of electron correlation energy with two caveats: its accuracy depends on an arbitrary choice of mean field, and it scales as O(n 5 ) operations and O(n 3 ) memory for n electrons. We derive a new algorithm that reduces its scaling to O(n 3 ) operations and O(n 2 ) memory using controlled approximations and a new self-consistent field that approximates Brueckner coupled-cluster doubles (BCCD) theory with RPA+SOSEX, referred to as Brueckner RPA (BRPA) theory. The algorithm comparably reduces the scaling of second-order Møller-Plesset (MP2) perturbation theory with smaller cost prefactors than RPA+SOSEX. Within a semiempirical model, we study H 2 dissociation to test accuracy and H n rings to verify scaling.
I. INTRODUCTION
Density functional theory (DFT) and coupled-cluster (CC) theory are the two dominant paradigms for the computation of many-electron ground states with complementary capabilities. Both theories are built upon the independent-orbital and selfconsistent field (SCF) structure of Hartree-Fock (HF) theory 1 . DFT proves the existence of an exact density functional 2 for which there are approximations 3, 4 enabling routine simulation of thousands of electrons 5 that scale as O(n 3 ) operations and O(n 2 ) memory for n electrons. CC theory is a systematically improvable hierarchy of methods 6 indexed by p ≥ 2 that scale as O(n 2p+2 ) operations and O(n 2p ) memory. In practice, DFT is limited by accuracy and CC theory is limited by cost.
The random phase approximation (RPA) is a natural point of convergence in the ongoing development of CC theory and DFT. RPA emerges from truncated versions of CC methods as reduced-complexity methods that retain a significant fraction of the CC correlation energy 7 . RPA also occurs when DFT is used to approximate the polarization function in the adiabaticconnection fluctuation-dissipation formula for the correlation energy 8 . This formula might become a part of more accurate density functionals, but it has a higher cost and complexity 9 than conventional density functionals. In both cases, a balance of cost and accuracy is being sought with RPA.
The electron correlation energy model that we consider in this paper is the RPA correlation energy plus the second-order screened exchange (SOSEX) energy 10 . RPA+SOSEX is exact for one electron and to second order in perturbation theory. It agrees with quantum Monte Carlo benchmarks of the uniform electron gas 11 to within 0.002 Ha/electron 12 . Benchmarks on inhomogeneous systems show mean absolute errors of 0.002 Ha/atom for cohesive energies of solids in a 5-solid test set 10 , 0.008 Ha/molecule for atomization energies of molecules in the G2-1 test set 13 , and 0.010 Ha/atom for correlation energies of first and second row atoms 13 . These atomic and molecular RPA+SOSEX results approach but fail to surpass the accuracy of second-order Møller-Plesset (MP2) perturbation theory 14, 15 and the B3LYP density functional 16 . Also, any RPA+SOSEX energy depends on a mean field choice and is not unique 10 .
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The goal of this paper is to further develop RPA+SOSEX as a compromise between the cost of DFT and the accuracy of CC theory. Known algorithms for RPA+SOSEX 10 and similar models 15 require O(n 5 ) operations and either O(n 3 ) or O(n 4 ) memory. By utilizing an auxiliary basis set 17 , fast interaction kernel summation 18 , and a low-rank approximation of energy denominators 19 , we design a new algorithm to reduce the cost to O(n 3 ) operations and O(n 2 ) memory. We define a precise RPA+SOSEX total energy with a unique choice of mean field based on Brueckner orbitals 20 that is designed to approximate Brueckner coupled-cluster doubles (BCCD) theory 21 . This is referred to as Brueckner RPA (BRPA) theory.
It is important to be pragmatic about the short-term value of BRPA theory and a fast RPA+SOSEX algorithm. Despite its construction, BRPA is not a good approximation of BCCD. The approximations used to retain the RPA+SOSEX form are too crude. For a given basis, a fast RPA+SOSEX calculation will have a large cost relative to conventional DFT. With the continued reduction of average errors in density functionals 22 and a correlation of DFT and RPA error outliers 23 , it is unclear whether the cost is warranted without additional research.
The paper proceeds as follows. BRPA theory is derived in Sec. II as a truncation of BCCD theory. The SCF structure of BRPA theory is emphasized. The three main components of a fast RPA+SOSEX algorithm are introduced in Sec. III. This includes a nonstandard choice of primary and auxiliary basis, which simplifies the cost accounting and algorithm design. In Sec. IV, the tensor structure in existing RPA algorithms 9, 15 is reviewed and extended to RPA+SOSEX. The novel structure of RPA+SOSEX theory enables a significant reduction in the number of its variables. Fast and conventional RPA+SOSEX algorithms are designed in Sec. V as pseudocode. A detailed leading-order cost analysis is given instead of a crude scaling analysis. We study applications to a semiempirical H n model in Sec. VI. The accuracy of BRPA theory is tested on H 2 , and the scaling of RPA+SOSEX algorithms is confirmed with H n calculations for large n. The implications for future work are discussed in Sec. VII. This includes implementation in established electronic structure codes, basis set convergence problems, and further development of correlation models. We conclude in Sec. VIII with a brief consideration of RPA as a distinct electronic structure paradigm.
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II. BRUECKNER RPA (BRPA) THEORY
The common origin of all post-HF methods is the manyelectron Hamiltonian in second quantization notation 1 ,
whereĉ p are the fermion lowering operators of spin-orbitals. Spin-orbital indices are labeled by {p, q, r, s}. Any tensor or product of tensors with repeated indices has an implicit sum over those indices unless they appear unrepeated in a tensor or product of tensors or in an explicit sum in the same equation. This notation is related to the standard bracket notation 1 as
where x and y are spin-space coordinates, h(x, y) is the singleelectron Hamiltonian, V(x, y) is the inter-electron interaction, φ p (x) are the spin-orbital wavefunctions, and X pq rs = X pq rs − X pq sr is a tensor antisymmetrization operation. The operators have symmetries h(x, y) = h(y, x)
or equivalently a Fock operator in spin-space,
with the canonical SCF structure between φ p (x) and f 0 (x, y). The total energy consistent with the Fock matrix is
The orbital energies are approximate excitation energies,
which is known as Koopmans' theorem 24 . † aĉi }). We use nonstandard notation to simplify the tensor form of the BCCD equations. The first isT = The second is a non-Hermitian Brueckner matrix 21 ,
This reduces the total energy to a form similar to Eq. (6b),
Also, the single-excitation equations simplify to b a i = 0. The most complicated part of BCCD theory is the doubleexcitation equations. We separate out a "ring" tensor,
which simplifies the remaining equations to 
Only T ab i j appears in the BCCD tensor equations. Changes in T ab i j that do not alter T ab i j are a redundancy in the theory.
B. BRPA as a truncation of BCCD
We construct BRPA theory by truncating the BCCD tensor equations to extract the RPA+SOSEX correlation model. We crudely attempt to minimize errors by minimizing the number of truncations. Only Eq. (12) is truncated by (1) removing the "ladder" terms on the second line of the equation, (2) reducing the ring tensor to a "direct-ring" tensor, R 
and ( 
These are known as the RPA Riccati equations 7 . They have a unique, positive-definite "stabilizing" solution 25 that evolves over V ab i j ⇒ λV ab i j from the unique λ → 0 solution to λ = 1. C. Self-consistent field structure of BRPA In conjunction with Eqs. (13) and (14) , it is convenient to describe BRPA theory with SCF structure. We expand Eq. (4) to the diagonalization of a generalized Fock matrix,
with a static and Hermitian self-energy matrix, Σ p q , in analogy to many-body Green's function theory 1 . With the choice 
It is convenient to write Σ p q using a non-Hermitian matrix, 
The inner SCF cycle can be avoided by using a first-order approximation for T ab i j instead of solving Eq. (17),
q , which is similar to a canonical transformation MP2 (CT-MP2) theory 26 . Other theories use σ p0 q to calculate E but calculate { p , φ p (x)} using an inconsistent Σ p q . Brueckner CC2 (BCC2) theory 27 uses
and conventional MP2 theory uses Σ p q ⇒ 0. A generalized Koopmans' theorem 28 applies when E and { p , φ p (x)} are calculated from the same T ab i j and Σ p q ,
which generalizes Eq. (7). We assume b p q to be real for p = q. This partially corrects for the absence of electron correlation in Koopmans' theorem, but it still has an "orbital relaxation" error. Because solutions to the BRPA equations depend on the choice of orbital occupations, p is not exactly the difference between a pair of converged BRPA total energies. In contrast, many-body Green's function theory is formally exact 29 .
III. FAST ALGORITHM COMPONENTS
None of the three components of the fast BRPA algorithm are fundamentally new. However, some details of their use are nonstandard. We review these details and how they compare with modern standards in the Gaussian-orbital and planewavepseudopotential electronic structure methodologies.
A. Primary and auxiliary local basis sets
In this paper, we use a grid in x with αn points as both the primary and auxiliary basis, labeled by {x, y, z, w}. α is a basis set efficiency factor. The relation between primary and orbital fermion operators isâ x = φ pxĉp with orthonormal structure, φ px φ * py = δ xy . Single-electron operators in the primary basis are X xy = φ px X p q φ * qy . This notation transparently interchanges with basis-free notation (e.g. φ p (x) ⇔ φ px ). In terms ofâ x ,
with number operators,n x =â † xâx , and a "kernel", V xy , from
This is similar to a tensor hypercontraction (THC) form 30 xyz , {x, y} are primary basis indices, and z is an auxiliary basis index. These primary and auxiliary bases need not be orthogonal or equal, but we assume both to simplify method development.
In Gaussian-orbital electronic structure, both primary and auxiliary basis functions are atom-centered polynomials times Gaussians. The resolution-of-identity (RI) form of V pq rs is
for primary, f x (x), and auxiliary, g z (x), basis functions and a matrix inverse, ' −1 '. The RI vertex is not sparse, which is also the case in Cholesky 31 and pseudospectral 32 decompositions. The THC vertex is sparse but requires O(α 4 n 4 ) operations to be calculated at present 30 . In a standard RI-RPA calculation 9 , α = 14.5 for the cc-pVTZ basis and α = 40.5 for its auxiliary basis 33 of a frozen-core C atom (n = 4). In planewave-pseudopotential electronic structure, all the basis functions are planewaves, but pseudopotentials augment the primary basis inside atomic spheres 34 . No augmentation of the auxiliary basis is a source of errors when core-valence polarization is important 35 . Planewaves have a sparse vertex because the fast Fourier transform (FFT) enables efficient grid operations. Also, the Coulomb kernel, V xy , is diagonal in the planewave basis. In a standard planewave RPA calculation 35 , α = 57.3 for the primary basis and α = 28.3 for the auxiliary basis of a frozen-core C atom in diamond at equilibrium.
B. Low-rank energy denominator approximation
In this paper, we build low-rank approximations to energy denominators using numerical quadratures of three integrals. The first integral is over the imaginary frequency axis,
with ω ai = a − i > 0 and a quadrature of β 1 points, ω e , and weights, Ω e , indexed by {e, f, g}. We use a permuted index, e, to write a required quadrature symmetry: ω e = ω * e = −ω e and Ω e = Ω * e = Ω e . The remaining two integrals are 36 , the quadrature sizes are
without an explicit n-dependence.
is zero or very small, a low-energy cutoff must be introduced.
In conjunction with Eq. (25), the fast RPA algorithm also requires an approximate product closure relation,
For e f , this equation is closed by partial fractions,
For e = f , this requires coefficients, ∇ e f , of a finite difference approximation to −
It is a standard linear approximation problem that we solve by minimizing a root-mean-square (RMS) error metric,
In practice, we find that ε FD is proportional to ε Q .
Numerical quadratures of the Laplace transform 19 are an alternative low-rank energy denominator approximation, 
Numerical methods for calculating quadratures are known 37 . The main advantage of Eq. (31) over Eqs. (25) and (26) is the single quadrature summation rather than nested summations. However, Eqs. (25) and (26) have better numerical behavior in the case of complex orbital energies and lead to equations with connections to many-body Green's function theory 29 . Kernel interpolation (i.e. skeleton decomposition 38 ) is yet another low-rank approximation of energy denominators,
It is not based on reduction of an integral to quadrature, thus it does not have a simple exact limiting expression. However, it is exact if ω ai or ω b j is in {ω e } and may be efficient for treating isolated spectral features and large interior energy gaps.
C. Fast summation of the interaction kernel
In this paper, fast V xy summation methods are accounted for by assigning O(αγn) operations to ρ x → V xy ρ y . γ is an efficiency factor with either weak or no n-dependence for fast methods. Further details are not important for cost analysis.
Fast V xy summation methods are ubiquitous in electronic structure. FFTs are used in planewave-pseudopotential codes to solve the Poisson equation and apply the Hamiltonian to an orbital. The fast multiple method (FMM) is used in Gaussianorbital codes to efficiently calculate the matrix elements of the Hartree potential 39 . Except for planewave calculations of the Fock exchange 40 , these fast methods are not a bottleneck and their γ values do not contribute to the leading-order cost.
The leading-order cost of the fast BRPA algorithm has a dependence on γ. This is commonly the case for classical nbody simulations of electrostatics in molecular dynamics and gravity in astrophysics. As a result, the method development in those fields has been driven to develop new fast summation techniques. Such modern innovations include the accelerated cartesian expansion 41 (ACE), multilevel summation method 42 (MSM), and hierarchical matrix decompositions 43 . However, electronic structure applications have special requirements for summation methods such as the ability to treat point nuclei, smooth valence electron charge, and the multiple length scales of core electron charge in a unified framework. Applications such as BRPA might motivate this type of development.
Fast summation methods exist for other V xy besides the Coulomb kernel. The fast BRPA algorithm applies to any V xy for which γ is small for any reason. Such generality might be appealing, but further improvements to accuracy or efficiency could result from better use of structure within the Coulomb kernel and elementary operations beyond just ρ x → V xy ρ y . An example is the low off-diagonal rank of the Coulomb kernel shared by a general class of structured matrices 43 .
IV. RPA TENSOR STRUCTURE
There are three distinct approaches to calculating the RPA correlation energy. The first is calculating T ab i j by solving the RPA Riccati equation in Eq. (14) and evaluating
The RPA Riccati equation is equivalent to the RPA symplectic eigenvalue problem 7 that determines electron-hole excitation energies. E RPA c is also half the sum of the difference between these excitation energies and the corresponding energies in the Tamm-Dancoff approximation 8 . These energies are the poles of frequency-dependent polarization functions and this sum is extracted from them by the residue theorem when used on the adiabatic-connection fluctuation-dissipation (ACFD) formula for E RPA c . This formula can be rearranged as
where C pq rs is the correlated part of the RPA two-body density matrix averaged over interaction strength 44 . We use the wellstudied structure of C pq rs as a reference point for the discussion of structure in T ab i j , which has yet to be elucidated.
A. Adiabatic-connection fluctuation-dissipation RPA
In an auxiliary basis, the ACFD formula for E RPA c is 8
where P λ xy (ω) is the RPA polarization function for interaction strength λ. P λ xy (ω) is defined in relation to its λ = 0 value as
The screened Coulomb interaction is related to P λ xy (ω) as
Using Eq. (37b), we encapsulate λ in Eq. (35) with
and extract C pq rs by splitting P 0 xy (ω) over its internal indices,
Other forms 
It enables a reduction of Eq. (41) to Dyson-like equations,
, and an analytic reconstruction of A xy (ω ai ) with the form
for a closed counterclockwise contour Γ separating −ω ai from the poles of A xy (−ω), which are disjoint if A xy (ω ai ) is finite. We maximize the superficial similarity of C pq rs and T ab i j by again regrouping terms in T ab i j and applying Eq. (25), are numerically similar for small molecules 15 . In a BRPA calculation based on Sec. II C, T ab i j will appear in its own calculation and also in the calculation of σ 
V. FAST ALGORITHM DESIGN
Here we design fast and conventional algorithms for MP2 and RPA+SOSEX calculations. In each of these four designs, we begin by identifying the tensor equations to be evaluated. Many of these equations are sufficiently complicated that an algorithm for efficient evaluation is not immediately obvious. We use simple pseudocode to decompose these equations into intermediate variables and elementary operations. Algorithm costs are then easy to account for in the pseudocode. Without the simple primary and auxiliary basis sets in Sec. III A, this design process becomes significantly more difficult. Even so, the results here demonstrate what is possible with a practical basis set if sufficient effort is given to algorithm design.
The pseudocode is grouped into functions. Memory usage is delineated at the beginning of the function declaration with inputs then outputs separated by a semicolon in the function argument and a workspace statement that lists all temporary variables. The body of each function contains 'for' loops and elementary 'A := B' operations that denote the calculation of expression B and its storage in variable A. Each bottleneck is commented with its leading-order operation count in the cost polynomial of {α, β 1 , β 2 , β 3 , γ, n}. We count as one operation each addition, multiplication, and division. Real and complex are not distinguished in operation and variable counts.
The basic design strategies for minimizing cost are reuse of calculations and avoidance of concurrent data storage. All computational costs that are leading order in n are arranged as either matrix-matrix multiplications with the minimum matrix dimension maximized or as fast V xy summations. This choice hides the cost of data movement in efficient implementations of linear algebra and V xy summation. These strategies suffice for the design of serial algorithms, but parallel algorithms will need to explicitly account for communication costs.
A common element of the four algorithms is calculation of σ p0 q or σ p q directly in the primary basis. The SCF equations from Sec. II C in the primary basis are analogous to Eq. (5),
with E and Σ p q also calculated in the primary basis. 
X ix := V xy X iy 7:
for each i do 
and recast the SCF inner loop as solving R a ix = 0. Algorithm 2 calculates R a ix with O(α 3 n 5 ) operations and O(α 2 n 3 ) memory. As in the MP2 case, the operation count is the same as other RPA+SOSEX algorithms 10 , but avoiding the storage of T ab i j reduces the O(α 2 n 4 ) memory cost. Algorithm 3 calculates σ xy using Eqs. (40) and (46g). It is comparable in cost with the R a ix inner loop calculations, which violates the assumption in Sec. II C of an inexpensive inner loop. As a result, it is more efficient to calculate R a ix and σ xy concurrently and solve the orbital self-consistency and R a ix = 0 problems simultaneously. There will be one iterative cycle as opposed to inner iterations nested within outer iterations. This is an example of modifying the overall design of an algorithm based on a change in the relative cost of its components. for each a do for each i do 
With Eqs. (25) and ( 47 . Neither method uses fast V xy summation, which enables the extra factor of n speedup in the new algorithm. for each i do 
with A e xy A xy (ω e ). Using Eq. (28), this reduces Eq. (43) to 
for ω ∈ {ω ai }. These equations are equivalent to R e xy = 0 for In terms of half-transformed Green's functions,
Eqs. (25), (26), (28), (40), and (42) 
This bears some resemblance to the approximate THC-CCSD form 48 operations, and without concurrent storage it must be evaluated twice overall. Without the simple primary and auxiliary basis structure from Sec. III A, pseudocode that is equivalent to Algorithm 6 will become significantly longer and more difficult to design. for each y do 
VI. APPLICATIONS
Before committing further to its development, it is prudent to test the accuracy of BRPA theory against other popular total energy methods and performance of the fast MP2 and BRPA algorithms against their conventional counterparts. Direct use of the algorithms in Sec. V is possible for Hamiltonians that are limited to a zero-differential-overlap (ZDO) form 49 . There have been proposals to calculate electron correlation within a semiempirical framework 50 , but they remains undeveloped. We consider H n because it gives us fine control over the number of electrons and also because H 2 is the simplest twoelectron molecule with an internal coordinate. The ZDO form of H 2 is an extended Hubbard model with α = 2 and
in the notation of Eq. (22) . It has a natural pairwise extension to the n > 2 case. Separate H 2 and H n Hamiltonians are fit in Appendix B. The H 2 version is fit to reproduce exact, HF, and MP2 total energies. The H n version is fit to a simple distancedependent form that gives proper asymptotic behavior. These models have limited transferability, which is a standard caveat of semiempirical modeling with simple Hamiltonian forms.
A. Accuracy of BRPA on H 2 Symmetric dissociation of H 2 is used as a critical test of new electron correlation methods [51] [52] [53] . The model in Eq. (57) has simple formulas for HF, MP2, BRPA, and exact energies,
Dissociation curves are shown in Fig. 1a . BRPA is a uniform improvement over HF but has three times the error of MP2 or B3LYP at equilibrium. These methods fail at dissociation, but BRPA is stable at twice the B3LYP error as MP2 diverges.
RPA+SOSEX total energies are strongly modulated by the choice of mean field. As shown in Fig. 1c , errors in H 2 near equilibrium can be corrected by significantly reducing the gap. This is typical behavior, and the smaller orbital gaps in DFT reference mean fields systematically improve total energies 54 over HF-based calculations 14 . Reducing gaps to reduce errors conflicts with the generalized Koopmans theorem in Eq. (21) that requires the BRPA gap to approximate the physical gap. On H 2 , BRPA increases the HF gap towards the exact gap, but some methods for calculating excitations such as GW theory decrease the HF gap 53 . One possible resolution is to derive an RPA+SOSEX model where orbital energies are not required to approximate electron addition and removal energies, such as by modifying P λ xy (ω) in Eq. (35) with exchange terms 55 .
Dissociation failures can be fixed by enabling symmetry breaking in the reference state. As shown in Fig. 1d , the error now peaks at around twice the equilibrium bond length. MP2 now has uniformly less error than BRPA, but BRPA fixes the derivative discontinuity in the MP2 energy surface. Symmetry breaking is needed for size consistency at this level of theory when considering the dissociation of a closed-shell molecule into open-shell fragments. It also serves as a simple model of static correlation. Broken symmetries can be restored with a projection 56 , but the resulting total energy corrections are not size consistent. An accurate, size-consistent model of electron correlation should be able to repair symmetries broken by the reference state accurately but not necessarily exactly.
A single example such as H 2 is not enough to determine error statistics and compare the average errors of total energy methods. However, while errors on a system as important and simple as H 2 remain large, it suffices to discount methods. 
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B. Scaling of BRPA on H n
We benchmark the algorithms in Sec. V on H n rings, with the intent to produce representative scaling behavior and not necessarily to optimize performance. To this end, we consider only n = 4m + 2 for a closed shell and a finite orbital gap. We use an HF mean field in all calculations to enable the use of common quadratures. The algorithm runtimes are comparable to per-iteration costs and a full self-consistent calculation will have number of iterations as an additional cost multiplier.
The HF orbital gap decreases as ∆ ≈ 2.7n −0.83 . Using the quadrature formulas in Appendix A with errors that are set to ε Q = 10 −5 , the quadrature sizes are observed to increase as
These are not asymptotic scalings. When the orbital gap falls below a numerical low-energy cutoff, we will add an artificial gap comparable to this cutoff that limits quadrature size. Benchmarks are measured on a c implementation 57 . The HF Hamiltonian matrix is diagonalized with the dsyev routine in lapack 58 . Tensors are contracted with the real dgemm and complex zgemm routines in blas 59 . A conversion factor from runtimes to operation counts is determined by timing the 2n 3 operations of n-by-n matrix-matrix multiplications in dgemm calls for large n. Conventional algorithms use real arithmetic, while fast algorithms use complex arithmetic. The increased cost of complex arithmetic is mitigated by using symmetry 60 . V xy ρ y is summed with fftw 61 . For regular behavior of γ, we further restrict H n to n = 2 p − 2 and embed V xy ρ y in a cyclic convolution of size 2 p+1 . We observe an fftw scaling of
Other fast summation methods 18 avoid a ln n prefactor. Benchmark results are shown in Fig. 2 . The runtimes are compared to the model estimates summarized in Table I . The agreement is good, and all discrepancies can be rationalized. The inBRPAf cost is increased 50% by complex arithmetic 60 . The excess cost of MP2f is caused by zgemm calls with small O(β 1 ) matrix dimensions. The excess cost of outBRPAf is caused by subleading-order terms with large prefactors. Fast and conventional calculations agree to 10 −7 Ha in σ xy . In the cost model, the crossover between conventional and fast runtimes occurs at n = 62 for MP2 and n = 422 for BRPA. As all algorithms have an O(α 3 ) scaling, larger basis sets will not shift the crossover. Other prefactors will but are indicative of realistic values as quadrature sizes are reported 9,35 from 16 to 40 and the FFT is a standard fast summation method. 
VII. DISCUSSION
A natural continuation of the research in this paper is the extension of the algorithms in Sec. V for implementation in established electronic structure codes. For a Gaussian-orbital code, this means nontrivial overlap matrices between primary basis functions and between pairs of primary basis functions and auxiliary basis functions. It needs an implementation of THC or some other decomposition of V pq rs with a sparse vertex tensor and a Gaussian-compatible FMM 39 . This combination of features is not yet available in any code. For a planewavepseudopotential code, algorithms for periodic systems need to be developed. Suitable FFT and grid operations for efficient V pq rs decomposition are widely available in these codes.
An orthogonal direction for continued research is further development of basic algorithms and numerical analysis that improve cubic-scaling correlation models. One such direction is analysis of the slow basis set convergence that is a universal detriment to non-DFT electron correlation models. Another is the development of more accurate correlation models that are restricted to O(α 3 n 3 ) operations and O(α 2 n 2 ) memory. These two directions are discussed in more detail below.
A. The operator approximation problem
The α prefactor depends on the choice of basis set. Basis construction is widely considered as a function approximation problem of electron orbitals. It is usually focused on occupied orbitals, their response to perturbations, and low-lying virtual orbitals. Larger α values improve their approximation, while smaller α values reduce costs. The number of virtual orbitals defined by the basis set is also determined by α.
Slow basis set convergence manifests in the virtual orbital summations in MP2 and related calculations. Convergence is often accelerated with basis set extrapolation to avoid large α values 63 . In wavefunction-based methods, slow convergence is attributed to electron-electron cusps in the wavefunction 64 that are corrected by R12/F12 65 or Jastrow 66 methods. In the fast algorithms in Sec. V, there are only operators and their finite-basis errors instead of summations over virtual orbitals or wavefunction cusps. In the case of a spinless nonrelativistic Hamiltonian, the BRPA operator variables asymptote to
as | x − y| → 0. These singularities converges slowly with basis set size and are better approximated by functions of | x − y|. The efficient and accurate representation of A(x, y, ω) and G(x, y, ω) is an operator approximation problem. G(x, y, ω) is the simplest case where we seek to satisfy
The conventional approach is to approximate G(x, y, ω) with a sum of pairwise products of basis functions. The possibilities beyond this include basis operators that are added linearly or as pairwise products and the direct modeling of singularities. An operator-based approach can also use spatial localization 67 that does not manifest in molecular orbitals. These ideas form a distinct alternative to orbital function approximation.
B. The cost-restricted electron correlation problem
The BRPA model developed in this paper is in the class of RPA models, but it is derived from BCCD theory. Historically, the mathematical structure of RPA has emerged from multiple theories: resummation of diagrammatic perturbation theory 68 , boson approximation of electron-hole excitation operators 69 , equations-of-motion for ground state annihilation operators 70 , integration of response functions over interaction strength 71 , integration of Slater determinants over generator variables 72 , 1/N expansion in N interacting copies of the Hilbert space 73 , total energy functionals of the many-body Green's function 29 , and an adaptation of interaction strength integration to DFT 74 . This diverse set of theoretical ideas is responsible for the large number of modern RPA variants 54, 75, 76 . Much like DFT, there is no rigorous delineation on what can be incorporated into an RPA model of electron correlation energy.
The results of this paper suggest a delineation of models based on computational complexity: a cost strictly bound by a scaling of O(n 3 ) operations and O(n 2 ) memory with a limit on the form of allowed approximations. Other approximations such as orbital localization 77 and stochastic sampling 78, 79 can further reduce the scaling of MP2-like methods but introduce localization length and number of samples as complications. A critical question is whether or not these cost restrictions are sufficient to enable method development based on the direct approximation of a quantum state as in CC theory or if it is to be confined to the indirect and often empirical development that is characteristic of modern DFT 80 .
VIII. CONCLUSIONS
The results of this paper cross an important threshold. For the first time, the computational cost of an electron correlation model with a direct connection to an underlying wavefunction has been reduced to the canonical cost of an SCF calculation, O(n 3 ) operations and O(n 2 ) memory, without localization or stochastic approximations. This includes MP2 theory and an RPA+SOSEX approximation of BCCD theory. The new ideas used to achieve this result may also contribute to reducing the cost of more accurate electron correlation models.
Electron correlation models that require O(n 3 ) operations and O(n 2 ) memory could constitute a distinct paradigm with continued development. They are a compromise between the low cost of DFT and the high accuracy of CC theory. For this compromise to be worthwhile, we need to explore the balance between cost and accuracy to identify its fundamental limits.
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Appendix A: Numerical quadrature
An implementation of the fast MP2 and BRPA algorithms requires numerical quadratures for the integrals appearing in Eqs. (25) and (26) . We restate these integrals and quadratures in a more general notation with explicit summations,
A is the set of orbital transition energies ( a − i ), B is the set of virtual orbital energies ( a ), C is the set of occupied orbital energies ( i ), X is the set of imaginary reals, and Y and Z are closed counterclockwise contours that satisfy
for interior, in(S ) = {ts + (1 − t)s : t ∈ [0, 1], s, s ∈ S }, and elemental arithmetic, S ± S = {s ± s : s ∈ S , s ∈ S }, set operations. We assume A = B − C and a > 0 ∀a ∈ A. Eq. (A1) is assembled from more elementary quadratures. We split the first integral into two terms with partial fractions,
and fit quadrature to its two terms on a merged domain,
for A = A ∪ {−a : a ∈ A}. For the second integral, we split with partial fractions after performing one of the integrations,
and again fit quadratures to each contour on a merged domain,
for B = B ∪ (C − X) and C = C ∪ (B + X). The fits combine to produce the quadrature weight,
We assume that the reassembly of these quadratures is stable and leave further error analysis to future work.
We approximate Eq. (A4) with a 1-parameter quadrature,
for 0 < k < 1 and map back to the original quadrature with
Zolotarev's rational approximation of the sign function using Jacobi elliptic functions minimizes the maximum error 81 ,
ε is the maximum error, which decays exponentially in n with an exponent of 2πK(k)/K (k) that asymptotes to π 2 / ln(4/k) in the k → 0 limit 82 . sn(u, k), cn(u, k), and dn(u, k) are Jacobi elliptic functions. K(k) and iK (k) are their quarter periods.
We approximate Eq. (A5) with a 1-parameter quadrature,
for 0 < λ < 1 and map back to the original quadratures with 
The rational transformation creates a reflection of the original contour about the imaginary axis and doubles the number of poles. We remove the new contour and its poles leaving 
Empirically, we observe that the maximum error is twice ε in Eq. (A8). This approximant does not minimize the maximum error exactly, but we conjecture that the exponential decay rate of the error with n is optimal.
where {i, j} label the two occupied orbitals and {a, b} label the two virtual orbitals. The nonzero matrix elements are 
The mean field equations are an orbital energy difference, ∆, and a coupling between occupied and virtual orbitals, 
which simplifies the 4-by-4 matrix equation for T ab i j to a direct condition on T by exploiting matrix symmetries.
For θ = 
The bounds on T are achieved at dissociation and for ∆ = 0 in the RPA case, which deviates from the BRPA value of ∆. The approximations change the fundamental range of T values.
We determine one set of parameters for the semiempirical model by solving for {t, µ, V} given {E HF , E MP2 , E} at θ = 
where E 0 = 1/R for interatomic separation R and U is set to its value at the dissociation limit, U = 0.5695. The H 2 data is generated in gaussian09 using the cc-pV6Z basis 83 . The data and parameters are compiled in Table II .
We consider an extension to H n having a pairwise form, 
with spin indices, σ ∈ {↑, ↓}, and interatomic distances, R xy . Such a simple model will have limited transferability and care is required in fitting the parameter functions. For simplicity, we restrict the scaling study to uniform H n rings that obey Hückel's rule, n = 4m + 2. Here, R xy is
for nearest-neighbor distance R. Spin and spatial symmetries simplify the normalized orbitals to φ (1σ)(xσ ) = δ σσ 
The density matrix sums to form the Dirichlet kernel, ρ (xσ)(yσ ) = 1 n δ σσ sin(π(x − y)/2) sin(π(x − y)/n) .
We use the HF energy of H 6 , E 6 , for fitting to these H n rings. R is optimized by minimizing the HF total energy. We fit Eq. (B9) to {E HF , E 6 , E} with exponential forms for t(R), ∆µ(R), and V(R) plus long-range asymptotic corrections for ∆µ(R) and V(R) with the form of an electrostatic potential between a 1s Slater-type orbital and point charge. With 6 free parameters, the result of this nonlinear least-squares fit is 
with a root-mean-square error of 0.008 Ha/atom. The primed parameters calculated from Eq. (B13) are given in Table II 
