Abstract: There are two main behavioral expressions of multisensory integration (MSI) in speech; the perceptual enhancement produced by the sight of the congruent lip movements of the speaker, and the illusory sound perceived when a speech syllable is dubbed with incongruent lip movements, in the McGurk effect. These two models have been used very often to study MSI. Here, we contend that, unlike congruent audiovisually (AV) speech, the McGurk effect involves brain areas related to conflict detection and resolution. To test this hypothesis, we used fMRI to measure blood oxygen level dependent responses to AV speech syllables. We analyzed brain activity as a function of the nature of the stimuli-McGurk or non-McGurk-and the perceptual outcome regarding MSI-integrated or not integrated response-in a 2 3 2 factorial design. The results showed that, regardless of perceptual outcome, AV mismatch activated general-purpose conflict areas (e.g., anterior cingulate cortex) as well as specific AV speech conflict areas (e.g., inferior frontal gyrus), compared with AV matching stimuli. Moreover, these conflict areas showed stronger activation on trials where the McGurk illusion was perceived compared with non-illusory trials, despite the stimuli where physically identical. We conclude that the AV incongruence in McGurk stimuli triggers the activation of conflict processing areas and that the process of resolving the cross-modal conflict is critical for the McGurk illusion to arise. Hum Brain Mapp 38:5691-5705, 2017.
INTRODUCTION
One of the most compelling as well as famous perceptual illusions in psychology is the cross-modal effect discovered by Harry McGurk and John MacDonald in the 1970s [McGurk and MacDonald, 1976 ; see Massaro and Stork, 1998 for a historical account of how this discovery was made]. In the so-called McGurk illusion, an audiovisually (AV) conflicting speech event produces the illusory perception of hearing a syllable different from the one actually presented. For example, a sound track containing the syllable/ba/dubbed onto a video track of a mouth pronouncing the syllable [ga] 1 may produce the distinct perception of the auditory syllable/da/(a compromise between the visual and auditory syllables) or/ga/(the visually presented syllable is experienced auditorily). This illusion demonstrates that visual information can dramatically influence the auditory identity of the perceived syllable, even under good listening conditions [e. g Campbell, 2008 ]. Above and beyond its curious phenomenology, this illusion has had a tremendous impact both at theoretical (in speech perception and multisensory research) and empirical levels, as a tool used to investigate AV speech perception and multisensory integration (MSI). The McGurk effect has been used very often in the context of MSI studies as a measure of AV integration in speech (i.e., when the illusion is perceived, some AV integration process is considered to have happened) and MSI in general [e.g., Alsius et al., 2007; Andersen et al., 2009; Bernstein et al., 2008a; Nahorna et al., 2012; Skipper et al., 2007; Soto-Faraco et al., 2005; Tiippana et al., 2004 Tiippana et al., , 2011 van Wassenhove et al., 2007] . This effect has proved to be very useful because its perception may vary from trial to trial in the same participant; sometimes the AV mismatch is resolved either as an auditory percept (e.g., /ba/), usually considered a not integrated percept, and some other times as fused (intermediate, e.g., /da/) or visually dominated (e.g., /ga/) percepts, usually considered an integrated percept. This variability offers a probe to asses if in a particular trial the AV integration process was successful or not, or how often did integration occur on average.
Nonetheless, despite the fact that the McGurk illusion arises from a situation of physical mismatch between the auditory and visual speech signals, many studies assume that the findings using the McGurk illusion can be generalized to AV speech integration as a whole [e.g., Alsius et al., 2005 Alsius et al., , 2014 Nahorna et al., 2012; Soto-Faraco et al., 2004; Tiippana et al., 2004] . This underlying assumption is grounded on the idea that the McGurk effect, like other cross-modal illusions, is a consequence of the brain's automatic engagement of MSI mechanisms in a strongly, preattentive mandatory fashion [Bernstein et al., 2004; Colin et al., 2002; Dekle et al., 1992; Kislyuk et al., 2008; Massaro, 1987; McGurk and MacDonald, 1976; Soto-Faraco et al., 2004] .We claim that the McGurk effect differs from the AV speech integration process that occurs with congruent stimulation due to the presence of audiovisual conflict and therefore these generalizations must be done with care [see Alsius et al., 2017, in press for an extensive review on the problems of extrapolating the findings generated using McGurk stimuli to the general case of congruent AV speech events].
Many studies have addressed the neural expression of conflict processing using a variety of different protocols such as the Simon, Stroop or Go/No Go tasks. One of the main recurrent findings to arise from these studies is the involvement of the anterior cingulate cortex (ACC) as seen in the extensive review on neuroimaging studies related to conflict by Nee et al. [2007] . Recently, Shenhav et al. [2013] have proposed a model on the role of the ACC during conflict detection and resolution, in which they assign this area the role of detecting the conflict and recruiting additional areas in charge of solving the conflict at hand. The involvement of the ACC is not restricted to the classical conflict paradigms, but it is also observed in the particular case of AV conflict, where the ACC emerges as one of the implicated brain areas [Noppeney et al., 2008; Orr and Weissman, 2009; Weissman et al., 2004; Zimmer et al., 2010] . For instance, Noppeney et al. [2008] reported that visual stimuli followed by incongruent auditory stimuli activated the ACC and the left inferior frontal gyrus (IFG) more strongly than congruent visual-auditory pairings, irrespective of the actual nature of either stimulus modality (visual written words or pictures; auditory spoken words or sounds). What about the concrete case of audiovisual speech? Upon a review of previous functional magnetic resonance imaging (fMRI) literature involving AV speech conflict (e.g., congruent vs. incongruent syllables; synchronous vs. asynchronous, etc.), we found that many of the studies report an engagement of the ACC and also the IFG [Miller and D'Esposito, 2005; Mor ıs Fern andez et al., 2015; Ojanen et al., 2005; Pekkola et al., 2006; Szycik et al., 2009 ]. If we narrow the focus even more, on neuroimaging literature using the McGurk effect, activity in ACC has been often found, albeit rarely interpreted [Benoit et al., 2010; Bernstein et al., 2008b; Matchin et al., 2014] . In these cases, activation of the IFG is not uncommon either [Hasson et al., 2007; Matchin et al., 2014] .
Given the obvious presence of inter-sensory conflict in McGurk stimuli, and the corresponding activation of areas sensitive to AV conflict seen in the neuroimaging studies mentioned above, it is quite remarkable that the possible role of conflict during the McGurk effect has been mostly overlooked to date in neuroimaging studies [although see Jiang and Bernstein, 2011; Magnotti and Beauchamp 2017 for behavioral approaches to AV conflict]. One exception is a recent electroencephalography (EEG) study by Roa Romero et al. [2015] , who addressed the neural signature of the perception of the McGurk illusion. Based on their data Roa Romero et al. proposed a three stage process indexed by, first, a reduction of the N1 evoked by the auditory component of the syllable due to the impact of visual context in AV in MSI speech processing; second, an early beta power suppression that would index the detection of the AV conflict and the allocation of resources; and, third, a late beta power suppression that would reflect the resolution of the AV conflict and the formation of the McGurk illusion.
Nonetheless, although the stimuli leading to the McGurk effect activate areas related to conflict detection and resolution, they also lead to activity in areas previously found to be involved in the integration process of congruent AV speech. One of the main areas involved in the processing of congruent AV speech is the superior temporal sulcus (STS), whose involvement was already observed by Calvert et al. [2000] and many others afterwards using different paradigms [Fairhall and Macaluso, 2009; Miller and D'Esposito, 2005; Mor ıs Fern andez et al., 2015; Skipper et al., 2005; Stevenson et al., 2010 Stevenson et al., , 2011 Szycik et al., 2009] . Activity in the STS is not only related to the integration of congruent AV stimuli, but it has also been involved in the perception of McGurk effect. The STS has a stronger response to trials in which the illusion is perceived [Szycik et al., 2012] , subjects more prone to perceive the illusion show higher activity in the STS than those who do not [Nath and Beauchamp, 2012] and, the prevalence of this illusion can be modulated when this area is stimulated using transcranial magnetic stimulation [Beauchamp et al., 2010] .
Our claim in this article is that, despite both the processing of congruent AV speech and the perception of the McGurk illusion involve some form of AV integration, their underlying neural processes may be quite different, due precisely to the possible brain responses to conflict in the McGurk stimuli. What is more, here we hypothesize that the McGurk illusion may emerge due to the resolution of the conflict between the content of the auditory and visual speech inputs. If this hypothesis holds, we expect that, unlike congruent (i.e., non-conflicting) AV speech, the McGurk stimuli will trigger activation of brain areas involved in conflict processing (general and/or AVspecific conflict).
A further prediction is that, if these areas are not only involved in the detection of the conflict but also in its resolution, as we argue, one would expect to observe differential activation depending on the perceptual outcome (illusory or not) of otherwise physically identical McGurk stimuli. It should be noted that this hypothesis does not imply a full segregation of the systems processing congruent AV speech vs. illusory McGurk stimuli (e.g., in STS vs. ACC, respectively). Instead, we expect that the integration of AV signals in illusory McGurk trials will engage conflict related brain regions (e.g., ACC) as well as areas related to the congruent AV integration (e.g., STS). Accordingly, to test these predictions we used a 2 3 2-factorial design where we manipulate the nature of the AV stimulus (McGurk or non-McGurk) and, the occurrence of AV integration (integrated vs. non-integrated). We measured blood oxygen level dependent (BOLD) responses while participants performed an auditory identification task regarding syllables presented in the four experimental conditions associated with the 2 3 2 design: McGurk non-integrated (MnI) (e. ). On the non-McGurk conditions we assume that in the integrated conditions (i.e., congruent) the AV integration will be very likely to occur while it will be less likely in the non-integrated condition.
Regarding brain responses, in line with previous literature, if conflict processing mechanisms are triggered during AV speech conflict, then classical conflict areas (ACC) and AV conflict areas (IFG) should activate in the face of McGurk stimuli. Therefore, we anticipate that these conflict processing areas will be engaged by AV conflict during a McGurk illusory trial (integration with conflicting input), but not during the processing of congruent AV speech (AV integration, without any conflict). Above and beyond the mentioned response to physical presence of AV conflict, we also aim at addressing the putative role of these conflict processing areas in the actual perception of the McGurk illusion. If conflict mechanisms are involved in the perception of the McGurk illusion then we should find an interaction between the nature of the AV stimulus and the outcome of the AV integration process. Finally, we expect a differential activation of the STS depending on the stimuli being integrated or not, regardless of the nature of the stimuli (non-McGurk or McGurk) [Calvert et al., 2000; Nath and Beauchamp, 2012; Stevenson et al., 2011; Szycik et al., 2009 Szycik et al., , 2012 .
METHODOLOGY Participants
Twenty participants (11 females, mean age 5 25.5, SD 63.8) were recruited for the study. All were right-handed, reported normal hearing and normal/corrected to normal vision. All participants gave written informed consent to participate in the study. The study was performed in accordance with Declaration of Helsinki and was approved by the independent ethics committee at Fondazione Santa Lucia (Scientific Institute for Research Hospitalization and Health Care): prot. CE-PROG.283-44, of the 29/09/2010.
Stimuli and Conditions
Stimulus material consisted of video clips featuring a woman pronouncing the syllables/ba/,/da/or/ga/. The videos showed the lower half of the speaker's face (720 3 r The Conflict of the McGurk Illusion r r 5693 r 576 pixels, 25 Hz frame-rate, 1.5 s, with white noise at 65/50 dB S/N ratio). These stimuli have been used previously in other studies with different goals [Freeman et al., 2013; Soto-Faraco and Alsius, 2009] . The video tracks were aligned so lip movements started at the beginning of each video, auditory syllable onsets occurred after 560 ms for the/ba/stimulus and 160 ms for the/da/video, and the offset occurred at 900 and 600 ms, respectively. The auditory track of the/ba/video was realigned, in the McGurk stimulus, so that the vowel explosion would overlap with the vowel explosion of the original soundtrack of the [ga] video, which was later removed to create the dubbed stimulus with/ba/sound and [ga] lips. In order to maximize BOLD responses in each trial we concatenated three videos of the same stimulus. Thus, each trial contained 4.4 s videos (3 3 1.5 s) where the same syllable (depending on the particular condition) was repeated three times. Using these 4.4 s videos, four different experimental conditions were created as depicted in Table I. The 2 3 2 factorial design manipulating stimulus nature (McGurk and non-McGurk) and occurrence of AV integration (integrated vs. non-integrated) was populated with five different physical stimuli. First, the nMI condition included two classes of AV congruent stimuli (/ba/1 [ba] and/da/1 [da] ). This condition was defined under the assumption that an AV congruent and synchronous stimulus would be integrated. Second, the nMnI condition included AV incongruent stimuli. These stimuli were equal to those in the nMI condition but in this case the video had been reversed (/ba/1 [ba] R and/da/1 [da] R ). This nMnI condition was created under the assumption that such audiovisual syllables would be perceived as incongruent but would not be conducive to integration (i.e., the perception will be the auditory content). We opted for the reversing of the video to create the incongruent condition as it would keep the amount of movement constant between conditions. We discarded using a desynchronization between auditory and visual signals because, although it has been used in other studies [Miller and D'Esposito, 2005] , perceiving cross-modal events as asynchronous is not equivalent to not integrating them [see SotoFaraco and Alsius, 2009 for an example of how independent perception of auditory and visual syllables does not prevent the McGurk effect]. The rationale behind these stimuli (i.e., AV integration is more likely to occur when the stimulus is congruent and less likely to occur when it is incongruent) has been used previously in the literature [see e.g., Fairhall and Macaluso, 2009; Ojanen et al., 2005; Szycik et al., 2009] . Last, the fifth type of stimulus consisted in auditory/ba/plus visual [ga] : that is, the McGurk stimuli. This single physical stimulus was later categorized, on a trial by trial basis, in Integrated (MI) and non-Integrated (MnI) conditions based on the participant's response. The MI condition included those trials in which the participants response was different from the auditory component (i.e., they responded something different than/ba/). This was done assuming that any change in the auditory percept would be an instance of the McGurk effect (see also above). On the other hand, the MnI condition included those trials in which the participant's response corresponded to the auditory component (i.e., they responded/ ba/). This was done assuming that no integration between the auditory and visual signals occurred, as no change in the auditory percept occurred.
As mentioned earlier, any deviations from the auditory stimulus were classified as an instance of the McGurk effect. Despite the variability in the literature about how to classify McGurk responses, this way of classifying illusory McGurk trials has been often used in the literature [see Colin et al., 2002; Rosenblum and Saldaña, 1992; Sams et al., 1998 for studies classifying visual responses as an instance of the McGurk effect or Jordan et al., 2000; Wilson et al., 2016 for studies classifying any deviation from the auditory as an instance of the McGurk effect]. We fixed this criterion based on the recent work by and a recent review by Alsius et al. [2017] (see both for a discussion on the inconsistency in literature when classifying percepts as instances of the McGurk illusion). Particularly, notes the importance to consider any visual influence on the participants' auditory perception (please note that participants were instructed to report their auditory perception; ).
Please note that out of the four conditions, two of them (nMI and nMnI) are defined based on the physical properties of the stimulus, while the other two (MI and MnI) contain the same physical stimulus but differ on the participant's percept. 
Experimental Procedure
The auditory stimuli were delivered through a set of headphones (MR Confon Cambridge Research Systems) and visual stimuli were presented on a monitor viewed through a mirror attached to the MRI head-coil (the video subtended 6.58 horizontally and 5.28 vertically, at a viewing distance of 133 cm). The participants' task was to report what syllable they had heard, after watching a video clip of a speaker pronouncing a syllable three consecutive times. The response was given in a four alternative forced-choice task (4AFC) by choosing one of four options (ba, ga, da, or other). The participants answered using a four button response box, operated using the middle and index finger, of the right and left hands (order of responses counterbalanced across participants). They were instructed to pay attention to both the video and the audio, but to respond strictly to what they had heard the person in the video said (i.e., audio), and not to try to infer the spoken syllable. The participants were also informed that the three syllables appearing during the video clip presented in each trial were identical. We cannot know with certainty if the participants perceived the same syllable or different syllables in the three utterances occurring in each single trial during the McGurk condition (e.g., they perceived the illusory/da/in one, but the non-illusory/ba/in the other two) due, for example, to differences in pre-stimulus cortical activity [see Keil et al., 2014; Lange et al., 2014 for the influence of the cortical activity prior to stimulus in the perception of different illusions and particularly Keil et al., 2012 ; on the McGurk illusion]. Nonetheless, please note that perceptual variability within trials would only diminish our chances to find an effect between illusory and non-illusory conditions (the two McGurk conditions). The experimental session was divided in two parts, an auditory pre-test and a main task, as detailed in the next sections.
Auditory Pre-Test
Prior to the beginning of the main task, and with the same scanning sequence used during the main experiment, participants performed an auditory-only discrimination task (randomly mixed/ba/and/da/trials, 9 each) using the same 4AFC protocol as in the main experiment. As in the AV stimuli, syllables were repeated three times per trial. This auditory-only run allowed us to regulate the sound intensity so that each participant could hear the stimuli at a comfortable level, and to assess that the audio syllables were comprehensible and distinguishable.
Main task
The main task consisted of three 12 min fMRI-sessions each containing 80 trials, presented in random order, 20 nMI (10/ba/1 [ba] and 10/da/1 [da]), 20 nMnI (10/ba/1 [ba] R and 10/da/1 [da] R ), and 40 McGurk trials that, as explained above, were classified a posteriori according to the participant's response: MI (not/ba/percept) or MnI (/ ba/percept). Each trial started with a fixation point (500 ms in duration), that alerted participants of the beginning of a new trial. After fixation, the video clips corresponding to the trial were presented for 4.4 s, followed by a response period of 2 s. The inter trial period was jittered using durations drawn randomly from a uniform distribution between 2 and 4 s. Between the second and the third session, a T1 structural scan was acquired for each participant. Ten training trials were presented before the main task, and repeated if necessary, to familiarize participants with the task and to ensure that they understood the task-instructions.
Participant and Session Selection
Because the classification of the McGurk trials as integrated (MI) or not integrated (MnI) depended on the participant's response in each trial and given that the perception of the McGurk illusion is variable across participants [Basu Mallick et al., 2015] , we planned some selection criteria to ensure that there was a suitable number of trials for each condition. To this end, we selected participants and sessions based on behavioral data recorded during the fMRI experiment. Data from five of the twenty participants were discarded from further analysis due to low prevalence of the McGurk illusion (<12.5% in all three sessions). For the remaining 15 participants, we selected the two sessions in which the prevalence of the illusion in McGurk trials was 12.5% (i.e., a minimum of five illusion trials per session); three participants only reached the criterion in one session. Data from these participants/sessions were included in the main analysis reported below. However, in order to exclude any possible effect of the different number of sessions between participants, we also performed a control analysis considering only the data from the 12 participants with two sessions each, and replicated all the main results reported below.
Image Acquisition and Analysis
In total 368 volumes per session were acquired in a Philips Achieva 3T scanner, using an EPI sequence (FOV 5 192 3 192 mm, Matrix Size 5 64 3 64, Voxel Size 5 3 3 3 3 2.5 1 1.25 mm gap, TR 5 2.1 s, TE 5 30 ms, 32 slices in ascending order), covering the whole brain. Image analysis was done using SPM8, ART toolbox 2 , SOCKS toolbox [Bhaganagarapu et al., 2013] and MarsBar [Brett et al., 2002] .
Pre-Processing
The first four image volumes of each session were discarded to allow for stabilization of longitudinal magnetization. Standard spatial preprocessing was performed for all participants. Images were horizontally aligned to the plane formed by the anterior and posterior commissure as reference. Images were realigned to the first functional volume using a least squares cost function, a rigid body transformation (6 degrees of freedom) and a second degree B-spline for interpolation, the estimated translations and rotations occurred during the acquisition were also estimated. Slice timing correction was applied using the middle slice as reference using SPM's Fourier phase shift interpolation. The structural image was coregistered to the mean functional image using a normalized mutual information cost function and a rigid body transformation. All functional images were normalized into the Montreal Neurological Institute (MNI) space (mean EPI to EPI template, voxel size was set to 3 mm, isotropic, normalization and interpolation was done using a fourth B-spline degree). Lastly, functional data was smoothed using a 10-mm full width half-maximum Gaussian kernel to increase signal to noise ratio and reduce inter subject variability.
To further control for any residual effect of headmotion, we used the ART toolbox to create an additional composite movement regressor (in addition to the six regressors provided by SPM) that summarizes the three rotational and three translational movements. Every volume meeting any of the following conditions was marked as an outlier: a composite movement > 0.5 mm with respect to the previous volume or a global signal 9 SDs away from the global mean of the session (5% on average per participant). The six standard SPM movement parameters, the ART composite movement regressor, plus any outlier volume were included as regressors of no interest in the first-level analyses, so that these effects would not influence the results of our analyses (see below). As an additional measure to control for noise in the data we applied an independent component analysis method based on the SOCK toolbox [Bhaganagarapu et al., 2013] . SOCK classifies each independent component as an artifact or not based on smoothness (i.e., a spotty appearance), edge activity, ventricular activity and temporal frequency noise. We removed the independent components classified as artifacts using the fsl_regfilt command in FSL MELODIC [Jenkinson et al., 2012] . Please note that, although this method was conceived for resting state it can be equally applied to data from active protocols, as the criteria are independent of the task design.
First Level Analysis
In the first-level (subject-specific) analysis, the time series for each participant were high-pass filtered at 128s and pre-whitened by means of an autoregressive model AR(1). Box-car regressors modeling the occurrence of the four different conditions [nMI, nMnI, MI, MnI], specified as events of duration 4.4 s corresponding to the presentation of the video clips, were convolved with the standard SPM8 hemodynamic response function. In addition, the effects of head movements produced by SPM, the effect of composite movement and the outlier regressors produced by ART were included. The resulting general linear model produced an image per session estimating the effect size of the response induced by each of the four conditions of interest (i.e., the beta images, comprising the regression's parameter estimates at each voxel). Only the selected sessions per participant (see Section 2.3.3) were included in this first level analysis. For the 12 participants that contributed with two sessions, linear contrasts were used to average the parameter estimates across the two sessions, separately for the four conditions of interest.
Second Level Analyses
In the second (inter-subject) level, the contrast-images were entered into a random effects within-subject ANOVA model including four conditions, plus the random effect (subject). We calculated the main effects (MEs) for the variable stimulus nature (McGurk/Non-McGurk) and AV integration (integrated/non-integrated), and the interaction between the two. Statistical parametric maps were assessed for cluster-wise significance using a cluster-defining threshold of P < 0.001; cluster size was defined using random field theory (9.91 3 9.86 3 9.78 mm FWHM), which resulted in a threshold of 37 voxel cluster size for a familywise error (FWE) of P < 0.05. In order to describe how the different conditions contributed to the interaction effect, we summarized the activity of the significant clusters using MarsBars [Brett et al., 2002] . For each cluster we computed the mean of all the voxels in the activated cluster and reported pairwise t-tests between the four conditions. Clusters of significant activation were displayed on a 3D anatomical template using MANGO software.
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RESULTS
Behavioral Data
In the auditory pre-test, the syllables were identified correctly in 84.8% (64% SEM) of the trials on average. This indicates that auditory-only identification of the syllables was well above chance level (25%), despite the scanner noise.
The behavioral data in AV trials obtained during the scanning protocol (main task) is shown in Table II for the participants and sessions included in the analysis (15 participants, with a total of 27 sessions). Regarding the comparison between the two non-McGurk conditions (matching and mismatching), the identification of the veridical auditory syllable was also well above chance level. Yet, syllable identification in the nMI condition was nearly perfect, whereas performance in the nMnI condition was lower, indicating a difference in AV speech performance between the non-McGurk conditions (paired t-test; t-value 5 3.45; P-value 5 0.004). Although most errors in the nMnI condition may arise from confusions unrelated to integration of AV incongruent information, it is not possible to rule out the possibility that there were some spurious integration of AV incongruent syllables. For this reason, in the Supporting Information, we present an additional fMRI analysis using only trials in which the response in the nMnI and nMI trials corresponded with the veridical, auditory syllable. The results of this additional analysis largely confirmed the findings obtained with the whole dataset (see Supporting Information, for more details). Importantly for our main question, in the McGurk conditions approximately half of the responses were classified as integrated (45.2 65% SEM, mostly reflecting fused percepts/da/and some visual-dominated/ga/responses 4 ) while the remaining half was classified as non-integrated, reflecting veridical auditory/ba/ percepts (see Table II ). [MI 1 MnI]) revealed increased BOLD activity in an extensive bilateral network involving the lateral occipital complex, the posterior temporal lobe, the angular gyrus and the hippocampus(see left top panel in Fig. 1 and also Table III ).
Imaging Results
Overall Effect of McGurk Versus Non-McGurk
Overall Effect of Integrated Versus Non-Integrated
The effect of integration was estimated by pooling together the data from congruent syllables with those from McGurk trials that resulted in illusion (integrated percepts), and comparing them with the pooled data from incongruent syllables and McGurk trials not perceived as an illusion (not integrated percepts). No areas showed a significant effect of integration irrespective of the stimulus nature (McGurk and non-McGurk), in any of the two possible directions
Interaction Effect
The last analysis step was to test for the interaction to reveal areas that responded differently to integration (integrated vs. no integrated) depending on the nature of the stimuli (McGurk vs. non-McGurk) 
.For this, we used the [MI -MnI] > [nMI -nMnI] and the [nMI -nMnI] > [MI -
MnI] contrasts. In order to characterize the nature of effect in each of the regions that showed a significant interaction, and to check whether or not the pattern was consistent with our initial hypothesis, we computed pairwise comparisons between the four experimental conditions (see Table IV ) (see Supporting Information for additional analyses on this interaction).
Contrast [MI -MnI] > [nMI -nMnI]. First, we tested for brain regions showing a larger effect of integration for McGurk stimuli ([MI > MnI]) than for non-McGurk stimuli ([nMI > nMnI])
. Three clusters showed a significant pattern of interaction for this contrast (see Figure 1 , upper part of the bottom panel and Table III ). One cluster comprised the ACC and extended into the supplementary motor area (SMA). The voxel showing the most significant interaction effect was located in the SMA, but most of the cluster's voxels were located in the ACC that also included a local maxima (see Fig. 1 and Tab III). Accordingly, we refer to this effect as "the interaction cluster in ACC". This ACC Table III ), and it is labeled here as "lIFG cluster" based on the location of the majority of the voxels (see Fig. 1 ). Finally, a third cluster was found more dorsally in the lPC. In general, the interaction pattern in the ACC, the lIFG and the lPC was clear in showing that BOLD responses were larger Elaborating further on the pattern for this set of areas, the ACC response to MI trials (that is, McGurk trials that induced the perceptual illusion) was higher than to MnI trials: that is, physically identical stimuli produced different levels of activation depending on perception/integration. In the lIFG there was no differential activation between MI and nMnI conditions, but these two conditions showed a higher activation than the MnI condition.
The pattern in the lPC was similar to that in the lIFG, with the exception that there was no difference between the MnI and nMI conditions. Based on the previous literature a fair expectation about this interaction contrast, or in the overall effect of integration, was to observe some activation of the STS, especially in the left hemisphere. Our data followed this pattern, but only as a non-significant trend (cluster maxima uncorrected P-value 5 0.015, size 5 23 voxels, MNI coordinates of the maxima: 254, 237, 4). -MnI] . The reverse contrast, [nMI -nMnI] > [MI -MnI] tested for areas with higher BOLD responses during the integration of nonMcGurk stimuli compared with McGurk stimuli. This contrast showed a significant interaction in two clusters, labeled as right and left AG, located bylaterally over the angular gyri (AG) (see bottom panel of Fig. 1 ). The cluster located in the right hemisphere extended anteriorly into the supramarginal gyrus (SMG), and included two local maxima: one in the AG and one in the SMG (see Fig. 1 and Table III ). Pairwise comparisons revealed that the AG showed the highest activity for congruent AV syllables (i.e., the nMI was associated with significantly larger activity than all the other conditions). In fact, the pattern of activity in the AG was the exact opposite of that in the ACC. In the AG, the BOLD activity on illusory McGurk trials was significantly lower than in any of the other 
Contrast [nMI -nMnI] > [MI
DISCUSSION
This study addressed possible differences between the integration of AV speech signals during the McGurk illusion (i.e., with AV conflict) compared with integration of congruent AV speech, the type of speech that would normally apply during communication. In particular, we hypothesized that the conflict between the auditory and the visual input that characterizes the McGurk stimuli would trigger activation of brain areas related to conflict processing (general conflict and/or AV speech conflict). Moreover, if the perception of the McGurk illusion relies on the resolution of this sensory conflict, we expected a further modulation of these conflict areas depending on the perceptual outcome of the McGurk stimuli (illusory vs. non-illusory trials) and compared with other, nonMcGurk, incongruent AV conditions where AV integration does not happen (or is unlikely to occur).
We used fMRI to identify brain areas showing a differential response to AV speech integration depending on whether the triggering events were McGurk or nonMcGurk stimuli. The main finding to arise from our study is that there are major differences in the brain networks underlying the process of integration between conflicting AV speech inputs, as is the case of the McGurk stimuli, compared with the integration process for natural congruent AV speech. First, our results indicate that the ACC and the IFG respond to any kind of AV speech incongruence, including the McGurk stimuli. Hence, this response to the McGurk stimuli seems to follow responses to conflict in general, and AV conflict in particular, typically showing increased activity in the ACC when contrasting conflict with non-conflicting conditions [Benoit et al., 2010; Bernstein et al., 2008b; Miller and D'Esposito, 2005; Mor ıs Fern andez et al., 2015; Nee et al., 2007; Noppeney et al., 2008; Szycik et al., 2009; Zimmer et al., 2010] . The IFG also showed a similar pattern, an increased response to conflicting stimuli, but this time only in studies involving AV conflict [Miller and D'Esposito, 2005; Ojanen et al., 2005; Szycik et al., 2009] , including those addressing the McGurk effect [Hasson et al., 2007; Matchin et al., 2014] . Here, both the ACC and the IFG activated for the three conditions that involved some AV conflict, as shown by the ME of McGurk and by the pairwise comparisons in the interaction clusters (although, see Supporting Information). This response to conflict was observed regardless of the origin of the AV incongruency, McGurk or nonMcGurk stimuli alike. Second, and equally important for our initial hypothesis, these two conflict-related areas also showed some differential activation depending on the illusory or non-illusory outcome of the McGurk stimuli. That is, the response of the ACC and the IFG to the McGurk events differed as a function of perception, despite the trials contained exactly the same physical stimulus. An additional analysis excluded any erroneous response to nonMcGurk trials, in order to remove any potential contamination from spurious integration in mismatching nonMcGurk events. This additional analysis showed similar results as the main analyses at both whole-brain and pairwise comparisons, with the exception that the ACC failed to reach significance for the interaction contrast. Nonetheless, the pairwise comparisons in the ACC followed the same pattern as in the main analysis confirming our main findings also for this region (see Supporting Information for detailed results).
Thus, while the perception of the McGurk illusion most likely involves areas in common with normal congruent AV speech processing [Beauchamp et al., 2010; Nath and Beauchamp, 2012; Szycik et al., 2012 ; see also Section 4.2 below for further discussion on this], our data indicate that this multisensory illusion is mediated, at least partially, by a separate network that involves brain areas related to conflict detection and resolution in general, and to the processing of AV conflicting stimuli in particular. Below, we discuss the significance of these results and propose an interpretation of the neural correlates of the McGurk illusion consistent with these new findings.
processing (ACC), in addition to brain areas particularly related to the AV speech conflict (lIFG).
The second question of the study related to the role of the conflict network in the perception of the McGurk illusion, compared with the process of AV integration that unfolds for normally congruent speech events. To answer this question, one must consider the differential pattern of activity found in the ACC for McGurk trials resulting in illusory percepts compared with identical McGurk trials that did not result in illusory percepts. We found that indeed the ACC response varies as a function of the resolution of the AV conflict in McGurk trials (illusory or nonillusory outcome). According to the previous literature, the role of the ACC is not restricted to the detection of conflict. It has been proposed that this region contributes to the recruitment of additional brain areas that would facilitate the resolution of the conflict at stake [Shenhav et al., 2013] . Therefore, based on the proposal by Shenhav and colleagues, a possible interpretation of our current results would be that the joint action of ACC and lIFG mediates the resolution of the AV speech conflict. The lIFG is an area previously found in studies comparing congruent vs. incongruent AV stimuli in the case of speech [Miller and D'Esposito, 2005; Ojanen et al., 2005; Pekkola et al., 2006; Szycik et al., 2009] , and in the case of other cross-modal (in)congruence [see Noppeney et al., 2008] , and also reported in McGurk studies [Hasson et al., 2007] .
Given the present results, and existing literature, one can speculate about what would be the particular role of the IFG in the resolution of the AV speech conflict. Previous studies have suggested that the role of the lIFG, during AV conflict, is related to the mapping of speech inputs onto motor representations of articulatory gestures in Broca's area [Ojanen et al., 2005; Pekkola et al., 2006] , in line with motor-based theories of speech perception [Liberman and Mattingly, 1985; Skipper et al., 2005; Wilson et al., 2004] . Miller and D'Esposito [2005] related the activity in the lIFG with general processes dealing with conflicting or noisy representations, and they also speculated about a possible dissociation between automatic AV processing in posterior cortical regions versus frontal regions reflecting more controlled processes. In a similar vein, Hasson et al. [2007] proposed that the IFG deals with abstract representations of the information and not directly with sensory representations. They suggested that the IFG and premotor regions are involved in generating a prediction about the speech input and that the IFG particularly could be involved in minimizing the discrepancy between this prediction and the incoming sensory input registered in the auditory regions.
Here, in line with Hasson et al. [2007] and Miller and D'Esposito [2005] , we suggest the role of the lIFG is, at least in part, related to solving AV conflict when present. The lIFG showed low BOLD activity in response to congruent AV conditions (nMI), while activity increased selectively for the conditions involving conflicting stimuli. We interpret this pattern as a general increase in processing needs when dealing with conflicting information, here comprising conflict between speech information across sensory modalities. Going a step further, this interpretation fits well with the differential pattern of activity in the lIFG between the illusory and non-illusory trials from otherwise physically identical McGurk conditions. This pattern suggests that the processing of a McGurk stimulus may lead to reduced processing when the conflict is resolved in favor of the auditory (veridical) representation, compared with when the resolution leans toward an integrated (illusory) percept. If we assume that the role of the ACC here is similar to the role that it plays in other types of conflict, then a possible interpretation of the pattern is that the non-illusory percept originates from the failure to resolve the conflict via the ACC recruitment of the lIFG. That is, when the network does not manage to successfully reconcile conflicting inputs into a perceptual compromise.
Together with the ACC and the IFG, our analyses revealed the engagement of the lPC. Activation in the lPC due to McGurk stimuli has also been reported previously in Matchin et al. [2014] and Skipper et al. [2007] . Specifically McGurk stimuli usually produce higher BOLD responses than congruent AV stimuli, an activation profile similar to ours. The pattern found in our study suggests that lPC responds to conflicting conditions 5 . The similarity between the lIFG and the lPC patterns of activity suggests that that the lPC have a function similar to, or probably synergistic with, the lIFG.
We have related the activity in the lIFG and lPC with the resolution of the AV conflict, particularly high activity correlating with illusory percepts and low activity with non-illusory ones. Nonetheless high activity is also observed in the nMnI condition, in which there is no illusion. We speculate that this high activity is produced by the blatant incompatibility between modalities in the nMnI condition; more pronounced than in the subtle crossmodal mismatch found in the McGurk stimuli (see Supporting Information for additional analysis in which the incorrect trials have been removed from the nMI and nMnI condition).
Together with the main findings concerning the activation of the ACC and lIFG (plus lPC) for the conflicting McGurk stimuli, our analyses also revealed an interaction pattern in the AG, but with selectively stronger BOLD responses for the integrated (non-McGurk) AV stimuli. In fact, the pattern of activity in the AG was the opposite of the ACC pattern. According to previous studies, the AG plays a role in a wide variety of domains, ranging from semantic processing, reading, number processing, conflict, attention, memory, cross-modal integration and, in addition, it is part of the default mode network [Seghier, 2013] . In the context of cross-modal processing, the AG has been postulated to be critical in the process of AV integration by Bernstein et al. [2008a] . Bernstein's study, using EEG, related the activity of the AG with the congruence of AV stimuli. In our study the activation clusters in the AG, particularly the right AG, extended anteriorly into the SMG. The SMG has been previously related to the processing of AV congruency [Bernstein et al., 2008b] . Nonetheless, our current data show an opposite pattern to that in Bernstein's study (higher BOLD response in congruent situations in our study, higher response to incongruency in Bernstein's study). According to our data, activity in the AG (and the right SMG) might be related to congruence, but also to the outcome of AV integration. Similar to the ACC, also in the AG region the McGurk trials with an illusory percept led to different (in this case lower) activity compared with McGurk trials without any illusory percept. Yet, this interpretation about the role of the AG must remain speculative for now, given its post-hoc nature.
Areas Related to the Integration Process
The main objective of this study was to find the brain areas that would reveal the interplay between audiovisual conflict and audiovisual integration, and find out how each of these two processes contribute to the neural expression of the McGurk illusion. As noted in the introduction, a fair expectation would have been to find some effect (MEs or interactions) in a classical AV integration area like the STS, especially in the left hemisphere. Yet, when comparing MI (illusion) and the MnI (non-illusion) trials such pattern was not strongly expressed in our data, above and beyond a trend for larger activity in nonintegrated vs. integrated trials in the non-McGurk condition. It is important to note that despite some studies, like Nath and Beauchamp [2012] , report a correlation between the strength of activity in the STS and the amount of McGurk illusions perceived by participants, at a group level this pattern is not as general as often implied [see Benoit et al., 2010; Hasson et al., 2007; Matchin et al., 2014] . Nath and Beauchamp [2012] suggested that the inconsistency between STS activity and McGurk perception may be due to the high anatomical variability of the multisensory locus in the STS, therefore group-wise analyses as the one performed here and in most of the previous studies [e.g., Benoit et al., 2010; Hasson et al., 2007] may be insensitive on the account of this high anatomical variability [see Stevenson et al. 2010 for a similar finding regarding the left STS variability]. Therefore, here the lack of any significant effect in STS should not be taken as evidence that this region was not involved in the current study. In fact, given the previous literature, it is unlikely that the STS did not participate to the processing of our stimuli, but low statistical power and/or large anatomical variability may have reduced our ability to identify its specific role here. Future studies may consider investigating the role of conflict in AV integration using some functional localizer to map multisensory STS at the singlesubject level, and should address the possible relation between the STS and the conflict network described in this work.
Summary and Conclusions
The results of this study lead us to conclude that the McGurk perception is, at least partially, mediated by a brain network different to that involved in the perception of perfectly congruent AV speech as we experience in our everyday life spoken communication. The ACC and IFG regions highlighted in our study usually underlie the perception of incongruent AV speech and conflict, particularly AV conflict. Such role of conflict processing areas may in fact align well with recent proposals of predictive coding in AV speech processing. Several authors have highlighted the potential for visual information to provide predictive information on upcoming acoustic input, given its earlier availability and constraining potential with respect to the later arriving acoustic input [Arnal et al., 2011; Skipper et al., 2007; van Wassenhove et al., 2005] . In the case of incongruent AV input, the initial prediction based on visual information mismatches with the later upcoming auditory input, leading to the detection of a conflict and the activation of areas involved in conflict processing. The conflict processing and resolution leads to the McGurk illusion in the cases where this resolution leads to integration. Therefore our data supports the hypothesis that conflict detection and resolution between the auditory and visual modalities during the processing of McGurk stimuli play a role in the emergence of the illusion.
The tentative framework proposed here is that the McGurk illusion might involve an initial detection of AV conflict and the subsequent allocation of resources to resolve this conflict, a role played by the ACC. The ACC would then allocate resources through the lIFG and the lPC that would help resolving the AV speech conflict, leaning either toward an illusion or the non-illusory auditory percept. We suggest that the processing of congruent AV speech, although involving integration mechanisms, may not hinge so critically upon these conflict detection and resolution processes.
A related hypothesis has been recently proposed by Roa Romero et al. [2015] . Using EEG, Roa Romero and colleagues compared McGurk illusion stimuli with congruent AV stimuli and found two different modulations of beta oscillations, at early and late timepoints. They hypothesized that the early modulation corresponds to an initial stage of conflict detection, while the later modulation would correspond to a later process of conflict resolution. Our findings generally support this initial idea and provide possible anatomical basis about the brain areas involved in detecting and resolving the AV conflict, based on previous, independent conflict literature. [M€ ott€ onen et al., 2002; Summerfield and McGrath, 1984 ]. Yet, others have made the opposite point, that the subjective experience of the McGurk illusory event is different from that of a natural, AV congruent event, even when in both cases integration occurs [Rosenblum and Saldaña, 1992; Soto-Faraco and Alsius, 2009; van Wassenhove et al., 2007] . The recent review by [Alsius et al.,2017] reports a comprehensive list of the behavioral and phenomenological differences between the McGurk effect and the AV congruent stimulation, which include, for example that participants perceive the McGurk syllables as less compelling than the AV congruent ones [Rosenblum and Saldaña, 1992] or that they require more time to identify the McGurk syllables than AV congruent ones among others. It will be difficult to resolve the purely phenomenological debate (i.e., how is it like to perceive an illusory McGurk syllable), and it is not our intention to do so here. Yet, we believe that this framework, or at least the consideration of conflict mechanisms, opens up a possible-albeit still speculative-link between the neural expression of the McGurk illusion and its perceptual consequence at a subjective level. Some papers, such as Soto-Faraco and Alsius [2009] , reported that when na€ ıve participants are informally asked about the (McGurk) stimuli after an experiment, they usually report a feeling of "oddness", even if they cannot exactly pinpoint what was wrong. The detection and resolution of the conflict between the auditory and visual modalities may offer a neural explanation of this subjective feeling of "oddness" which does not occur, upon naturally correlated AV speech.
It is perhaps important to highlight that it was out of the scope of this article to offer a complete dissociation between the conflict detection and resolution brain network on the one side, and the audiovisual speech integration on the other side. Some areas maybe more associated with conflict (ACC) [Shenhav et al., 2013] or integration (STS) [Nath and Beauchamp, 2012] , whilst the role of other areas may lay somewhere in-between (IFG, lPC) [Hasson et al., 2007] , but no perfect separation between them can be made here. Further experimentation is needed to achieve a comprehensive understanding of the role of conflict resolution and integration during the processing of McGurk stimuli, which -we think -should target the dynamic and causal interactions between the areas identified here (e.g., ACC and IFG) and in previous studies (e.g., STS).
In conclusion, the McGurk effect is regarded as one of the paramount examples of MSI. Here we highlighted that the ACC and lIFG contribute to the McGurk illusion. These two areas are involved in conflict detection and resolution, particularly in AV speech, and do not engage (or engage to a lesser degree) when AV integration entails non-conflicting stimuli. These findings substantiate the claim that, although the McGurk effect undeniably represents a powerful case of cross-modal interaction, several important differences exist between audiovisual speech integration during the McGurk illusion compared with congruent audiovisual speech integration. These differences should be taken into account when using the McGurk illusion to infer general properties of MSI and, specially, of audiovisual speech integration.
