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ABSTRACT
Effects of Changes in Land Use Land Cover and Climate on Long-term Total
Dissolved Solids Trends in the Mid-Atlantic Region of the United States
Melaine Edouard Kolimedje
The Mid-Atlantic region (MAR) of the U.S. is subjected to a variety of stressors that affect
the headwaters of the major rivers. Some of these stressors are abandoned mine drainage,
agriculture, municipal point sources, urban areas, out-of-basin diversions, competing water
uses, rapid population growths in the lowlands, alterations in water availability due to climate
change and habitat alteration. In addition to these regional stressors, the rapid population
growths and energy sources shifting have resulted in changes in land use and land cover
(LULC) over the last few decades. The interactive effects of LULC and interannual/longterm climate changes have resulted in water quality changes in the region. The goal of this
research is to investigate long-term changes in stream total dissolved solids (TDS) under
changing LULC and climate variability in the MAR. Also, this dissertation is intended to
generate understanding of how predominant LULC features, interannual climate variability,
and their pollution processes interact to influence receiving water conditions.
This research consists of three complementary studies. The first study was to investigate the
interactive effects of interannual climate variability and LULC on in-stream TDS trends at
27 sites in the north-central Appalachian region over a 20-year period (1990 – 2010). The
second analysis was to characterize individual streams susceptibility to LULC changes and
its effects on TDS changing rates at 29 monitoring sites in the MAR. The third study was to
develop a modeling approach to predict the combined effects of LULC and interannual
precipitation on stream TDS concentrations using data of 77 monitoring sites during 20082018. In these studies, traditional statistical non-parametric approaches (e.g., Mann Kendall

test (MK), Theil-Sen slope estimator), principal component analysis (PCA), and advanced
statistical modeling methods (structural equation modeling, SEM, and latent growth
modeling, LGM) and geographical information system (GIS) techniques wer e used.
Results of the first study showed varying TDS trends with 16 (60%) of the sites having an
increasing trend, 7 (26%) having a decreasing trend, and 4 (14%) with no statistically
significant trend during a time of major LULC and climate changes. The relationships
between TDS and climate revealed that 55% of the sites had a negative TDS -precipitation
(TDS-P) slope; 45% had a positive (TDS-P) slope; 32% of the sites had a negative TDS-T
slope and 68% had a positive TDS-temperature slope (TDS-T). Principal component analysis
revealed that watersheds with an increasing TDS trend were distributed along the vectors of
barren, and agriculture lands while watersheds with a decreasing TDS trend were distributed
along the vectors of built-up, ice, forest, and wetland. These results exemplify how the
interactions of LULC changes and interannual climate variations regulate environmental
pollution processes that control TDS trend.
The second study showed that fourteen (14, 48.3%) monitoring sites had a statistically
significant increasing trend; (8, 27.6%) monitoring sites had a statistically significant
decreasing trend; and (7, 24.1%) sites showed no statistically significant trend. LGM
modeling revealed that cultivated land, barren land, developed land, and open water significantly
influenced stream’s susceptibility, which in turn regulated TDS concentrations and changing rates
in the studied watersheds. These results enabled a better understanding of the role of watershed
LULC in regulating susceptibility of water bodies to pollution and TDS changes in the MAR.
Use of LGM in the third study revealed that varying precipitation conditions was moderately
successful in predicting TDS concentration. In addition, barren land was found to exhibit a

significant positive impact on streams TDS concentrations and changing rates, while forest,
wetland, cultivated land and developed land were found to have a significant negative
influence. These results demonstrated that percentages of barren and cultivated lands had the
major influences on streams conditions. These research outputs are expected to help water
resources managers formulate and implement land use management practices to protect
source waters.
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Chapter 1: Introduction
1.1 The Interactive Effects of Land use Land cover and Climate on Water
Quality Conditions in the Mid-Atlantic Region of the United States
1.1.1 The Mid-Atlantic Region (MAR) of the United States
The Mid-Atlantic region (MAR) of the United States, covering roughly 108,000 square miles
extends along all of Maryland, Delaware, Pennsylvania, Virginia, and parts of New Jersey, New
York, District of Columbia, Connecticut, and North Carolina. Its major geographical regions
include the Appalachian Mountains, the Atlantic Ocean, Great Lakes, and the north Canada border.
These geographical areas contain either the drainage area of a major river, or the combined
drainage areas of a series of rivers. Specifically, the MAR involves the entire drainage basins of
five major rivers including the Hudson river, the Delaware river, the Susquehanna river, the
Potomac river, and the James river (Sinnott and Cushing, 1978). The headwaters of these major
rivers support 48.5 million people spread within its three largest metropolitans’ areas for drinking
water, energy production, agriculture, water supply, recreational activities, and aquatic habitats
(Butler-Leopold et al. 2018; Sinnott and Cushing, 1978). Land use land cover is largely defined
by forest and agricultural activities (Polsky et al. 2000) with a predominance of agriculture in the
lowlands to the East. High coverage of forest is found around West Virginia and north-central
Pennsylvania (Polsky et al. 2000; Widmann et al. 2012). The prevalence of forests and agricultural
lands contributes to increasing

evapotranspiration which accounts for the greatest water

consumption in MAR (Neff et al. 2000). The area’s climate is humid with four distinct seasons,
characterized by frequent weather changes; cool summers in the northernmost areas, snow falling
during the winter as the temperatures are regularly below freezing, while spring and fall feature
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pleasant weather great for planting and harvesting interrupted by the occasional late winter
snowstorms in April or early frost in September (Sinnott and Cushing, 1978).
1.1.2 Why Investigating Water Quality in the MAR?
As the Mid-Atlantic region’s population increases and industries and energy sources are changing,
increases in water demand turn out to be more noticeable (Abdalla, Drohan, and Becker 2010a).
In addition, the rapid urban expansion near the coastline or in large waterways, and storm-water
management give rise to water supplies surges, that cause further stresses on water bodies. The
headwaters of the MAR’s major rivers influence downstream water quality, which serves as
critical source of water withdrawal for energy production, irrigation, recreational activities (Polsky
et al. 2000). Additionally, monitoring data from the Chesapeake Bay, the region’s largest river,
showed that its water quality is still has poor (Polsky et al. 2000). It has also been reported that,
owing to the increase of concentrations of major chemical ions in headwaters and streams, TDS
levels are persistently elevated downstream in the area (EPA 2009). Furthermore, previous studies
that documented long-term water quality trends in the Mid-Atlantic region have identified some
emerging issues. Buchanan, Smith, and Nagel (2017) examined long-term water quality trends
and found extensive increases in TDS, chloride, and specific conductivity. In a similar study,
Buchanan et al. (2015) conducted long term-trend analysis of TDS across 23 stations in the central
Appalachian region and found that 15 stations exhibited a significant deteriorating water quality
trend, two stations had improving water quality conditions, while the remaining six stations
showed no TDS trends. Both of Buchanan’s studies suggested that the increase in TDS in the
region was associated with the presence of chemical contaminants and changes in anthropogenic
sources over time. Although recent studies have addressed water quality trends in the MAR,
limited research has characterized the relationships between changes in TDS, LULC and climate.

2

1.1.3 Factors affecting TDS trends in the MAR

Elevated TDS can derive from mineral springs, carbonate deposits, salt deposits, stormwater,
agriculture, residential runoff, mine drainage, wastewater treatment plants, habitat degradation,
sedimentation, riparian areas, acidic deposition, heavy and industrialization (Fig. 1), (Sinnott and
Cushing, 1978). As noted by Cormier, Wilkes, and Zheng (2013), coal mining activities are
responsible for intensifying stream specific conductance in the central Appalachian region. In fact,
the streams in that region have been historically affected by mine drainage, which is a substantial
source of TDS, (Wozniak 2011). In addition, acid mine drainage in the MAR accounts for the
largest proportion (41%) of assessed waters not meeting overall designated use, whereas
agricultural operations account for the second largest impact (30%) of assessed waters (Neff et al.
2000). However, high salt concentrations in water are of concern because they can be toxic to flora
and fauna, resulting in significant consequences to both human and ecological condition of
receiving waters (Lintern et al. 2018). Therefore, potential impacts of increasing TDS in surface
water have become a significant concern throughout the Appalachian Plateau (Wozniak 2011).

3
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Figure 1. 1: Mid-Atlantic regional stressors (Source EPA/903/R-00/015, August 2000)

1.1.4 Characterizing Long-Term Water Quality Trends in rivers and streams
Understanding how water-quality conditions in rivers and streams are changing over time is crucial
for effective water resources management (Shoda et al. 2019). One way of investigating water
quality conditions is to assess the statistical significance of the trend (Stevens 2003). Trends
analysis techniques are easier to understand and more efficient than watershed hydrologic
modeling approaches (Wan et al. 2014). Long-term trend analysis is very efficient in evaluating
the overall water quality (Alberta Environment 2009; Analysis of Water Quality Trends for the
Long-Term River Network: North Saskatchewan River, 1977-2002 2002; Delpla et al. 2009; Duan
et al. 2018; Shoda et al. 2019). Variations in trend results are attributed to period(s) analyzed,
applied trend method, data’s variability, and degree of nonlinearity in data (Buchanan, Smith, and
Nagel 2017). Previous water-quality trends analysis had focused on the direction of a trend
4

(Diamantini et al. 2018; Oelsner et al. 2017; Ryberg et al. 2014; Shoda et al. 2019), and the cause
of a trend (Diamantini et al. 2018; Oelsner et al. 2017; Shoda et al. 2019). Although trends
techniques have been widely used to examine water quality, they do not always offer considerable
understanding of factors responsible for water quality trend (Tech, T. 2011). Therefore, additional
information on land use, pollution sources, and other environmental factors are essential to fully
assess trends (RICHARD, RICHARD, and WOLMAN 1974).
1.1.5 Relationship between land use land cover and water TDS around the world

A range of studies revealed the existence of significant linkages between LULC and water TDS.
As observed by Cormier, Wilkes, and Zheng (2013) in West Virginia, significant relationships
exist between elevated ionic strength in sub watersheds and potential land sources. More
specifically, their findings suggested that conductivity is negatively correlated to forest and
positively correlated to open water, agriculture, residential, barren, and total mining. Carlson
(2014) examines stream water quality during low flow time periods in Louisiana, with the intention
to study the correlation between TDS and land use and found that urban watersheds have higher
concentrations of TDS. Liu, Li, and Li (2009) explored the relationship between surface water
quality and land-use in Wisconsin during 1988-1996 and found a strong positive correlation
between electric conductivity and urban/agricultural land use. Tu (2011) investigated the
relationships between land use and water quality in northern Georgia and found significant spatial
relationships between dissolved solids, and percentages of urban land and forest. Wilson (2015)
examined decadal LULC change effects on total suspended solids (TSS) and total phosphorus
concentrations in Wisconsin and observed that adjacent drivers of changes in LULC accounted for
about 59 % of TSS concentration spatial distribution, while the extent of phosphorus impairment
was attributed to about 42% of immediate drivers. It has also been revealed that, increasing
5

anthropogenic sources in various regions of the USA have contributed to elevated salinity levels
in freshwater ecosystems (Griffith 2014). A comprehensive National Water Quality Inventory

further reported that urban runoffs are significant sources of pollutants causing water quality
impairment in rivers and lakes across the nation (McAuley and Kozar 2006).

Haidary et al. (2013) examined how changes in urban based wetland, forest, agricultural land, and
grassland, affected TDS wetland water quality in Japan. Their findings indicated significant
positive relationships between proportion of urban land within catchments of the wetlands and
TDS, and negative relationships between proportion of forest in wetlands and TDS. Kambwiri et
al. (2014) examines the influences of grassland and forest mixed land use on a river water quality
in Southern Malawi and found that these lands significantly affect TDS concentration. Sliva and
Williams (2001) analyzed total solids, during 1990 to 1993 with the intention of examining water
quality and landscape characteristics within three local southern Ontario watersheds. They found
that urban land use has a great influence on water quality while agricultural land exhibits varying
effects and forest land improved water quality. Similarly, Neary (2016) found that forested
catchments throughout the world are known for producing high water quality for human use. Hatt
et al. (2004) examined water quality from September 2001 to March 2003 in Australia sub basins
to demonstrate the correlation between water quality and land use and found that TDS increases
with urban land extension. Khan, Jiang, and Wang (2018) examined water quality in 3 watersheds
using monitoring data from the United nations and South Australian databases and found that
watersheds located in densely populated developed areas have higher risk of water quality
deterioration. Salajegheh (2011) investigated the correlation between TDS water quality and land
use over 14 years in Iran and found that TDS concentration in water has considerably increased
with increasing urban land area.
6

In China, Huang et al. (2013) analyzes the influence of various land uses on water quality, using
monitoring data from 2000 to 2008. Their findings indicated a significant negative correlation
between forest and grassland and water pollution, and a positive influence between built-up area
and water quality variables while cultivated land effects on water quality are very complex. Ding
et al. (2015) examine the correlation between electrical conductivity and land use and found
significant variations between water quality and urban-dominated, and forest-dominated sites in
dry season.

Cunha et al. (2016) assess land cover influences on temporal, and seasonal water quality of longterm dataset (2000-2014) in 50 streams in predominantly industrial/urban, agriculture or forested
watersheds in Brazil and found that forest areas have better water quality. While these studies
confirm coal mining activities as the primary source of high TDS waters and increasing forest land
as low TDS source, the interactive effects of changing LULC and climate variability on TDS have
still not been well understood. Also, although, it appears that urban land is one of the major sources
of water quality degradation, it remains challenging to quantify all the contaminants resulting from
urban areas, because of their multitude origins and their dependence on changing weather (Hatt
et al. 2004). Moreover, little information is available on studies that have reported the relationships
between TDS trend, climate, and watershed LULC in the Mid-Atlantic region.

1.1.6 Interactive Effects of Climate on Water Quality
Climate changes affects water quality directly, by increasing sedimentation or water temperature;
leading to increases water quality concerns (Neff et al. 2000; Rivas and Koleva-Lizama 2005).
Neff et al. (2000) assessed the sensitivity of water resources to climate change in the MAR and
noted that changes in climate influence water quality and water availability. Increased average
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minimum temperature and precipitation were recorded in the MAR over the past century (ButlerLeopold et al. 2018; Butler et al. 2015). These surges in climate aspects are caused by hydrological
changes in precipitation and temperature patterns. These changes may derive from droughts,
increased evaporation rate, a higher proportion of rain, increased salinity, increased nutrient levels
and earlier runoff (Adams and Peck 2008; Dong et al. 2015; Georgakakos et al. 2014; Mujere and
Moyce 2017; G. Sun et al. 2013). The rapid increases in climate aspects will likely result in
increased runoff in higher latitude (IPCC, 1996), leading to water quality degradation through fecal
contamination (Coulliette and Noble 2008) and concentrated dissolved substances (Delpla et al.
2009). As observed by Whitehead et al. (2009), water quality is directly affected via dilution of
pollution source or increased pollutant loads, as rainfall and temperature increase above the
average. Also, research studies across the United States suggested that changing precipitation
patterns can have a large effect on water quality (Hatfield and Prueger 2004). In addition, Foley et
al. (2005) provided evidence that surface water quality is in general affected by precipitation events
that occur shortly after fertilizer or herbicide application. And Murdoch, Baron, and Miller (2000)
point out that high levels of spreading pollutant source will significantly affect stream water quality
in North America under increasing precipitation. Alternatively it was observed that increasing
streams water temperature would globally leads to increasing dissolved substances concentration
in water and to decreasing dissolved gazes’ concentration (Delpla et al. 2009). The increase in
water temperature will affect ice cover in waterways, and environmental practices that determine
water quality (Delpla et al. 2009; Mujere and Moyce 2017). Contrary to Diamantini et al. (2018)
that stated that air temperature will significantly influence water quality, Mujere and Moyce (2017)
observed that extended changes in temperature could have an indirect impact on water quality due
to resulting biological processes.
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1.1.7 How do LULC and climate interact to affect water quality?
Ambient water quality is subject to the interactive effects of regional or global changing climate
and LULC (Msuya 2013; Napton 2003). These interactions are regulated through pollution
processes that occur at different spatial and temporal scales (Dwarakish and Ganasri 2015; Hossain
2017). Previous investigators provided evidence that they are manifested through pollutant
dilution; increased runoff (Dong et al. 2015; Sica et al. 2016; Whitehead et al. 2009; Y. Zhang et
al. 2013) and concentrated pollutant levels by evapotranspiration (Dong et al. 2015; Sica et al.
2016; Whitehead et al. 2009; Y. Zhang et al. 2013). Olson (2019) demonstrated that the combined
effects of these stressors on salinity in streams and rivers are more related to increases in changing
LULC than climate. Also, Delpla et al. (2009) and Olson (2019) reported that the deterioration of
water quality by climate change is an implicit consequence of urban, industrial and agricultural
activity whereas Dong et al. (2015) demonstrated that deforestation and reduction of water bodies
would oppositely cause the decrease of direct runoff. Comparably, other investigators have stated
that the repercussions of human induced LULC change are similar to or greater than climate
change’s effects (Dong et al. 2015; Sterling, Ducharne, and Polcher 2013). Dong et al. (2015)
explored the impacts of changes in land use and climate and found that agricultural land and water
body have the greatest effect on direct runoff generation. However, the likely effects of climate
change are unknown (Olson 2019). Therefore, understanding the impacts of human land-use and
climate change on rivers are essential for effective water management (Baker 2003).
Apart from these investigators, Chang (2004) predicts potential interannual climate variability in
nitrogen and phosphorus loads under a warmer and wetter climate, urban growth, and the
combined changes in the Conestoga river basin in southeastern Pennsylvania, USA from 2025 to
2034 by evaluating water quality sensitivity to climate changes. The model indicated an increase
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in the mean annual nitrogen loads. Similarly, in a previous study, Chang (2003) examines changes
in river streamflow under environmental scenarios and found that climate change is projected to
have greater impacts on streamflow than land-use change. Najjar, R. G. (1999) examined historical
precipitation, temperature and streamflow data for the Susquehanna River Basin (SRB) and found
that natural variability in climate over the SRB, is likely to alter substantially flow at the mouth of
the SRB, and thus the Chesapeake Bay. Alamdari et al. (2017) examines a continuous rainfallrunoff simulation response in highly urbanized watershed (Difficult Run) in Virginia from 2041
to 2068. Their findings suggested increasing total suspended solids, total nitrogen, and total
phosphorus with increasing imperviousness annual runoff. Bussi et al. (2017) employed a LULC
and a water quality model to assess the cumulative effects of LULC and climate change on water
quality. Their findings suggested that climate change will slightly decrease average nitrate
concentration and increase typical phosphorous concentration according to the variations in the
river flow regime. However, as stated by Olson (2019), although the practice of human induced
LULC activities increase salinity in streams and rivers, the potential impact of climate change
remains unknown. Also, though LULC is commonly accepted as a major driver of change at the
watershed level, it is difficult to anticipate potential changes in water quality if associated with
climate change along with human population growth, as identified by Bussi et (al. 2017). While
some studies have addressed these relationships, no study has examined how the interactive effects
of decadal and long-term LULC changes and climate variability affect water quality in the north
central Appalachian region using TDS as a surrogate.
1.1.8 Studies linking methods used to identify factors affecting water quality
A variety of investigators (S. Liu et al. 2019; Wan et al. 2014; Wijesiri, Deilami, and Goonetilleke
2018) employed Bayesian hierarchical modeling (BHM) along with combinations of OLS and
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geographical weighted regressions to investigate spatial variability in water quality and to establish
the links between land uses and water pollution (Jinliang Huang et al. 2015; Pratt and Chang 2012;
Yu et al. 2013). Other investigators (Amiri and Nakane 2009; Hart 2006; Z. Liu, Li, and Li 2009;
Patel and Vaghani n.d.) used multivariate statistical techniques, non-parametric statistics, remote
sensing and geographic information system (GIS) to identify pollution sources, to understand
spatial variation and to interpret complex data sets in water quality assessment. Most of these
studies found significant spatial variability between LULC and water quality. In addition,
numerous studies (Diamantini et al. 2018; Shoda et al. 2019) used correlation, PCA and Mann
Kendall to determine trend and examine the relationship between water quality and factors
affecting trends. Other studies employed GIS with longitudinal regression analysis (Rothenberger,
Burkholder, and Brownie 2009) along with laboratory analysis to identify factors that affect
surface water quality (Carlson 2014). These studies found a strong correlation between LULC and
water quality. Extra reviews indicated that conventional statistical approaches had been widely
used to establish linkages between land uses, climate, and water quality. These methods include
redundancy analysis (RDA) (Ding et al. 2015; Sliva and Dudley Williams 2001; W. Zhang et al.
2012), multiple linear regression (MLR) (Amiri and Nakane 2009; Williams et al. 2005; W. Zhang
et al. 2012), ordinary least square (OLS) (Pratt and Chang 2012), structure equation modeling
(SEM) (Chen and Lin 2010; Ryberg 2017; Wang, Li, and Yang 2015), principal component
analysis (PCA) and cluster analysis (CA) (XU et al. 2009). Contrary to these studies, a number of
research papers (Jose, Francisco, and Cruz 1996; Olson 2019) used modeling approach to predict
the combined effects of land use and climate on river water quality. While these studies improved
the understanding of the effects of LULC on riverine water quality, the relative importance of the
cumulative effects of these stressors and climate are still not yet well understood.
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1.1.9 Details about Statistical approaches to analyze water quality problems
Ordinary least square (OLS) regression technique is typically used to analyze hydrologic data
(Hirsch, Gotway, and Helsel 2002) and to identify the most influential parameters among all the
independent variables of varying water quality parameters (Sun et al., 2014). However, this
technique does not have the graphical ability to provide the best linear equation for the analysis of
water quality data and residuals (Hirsch, Gotway, and Helsel 2002). But when used in geographic
information systems, OLS is able to examine the spatial autocorrelation among the residuals (Pratt
and Chang 2012).
Unlike OLS, Kendall-Theil robust line was introduced by (Hirsch, Gotway, and Helsel 2002) as a
nonparametric alternative regression analysis of water-resources data due to limitations associated
with OLS regression analysis of hydrologic data. This slope estimator method is as efficient as
OLS regression and is much more efficient when conditions do not depart substantially from the
ideal conditions (Gotway, Helsel, and Hirsch 1994; Hirsch, Gotway, and Helsel 2002).
Nevertheless, this type of nonparametric regression is not usually applied due to its unfamiliarity
to the scientific community and the computational intensity required to calculate the median-slope
estimator as well as the prevalence of existing parametric statistics methods.
Regression analysis are used (1) to model, examine and detect trends (2) explain causes of spatial
variability caused by one variable so that other trends may be detected, (3) or detect changes in an
environmental system and (4) assist policy makers to have better understanding of theories to make
appropriate decisions (Gotway, Helsel, and Hirsch 1994; Helsel and Hirsch 1992; Hirsch, Gotway,
and Helsel 2002).
Multiple linear regressions are used to account for the effects of flow, land management, or other
water quality characteristics on a response variable. Selection of an appropriate covariate should
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be a measure of the driving force behind the behavior of the variable of interest and must not be
subject to human manipulation, i.e., must not be changed by best management practices (BMPs)
or the land treatment program.
Mann-Kendall test is applied when the data does not conform to a normal distribution. This test
allows missing values and evaluates whether y values tend to increase or decrease over time
through a nonparametric form of monotonic trend regression analysis (Helsel and Hirsch 1992).
This test is performed by computing the difference between the later-measured values and all
earlier-measured values, and assigning respectively the integers value of 1, 0, or –1 to positive
differences, no differences, and negative differences. The test statistic, S, is computed as the sum
of the integers of the different pairs n(n-1/2) and used to define the trend’s nature, where n
represents the number of observations. When S is a large positive number, later-measured values
tend to be larger than earlier values and an upward trend is indicated. When S is a large negative
number, later values tend to be smaller than earlier values and a downward trend is indicated.
When the absolute value of S is small, no trend is indicated.
When the assumptions for parametric statistics are critically violated, a fully nonparametric
alternative (e.g., LOWESS) should be selected to estimate the relationship between Y and X. This
smoothing technique describes the relationship between Y and a covariate X without assuming
linearity or normality of residuals. Applying LOWESS to a scatterplot of X and Y is roughly
analogous to regression, without forcing a straight line. The Kendall S statistic is computed on the
R-t data pairs and tested to see if it differs significantly from zero.
The seasonal Kendall test can be applied to residuals from a simple linear regression when the
relationship of Y and X complies with the appropriate assumptions for parametric statistics. This
statistical test is computed by performing a Mann-Kendall calculation for each season, then
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combining the results for each season. This method is recommended for most water quality trend
monitoring because it is highly robust and quite powerful.

1.2 Introduction to Structural Equation Modeling (SEM) and Latent Growth
Modeling (LGM)/Model fit Requirements
1.2.1 SEM Definition/SEM Model Types/ Background
SEM is an advanced multivariate statistical method that provides the most efficient estimation
technique to establish theoretical concepts and test multivariate relationships at the appropriate
level (Ullman 2006). It accounts explicitly for measurement reliability within the analysis and
ensures that the relation among factors is free of measurement errors. This modeling approach has
two fundamental models components (Cher and Edith n.d.; Cleff and Cleff 2014; Schumacker and
Lomax 2010; Ullman 2006). Specifically, a measurement model, acting as confirmatory factor
analysis model confirms if the relationship between latent variables and observed variables fit to
the proposed model. And a structural model identifies the interrelationships among the latent
variables in the hypothesized model (Karakaya-Ozyer and Aksu-Dunya 2018). Numerous
structural equations are used to examine the relations among observed/manifest (directly
measured) variables and latent (unobserved or conceptual) variables, and to confirm cause-effects
relationships (Cher and Edith n.d.; Cleff and Cleff 2014; Karakaya-Ozyer and Aksu-Dunya 2018;
Schumacker and Lomax 2010; Ullman 2006). Observed variables serve as indicators of the effects
or manifestations of the latent factors while latent variables are used to represent the underlying
causes (Grace and Bollen 2008). SEM is widely used in the quantitative social sciences because
of the complexity of its basic statistical theory, the potential for addressing critical practical
questions, and the availability and simplicity of its existing software (Baumgartner 2010).
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Five types of SEM are generally used in a research design (Cher and Edith n.d.; Schumacker and
Lomax 2010): (1) Path analytic (PA) models, conceived entirely in terms of observed variables
and following the same fundamental practice of model testing and fitting as other SEM. (2)
Confirmatory factor analysis (CFA) models, consisting of observed variables hypothesized to
measure one or more latent variables. A key feature of CFA models is that no specific directional
relationships are assumed between the constructs as they are correlated only with each other. (3)
Structural regression (SR) models are built on the CFA models by postulating specific explanatory
relationship (i.e., latent regressions) among constructs. They are often used to test or disconfirm
proposed theories involving explanatory relationships among various latent variables. (4) A
regression model, consisting solely of observed variables where a single dependent observed
variable is predicted or explained by one or more independent observed variables. (5) Latent
change (LC) models are used to study change over time by focusing on patterns of growth, decline,
or both in longitudinal data.
SEM was developed from path analysis, factor analysis and regressions analysis (Jöreskog and
Sörbom 1982; Kline 2011). Paths analysis in turn was originally developed by Wright (1918) for
the purpose of explicitly dealing with theories related to patterns of causal effects among variables
(Kline 2011). Causes effects models are composed of latent variables and measurement model,
represented by observed variables as indicators of underlying factors (Kline 2011). The null
hypothesis (Ho) formulation of SEM is
Ho: ∑ = ∑(𝜃),
where ∑ is the sample covariance matrix of the observed variables, ∑ (θ) is the covariance matrix
implied by a tested model, and θ is a vector that contains the model free parameters to be estimated
(Bollen 1998; Grace and Bollen 2008).
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1.2.2 Advantages and Disadvantages of SEM
A distinct advantage of SEM, is its ability to use latent (unobserved) variables along with observed
variables in the same model to test construct level hypotheses (Schumacker and Lomax 2010;
Ullman 2006). Another benefit of SEM is its capacity to examine complex relations (Schumacker
and Lomax 2010; Ullman 2006) and reduce the impact of collinearity among highly correlated
predictors. A subsequent aspect of SEM practice in interpreting the structural model is its potential
to examine correlations between latent variables and its flexibility in handling time. SEM can also
examine whether inequalities or disparities are persistent or increasing within and across
individuals over time. SEM is a powerful statistical tool, that accounts for measurement error,
which is not possible in traditional regression approaches (Kline, 2015). Also, it allows researchers
to investigate direct and indirect paths in their models. Its statistical packages like LISREL make
more complex models possible because of its capacity to integrate many repeated observations and
to handle time invariant and time variant covariates. In comparison to other modeling approaches,
including multiple regression, traditional analysis and PCA, SEM provides more insight for the
question of causes effects relationships (Iriondo, Albert, and Escudero 2003; Pugesek and Tomer
1995). In addition, SEM is equipped with estimators and fit indices for continuous, dichotomous,
or ordinal repeated measures.
As noted by Baumgartner (2010), the early use of SEM appears to depend on traditional practices
that prohibit further statistical and fundamental advances. Also, the key issue associated with the
original practice of SEM is the difficulty to get a ‘well-fitting’ model from the standpoint of one
statistical criterion (e.g., the likelihood ratio chi-squared test). This difficulty results in reporting
other conceptually contradictory measures such as NNFI. In addition, an ill-fitting model must go
through numerous modifications to bring it in line with the data. This conventional practice
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prevents learning valuable information about the phenomena under investigation that could
otherwise be attained if the focus were on the predictive ability of a model.
1.2.3 SEM/ LGM Model Requirements/Specification/Evaluation and Model Fit
Several investigators (Karakaya-Ozyer and Aksu-Dunya 2018; Ullman 2006) provide a
comprehensive account of criteria that should be met before engaging in SEM. These requirements
stipulate: (1) ensure that sample at hand comes from a population that is appropriate to the
hypothetical concepts being assessed; (2) Data should be suitable to the theory under investigation
in the modeling process; (3) The structural model should define the cause-effect sequences that
occur over time; (3) The lag required for an antecedent variable to have an effect should be
included; (4) The hypothetically applicable operationalization of variables should be present as
additional conceptual requirement for valid evaluation of theories; (5) The latent variables must
be chosen such that their indicators are their logical consequences i.e. the latent variables should
not be causally related to each other or extremely interrelated to suggest a common core concept.
And (6) theory must support the existence of latent variables for such a construct to make sense in
each model.”
Additionally, some technical requirements must be met for the results to be meaningful. These
constraints involve (1) Data (exclusively TDS concentration in the current study) must be gathered
from independent observations, (2) TDS Data obtained on one site should not in any way
influences TDS concentration on another site. However, one may obtain TDS data from a single
site across time, with observation referring to repeated measures on site associated with quite likely
a serial correlation among responses. Currently, except for specialized regression models, no
method exists for appropriately taking such dependence into account or evaluating the assumptions
by statistical means. Basic theory of SEM requires that the same process that defines impacts of
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variables should be effective in each distinct observation. This suggests that path diagram should
precisely reproduce a process that is consistent across all observations. Overall, Karakaya-Ozyer
and Aksu-Dunya (2018) reported that six critical issues including data characteristics, reliability
and validity, evaluation of model fit, model estimation, model re-specification and reporting
should guide every SEM/LGM applications.
1.2.3.1 Model Specification
The specification process usually begins by drawing a model diagram using a set of standard
graphical symbols or alternatively described by a series of equations that define the presumed
relations among observed or latent variables. This step is the most important because the model is
supposed to be correct to derive accurate results. Any change to the initial model should be justified
according to theory or empirical results. Specification and re-specification are underlined by the
same principles.
1.2.3.2 Model Identification
Another significant issue that researchers faced in the analysis of a SEM is the model’s
identification. A model is identified if it is theoretically possible for the computer to derive a
unique estimate of every model parameter. The word “theoretically” emphasizes identification as
a property of the model and not of the data. When a model is not identified, then it remains so
regardless of the sample size.
1.2.3.3 Model Estimation
This step involves: (1) evaluation of model fit, which implies determination of how well the model
explains the data. When the initial models do not fit the data very well, then model re-specification
is necessary, and analysis of the respecified model is done using the same data. When the model
fit is assumed to be satisfactory, then (2) interpret the parameter estimates. Bear in Mind that an
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equivalent model explains the data just as well as the researcher’s preferred model but does so
with a different configuration of hypothesized relations among the same variables. For a given
model, there may be many and, in some cases, infinitely many equivalent versions. Thus, the
researcher needs to explain why his or her preferred model should not be rejected in favor of
statistically equivalent ones.
1.2.3.4 Model fit
The whole fit of the model including the parameters should be examined when checking for a
model fit. One of the main broadly used statistics for assessing the fit of a model is the chi-square
(χ²) goodness of fit statistic. This statistic evaluates the degree of distinction between the primary
observed covariance matrix and the reproduced matrix. The most popular fit indice is the goodness
of fit index (GFI). This index can freely be measured as a measure of the proportion of variance
and covariance that the planned model is able to clarify. When the number of parameters is
considered, then the resulting index is known as (AGFI) the adjusted goodness of fit. A model
with a GFI or AGFI of 0.95 or above can signify a logically good estimate of the data (Jöreskog
and Sörbom 1982; Schumacker and Lomax 2010). Many other indices of model fit have been
developed, each with its individual strengths and weaknesses. These fit indices were concerned
with evaluating the fit of the entire model. Examining the correlation residuals or the normalized
residuals can frequently better convey a sense of the fit of a specific part of a model (Jӧreskog &
Sӧrbom, 1996).
1.2.4 Studies linking SEM to water quality
Several factors including, limited data availability for potential causal factors, varying record
periods, missing data, differing spatial scales, and non-normal data distributions restrict the
application of SEM to water quality worldwide (Ryberg 2017). Even with careful consideration of
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potential causal factors and data, SEM is challenging for water-quality issues because of the need
for ancillary data regularly measured over an entire period of record.
In a recent study, Levêque and Burns (2017) applied SEM based approach to build a model that
assesses people’s perception on the diverse factors affecting water quality in the Appalachian
region. The results of this study provided a good fit that explained about 50% of the variance in
health risk perceptions and 43% of the variance in organoleptic perception. The main factors
contributing to the explanation of these variances are environmental concern, area satisfaction and
perceived surface water quality. Although different methods have been used in the past to
investigate the relationships between land use land cover, climate, and water quality, only a few
studies have proposed the use of SEM approach. Ryberg (2017), had used SEM to investigate the
relationship between water quality, precipitation and agriculture across the red river of the North
Basin, USA and Canada and found that precipitation and agricultural practices explain almost 60%
of the annual total phosphorus load. Similarly, Wang, Li, and Yang (2015) employed SEM to
examine the relationship between land use change and the regional climate change in Southern
China and found that urban and surrounding areas influence regional climate by increasing
temperature and precipitation to a certain extent.

1.2 Latent Growth Curve Modeling
Latent Growth Curve modeling (LGM), is a special flexible analysis tool that employed latent and
observed variables to fit a growth curve model within SEM framework (Bollen 1998; Duncan and
Duncan 2010). This modeling technique assumes that change is systematically related to passage
of time (Duncan and Duncan 2010; Grace and Bollen 2008; Li and Acock 1999; McArdle and
Epetein 1987; Meredith and Tisak 1990). LGM is highly flexible to missing data, unequally spaced
time points, non-normally distributed or discretely repeated measures, complex nonlinear
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trajectories, and multivariate growth processes. Standard SEM software have the capacity to test
model fit, compare groups, and constrain parameters within and across groups. LGM was used in
the current study to identify individual differences in changing TDS concentrations. This was
achieved by incorporating latent variables (unobserved variables) and observed variables
(manifest) in the same LGM modeling framework.
Common statistical techniques involving ANOVA, ANCOVA or MANCOVA provide only
information about the average rate of change. They are unable to capture individual differences in
change and only analyze change in observed group means with individual differences in
trajectories treated as error variance. Also, they assume independence of samples and equality of
error variances, which is a common violation for repeated measures data. Although, LGM has been
successfully applied to water quality assessment, limited study (e.g. Chen and Lin 2010) had
employed LGM to quantify stream sensitivity to reduced acidic deposition and to model the initial
chemical conditions (intercepts) and changing rates (slopes) in the central Appalachian region.
1.2.1 Application of Latent Growth Models (LGM)
LGM usually requires two modeling steps: modeling change or unconditional growth modeling
and predicting change or conditional growth modeling (Chen and Lin 2010; Duncan and Duncan
2010; Willett and Bub 2003). The first step analyses a change model i.e., intercept-slope model
that is related only to the repeated measures variables (e.g., total dissolved concentration in the
current study were measured annually). Each repeated measure is represented by two latent factors
(i.e., initial status or intercept and changing rate or slope) (Kline 2011). The settings of the loadings
on the intercept are 1, 1, 1, 1…, 1 and the settings of the loadings on the slope are 0, 1, 2, 3, 4, …,
n or 0, 1, 2, 4, 6, …, n depending on the overall trend of the data (Preacher et al. 2008; Willett and
Bub 2003). The use of 1, 2, 3 and 4 lead to a linear growth curve because the time steps are
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uniformly distributed between measurement. Two parameters are associated with both intercept
and slope exclusively mean and variance of intercept and slope (Preacher et al. 2008). The second
phase of analysis involves adding predictors that can predict change over time (i.e., intercept slope
model with land use attributes as predictors in the current study).
A typical application of LGM to a problem with repeated measures contains variables measured
at two levels of analysis (Preacher 2008). Level 2 units are the entities under study, while Level 1
units are the repeated measurements. Level 1 variables include the outcome (y) variable(s) and all
other variables that are measured at the same occasion. Variables that are measured repeatedly and
used to predict variability across repeated measures of the outcome are referred to as time-varying
covariates (TVCs). Level 2 predictors, called time-invariant covariates vary across individuals
rather than within individuals. Time invariant covariates (TICs) are typically incorporated to
predict mean; variance and covariance of latent variables while time-varying covariates (TVCs),
are introduced as separate variables that affect the outcome measures at the corresponding
measurement occasions. TICs do not change in value as a function of time but TVCs change as a
function of time (Grace and Bollen 2008; Kline 2011; Preacher et al. 2008). In addition, TICs
predict directly the random components of growth and determine the variables that are associated
with individuals who report higher versus lower intercepts or steeper versus flatter slopes (Duncan
and Duncan 2010; Preacher et al. 2008). In case, a linear trajectory is believed to be the ideal
functional form over time and there is evidence of significant random effects in both intercept and
slope components of the trajectory, then TICs are incorporated to predict the random variability in
intercept and slope. This will directly evaluate hypotheses about whether characteristics of the
individual are predictive of higher or lower intercept or steeper rates of change over time. In
general, TICs are independent of time and their values are assessed at any point as this is constant
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over time. However, growth models can easily be expanded to include the effects of covariates
that do vary as a function of time i.e. TVC models (Bollen 1998; Grace and Bollen 2008). The
main difference between TICs and TVCs is that the former directly predict the growth factor
whereas the latter directly predict the repeated measures while controlling for the influence of the
growth factors (Grace and Bollen 2008). Models results at this step include means and standard
errors of the predictors, direct effects of the predictors, variances and covariance of the predictors
(Duncan and Duncan 2010; Kline 2011).
Growth models require at least three repeated measures or four to five measurement occasions
although more complicated models may demand “substantially more” (Duncan and Duncan 2010;
Preacher et al. 2008). Three repeated measures over-identify a linear trajectory and are thus
preferred for at least a sizeable portion of the cases. However, this requirement is rather vague
since in presence of partially missing data, some sites might have just one or two observations
whereas others may have three or more. Further, a close relation exists between the number of
sites and the number of repeated observations per site (Bollen 1998). Growth models have
successfully been fitted to samples as small as n = 22 (Willet and Sayer 1994) though sample sizes
approaching at least 100 are preferred. The typical method of estimation called maximum
likelihood (ML) requires repeated measures to be continuous and normally distributed. However,
alternative methods of estimation allow continuous and non-normally distributed or even
discretely or ordinally scaled measures.
There are two general approaches to estimate models with partially missing data (Karakaya-Ozyer
and Aksu-Dunya 2018): (1) the first, called direct Maximum Likelihood (ML) where the growth
model is estimated by summing the individual contributions of each case such that observations
with a larger number of data points are weighted more heavily than observations with a smaller
23

number of data points, (2) the second, called multiple imputation where the growth model is
estimated in a two-stage sequence explicitly the missing data points are imputed based upon the
characteristics of the non-missing data points multiple times (typically 5 to 10 times) and the
growth model is fitted separately to each of the imputed data sets with the results pooled into a
final set of estimates. Although extremely flexible, both methods invoke explicit assumptions
about the nature of missing data. Specifically, the missing data must be characterized as missing
completely at random (e.g., cases are truly missing at random) or missing at random (e.g., cases
are missing as a function of measured characteristics such as gender or ethnicity). The selection of
appropriate models and methods of estimation must correspond to the characteristics of the
datasets. Model fits indices will depend on the specific analytic strategy used to estimate the
growth models. Examples of fits indices include model chi-square test statistic, root mean squared
error of approximation (RMSEA), comparative fit index (CFI), and Tucker-Lewis’s index (TLI).
1.2.2 Structural Equation Modeling based LGM computers programs
The analysis of SEM and LGM rely on a significant number of computers systems and statistical
software extensions. A brief overview based on reviews summary from (Kline 2011; Li and Acock
1999; Schumacker and Lomax 2010) of some of these software is provided below.
Amos
Amos defined as, “Analysis of Moment Structures” is a Microsoft Windows program distributed
by SPSS, Inc., as either a stand-alone application or as an optional part of SPSS. This program is
made up of two modules, Amos Graphics that provides a GUI through which the user can specify
the model by drawing it on the screen and control other aspects of the analysis and Amos Basic.
This computer program has extensive capabilities for Bayesian estimation of model parameters.
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Special features of Amos include the capability to generate bootstrapped estimates of standard
errors and confidence intervals for all parameter estimates.
CALIs and TCALIs
CALIS defined as, “Covariance Analysis and Linear Structural Equations procedure” is part of
SAS/STAT. This statistical program analyzes a wide variety of SEM and estimates parameters in
multivariate linear regression.
The TCALIS procedure is a new (“experimental”) procedure in SAS/ STAT. It allows greater
flexibility than CALIS in testing SEM across multiple samples and in analyzing models with both
a covariance structure and a mean structure. Models are specified in TCALIS using one of seven
different representational notations notably, LISREL-type matrix-based syntax, EQS-type
equations-based syntax, and a notational system based on an approach to causal modeling known
as the reticular action model (RAM) (McArdle & McDonald, 1984).
EQS
EQS is a Microsoft Windows program that can be used for all stages of analysis from data entry
and screening to exploratory statistical analyses to SEM. Exploratory statistical analyses in EQS
involve ANOVA, covariate analysis, and factor analysis. The user can interact with EQS in three
different ways: through batch mode; through wizards that collect information about the model and
data and automatically write EQS programming syntax; or through a drawing editor. Special
strengths of EQS include the availability of several different estimation methods for non-normal
data, model-based bootstrapping, and the ability to correctly analyze a correlation matrix without
standard deviations.
LISREL
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LISREL (Linear Structural Relationships) for Microsoft Windows (Jöreskog and Sörbom 1982) is
an integrated suite of programs for all stages of analysis. These steps go from data entry and
management to exploratory data analyses and to the evaluation of a wide range of SEM. Included
with LISREL is PRELIS, which prepares raw data files and matrix summaries for analysis in
LISREL or other computer programs. The other LISREL programming language is SIMPLIS
which requires naming the observed and latent variables and specifying paths with equation-type
statements.
Mplus is a program which runs under Microsoft Windows and analyzes all types of SEM as well
as discrete and continuous-time survival models. A key feature of this software is its ability to
analyze any combination of continuous, dichotomous, ordinal, or count variables. Also, available
in Mplus Base, is a maximum likelihood (ML) method for incomplete raw data files, and Monte
Carlo methods for generating simulated random samples. Later versions of this approach, feature
the capability for exploratory SEM. However, this program has no model diagram input or output.
Mx Graph is a matrix algebra processor and a numerical optimizer that can analyze structural
equation models and other kinds of multivariate statistical models. It is freely available over the
internet and runs under several different operating systems. Special features of Mx Graph for SEM
include the ability to calculate confidence intervals and statistical power for individual parameter
estimates and analyze special types of latent variable models for genetics data. The R programming
environment also has a package called OpenMx that can run Mx.
RAMONA
RAMONA, Reticular Action Model or Near Approximation, is the module for SEM in SYSTAT,
a comprehensive program for general statistical analysis for Microsoft Windows. The user
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interacts with RAMONA in the general SYSTAT environment by submitting a batch file with
commands that describe the model and data. An alternative method is to use a wizard with
graphical dialogs for naming observed and latent variables and specifying the type of data to be
analyzed. Syntax for RAMONA is straightforward and involves only two parameter matrices, one
for direct effects and the other for covariances between independent variables and must be typed
directly in a text window by the user. Special features of RAMONA include the ability to correctly
fit a model only to a correlation matrix. Nevertheless, the RAMONA module cannot analyze a
structural equation model across multiple samples and has no direct way to analyze means.
SEPATH
SEPATH defined as, “Structural Equation Modeling and Path Analysis” is the SEM module in
STATISTICA. STATISTICA is an integrated program for general statistical analyses, data
mining, and quality control. SEM is specified in SEPATH with PATH1 programming language
that mimics the appearance of a model diagram based on McArdle–McDonald RAM symbolism.
Users who are familiar with PATH1 language can enter syntax directly into a dialog box. The two
other methods include: (1) a graphical path construction tool in which the user clicks with the
mouse cursor on variable names or buttons that represent different types of paths for direct effects
or covariances; (2) The other method is a graphical wizard for specifying models with substantive
latent variables, such as confirmatory factor analysis models. These methods automatically write
PATH1 syntax in a separate window. The special strengths of SEPATH are its capabilities to
correctly analyze a correlation matrix without standard deviations and generate simulated random
samples in Monte Carlo studies.
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1.2.3 OTHER SEM COMPUTERS TOOLS
The R programming language is an implementation of S-PLUS, developed at Bell Labs as a
computing environment for statistics, data mining, and graphics. The S-PLUS program developed
by TIBCO Software, Inc., is a commercial version of S. R is a free, cooperatively developed, and
open-source version that can be downloaded over the internet. The package “sem” is designed
specifically for SEM. The sem package uses the McArdle–McDonald RAM notational system to
specify structural equation models. Other packages for R supporting SEM analyses, include boot
for bootstrapping and polychor for calculating polyserial and polychoric correlations, lavaan for
SEM based LGM and multilevel modeling. One way of interacting with R is through a command
prompt that accepts R programming language and numerical (data) input. The other way is batch
mode in which commands are entered in an editor before the entire file is executed (run).
MATLAB, Matrix Laboratory is a commercial computing environment and programming
language for data analysis. It has extensive capabilities for data manipulation and visualization,
and there are many built- in functionalities for linear algebra, curve fitting, and optimization and
numerical integration. There are also optional add-ons that support more specialized kinds of
analyses, exclusively those for multivariate statistical techniques. MATLAB currently features
some routines for SEM analysis. Steele (2009) had described MATLAB code for SEM analyses
in functional Magnetic Resonance Imaging (fMRI) studies; this code can be freely downloaded.
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CHAPTER 2 How Decadal Land Use/Land Cover Changes
and Climate Interact and Influence Total Dissolved Solids
Trend in the North Central Appalachian Region of the U.S?
Abstract
This study examined the interactive effects of interannual climate variability and land use/cover
(LULC) on in-stream total dissolved solids (TDS) trends at 27 sites in the north central
Appalachian region during 1990-2010. Use of Mann-Kendall test on annually averaged TDS
showed varying TDS trends with 16 (60%) of the sites having an increasing trend, 7 (26%) having
a decreasing trend, and 4 (14%) with no statistically significant trend. Use of Theil-Sen estimator
revealed that 55% of the sites had a negative TDS-precipitation (TDS-P) slope with five displaying
a statistically significant decreasing (DECR) slope; 45% had a positive (TDS-P) slope with 3
exhibiting a statistically significant increasing (INCR) slope; 32% of the sites had a negative TDStemperature (TDS-T) slope with two a DECR slope; 68% had a positive (TDS-T) slope, whereas
eight displayed INCR slope. Principal component analysis revealed that watersheds with
increasing TDS trend were distributed along the vectors of barren, and agriculture lands while
watersheds with decreasing TDS trend were distributed along the vectors of built-up, ice, forest,
and wetland. These results indicated that the watersheds had different combinations of LULC
changes and TDS-P/TDS-T slopes, leading to a positive or a negative TDS trend response. Also,
the current study exemplifies how the interactions of LULC and interannual climate regulate
environmental pollution processes that control TDS.

1. Introduction
Human actions interacting with land use land cover (LULC) changes and climate variability are a
principal threat to streams water quality (Green et al. 2011; Melillo, Richmond, and Yohe 2014;
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Msuya 2013). As identifies by (Sterling, Ducharne, and Polcher 2013), changes in human induced
LULC affect direct runoff generation to a similar or greater extent as climate change. It has also
been demonstrated that, changes in land-use patterns had substantially affected streams water
quality in the Appalachian region (Schneider 1965). In addition to their direct influences, these
stressors interact with a range of environmental pollution processes involving, snow melting,
dilution, evaporation as well as accumulation and reactions of pollutants, to affect stream
ecosystems (Dwarakish and Ganasri 2015; Hossain 2017). The relative influence of the causation
of pollution by these interactive effects could change over time and in space (Abdalla, Drohan,
and Becker 2010b; Baker 2005; Georgakakos et al. 2014; Lintern et al. 2018; Mujere and Moyce
2017; G. Sun et al. 2013; Tasdighi, Arabi, and Osmond 2017). The majority of land use changes
process occurs very slowly over longer periods. For this purpose, the current study employed three
decades of LULC to investigate in what ways, changes in decadal LULC and interannual climate
affect streams TDS water in the north central Appalachian region.
The central Appalachians region had experienced increasing changes in temperature and
precipitation over the past 111 years (Butler et al. 2015), leading to significant fluctuation of
interannual mean precipitation and interannual mean temperatures between 1901 and 2011. The
surge in aspects of climate over these centuries, will likely intensify runoff in higher latitude
(IPCC, 1996), generating dilution or concentration of pollutants (Abdalla, Drohan, and Becker
2010; Delpla et al. 2009; Mujere and Moyce 2017), along with a subsequent reduction in water
quality (Butler et al. 2015). As a matter of fact, several investigators have observed that changes
in precipitation and temperature are expected to have larger influence in increasing surface runoff
(Fan and Shibata 2015; Sterling, Ducharne, and Polcher 2013). Also, the increase in the aspects of
climate would provide additional water for soil evaporation or plants transpiration and enough
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water for more evapotranspiration. In addition, the evenly distributed abundant yearly rainfall in
the north central Appalachian region has substantially influenced acid mine-drainage, which in
turn elevated chemical levels that generated deteriorating water quality (Schneider, 1965).
Similarly, Cormier, Wilkes, and Zheng (2013) demonstrated that coal mining activities are the
primary source of high waters conductivity in West Virginia. As a result, over 40 percent of
streams, including those along the Monongahela river in West Virginia and Pennsylvania turn out
to have elevated concentrations of direct mining’s specific contaminants (Schneider, 1965). It has
also been demonstrated that, expanding diffuse source pollutant load under higher rainfall events
would negatively influence stream water quality in North America (Murdoch, Baron, and Miller
2000).
In addition to the effects of changing LULC and climate, a range of studies has demonstrated the
possibility of evaluating the interactive effects of these stressors on water quality. In the north
central Appalachian region, Chang (2004) predicted potential interannual climate variability in
nitrogen and phosphorus loads in the Conestoga river, under climate and urban growth and
observed an increase in annual mean nitrogen loads. Similarly, in a previous study Chang (2003)
examined the relative significance of climate and land use changes on streamflow and found that
climate change is projected to have greater impacts on streamflow than land-use change under
environmental scenarios. Alamdari et al. (2017) projected that, total suspended solids, nitrogen,
and phosphorus would increase with growing annual imperviousness runoff in highly urbanized
watershed. Tasdighi, Arabi, and Osmond (2017) characterized water bodies’ vulnerability to total
nitrogen (TN) and phosphorus (TP) between 1992 and 2012 under upstream land use and varying
climate. They found that percentages of urban land use and wastewater treatment will significantly
increase with annual TN and TP. Bussi et al. (2017) showed that climate change will slightly
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decrease average nitrate concentration and increase typical phosphorous concentrations. Also, a
range of studies has reported that, streams salinity are more affected by human induced LULC
than climate change (Delpla et al. 2009; Olson 2019) while their repercussions are similar to or
greater than climate change’s effects (Dong et al. 2015; Sterling, Ducharne, and Polcher 2013).
While LULC is acknowledged as a major driver of change at the watershed scale, the anticipation
of potential changes in water quality, when it is associated with climate remains unclear (Bussi et
al. 2017; Olson 2019). In addition, limited studies have examined the combined effects of climate
change and land use on water quality at the regional scales (Chang 2004). Also, no study has
addressed the pollution generated by the interannual climate variability and LULC changes on
TDS water quality.
This study investigated the interactive effects of changing climate and LULC on the long-term
trends in TDS (Fig.1) at 27 sites during 1990-2010. Research questions include: (1) How does
LULC change affect TDS trend? (2) is there any pollution process regulating TDS concentration
under the influence of climate? and (3) what are the interactive effects of LULC and climate on
water quality? We employed non-parametric techniques and PCA to determine the predominant
drivers of TDS trend in streams in Appalachia.

32

Figure 2. 1: Interactions of climate and land use land cover and their combined effects on
streams water quality

2. Materials and Method
2.1 Study area
This study targeted the north central Appalachian region, a rural landscape with rolling hills and
mountainous topography. This hilly area extends over the Appalachia counties of Ohio, northern
Pennsylvania, West Virginia, northern Maryland, and southern New York. Precipitation patterns
and agriculture in the region are strongly influenced by topography (Schneider,1965). In addition
to its rocky topography, this area encompasses the headwaters of several streams, which help
enhance the integrity of downstream waters quality (Boettner et al. 2014). As noted by the US
Army Corps of Engineers (1969), some of the major factors affecting water quality in the region,
are acid mine drainage (AMD) and municipal pollution. Also, Boettner et al. (2014) observed that
the most polluted areas, contributing to high conductivity are located in the old coal fields of West
Virginia and Pennsylvania and in southeastern Ohio. Its landscape is primarily covered by forest,
agricultural, barren, and developed lands, grassland, wetland, shrubland, and water. LULC
changes are mainly characterized by deforestation and natural disturbance, followed by
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regeneration and conversion of forests to mining and urban lands (Napton, 2003). Factors affecting
climatic conditions in the region are latitude, abrupt changes in elevation, complex topography in
the eastern mountainous sections. This area is characterized by a temperate climate with average
annual temperatures fluctuating around 49 °F, with winters averaging 28 °F to 30 °F and summers
averaging 67 °F to 69 °F (Butler et al., 2015).
2.2 Watershed Delineation
Watershed delineation was performed using ESRI ArcGIS Spatial Analyst toolbox (ver. 10.2) and
the 8-digit hydrologic units (HUC 8, USGS, 2019). Elevation’s data were derived from 1/9 arc
second digital elevation model (DEM) for the study area and projected to ensure all cells were in
the same spatial reference as the watershed boundaries. Streams were preprocessed to the
watershed’s boundaries using the 1:24,000 scale hydrography data layers. All sinks in the DEM
were filled to ensure accurate watershed delineations. Flow directions and flow accumulation grids
were then calculated to determine the direction of flow and the accumulated area for each cell in
the landscape. Finally, each delineated watershed boundary was converted to polygon which was
subsequently used to calculate the LULC percentages.
2.3 Land Use and Land Cover Data
LULC data were retrieved from the Multi-Resolution Land Characteristics Consortium (MRLC,
2019). LULC changes from early 1990s to 2010s were calculated from the 30-m data of National
Land Cover Database (NLCD) for each watershed (Table 1). LULC types were aggregated into
seven broad categories according to the classification guidelines by Anderson et al. (1976) to
reduce the number of land classes and to have consistent LULC comparisons over the 3 decades
of the study. They include (1) perennial snow or ice including open water and perennial snow, (2)
built-up land including developed low intensity, developed medium intensity, developed high
34

intensity, developed open space and commercial/industrial/transportation, (3) barren land
including bare rock/sandy clay, quarries/strip mines/gravel pits, transitional barren and barren, (4)
forest land including deciduous forest, evergreen forest, and mixed forest land, (5) rangeland
including shrubland, herbaceous rangeland, shrub-brushland rangeland, and mixed rangeland, (6)
agricultural land including land for agriculture, and (7) wetlands including woody wetland and
emergent herbaceous wetland.
2.4 Water Quality and Climate Data
TDS was used as a parameter to study the impacts of LULC changes and climate on water quality
in the current paper because it has a high potential to be affected by both changing LULC and
climate (Olson, 2019). TDS data at 27 stream monitoring sites from 1990-2010 were obtained
from the Storage, and Retrieval (STORET) Legacy Data Center (USEPA), and the West Virginia
Department of Environmental Protection (WVDEP) databases. The TDS dataset used in the study
contained data from biweekly, monthly, or quarterly samplings. Missing data for some of the
monitoring sites were estimated by their specific conductance data using the relationship, TDS =
0.71*specific conductance developed by WVDEP (Fig S1.). Annual averages were calculated
from the TDS data and used in the statistical analyses.
Total annual precipitation and average annual temperature were retrieved from the Global Climate
Summaries of the year dataset of the National Oceanic and Atmospheric Administration (NOAA)
for each watershed of the water quality monitoring sites (Lawrimore 2017, Table 1). The data were
retrieved using watershed county location as a keyword. Missing data for some of the stations were
substituted by data from adjacent stations assuming that the yearly effects of climate on water
quality at watershed scale would not vary considerably in the same county. A criterion of less than
five years of missing data was applied for a climate station to be included in this study.
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Table 2. 1:Means and standard deviations of annual TDS averages, total precipitation, temperature averages for the 27 watersheds and
their averaged land use land cover percentages from 1992 to 2010.
Monitoring

TDS

Precipitation

Temperature Snow

Site# ID

Built-

Barren Forest Rangeland Agriculture Wetlands

up
(mg/L)

(in)

(°F)

%

WVBS

164±119

43.2±6.6

55.9±1.2

0.4

3.7

5.8

87.6

0.1

2.3

0.0

WVMC

119±96

47.2±7.1

52.1±1.2

0.8

2.6

1.6

86.1

0.0

7.8

1.1

WVKC

395±104

42.3±5.7

52.0±1.0

0.4

2.9

6.4

87.6

0.1

2.6

0.0

WVM-1

535±262

42.5±7.5

50.7±1.0

0.4

3.5

0.8

79.7

0.0

15.5

0.1

WVKE

129±70

46.7±7.5

52.4±1.0

0.5

3.2

1.1

92.0

0.1

3.1

0.0

WVKG

83±59

39.3±6.3

51.1±0.9

3.8

4.6

1.0

72.7

0.2

16.4

1.4

WVKNG

98±31

39.5±5.7

54.2±1.5

0.5

2.6

0.9

81.0

0.1

14.7

0.2

WVLK

251±69

43.7±5.7

54.5±1.5

0.3

3.3

0.5

86.0

0.1

9.8

0.0

WVKN-lo

125±40

--

--

1.2

7.1

2.3

81.1

0.1

8.0

0.2

400±228

42.2±8.2

52.6±1.1

1.2

3.8

3.9

81.2

0.3

9.3

0.5

WVS

204±39

47.6±6.7

47.2±1.8

0.6

6.3

0.3

57.0

0.0

35.5

0.1

WVPSB

142±21

50.4±9.8

47.2±1.8

0.5

2.1

0.5

80.8

0.1

16.1

0.1

WVPNB
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WVBST

410±93

46.4±7.3

54.0±1.0

0.2

3.5

6.5

88.2

0.1

1.6

0.0

WVK-up

135±40

40.5

--

0.7

3.5

2.0

86.1

0.1

7.2

0.3

227±159

37.5±6.1

52.0±1.4

1.7

6.8

1.4

73.0

0.0

16.9

0.1

WVO-2

112±50

47±6.3

55.0±1.0

0.8

3.8

4.1

86.6

0.1

4.5

0.0

WVMT

282±158

48±7.8

50.4±1.0

0.7

3.7

1.1

81.1

0.1

13.0

0.2

WVMW

436±123

47±6.4

52.1±1.3

0.8

6.1

1.5

73.0

0.0

18.5

0.0

91±18

33±6.8

53.5±1.3

0.5

1.9

0.4

85.1

0.1

12.1

0.1

WVK-lo

163±72

42±7.2

54.8±1.3

0.7

4.7

1.2

90.0

0.8

2.7

0.0

WVKN-up

135±39

41±5.8

54±1.4

0.6

4.3

1.9

75.0

0.0

18.1

0.1

WVOG-lo

282±128

48±7.0

57.4±1.0

0.4

4.2

4.3

87.4

0.0

3.7

0.0

WVOMI

126±26

42±8.0

54.0±1.0

1.8

3.3

0.5

85.7

0.0

8.7

0.0

WVM

298±100

42±6.7

54.1±1.1

0.8

5.3

1.3

77.3

0.0

15.1

0.1

WVP

334±73

40±8.8

54.3±1.5

1.7

7.0

0.6

55.3

0.1

35.0

0.4

229±125

47±7.4

54.2±0.9

0.3

3.4

5.4

89.1

0.1

1.6

0.0

84±18

--

--

0.5

5.0

1.1

67.9

0.1

23.1

2.3

WVO

WVPC

WVOG-up
WVMY
-- missing value.
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2.5 Data Analyses and Statistical Methods
The non-parametric Mann-Kendall test was performed using SYSTAT Version 12, from “Systat
Software, Inc., San Jose California USA” to assess long-term trend of annual TDS averages during
1990-2010. The magnitude of the trend was estimated by the slope estimator β defined as the
median of (xj-xi)/(j-i) where 1 < i < j < n, and n is the number of time series data (Helsel and Hirsch
1992). A positive value of β indicates an increasing trend whereas a negative value of β indicates
a decreasing trend. The trend was considered statistically significant with α < 0.05. This rankbased non-parametric method has widely been used to assess significance of monotonic trends in
hydro meteorological (Fu et al. 2009) and water quality time series data (Duan et al. 2018;
Mustapha 2013; Q. Sun, Wu, and Tan 2012). The studied watersheds were categorized into three
groups according to their slope values and statistical significance: positive, negative, and no
statistically significant trend.
The effects of LULC changes on the TDS trend were examined by identifying the predominant
decadal LULC changes for each group of watersheds according to their TDS trends (i.e., positive,
negative, and no trend). The identified LULC changes were then compared and contrasted among
the three watershed groups to examine their relationships with the long-term TDS trends.
Twenty-two (22) watersheds that had TDS, precipitation and temperature data were used to
evaluate the effects of precipitation and temperature on TDS using the retrieved total annual
precipitation and average annual temperature from NOAA. Preliminary analysis of TDS and
climate variables showed that the data did not meet normality and homoscedasticity criteria.
Therefore, the non-parametric Kendall Theil regression, often called Theil–Sen estimator was used
to estimate the slope of linear regression line in R Core Team (2017). This estimator, similar to
classic least square, is resistant to the effects of outliers and nonnormality of residual (Hirsch,
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Gotway, and Helsel 2002). The TDS-climate slopes were used to classify watershed responses of
TDS to precipitation and temperature. These different TDS-climate responses were used to
describe potential environmental processes (e.g., dilution or increased TDS due to runoff,
evaporation, or ice melt). R was used to plot the bivariate linear regression lines of TDS and the
climate variables.
The LULC changes from 1990 to 2010 (LULC) were calculated and used in principal component
analysis (PCA). PCA was conducted in R to measure the LULC variances and to condense the
seven LULC variables into principal components with an eigen value > 1 for further analyses.
Only principal components with a loading value  0.3 or  -0.3 were used for interpreting the
interactions between LULC and the climate variables. The interactive effects of LULC and the
climate on water quality were assessed using PCA biplots to identify the combinations of
predominant LULC and TDS-climate responses for the observed TDS trends.

3. Results and Discussion
3.1 Long-term TDS Trend
The Mann-Kendall analysis showed that 16 (60%) of the monitoring sites had a statistically
significant increasing TDS trend and 7 (26%) had a statistically significant decreasing TDS trend
with the remaining 4 (14%) having no statistically significant trend (Table 2). These results
suggested that the heterogeneity in TDS trend is attributed to varying LULC changes and varying
climatic aspects in the different watersheds. For example, the significant elevation variations (4431047 m) and the complex topography of the studied area are known to affect atmospheric
circulation patterns and the climate (Butler et al., 2015). These results are conformed to what was
reported in prior trends analysis between 2002 and 2012 across the U.S; TDS has a high potential
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for change, even though that change might reflect both improved and deteriorated TDS conditions
(Shoda et al. 2019).
Table 2. 2: TDS trends and Kendal-Theil Sen slopes of TDS and climate variables during 19902010
Monitoring Site

TDS trend

TDS-Precipitation slope

TDS-Temperature slope

mg/(Lyr)

mg/(Lmm)

mg/(L°F)

WVM-1

25.64**

-11.19

79.96*

WVKE

5.60*

0.21*

-12.02

WVLK

0.56*

-1.03*

6.28***

WVKN-lo

1.07*

--

--

WVPNB

5.96*

1.11

-46.08***

WVS

0.05*

2.08**

2.52

WVBST

2.68*

4.96

-14.37

WVK-46

2.20*

--

--

WVO-2

2.11*

-5.22***

18.9**

WVK-lo

4.39*

-0.12

20.37*

WVOG-lo

2.44*

4.1

6.51

WVOMI

1.69*

0.29

-1.13

WVM-10

5.96*

-2.47

17.46

WVOG-up

9.22*

2.33

4.07

WVMC

6.75*

1.54**

2.16*

WVKC

9.69*

2.52

-21.55

WVKG

-0.39*

0.19

2.22*
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WVKNG

-1.36*

-0.02

-6.01

WVPSB

-0.72*

-0.46

3.54**

WVMW

-1.93*

-0.25

2.86

WVPC

-0.29*

-1.45***

1.38

WVKN-up

-0.63***

-1.09*

3.66*

WVP

-0.03***

-2.44*

-50.20**

WVO-102

-7.87ns

-1.46

7.65

WVBS

--

--

--

WVMT

--

--

--

WVMY

--

--

--

Statistical significance at the 0.05 (*); 0.01 (**), and 0.001 (***) probability level; ns: not
significant at the 0.05 probability level; -- missing data.
3.2 Relationships between Decadal LULC Changes and TDS Trend
Examining decadal LULC changes in the three watershed groups with different TDS trends led to
the following observations. First, watersheds with an increasing TDS trend were characterized by
increases in barren and built-up lands along with decreases in forest and agriculture (Fig. 2a). A
possible cause for the positive TDS trends is the higher barren land percentages which are often
associated with mining activities and high-TDS drainages. This is consistent with what was
reported by Cormier, Wilkes, and Zheng (2013); in the north central Appalachian region, in-stream
electrical conductivity decreased with forest and increased with built-up, barren, and mining. Also,
prior findings showed that increases in TDS in the central Appalachia region was associated with
LULC changes (Buchanan et al. 2015; Buchanan, Smith, and Nagel 2017). Second, watersheds
with a decreasing TDS trend were characterized by increases in forest and built-up lands and
decreases in agriculture (Fig. 2b). The simple explanation is that the highly coverage of forest in
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the region has improved water quality while the increase in built up has diluted TDS. These results
are conformed to prior study; in the north central Appalachian region; larger areas of low predicted
conductivity were observed in areas with high forest coverage while areas with high predicted
conductivity were found in areas with low forest coverage (Boettner et al. 2014). Third, watersheds
without a statistically significant TDS trend are characterized by mixed LULC changes i.e.,
decreases in forest and agriculture along with increases in built-up land and to less barren land
(Fig. 2c). The decrease in agriculture that was observed through the region can be explained by
the fact that higher mountainous areas are not conducive to agriculture (Boettner et al. 2014).

Figure 2. 2: Decadal changes of land use land cover percentages in watersheds exhibiting (a) an
increasing, (b) decreasing, and (c) no statistically significant TDS trend during 1990 - 2010
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3.3 Relationships between Climate and TDS
The Kendall-Theil Sen’ slopes showed varying relationships between the climate variables and
TDS during 1990-2010. Ten (10) of the watersheds (45%) had a positive TDS-precipitation (TDSP) slope and 3 of the ten slopes were statistically significant (α < 0.05). The remaining twelve (12)
watersheds (55%) had a negative TDS-P slope (Table 2, Fig. S2) with 5 being statistically
significant. The 3 watersheds with a statistically significant positive TDS-P slope exhibited a
general relationship of higher annual TDS levels in years with higher precipitation. Environmental
processes that may result in such a relationship in this group of watersheds include increased loads
by rainfall runoff (Dong et al. 2015; Sica et al. 2016; Whitehead et al. 2009) and reduced pollutant
dilution capacity of the river flow (Bussi et al. 2017) as well as additional water for soil evaporation
or plants transpiration (Schneider 1965). In contrast, the five watersheds with a statistically
significant negative TDS-P slope suggested that TDS concentration is diluted by precipitation.
Environmental processes for such a diluting effect may include increased precipitation runoff
causing dilution of contaminants (Dong et al. 2015; Sica et al. 2016; Whitehead et al. 2009; Y.
Zhang et al. 2013). Also, as observed by Schneider (1965), in the north central Appalachian region,
the streams generally have the lower concentration of dissolved solids when immediate runoff
from the storms moves overland to the streams. Possible LULCs that cause such a diluting effect
are forests and snow melt (Sica et al. 2016).
Similarly, fifteen (15) of the watersheds (68%) exhibited a positive TDS-temperature (TDS-T)
slope with eight (8) of them being statistically significant (α< 0.05) and the remaining seven (7)
watersheds (32%) had a negative TDS-T slope with two being statistically significant (Table 2,
Fig. S3). Watersheds with a positive statistically significant TDS-T slope had higher TDS levels
in years with higher annual averaged temperatures. Environmental processes that can potentially
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contribute to this positive relationship include increased evaporation at higher temperatures
causing concentration of chemicals in streams and rivers (Delpla et al. 2009; Diamantini et al.
2018). Also, warmer temperature could affect chemical reaction kinetics and intensifies
evapotranspiration, causing deterioration of freshwater quality (Schneider 1965, Whitehead et al.
2009). Contrary to these observations, the evidence indicates that watersheds with a statistically
negative TDS-T slope had lower TDS levels. Environmental processes that may lead to such a
relationship include direct chemical dilution due to increasing snowmelt under higher
temperatures (Sica et al. 2016) and indirect effects of temperature due to biological processes
that regulate chemical loads to receiving waters bodies (Mujere and Moyce 2017).
Further examination on the 10 watersheds with a positive TDS-P slope showed that eight (8) had
a positive TDS trend and two (2) had a negative TDS trend. Four (4) of the watersheds with a
negative TDS-P slope had a positive TDS trend and eight (8) had a negative TDS trend. Similarly,
10 of the 15 watersheds with a positive TDS-T slope had a positive TDS trend and 5 had a negative
TDS trend. Two of the seven (7) watersheds with a negative TDS-T slope had a negative TDS
trend and five had a positive TDS trend. These results indicated that while the TDS-climate slope
analysis allows classification of watersheds into groups that exhibited distinct TDS-climate
responses, they do not sufficiently explain the overall TDS trend, suggesting that the observed
TDS trends result from the interactive effects of the climate and LULC changes in the watersheds.
3.4 Interactive Effects of LULC Changes and the Climate on TDS Trends
3.4.1 PCA
The PCA reduced the seven LULC percentages to three principal components (PCs) that have an
eigenvalue > 1 (Table 3). The first two PCs explained 72% of variance in LULC (%). High values
of PC1 were characterized by increasing forest as well as decreasing agriculture, ice, and wetland.
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High values of PC2 were characterized by decreasing agriculture and barren and increasing builtup land. High values of PC3 were characterized by decreasing barren land and increasing
rangeland.
Table 2. 3: Factor loadings of the principal components (PCs) of land use land cover changes
(%) from 1990 to 2010.
PC1

PC2

PC3

Eigen Values

1.91

1.16

1.04

% Variance explained

52.06

19.4

15.7

% Cumulative Variance

52.06

72.0

87.16

Agriculture

-0.37

-0.40

0.16

Barren

-0.23

-0.59

-0.41

Built-up

-0.30

0.53

-0.30

Forest

0.49

0.22

0.15

Rangeland

-0.16

-0.11

0.82

Ice

-0.47

0.29

0.06

Wetland

-0.48

0.24

0.07

LULC changes with absolute value of factor loadings greater than 0.3 are highlighted in bold.
3.4.2 Interactive Effects of LULC and Precipitation on TDS Trend
The interactive effects of LULC changes during 1990-2010 and precipitation on TDS trends were
examined using PCA ordination biplot (Fig. 3), on watersheds with a statistically significant trend.
Overall, the first two principal components explaining 82.9% of the TDS trend variance, showed
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distinctly different distribution patterns of the two watershed groups (increasing and decreasing
TDS trends), indicating their sensitivity to specific LULC changes.
First, watersheds with an increasing TDS trend were distributed along the vectors of barren, and
agriculture lands, indicating their strong correlation with these two LULC changes. These
watersheds had different combinations of LULC changes and TDS-P responses, showing their
interactive effects leading to a positive TDS trend (Table 4). They include increasing TDS-P slopes
with decreasing, barren, and agricultural lands (solid orange triangle); and increasing TDS-P slope
with decreasing agriculture (solid red diamond). The simple explanation is that, the increases in
TDS on these watersheds derived from mining activities and the fertilizers from agriculture.
Cormier, Wilkes, and Zheng (2013) observed that electric conductivity was positively correlated
to agriculture, barren, and mining in the north central Appalachian region. Second, watersheds that
displayed decreasing TDS trend were distributed along the vectors of built-up, ice, wetland, and
forest, indicating their strong correlation with these four LULC changes. These watersheds had
different combinations of LULC changes and TDS-P responses, showing their interactive effects
leading to a negative TDS trend (Table 4). They include decreasing TDS-P slopes with increasing
built up, ice, wetland, and forest (solid purple triangle, solid green circle). The simple explanation
is that, the positive fraction of LULC in built-up and ice that were observed in these watersheds
have diluted TDS under a lesser fraction of wetland while the increase in forest has mitigated TDS
accumulation. Cormier, Wilkes, and Zheng (2013) found that TDS is negatively correlated to
forest and Boettner et al. (2014) found that increasing forest mitigates TDS accumulation in the
north central Appalachian region. Although these watersheds had shown a lower change in wetland
area, that land in addition to the increases in forest have played a considerable role in mitigating
TDS accumulation; and doing so, helped improve water quality in these waterbodies. Former
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studies found that the central Appalachian area is mainly covered by forest ecosystems that have
undergone significant changes, largely driven by periodic climate change and anthropogenic
pressures over the past thousand years (Butler et al. 2015). Also, Boettner et al. (2014) observed
throughout the north central Appalachian region, that mountainous and forested counties tend to
have the best water quality because higher mountainous areas are not so conducive to agriculture.
It appears from these results, that the environmental pollution processes that generated increases
or decreases in TDS in the north central Appalachian region are mainly regulated by the major
LULC identified by the first two PCs. Elevated TDS levels through environmental pollution
processes in some of the region’s watersheds are more effective through the increase in movement
of water as indicated by the persistent average increasing trend of precipitation in the region (Butler
et al. 2015). Similar findings were reported by previous study; under increasing precipitation,
diffused source pollutant load is expected to increase in North America (Chang 2004). The
decrease in TDS observed through dilution process in some of the watersheds is an indication of
improving water quality. Overall, these findings demonstrated that positive TDS trend through
increasing precipitation, is more effective with decrease in forest and agriculture while negative
TDS trend is effective with ice (open water), decrease in agriculture, increase in forest and increase
in built-up. The current paper suggests that forests land can effectively decrease salts carried into
river by surface runoff. As such, they play a significant role in preventing source water from being
polluted. These results suggest that, managing the effects of future LULC and climate on TDS
trend may be an effective strategy for protecting water quality.
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Figure 2. 3: PCA ordination biplot of watersheds classified by overall TDS trends and TDSprecipitation slope
Notes: DECR_TDS_DECR_PRC, decreasing TDS trend with decreasing precipitation slope;
DECR_TDS_INCR_PRC, decreasing TDS trend and increasing precipitation slope; INCR_TDS_
DECR _PRC, increasing TDS trend and decreasing precipitation slope; INCR_TDS_INCR_PRC,
increasing TDS trend increasing precipitation slope.
3.4.3 Interaction between TDS-Temperature Slope and LULC:
The interactive effects of LULC changes during 1990-2010 and temperature on TDS trends were
examined using a PCA ordination biplot (Fig. 4). The first two principal components accounting
for 82.6% of the TDS variance, revealed particularly different distribution orientations of the two
watershed groups (increasing and decreasing TDS trends), indicating their sensitivity to specific
LULC changes.
First, watersheds with an increasing TDS trend were distributed along the vectors of forest, and
agriculture lands, indicating their strong correlation with these two LULC changes. These
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watersheds had different combinations of LULC changes and TDS-T responses, showing their
interactive effects leading to a positive TDS trend (Table 4). They include increasing TDS-T slopes
with decreased agriculture and increased forest lands (solid orange triangle) and decreased TDST slopes with decreased agriculture (solid red diamond). These results suggest that TDS
evapotranspiration is effective under forest and agriculture at higher temperature. Prior study in
the Mid-Atlantic region of the US demonstrated that the prevalence of forests and agricultural
lands contributes to increasing

evapotranspiration, which account for the greatest water

consumption in that region (Neff et al. 2000). Second, Watersheds with decreasing TDS trend were
distributed along the vectors of built up, ice, and forest lands; indicating that the dilution of TDS
under higher temperature is effective under built-up and snow melting. They include watersheds
with decreasing TDS-T slope (solid purple triangle) and watersheds with increased TDS-T slope
(solid green circle) characterized by agriculture.
To our knowledge, no study has reported the combined changes in streams TDS trend under
climate and LULC in the north central Appalachian region. But our results showed that
examination of long-term TDS trend is well appropriate to investigate such effects. Some
important points emerge from this study. First, the current study was not able to find a unique
reason for the interactions of climate and LULC on the regional longitudinal trend of TDS over
the whole study period. Possible reasons are the variations in climate and LULC impacting the
studied watersheds. Second, the present study mainly focused on the effects of LULC and climate
on just TDS trend. More monitoring of chemical constituents and other environmental processes
are needed to illustrate the subsequent impacts of a wide range of stressors on different water
chemical constituents.
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Figure 2. 4: PCA ordination biplot of land use land cover changes during 1990- 2010 of nine
categories of watersheds based on TDS trend and TDS-temperature slope
Notes: DECR_TDS_DECR_TEMP, decreasing TDS trend with decreasing temperature slope;
DECR_TDS_ INCR _TEMP, decreasing TDS trend with increasing temperature slope;
INCR_TDS_DECR_TEMP, increasing TDS trend with decreasing temperature slope;
INCR_TDS_INCR_TEMP, increasing TDS trend with increasing temperature slope.

4. Conclusion
Observed trends of TDS provide evidence of both degradation and improvement in stream TDS
during a time of major LULC and climate changes. The heterogeneity in TDS trend was due to the
combined effects of various LULC percentages and TDS-climate responses. Positive TDS trend
under increasing precipitation, is more effective with decrease in forest and agriculture while
negative TDS trend is effective with ice, decrease in agriculture, increases in forest, and increases
in built-up. Streams’ evapotranspiration had interacted with LULC such as increase in forest and
built up to degrade water quality. Overall, this paper demonstrated that the impact of pollution
sources in receiving waters is largely regulated by LULC and climate. This agrees with previous
findings; investigation of pollution sources gives an understanding of how different nonpoint
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sources of pollution had affected water quality (Tasdighi, Arabi, and Osmond 2017). The outcomes
of this study can be used by water resources managers for better land management and climate
adaptability to control pollution and improve streams water quality in the region.
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CHAPTER 3 Latent Growth Modeling of Watershed Land Use
Land Cover Relationship with Changing TDS in the MidAtlantic Region.
Abstract
Human actions interacting with land use land cover (LULC) usage are increasingly influencing
streams water quality and other surface water networks. Although earlier studies had used a variety
of techniques and models to investigate the interactions between LULC and streams water quality
trends, Structural Equations Modeling (SEM) has received little attention in water quality studies.
In a break from these practices, this paper has used latent growth modelling (LGM), a special case
of SEM to characterize individual streams susceptibility to LULC changes and its effects on total
dissolved solids (TDS) changing rates (i.e., slopes) at 29 monitoring sites during three-time
periods: 1990-1994, 2009-2013, and 2013-2017 in the Mid-Atlantic region (MAR). The model
TDS mean slope is consistent with the overall average slope detected by the Mann Kendall (MK)
trend analysis. Use of MK test for long-term TDS trend indicated evidence of both improvement
and deterioration of stream water quality. Specifically, fourteen (14, 48.3%) monitoring sites
exhibited a statistically significant increasing trend and (8, 27.6%) monitoring sites displayed a
statistically significant decreasing trend. The remaining (7, 24.1%) sites showed no statistically
significant trend at the 0.05 level of significance. Use of LGM to characterize individual stream’
susceptibility to LULCs and TDS changes revealed that cultivated land, barren land, developed
land, and water significantly influenced stream’s susceptibility, which in turn regulated TDS
concentrations and changing rates in the studied watersheds. The identified LULCs support the
observed long-term MK TDS trends. LGM’s modeling approach enabled a better understanding
of the role of watershed LULC in regulating water bodies susceptibility to pollution and TDS
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changes in the MAR. Therefore, it can be used to predict streams susceptibility to pollution in
other regions.

1. Introduction
Investigators are increasingly acknowledging that receiving water bodies are directly exposed to
temporal changes in LULC (Wijesiri, Deilami, and Goonetilleke 2018). The MAR, covering an
abundant freshwater resource, has undergone extraordinary changes in LULC. These changes, in
turn had prompted the conversion of agricultural and forested lands to a developed land use EPA
(2001). This incredible transition will likely expand primary threats to receiving water quality. As
a matter of fact, Zampella & Procopio (2009) found that changes in percentages of developed land
and agriculture in the MAR would affect specific conductance and subsequently water quality. It
has also been demonstrated by Huang et al. (2013) that, rivers water quality is greatly influenced
by the land use within the watershed. These threats could be identified through the examination of
streams water susceptibility to changing LULC (Tasdighi, Arabi, and Osmond 2017).
Nevertheless, the examination of such relationships necessitates initial assessment of water quality
trends (Alberta Environment 2009).
A range of studies has demonstrated the potential of evaluating the relationships between LULC
and surface water quality with a variety of techniques. However, the majority of these approaches
were often restricted to correlation, qualitative reasoning, or references to the work of others
(Ryberg 2017). Specifically, statistical based models including multiple linear regression,
multivariate statistics, redundancy analysis, and ANOVA have been widely used to investigate
LULC and water quality relationships (Asare, Palamuleni, and Ruhiiga 2018; Chu, Liu, and Wang
2013; Ding et al. 2015; Juan Huang et al. 2013; Sliva and Dudley Williams 2001; Wilson 2015;
Wilson and Weng 2011). These studies found that LULC within a watershed significantly affects
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rivers water quality’s variability. Nevertheless, only a few researchers had applied SEM to water
quality’s investigation (Chen and Lin 2010; Kenney et al. 2009; Levêque and Burns 2017b;
Reckhow et al. 2005; Ryberg 2017). As a matter of fact, SEM has not been widely applied because
of the limited availability of water quality data, their varying records periods, their different spatial
scales, and the non-normal data distributions for potential causal factors analysis (Ryberg 2017).
Therefore, incorporating LULC variables in the SEM modeling framework will improve the
current understanding of surface water quality assessment.
To address the need of assessing long-term LULC effects on water quality, a modeling framework
that includes LULCs as predictors at different times (e.g., decades) of LULC history of a region is
required. LGM, a powerful modeling approach, generally used to estimate growth trajectories is
suitable for addressing such need (Nelson and Guyer 2012). Its modeling approach allows the use
of latent (unmeasured) variables to characterize the underlying statistical relationships between
dependent (measured) variables and spatially distributed predictors (Curran, Obeidat, and Losardo
2010; Hu and Bentler 1999; Kline 2011; Li and Acock 1999; Preacher 2008). Additionally, it has
the power to investigate the antecedents and the consequences of change and to elucidate
individual differences in aspects of change (Li and Acock 1999). This powerful statistical tool can,
treat missing data, evaluate model fit indices and model selection criteria, and account for
measurement error in the model’s repeated latent measures. As Curran, Obeidat, and Losardo
(2010) observed, although an adequate sample size is needed to estimate growth models, a perfect
size cannot be clearly stated as this would depend on the complexity of the growth model and
amount of variance explained. They further observed that growth models have successfully been
fitted to samples as small as n = 22, although sample sizes approaching at least 100 are preferred.
Their suggested sample size conforms to a study, where a latent growth model was temporally
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fitted with a sample size as small as n = 21 (Chen and Lin 2010). It has also been acknowledged
by a range of studies that growth models require at least three or four to five measurement times
on each time-period, whereas more complicated models may demand “substantially more”
(Curran, Obeidat, and Losardo 2010; Duncan and Duncan 2010; Preacher et al. 2008).
Water quality assessment is critical in the Mid-Atlantic Region of the U.S., as the headwaters that
help maintain the integrity of downstream water quality have been historically affected by mine
drainage, a substantial source of TDS (Wozniak 2011). The persistent increases of TDS levels
downstream, as a result of rising concentrations of chemical ions in the headwaters (EPA 2009),
is an indication of considerable water contamination issues facing that region. Also, as observed
by Abdalla, Drohan, and Becker (2010), the assessed TDS concentrations in Monongahela
River in south west Pennsylvania has practically doubled up the state and federal
recommended level in 2008. In addition to these continual surges, recent studies that have
examined long-term water quality trends in MAR, found extensive upsurge in TDS, chloride, and
specific conductivity (Buchanan, Smith, and Nagel, 2017). In a similar study, Buchanan et al.
(2015) conducted long term-trend analysis of TDS across 23 stations in the central Appalachian
region. They found that 15 stations exhibited a significant deteriorating water quality trend, two
stations had improving water quality conditions, while the remaining six stations revealed no TDS
trend. These studies suggested that the increase in TDS in the region was associated with LULC
changes. Recent trends analysis across the U.S between 2002 and 2012 has also revealed that TDS
has a high potential for change, even though that change might reflect both improved and
deteriorated TDS conditions (Shoda et al. 2019).
While accounting for LULCs variations is effective enough in elucidating the relations between
LULC and water quality (Ding et al. 2015), limited studies have incorporated the spatial and
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temporal variations of LULC patterns in examining surface water quality at a regional scale (Juan
Huang et al. 2013). Specifically, these studies did not address how LULC susceptibility to streams
conditions can be characterized. Also, it is difficult to predict the impacts of LULCs on water
quality as LULC is constantly changing due to human activities (Dwarakish and Ganasri 2015).
Furthermore, although LGM can capture spatial and temporal aspects of water quality changes
(e.g. Chen and Lin 2010), only limited researchers have used SEM application in modeling stream
water quality data (Arhonditsis et al. 2006; Chen and Lin 2010; Ryberg 2017).
The current paper conducts LGM in three different time periods to characterize individual streams
susceptibility to LULC changes and its effects on TDS changing rates at 29 monitoring sites in the
MAR.

2. Materials and Methods
2.1 Study area
The Mid-Atlantic region, a geographical region covering 108,000 square miles extends along all
of Pennsylvania, Maryland, Delaware, Virginia, West Virginia, Washington DC, and parts of New
York, New Jersey, and North Carolina. This area is mainly characterized by forest and agricultural
activities (Butler-Leopold et al. 2018; Polsky et al. 2000), with the predominant forest coverage
found around West Virginia and north-central Pennsylvania along with agricultural land in the
lowlands to the East (Polsky et al. 2000; Widmann et al. 2012). The remaining land is classified
as barren land, developed land, grassland, wetland, shrubland and water. The prevalence of forests
and agricultural lands contributes to increasing evapotranspiration, which accounts for the greatest
water consumption in the region (Neff et al. 2000). The MAR climate is greatly affected by
atmospheric circulation patterns, latitude, topography, and elevation (Butler-Leopold et al. 2018).
The headwaters of its major rivers, support 48.5 million people spread within its three largest
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metropolitans areas for drinking water, energy production, agriculture, water supply, recreational
activities, and aquatic habitats. (Butler-Leopold et al. 2018). However, a comprehensive water
quality study across the MAR’s rivers and streams revealed that the existing water-quality issues
involve abandoned mine drainage, agriculture, municipal point sources, urban areas, out-of-basin
diversions, competing water uses, rapid population growths in the lowlands, alterations in
water availability due to climate change and habitat alteration.
2.2 TDS time series data and long-term trends
The TDS data used in this study were obtained from the STORET Data Warehouse and the ambient
water quality database of West Virginia department of environmental protection (WVDEP). The
dataset contained biweekly and monthly data at 29 monitoring sites from 1990-2018 and were
averaged to produce the annual TDS time series. Because data type and coverage were important
requirements for selecting the most appropriate trend method, the datasets were divided into two
periods: (1) 1990-1999 and (2) 2008-2018 due to the unavailability of TDS data for some of the
watersheds between 2000 and 2007. The procedure suggested by Hirsch et al. (2002) was followed
to check for data gaps (Buchanan et al. 2015). Briefly, this procedure consists of checking whether
a gap in the period of record for a given parameter prohibits the calculation of a long-term linear
trend. A gap in the data is determined by dividing the period of record into equal thirds and
examining if any one third has less than 20% of possible values and does not allow applying a
long-term trend to that third.
The nonparametric LOESS regression was used to plot the data to visualize and check for the
presence of a trend (Fig. S1). In addition, autocorrelation (ACF) and partial autocorrelation
(PACF) functions were used to examine if serial correlations existed between the annual TDS time
series values using R (R Core Team, 2017, ver. 3.4.1). Each ACF plot includes a pair of blue,
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horizontal, dashed lines representing lag-wise 95% confidence intervals centered at zero. The
vertical spikes in the ACF and PACF plots fall within the horizontal band defined by the blue
dotted lines, indicating autocorrelations and partial autocorrelations were not significant (Fig. S1).
Therefore, the modified Mann-Kendall trend test was applied on the annually averaged TDS data
for the two sub-periods (i.e., 1990-1999 and 2008-2018) “as is” without correcting the p value of
the test for serial correlation (McLeod 2011).
2.3. Land Use Land Cover
ArcGIS (ESRI, Redland California, ver. 10.2) was used to delineate the watersheds and calculate
LULCs percentages for each monitoring site. Watershed areas ranged from 4,050 to 79,187 ha.
Mean elevations of these sites were determined from the 30m digital elevation model (DEM) and
ranged from 175m to 943m. LULCs percentages were calculated based on the 2001, 2011 and
2016 National Land Cover Database (NLCD, Multi-Resolution Land Consortium). The 16 classes
of land were aggregated into eight categories to reduce the number of original LULCs classes as
follows: (1) water including open water and perennial snow, (2) developed land including
developed low intensity, developed high intensity, developed medium intensity, and developed
open space, (3) barren land including bare rock/sandy clay, strip mines/gravel pits, (4) forest land
including deciduous forest, evergreen forest and mixed forest, (5) shrubland including shrub/scrub,
(6) herbaceous including grassland and herbaceous, (7) planted/cultivated including pasture/hay,
grasses, legumes and cultivated crops, and (8) wetlands including woody wetland and emergent
herbaceous wetland. Most of the studied sites are mainly covered by forest. The ranges of the
LULC percentage were as follows: water (0.02% - 25.8%), developed land (3.5% - 65.0%), barren
land (0.02% - 2.6%), forest (13.6% - 90.0%), shrubland (0.06% - 3.4%), herbaceous (0.1% - 5.8%),
cultivated/plants (0.6% - 62.6%) and wetland (0.003% - 22.8%). Based on previous studies (Chen
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and Lin 2010; Wang, Li, and Yang 2015), preliminary LGM analyses for model selection, model
re-specifications, overall model fit, model simplicity, covariance matrix, and sample size, were
performed and the following LULC were used in the final analysis: water, developed, barren, and
cultivated, lands.
The annual averages of TDS were natural logarithm transformed (LN(x)) and the percentages of
LULCs were arcsine square root transformed (ASIN (SQRT(x)) to meet data normality. The
modeling procedure consists of two steps. First, PRELIS software (Scientific Software
International Inc., Lincolnwood, IL, USA, ver.8.80) was used to screen the data for normality,
kurtosis, skewness, percentage of missing values and outliers. The multiple imputation method,
which used the Expected Maximization (EM) algorithm and the Markov Chain Monte Carlo
(MCMC) method to input missing values in multivariate data sets (Vieira 2011) was applied. Data
matrix summary was generated by computing the correlation matrix using PRELIS (Jӧreskog &
Sorbom, 1996). Second, model syntax construction was done by writing the syntax file for model
input, followed by model running using SIMPLIS and LISREL v. 8.80 (Scientific Software
International Inc., Lincolnwood, IL, USA).
Table 3. 1: Model inputs of correlation matrix means, and standard deviations of stream TDS
(2013-2017) and the aggregated LULC (2011)
TDS13 TDS14 TDS15 TDS16 TDS17 WAT DEV
BAR
CULT

TDS13 1.00
TDS14 0.925

1.00

TDS15 0.937

0.963

1.00

TDS16 0.876

0.910

0.973

1.00
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TDS17 0.891

0.930

0.957

0.954

1.00

WAT

0.151

0.170

0.151

0.143

0.048

1.00

DEV

-0.039

-0.042

-0.009

-0.012

0.023

-0.009

1.00

BAR

0.484

0.403

0.479

0.521

0.354

0.486

-0.132

1.00

CULT

0.008

0.026

-0.007

-0.039

-0.065

0.605

-0.363

0.295

1.00

Means

5.164

5.180

5.285

5.215

5.193

0.176

0.464

0.059

0.430

S. D

0.719

0.707

0.711

0.674

0.567

0.154

0.244

0.286

0.164

Note: TDS13-TDS17 represent annual averages of TDS (mg/L) in the years of 2013-2017. Other
abbreviations: WAT = water (%), DEV = developed land (%), BAR = barren land (%), CULT=
cultivated (%), and S.D. = standard deviation. Data presented have been transformed using the
natural logarithm (i.e., LN (x)) for TDS, and arcsine square root transformation (i.e.,
ASIN(SQRT(x))) for LULC.
2.4. Latent Growth Modeling
LGM explicitly consists of two modeling steps: (1) modeling change or unconditional growth
modeling, and (2) predicting change or conditional growth modeling (Duncan and Duncan 2010).
The unconditional modeling analyzes a change model that is related only to the trajectory of the
repeated measured variable (Vieira 2011). The current study used the transformed annual averages
of TDS as the repeated variable. Each repeated measure is represented by two latent variables:
initial condition or intercept, and changing rate or slope (Kline 2011). The unconditional model
outputs include the means and standard errors of the intercept and slope, covariance between the
intercept and slope and its standard error, variances of the intercept and slope and their standard
errors, and measurement errors for the repeated measures.
The conditional modeling involves adding predictors (i.e., LULCs in the current study) to the
unconditional model structure to predict change in TDS. It consists in identifying important
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LULCs that influence streams initial condition (intercept) and changing rate (slope). The
conditional model outputs include the means and standard errors of the predictors, variances and
covariances of the predictors (Duncan and Duncan 2010), importance of the predictors on the latent
variable susceptibility. This variable was included in the conditional model to quantify individual
streams susceptibility to LULC pollution and indicate that a stream is more susceptible to LULC
if it has a larger positive TDS slope.
In LGM, the null model shows no change over time and the null hypothesis (Ho) is formulated as:
Ho: ∑ = ∑(𝜃)
where ∑ is the sample covariance matrix of the observed variables (e.g., TDS and LULCs
percentages), ∑ (θ) is the covariance matrix implied by a tested model, and θ is a vector that
contains the model free parameters to be estimated (e.g., TDS intercept and slope) (Bollen 1998;
Grace and Bollen 2008).
The Maximum Likelihood (ML) algorithm was used to ensure efficient robust estimation even
when the normality assumption is moderately violated (Vieira 2011). The following fit indices
were chosen based on suggestions from previous studies (Chen and Lin 2010; Kline 2011;
Preacher 2008). Chi-square test was used to assess the overall model fit; a model is acceptable if
its associated p -value is greater than 0.05. The ratio of chi-square to degrees of freedom in the
range of 2-1 or 3-1 is advisable giving that chi-square is sensitive to sample size and is only
meaningful if the degrees of freedom are considered. Root mean square of error approximation
(RMSEA) shows how well the model fits the population covariance matrix and RMSEA in the
range of 0.00 - 0.08 with its 90 percent confidence interval is considered acceptable. The LGM
was conducted for three periods. Specifically, 2001 calculated LULC percentages were used for
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the 1990–1994, 2011 LULC percentages for 2009–2013, and percentages calculated from 2011
LULC categories for 2013-2017 to examine how the changing LULCs over time affected TDS
trend.
2.4.1. Unconditional Model: Intercept – Slope model
In the SIMPLIS syntax, five dependent variables (i.e., TDS13-TDS17), correlation matrix, means
and standards deviations of these variables (Table 1), and latent variables (i.e., intercept and slope)
were incorporated as model inputs. Loadings (path coefficients) of the five TDS measurements on
the two latent variables were pre-set (Duncan and Duncan 2010; Preacher et al. 2008). Specifically,
loadings from the intercept to TDS13, TDS14, TDS15, TDS16 and TDS17 were set to 1 and
loadings from the slope to the repeated variables were set to (0, 1, 2, 3, and 4). These pre-set
loadings indicated use of consecutive annual averages of TDS in the model with TDS13 as the
initial condition (intercept). The same procedure was used to model TDS trends in 1990s and
2009s.
2.4.2. Conditional model
Conditional models were built by adding LULCs percentages as predictors to the previous model
structure to explain the variance in the TDS time series data. Identical path coefficients from the
intercept and slope to the repeated TDS measurements in the unconditional models were used. The
LULCs percentages were treated as time invariant data for each modelled time-period. Four
aggregated LULCs percentages were included as the predictors in the models: water, developed,
cultivated and barren. In addition, stream susceptibility was added as a latent variable to
characterize individual stream’s TDS susceptibility to LULC pollution. In SIMPLIS syntax, this
variable was defined as 1*slope, which indicates that a stream is more susceptible to changing
LULCs if it has a larger positive TDS slope during the study period.
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3. Results
3.1. Mann Kendall Trend of TDS
The Mann-Kendall results showed that no monitoring site had a statistically significant trend for
the 1990-1999 time-period even though the studied streams showed evidence of increasing and
decreasing TDS levels. In contrast, the trend analysis for 2008-2018 showed both upward and
downward TDS trends at the studied sites (Figure 1, Table 2), indicating heterogeneity in TDS
trends in the studied region. Fourteen (14, 48.3%) monitoring sites exhibited a statistically
significant increasing trend and (8, 27.6%) had a statistically significant decreasing trend. The
remaining (7, 24.1%) sites showed no statistically significant TDS trend at the 0.05 level of
significance. The cause of the differences in the decadal TDS trends between the two time periods
were further examined by LGM using LULCs as predictors of TDS trends.
Table 3. 2: Kendall tau values of TDS trends at the studied sites for the period 2008-2018
Sites Identifier

Monitoring_Site

Kendall_Tau

2-sided

(mg/L/year)

p-value

USGS-03012600

Allegheny River

0.49

0.04

BTMUA-ND

Brook Road

0.60

0.01

BTMUA-SE

Cedarbridge

0.60

0.01

BTMUA-SA

Chambersbridge

0.64

0.00

USGS-01575900

Chickies Creek

-0.49

0.04

USGS-01575598

Codorous creek

0.60

0.01

USGS-01368820

Double Kill

0.49

0.04

BTMUA-SG

Hope Chapel

0.49

0.04
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BTMUA-SB1

Lake Shenandoah

0.64

0.00

USGS-01399780

Lamington

0.53

0.03

21PA_WQX-WQN0509

Licking Creek

0.66

0.00

USGS-03102500

Little Shenango

-0.71

0.00

USGS-03075070

Monongahela River at -0.82

0.00

Elizabeth
USGS-04220045

Oak Orchard

-0.67

0.02

21PA_WQX-WQN0281

Redbank Creek

-0.64

0.00

USGS-03032500

Route 9

0.6

0.01

BTMUA-NA

Route 88

0.64

0.00

USGS-04250200

Salmon River

-0.83

0.00

USGS-01397400

ST Branch Raritan at 0.6

0.01

Stanton
WVPSB

South Branch

-0.6

0.01

WVO-21

Middle Ohio South

-0.6

0.01

WVKG

Gauley

-0.47

0.07

WVLK

Little Kanawha

0.42

0.08

WVM

Monongahela

0.45

0.06

WVK-46

Upper Kanawha

-0.45

0.06

USGS-01377000

Hackensack River

0.42

0.08

USGS-04231600

Genessee River

0.44

0.11

WVS

Shenamdoah River

0.26

0.31

21PA_WQX-WQN0281

Paxton

0.60

0.02
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Note: sus = susceptibility to TDS

Figure 3. 1: TDS trends at the monitoring sites (n=29) in the studied region during 2008-2018.
Note: No-Trend = no statistically significant trend
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3.2 LGM: unconditional model of TDS
The two-factors unconditional model of TDS during 2013-2017 is used to illustrate the LGM
modeling results (Figure 2). The results from LN-transformed TDS data indicated that the model
fits moderately well to the data according to model fit statistics (χ2 = 33.70, p = 0.29; ratio of chisquare (χ2) to degree of freedom (df) = 1.1 < 2; RMSEA = 0.06 < 0.08; confidence interval (2013)
for RMSEA = (0.0,0.16), p value for test of close fit (RMSEA < 0.05) = 0.39). The modeling
outputs indicated a significant mean estimate of TDS intercept (5.17) and a non-significant mean
TDS slope estimate (0.01). The model’s intercept mean value was consistent with the observed
mean value of TDS in 2013 (5.16), the initial condition of model period. In addition, the model
also showed a statistically significant estimate of intercept variance (variance = 1) and a nonstatistical variance estimate of slope (variance = 0.005). There was a statistically non-significant
negative correlation between intercept and slope (-0.01) and a positive statistically significant
covariance between TDS15 and TDS16. The values 0.08, 0.05, 0.01, 0.09 and 0.06 are the
measurement errors associated with the repeated measures. Model equations are shown in
Appendix A. The unconditional TDS models for the other two periods are summarized in Table 3.
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Figure 3. 2: Unconditional latent growth curve model of TDS for the period 2013-2017 in the MidAtlantic region. Note: measurement errors for TDS are standardized estimates. Factor loadings
from the intercept to TDS and from the slope to TDS were set to predetermined values. Means and
variances of the intercept, slope, and interactions between the intercept and the slope are
unstandardized estimates.
3.3 LGM: conditional model of TDS and stream’s susceptibility
The conditional model of TDS for 2013-2017 was used to illustrate the modeling results. LISREL
software suggested adding the covariances between TDS13 and TDS15 and between TDS14 and
TDS15 to improve the model fit. The final model fits the data moderately well with a chi-square
of 174.80, p = 0.12; ratio to chi-square of degree of freedom = 1.13 < 2; RMSEA = 0.06 < 0.08;
confidence interval (2013) = (0.0, 0.11) and p value for test of close fit (RMSEA < 0.05) = 0.29.
There was a significant positive path coefficient (i.e., 0.65) from streams’ susceptibility to the
intercept (Fig. 3; Table.3). LULC influenced streams’ susceptibility to TDS in this order:
percentage of cultivated (standardized loading = 0.99, unstandardized loading = 2.78), percentage
of water (standardized loading = 1.34, unstandardized loading = 2.30), percentage of barren
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(standardized loading = 0.95, unstandardized loading = 2.20), percentage of developed
(standardized loading = -0.86, unstandardized loading = -1.16). Percentages of cultivated land and
water were the most significant predictors (Fig. 3, Table 3). All the estimates are significant at
0.05 level. Further, a negative covariance was observed between barren and cultivated lands, and
positive covariances between TDS13 and TDS15 and between TDS14 and TDS15 and between
water and developed land were observed. Detailed measurement and structural equations of the
model for TDS in the 2013s are presented in Appendix A. The individual stream susceptibility
values were computed using the measurement equations of the developed model and the watershed
LULC percentages (Fig.4).

Figure 3. 3: Conditional latent growth curve model of stream total dissolved solids (TDS) for 20132017 with LULC percentages as predictors. Note: factor loadings from the intercept to TDS and
from the slope to TDS as well as from the susceptibility to slope were set to predetermined values;
value from the susceptibility to the intercept is an unstandardized estimate; all other values in this
figure are unstandardized estimates; all estimates are significant (p < 0.05).
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Figure 3. 4: Map showing individual watersheds susceptibility from 2008-2018
Notes: susceptibility between 2.15 and 2.98 = less susceptible; susceptibility between 3.23 and
3.69 = susceptible; and susceptibility greater than 3.69 = more susceptible.
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3.4 LGM: conditional TDS models for the 1990s and 2009s
The latent growth curve models for the three studied decades are compared and contrasted to
characterize the LULC impacts of in-stream TDS trend (Table 3). First, the unconditional models
revealed a significant mean estimate of intercept, a non-significant mean estimate of slope and a
non-significant estimate of the correlation between the intercept and the slope for all the studied
periods. Second, the conditional model indicated a statistically significant positive path coefficient
from streams’ susceptibility to the intercept in 1990s (coefficient = 1.30), and a negative path
coefficient in 2009s (coefficient = −1.19). The results further showed a statistically significant
positive path from susceptibility to water (standardized loading = 0.47; unstandardized loading =
0.81), developed land (standardized loading = 0.47; unstandardized loading = 0.63), and cultivated
(standardized loading = 0.99; unstandardized loading = 2.79), as well as a negative path from
susceptibility to barren land (standardized loading = -0.96; unstandardized loading = -2.22) in
1990s. For the 2009s period, a statistically significant negative path from susceptibility to water
(standardized loading = -0.29; unstandardized loading = -0.49), barren land (standardized loading
= -0.96; unstandardized loading = -2.23) and cultivated (standardized loading = -0.95;
unstandardized loading = -2.66), as well as a positive path to developed land (standardized loading
= 0.74; unstandardized loading = 1.00) are observed (Table 3).

71

Table 3. 3: Latent growth curve models of TDS for three studied time periods (1990s, 2009s and
2013s) in the Mid-Atlantic region of the USA
Intercept (Int)
Slope IntSus- Sus- Sus- Sus- Sus(Slp)
Slp
Int
Wat
Dev
Bar
Cult

Uncond 5.05
Cond

1990-1994 No TDS Trend with 2001 LULC
-0.003 -0.01

Standardized Coefficients
Unstandardized Coefficients
5.09
0.03

1.30

1.30

0.47

0.47

-0.96

0.99

0.81

0.63

-2.22

2.79

-0.29

0.74

-0.96

-0.95

-0.49

1.00

-2.23

-2.66

2009- 2013 TDS Trend with 2011 LULC
Uncond 5.23
Cond

-0.01

-0.03

Standardized Coefficients
Unstandardized Coefficients
5.23
-0.002 1.30

-1.19

2013-2017 TDS Trend with 2011 LULC
Uncond 5.18

0.01

-0.01

Cond

Standardized Coefficients
1.34 -0.86 0.95 0.99
Unstandardized Coefficients
5.18
0.003 1.30 0.65 2.30 -1.16 2.20 2.78
Note: A “−” connecting two variables in the first row represents value of the path coefficient
between the two variables. Unit of TDS is mg/L. Abbreviations: Int = intercept, Slp = slope, Sus
= susceptibility, Wat = water (%), DEV = developed land (%), Bar = barren land (%), Cult =
cultivated land (%). Uncon = unconditional model, and Cond = conditional model. Values in
column 2-4 are unstandardized estimates, and values in columns 5–9 are standardized and
unstandardized estimates. The estimates are significant (p < 0.05) except the values in bold.

4. Discussion
The current paper used the Mann Kendall test to examine TDS trend at 29 monitoring sites in the
Mid-Atlantic region and LGM to characterize individual stream susceptibility to changing LULCs
pollution and TDS changes.
In the LGM unconditional model, the significant mean estimates of the intercept of TDS specified
individual differences in the initial concentrations of stream total dissolved solids (TDS) in 2013.
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The significant variance of the intercept indicates how streams initial TDS conditions differ among
the studied monitoring sites. The similar mean intercept of TDS in other time periods, indicated
individual differences in initial mean of TDS concentrations in 1990s (mean intercept = 5.05) and
2009s (mean intercept = 5.23) among the sites. The non-significant negative correlation between
the intercept and the slope of TDS in all the periods indicated that streams with more positive
initial concentration tended to have less positive TDS growth over time. The fluctuations in initial
TDS conditions from various streams’ monitoring sites lead to the next step of the modeling
process to find out whether these variations were attributable to changes in LULC percentages.
The non-statistically significant positive mean TDS slope (average LN(TDS)) concentration =
0.01), suggests an increase in TDS concentration during the 2013s period which was consistent
with the overall trend slope from M.K trend analysis. On the other hand, the negative mean slope
obtained in 1990s and 2009s suggests an overall decreasing trend in TDS concentration. The nonsignificant variance of the slope observed in 1990s, 2009s and 2013s suggests different changing
rates. Overall, the mean slope and mean intercept describe the average trajectory of true change in
TDS for each time-period.
The impacts of LULC changes on TDS trends during the three time-periods revealed that the
predominant LULCs, affecting TDS concentrations in 1990s and 2013s are cultivated land and
water whereas the most dominant LULCs in 2009s are developed land and water. The least
significant LULC, affecting TDS in 1990s is barren while the least significant LULC in 2013s and
2009s are respectively developed land and cultivated land. The following observations were also
made:
First, the statistically significant positive coefficients from susceptibility to cultivated land, water,
and barren land, together with the statistically significant positive coefficient to intercept in the
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2013s model, suggested that the combined positive effects of these LULCs were correlated to
elevate stream TDS. The simple explanation is the positive rate of change (mean slope = 0.003)
observed during that period (Fig. 3, Table 3). The statistically significant negative coefficient from
susceptibility to developed land and the positive path to intercept, indicated that streams TDS
initial conditions improve with a decrease in developed (urban land). Second, the statistically
significant positive path from susceptibility to developed and the negative path to intercept in
2009s indicated that streams initial conditions deteriorate with increasing developed (urban land).
Also, the statistically significant negative paths from stream susceptibility to cultivated land,
barren land, and water together with the negative path to intercept observed in the 2009s, indicated
that the combined negative effects of these LULC were correlated to decrease TDS in 2009. These
results demonstrated that the 2011 LULCs have opposite effects on TDS trend in both 2009s and
2013s. Third, the statistically significant positive coefficients from susceptibility to cultivated land,
water, and developed land together with the statistically significant positive coefficient to intercept
observed in the 1990s, suggested that the combined positive effects of these LULCs were
correlated to elevate stream TDS in 1990 (mean slope = 0.03). The positive path from susceptibility
to developed land and the positive path to intercept indicated that the degradation of streams initial
conditions increases with increase in urban land. The negative statistically significant coefficient
from susceptibility to barren, suggests that streams TDS conditions had improved with decrease
in barren. The combined negative coefficient of barren and the positive coefficient of water
(dilution) might explain why no statistically significant trend was observed in that period. The
significant positive path from susceptibility to cultivated land together with the positive path to
intercept suggest that this LULC is positively correlated to elevated streams TDS. However, the
combined effects of these LULCs have not been significantly enough to generate a statistically
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significant trend. These findings are somewhat consistent, with previous study in the region; (Chen
and Lin 2010) used LGM to model stream sensitivity to reduce acidic deposition in the MidAtlantic region, and found that watersheds attributes influenced chemical initial conditions and
changing rates.
The predominant LULCs influencing TDS trend in the region are conformed to what was observed
in our previous study reported elsewhere. The higher proportion of water might result from the
conversion of wetland to open water; as observed by Picture (2008); wetlands had been converted
to open water due to land subsidence in some parts of the Mid-Atlantic region. Also, the filtering
effect of wetlands and the regulation of open water areas by wetlands within the major watershed
in that region might likely explain why no statistically significant TDS trend was observed in the
1990s. The current study further found that barren land, which is usually associated with mining
activities, was the third most significant stream susceptibility predictor in both the 2009s and the
2013s and the fourth in the 1990s. This might be due to the lower fraction of barren in the studied
watersheds. Also, lower fraction of barren land was found by Chen and Lin (2010) in the same
region.
The outcomes of the current study are conformed to what was previously found; In West Virginia,
Cormier, Wilkes, and Zheng (2013) found that electric conductivity was positively correlated to
open water, agriculture, residential, barren, and mining in sub watersheds. Contrary to the views
of this study, the evidence of this paper demonstrated that percentage of developed (urban) land
regulates streams TDS initial conditions and changing rate in the three time-periods. Although the
current study area is mainly covered by forest, the addition of forest (to the four LULC already in
the model) did not produce any good fit for the three decades. These results are consistent with
others (Chen and Lin 2010; Herlihy, Stoddard, and Johnson 1998) who demonstrated that although
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the Mid-Atlantic region is an extremely forested area, the predominant forested land cover had a
weaker relationship to chemical constituents compared to more agricultural and/or urban land
cover. Similar non-convergent model results were observed with the incorporation of wetland,
herbaceous, and shrubland into the model. This modeling approach shows the relative importance
of LULC percentages in explaining TDS trends variability, what is an important step in supporting
the attribution of the causes of changes in water quality.

4. Conclusion
The major outcomes of the study were:
1) Mann Kendall tau trend results showed both improvement and deterioration in stream water
quality.
2) LGM modelling outcomes led to the conclusion that changing decadal watershed LULC
positively influenced stream susceptibility to increase TDS in this general order: cultivated,
water, barren and developed.
3) The predominant LULCs, affecting TDS concentrations in the 1990s and in the 2013s are
cultivated land and water whereas the most dominant LULCs in the 2009s are developed land and
water. The least significant LULC, affecting TDS in the 1990s is barren while the least significant
LULC in 2013s and 2009s are respectively developed land and cultivated land.
This study improves our understanding of the strengths of LULCs on TDS trend in the MAR.
Study findings suggest that, for better management of water resources and pollution sources, it is
essential to have a wider range of TDS monitoring sites for improved accounting of the impact of
LULC. Furthermore, the current paper indicated that while a specific LULC may not affect water
quality by itself, the combined effects of several LULC could significantly influence the types and
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degree of pollution. Therefore, measuring the percentages of certain LULC types in a watershed
might enable source water quality protection.
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CHAPTER 4 Modeling the Combined Effects of Land Use
Land Cover and Climate on Streams TDS Conditions in the
Mid-Atlantic Region

Abstract
Although the synergic effects of land‐use change and climate change are significantly affecting
stream ecosystems, only a few studies have investigated their effects on water quality. To fill this
gap, this study used latent growth modeling (LGM) to predict the combined effects of changes in
land use/cover (LULC) and interannual precipitation on total dissolved solids (TDS) at 77
monitoring sites in the Mid-Atlantic region (MAR) during two time periods, 2009-2012 and 20132016 to detect the relative significance of each change. This also examined whether TDS
concentration would increase with increasing precipitation. The use of LGM for the 2013s period
has revealed that barren exhibits a statistically significant positive impact on the TDS conditions
(i.e., intercept) and its changing rates (i.e., slope), while forest, wetland, cultivated land, developed
land and water had statistically significant negative influences. Variation in precipitation’s
volumes was moderately successful in predicting TDS concentrations. This study demonstrates
that both climate and land use change should collectively be considered to account for
collaborative impacts on water quality. Also, this article demonstrated that LGM is an useful tool
to predict the combined effects of LULC and climate and doing so, provides insights into their
effects on TDS water quality.

1. Introduction
The mid-Atlantic Region (MAR) is categorized by an abundant freshwater resources with a total
annual mean rainfall of nearly 1009 mm, evenly distributed all over the year (Butler et al. 2015).
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Degradation of stream ecosystems or increasing salinization of rivers and lakes have been reported
(Olson 2019) due to rainfall through increasing sedimentation or water temperature (Neff et al.
2000). It has also been reported that nearly two-thirds of the rainfall returns to the atmosphere
through evapotranspiration, causing greater TDS concentrations (Olson 2019) while one-third
moves to streams as surface water causing lower TDS dilution to meet human consumption needs.
The repercussions of these processes are expected to degrade with rising surface runoff (Fan and
Shibata 2015; Sterling, Ducharne, and Polcher 2013). Nevertheless, the challenges that land use
change if linked with climate change may pose at various time scales (Baker 2005) remain unclear
(Green et al. 2011; Melillo, Richmond, and Yohe 2014). Therefore, it is critical to evaluate these
combined effects (Wang, Li, and Yang 2015) to understand pollution processes at a watershed
scale (Chang 2004; Dwarakish and Ganasri 2015; Hossain 2017). Also, predicting their probable
effects on rivers is an imperative step to forecast source water pollution (Mehdi et al. 2015; Wang,
Li, and Yang 2015).
Since the process of land use development in a watershed is ambiguous, mathematical models have
been used to assess the effects of land use change and climate change on the environment. In
modelling studies conducted in North America, the simulation of the combined effects of land use
change and climate change suggested a projection of increased surface runoff and degrading water
quality. For example, in the United States, the simulated impacts of agricultural land use change
and climate change revealed that the average stream salinity increase is due to human activities
whereas climate change accounted just for 12% of the increase, making freshwater resources less
suitable for human use (Olson 2019). Chang (2004) investigates potential changes in nitrogen and
phosphorus loads under a warmer and wetter climate, urban growth, and combined changes in the
Conestoga River Basin and its five subbasins in southeastern Pennsylvania using a GIS-based
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model. The study found that when climate change and urbanization occur concurrently, mean
annual nitrogen loads increase by 50% in the most urbanizing subbasin. Maloney et al. (2020)
examined the combined effects of land use change and climate change on the condition of 70,772
small streams in the Chesapeake Bay watershed and found an existing interactive effect of land‐
use and climate change on the watershed‐wide stream conditions. Simulated combined impacts of
land use and climate changes analysis on surface water quality in the Des Plaines River watershed,
Chicago Metropolitan Area revealed that land use development schemes can be adopted to mitigate
potential future water quality impairment (Wilson and Weng 2011). In the Pike River watershed
in Quebec, the combined climate and land use change effects showed total phosphate (TP)
concentrations to be higher during January and February, but lower in April, while the TP water
quality criterion of 0.02 mg/L was constantly exceeded. In contrast, the NO3–N concentrations
were lower than the reference simulation for 8 months out of the year and only hardly surpassing
the water quality criterion of 10 mg/L (Mehdi et al. 2015). Although previous studies have reported
that changes in streams and rivers’ pollution are directly associated with land use and land cover
(LULC), it is difficult to predict potential changes in streams and rivers’ salinity when LULC is
associated with climate variability (Bussi et al. 2017; Mehdi et al. 2015; Olson 2019). Also, no
study had assessed the potential changes in TDS under LULC and climate in the MAR to our
knowledge.
This paper examined the interannual climate variability and the effects of changing LULC on rivers
water quality using a modeling framework LGM, that includes time-invariants covariates (TIVCs)
(e.g., LULC) and time-varying covariates (TVCs) as predictors (e.g., interannual precipitation).
TVCs are commonly used to explain the variability around an individual’s growth trajectory, to
model individual change in both the outcomes (dependent) variables and the predictor and to
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investigate if changes in those variables are related. Alternatively, TIVCs are used to elucidate
change around the outcome’s variables (Willett and Bub 2003) and to explain why intercepts and
slopes of the individuals’ growth curves differ (McNeish and Matta 2019). This modeling
approach is an useful statistical technique for modeling growth trajectories (Nelson and Guyer
2012), by allowing integration of latent variables into the model framework to characterize the
underlying statistical relationships among the dependent variables and both the TVCs and the
TIVCs (Curran, Obeidat, and Losardo 2010; Li and Acock 1999; Preacher 2008). It further
provides a convenient way on focusing on the antecedents and consequences of change, to
elucidate the individual differences in the aspects of change (Li and Acock 1999). Nevertheless,
very limited studies had applied LGM to water quality modeling (Chen and Lin 2010; Kenney et
al. 2009; Levêque and Burns 2017; Reckhow et al. 2005; Ryberg 2017).
The objectives of this study are to use LGM to develop a modeling approach to predict the
combined effects of LULC and interannual precipitation on the concentration of TDS using data
from 77 monitoring sites during 2008-2018. This also investigated if TDS concentration increases
more rapidly with increasing precipitation.

2. Materials and Methods
2.1 Study area
The Mid-Atlantic region, a geographical region covering 108,000 square miles extends along all
of Pennsylvania, Maryland, Delaware, Virginia, West Virginia, Washington DC, and parts of New
York, New Jersey, and North Carolina. This region is home to an abundance of freshwater
resources, which support 48.5 million people spread within its largest metropolitans areas (ButlerLeopold et al. 2018), for drinking water, energy production, irrigation, recreational activities, and
valued aquatic habitats. The headwaters systems, which help maintain the ecological integrity of
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downstream water quality in the region have been historically affected by mine drainage, a
substantial source of TDS (Wozniak 2011). Similarly, two thirds of the nutrients and sediment
loading of the Chesapeake Bay are a great concern for source water protection (Polsky et al. 2000).
This region is principally characterized by forest and agricultural activities (Butler-Leopold et al.
2018; Polsky et al. 2000), contributing to increasing evapotranspiration (Neff et al. 2000) and a
temperate climate with warm summers and cold winters.
2.2 Water Quality
TDS was used as a water quality parameter to study the impacts of LULC changes and climate
because it has a high potential to be affected by both LULC and climate (Olson, 2019). TDS data
at 77 monitoring sites during 2008-2018 were obtained from the STORET Data Warehouse and
the ambient water quality database of West Virginia department of environmental protection
(WVDEP). The TDS dataset used in the study contained biweekly, monthly, or quarterly
samplings data. Annual averages were calculated from the TDS data and used in the statistical
analyses.
2.3 Climate Data
Total annual precipitation was retrieved from the Global Climate Summaries of the year dataset
of the National Oceanic and Atmospheric Administration (NOAA) for each watershed of the water
quality monitoring sites (Lawrimore 2017). The datasets were retrieved using watershed county
location as a keyword. Missing data for some of the stations were substituted by data from adjacent
stations assuming that the yearly effects of climate on water quality at watershed scale would not
vary considerably in the same county. A criterion of less than five years of missing data was
applied for a climate station to be included in this study. The annual TDS averages and annual
precipitation were transformed using the natural logarithm (i.e., LN(x)) to meet data normality.
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2.4 Land Use and Land Cover Data
ArcGIS (ESRI, Redland California, ver. 10.2) was used to delineate the watersheds and calculate
LULCs percentages for each monitoring site. Mean elevations of these sites were determined from
the 30m digital elevation model (DEM). LULC percentages were calculated based on the 2011
and 2016 National Land Cover Database (NLCD, Multi-Resolution Land Consortium). The 16
classes of land were aggregated into eight categories to reduce the number of original LULCs
classes as follows: (1) water including open water and perennial snow; (2) developed land
including developed low intensity, developed high intensity, developed medium intensity, and
developed open space; (3) barren land including bare rock/sandy clay, strip mines/gravel pits; (4)
forest land including deciduous forest, evergreen forest and mixed forest; (5) shrubland including
shrub/scrub; (6) herbaceous including grassland and herbaceous; (7) planted/cultivated including
pasture/hay, grasses, legumes and cultivated crops; and (8) wetlands including woody wetland and
emergent herbaceous wetland. Most of the studied sites are covered by forest. LULC percentages
were transformed using the arcsine square root (i.e., ASIN (SQRT(x)) to meet data normality.
2.5 Latent Growth Modeling
Two modeling steps were performed. First, PRELIS software (Scientific Software International
Inc., Lincolnwood, IL, USA, ver.8.80) was used to screen the data for normality, kurtosis,
skewness, percentage of missing values and outliers. The multiple imputation method, with the
Expected Maximization (EM) algorithm and the Markov Chain Monte Carlo (MCMC) was used
to input missing values.
LGM explicitly consists of two modeling steps: (1) modeling change or unconditional growth
modeling, and (2) predicting change or conditional growth modeling (Duncan and Duncan 2010).
The Maximum Likelihood (ML) algorithm was used to produce efficient estimation even with
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reasonable violations of the normality assumption (Vieira 2011). The following fit indices were
chosen based on suggestions from earlier studies (Chen and Lin 2010; Kline 2011; Preacher 2008).
Chi-square test was used to assess the overall model fit; models are acceptable if its associated p value is greater than 0.05. The ratio of chi-square to degrees of freedom in the range of 2-1 or 3-1
is advisable giving that the chi-square is sensitive to sample size. Root mean square error of
approximation (RMSEA) in the range of 0.00 - 0.08 with its 90 per cent confidence interval shows
how well the model fits the population covariance matrix. Also, the comparative fit index (CFI)
and the standardized root means square residual (SRMR) were used to assess the model fit.
2.5.1 Unconditional Growth model: Intercept – Slope model
The unconditional linear growth model was fitted by defining a model with two latent variables: a
random intercept, and a random slope with fixed coefficients. The loading (path coefficient) of the
measurements on the two latent variables were pre-set loadings (Duncan and Duncan 2010;
Preacher et al. 2008). Explicitly, the values that represent the trend were entered as a column of a
matrix factor loadings in the following way: the first column consisting of 1s acted as multipliers
for the intercept factor; the remaining columns representing functions of the values of the time
metric expressed a linear growth behavior. Exclusively, loadings from intercept to the repeated
TDS variables in 2013s were set to 1.0 while loadings from slope to the repeated TDS variables
were set to (0.0, 1.0, 2.0, and 3.0). These pre-set loadings assumed a positive linear trend of TDS
with TDS concentration in 2013 as the initial condition. Similar loading patterns were adopted in
the 2009s period.
2.5.2 Conditional Growth model
To determine if individual growth parameters representing change in the outcome can be predicted
by individual growth parameters representing change in the predictor, individual growth in both
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the outcome and the predictor were simultaneously modelled. Similarly, to investigate if the
within-individual variability in average true mean initial conditions and average true rate of change
depends on LULCs and interannual precipitations, the unconditional model was extended by
adding LULCs as TIVCs, and interannual precipitation as TVCs to account for the variability
around an individual’s growth trajectory.
TVCs predictors were incorporated as a series of variables that directly affect the repeated
measures in the latent curve model. Four dependent variables (i.e., TDS in 2013 or TDS13; TDS
in 2014 or TDS14; TDS in 2015 or TDS15 and TDS in 2016 or TDS16) along with intercept and
slope as random latent variables were incorporated as model inputs with the 2016 calculated LULC
percentages. Similar paths of loading were performed with the 2009s period using the 2011
calculated LULC percentages. Based on previous studies (Chen and Lin 2010; Wang, Li, and Yang
2015), preliminary LGM analyses for model selection, which included model re-specifications,
overall model fit, model simplicity, covariance matrix, and sample size, were performed and the
following LULCs were used in the final analysis: water, developed, barren land, wetlands, and
cultivated/plants.
The modeling process was performed using both PRELIS from LISREL 8.8 for data preprocessing
and Lavaan package in R. This package is equipped with a special latent growth function that is
designed to offer support for conﬁrmatory factor analysis. Model syntax construction and model
running were performed using the Lavaan package in R (R Core Team, 2017, ver. 3.4.1), with the
default estimator maximum likelihood (estimator = "ML"). To obtain the mean structure for the
covariance, both a mean vector and the number of observations that were used to calculate the
sample moments were specified.
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3. Results and Discussion
3.1 Unconditional Model for 2013-2016 and 2009-2012:
The model for the 2013s period was used to illustrate the modeling approach. The modification
indices suggested adding the covariance between TDS14 and TDS16 to improve model fit. The
two-factor unconditional model of TDS in the 2013s fit the data well according to model fit
statistics (χ2 = 5.57, p = 0.23; RMSEA= 0.07, 90 per cent confidence interval for RMSEA = 0.0,
0.20, p value for test of close fit (RMSEA< 0.05) = 0.32, comparative fit index (CFI) = 0.99,
standardized root means square residual (SRMR) = 0.04; Fig.1). There was a significant mean
estimate of the intercept (mean= 5.02 mg. L−1 yr−1) and the slope (mean= 0.01 mg. L−1 yr−1) of
stream TDS (Fig.1). The mean intercept value of the model was consistent with the observed mean
concentration (5.03 mg. L−1) of TDS in 2013, the initial model condition. Furthermore, there was
a significant variance estimate of the intercept (variance = 0.80), a non-significant variance
estimate of the slope (variance = 0.01) of stream TDS and a negative but non-significant
covariance (coefficient = -0.003) of intercept-slope.
Similarly, the unconditional model in the 2009s fit the data well according to model fit statistics
(χ2 = 7.97, p = 0.09; RMSEA= 0.11, 90 per cent confidence interval for RMSEA = 0.0, 0.23, p
value for test of close fit (RMSEA< 0.05) = 0.15, comparative fit index (CFI) = 0.98, standardized
root means square residual (SRMR) = 0.06). There was a significant mean estimate of the intercept
(mean= 5.08 mg. L−1 yr−1) and the slope (mean= -0.04 mg. L−1 yr−1) of stream TDS (Fig. 4.1). The
recorded mean intercept value was consistent with the observed mean concentration (5.10 mg. L−1)
of TDS in 2009, the initial model condition. Furthermore, there was a significant variance estimate
of the intercept (variance = 0.73), a non-significant variance estimate of the slope (variance = 0.02)
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of stream TDS and a negative but non-significant covariance (coefficient = -0.01) of interceptslope.
The statistically significant mean estimate of the intercept of TDS in the 2009s and in the 2013s
indicated variations in initial TDS concentration of the studied streams. The significant variances
of the intercept indicated how initial TDS concentrations differed among the studied streams in
2009 and 2013. The variances of slope in the 2009s and in the 2013s indicated different changing
rates of TDS among the streams. The negative covariance between intercept and slope indicated
that streams with more positive TDS levels tend to have lower rates of change in the studied
periods. The significant variations of initial TDS conditions and slope led to the next step of
analysis to examine the effects of LULC and receiving volumes of precipitation.
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Figure 4. 1: Unconditional latent growth curve model of TDS for the period 2013-2016 in the MidAtlantic region. Note: factor loadings from the intercept to TDS and from the slope to TDS were
set to predetermined values. Means and variances of the intercept, slope, and interactions between
the intercept and the slope are unstandardized estimates.
3.2 Predicting impacts of precipitation on TDS for 2013-2016 period.
The modeling outcomes indicated that the model fit the data moderately well according to model
fit statistics (χ2 = 27.82, RMSEA= 0.05, p = 0.22; Confidence Interval (2013) = (0.0, 0.11), and p
value for test of close fit (RMSEA< 0.05) = 0.44) comparative fit index (CFI) = 0.98, non-normed
fit index (NNFI) = 0.94, standardized root mean square residual (SRMR) = 0.09). Several
conclusions can be made from the results (Fig. 4.2; Table 4.1). First, the statistically significant
intercept (3.79) of the average trajectory of LN (precipitation) reveals that precipitation exerted a
positive statistically significant stress on streams TDS in 2013, whereas the non-statistically
significant negative slope (-0.03) suggested a decrease in precipitation’s rate of change during the
observed period. The statistically significant variances of intercept (1.04) and slope (0.17) revealed
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respectively, how the initial conditions of precipitation and changing rate differ. However, the null
hypothesis that there were unrelated (-0.27, n.s.) cannot be rejected. The statistically significant
negative covariance between intercept and slope of precipitation indicated that streams receiving
more positive initial precipitation tend to have a lower slope of precipitation during that period.
Nevertheless, changes in TDS concentrations must be interpreted cautiously because the estimated
values were conditional on the values of the predictor, growth in precipitation. Therefore, the
statistically significant intercept (6.31) of the average trajectory of TDS indicated that precipitation
had caused significant variabilities in initial TDS concentrations in 2013, whereas the nonstatistically significant positive slope (0.05) of TDS indicated that the positive rate of change of
precipitation, had caused an increase in TDS slope during the observed period. The statistically
significant variances of TDS intercept (0.84) and TDS slope (0.02) revealed how the initial TDS
concentration and TDS slope changed although the null hypothesis that there were unrelated (0.01, n.s.) cannot be rejected.
3.3 Predicting Impacts of Precipitation on TDS during 2009-2012
The modeling outcomes for 2009-2012 indicated that the model fit the data moderately well
according to model fit statistics (χ2 = 30.34, RMSEA= 0.07, p = 0.09; Confidence Interval (2009)
= (0.0, 0.13), and p value for test of close fit (RMSEA< 0.05) = 0.22) comparative fit index (CFI)
= 0.96, non-normed fit index (NNFI) = 0.94). Several conclusions can be made by examining
Table 4.1. First, the statistically significant intercept (3.81) of the average trajectory of LN
(precipitation) revealed that precipitation had a positive effect on TDS concentration in 2009,
while the non-statistically significant positive slope (0.02) suggested an increase in precipitation
rate of change. The statistically significant variance of intercept and the non-significant variance
of slope revealed how initial and changing rate of precipitation differ.
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On the other hand, the non-statistically significant intercept (7.61) Table 4.1 of the average
trajectory of TDS, indicated that precipitation had caused significant variabilities on streams TDS
concentrations in 2009, whereas the non-statistically significant positive slope (0.02) Table 4.1 of
TDS, indicated that the rate of change of precipitation had produced an increase in TDS slope
during that time. The non-statistically significant variances of TDS intercept (0.77) and TDS slope
(0.02) revealed how the initial TDS concentrations and TDS slope had changed over time. The
statistically significant negative covariance between TDS intercept and TDS slope observed in
2009 and 2013 indicated that streams with more positive TDS tend to have a lower TDS rate of
change.

Figure 4. 2: Model predicting simultaneously change in TDS and the interannual precipitation.
Notes that pi1 and pi2 represent random intercept; Omega1 and Omega2 indicate random slopes;
TDS indicates total dissolved solids concentration; precip = precipitation
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Table 4.1. Parameter Estimates for Latent Growth Model, a Model testing the impact of changes
in precipitation on TDS trajectory.
Label

2009-2012
Estimate
7.61
-0.14
0.77
0.02
-0.02
3.81***
0.02
0.74***
0.02
-0.11

2013-2016
Estimate
6.31***
0.05
0.84***
0.02***
-0.01
3.79***
-0.03
1.04***
0.17***
-0.27

Average true TDS
Average true rate of change in TDS/ year
Partial variance of true initial TDS
Partial variance of true change in TDS/year
Partial covariance of true TDS and true rate of change/year
Average true precipitation
Average true change in precipitation/year
Variance of true initial precipitation
Variance of true rate of change in precipitation
Covariance of true precipitation and true change in
precipitation/year
Regression of true stream precipitation use on true stream
-0.63
-0.34***
TDS
Regression of true stream precipitation on true TDS rate of
0.55
-0.01
change
Regression of true precipitation on true TDS rate of change
-0.02
-0.01
Regression of true rate of change in TDS on the rate of true
-0.01
-0.01
change in precipitation use
*** = p < 0.001, statistically significant. Chi-square = 27.82 (p = 0.22, RMSEA = 0.05)

3.4 Conditional Models indicating the effects of LULCs on TDS in presence of
precipitation.
A conditional model of stream TDS to which the calculated LULC percentages of 2016 were
added, was developed. The modeling outcomes indicated that the model fit the data moderately
well according to model fit statistics (χ2 = 40.66, RMSEA= 0.07, p = 0.07; Confidence Interval
(2013) = (0.0, 0.12), and p value for test of close fit (RMSEA< 0.05) = 0.23) comparative fit index
(CFI) = 0.96, standardized root mean square residual (SRMR) = 0.058). Comparably, a conditional
model to which the calculated percentages of 2011 LULC were added, was developed. After
accounting for the effects of time invariants and time varying covariates, a mean growth curve of
initial stream TDS conditions (mean intercept = 12.05), and a growth rate (slope = 1.30) emerge
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in the 2013s (Fig. 4.3; Table 4.2). Equally, a mean growth curve of the mean intercept, 11.19 and
a growth rate of 1.26 emerge in the 2009s (Table 4.2).
The significant variation around average true mean intercept of TDS and average true mean of
slope that were observed, implies that streams TDS start their growth process at different values
and grow subsequently with different rates. The covariance between initial level and growth rate
[(-0.003 (unstandardized); -0.062 (standardized)]; suggested that, streams which started with lower
initial TDS tend to have higher average true growth rate.
The examination of LULC effects on TDS indicated the following: water had a negative effect on
both the initial level (standardized intercept loading = -0.22; unstandardized loading = -1.49) and
standardized growth rate (slope) = -0.51; unstandardized loading -0.51); suggesting that streams
with more water showed less increases in TDS at the first measurement occasion and a smaller
increase in TDS rate of change than streams with less water. Barren had a positive effect on both
the initial level (standardized loading = 0.24; unstandardized loading = 5.4) and slope
(standardized slope of magnitude 0.10; unstandardized loading = 0.32); revealing that streams with
more barren showed a higher increase in TDS at the first measurement occasion and a greater
increase in average TDS rate of change than streams with lower barren. Forest had a negative
effect on both intercept (standardized loading = -1.77; unstandardized loading = -4.16) and slope
(standardized loading = -2.02; unstandardized loading = -0.69); indicating that streams with more
forest showed less TDS increases at the first measurement occasion and a lesser increase in TDS
rate of change than streams with lower forest. Wetland had a negative effect on both intercept
(standardized loading = -0.60; unstandardized loading = -2.65) and slope (standardized loading =
-0.30; unstandardized loading = -0.19); suggesting that streams with more wetland showed less
TDS increases at the first measurement occasion and a lesser increase in TDS rate of change than
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streams with lower wetland. Cultivated had a negative effect on both intercept (standardized
loading = -0.36; unstandardized loading = -1.39) and slope (standardized loading = -0.78;
unstandardized loading = -0.44); suggesting that watersheds with lower cultivated land showed
less TDS increases at the first measurement occasion and a slighter increase in TDS rate of change
than streams with greater cultivated land. Developed land had a negative effect on both intercept
(standardized loading -0.72; unstandardized loading = -2.00) and slope (standardized loading = 1.67; unstandardized loading = -0.67); suggesting that streams with less developed land had slight
TDS increases at the first measurement occasion and a lesser increase in TDS rate of change than
streams with greater developed land. Overall, these results demonstrated that the initial streams
TDS concentration and changing rate were regulated by LULC with percentages of barren and
cultivated, having the most predominant impacts.
Contrary to the 2013s model, the examination of the 2009s conditional model revealed that water
had negative impact on initial level (intercept) and positive impact on growth rate (slope), leading
to the conclusion that streams with more water showed less TDS increase at the first measurement
occasion and a more increase in TDS rate of change than streams with more water. Barren had a
positive effect on the initial level and a negative impact on growth rate; leading to the conclusion
that streams with more barren showed a greater increase in TDS at the first measurement occasion
and a lesser decrease in TDS rate of change than streams with less barren. Similarly, forest had a
negative effect on intercept and positive effect on slope; leading to the conclusion that streams
with more forest showed less TDS increase at the first measurement occasion and a higher increase
in TDS rate of change than streams with less forest. Also, wetland had a negative effect on both
intercept and slope; leading to the conclusion that streams with less wetlands showed more TDS
increase at the first measurement occasion and a lesser increase in TDS rate of change than streams
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with higher wetlands. Likewise, cultivated had a negative effect on both intercept and slope,
leading to the conclusion that watersheds with more cultivated land showed more TDS increase at
the first measurement occasion and a higher increase in TDS rate of change than streams with
lower cultivated land. And, developed land had a negative effect on intercept and positive impact
on slope; leading to the conclusion that streams with less developed land showed less TDS increase
at the first measurement occasion and a greater increase in TDS rate of change than streams with
less developed land.
3.5 Conditional Models indicating the effects of precipitation on TDS in presence
of LULCs.
The effect of precipitation on TDS in presence of LULCs, are summarized in Table 4.2 and
illustrated in Fig. 4.3. Specifically, precipitation had a negative impact on TDS in 2013
(standardized loading = -0.10, unstandardized loading = -0.49). Effect of precipitation on TDS in
2014 was negative (standardized loading = -0.10, unstandardized loading = -0.50). Effect of
precipitation on TDS in 2015 was negative (standardized loading = -0.09, unstandardized loading
= -0.54). The effect of precipitation on TDS on 2016 was negative (standardized loading = -0.12,
unstandardized loading = -0.62).
The positive effect of precipitation on TDS in 2009 and 2010 (Table 4.2) revealed that the
prediction line shifted up, leading to higher precipitation predict greater increase in streams TDS.
The negative effect of precipitation on TDS in 2011 and 2012 suggested that the prediction line
shifted down, causing higher precipitation diluting TDS concentration. These results suggested
that the prediction line intercepts shifted according to the value of the TVC precipitation.
Given that volume of precipitation was the outcome being modeled, variation around an
individual’s growth curve might be attributable to their precipitation amount at each time-point.
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That implies that when the level of precipitation was higher, observed streams TDS would be lower
than what was predicted by the model whereas lower levels of precipitation may lead to observed
streams TDS that exceeded far beyond levels predicted by the model. Therefore, the overall
negative effect of precipitation on TDS concentration suggested that lower precipitation predicted
higher TDS levels. Changing precipitation over time was then effective in explaining the
variability around individual streams TDS growth trajectory.
Table 4. 2: Summary of the modeling results
Label

2009s Unstandardized 2013s Unstandardized
Estimate
Estimate
Average initial true TDS
11.19
12.05
Average true rate of change in TDS per year
1.26
1.30
Intercept (initial) variance of true TDS
0.38
0.33
Variance of true rate of change of TDS/year
0.013
0.007
Covariance of Intercept and Slope per year
-0.03
-0.003
Regression of intercept on water
-2.57 (-0.35)
-1.49 (-0.22)
Regression of Intercept on developed
-4.06 (-1.37)
-2.00 (-0.72)
Regression of Intercept on barren
0.05 (0.002)
5.40 (0.24)
Regression of Intercept on forest
-5.17 (-2.06)
-4.16 (-1.77)
Regression of Intercept on cultivated
-2.58 (-0.62)
-1.39 (-0.36)
Regression of Intercept on wetlands
-2.75 (-0.59)
-2.65 (-0.60)
Regression of Slope on water
0.36 (0.26)
-0.51 (-0.51)
Regression of Slope on developed
0.19 (0.35)
-0.67 (-1.67)
Regression of Slope on barren
-1.72 (-0.38)
0.32 (0.10)
Regression of Slope on forest
0.005 (0.011)
-0.69 (-2.02)
Regression of Slope on cultivated
-0.14 (-0.18)
-0.44 (-0.78)
Regression of Slope on wetlands
-0.18 (-0.20)
-0.19 (-0.30)
Regression of TDS on Precip/2009 & 2013
0.46 (0.10)
-0.49 (-0.10)
Regression of TDS on Precip/2010 & 2014
0.12 (0.02)
-0.50 (-0.10)
Regression of TDS on Precip/2011 & 2015
-0.155 (-0.04)
-0.54 (-0.09)
Regression of TDS on Precip/2012 & 2016
-0.54 (-0.11)
-0.62 (-0.12)
Notes that unstandardized loading values depend on the initial unit of the variable; standardized
values are in parentheses. Precip = precipitation
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Figure 4. 3: Conditional latent growth curve model of stream total dissolved solids (TDS) for 20132016 with LULC percentages and precipitation as predictors. Note: factor loadings from the
intercept to TDS and from the slope to TDS were set to predetermined values; all other values in
this figure are unstandardized estimates; all estimates are significant (p < 0.05). Standardized
estimates are in parentheses. Error variances of TDS13, TDS14, TDS15 and TDS16 respectively
equal to 0.05, 0.19, 0.07 and 0.05.

4. Conclusion
LGM results revealed that streams would have higher concentration of TDS if they had lower
initial precipitation and higher TDS rate of change. Therefore, knowing the stream’s level of
precipitation will result in more accurate predictions about their TDS concentration, above and
beyond the information given their individual-specific growth curve. Changing precipitation over
time will then be effective in explaining the variability around individual streams TDS growth
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trajectory. Also, LGM indicated that barren had a statistically significant positive impact on initial
conditions (i.e., intercept) and changing rates (i.e., slope) of TDS, while forest, wetland, cultivated
land and developed land had a statistically significant negative influence. Overall, these results
demonstrated that the initial stream TDS concentration and changing rate are regulated by land use
land cover with percentages of barren and cultivated, having the most predominant impacts. The
negative relationship between forest’s percentage in watersheds’ wetlands and TDS suggested that
forest played a controlling role in regulating wetlands’ water quality. This study showed that LGM
modeling is a useful tool to predict the combined effects of changing LULC and climate.
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Chapter 5 Conclusions and Management Implications
Overall, the following conclusions were derived from the studies:
1.

Observed trends of TDS provided evidence of both degradation and improvement

in streams' TDS during a time of major LULC and climate changes. The heterogeneity in TDS
trend was attributed to varying LULC changes and varying climatic patterns. The watersheds had
displayed different combinations of LULC changes and TDS climate slopes, suggesting their
interactive effects lead to a positive or a negative TDS trend response. This study further
demonstrated that Positive TDS trend under precipitation, is effective with decreases in forest &
agriculture while negative TDS trend is effective with ice, increases in forest, and in built-up. Also,
streams’ evapotranspiration effects had interacted with LULC including increases in forest and
built up to degrade water quality. Overall, these results exemplify how the interactions between
LULC and interannual climate can regulate environmental pollution processes that regulate TDS
trend.
2.

The TDS mean slope identified by the unconditional model was consistent with the

overall average slope detected by the Mann Kendall (MK) trend analysis. LGM modelling
outcomes led to the conclusion that changing LULC positively influenced stream susceptibility to
increase TDS in this general order: cultivated, water, barren and developed. The stream
susceptibility in turn regulated stream TDS initial conditions and changing rates. These results
enabled a better understanding of the role of watershed LULC in regulating water bodies
susceptibility to pollution and TDS changes in the MAR. Also, they indicated that while a specific
LULC may not affect water quality by itself, the combined effects of several LULC could
significantly influence the types and degree of pollution.
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3.

The significant variation between the subjects around their mean values suggested

that streams TDS change with different initial values and grow subsequently with different rates.
Use of LGM revealed that varying precipitation amounts was moderately successful in predicting
TDS concentrations. Changing precipitation over time was then effective in explaining the
variability around individual streams TDS growth trajectory. It was also found that barren had a
statistically significant positive impact on initial conditions (i.e., intercept) and changing rates (i.e.,
slope) of TDS, while forest, wetland, cultivated land and developed land had a statistically
significant negative influence. Overall, these results demonstrated that the initial streams TDS
concentration and changing rate were regulated by LULC with percentages of barren and
cultivated, having the most predominant impacts. This study showed that LGM modeling is an
useful tool to predict the combined effects of changing LULC and climate.
The present studies have the following watershed management implications.
1.

Land use land cover and climate change-impacted TDS water quality should be

considered for developing moderation strategies and adjusting existing implemented BMPs for
controlling future TDS pollutants in the MAR. Considerations should be given to watersheds with
increasing trend in TDS because these water bodies may stress aquatic living and water uses for
agriculture, recreational activities, public and municipal water supply. The efficiency of these
BMPs should be examined frequently. Future watersheds managements practices should consider
the interactive effects of changing land use and climate for better land management, climate
adaptability and pollution control to improve streams water quality in the region. Also, watersheds
management policies design should be based on a wider range of TDS monitoring sites to account
for the impact of these stressors. Ultimately, a well controlling and monitoring of acid deposition
and human activities would preserve stream water quality.
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2.

Measuring the percentages of certain LULC types in a watershed might facilitate

source water quality protection. Integrating LULC and climate in every watershed management
decision would enhance streams and rivers water protection. Better managing storm water and
land use pollution sources would reduce the exposition of streams and river water to potential
contaminants issues. Also, a well management of agricultural fertilizers and regulations of human
activities on the land would considerably contribute to save water resources. Regulating the daily
amount of polluted discharged water into our waterway will significantly reduce the number of
pollutants discharged into water networks. Examination of a range of chemical contaminants will
provide a comprehensive understanding of those which are potential threats to water resources.
Knowing the stream’s level of precipitation will result in more accurate predictions about their
TDS concentration, given their individual-specific growth curve. In sum, the outputs of this
dissertation work are expected to help water resources managers formulate and implement land
use management practices to protect source waters.
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Appendix A Supplemental Material indicating the Relations
between TDS and Climate

Figure S1 Relationship between TDS and specific conductance (source DEP).
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Figure S2. Relation between precipitation and TDS for 22 watersheds in the north central
Appalachian region from 1990 to 2010. TDS represents total dissolved solids and Precip
represents precipitation.
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Figure S3. Relation between TDS and temperature for 22 watersheds in the north central
Appalachian region from 1990 to 2010. TDS represents total dissolved solids and Temp represents
temperature.
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Appendix B LGM Modeling Equations
Modeled Equations of the Unconditional and Conditional Models for TDS from 2013 to 2017.
(1) Modeled equations of the unconditional model for TDS (Figure 2 in the manuscript):
Measurement Equations
Int = 1.000*Int, Errorvar. = 0.0772, R² = 0.929
(0.0182)
4.230
Slope = 1.000*Int + 1.000*Slope, Errorvar. = 0.0476, R² = 0.955
(0.0132)
3.601
TDS15 = 0.0885 + 1.000*Int + 2.000*Slope, Errorvar. = 0.00846, R² = 0.992
(0.0222)
(0.00746)
3.984
1.135
TDS16 = 1.000*Int + 3.000*Slope, Errorvar. = 0.0877, R² = 0.922
(0.0197)
4.444
TDS17 = 1.000*Int + 4.000*Slope, Errorvar. = 0.0600, R² = 0.947
(0.0289)
2.075
Error Covariance for TDS15 and Int = 0.00354
(0.0103)
0.345
Error Covariance for TDS15 and Slope = -0.012
(0.0107)
-1.155
Error Covariance for TDS16 and Slope = -0.031
(0.0189)
-1.646
Error Covariance for TDS16 and TDS15 = 0.0211
(0.00940)
2.245
Error Covariance for TDS17 and Int = 0.00857
(0.0208)
0.412
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Error Covariance for TDS17 and TDS15 = 0.00250
(0.00982)
0.254
Error Covariance for TDS17 and TDS16 = 0.0289
(0.0168)
1.720
Structural Equations
Structural Equations

Int = 5.176, Errorvar. = 1.014,
(0.193) (0.152)
26.801
6.660
Slope = 0.00881, Errorvar. = 0.00489,
(0.0201) (0.00280)
0.437
1.746
Note: “Int” = Intercept, “TDS13 ~ TDS17” = total dissolved solids in 2013 ~ total dissolved solids
in 2017, “Errorvar.” = Error Variance. Values in parentheses indicate standard errors and values
below them are the t-values.
(2) Modeled equations of the conditional model for TDS (Figure 3 in the manuscript):
Measurement Equations
TDS13 = 1.000*Int, Errorvar. = 0.0809, R² = 0.940
(0.0213)
3.803
TDS14 = 1.000*Int + 1.000*Slope, Errorvar. = 0.0432, R² = 0.988
(0.0124)
3.482
TDS15 = 0.0929 + 1.000*Int + 2.000*Slope, Errorvar. = 0.0310, R² = 0.996
(0.0229)
(0.0149)
4.058
2.087
TDS16 = 1.000*Int + 3.000*Slope, Errorvar. = 0.0289, R² = 0.998
(0.0188)
1.537
TDS17 = 1.000*Int + 4.000*Slope, Errorvar. = 0.154, R² = 0.994
123

(0.0535)
2.881
Water = 0.159 + 2.296*Suscep, Errorvar. = 0.854, R² = 0.861
(0.0891) (0.216)
(0.116)
1.785 10.634
7.346
Develope = 0.425 - 1.158*Suscep, Errorvar. = 0.913, R² = 0.595
(0.0896) (0.192)
(0.122)
4.739 -6.021
7.466
Barren = 0.0262 + 2.203*Suscep, Errorvar. = 0.553, R² = 0.898
(0.0806) (0.186)
(0.0919)
0.325 11.839
6.019
Cultivat = 0.404 + 2.780*Suscep, Errorvar. = 0.300, R² = 0.963
(0.0943) (0.185)
(0.0875)
4.280 15.027
3.431
Measurement Equations illustration
For example, in the measurement equation linking water and susceptibility, the standard error
that corresponds to the regression coefficient (2.30) is 0.22 and the t-value is 10.63. Similarly,
this time in relation to the error variance (0.85), the standard error is 0.12 and the t-value 7.35.
This output section also includes the squared multiple correlations (R2) for each equation, which
is the amount of variance in the dependent variables explained by independent variables.
Error Covariance for TDS15 and TDS13 = 0.0230
(0.0131)
1.758
Error Covariance for TDS15 and TDS14 = 0.00275
(0.0115)
0.239
Error Covariance for TDS16 and TDS14 = -0.054
(0.0135)
-4.011
Error Covariance for TDS17 and TDS15 = 0.0167
(0.0156)
1.071
Error Covariance for Develope and Water = 0.194
(0.0949)
2.045
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Error Covariance for Cultivat and Barren = -0.217
(0.0561)
-3.866
Structural Equations
Int = 5.173 + 0.651*Suscep, Errorvar. = 0.845, R² = 0.334
(0.179) (0.183)
(0.116)
28.954 3.553
7.292
Slope = 0.00280 + 1.000*Suscep, Errorvar. = 0.0899, R² = 0.918
(0.0676)
(0.0159)
0.0415
5.640
Note: “Int” = Intercept, “TDS13 ~ TDS17” = total dissolved solids in 2013 ~ total dissolved solids
in 2013, “Errorvar.” = Error Variance, WAT = water (%), DEV = developed land (%), BAR =
barren land (%), CULT= cultivated/planted (%). Values in parentheses indicate standard errors
and values below them are the t-values.
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Appendix C: Summary of Autocorrelations and Partial
Autocorrelations along with the Lowest plot showing TDS
Trend for a Range of Watersheds

Figure 1. Lowest plot along with autocorrelation and partial autocorrelation for watershed 1
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Figure 2. Lowest plot along with autocorrelation and partial autocorrelation for watershed 3

Figure 3. Lowest plot along with autocorrelation and partial autocorrelation for watershed 4
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Figure 4. Lowest plot along with autocorrelation and partial autocorrelation for watershed 5

Figure 5. Lowest plot along with autocorrelation and partial autocorrelation for watershed 6
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Figure 6. Lowest plot along with autocorrelation and partial autocorrelation for watershed 8

Figure 7. Lowest plot along with autocorrelation and partial autocorrelation for watershed 9
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Figure 8. Lowest plot along with autocorrelation and partial autocorrelation for watershed 10

Figure 9. Lowest plot along with autocorrelation and partial autocorrelation for watershed 11
130

Figure 10. Lowest plot along with autocorrelation and partial autocorrelation for watershed 12

Figure 11. Lowest plot along with autocorrelation and partial autocorrelation for watershed 13
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Figure 12. Lowest plot along with autocorrelation and partial autocorrelation for watershed 14
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Figure 13. Lowest plot along with autocorrelation and partial autocorrelation for watershed 16

Figure 14. Lowest plot along with autocorrelation and partial autocorrelation for watershed 17
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Figure 15. Lowest plot along with autocorrelation and partial autocorrelation for watershed 18
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Figure 16. Lowest plot along with autocorrelation and partial autocorrelation for watershed 20

Figure 17. Lowest plot along with autocorrelation and partial autocorrelation for watershed 21
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Figure 18. Lowest plot along with autocorrelation and partial autocorrelation for watershed 22

Figure 19. Lowest plot along with autocorrelation and partial autocorrelation for watershed 23
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Figure 20. Lowest plot along with autocorrelation and partial autocorrelation for watershed 24

Figure 21. Lowest plot along with autocorrelation and partial autocorrelation for watershed 25
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Figure 22. Lowest plot along with autocorrelation and partial autocorrelation for watershed 26
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