ABSTRACT Accurate signal recovery from an underdetermined system of linear equation (USLE) is a topic of considerable interest; such as compressed sensing (CS), recovery of low-rank matrix, blind source separation, and related fields. In order to improve the accuracy of signal recovery from an USLE in CS, we develop a new algorithm called composite trigonometric function null-space re-weighted approximate 0 -norm (CTNRAL0). The proposed algorithm deploys composite trigonometric function as a nonconvex penalty for sparsity which can better approximate 0 -norm and can yield more accurate solution. To solve nonconvex minimization formulation efficiently, we adopt a gradual nonconvexity method. In addition, the null space measurement matrix is applied in the CTNRAL0 algorithm, which reduces the dimension of the matrix. The proposed algorithm has been compared with the smoothed 0 -norm and null-space re-weighted approximate 0 -norm algorithm via numerical simulations to show its improved performance in the noise environment, while computation cost required is comparable. Furthermore, compared with the interior-point LP solvers and iteratively re-weighted least squares algorithm, the proposed algorithm computation cost can reduce by 1 or 2 orders of magnitude.
I. INTRODUCTION
with the development of CS theory [1] - [4] , recovering sparse data from USLE has attracted increasing attentions and can be applied in many areas, such as imaging in astrophysics [5] , bacterial community recovery in biology [6] and hyperspectral image classification [7] , [8] , etc. In engineering, the scope of its application is broad, such as magnetic resonance imaging (MRI) [9] , electrocardiogram (ECG) [10] signals, sparse channel estimation of MIMO-OFDM systems [11] , [12] and transfer hashing [14] , etc. The idea of core algorithm used in the above applications are some family of matching pursuit and optimization classes, such as basis pursuit (BP) algorithm, which is based on constrained 1 -norm minimization [15] . Most of the sparse signal recovery and image reconstruction algorithms are improved based on the minimization norm p (0 ≤ p ≤ 1 ) under constraint conditions. Moreover, Mohimani et al. [16] firstly proposed the smoothed function to approximate 0 -norm (SL0), leading the objective function converts to an optimization problem. In this procedure, a continuous Gaussian function is defined to approximate the 0 -norm. The optimal control parameters are selected by the adaptive method, and the signals are recovered by solving the optimization problem. This method gives adequate consideration to be sparsity and convergence of the solution. Based on the SL0 algorithm, Pant et al. [17] and Pant [18] applied null space of measurement matrix to smooth SL0-norm (NRAL0), hence the accuracy of signal reconstruction is further improved, but sometimes solution of sparse is unstable in the noise environment. Subsequently, in order to enhance the instability of recovery algorithm in the noise environment, several scholars have introduced the ideal of regulation.
LASSO [19] , ISpaRSA [20] and p -regularized least squares ( p -RLS, p < 1) [21] algorithms had shown that 1 -regularized linear regression can effectively suppress noise, but requiring more computation cost.
Comparing the previous algorithms, the method we proposed in this paper is based on direct minimization of the 0 -norm. According to the delta approximating function selection rule [22] , we adopt a new composite trigonometric function model that realizes the further approximation of 0 -norm. In addition, other advantages of four aspects of CTNRAL0 algorithm are explained as: 1), the dimension of the minimization problem is considerably reduced by the null-space of the measurement matrix. 2), an iteratively reweighted technique is incorporated into the minimization program to reach the desired sparse solution. 3), the QuasiNewton method [2] is used to optimize the objective function, which yields better sparse solutions than those solutions obtained by using several existing sparse signal reconstruction (SSR) algorithms and frequency-domain equalization algorithm [16] , [23] . 4), the regularization model is introduced to enhance the robustness to noise.
The remainder of the paper is organized as follows. Section II introduces the basic theoretical background of CS and briefly review the SL0 algorithm. In section III, we are going to present a highly more complete description of the proposed approach. Finally, section IV provides massively numerical simulation results of our algorithm, and the simulation results demonstrate that the performance of the proposed algorithm is superior to other state-of-the-art algorithms.
II. BACKGROUND A. SPARSE SIGNAL RECOVERY
A real-valued, discrete-time signal represented by a vector x of size N is a K -sparse (at most K non-zero elements, the rest of N − M dimension of all zero). Most real-world signals do not look sparse, but many natural and man-made signals should be sparse representations with respect to an appropriate basis, such as DCT, Fourier, Wavelet Curvelet and Gabor, etc.
K is the set of all K -sparse. The error incurred by approximating a compressible signal x by a K -sparse signal is given by
If x is K -sparse, γ K (x) p = 0. Otherwise, the optimal K -sparse approximation of x is the vector that keeps the K largest component elements of x. For this reason, in this paper we focus on the class of K -sparse signal vector x.
A N -dimensional signal x is transformed into M -dimensional measurements y via a matrix multiplication with a measurement matrix ∈ R M ×N . In CS, a typical data acquisition model that takes measurement noise into account is given by
where n ∈ R M is additive measurement noise. The measurement noise n in this paper is only an additive white Gaussian noise. Since M N for most of the compressive sensing scenarios, the system in (2) can be classified as an underdetermined system that has more difficult to solve directly. To guarantee the uniqueness of the K -sparse solution, the smallest number of linear dependent columns of must be larger than 2K , or
The spark of a matrix is the smallest number of columns of that are linearly dependent [24] . For the M × N matrix , spark ( ) ∈ [2, M + 1]. So, to make the solution unique, the number of measurements must satisfy
and measurement matrix satisfies restricted isometry property (RIP) principle [4] . It turns out that formula (3) is also the sufficient condition to guarantee the error bound given by [25] x
where x and x are orignal and the sparse recovery signals, c is a constant, and γ K (x) 1 is defined in (1). The K -sparse signal can be obtained from measurement value y by the norm optimization problem under certain constraints solving
where the bound is used to allow certain error tolerance. In general, is related to the variance of noise n. Formula (5) x 0 is a 0 -norm defined as x 0 = N i=0 |x i | 0 , which, in fact, counts the number of non-zero elements in signal x, but finding sparse solution of formula (5) is NP-hard problem [26] , [27] with the increase of the signal dimension. In order to reduce computational complexity, many researchers have proposed some approximate solutions to (5), such as Gradient Pursuit (GP) [28] and Subspace Pursuit (SP) [29] .
Another method is to replace equation (5), which is solved with a convex programming based on minimize the 1 -norm
where formula (6) x 1 is a 1 -norm defined as x 1 = N i=0 |x i |, the solution of the (6) is approximately equal to the solution in (5) . The main core of BP algorithm [1] , [15] , [30] is replacing the 0 -norm in (5) with 1 -norm. The BP algorithm leads to a linear program, it can be solved in polynomial equation [31] . Since the performance of BP algorithm is poorly in the noise environment, several improved algorithms have been proposed [32] , [33] .
We can use a parameter λ > 0 to balance the twin objectives of minimizing both error and sparsity, and obtain the convex unconstrained optimization problem
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formula (7) is 1 -regularized path called LASSO algorithm [19] , [34] . Using the 1 -norm can be transformed to a convex problem, which can be solved by convex optimization medthod. However, the objective function in formula (7) is not differentiable. Generic methods for solving non-differentiable conver problems are the ellipsoid and subgradient method [41] , [42] . These methods are computationally intensive. Thus, some improved algorithm are proposed, for instance, Zheng et al. [43] considered a based on p (pseudo) norms 0 ≤ p < 1. The following p -penalized least squares problem:
which is better than the choice p = 1. In addition, like 1 -regularized 2 approach [2] , [35] and p -regularized 2 approach [36] . Due p (0 < p ≤ 1) norm is not more approximate 0 norm, thus we propose an approximate 0 -norm instead of the 1 -norm in the formula (7) . The signal recovery problem is achieved by minimizing an approximate 0 -regularized least squares
where F σ (x) function is a smoothed 0 -norm. It can recover the signal in the noise environment. In (8) , the objective function for CS consists of 2 -norm and smoothed 0 -norm.
In 2016, Malek-Mohammadi [22] gave the criterion of delta function selection, which transforms the discrete minimization problem into the extreme value problem of continuation. The problem of finding the sparsest solution of x = y or the sparsest vector in the set {x| x − y ≤ } can be interpreted as the task of approximating the Kronecker delta function. Let
To establish theoretical analysis for the proposed algorithm and derive optimization methods, some property of the DA functions summarized in the following:
It follows immediately from Property that {f σ (x)} converges to 0 -norm as σ → 0 + ; i.e,
Formula (9) is satisfied with Property. To have a numerically tractable optimization problem, one needs to find suitable DA function with some appropriate properties like convexity or continuity. Such as well-known hyperbolic tangent (tanh) function is
the Laplace function, Geman-McClure function, the logarithmic penalty function [44] and Gauss of SL0 algorithm is
The main idea of SL0 algorithm is to approximate the smooth 0 -norm with a differentiable function. The author denoted this function by · σ and it's defined as
Formula (10) define the smooth approximation approaches the 0 -norm function as σ → 0. With this choice, the SL0 problem is
The strategy of the SL0 algorithm to solve equation (11) is to use gradient-projection. Starting with an initial value, the value is iteratively updated by performing one-step gradient descent on x σ , and then projecting the result onto the admissible set A = {x : y = x} that called projection step. A key step is that the non-convexity of the SL0 function (10) increases by gradually decreasing σ . Finally, as σ → 0 the possibility of getting trapped into undesired local minima is increased. To overcome this problem, in the paper Hale et al. [45] proposed a warm-starting or continuation in homotopy methods. The ideal became a sequence of subproblems of the formula (10) to solve, in which, σ is gradually decreased and the final solution of each sub-problem is used as a starting point for the next one.
To obtain higher performance in recovery of sparse vectors in the noise environment, some researchers had proposed an improved algorithm to suppress the influence of noise on signal recovery, such as Sadeghi and Babaie-Zadeh [37] had proposed ISP algorithm.
III. PROPOSED CTNRAL0 ALGORITHM A. NEW SMOOTHED COST FUNCTION DESIGN
According to Property principle, we propose a composite trigonometric function, which is an approximate 0 -norm. That is
where σ is a parameter that regulates the approximately 0 norm. Obviously, lim
for small values of σ , and the approximation tends to equality when σ → 0. Therefore, we can find the minimum 0 -norm solution by minimizing F σ (x) (s.t. x − y 2 ≤ ) for a very small value of σ . Note that the value of σ determines how smooth the function F σ is: the larger value of σ , the smoother F σ (but worse approximation to 0 -norm); and the smaller value of σ , the closer behavior of F σ to 0 -norm. When σ is infinitely close to zero, then the value of F σ is infinitely close to the number of non-zero elements in the value x. Hence solution of the formula (12) can replace the 0 -norm solution. Formula (12) is introduced into formula (8), namely
In order to get the convenience of intuitive, we conduct the simulation of the new objective function model, Gauss, tanh, 0 -norm, f (x) = |x| and f (x) = |x| p (0 < p < 1). Setting their parameters to p = 1/2, x ∈ [−2 2] and σ =0.1. Fig.1 shows the function model mentioned above, one of the exploited these functions in which σ is a parameter to control the fitting to the delta function. Obviously, by choosing a small enough σ , it's possible to have the best fit to the delta function. The results indicated that the proposed new smoothed function model is more ''steeper'' than other four models (expect 0 -norm). The steeper the proposed model is, the value is more closely matches 0 -norm. Since we choose composite trigonometric function model (12) as objective function. Among surrogate function of |x| p (0 < p ≤ 1) is far from DA Property, since they are not suitable as an objective function of approximate 0 -norm.
Note that for smaller values of σ , F σ is extremely nonsmooth. Its contains a lot of local minimum, thus the minimizing algorithm may get trapped into local minimum with the higher probability. On the other hand, for larger values of σ , F σ is smoother and contains less local minimum, and its minimization is easier. Consequently, the value of σ cannot 
be infinitely small. As σ → 0, the solution of F σ is the local optimal solution rather than the global optimal solution, which will lead to larger mean square error of recovery signal. It's also consider its behavior for very large values of σ . More specifically, σ values sufficiently large, minimizing the solution of F σ s.t. x = y, i.e. is given by the pseudo-inverse of , x s = † y. Therefore we regard the value of x s as the initial point of the objective function.
In this paper, we just briefly introduce the selection of regularization parameters. The performation of the proposed algorithm is closely related to the selection of regularization parameter λ, as it controls a tradeoff between the approximate smooth norm term and residual error term. The structure of formula (13) is very similar to 1 -regularized least squares,
• Limiting behavior as λ → 0. The proposed algorithm shows a different limiting behavior, as λ → 0. In the algorithm, the limiting point has the minimum F σ among all point that satisfy T ( x − y) = 0.
• Finite convergence to zero as λ → ∞. As in Tikhonov regularization, the optimal solution tends to zero, with λ → ∞. However, the convergence of the algorithm occures for a finite value of λ ( the convergence problem of the algorithm can be found in [34] )
where A denotes measurement matrix; u ∞ = max i |u i | denotes the ∞ -norm of the vector u. In experiment 5 of section IV B, we conduct effects of different λ values on the recovery periformance of sparse signal. According to the simulation results, we choose λ=0.1λ max as the parameter value of other simulation experiments.
B. NULL-SPACE SOLUTION OF THE MEASUREMENT MATRIX
It is well known the linear algebra theory, and document of JK. Pant et al. [17] that the form of the solution of x = y VOLUME 6, 2018 can be written
where x s is a special solution of x s = T ( T ) −1 y and {·} T denotes the transpose operation, V r is a N × (N − M ) matrix whose columns constitute an orthonormal basis of the null-space of , and ξ is a parameter vector of dimension N − M . Vector x s and matrix V r in (15) can be evaluated by using the singular-value decomposition (SVD) or, more efficiently, the QR decomposition of measurement matrix [2] . Using (15), the approximate 0 -norm is reduced to
where v i T indicates the i−th row of matrix V r . The formula (16) remains differentiable and its gradient can be obtained
where
Obviously, there are two merits:
• Working in the null-space of through the formula in (15) favor the dimension of solution dimension from N to N − M .
• The optimization methods that are more powerful than the steepest-descent method can be applied to improve the recovery performance.
C. ITERATIVELY RE-WEIGHTED APPROXIMATE 0 -NORM Candès et al. [38] proposed the re-weighted 1 minimization, which employed the weighted norm and iterations to enhance the sparsity of the solution. And P. Boyd provided an analytical result of the improvement in the sparsity recovery by incorporate weighted to the objective function.
The large entries in ω i force the solution x to concentrate on the indices where ω i is small, and by construction these correspond precisely to the indices where x is nonzero.
We incorporate an iteratively re-weighted technique into our proposed algorithm. The absolute value of formula (19) is changed to the square term. The re-weighted is given by
where x i (k) denotes the i−th component of vector x (k) obtained in the k−th iteration as x (k) = x s + V r ξ (k) , and ε is a small value to prevent numerical instability when (x i (k) ) 2 approaches zero. Obviously, for a small (x i (k) ) 2 the re-weighting strategy in (20) yields a large weight ω i (k+1) and hence solving the problem in (16) tends to reduce (x i (k) ) 2 further thus forcing a sparse solution. That is to say this reweighted technique has higher order convergence characteristics. Where should be involved that various re-weighted techniques have been recently proposed in [13] and [38] .
The gradient of the re-weighted objective function in (16) is still given by (17) except that (18) is slightly modified to
Subsequently, formula (15) and weight vector
The objective function in (22) remains differentiable, its gradient can be obtained as
where formula (23)
D. OPTIMIZATION OF THE NORM BY THE QUASI-NEWTON METHOD
According to formula (16), the parameter σ will affect the smoothness of the function F σ (ξ ) curve, which will influence the speed of approximation to the optimal solution and the accuracy of signal recovery. When the parameter σ value is smaller, the function F σ (ξ ) is more similar to the 0 -norm, but the curve of the function F σ (ξ ) is not smooth. The function F σ (ξ ) will result in many local minimum values, which are detrimental to the global minimum required to solve the function. In contrast, if σ value is relatively large, F σ (ξ ) has a smaller number of local minima, while the accuracy of the approximation is not good. This scheme is known as graduated nonconvexity approach [39] . Intuitively, these objective function model in Fig.1 are not convex in highdimensional data space, and any algorithm may get stuck in a local minimum.
For the above reason, the solution of the optimization problem in (16) is obtained by using a relatively large σ =σ 0 (usually chosen σ 0 = max |x s | + τ , where τ is a small positive scalar). This solution is then used as the initial point for F σ (ξ ) with a reduced value of σ , say, σ =rσ (0 < r < 1). As the algorithm starts at the origin ξ (0) = 0, the above choice of σ 0 ensure that the optimization start in a convex region. Then the procedure is repeated until function F σ (ξ ) with σ ≤ σ J is minimized, where σ J is a target parameter. That is to say, starting from a convex optimization and gradually decreasing σ , it is more likely that a global solution will be found. For a fixed σ value, the problem in (16) is solved by using a Quasi-Newton algorithm where an approximation of the inverse of the Hessian is obtained by using the BroydenFletcher-Goldfarb-Shanno (BFGS) [2] update formula (15) . We note that applying a quasi-Newton algorithm is particularly convenient in the present application. Since the gradient can be efficiently evaluated using the close-form formulas in (21) .
E. OVERVIEW OF THE PROPOSED ALGORITHM
The proposed CTNRAL0 algorithm is described in Table. 1. The input data of the algorithm includes a measurement value y, measurement matrix , a small positive scalar τ and ε, target parameter σ J , descent factor r, regularization parameter λ, and the number of iterations k. The algorithm requires the minimum 2 -norm solution x s and matrix V r which can be computed using the QR decomposition of T .
IV. SIMULATION RESULTS
In this paper, we will mainly confirm the effectiveness of the algorithm under the noise-free and noise environment model. First, under the condition of noise-free, we consider the signal recovery rate and computational complexity. Second, the effects of the parameters, sparsity, and noise are experimentally discussed. Meanwhile, the performance of the CTNRAL0 algorithm compares with NRAL0 [18] , SL0 [16] , IR0 [13] , LP [26] and FOCUSS [40] algorithms under the condition of noise. the parameters of comparison algorithm are selected as the corresponding parameters proposed in the literature. According to formula (14), we choose λ=0.1λ max as the value of λ in all simulation experiments (expect for noise-free).
A. RECONSTRUCTION OF SPARSE SIGNALS IN NOISE-FREE ENVIRONMENT
Experiment 1. First, the effect of our algorithm on the performance of the recovery in the noise-free environment. The signal length and dimension of measurement are set as N = 256 and M = 100, respectively. The sparsity of signal is K = 5q − 4 (q = 1, 2, · · · , 15). A K -sparse signal x is constructed as follows: 1) setting x to a zero vector of length N . 2) generating a signal u i of length . The results are plotted in Fig.2 (threshold : NMSE < 10 −3 ). It can be observed that the recovery rate of CTNRAL0 algorithm is about 95% when the maximum sparsity about K = 40, and when the value of sparsity is equal to M /2 of theoretical limit [26] , the recovery rate of signal can be more than half. Even now most of the current methods cannot be high reconstruction probability to achieve this theoretical limit. The Fig.3 shows that when the sparsity is not more than 60, the NMSE of CTNRAL0 algorithm is smaller than NMSE of other algorithms. And the NMSE value of the proposed algorithm almost equals zero when the sparsity is less than 40. Once that sparsity exceeds 60, all algorithms recovery fail. Because the non-zero components of signal increase with K value increases, leading to the signals less sparse and the accuracy of signal recovery fall. When K value exceeds M /2, it conflicts with formula (4), and the upper bound of error becomes larger. we know that K < M /2 is a theoretical limit for sparse recovery. The computational complexity of the five algorithms is measured in terms of the average CPU time over 100 times Monte-Carlo simulations. Although it is not an exact measure, it gives a rough estimation of the complexity, for comparing NRAL0, SL0, IR0 (p = 0 Quasi-norm), and IR1 (p = 0.1 Quasi-norm) algorithms. Let M = N /2 and K = round(M /2.5) where N varies in the range between 128 and 512. Our simulations are performed in MATLAB 2016b environment using an Intel i5-3337U, 1.8GHz processor and using MATLAB commands tic and toc. The results are plotted in Fig.4 As is seen from Fig.4 , the computational complexity of IR0 and IR1 algorithms are the highest. Because IR0 and IR1 algorithms need to carry out the inverse operation of matrix in the progress of iterative solution, leading a poor convergence of the algorithm. And then the time of CTNRAL0 is roughly same as NRAL0, but it is slightly higher than SL0. The SL0 has the shortest computation time, because the complexity of steep-gradient in SL0 is less than that of quasi-newton in CTNRAL0.
B. PERFORMANCE ANALYSIS
In the rest of the simulations, we use the Bernoulli-Gauss model. Each element is ''active'' with probability p, and is ''in-active'' with probability 1 − p. If it is active, each sample is a zero-mean and variance σ 2 on Gaussian random distribution; if it is not active, each sample is a zeromean and variance σ 2 off Gaussian random distribution, where σ 2 off σ 2 on . Hence each s i is distributed as Each column of the mixing matrix is randomly generated using the normal distribution and then each column is normalized to unity. Then, the mixtures are generated by using the formula (2). To evaluate the estimation accuracy, signal-to-noise ratio (SNR), mean-square error (MSE) and standard deviation (STD) define as SNR = 20 log x x − x (dB),
2 (the actual sparse signal x, the estimated x and means value µ ), respectively. Fig.5 shows the real source and recovery source at different σ for this run of CTNRAL0 algorithm; the smaller value of σ is, the more the cost function approximated to the 0 -norm, the better the recovery performance of the source. σ value is a parameter to control the fitting to the delta function which is consistent with the theoretical analysis above.
Although Table. 2 shows the gradual improvement in the output SNR of the CTNRAL0 and SL0 algorithm after each FIGURE 5. From top to bottom, the first plot corresponds to the orignal signal, the second plot is recovery at the level σ = 1, the third plot is recovery at the level σ = 0.1, the last plot is recovery at the level σ = 0.01. iteration, the output SNR of CTNRAL0 is better than the SL0 (about advance 1 ∼ 3dB). Moreover, for this simulation (σ = 0.01 ), the total time, MSE, STD and final SNR have been shown for CTNRAL0, NRAL0, SL0, LP and FOCUSS. It is seen that output SNR of CTNRAL0 performs overall better than other algorithms, and the one to two orders of magnitude faster than LP and FOCUSS, and the time roughly same as NRAL0, but slightly higher than SL0. Since it is better to get a global solution through linear search by the inverse of the Hessian matrix, leading the operational complexity rising.
In the second part of the experiment, we use the same parameters as in the first part, except σ off = 0.01 in (24) model. The average SNR for CTNRAL0, NRAL0, SL0, LP and FOCUSS are respectively 31.6, 29.6, 28.9, 27.2 and 17.4 dB; with respective STD 1.57, 1.68, 2.22, 2.03 and 8.40 dB.
2) EFFECT OF NOISE POWER ON THE PERFORMANCE
Experiment 3. In this simulation, effect of the noise power σ n on the performance is compared with NRAL0, SL0, IR0, FOCUSS and LP algorithm. The simulation parameters are the same as experiment 2. The parameter of CTNRAL0 algorithm setting N = 256, M = 100, p = 0.1, σ off = 0, σ on = 1, σ 1 = 1, r = 0.4, σ J = 0.01, K = 25, and σ n ∈ [0.01 0.1], respectively. Running over 100 times Monte-Carlo simulations, the results are plotted in Fig.6 , which shows the averaged SNR and MSE versus the noise power σ on .
It's clear from Fig.6(a) that the output SNR decreases when the increase of noise power σ n , vice versa. Fig.6(b) that the output MSE increases when the increase of noise power σ n (σ n ∈ [0.01 0.1]); the smaller output MSE, the higher output SNR, so the simulation results agree on the theory. Noise power belong to 0.01 ∼ 0.03, the output SNR of the CTNRAL0 algorithm is higher than the other algorithm; and noise power between 0.03 and 0.1, the output SNR of the CTNRAL0 algorithm is almost the same as the NRAL0 and SL0 algorithm. As a whole, in the noise environment, the proposed algorithm is superior to other algorithms in sparse signal recovery performance, which is about 3dB higher than that of SL0 and NRAL0, and higher than that of FOCUSS about 1.8 ∼ 6 dB.
3) EFFECT OF PARAMETER r ON THE PERFORMANCE Experiment 4. In this simulation, we study the dependence of the performance of CTNRAL0 to its parameters. The sequence of σ is σ j = rσ j−1 (1 ≤ j ≤ J , 0 < r < 1), which is determined by the first and last elements, σ 1 and σ J , and descent factor r. The general model of the sources and measurement system, given by (24) and (2), we estimate the performance of CTNRAL0 and its dependence to these parameters for different levels of noise and sparsity. Let N = 256, M = 100, p = 0.1, σ off = 0, σ on = 1, σ 1 = 1, r = 0.4, σ J = 0.01; the sequence of K and σ n are fixed to K = [25, 35, 40, 45, 50] and σ n = [0, 0.01, 0.02, 0.05], respectively. Running over 100 times Monte-Carlo simulations, the results are plotted in Fig.7 and Fig.8 , which represent the average SNR versus the descent factor r, for different the noise power σ n ( including noise-free environment), and different values of K , respectively.
It's clear from Fig.7 that SNR gradually raises when r increase from zero to one. However, when r exceeds a critical value (about 0.3 in this case), SNR remains constant and doesn't increase anymore except for noiseless condition.
It's clear from Fig.8 that SNR gradually augments when r increase from zero to one. However, when r exceeds a critical value (about 0.45 in this case), SNR remains constant and the value of SNR is almost consistent except for K = 45 and K = 50. With the increase of sparsity, the value of output SNR is gradually decreased.
Generally, optimal parameter choice of r depends on the application. When SNR is the essential criterion, parameter r may be chosen large, leading to a more slowly descendant sequence of σ , and the computational complexity is increased. Therefore, the choice of r is a trade-off between SNR and computational cost. As is seen in the Fig.7 and Fig.8 , when approaches to unity, SNR does not increase infinitely (expect for the case of noiseless in Fig.7) . To guarantee an acceptable performance and operation time, we chose r = 0.4. Fig.9 shows the output value of MSE (over 100 times run) versus λ under the condition of sparsity K = 25 and K = 50, and noise σ n = 0.01; Meanwhile, SNR versus λ under the condition of noise σ n = 0.01 and σ n = 0.1, and sparsity K = 25.
It's clear from Fig.9 that the averaged MSE (SNR) radually decrease (increase) with the increase of λ value, but when λ value exceeds the critical value, the output MSE (SNR) rapidly ascende (descend). Their critical value all appear in the same location, and this value is the λ value of regularization parameter selected by CTNRAL0 algorithm. The critical value is approximately equal to the value of formula (14) . 
5) EFFECT OF SPARSITY ON THE PERFORMANCE IN NOISY ENVIRONMENT
Experiment 6. To be able to evaluate the effect of sparsity, we also use the model (24) and (2) Fig.9 shows the output value of SNR versus K , and compares the outcome with NRAL0, SL0, IR0, FOCUSS and LP algorithm with running over 100 times Monte-Carlo. The simulation parameters of NRAL0, SL0, IR0, FOCUSS and LP algorithm are the same as experiment 2.
It is obvious from Fig.10 that output performance of the CTNRAL0 method exceeds other methods mentioned. Because the idea of Tikhonov regularization introduced in (7) can effectively suppress noise and improve the output SNR. All algorithms work well if K is smaller than a critical value, once they start breaking down as long as K exceeds the critical value.
Why does it appear that the output SNR performance gradually raises with the increase of sparsity K , but when the sparsity K exceeds the critical value, the output SNR gradually diminishs? Because the initial value will affect the accuracy of final solution to some extent, that is, if the initial solution is deviated from the real signal, the accuracy of the optimal solution obtained by iteration will be diminish. In particular, the initial value of the algorithm is set as y = x + n of least square solutions, usually with only a few zero elements. Therefore, for the smaller sparse signal, the least square initial solution is deviated from the real signal. While with the increase of signal sparsity, this phenomenon will gradually improve.
V. CONCLUSIONS
In this paper, we reviewed the activity in USLE, described several algorithms, explored ways to further accelerate the methods, and studied their comparative performance versus their leading competitors. And aiming at the problem of recovering sparse signal from compressed measurements in USLE, we propose a new algorithm called CTNRAL0, which can be used for finding sparse solutions of an USLE. We introduce the rule of how to select the objective function, and then develope a composite trigonometric function to approximate the 0 -norm model, which is better than the tanh and Gauss function model. In addition, we apply an iteratively re-weighted technique and a Quasi-Newton method that might be of interest to reaches in the field of CS or statistical estimation. Meanwhile, the idea of introducing Tikhonov regularization can effectively suppress noise and improve the output SNR. Finally, our extensive numerical simulations confirmed that the proposed algorithm is a better comprehensive performance recovery algorithm, at the cost of increased computational effort (compared to SL0). But contrary to previously known algorithms, it can work well when the number of non-zero components of the signal is near M /2, and the algorithm has strong robustness to noise. Furthermore, future work includes how to decrease the computation complexity of algorithm and apply the algorithm in different fields. 
