We present a parallel and high-order Nédélec finite element solution for the marine controlled-source electromagnetic (CSEM) forward problem in 3D media with isotropic conductivity. Our parallel Python code is implemented on unstructured tetrahedral meshes, which supports multiple-scale structures and bathymetry for general marine 3D CSEM modeling applications. Based on a primary/secondary field approach, we solve the diffusive form of Maxwell's equations in the low-frequency domain. We investigate the accuracy and performance advantages of our new highorder algorithm against a low-order implementation proposed in our previous work.
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where ω is the angular frequency, µ 0 is the free-space magnetic permeability, J s is the dis-88 tribution of source current, σE is the induced current in the conductive Earth, and σ is the isotropic conductivity. 90 After substituting eq. (1) into eq. (2), we obtain
which is known as the curl-curl formulation of the problem. One technique for solving eq. (3) is to split the electric field into primary (E p ) and secondary (E s ) components, corresponding to the electric field arising from some reference conductivity model σ p , and the field arising from the conductivity difference σ s = σ − σ p with respect to the model of interest (Newman and Alumbaugh, 1995; Alumbaugh et al. 1996) . Based on this approach, the total electric field is found by summing the respective components
The primary electric field for the reference model σ p , also referred to as background model, can be calculated analytically in simple cases, which means that E p admits a well-behaved 92 solution. In our case, the reference model is assumed to be homogeneous. The main advantage of this technique lies in the fact that the source-singularities are removed from the numerical 94 calculations of the secondary field. In addition, the FE mesh only needs to accurately capture the secondary field which is much smoother than the primary component. Consequently, a 96 mesh with fewer elements can often be used, thus reducing the computational cost.
After applying the electric field decomposition, eq. (3) becomes
which is the equation to be solved. It is easy to see that the right-hand side of eq. (5) can 98 be described as a source term resulting from the inhomogeneities between σ s and E p . To solve eq. (5) for the unknown electric field E s , homogeneous Dirichlet boundary conditions 100 are applied on the outer boundary of the model. The range of applicability of this condition can be determined based on the skin depth (δ) of the electric field E (Plessix et al. 2007 ).
High-order Nédélec finite element method
For the computation of the electric field E s we have used tetrahedral FE conforming in 104 H(curl), which is the space of square-integrable functions whose curl is also square-integrable.
Therefore, H(curl) is the appropriate function space to discretise E s in eq. (5). Specifically, 106 the FE used here belongs to the so-called mixed-order scheme proposed by Nédélec (1980) . Its elements provide a mixed-order approximation of the vector field while the approximation 108 of the curl remains complete and of one order less (as in their complete order counterpart).
In the following, we introduce our methodology to obtain mixed-order curl-conforming basis 110 functions.
Basis function space 112
Within a tetrahedral element e, E s can be obtained as follows
where N i are the curl-conforming basis functions, n p is the total number of basis functions for a p-th order Nédélec FE scheme, and E e i is their respective degrees of freedom (dof).
114
The space of basis functions N i of order p for the tetrahedron, R p , corresponds to the Nédélec space for the 3D simplex. The Nédélec space for simplices of order p is uniquely defined in Nédélec (1980) . For the 2 nd order case, R 2 can be expressed as linear combination of monomials
where the 20 coefficients a 1 , a 2 , . . . , b 1 , b 2 , . . . , c 1 , c 2 , . . . , D, E, . . . , K of the linear combination are real numbers. Thus, the dimension of R 2 is 20. 116 On the other side, for the 3 rd order scheme, R 3 can be written analogously as 
where the 45 coefficients a 1 , a 2 , . . . , b 1 , b 2 , . . . , c 1 , c 2 , . . . , D, E, . . . , R are also real numbers.
Thus, the dimension of R 3 is 45.
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The space R p for p-th order basis may also be written as
where the elements of space S p are homogeneous polynomials u of order p, satisfying the so-called Nédélec constraints. The symbol ⊕ denotes direct sum. For the sake of clarity, we 120 point out that direct sum decomposition in eq. (9) is easily observed in explicit expressions of eq. (7) and eq. (8).
122
For the sake of convenience, we compute the basis functions N i over a reference element r.
The basis functions N r i are not given but obtained as a base of a priori defined basis functions space. This implies the use of space R p by determining the sets of values of the coefficients for R 2 and R 3 , in such a way that the resulting basis functions N r i are linearly independent. This procedure has the advantage of assuring the properties of the space of functions spanned by FE basis functions N i , which determine the stability and convergence properties of the numerical scheme. Consequently, the basis functions N i are obtained as dual basis with respect to a set of unisolvent dof acting on the defined space (e.g., classic FE definition by Ciarlet (1994)). Therefore, we define unisolvent dof functionals g j (u) where u ∈ R p . More explicitly,
where δ ji is the Kronecker delta, n is 20 for p = 2 and 45 for p = 3. Note that, once discrete versions of functional dof g j are defined, eq. (10) results in an algebraic system of equations of 124 dimension 20 × 20 for p = 2, and 45 × 45 for p = 3. In this linear system, the right-hand side is the identity matrix, and the unknown vector contains the coefficients of eq. (7) or eq. (8) 126 for each order p.
Then, the basis function N i on a given real element of the mesh is obtained by using
where [J] −1 is the Jacobian matrix of the geometric transformation, N r i is the basis function are six dof (one per edge). For p = 2 there are 20 dof (two per edge and two per face). Finally, in the case of p = 3, there are 45 dof (three per edge, six per face and three per element's volume).
Degrees of freedom 136
In our approach, the functionals g j are associated to edges, faces and volume of the tetrahedral elements as shown in Figure 1 . Hence, the basis functions N i are practical for a standard FE assembly procedure. The dof associated to edges are defined as
where e stands for edge,τ is the unit vector tangent to the considered edge, and P p−1 (e) is the space of scalar (p − 1)-th order polynomials in the corresponding edge local coordinate.
138
There are two dof per edge for p = 2, and three dof per edge for p = 3. The scalar polynomials q for each dof on edges can be found in Appendix A.
140
On the other hand, dof associated to triangular faces can be written as
where f t stands for each triangular face,n is the outward unit normal vector to the considered face, and P p−2 (f t ) denotes here the space of two component vector (p−2)-th order polynomials 142 in the corresponding two local coordinates of the triangular face. There are two dof per face for p = 2, and six dof per face in the case of p = 3. The vector polynomials q according to 144 each dof on faces can be found in Appendix A.
Finally, the dof associated to volume (interior) are defined as
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where Ω stands for the element volume, and (P p−3 ) 3 is the space of three component vector 146 (p − 3)-th order polynomials in the corresponding local coordinates of the element. There are three dof for p = 3, and none in the case of p = 2. The vector polynomials q for this type of 148 dof can be also found in Appendix A.
The practical implementation of dof defined above comes from the discretisation of the 150 polynomial spaces appearing in their definition (scalar q and vector q polynomials). In this case, interpolatory bases, specifically Lagrangian bases, are chosen. Thus, dof, and hence 152 basis functions N i , can be associated to certain spatial locations within each entity (edge, face, volume) of the tetrahedron (see illustrations in Figure 1 ). 154
High-order Nédélec approximation for marine 3D CSEM
Finally, we show explicitly the development to solve E s . By substituting eq. (6) into eq. (5), and using Galerkin's approach, the weak form of the original differential equation becomes
The compact discretized form of eq. (15) is obtained after applying the Green's theorem
where K e and M e are the elemental stiffness and mass matrices. These terms can be calculated 156 analytically or numerically (Jin 2002), whereas R e k is the right-hand side requires numerical integration. Furthermore, it is worth to mention that R e k can be described as the source term 158 resulting from the inhomogeneities between σ s and the primary field E p .
Computational implementation 160
We have implemented our high-order Nédélec FE scheme into PETGEM (Parallel Edge-based Tool for Geophysical Electromagnetic Modelling), which is a parallel code for the scalable 
Conductivity model and meshing
Our numerical technique requires the discretisation of continuous functions onto a computa-186 tional mesh, which defines spatial connectivity, materials locations and domain boundaries.
We use Gmsh to perform the adapted-mesh generation. Its process is accomplished by using Nédélec FE. The main advantage of this approach was the excellent trade-off between number of dofs and accuracy of the predicted EM responses. As a consequence, we were able to 194 achieve a significant reduction in computational cost (factor of savings of up to four in time and storage). Given its advantages for our modeling purposes, in this paper we extend our 196 preceding adaptive-meshing technique to high-order polynomials.
To point out the similarities and the differences between the present scheme and those For more details and proofs, we refer to Castillo-Reyes et al. (2018) .
214
The general procedure in this paper is the same as outlined in the four steps above. The main difference is that we deal with the high-order variants defined in Section 2.2. As a result, the incorporation of physical parameters and subsequent responses into the mesh generation process are different. More concretely, we rewrite the rule to compute the global spacing d δ obtaining
where f is the frequency (Hz), p is the Nédélec basis order, δ min is the minimum skin depth in the model, and λ δ is the number of points per skin depth that depends both on the basis order p and on the accuracy we aim at reaching. In our previous studies (Castillo-Reyes et al.
2018)
, we have used λ δ = 3 for p = 1 to reach errors in amplitude around 1%. However, in this paper we follow a more rigorous methodology to the better estimation of λ δ for p = 1, 2, 3 (see Section 3.1). In any case, λ δ is chosen prior to building the mesh. For local refinement at sources and receivers locations, we also rewrite the spacing rule d s as follows
where L s is the source dipole length and r s is a resolution number between ten and fifteen, which also depends on the order p (see Section 3.1).
216
Based on this approach, all element sizes are constrained by the global spacing d δ . When refining the mesh at receivers positions and when embedding the sources, local spacing d s 218 specifies the size of the mesh according to the distance to such regions. Therefore, the mesh generation process is guided by these parameters to satisfy the chosen quality criteria. Fur- For each Nédélec FE basis polynomial degrees p = 1, 2, 3, we show the number of points per skin depth λ δ , global spacing d δ in meters, number of points for local refinement r s , local spacing d s in meters, number of elements, and degrees of freedom (dof).
thermore, the outer boundaries are placed at least four δ away from the modeling region of interest, so that electric fields generated in the center of the computational domain are mesh characteristics are given in Table 1 , where it is easy to see the differences between each numerical scheme (e.g., the number of elements decreases for high-order polynomials which 232 is the expected behavior). In all cases, the meshes are denser around the reservoir. They also show significant refinement in regions near the source and receivers, indicating where the mesh 234 required refinement to improve the accuracy of the EM measurements. In this particular case, the reference model σ p is a homogeneous background model with seawater conductivity (3.3 236 S/m).
Parallel solution of the linear system 238
The linear FE system that arises from eq. (5), or from eq. (16), can be written as
Parallel 3D where the matrix A represents the conductivity model discretised using the Nédélec FE method, x is the vector of unknowns or dof, and b corresponds to the source term including 240 E p . The matrix A is sparse, complex, and symmetric. The numerical solutions have been computed on a set of globally refined meshes, starting from a coarse mesh with 575 elements (level 1) and ending in a fine mesh with 674 308 elements (level 5). The mesh hierarchies are given in Table 2 . Polynomial-order variants on the same mesh can be considered as a global p-refinement. Therefore, three sequences of numerical solutions have been obtained using Nédélec FE basis functions with polynomial degrees p = 1, 2, 3. We consider an L 2 -norm to quantify the errors of the numerical solution Q h with respect to the analytical solution Q e . The L 2 -norm can be stated as
This norm involves the use of eq. (6) to interpolate the discrete solution to any point in the domain Ω. The convergence orders are then computed through
where d δ indicates the mesh spacing of the mesh level s in the sequence of meshes depicted in Table 2 . The results of our convergence study are shown in Table 3 . For each numerical 290 scheme, we present the L 2 errors, the convergence orders O L 2 determined by the nested refined meshes, and the CPU times in seconds to reach the final solution on a single node 292 of the MN4 supercomputer. For all mesh levels, the piecewise p = 3 approximation produces the most accurate solution, the piecewise p = 2 follows and the piecewise p = 1 the least 294 accurate solution. Figure 3a shows the convergence results of the convergence rates in concordance with each numerical scheme (p = 1, 2, 3). Furthermore, 296 Figure 3b shows the trade-off between error and number of total dof. Although the number of dof grows faster for high-order schemes, this is compensated by the decrease in the number of 298 elements required to achieve a certain error level (e.g., for p = 2 the accuracy obtained with the second mesh level is much better than p = 1 with third mesh level). Finally, the CPU time 300 comparisons in Figure 3c show that high-order Nédélec FE demands more computational time for the same mesh. In view of the results in this experiment, we interpret that for moderate 302 errors (e.g. above 2%) low-order fine-mesh approximations are better in terms of computing time. However, when higher accuracies are needed (e.g. errors below 2%), higher-order schemes 304 are more efficient. Therefore, the optimum choice of the polynomial order depends on the input model and the required accuracy. Additionally, we compute the number of points per skin depth λ δ and the resolution number r s required to obtain a given error. It is an important aspect to specify the spatial 308 resolution in the mesh (Section 2.3.1). Therefore, based on the results of our convergence study, and once three desired error levels are chosen (2%, 1%, 0.5%), we obtain the λ δ and the 310 r s needed to achieve these accuracy thresholds for each p value. in Table 5 . It is worth to mention that λ δ determines the characteristic element length in the mesh, which ensures the proper resolution of the electromagnetic wave. In Table 4 it is easy 314 to see that λ δ grows faster for p = 1 than for p = 2, 3 (e.g., for p = 1 and with respect to error levels, λ δ grows by a factor of ≈ 2, while for p = 2 increases by a factor of ≈ 1.4). Furthermore, 316 the reduction of points per skin depth is more pronounced from p = 1 to p = 2 than from p = 2 to p = 3. We point out that although λ δ and r s values are appropriate for generating 318 meshes of sufficient quality for successful numerical modeling, the best performance in terms of speed and precision depends on the input model. Error level 2% 1% 0.5% p = 1 2.5382 5.0995 10.2943 p = 2 1.0918 1.5468 2.1877 p = 3 0.9433 1.1914 1.5032 with a spacing of 58 m. Furthermore, based on our meshing strategy, we have prepared a 330 set of adapted meshes for each Nédélec basis p = 1, 2, 3. The mesh characteristics are given in Table 6 and each of them is designed to attain errors of 1% in amplitude of the electric 332 field, following Table 4 . We executed our simulations with 96 MPI tasks. Also, the systems of equations for the unknown electric field E s are solved using a PETSc implementation of the 334 GMRES solver. To highlight the effect of the mesh quality on the modeled electromagnetic field, nine simulations have been executed for each mesh and each Nédélec FE basis order.
336
First, Figure 5 shows the amplitude |E x | and phase Φ x of the electric field responses, along the receiver line, for each basis order p and its corresponding adapted mesh. For both quantities, 338 the results are almost identical with respect to the reference. Parallel 3D marine CSEM using high-order tetrahedral Nédélec elements 19
Basis order
Error level 2% 1% 0.5% p = 1 13 14 15 p = 2 11 11.8 12.5 p = 3 10 10.5 11.1 Table 5 : Number of resolution points r s required to obtain a given error using Nédélec FE basis polynomial degrees p = 1, 2, 3.
according to eq. 20) for each order p and each adapted mesh. Moreover, Table 7 shows the mean misfits for each simulation, where it is easy to see that error values are within the 342 prescripted error level determined by the number of points per skin depth λ δ (i.e., Table 4 ).
For the finest mesh (d δ1 = 69.7470), the p = 2, 3 approximations produce the most accurate 344 solutions since the characteristic mesh spacing h is smaller than expected for the numerical scheme (e.g., d δ1 < d δ2 , d δ3 ). On the other hand, for the coarsest mesh (d δ3 = 298.5351) 346 p = 1 provides the least accurate solution because the mesh element size is not small enough to capture the rapid change of the electric field, although in any case, the misfits do not 348 exceed 3%. Finally, the CPU times reported in Table 7 Label Mean (|E x |)% Mean (Φ x ) • CPU time (m) p = 1 p = 2 p = 3 p = 1 p = 2 p = 3 p = 1 p = 2 p = 3 A measured by the receivers. We use four x-directed dipoles located 25 m above the seafloor at points with coordinates shown in Table 8 . The frequency of the excitation current is 3 Hz Figure 7 . The spatial coordinates are given in meters. As in the previous model, we compare PETGEM solution against the reference in terms 386 of misfit ratios (absolute errors according to eq. 20). Figure 9 depicts the amplitude (|E x |) and phase (Φ x ) • misfits. They are all very accurate (≈ 1% of average misfits). Note that both 388 results are subject to different numerical inaccuracy which depends on the model definition, frequencies, discretisation method, mesh quality, interpolation method, among others. As we 390 do not have an analytical reference, we cannot verify the absolute accuracy. Nevertheless, these two completely different methods and codes agree up to maximum differences of 1%, 392 which is an excellent result. and due to the page limits, we only show the numerical modeling results for Source 2 (Table 8) .
Cross-line data analysis

398
The top panels of Figure 10 compares the amplitude |E y | and phase Φ y of the cross-line electric fields obtained from BSIT and PETGEM. For both quantities, the results are almost identical 400 with respect to the reference. Furthermore, bottom panels of Figure 10 depicts the amplitude (|E y |) and phase (Φ y ) • misfits. As in previous cases, the results are very accurate (≈ 1% of 402 average misfits). In view of the results in these experiments, we conclude that our 3D parallel modeling tool is flexible and capable to deal with realistic marine CSEM models. 
Parallel performance analysis
To demonstrate the performance of the presented algorithm for large-scale 3D CSEM mod-406 eling, we consider a fine mesh for the model described in Section 3.2. In this case, we use an
x-directed dipole operating at 1 Hz and a tetrahedral mesh of 4 087 808 elements. The total 
where N is the total number of CPUs. Furthermore, we investigate the parallel efficiency E, defined as the ratio of speed-up to N . The ratio E measures the fraction of time for which a CPU is usefully utilized and its formal definition is the following
The results of our parallel efficiency study are shown in Table 9 . For each numerical scheme, we present the parallel CPU time in minutes, the speed-up S, and the parallel efficiency E.
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For all executions, the high-order simulations are the most efficient due to the higher workload per CPU (e.g., for p = 1 the resulting elemental matrices are of dimension 6×6, while for p = 2 418 of dimension 20×20, and for p = 3 of dimension 45×45). Figure 11a visualizes the speed-up obtained for p = 1, 2, 3. The achieved speed-up is almost linear for up to 1 008 CPUs. From Table 9 : Execution results for different number of CPU and p = 1, 2, 3 on distributed-memory architectures.
this number on, the scalability stops its near-linear growth and slowly begins to saturate since the execution becomes dominated by exchange of messages between MPI tasks. However, 422 the speed-up keeps growing constantly and significant reductions in runtime for more than a thousand CPUs have been observed. Furthermore, Figure 11b shows the parallel efficiency 424 results. The comparison clearly demonstrates the performance of the parallel algorithm that we present in this paper. Although orders p = 2, 3 increase the CPU time required to reach 426 the final solution, their parallel efficiency is better than for order p = 1. More concretely, the scalability study shows that the usage of higher-order p increases not only the accuracy for 428 comparable computation times but also the parallel efficiency. This indicates a remarkable benefit when high-order Nédélec FE are used in conjunction with HPC approaches.
430
CONCLUSIONS
We have presented a high-order Nédélec FE approach to solve the electric field diffusion equa- as large conductivity contrasts.
The numerical results confirm that higher-order Nédélec FE are more beneficial compared 444 to first order polynomials. More concretely, considering decreasing error tolerances, at a certain level, the usage of the next higher-order of polynomials gives better performance in terms of 446 computation times. Given the reasonable performance ranges for each polynomial order (e.g. Table 6 ), we conclude that the 2 nd order polynomials provides the best trade-off between 448 mesh size and accuracy. However, the optimum choice of the polynomial order depends on the input model (e.g., target frequency, geometrical complexities, conductivity contrasts) and the 450 required accuracy. Also, we extended our previously published adaptive-meshing technique to high-order Nédélec FE. This means, in particular, that both physical parameters and (1, 0, 0) (0, 1, 0) (1, 0, 0) (0, −1, 1) q 2 (0, 1, 0) (0, 0, 1) (0, 0, 1) (−1, 1, 0) Table A1 : Choice of q vectors used in the coefficient computation of Nédélec basis of order p = 2, 3. Table A2 : Coefficients corresponding to basis functions for p = 2 on the reference element and choice of q vectors shown in Table A1 .
Parallel 3D Table A3 : Coefficients corresponding to basis functions for p = 2 on the reference element and choice of q vectors shown in Table A1 . Table A5 : Coefficients corresponding to basis functions for p = 3 on the reference element and choice of q vectors shown in Table A1 . Table A7 : Coefficients corresponding to basis functions for p = 3 on the reference element and choice of q vectors shown in Table A1 . Table A8 : Coefficients corresponding to basis functions for p = 3 on the reference element and choice of q vectors shown in Table A1 . Table A9 : Coefficients corresponding to basis functions for p = 3 on the reference element and choice of q vectors shown in Table A1 . Table A10 : Coefficients corresponding to basis functions for p = 3 on the reference element and choice of q vectors shown in Table A1 .
Parallel 3D marine CSEM using high-order tetrahedral Nédélec elements 39 Table A11 : Coefficients corresponding to basis functions for p = 3 on the reference element and choice of q vectors shown in Table A1 . Table A12 : Coefficients corresponding to basis functions for p = 3 on the reference element and choice of q vectors shown in Table A1 .
