We consider the problem of optimizing the workforce of a service system. Adapting the staffing levels in such systems is non-trivial due to large variations in workload and the large number of system parameters do not allow for a brute force search. Further, because these parameters change on a weekly basis, the optimization should not take longer than a few hours. Our aim is to find the optimum staffing levels from a discrete high-dimensional parameter set, that minimizes the long run average of the single-stage cost function, while adhering to the constraints relating to queue stability and service-level agreement (SLA) compliance. The single-stage cost function balances the conflicting objectives of utilizing workers better and attaining the target SLAs. We formulate this problem as a constrained parameterized Markov cost process parameterized by the (discrete) staffing levels. We propose novel simultaneous perturbation stochastic approximation (SPSA)-based algorithms for solving the above problem. The algorithms include both first-order as well as second-order methods and incorporate SPSA-based gradient/Hessian estimates for primal descent, while performing dual ascent for the Lagrange multipliers. Both algorithms are online and update the staffing levels in an incremental fashion. Further, they involve a certain generalized smooth projection operator, which is essential to project the continuousvalued worker parameter tuned by our algorithms onto the discrete set. The smoothness is necessary to ensure that the underlying transition dynamics of the constrained Markov cost process is itself smooth (as a function of the continuous-valued parameter): a critical requirement to prove the convergence of both algorithms. We validate our algorithms via performance simulations based on data from five real-life service systems. For the sake of comparison, we also implement a scatter search based algorithm using state-of-the-art optimization tool-kit OptQuest. From the experiments, we observe that both our algorithms converge empirically and consistently outperform OptQuest in most of the settings considered. This finding coupled with the computational advantage of our algorithms make them amenable for adaptive labor staffing in real-life service systems.
Introduction
A service system (SS) is driven by customer expectations that are met by resources that support and drive service interactions. 1, 2 This paper focuses on SS in the data-center management domain. Here customers own data centers and related IT infrastructures in order to support their business. The management responsibilities of these centers are outsourced to service providers who are specialized in handling such installations. A delivery center is a remotely located workplace from where the service providers manage the data centers. Each service request (SR) that arrives at a delivery center requires a specific skill and is supported by a service worker (SW) with the corresponding skill set.
The SWs work in shifts which are typically aligned to the business hours of the supported customers. Hence, a group of customers supported by a group of SWs, along with the operational model of how SRs are routed constitutes an SS in this paper. A delivery center may consist of many SSs.
(The reader is referred to Table 1 for a detailed list of terms and abbreviations used in this paper. ) We consider the problem of optimizing the workforce of a SS, given a dispatching policy. The latter is a map from SRs to SWs. Adapting the staffing levels in such systems is non-trivial due to large variations in workload and the large number of system parameters do not allow for a brute force search. Further, because these parameters change on a weekly basis, the optimization should not take longer than a few hours. The staffing levels (also referred to as worker parameter) specify the number of workers across shifts and skill levels. Our aim is to find the optimum worker parameter from a discrete high-dimensional parameter set, that minimizes the long run average of the single-stage cost function, while adhering to the constraints relating to queue stability and service-level agreement (SLA) compliance. The single stage cost function balances the conflicting objectives of utilizing workers better and attaining the target SLAs. The SLA constraints specify the target resolution time and the aggregate percentage for an SR originating from a particular customer and with a specified priority level. Since SLA attainments apply only to completed jobs, it is also necessary to ensure that the job queues do not grow at an unhealthy rate. The queue stability constraints are useful in this context. We formulate this problem as a constrained Markov cost process parameterized by the (discrete) staffing levels, in a manner similar to our previous work. 3 The problem is challenging because analytical modeling of SS operations is difficult due to aggregate SLA constraints and also because of the operational variations of the SS that frequently impacts the work patterns as technologies and customers change. The setting is also complicated because the single-stage cost functions and constraints are observable only via simulation and the adaptive labor staffing algorithm is required to incrementally update the worker parameter in order to converge to a constrained minimum. To have a sense of the search space size, an SS consisting of 30 SWs who work in 6 shifts and 3 distinct skill levels corresponds to more than 2 trillion configurations. An important aspect to consider in the design of the adaptive labor staffing algorithm is its computational efficiency, as an algorithm with low running time helps in making staffing changes on a shorter timescale, for instance, every week.
For solving the adaptive labor staffing problem, we propose novel simultaneous perturbation stochastic approximation (SPSA)-based algorithms, henceforth referred to as SASOC (staff allocation using stochastic optimization with constraints) algorithms. The algorithms include both firstorder as well as second-order methods and incorporate SPSA-based gradient/Hessian estimates for primal descent, while performing dual ascent for the Lagrange multipliers. Both algorithms are online and update the staffing levels in an incremental fashion. The first-order method uses SPSA for gradient estimation in the primal, while the secondorder (Newton) method estimates the Hessian of the objective function using SPSA and leverages Woodbury's identity to directly estimate the inverse of the Hessian. Further, they involve a certain generalized smooth projection operator, which is essential to project the continuous-valued worker parameter tuned by SASOC algorithms onto the discrete set. The smoothness is necessary to ensure that the underlying transition dynamics of the constrained Markov cost process is itself smooth (as a function of the continuous-valued parameter): a critical requirement to prove the convergence of both algorithms.
We validate our algorithms via performance simulations based on data from five real-life SSs. For each of the SS, we collect operational data on work arrival patterns, service times, and contractual SLAs and feed this data into the simulation model of Banerjee et al. 4 For the sake of comparison, we also implement a scatter-search-based algorithm using state-of-the-art optimization tool-kit OptQuest. 5 From the experiments, we observe that both our algorithms converge empirically and consistently outperform OptQuest in most of the settings considered. Further, our algorithms are 25 times faster than OptQuest and have a significantly lower execution run-time. These findings make SASOC algorithms amenable for adaptive labor staffing in real-life SSs.
Our contributions
A part of this work appeared as a short paper in ICSOC 2011, 6 where only the first-order algorithm was proposed and no proofs were given. In contrast, this paper includes:
i.
a novel second-order method for adaptive labor staffing; ii. detailed proofs of convergence for all of the proposed algorithms (including those in Prashanth et al. 6 ); iii. detailed simulation experiments, with additional results. 1.1.1 Contributions to theory and methodology. Newtonbased algorithms usually suffer from the problem of high per-iterate computational requirement because of the need to estimate the inverse of the Hessian matrix at each update epoch. We propose, for the first time, a method for directly updating the inverse Hessian in Newton-based SPSA algorithms based on incorporating the Woodbury identity. This is seen to result in significant computational savings as the resulting Newton algorithm shows fast convergence. Our algorithm is based on a novel generalized projection scheme. Since our problem setting is one of discrete constrained optimization, we first transform the problem for purposes of proving convergence (using the proposed generalized projection scheme) to a continuous constrained optimization setting. Note that SPSA is primarily a continuous optimization technique. Our main observation is that SPSA also serves as a powerful method in the context of discrete optimization even when inequality constraints are considered. We prove the convergence of the proposed SPSA algorithms. In the context of discrete optimization problems (with or without inequality constraints) based on simulation, ours is the first work that develops Newtonbased search algorithms.
Contributions to practice.
Optimizing staff allocation in the context of SSs is challenging and the problem is further complicated by SLA constraints which are aggregate in nature. Our system model (constrained Markov cost process) incorporates non-stationary workload arrivals and service times whose distribution is fitted from historical data and follows a lognormal (and not exponential) distribution. We present novel simulation optimization algorithms based on simultaneous perturbation technique that solve this problem. The proposed algorithms include both first-order as well as second-order optimization schemes and attempt to find the optimal staffing levels working with simulated data. Further, the proposed schemes are guaranteed to work with any given dispatching policy. Both of our algorithms are online, incremental and computationally efficient: characteristics that make them amenable for their use in real SSs, especially with shorter periodicity for staff changes. From the numerical experiments based on data from real-life SSs, we observe that our SASOC algorithms exhibit overall superior performance in comparison with the state-of-the-art simulation optimization toolkit OptQuest. The experiments are performed with two different dispatching policies and it is observed that in each case SASOC algorithms converge rapidly to solutions of good quality at lower computational overhead as compared with OptQuest.
Related work
We split this section to separately review work pertaining to SSs analysis and those related to stochastic optimization methods.
Service Systems
Verma et al. 7 considered the problem of dispatching jobs in a SS and formulate this as a two-step mixed-integer program. Wasserkrug et al. 8 considered scheduling workers in various shifts of a third-level IT support system. Chan 9 studied the emergent behavior of a SS consisting of a large number of cells by applying an agent-based simulation method, but they do not consider staff optimization. An analysis of SSs using the ARENA simulation tool is presented in Brickner et al. 10 In Cezik and L'Ecuyer 11 and Bhulai et al., 12 the authors propose simulation-optimization-based algorithms for optimizing the staffing levels in a call center, with the workers having multiple skill levels. Their setting also involves SLA constraints that are longterm. Another simulation-based search methods has been proposed by Robbins and Harrison, 13 where the authors consider optimizing staffing in a call center. In Banerjee et al., 4 the authors propose a sophisticated simulation model of a SS in order to evaluate different dispatching policies. However, they do not consider the problem of optimizing staffing in a SS. We use the framework from Banerjee et al. 4 to conduct our experiments. In comparison with the works cited above, we would like to point out the following.
Many of the earlier works 7, 8 do not consider nonstationary workload arrivals, service times that are not exponentially distributed and do not factor in aggregate SLAs 10 into the formulation. On the other hand, our setting captures all of these notions. Earlier methods 8, 11 are also not validated using data from real-life SSs, while SASOC algorithms are validated using data from five real-life SSs (see Section 9 for details). SASOC algorithms optimize the staffing levels in system steady state, while the methods proposed by Cezik and L'Ecuyer 11 and Bhulai et al. 12 solve only sample problem (their result establishes convergence as samples reach infinity). SASOC algorithms do not assume any analytical model for the underlying SS, but work by incrementally updating the staffing levels using simulations. This is unlike some of the earlier works that are model-based, 13 where the idea is to fix a staffing level and obtain its evaluation using the model. Service systems that we consider are complex due to SLA and queueing constraints and hence, we adopt a model-free approach to develop SASOC algorithms.
The closest related work is that of Prasad et al., 3 where the authors propose algorithms based on the smoothed functional (SF) technique in order to optimize staffing levels in a SS. The algorithms there used certain random perturbations based on Gaussian and Cauchy density functions to estimate the gradient of the Lagrangian. While we use random perturbations using independent and identically distributed (i.i.d.), symmetric, 61-valued, Bernoulli random variables, the computational cost involved in our algorithms is significantly low when compared with Prasad et al. 3 because generating Bernoulli distributed random variables is significantly less expensive than generating Gaussian or Cauchy random variates. Further, we also propose second-order Newton-based methods, which are more robust than the first-order methods in the aforementioned reference. We compare our proposed algorithms with those from Prasad et al. 3 in the numerical experiments.
Stochastic optimization
The seminal SPSA algorithm was introduced by Spall.
14 Unlike the Kiefer-Wolfowitz algorithm which requires 2N simulations per iteration for optimizing a function whose parameter is N-dimensional, SPSA requires only two simulations irrespective of the parameter dimension. A onesimulation variant of SPSA, proposed in Spall, 15 is more biased and found to exhibit poor empirical performance in comparison with the regular two-simulation variant. Bhatnagar et al. 16 showed that one can employ deterministic perturbations instead of randomized and still obtain convergent algorithms that perform well in practice. The deterministic perturbations there are either based on lexicographic sequences or Hadamard matrices. Another approach that is seen to improve the performance of gradient SPSA is to use a chaotic nonlinear random number generator, see Bhatnagar and Borkar. 17 Spall 18 extended the simultaneous perturbation idea to estimate the Hessian in addition to the gradient of the objective function and the resulting algorithm was shown to be convergent and exhibit low root mean square error in comparison with the first-order SPSA. Further improvements in this direction include those by Bhatnagar. 19, 20 These works propose second-order adaptive schemes that estimate the Hessian using SPSA and SF, respectively. In Bhatnagar et al. 21 continuous optimization techniques such as SPSA and SF, have been adapted to a setting of discrete parameter optimization. Two simulation-based optimization algorithms that involve randomized projections have been proposed there for an unconstrained setting. The algorithms cited above use simultaneous perturbation (SPSA or SF) for unconstrained optimization. Bhatnagar et al. 22 extend this approach to solve constrained optimization problems and propose both SPSA and SF based schemes with guaranteed convergence. For a detailed survey of simultaneous perturbation techniques in the context of simulation optimization, the reader is referred to Bhatnagar et al. 23 Comparison with previous work. Many algorithms, for instance those proposed by Spall 18 and Bhatnagar, 19, 20 are for unconstrained optimization and in a continuous optimization setting. However, our staff optimization problem is for a discrete worker parameter, with long-run averages of SLA attainments and queue stability constraints required to be satisfied. While the algorithms of Bhatnagar et al. 22 have been developed for constrained optimization in the case of a continuously valued parameter, our SASOC algorithms optimize a discrete parameter. Further, unlike Bhatnagar et al. 22 where an explicit inversion of the Hessian at each update step was advocated, we incorporate the Woodbury's identity to obtain a novel update step for the inverse of the Hessian in our algorithm SASOC-W. Unlike Bhatnagar et al. 21 where fully randomized projections were used, we incorporate a generalized projection operator that is continuously differentiable in the parameter and works as a deterministic operator over a large portion of the search space and incorporates randomization over a small portion. This helps in bringing down the computational requirement as a deterministic projection scheme requires less computation than a fully randomized one. To the best of the authors' knowledge, we are the first to present adaptations of Newton-based search approaches for constrained discrete optimization problem.
The rest of the paper is organized as follows. First, we present the problem formulation for a general setting in Section 3 and then describe the SS specific instantiation of the constrained Markov cost process in Section 4. Next, we introduce our solution methodology and the overall structure of SASOC algorithms for adaptive labor staffing in Section 5. The two SASOC algorithms: the first-order SASOC-G and the second-order SASOC-H are then described in Sections 6 and 7, respectively. The proof of convergence of SASOC algorithms is sketched in Section 8, with the additional proof details being provided in the appendices. Section 9 describes the simulation experiments that study the performance of SASOC algorithms as well as the OptQuest algorithm, supported by data from five of IBM's server support systems. Finally, we provide the concluding remarks and discuss interesting future research directions in Section 10.
Constrained Markov cost process: general setting
We consider the setting of a constrained parameterized Markov cost process (CMCP). A similar framework is considered, for instance, in Marbach and Tsitsiklis 24 and Prasad et al. 3 However, the setting considered in Marbach and Tsitsiklis 24 is unconstrained and the parameter is continuous-valued. Our formulation, although similar to that in Prasad et al., 3 is simpler as it does not involve hidden state components.
Note that the following description of CMCP is not specific to a SS setting and can be used in any setting where the objective is to solve a constrained discrete parameter simulation optimization problem. We instantiate the SS problem as a CMCP later in Section 4.2.
State, cost and constraints
The setting involves a discrete-time, continuous-space Markov process represented by {X n (u), n 5 0}. The transition probabilities of this process depend on an Ndimensional discrete parameter u. In particular, we assume that the parameter vector u takes values in the set D, Figure 2 , the system stochastically transitions from one state to another, while incurring a statedependent cost c(X n ). In addition, there are state-dependent single-stage (constraint) functions described via g k,l (X n ), h(X n ), k = 1,., jCj, l = 1,.,jPj. In the SS application, c(X n ) is the labor cost, while g k,l (X n ) and h(X n ) correspond to SLA constraints and queue stability constraints.
The state together with the cost and constraint functions constitutes the constrained Markov cost process.
The objective
We are interested in optimizing the steady-state system performance and hence use the long-run average cost as the performance objective in our setting. Formally, the optimization problem is the following:
We make the following assumption that ensures the limits in (1) are well-defined. Given the above-constrained Markov cost process formulation, the optimization problem (1) essentially stipulates that the optimal parameter u * should minimize the long-run average cost objective J ( Á ) while adhering to the constraints that the long-run averages of h(X n ) and g k,l (X n ) (for any feasible (k,l)-tuple) should not be above zero.
The globally optimal u * 2 S can be expressed as
Note that global optimum is generally very difficult to compute, while local optimum could be computed via gradient-based schemes. We use the Lagrange relaxation technique to the above constrained optimization problem and then provide SPSA-based algorithms: both first as well as second order, for finding a locally optimum parameter u * . Our algorithms discussed later in Section 5, estimate gradient and Hessian of the Lagrangian using SPSA. Assumptions given below are necessary to ensure that these estimates indeed exist.
Assumption (A2). We assume that c(Á), g k,l (Á) and h(Á) are continuous. Further, J ( Á ), G k, l ( Á ), H( Á ) are twice continuously differentiable with bounded third derivative.
We require one of (A2) and (A2') for our various algorithms. More specifically, (A2) will be assumed for Hessian based schemes, while (A2') will be assumed for gradient approaches. (A2) and (A2') are technical requirements needed to push through suitable Taylor's arguments in order to prove the convergence of the algorithms. Remark 1. While (A2)/(A2') is a critical requirement to ensure convergence of SASOC algorithms that we propose, it is non-trivial to verify it in practical settings. However, a possible workaround exists for finite state spaced Markov process settings. In this case, it is enough to establish that the transition probability matrix of {X n } is continuously differentiable in u, a fact easy to establish using a perturbation argument; 25 see Bhatnagar et al. 26 for a concrete example using this workaround. For general state space settings, as suggested in an earlier work on SPSA in Bhatnagar and Borkar, 17 it is enough to establish that the stationary distribution of {X n } is continuously differentiable in u and sufficient conditions for this purpose are provided in Vázquez-Abad and Kushner.
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In the next section, we introduce the adaptive labor staffing problem and then formulate it as a CMCP that requires the specification of the state, single-stage cost and constraint functions.
Adaptive labor staffing problem 4.1 Service systems background
A SS is characterized by the following entities.
Customers. This is a finite set that specifies the list of customers supported by the SS and is denoted by C. Shifts. This is a finite set, denoted by A. The service works are distributed across shifts specified by A. Skill or complexity levels. This is a finite set, denoted by B.
Priority levels. This is a finite set, denoted by the set P. Time intervals. This is a finite set, denoted by I , where during each interval the arrivals stay stationary, with the number of arrivals following a Poisson distribution whose rate parameter is given by the function a described next. Arrival rates. This is specified by the mapping s : C 3 I ! R. We assume that each of the SR arrival processes from the various customers C i are independent and Poisson distributed with a(C i , I j ) specifying the rate parameter. Owing to the finite-buffer nature of the system, we assume that the number of arrivals during any interval (2 I) is upper-bounded by a sufficiently large constant. Service time distributions. This is characterized by the mapping t : P 3 B ! (r 1 , r 2 ), r i 2 R, k = 1, 2. Here r 1 represents the mean and r 2 the standard deviation of a truncated lognormal distributed random variable corresponding to a particular priority-complexity pair. In other words, if M is a random variable following a normal distribution with mean r 1 and standard deviation r 2 , then the truncated lognormal random variable is e M^> , where > is a truncation constant that is chosen to be large in practice. SLA constraints. This is given by the mapping g :
Here g(C k , P l ) = (r 1 , r 2 ) implies that the SLA target for SRs from customer C k and with priority P l is (r 1 , r 2 ), with r 1 specifying the SLA percentage target and r 2 the resolution time target (in hours). For instance, g(C 1 , P 1 ) = (95,4) translates to the requirement that at least 95% of the SRs from customer C 1 with priority level P 1 should be closed within 4 hours. Note that the SLAs are computed at the end of each month and hence the aggregate SLA targets are applicable to all SRs that are closed within the month under consideration. Henceforth, we shall adopt the notation g k,l to denote g(C k , P l ). Each arriving SR has a customer (2 C), a priority (2P) and a complexity identifier (2 B), whereas any SW works in a particular shift (2 A) and possesses a skill level (2 B). In other words, each customer can issue multiple SRs with their respective SLA targets and the SWs with the right skill level and relevant shift have to pull these SRs from the complexity queues and close them within the deadline specified by the SLA. The set I and the mapping a allow us to model the variations in arrival rates better than in a setting where the arrivals are assumed to be Poisson distributed for the entire period. Further, the time taken by an SW to complete an SR is stochastic and follows a lognormal distribution, where the parameters of the distribution are learned by conducting time and motion exercises described in Banerjee et al. 4 A sample SS with two customers, three shifts and four priority levels is illustrated in Table 2 . It shows the staffing levels for various shifts, skill levels, sample utilizations and SLA targets. The staffing levels constitute the worker parameter that we optimize.
We adopt the SS model from Banerjee et al. 4 Figure 1 shows the main components of the SS. The SRs arrive from multiple customers and the arrival rate is specific to the hour of week, i.e. within each hour of the week, and for each customer-priority pair, the arrivals follow a Poisson distribution. The parameters of this distribution are learned from historical data over a period of at least 6 months. Once the SR arrives, it is queued up in a matching complexity queue by the queue manager and the dispatcher would then assign it to an SW based on the dispatching policy. Two popular dispatching policies are PRIO-PULL and earliest deadline first (EDF). Priority determines queueing in PRIO-PULL policy while the time left to deadline of SLA determines queuing in EDF. Note that we have a finite buffer system, i.e. the number of SRs in each of the complexity queues is upper-bounded by a sufficiently large constant. Any arriving SR that finds the corresponding complexity queue full will depart the system.
Adaptive labor staffing as a constrained Markov cost process
The constrained Markov cost process described earlier requires the specification of the state, cost and constraints, as well as the underlying parameter. We describe each of these components below. Note that the cost, constraints and underlying parameter definitions are the same as in Customers Priority Bossy Corp. Cool Inc.
Prasad et al. 3 Also, the definition of the state is similar to that in Prasad et al., 3 but here it does not have any hidden state components.
Parameter.
The parameter u specifies the number of SWs across skill levels and shift indices of the SWs and is given by
In the above, the number of SWs with skill level (i 2 1)%jBj working in shift (i 2 1)/jBj, is indicated by u i . Note that D is discrete. We will discuss later in Section 4.3 various projection schemes which allow continuous parameter updates.
State.
The state X n 2 S, at instant n is given by
where we have the following.
T denotes the vector of the number of SRs, where N k (n) is the number of SRs in the system queue for k 2 B. Note that N k (n) 4 §, k 2 B, where §) 1, indicates maximum queue length.
Utilizations. The vector u(n) = (u 1,1 (n),.,u jAj,jBj (n)) denotes the average worker utilizations across shift and skill levels. Here at each instant n,
jCj, jPj (n)) denotes the SLA attainments across customers and priority levels. Here at each instant n, g 0 k, l (n) 2 ½0, 1, for k 2 C, l 2 P. Queue feasibility status. The queue feasibility status q(n) is an indicator variable which at each instant n indicates whether the SR queues are growing too fast or not. At an instant n, q(n) = 0, if at least one SR queue is growing at a rate beyond a threshold, and is equal to 1 otherwise. This ensures that tasks are not simply staying in the queue but are completed as well, at a desired rate.
Considering that the queue lengths, utilizations and SLA attainments at instant n + 1 depend only on the state X n at instant n, we observe that for any value of parameter u, {X n (u), n 5 0} is a constrained Markov cost process. 
where r, s 5 0 and r + s = 1. Further, for each customer k and for priority l, 0 4 g k,l 4 1 is the desired SLA. Note that 0 4 c(X n ) 4 1. The cost function c(Á) balances two conflicting targets of maximizing the utilization of workers and meeting the SLA requirements simultaneously. Note the second component penalizes not only under-achievement of SLAs but also over-achievement as well. This is because an overachieved SLA, for instance meeting 100% instead of a target of say 95% for a particular customer, while being desirable for the customer, requires more time and effort from some of the workers and does not bring in additional rewards.
The weights a k,l are computed based on the workload seen in historical data for shift k and skill level l, satisfy 0 4 a k, l 4 1 and
4.2.5 Timeline of the Markov process. As illustrated in Figure 2 , the system stochastically transitions from one state to another. At instant n, the SS is simulated for a fixed interval T using parameter u(n). However, arrivals are stopped after time T and the SS is simulated until the complexity queues are empty. In contrast, the formulation in Prasad et al. 3 carries over pending tasks to the next time period. In our experiments, T = 10, i.e. at each instant n, the SS is simulated for a duration of 10 months using staffing levels specified by u(n). Also, note that this is a continuously running simulation where, at each instant nT , u(n) is updated and the simulation for a duration of T causes transition from X n to X n + 1 probabilistically with cost c(X n ). By an abuse of notation, we refer to the state at instant nT as X n .
4.2.6
Remarks on assumptions for the setting. Remark 2 (Satisfying (A1)). As seen before, the state space S is compact. If at each instant, at least one worker is present for each task complexity, then ergodicity of the underlying Markov process {X n } is ensured.
Remark 3 (Satisfying (A2/A2')). In light of Remark 1, in order to satisfy (A2) for the constrained Markov process specific to SSs, it is enough if we ensure that the state space is finite. This can be achieved by discretizing the state space X n in (3), in particular the state space components u(n) and g#(n) corresponding to the utilization and SLA attainment vectors.
A generalized projection operator
The SASOC algorithms, which we describe subsequently, treat the parameter as continuous-valued and tune it accordingly. However, for the simulation of the SS, the parameter needs to be discrete-valued. We design a smooth projection operator that projects the continuous version of the worker parameter, say " u, on to the discrete space D. We call the G-operator as a generalized projection scheme as it lies in between a fully deterministic projection scheme based on mere rounding off and a completely randomized scheme.
Let " u = ( " u 1 , . . . , " u N ) denote the continuous parameter, with " u l 2 ½0, W max , l = 1, 2, . . . , N . The requirement is for an operator G( " u) = (G 1 ( " u 1 ) , . . . , G N ( " u N )) 2 D that projects " u onto the discrete set D. We start with fully deterministic and randomized operators, before we present our generalized scheme that can be seen to be a balance between the former two operators.
Deterministic projection scheme. For a given
" u k , let D j \ D j + 1
be its immediate neighbors in D.
A deterministic scheme sets the corresponding discrete parameter to its nearest neighbor as follows:
4.3.2 Randomized projection scheme. This scheme picks one of D j and D j + 1 as follows:
where w.p. stands for 'with probability'. 
Further,
given by
In the above, f is any function such that f :
with f(0) = 0 and f(1) = 1, and is continuously differentiable. For " u i 6 2 ½ e D 1 , e D 2 , the generalized projection scheme behaves like the deterministic projection scheme.
Remark 4 (Need for smoothness). Deterministic projection scheme results in a discontinuity at the midpoint
. As a consequence, the resulting transition dynamics for the underlying process {X n , n 5 0} is not continuously differentiable. In contrast, the generalized projection scheme avoids the discontinuity and makes the transition dynamics continuously differentiable.
Remark 5 (Choice of z).
A high value of z will take the generalized projection operator close to the randomized scheme in (8), while a low value of z will bring it close to the deterministic scheme in (7). In our experiments, we set z = 0.1 in order to mimic the deterministic scheme. The latter is efficient to implement in comparison with a fully randomized scheme.
Structure of our algorithms

Lagrangian relaxation
A standard approach to solve (1) is to convert it into an unconstrained problem by using Lagrange theory. This involves formulating the ''Lagrangian''L(u, l) followed by a min-max operation as follows:
In the above, l k, l 5 0, 8k = 1, . . . , jCj, l = 1, . . . , jPj and l f denote the Lagrange multipliers. Note that l k,l handles the SLA constraint g k,l (Á), where k = 1,.,jCj, l = 1,.,jPj, while l f handles the queue-feasibility constraint h(Á).
Under regularity conditions, a saddle point (u * , l * ) would also correspond to the solution of (1).
However, our setting is complicated owing to the fact that we can only observe samples of the cost/constraints and, hence, samples of the Lagrangian function. This implies, we do not have direct access to the gradients of the Lagrangian with respect to u and l. This is important because, a standard procedure for solving (11) would perform primal descent using r u L(u, l) in conjunction with dual ascent using r l L(u, l).
A three-loop scheme
From the above discussion, it is apparent that there are two issues that require attention:
we observe only samples of the cost and constraints; and ii. we do not have access to the necessary gradients to solve (11) .
We handle the former by performing simulations that accumulate the cost/constraint function for a given choice of u and l. This aggregation would result in an estimate of the Lagrangian and using these sample values, we estimate the necessary gradients. For this purpose, we leverage a popular stochastic optimization technique called SPSA. Note that we have a three-stage scheme where the inner loop performs simulations to aggregate cost/constraints, the middle loop does primal descent and the outer loop does dual ascent. Having such a nested loop scheme would result in slow convergence, as each outer loop would have to wait for the next-inner loop to complete in an iterative fashion. A standard trick to alleviate this is to use multitimescale stochastic approximation 28 to run all three loops simultaneously, albeit with varying step sizes. We describe this in the next section.
A three-timescale procedure
SASOC algorithms accumulate the cost c(Á) and constraints g k,l (Á) and h(Á) along the fastest timescale corresponding to a step-size sequence {j 3 (n)} (see (17) - (18) given later). The worker parameter u and the Lagrange multiplier l are updated along the intermediate and slowest timescale, respectively as follows:
In the above:
A(n) is a positive-definite matrix that decides the order of the algorithm; in particular, A(n) is the identity matrix for the first-order methods while (u i , W max ) ), k = 1,.,N; the step sizes j 1 (n) and j 2 (n) are chosen such that the u-update happens on a faster timescale in comparison with the l-update (see (A3) below).
The operator " G( Á ) is required to keep the parameter stable, i.e. within the bounded set D. Contrast this with the generalized projection operator G(Á) that projects onto the discrete set D, in order to aid the simulation of the underlying SS.
Assumption (A3). The step-sizes {j 1 (n)}, {j 2 (n)} and {j 3 (n)} are chosen such that
The above are standard stochastic approximation conditions for step-size sequences. In particular, they ensure the necessary separation of time scales between the different recursions in SASOC algorithms.
Remark 6 (Simulation optimization). In our setting, one can only observe the sample values of the cost c(Á) and the constraints g k,l (Á) and h(Á), obtained from a simulation of the SS. Thus, the gradient/Hessian of the Lagrangian L(u, l)are not available directly and one needs to estimate them from simulated values. This comes under the realm of simulation optimization and we devise SPSA-based SASOC algorithms for estimating the gradient/Hessian in order to update according to (12).
Classification of our algorithms
The three algorithms that we propose differ in the choice of the matrix A(n) used for the descent direction in the uupdate, and these are outlined in the following.
SASOC-G:
Here A(n) = I (identity matrix) and, hence, this algorithm tunes the worker parameter in the direction of the negative gradient. The gradient is estimated using a one-side two-measurement version of SPSA.
SASOC-H: Here
, the Hessian of L with respect to u(n) and, hence, this uses a Newton update for optimizing the worker parameter. We use a two-perturbation sequence version of SPSA to simultaneously estimate the gradient and the Hessian. For efficient implementation, we update the inverse of the Hessian matrix directly using a procedure based on the Woodbury's identity. This avoids the costly Hessian matrix inversion operation.
Thus, SASOC-G is a first-order method performing only gradient estimation while SASOC-H is a second-order method that estimates both gradient and Hessian of the Lagrangian. Figure 3 presents the overall flow of SASOC algorithms, while Algorithm 1 gives the pseudocode. SASOC algorithms require two simulations of the SS per iteration: the first is with parameter G(u(n)), while the second is with parameter G(u(n) + p(n)). Here p(n) is an algorithmspecific perturbation parameter. In particular, we choose p(n) = dD(n) for SASOC-G and p(n) = d 1 D(n) + d 2D (n) for SASOC-H and this choice is motivated by SPSA based gradient/Hessian estimates (see Sections 6 and 7 for details).
Overall flow
SASOC-G algorithm
In this section, we first describe gradient estimation using SPSA and then present the update rule of SASOC-G.
SPSA-based gradient estimation
We first illustrate the idea behind estimating gradients using SPSA, for the simple case of a scalar parameter u:
Using Taylor's expansions of L(u + d, l) and L(u À d, l) around u, we obtain
From the above, it is easy to see that the estimate (14) converges to the true gradient dL(u, l) du in the limit as d! 0. The seminal result in Spall 14 established that the above idea of simultaneous perturbation can be extended to a vector-valued parameter u by perturbing each coordinate of u uniformly using independent 61-valued symmetric Bernoulli random variables. The resulting SPSA-based estimate of the gradient r u L(u, l) is as follows:
where D is a vector (of the same dimension as u) of perturbation random variables that are independent, zero-mean,
61-valued and have the symmetric Bernoulli distribution.
In (15), D 21 represents element-wise inverse of the D-vector. This is a one-sided estimate whose convergence is shown in Lemma 1 of Chen et al. 29 The perturbation random variables are not restricted to be Bernoulli: see Spall 14, 18 for general conditions that perturbation random variables are required to satisfy.
Remark 7 (One-sided estimates). In our algorithms, we require a simulation of the SS with the parameter u. This is because, the ascent in Lagrange multiplier l is performed using r l L(u(n), l(n))and the latter corresponds to the samples of the constraints g k,l (Á) and h(Á) obtained from a simulation with (the running) parameter u. Using a two-sided estimate, as in (15), would result in three SS simulations per iteration of SASOC-G, corresponding to parameters u, u + dDand u 2 dD.
We reduce the need for a simulation with the parameter u 2 dD, by having a one-sided estimate of the gradient as follows:
As before, one can establish the correctness of the above estimates (see Lemma 2) using Taylor expansions and it has been found that one-sided estimates perform on par with balanced two-sided estimates: cf. Bhatnagar et al.,
22
with the added advantage that the former require only two simulations in a constrained setting, which is the case for the adaptive labor staffing problem.
Update rule of SASOC-G 6.2.1 Estimating the Lagrangian.
From the form of the gradient estimate in (15) , it is clear that the Lagrangian should be estimated for parameters u(n) and u(n) + dD(n), at any instant n of SASOC-G. Thus, we run two SS 
Input:
• R, a large positive integer; • θ 0 , initial parameter vector; p( · ); ; K ≥ 1 • UpdateRule(), the algorithm-specific update rule for the worker parameter θ and Lagrange multiplier λ.
• Simulate((y,T ) → X, the simulator of the SS
Terminate and output À(θ(R)). end if end loop simulations with parameters G(u(n)) and G(u(n) + dD(n)). At the end of these simulations, we aggregate the cost and constraint values observed and then estimate the quantities L(u + dD, l) and L(u, l) as follows: for m = 0, 1, ., t 2 1, update
The above recursion is updated for t 5 1 instants and the resulting estimates are then used to update the worker parameter (see (19) below). Such a batch update is useful in practice and has also been employed before (cf. Bhatnagar et al. 16, 22 ). Note that X m (respectivelyX m ) represents the state at iteration m from the simulation run with parameter
Here [x] denotes the integer portion of x. For the sake of simplicity, we drop the dependence on n t Â Ã while denoting the parameter used for the simulation.
Worker parameter update.
The Lagrangian estimates from the recursion above are used to tune the worker parameter u in the negative gradient direction. The overall update rule for this scheme, SASOC-G, is as follows: for all n 5 0,
where the operator " G( Á ) is required to keep the iterate u stable and was defined earlier (see Section 4.3).
Owing to Lemma 2, it is easy to see that the terms L(nK) and L 9 (nK) in term (*) above converge to the corresponding Lagrangian values L(u(n), l) and L(u(n) + dD, l), respectively, for any fixed l (owing to timescale separation, l can be seen as a constant, while analyzing the u recursion). Thus, the term (*) can be seen to be equivalent to r u L(u(n), l) asymptotically and, hence, the recursion (19) performs a descent in u and converges to a local minimum of L(u, l) with respect to u, for any fixed l. This claim is made precise in Theorem 3.
Lagrange multiplier update. Since
, we use sample constraint values g k,l (Á) and h(Á) to ascend in l (see Theorem 4 for a precise claim). Thus, the Lagrange multipliers l are updated as follows:
Recall that the step sizes j 1 (n), j 2 (n) and j 3 (n) satisfy (A3) which ensures that Lagrangian estimates proceed along the fastest timescale, the worker parameter update along the intermediate timescale and the Lagrange multiplier update along the slowest timescale.
SASOC-H algorithm
This is a second-order algorithm for adaptive labor staffing. As discussed before, the overall algorithm structure is represented by Figure 3 with
This choice of perturbation sequence is motivated by SPSA-based gradient and Hessian estimates that are described in the next section.
SPSA-based estimates for the gradient and
Hessian of L(u, l)
Suppose the Lagrangian in (11) is twice differentiable with respect to u, then we can look at possible second-order schemes for computing updates to u. If the Lagrangian (11) were a quadratic, then the exact solution for the u update to reach the minimum point would have been À½r
À1 r u L(u 0 ) with u 0 as the starting point, i.e.
would be the optimal parameter. For a higher-degree Lagrangian, the above solution can be used with a stepsize parameter iteratively until convergence to an optimal u * . Let D andD be two independent vectors of perturbation random variables that are independent, zero-mean, 61-valued and have the symmetric Bernoulli distribution. More general distributions for D andD may however be used, see Spall. 14, 18 The gradient and Hessian of L(u, l) are estimated as follows: 
for i, k, l = 1,.,N. Note that: {j# 2 (n)} is a step-size sequence that ensures the Hessian recursion in (22) is on a timescale that is faster than the u recursion and is slower than the Lagrangian recursion, i.e.
represents the Hessian (second derivative with respect to u) estimate of the Lagrangian; H(0) is a positive-definite and symmetric matrix; we let H(0) = vI, with v . 0 and I being the identity matrix; and
represents the inverse of the Hessian estimate H of the Lagrangian, where Y(Á) is a projection operator ensuring that the Hessian estimates remain symmetric and positive definite.
The Y operation is assumed to satisfy assumption (A4).
Assumption (A4).
The projection operator Y(Á) projects a square matrix to a symmetric positive-definite matrix. If {C n } and {D n } are sequences of matrices in R N 3 N such that lim
|| \ N, as well. In our experiments, we perform an eigen-decomposition of the Hessian estimate H(n) followed by projection of its eigen-values to a positive range to avoid singularity. A similar scheme has been proposed in Gill et al. 30 and it is easy to infer that (A4) is satisfied by this particular scheme.
Efficient implementation of SASOC-H
The SASOC-H algorithm is more robust than SASOC-G. However, it requires the Hessian matrix to be inverted in each iteration and this is computationally intensive. We propose an enhancement using Woodbury's identity to the previous algorithm that results in significant computational gains. In particular, an application of Woodbury's identity brings down the computational complexity from O(n 7.3.1 Woodbury's identity-based update for Hessian inverse. We have
In the above, A and C are invertible square matrices and B and D are rectangular matrices of appropriate sizes. The Hessian update in (22) without projection can be rewritten as
where
Now, applying the Woodbury's identity to H(n + 1) 21 = M(n + 1) gives us the following update:
which is a recursive update rule for directly updating the matrix M(n), which is the inverse of H(n), n 5 0. The modified update scheme of SASOC-H after incorporating the Woodbury's identity for estimating the inverse of the Hessian, is as follows: for n 5 0,
In the above, M(0) is initialized to vI, I being an identity matrix and v . 0. The rest of the update rule corresponding to L, L 9 , l k,l , k = 1,.,jCj, l = 1,.,jPj and l f are the same as before.
Remark 8. Our SASOC algorithms differ from the algorithms of Bhatnagar et al.
22
in the following ways.
1. While the algorithms of Bhatnagar et al.
are for a continuous-valued parameter, our SASOC algorithms are for a constrained discrete optimization setting and involve a generalized projection operator that renders the transition probabilities of the extended Markov process for any u 2 Dsmooth. 2. Since the SASOC-H algorithm does not involve explicit computation of the Hessian inverse, it is computationally more efficient than the secondorder algorithms of Bhatnagar et al. 22 
Convergence analysis
To ensure convergence of both SASOC algorithms, we require a continuous extension of the transition probabilities. Recall that u is a discrete parameter taking values in the set D. In Prasad et al., 3 the authors provide the following extension for the transition dynamics p u (i, j) of the underlying Markov process to any u in the convex hull D:
where the weights r k (u) satisfy 0 4 r k (u) 4 1, k = 1,.,p and P p k = 1 r k (u) = 1. Note that, in order to have a continuous extension of transition dynamics, the weights r k (u) in (25) must be continuously differentiable in u as well. For this purpose, one can use the procedure outlined in Section A.1 of Prasad et al. 3 to construct the weights r k (Á) and have a resulting representation for p u (Á,Á) that is continuous. Nevertheless, the continuity requirement is only a technical necessity for the proof and we do not require an explicit computation of these weights in the SASOC algorithms in order to solve the constrained optimization problem (1).
We now claim the following.
Lemma 1.
Under the extended dynamics p u (i, j), i, j 2 S of the Markov process {X n (u)} defined over all u 2 D, we have:
SASOC-G algorithm is analogous to its continuous counterpart whereG(u) andG(u + dD) are replaced by " G(u)and " G(u + dD), respectively; ii. SASOC-H algorithm is analogous to its continuous counterpart whereG(u) and
Proof. The proof is similar to Lemma 9.4 in Chapter 9 of Bhatnagar et al. 23 
SASOC-G
The convergence analysis of SASOC-G can be split into four steps.
Step 1: Analysis of fastest timescale recursion
Recall that the fastest timescale estimates the Lagrangian L(u, l) and L(u + dD, l) via L and L 9 , respectively.
Owing to timescale separation, we can assume u and l to be constant, while analyzing the update of the Lagrangian estimates L and L 9 in (17)- (18) . We now have the following result.
Proof. We prove the first claim in (i), i.e. L(n) À L(u(n), l(n)) ! 0 as n!N. The other claims can be proven along similar lines. Since u and l values are updated on slower time-scales, they can be assumed to be constant in this proof. Let
The " L update can be re-written as
is a sequence of sfields. Let M m + 1 denote a martingale difference sequence, defined by
It can be easily verified that (N m , F m ), m 5 0 is a square-integrable martingale obtained from the corresponding martingale difference {M m }. Further, from the square summability of j 3 (n), n 5 0, and the facts that S is compact and l is Lipschitz continuous, it can be verified from the martingale convergence theorem that {N m , m 5 0}, converges almost surely.
It can be shown that {(X m )} is ergodic Markov for a given u(m) (cf. Lemma 9.4 in Bhatnagar et al. Step 2: Analysis of the u-recursion
We show that the evolution of u in SASOC-G descends in the Lagrangian value and converges to a limiting set that depends on l. For this purpose, we first show that the resulting martingale from the u update recursion in (19) is convergent and then use V l ( Á ) = L(u, l) as an associated Lyapunov function for the ordinary differential equation (ODE)
where Ĝ is defined as follows: for any bounded continuous function e(Á),
The projection operator Ĝ( Á ) ensures that the evolution of u via the ODE (26) stays within the bounded set D. Again for the analysis of the u-update, the value of l which is updated on the slowest time scale is assumed constant. Step 3: Analysis of the l-recursion
For {l(n)} updates on the slowest time scale {j 1 (n)}, we can assume that u has converged to u * 2 K l . We show that the l k,l and l f converge respectively to the equilibria of the following ODEs:
In the above, u * denotes the worker parameter obtained after convergence of (19) , with the Lagrange parameter
T . Further, P is a projection operator that ensures l(t) updates stay non-negative and is defined as follows: for any bounded continuous function " e( Á ),
. Thus, the above ODEs suggest that the updates to Lagrange multipliers l in (20) are ascending in the Lagrangian value and converge to a local maximum point. We make this claim precise in the following.
Proof. The l-update in (20) can be re-written as
Since the underlying Markov chain is ergodic Markov for a given u, it is easy to see that N n ! 0 as n!N along the natural timescale (see Lemma 2) . Further, {M n } is a martingale difference sequence with P n i = 0 a(i)M i + 1 , n 5 0, being the associated martingale that can be seen to be almost surely convergent (see Lemma 2) . Thus, from Extension 3 of Section 2.2 of Borkar, 28 the result follows for l i,j . Similarly, one can show convergence for l f .
Step 4: Convergence to a locally saddle point Finally, we argue that the algorithm indeed converges to a (local) saddle point of the Lagrangian. Suppose that H 1 denotes a local neighborhood in which u * is a minimum. Then, through an application of the envelope theorem of mathematical economics (see pp. 964-966 in Mas-Colell et al. 34 ), applied in the 'Caratheodory sense' (see Lemma 4.3, p. 211 of Borkar 35 ), it can be seen that
where H 2 is some local neighborhood that contains l * . The SASOC algorithms thus converge to a locally saddle point. As mentioned at the beginning of this section, the detailed proofs of the above results are available in an attached supplementary file.
SASOC-H
Convergence analysis of SASOC-H follows along similar lines as that of the SASOC-G algorithm. We first analyze the case when the Hessian is inverted directly in SASOC-H and then give the necessary modifications for the proof to work when Woodbury's identity is employed.
1. We first show that the quantities L and L 9 almost surely converge to the Lagrangian for parameter values u and
2. Next we show that the worker parameter recursion (22) tracks and converges to the equilibria of the ODE
where Ĝ is as defined in equation (27) . 3. The rest of the analysis of slower time-scale updates of l k,l and l f , and saddle point behavior follows as in SASOC-G.
Proof. Following Lemmas 2, 5 and 8, with d 1 , d 2 ! 0, the update of parameter u can be re-written in vector form as (29) with stable limit points of the ODE lying within the set " K l . From assumption (A2), L(u, l) is assumed to be continuous. Hence, over the compact set M, L(u, l) is uniformly bounded. Thus, from Lasalle's invariance theorem 32 , u(n) !u * 2 K l almost surely as n!N.
The convergence analysis of SASOC-H when the Hessian in inverted using an iterative procedure based on Woodbury's identity, follows from the above analysis for the SASOC-H algorithm using the following lemma in place of Lemma 8.
Proof. From Woodbury's identity, since the sequence M(n),n 5 1 in (24) is identical to the sequence Y(H(n))
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,n 5 1 of SASOC-H, the result follows from Lemma 8.
Simulation experiments 9.1 Implementation
For SS simulation, we use the framework developed in Banerjee et al. 4 This framework was developed by collecting data for five real-life SSs that provided server support to IBM's clients in two different countries. Collectively, these five SS staff more than 200 SWs with 40%, 30%, and 30% of them having low, medium, and high skill level, respectively. Also, these SS support more than 30 customers each, who make more than 6500 SRs every week with each customer having a distinct pattern of arrival depending on its business hours and seasonality of business domain. Based on the arrival rates of SRs, the five SS can be categorized as bursty or flat. As illustrated in Figure 5 , bursty systems (SS1 and SS2) are characterized by SR arrivals with more peaks in comparison with flat systems (SS3, SS4 and SS5) that are relatively more stable with less variations. The arrivals here include both customer jobs as well as internal jobs. While the former are SRs with SLA requirements, the latter refer to meetings, reports and similar tasks that take away SW's time.
Note that internal jobs do not have SLA constraints, but they add to the queue. The SS-wise split of customer and internal jobs, SS-wise is given in Figure 4 (a). Figure 4(b) shows the effort data, i.e. the mean time taken to resolve an SR (a lognormal distributed random variable in our setting) across priority and complexity classes.
The reader is referred to Banerjee et al. 4 for a detailed description of the specific details of the SS setting. In particular, we point out that SWs could have one of the following 3 skill levels, low, medium and high, the customers are classified into 4 priority levels and the set of time intervals was of cardinality 168, with each interval corresponding to an hour of the week (recall that over a particular time interval, the arrivals are stationary).
On this setup, we implement both SASOC-G and SASOC-H algorithms. For the sake of comparison, we also implement a scatter search based algorithm from OptQuest (OptQuest along with several other engines from Frontline Systems won the INFORMS impact award; see http://www.solver.com/press201008.htm in the year 2010), which a popular optimization toolkit. 5 We study the performance of the aforementioned three algorithms for two dispatching policies: PRIO-PULL and EDF (see Section 4.1 for a description of these policies).
We implemented our SASOC algorithms on this framework for both the perturbed and the unperturbed simulations (see X andX computations in Algorithm 1). SASOC algorithms were run for 1000 iterations. The length of both perturbed as well as unperturbed simulation run was 10, which implies each iteration of SASOC algorithms involved 20 SS simulation replications. Each replication simulated the operations of the respective SS for a 30-day period. For OptQuest, the number of iterations was 5000, with 100 SS replications per iteration.
For both SASOC algorithms, we set r = s = 0.5 in (4) and d = d 1 = d 2 = 0.5. The queue feasibility constraint was set to be violated if there was a 1000% growth in the complexity queues over a two-week period. The function f in the generalized projection operator was set as f(x) = x, with the parameter z = 0.1.
The Y operator implemented for SASOC-H can be described as follows. LetĤ be the Hessian update which needs to be projected. The following sequence of operations represent this projection:
ii. perform eigen-decomposition onĤ to get all eigen-values and corresponding eigen-vectors; iii. project each eigen-value to e, 1 e Â Ã where e 2 (0,1); e is chosen to be a small number as to allow for larger range of values, but not too small to avoid singularity; the upper limit in the projection range is to avoid singularity of the inverse of the Hessian estimate; and iv. reconstructĤ using the projected eigen-values but with same eigen-vectors.
The Y operator in the case of SASOC-H with diagonal Hessian is one that simply projects each diagonal entry to e, 1 e Â Ã . It is easy to see that the Y operator satisfies assumption (A4). For a closely related modification of the Hessian, the reader is referred to Gill et al. 30 In our experiments, we set e = 0.01.
Results
As performance metrics for comparing the algorithms, we use:
i. W Ã sum , which is the sum total of the workers across shifts and skill levels obtained at the end of the simulation run for any algorithm; and ii. mean utilization, which is computed by a weighted average of the worker utilizations across skill levels; the weights here are proportional to the workloads of the three skill levels. on these SS pools. Further, among the SASOC algorithms, we observe that SASOC-H finds better solutions in general as compared with the first order SASOC-G algorithm. Further, we observe that in all our experiments that include both flat as well as bursty arrival pools, the optimal worker parameter obtained by all our SASOC algorithms is feasible, i.e. satisfies both the SLA as well as the queue stability constraints. In contrast, OptQuest is unable to find a feasible solution on SS2 even after 5000 iterations. Similar conclusions can be drawn when the underlying dispatching policy is EDF (see Figure 6 (b)). Figure 7 (a) presents W Ã sum for OptQuest and SASOC algorithms, with PRIO-PULL as the underlying dispatching policy. It is evident that OptQuest outperforms SASOC algorithms in this setting. On the other hand, when the underlying dispatching policy is EDF, the trend is reversed and we observe that SASOC algorithms perform better than OptQuest (see Figure 7(b) ).
Bursty-arrival SS pools.
Thus, SASOC algorithms result in lower W Ã sum in comparison with OptQuest on most of the SS pools, irrespective of whether they are bursty or flat. In addition, SASOC algorithms hold an advantage over OptQuest when execution times are considered and this is important as computational efficiency is crucial for any adaptive labor staffing algorithm. For instance, if a candidate labor staffing algorithm takes too long to find the optimal staffing levels, it is not amenable for making staffing changes in a real SS. Both from the number of simulations required as well as the wall clock run-time standpoints, SASOC algorithms are better than OptQuest. This can be inferred easily considering that, in order to find W Ã sum , OptQuest runs 5000 iterations with 100 SS replications each time, while SASOC algorithms run 1000 iterations with 20 each time. The resulting 25 3 speedup for SASOC algorithms also manifests in the wall clock run-times of SASOC algorithms. For instance, on SS1 the typical run-time of OptQuest was found to be 24 hours, whereas SASOC algorithms took less than 2.5 hours each to converge.
Moreover, as we observed in the case of SS2, OptQuest does not find a feasible solution even after repeated runs for 5000 search iterations. Also, because OptQuest depends heavily on SLA attainments and respective confidence intervals of previous iterations, it requires higher number of replications than SASOC. Further, we observed that SASOC algorithms converge within 500 iterations in all our experiments. Thus, SASOC algorithms require 25 times fewer simulations as compared with OptQuest, while searching for the optimal SS configuration. This run-time advantage ensures that an SS manager can make staffing changes even at the granularity of every week by making use of SASOC algorithms and the same may not be possible with OptQuest due to its longer run-times. Figure 10 compares the W Ã sum achieved with EDF as the dispatching policy for the SASOC algorithms with the SF-based schemes from Prasad et al. 3 We observe that the SASOC algorithms perform on par with the Cauchy variant (SASOC-SF-C), while performing better than the Gaussian variant of the algorithm from Prasad et al. 3 An important advantage with our SASOC algorithms in comparison with the SF-based approaches, especially the Cauchy variant, is the low computational overhead. While our algorithms require Bernoulli random variable for perturbing the worker parameter, the SF approaches require Gaussian or Cauchy Figure 9 . Convergence of W sum as a function of number of cycles for different SASOC algorithms: illustration on SS1 and SS4 for two dispatching policies.
Comparison with SF approaches.
random variables for the same. Further, the second-order method that we propose here (SASOC-H) is more robust in comparison with the first-order SF approaches and through the use of Woodbury's identity, we also achieve low computational overhead as well.
Empirical convergence of u.
Figures 9(a) and 9(b) plot the sum of workers for SASOC algorithms on two pools for two dispatching policies. We proved that SASOC algorithms converge in theory (see Section 8) and these plots confirm that convergence is seen empirically as well. Note that OptQuest does not possess theoretical convergence guarantees and even empirically was not seen to converge for SS2 after 5000 iterations, even after repeated runs.
Mean utilization results.
We present the utilization percentages across different skill levels (low, medium and high) in Figure 10 . The underlying dispatching policy here is EDF. The results for the case of PRIO-PULL are similar. We observe mean utilization of workers is a crucial factor for a labor staffing algorithm and it is evident from Figure 10 that SASOC algorithms exhibit a higher mean utilization of workers and hence, better overall performance in comparison to the OptQuest algorithm.
From the above performance comparisons over SS pools with flat as well as bursty SR arrival patterns, it is evident that our SASOC algorithms, which converge to a local saddle point, show overall better performance in comparison with the scatter search-based algorithm of OptQuest. Among the SASOC algorithms, we observe that the second order SASOC-H algorithm performs better than the first order SASOC-G algorithm in many cases.
Conclusions
We considered the adaptive labor staffing problem in a SS. The objective was to find the optimum staffing levels such that it minimizes the labor cost in the system steady state, while adhering to certain SLA and queue stability constraints. We proposed two simulation optimization algorithms for solving this problem. Our algorithms include both first-order as well as second-order methods and work in an online, incremental manner to find the optimal staffing levels. Both algorithms incorporated SPSA-based estimates for the gradient and/or Hessian of the objective function. SPSA is a continuous optimization scheme, while the staffing levels are discrete and we incorporated a generalized projection operator in order to facilitate the usage of SPSA in our setting. The latter operator makes the underlying transition dynamics smooth, which is a technical requirement to ensure convergence of our algorithms. We presented proofs of convergence of both algorithms. Performance simulations were conducted using data from five real-life SSs providing support to IBM's customers. The results showed that our algorithms outperformed a scatter-search-based algorithm from the state-of-the-art optimization toolkit OptQuest, in most of the settings considered. This finding coupled with the computational advantage of our algorithms make them amenable for practical implementations in real-life SSs. As future work, one may consider single-stage cost function enhancements that include worker salaries as well as other relevant monetary costs. Another interesting direction is to develop algorithms that progressively update the skills of the workers via the dispatching policy.
