A four-parameter probability distribution, which includes a wide variety of curve shapes, is presented. Because of the flexibility, generality, and simplicity of the distribution, it is useful in the representation of data when the underlying model is unknown. 
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© 2016 Conscientia Beam. All Rights Reserved. nature; most importantly exponential distribution can also be termed as waiting time distribution which is analogous to the geometric and Poisson distributions. A mixture distribution describes a population which comprises two or more subpopulations combined in fixed proportions. A wide variety of curve shapes are possible with this distribution. Probability models of this type are utilized in situations where the sample observations can only be drawn from the whole population and not separately from the individual component populations. Such cases typically occur due to a difficulty in distinguishing the underlying subpopulations forming the mixed population.
Consequently, mixture models are employed in fields which include pattern recognition, biology, chemistry, geology, medicine, and actuarial science. An example taken from the discipline of biology will serve to illustrate the type of situation in which mixture models arise. Biologists are often faced with the task of inferring population parameters on the basis of samples collected during the course of field experiments.
A particular characteristic of the customers' behaviour of interest is measured for each individual in the sample.
An important consideration by Akomolafe [1] is that when taking these measurements incorporating age or sex of the individual, since the distribution of many characteristics is dependent on these. However, the age or sex of a customer is not always readily determined when measurements are performed in the natural environment. Hence, observations must be drawn from the mixed population, where the component populations are the different age groups or sexes of the customer. These two distributions had been found useful in any situation that is time variant. Given the robustness of these two distributions, it is then pertinent to simultaneously look at their behavior which is the subject matter of this paper.
An attempt has been made to specify the mixture of these two distributions which is tagged exponentialgamma model. Thereafter, a comprehensive derivation of the model is given for more clarification. The paper is concluded by an exposition of major area of its application which is capturing evolving customer visit buying behavior.
SPECIFICATION OF THE MODEL
Assume a timing process phenomenon;an appropriate robust starting point on repeated trials can be modeled as an exponential-gamma timing process. This is to say that each inter repeated trials time is assumed to be exponentially distributed governed by a rate, . Furthermore, these individual trials rate of occurrence vary across the population. This heterogeneity can be captured by a gamma distribution with shape parameter ᴦ, and scale parameter α. 
] ……………………………….. for a single visit occasion, this leads to the following familiar exponential -gamma mixture model:
i.e.
]
Differentiate equation 10 with respect to λ:
Substitute for λ and dλ in equation (7) i.e.
By Gamma distribution or Gamma function
Where 
LIKELIHOOD SPECIFICATION
          i i i i J i i i i i i i i J t T t J t i t t i t t i i i e e e e L                   . . . .
(23)
To get the unconditional likelihood we then integrate across all possible values of  , using the gamma distribution as a weighting function:
Where gamma( i  ; r,  ) denotes the gamma distribution as shown in (1) . This yields the usual exponentialgamma likelihood, which can be multiplied across the N panelists to get the overall likelihood for parameter estimation purposes:
An alternative path that leads to the same result is to perform the gamma integration separately for each of the Ji+1 exponential terms, and then multiply them together at the end. This involves the use of Bayes Theorem to refine our "guess" about each individual's value of  i after each arrival occurs. Specifically, it is easy to show that if someone's first repeat visit occurs at time tij, then:
The gamma distribution governing the rate of buying for subsequent arrivals follows:
Using this logic, we can re-express the likelihood as the product of separate EG terms
Which collapses into the same expression as (24).
When we introduce the nonstationary updating distribution, the multipliers (cij) change the value of  i from visit to visit, thereby requiring us to use the sequential approach given in (28) to derive the complete likelihood function. We need to capture two forms of updating after each visit: one due to the usual Bayesian updating process (which is associated with stationary behaviour given by (25)) and the other due to the effects of the stochastic evolution process. Therefore, the distribution of buying rates at each repeat visit level is the product of two gamma distributed random variables -one associated with the updating multiplier and one capturing the previous visiting rate. For the case of panelist i making her jth repeat visit at time tij:
One issue with this approach is that the product of two gamma random variables does not lend itself to a tractable analytic solution. However, there is an established result (see, e.g., [2] suggesting that the product of two gamma distributed random variables can be approximated by yet another gamma distribution, obtained by multiplying the first two moments about the origins of the original distributions: As shown in Appendix A, this moment-matching approximation, used in conjunction with Bayesian updating, allows us to recover the updated gamma parameters that determine the rate of buying,  ij, for panelist i's jth repeat visit as follows:
Where r(i, 1) and j(i, 1) are equal to the initial values of r and s as estimated by maximizing the likelihood function specified in (28).
APPLICATION
We performed 20 separate simulations to verify the accuracy of using such a moment-matching approximation.
In each simulation, we first generated 1000 random draws from a gamma distribution with randomly determined shape and scale parameters to represent initial  values. Then, a matrix of updating multipliers was also simulated for a series of five updates (i.e., five future repeat visits). Each 1000x5 matrix was generated by taking draws from a gamma distribution, again with randomly determined shape and scale parameters, where columns, one through five represented the updates after one to five visits. The updated  series after five repeat visits was calculated using two methods A Kolmogorov-Smirnov test of fit indicated that, for each of the 20 simulations, the distribution of values resulting from the moment-matching approximation is not significantly different from that resulting from the direct multiplication of these random variables. Therefore, we are confident that the moment-matching approximation accurately captures the gamma distributed updating process we wish to model. After incorporating the evolution process into our model, the likelihood function to be maximized follows:
Where r(i, j) and  (i, j) are defined in equations (31) 
CONCLUSION
This research has succeeded in deriving the Exponential -Gamma mixture Model. The model could be successively applied into capturing evolving customer visit buying behavior process that has three main components which has been addressed in the model viz.; Exponential-Weibull successfully applied for modeling failure times however, while exponential -Gamma may be an excellent bench mark model, it fails to capture certain buying behaviors that are not stationary over time.
Accounting for this condition will be considered in the subsequent work as well as introducing a multiplier effect into the equation that will capture different attrition pattern and some measurable demographic variables.
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