Abstract-In this letter, a receding horizon path planning algorithm is introduced for unmanned aerial vehicle swarms to cooperatively localize a moving radio frequency transmitter. In the core of the proposed algorithm is a model to predict the Fisher information matrix. Using this prediction model, we formulate the most favorable course of action to solve the path planning using local optimization, which helps the system as a whole to achieve the goal over a finite receding horizon. The effectiveness of the proposed algorithm is demonstrated by comparing the proposed mechanism with the non-predictive cooperative technique through computer simulation. It is shown that the expected estimation error can be significantly reduced using the proposed method.
I. INTRODUCTION

L
OCALIZATION of a radio frequency (RF) source using unmanned aerial vehicles (UAVs) has received increasing attention for civil and military applications such as search and rescue operations, asset localization, surveillance of critical infrastructure, and electronic countermeasures. In particular, a swift and efficient UAV path planning is of critical importance in order to quickly localize and track suspicious UAVs, and minimize potential harms (see e.g., 2016 MITRE challenge [1] ). This demands that UAVs cooperate with each other and find the optimal set of trajectories as illustrated in Fig. 1 . In this letter, we aim to achieve quick and accurate localization/tracking of a moving RF source using a cooperating swarm of UAVs. We consider omni-directional received signal strength (RSS) sensors since they are easy to implement on UAV swarms, when compared to more sophisticated angle of arrival and time difference of arrival sensors [2] .
UAV path planning based on wireless signal observations has been an active area of research [3] - [9] . In [3] , an RSS sensor on board of a UAV is used to find the target. A localization technique based on Moore curve is employed to determine the flight trajectory of the UAV. Based on this curve, general area of target is obtained, and localization accuracy can be improved using recursive application of Moore curves with smaller steps. However, the optimality of the trajectory in the vicinity of the target is not fully investigated. In [4] , a cooperative target tracking of UAVs is introduced, which explicitly accounts for noisy position estimates of tracking UAVs. The upper bound and lower bound of target and tracking UAVs localization errors are analytically derived.
In [5] , a UAV path planning algorithm is proposed using Fisher information matrix (FIM) optimization, considering angle of arrival, time difference of arrival, and scan-based localization methods. A greedy optimization technique is applied to find the way points by maximizing the determinant of FIM (D-optimality criterion) in each time step, which is shown to provide accurate localization performance. In [7] , the posterior Cramer-Rao lower bound (CRLB) is used as the metric to find the optimal trajectories for a group of UAVs equipped with bearing-only sensors. A computationally efficient method of updating FIM introduced in [10] , is used to derive the FIM. Through simulation for single step, two step, and multi step scenarios it was concluded that multi step multi UAV scenario results in the best localization performance. A multi-target radar localization method using time difference arrival based sensors is introduced in [6] . By analyzing FIM, optimal flight formation are found both for estimation of angle of target radars and for estimation of position of target radars.
In this paper, we consider path planning of a UAV swarm, armed with omni-directional RSS sensors. This UAV swarm aims to localize a mobile and moving RF source. Our main contribution over prior art can be described as consideration of future trajectory of a target UAV, while steering the tracking UAVs based only on the signal strength information obtained from the target UAV. The objective of path planning block is to minimize the bound on achievable localization error. Using receding horizon (i.e., model predictive) approach [11] , in each time step we use the most recent estimation of target state and find the optimal trajectory. As soon as new measurements are available, instead of following the complete trajectory, a new trajectory is computed. Simulation results show that our prediction based approach yields better tracking performance, and can yield up to 31 percent lower localization error with respect to basic bio-inspired approach introduced in [9] .
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II. SYSTEM MODEL
In this section we first describe the movement model of the target UAV with a general linear time invariant model. Then we describe the measurement model that is derived from RSS sensor measurements. The generalized linear time invariant movement model for target UAV moving at constant altitude (in state space representation) is given by
where x(k) is the state vector of the target UAV movement process at time step k, which can include parameters such as location, speed, and acceleration of the target UAV in Cartesian coordinates, A is the state transition matrix of the target that explains how current states of the system influences the next step states, and C is the output matrix of the target that extracts the position of the target UAV from its state vector. The position of target UAV at step k is denoted by
T , and the target UAV movement process noise is denoted by w(k) ∼ N (0, Q), which is a zero mean white Gaussian random vector with covariance matrix Q.
The measurement model of this system is based on the fact that transmitted signal from target UAV will be measured at all N tracking UAVs. We model the stochastic relationship between measured RSS at each tracking UAV and the distance between said UAV and the target UAV. To do so, we adopt lognormal distribution to describe the shadowing phenomena and the logdistance path loss. The RSS from the target UAV received at the i th UAV is then described by
where p r (d) is the N × 1 vector of measured RSS values, d is the N × 1 vector of distances between tracking UAVs and the target UAV, p 0 is the reference power received from the target UAV, d 0 is the reference distance where p 0 is measured, γ is the path loss exponent that is assumed identical for all links, and v is a N × 1 zero mean white Gaussian random vector that represents shadowing. Assuming that γ and p 0 are known (or estimated [12] ), we can write the adjusted received power vector as p adj (d) = log d +v, where p adj and v are the adjusted measured received power vector and shadowing vector, respectively, which can be written as
Using the second relationship in (1) for the target UAV location, the measurement-process model can be written as
where z(k) is the measurement vector of adjusted RSS mea-
is the location of i th tracking UAV at k th time step, and v(k) ∼ N (0, R) is a zero biased, white Gaussian vector with covariance matrix R.
III. JOINT LIKELIHOOD FUNCTION
In this section, we derive the joint likelihood function (JLF) between measurement vector z(k) and the state vector of target UAV x(k). The likelihood function of measurement vector z(k) only depends on x(k). The state vector of target UAV is a random vector process and the likelihood function of x(k) depends on x(k − 1). We can write the JLF of the state vector of the target and measurement vector in any time step solely by recursive application of (1) and (4) 
Considering all the target UAV state vectors in all time steps until the current time step, we observe that past state vectors are independent of future state vectors. For state vectors and measurement vectors, the JLF can be expressed
, where x a (k) is the accumulation of all states and z a (k) is the accumulation of all measurements in all the time steps up until time step k, given by:
Expanding the recursive JLF yields
. This JLF can be used to derive the accumulated FIM J acc (k), which describes the estimation accuracy of all state vectors up until the current time step. However, the size of the accumulative vectors grows in each time step and the resulting information matrix will grow in size accordingly. Considering that we are only interested in computing the information matrix for x(k), we need an update rule that does not require us to compute the entire J acc (k) in each time step. In [10] , a computationally efficient way of updating FIM for non-linear systems is proposed. From [10, Proposition 1], after some simplification, it follows that we can bypass the calculation of the accumulated information matrix by using the following update (prediction model) rule:
where J(k) is the Fisher information submatrix corresponding to x(k) and h(x(k)) = E{z(k)}.
To further simplify B(k), we can write its i th row and j th column as:
where x i (k) is the i th element of x(k). After some manipulation, (9) simplifies to
where C 1 and C 2 are the first row and the second row of C, respectively, and c i, j represents an individual element of C.
Since the analytic solution for D 22 (k) in (8) is not easily accessible, we resort to Monte Carlo method for numerical calculation of the expected value in (7). The expectation is with respect to x(k) and we need to find its distribution, which (since our state transition is linear) follows a zero mean Gaussian distribution. The covariance matrix C xx can then be obtained by solving the discrete time Lyapunov equation of the target UAV:
A solution for (10) is provided in [13] and this completes the FIM prediction model.
IV. LOCATION ESTIMATION AND PATH PLANNING
In this section, we describe the path planning strategy of tracking UAVs that leads to cooperative localization of the target UAV. In Section III, we derived the predictive model for FIM; however, the update rule depends on the state of the target UAV as evident from (8) . This requires to estimate the state of the target UAV to maximize our information around that point. We use EKF [14] to estimate the target UAV state and do the optimization of FIM around that point. In our application, EKF simplifies in prediction stage due to linear state transition of the target UAV state vector.
Having developed a model to predict the amount of information that can be generated from a given trajectory in Section III, we can now compare the information generated from different alternatives. We use receding horizon approach to maximize the determinant of FIM (D-optimality criterion) over a finite control horizon and prediction horizon [11] . The optimization problem that is solved in each time step is
where S is a matrix containing the angles that each tracking UAV needs to turn for all UAVs for all time steps from k + 1 to k + N c , N p is the prediction horizon, and N c is the control horizon. If turning radius of the tracking UAVs is limiting the maximum turning angle that they can achieve in each time step, the optimization should reflect that as constraints on elements of S. Accordingly, we generate the optimal trajectories for our UAVs in each time step. At the end of optimization, we set the future set point of the UAVs according to the first set of points in the optimal trajectory. We use the rest of the generated set points in each time step as an initial condition for the next time step optimization. Since our prediction of information matrix considers the contribution of all of UAV measurements, the D-optimality criterion optimization implies that the group work of the swarm is evaluated (as opposed to individual UAVs) to achieve true cooperative localization.
V. SIMULATION RESULTS In this section, we perform computer simulations to evaluate the performance of our proposed cooperative UAV localization and path planning technique. The simulation parameters are given in Table I . In the simulations, three tracking UAVs are randomly placed 141 m in north-east of the target UAV, and the target UAV is given an initial speed in north-west direction. For this simulation, state vector of the target UAV x (and consequently state estimation error e) are assumed to be a member of R 4 , which includes the location and velocity of the UAV in 2D space. In each time step, we update the position of the target UAV and the tracking UAVs. Next, based on measurement model of the tracking UAVs, we generate a new set of measurements. Then we feed these measurements to EKF and update our estimated target state vector. We optimize the prediction of D-optimality criterion around this estimated vector to find the optimal trajectory.
We use pattern search [15] as the optimization technique to find the optimal way points. Pattern search is computationally fast in finding a locally optimal solution, although like all other general purpose nonlinear numerical optimization techniques, it does not guarantee it will find the global optimal solution in limited time. The mean computation time for each time step is 5.4240 seconds with 1.2044 variance on Lenovo Y900 desktop. Considering the 10 second time steps in our simulation, the path planning can be done in real time. However, the size of the optimization problem grows as the number of tracking UAVs or control horizon increases.
To compare the performance of the proposed method with a non predictive approach, we simulated 1000 instances and compared the experimental expected values. In the nonpredictive method, the UAVs set their future path based on the current estimate of the target location, rather than considering the target's future trajectory which is the basic bioinspired approach introduced in [9] . The covariance matrices of measurement and process noise are respectively taken as R = 0.01 × diag(1, 1, 1) and Q = 0.01 × diag(1, 1, 0.1, 0.1), where diag() is a square diagonal matrix with specified elements on its main diagonal. Fig. 2 shows the final trajectory that the tracking UAVs have taken in an example scenario using our proposed prediction technique. From the trajectory of the tracking UAVs, we can see that the receding horizon optimization can in times result in sharp turns that real that may not be feasible in real world. Introducing new constraints on the rate of turn in the optimization problem, forces the results to remain feasible. As time passes, the tracking UAVs close in to the target UAV and as illustrated in Fig. 3 , the determinant of the FIM (D-optimality criterion) generally increases. Note that D-optimality criterion curve is not monotonic. Unlike scenarios with stationary target, information about target state becomes outdated when the target is moving therefore without new measurements, we expect the D-optimality criterion to be decreasing. How ever the new information in new measurements may overcompensate for this depreciation of information. Fig. 3 also shows the estimation error ||e|| 2 between the true and estimated state of the target UAV. Comparing time progression of the D-optimality criterion and the estimation error in Fig. 3 shows that as path planning is making more information available, the estimator is able to give more accurate estimation of the target UAV's state vector.
Results in Fig. 4 compare the expected errors for predictive and bio-inspired methods, considering also two different process and measurement noise covariance matrices for the predictive case. Receding horizon method grants 31 percent lower error by the end of simulation. Comparing the performance of predictive path planning in different noise scenarios, we observe that reducing the target UAV movement process noise by half results in 47 percent lower final estimation error, while reducing the measurement noise by half results in 70 percent lower final estimation error. For reference, we have plotted the results for constrained receding horizon path planning optimization so that the rate of turn of tracking UAVs are limited to 4.5°per second.
VI. CONCLUSION
In this letter a cooperative path planning technique based on model predictive approach is presented to make UAV swarms more efficient in localizing moving targets while using simple RSS sensors. We developed a prediction model for the FIM and used this model to find the trajectory that maximizes the gathered information. We used an EKF estimator to update our estimation for the target UAV location and make predictions based on the most recent data. Simulation results show that our prediction based approach yields better tracking performance, and can yield up to 31 percent lower localization error when compared to the bio-inspired technique. As future work, consideration of tracking UAV dynamic model, 3D tracking, and collision avoidance can be noted.
