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Abstract
For a nonrelativistic hydrogen atom minimally coupled to the quantized radiation field we construct the
ground state projection Pgs by a continuous approximation scheme as an alternative to the iteration scheme
recently used by Fröhlich, Pizzo, and the first author [V. Bach, J. Fröhlich, A. Pizzo, Infrared-finite algo-
rithms in QED: The groundstate of an atom interacting with the quantized radiation field, Comm. Math.
Phys. (2006), doi: 10.1007/s00220-005-1478-3]. That is, we construct Pgs = limt→∞ Pt as the limit of a
continuously differentiable family (Pt )t0 of ground state projections of infrared regularized Hamiltoni-
ans Ht . Using the ODE solved by this family of projections, we show that the norm ‖P˙t‖ of their derivative
is integrable in t which in turn yields the convergence of Pt by the fundamental theorem of calculus.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
The existence and uniqueness of ground state eigenvectors at the bottom of the spectrum of
Hamiltonian operators that generate the dynamics of nonrelativistic particles coupled to the quan-
tized radiation field have been intensively studied in the past decade [1–8,10,12]. The existence
of ground states for arbitrary coupling co nstants is shown in [8]. The degeneracy of the ground
state for a model with spin has been investigated in [12]. Functional integral representations are
given in [9]. In [11] the self-adjointness of the Hamiltonian is established for arbitrary coupling
constants. Explicit constructions of these ground states were given in [2,3] for a class of models
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tional requirement of a cutoff of the interaction at large electron position or a regularization of
the interaction for small photon momenta. Due to this additional requirement, the class of mod-
els treated in [2,3] does not include nonrelativistic matter minimally coupled to the quantized
radiation field. The construction of a unique ground state for the latter model (with one elec-
tron only which, however, is an immaterial restriction in this context) has recently been achieved
in [5], using a method that goes back to Pizzo [13]. Both [3] and [5] use an iteration scheme
that produces the (rank-one) ground state projection Pgs = limn→∞ Pn as a limit of a convergent
sequence (Pn)n∈N of ground state projections of infrared regularized Hamiltonians Hn.
In the present paper, we consider the same model of a hydrogen atom minimally coupled to the
quantized radiation field as in [5]. Our purpose is to give an alternative construction of the ground
state projection Pgs = limt→∞ Pt as the limit of a continuously differentiable family (Pt )t0 of
ground state projections of infrared regularized Hamiltonians Ht . This family, (Pt )t0, solves a
certain ordinary differential equation established in Theorem 5.3. The analysis of this ordinary
differential equation in Theorem 6.1 then shows that the norm ‖P˙t‖ of the derivative of Pt decays
exponentially, as t → ∞. In particular, ‖P˙t‖ is integrable in t . This insures the convergence
of Pt , as t → ∞, by the fundamental theorem of calculus. Namely, we obtain Pgs ≡ P∞ =
P0 +
∫∞
0 P˙t dt .
The present paper is hence a mathematically rigorous implementation of a continuous approx-
imation scheme. It has the advantage over a (discrete) iteration that the equations are simpler in
structure: In [5] the resolvent of Hn+1 was expressed in terms of the resolvent of Hn and the
interaction Wnn+1 by means of a Neumann series expansion. In contrast, those Neumann series
expansions reduce to their leading order term in the limit t → 0 in the present paper, when we
express the resolvent of Ht+t in terms of the resolvent of Ht and the interaction Wt,t+t . The
price to pay, however, is that some of the estimates which trivially follow in the discrete setting
in [5] from the tensor product structure now become considerably more involved on a technical
level, because the smooth momentum cutoff induces a memory or delay on the right side of the
ODE under consideration.
2. Definitions, notation, and main result
We begin this section by defining the model considered in this paper. The Hilbert space of
electron and photons is
H :=Hel ⊗F , (2.1)
where Hel := L2(R3) is the configuration space of an electron, and F denotes the bosonic Fock
space
F = CΩ ⊕
∞⊕
n=1
S
n⊗
m=1
hph, (2.2)
where hph := L2(R3 × Z2) is the one-photon Hilbert space, and Ω the photon vacuum vector.
Here, R3 accounts for the photon momentum and Z2 for the transverse polarization directions
of the photon. The n-fold tensor product in (2.2) is projected by S onto its subspace of totally
symmetric wave functions, in accordance with Bose–Einstein statistics.
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H(α) := (−ı 
∇x − α3/2 
A(α
x ))2 + V (x)+ Hˇ , (2.3)
where α ≈ 1137 is the feinstructure constant, and V ∈ L2(R3;R−0 ) + L∞(R3;R−0 ) is a nonpos-
itive potential with lim|x|→∞ V (x) = 0. This insures that V (x) is an infinitesimal perturbation
of −x in the sense of Kato and, hence, the self-adjointness and semiboundedness of Hel :=
−x + V (x). We further assume that its ground state energy e0 := infσ [Hel] < 0 is an isolated
negative eigenvalue of multiplicity one. These assumptions imply that σess[Hel] = [0,∞) and
eel := inf
(
σ [Hel − e0] \ {0}
)
> 0, (2.4)
−b := infσ [(−x/4)+ V (x)]> −∞. (2.5)
The operator
Hˇ =
∑
λ=±
∫
ω(
k,λ)a∗(
k,λ)a(
k,λ)d3k, (2.6)
with ω(
k,λ) := |
k|, is the Hamiltonian of the free quantized radiation field, representing its
energy. 
A denotes the vector potential of the transverse modes of the electromagnetic field,

A(
x ) := 1
(2π)3/2
∑
λ=±
∫
d3k√
2|
k|
Λ(
k){
ε(
k,λ)e−ı
k·
xa∗(
k,λ)+ 
ε∗(
k,λ)eı
k·
xa(
k,λ)}, (2.7)
with Λ(
k) := 1[|
k|  κ], where κ  max{1,eel} is the ultraviolet cutoff. This operator is
expressed in terms of photon creation and annihilation operators, which satisfy the canonical
commutation relations [
a∗(
k,λ), a∗(
k′, λ′)]= [a(
k,λ), a(
k′, λ′)]= 0, (2.8)[
a(
k,λ), a∗(
k′, λ′)]= δλ,λ′δ(
k − 
k′), (2.9)
a(
k,λ)Ω = 0, (2.10)
for all (
k,λ), (
k′, λ′) ∈ R3 × Z2, in the sense of operator-valued distributions. The polarization
vectors 
ε(k,±) ∈ C ⊗ R3 satisfy

ε(
k,λ)∗ · 
ε(
k,λ′) = δλ,λ′ and 
k · 
ε(
k,λ) = 0, (2.11)
for almost all 
k ∈ R3 and λ,λ′ ∈ Z2. We remark, that 
A(x) is chosen in Coulomb gauge,
∇x · 
A(
x ) = 0. In this paper we prove the following theorem.
Theorem 2.1. Assume that α3  (2500ϑ2 + b + 6κ2 + e0)−1, where ϑ := eel/κ  1. Then the
ground state energy Egs := infσ [H(α)] > −∞ is a simple eigenvalue of H(α).
As said in the introduction, we are not interested in merely showing the existence, but rather
in constructing the ground state eigenvector φgs or, equivalently, the corresponding rank-one
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result of this paper, but rather Theorem 2.2, below.
In the following, we simplify our notations by setting
k := (
k,λ), ω(k) ≡ |k| := |
k|, and
∫
f (k) dk :=
∑
λ=±
∫
f (
k,λ)d3k, (2.12)
for any integrable (possibly vector-valued) function f . Given k = (
k,λ) ∈ R3 × Z2 and 
x ∈ R3,
we define 
G(k; 
x ) by

G(k; 
x ) := − α
3/2
(2π)3/2
Λ(k)√
2|k|e
−ıα
k·
x
ε(k), (2.13)
and then three corresponding multiplication operators on Hel by [ 
G(k)ϕ](
x ) := 
G(k; 
x )ϕ(
x ).
Introducing
a∗(f ) :=
∫ {
f (k)⊗ a∗(k)}dk, a(f ) := ∫ {f ∗(k)⊗ a(k)}dk, (2.14)
a∗( 
f ) := (a∗(f1), a∗(f2), a∗(f3)), a( 
f ) := (a(f1), a(f2), a(f3)), (2.15)
A(f ) := a∗(f )+ a(f ), A( 
f ) := a∗( 
f )+ a( 
f ), (2.16)
v( 
f ) := −i 
∇x +A( 
f ), (2.17)
we can then rewrite H(α) as
H(α) = v( 
G)2 + V (x)+ Hˇ . (2.18)
Note that H(α) depends on α through 
G defined in (2.13).
We pick a smooth function p ∈ C∞0 (R;R+0 ) with supp{p} ⊆ (1,2),
∫∞
0 p(s) ds = 1, and‖p‖∞  π/2 (note that necessarily ‖p‖∞  1 and that, for any ε > 0 there exists such a func-
tion p with ‖p‖∞  1 + ε). For η, t > 0, we define
χ(r) :=
r∫
−∞
p(s) ds, (2.19)
χt (k) := χ
(|k|/ρt), where ρt := κ exp[−ηt]. (2.20)
Note that χt is a smooth characteristic function of {|k| > ρt }. That is, 0 χt  1, χt identically
vanishes on {|k| ρt }, and χt is identically equal to 1 on {|k| 2ρt }. The following properties
of χt are easily verified:
∀k ∈ R3 × Z2:
(
t → χt (k)
) ∈ C∞(R), (2.21)
supp(χt ) ⊆
{
k ∈ R3 × Z2
∣∣ ρt  |k|}, (2.22)
supp(∂tχt ) ⊆
{
k ∈ R3 × Z2
∣∣ ρt  |k| 2ρt}, (2.23)
‖∂tχt‖∞  2η‖p‖∞ = 2η sup p(s). (2.24)s∈(1,2)
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∂tχt (k) = ∂tχ
(
κ−1eηt |k|)= p(|k|/ρt)η|k|
ρt
 2η‖p‖∞. (2.25)
For s  t  0, we further set

Gt := χt 
G and 
Gt,s := 
Gs − 
Gt = (χs − χt ) 
G. (2.26)
We also introduce
Hˇt =
∫
ωt(k)a
∗(k)a(k) dk, where ωt(k) := max
{
ω(k),ρt
}
, (2.27)
and note that, for s  t  0, we have ρtρ−1s ωs  ωt  ωs  ω∞ = ω and thus
ρt
ρs
Hˇs  Hˇt  Hˇs  Hˇ∞ = Hˇ , (2.28)
as quadratic forms.
For each s  t  0, we define a Hamiltonian Ht,s on H by replacing in H(α) the velocity
operator v( 
G) by v( 
Gt) and the field energy operator Hˇ by Hˇs , i.e.,
Ht,s := v( 
Gt)2 + V (x)+ Hˇs . (2.29)
Especially, we write Ht := Ht,t . Note that if s > t  0 then
Ht,s = H˜t ⊗ 1t∞ + 1t ⊗ Hˇt,s , (2.30)
where
H˜t := v( 
Gt)2 + V (x)+
∫
ω(k)ρt
ω(k)a∗(k)a(k) dk, (2.31)
Hˇt,s :=
∫
ω(k)<ρt
ωs(k)a
∗(k)a(k) dk, (2.32)
and we used the natural isomorphism
F[hph] ∼=F[ht ] ⊗F
[
ht∞
]
, for hph = ht ⊕ ht∞, (2.33)
with ht := L2({ω  ρt } × Z2) and ht∞ := L2({ω < ρt } × Z2). It follows that the ground state
projection Pt,s of Ht,s is given by
Pt,s ∼= P˜t ⊗ PΩt , (2.34)∞
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Pt,s = Pt,t =: Pt , (2.35)
for all s > t  0. Similarly, we define Et,s := infσ [Ht,s] to be the ground state energy of Ht,s
and observe that
Et,s = Et,t =: Et, (2.36)
for all s > t  0. We are now in position to formulate our main result.
Theorem 2.2. Assume that α3  (2500ϑ2 + b + 6κ2 + e0)−1, where ϑ := eel/κ  1. Then
P(·) ∈ C1(R+;B[H]) is continuously differentiable in operator norm, its derivative is given by
P˙t = P
⊥
t
H+t
(−W˙t )Pt + Pt(−W˙t ) P
⊥
t
H+t
, (2.37)
where H+t := Ht −Et and W˙t := v( 
Gt) ·A(χ˙t 
G)+A(χ˙t 
G) · v( 
Gt), and there exists a constant
CP˙ < ∞ such that P˙t obeys the following norm estimate:
‖P˙t‖ CP˙ α3/2ρ1/2t , (2.38)
for all t > 0. Moreover, the ground state energy Egs := infσ [H(α)] > −∞ is a simple eigenvalue
of H(α) with corresponding eigenprojection Pgs given by
Pgs = lim
t→∞Pt . (2.39)
Proof. We only prove that Egs is an eigenvalue, not its simplicity, i.e., we only construct a
ground state φgs = limt→∞ φt , where Pgs = |φgs〉〈φgs| and Pt = |φt 〉〈φt |, but we do not show its
uniqueness. The proof of uniqueness, however, can be found in [5]. Another fact we use is the
boundedness of ‖
xφt‖ uniformly in t  0. We refer the reader again to [5] for a proof of this
bound.
Equations (2.37) and (2.38) are stated and proved separately as Theorems 5.3 and 6.1, below.
They imply that
P∞ := lim
t→∞Pt = P0 +
∞∫
0
P˙t dt (2.40)
exists and is a rank-one projection. (Note that due to the continuity of P˙t , we may define the
integral in (2.40) as a Riemann integral.) We may choose normalized vectors φt ,φ∞ ∈H such
that Pt = |φt 〉〈φt |, P∞ = |φ∞〉〈φ∞|, and φ∞ = limt→∞ φt . Lemma 4.1 implies that E∞ :=
limt→∞ Et exists, and hence we also have the convergence of Htφt = Etφt → E∞φ∞. On the
other hand, denoting H∞ := H(α), it is not difficult to show (in a similar fashion as in the proof
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Gt) · A( 
Gt,∞) + A( 
Gt,∞) · v( 
Gt) + A( 
Gt,∞)2 obeys
a norm bound ∥∥Wt,∞(H+t + ρt)−1∥∥O(ρ−1/2t ). (2.41)
Since H∞φt = Htφt +Wt,∞φt , this norm bound implies that φt ∈ dom(H∞) and that∥∥(Ht −H∞)φt∥∥ ρt∥∥Wt,∞(H+t + ρt)−1∥∥O(ρ1/2t )→ 0, (2.42)
as t → ∞. Thus, the closedness of H∞ implies that φ∞ ∈ dom(H∞), and we obtain
H∞φ∞ = lim
t→∞{Htφt } = limt→∞{Etφt } = E∞φ∞. (2.43)
Thus, φ∞ is a normalized eigenvector of H∞. Finally, a simple continuity argument using that
Et = infσ [Ht ] shows that E∞ = infσ [H∞]. 
3. Basic estimates
In this section we collect some basic estimates and apply them to establish a relative quadratic
form bound ±Wt,s O(α3/2)(t − s)(H+t + ρt ), where
Wt,s := Ht,s −Ht,t = v( 
Gs)2 − v( 
Gt)2
= (v( 
Gt)+A( 
Gt,s))2 − v( 
Gt)2
= v( 
Gt) ·A( 
Gt,s)+A( 
Gt,s) · v( 
Gt)+A( 
Gt,s)2 (3.1)
and
H+t,s := Ht,s −Et,s, H+t := Ht −Et, (3.2)
for s  t  0. We begin by recalling the following standard estimates.
Lemma 3.1. For all 
f ∈ h3, such that ω−1/2 
f ∈ h3, and all r > 0, we have∥∥a( 
f )(Hˇ ( 
f )+ r)−1/2∥∥ ∥∥ω−1/2 
f ∥∥, (3.3)∥∥a∗( 
f )(Hˇ ( 
f )+ r)−1/2∥∥ ∥∥(ω−1 + r−1)1/2 
f ∥∥, (3.4)
and
A( 
f )2  4∥∥(ω−1 + r−1)1/2 
f ∥∥2(Hˇ ( 
f )+ r), (3.5)
where
Hˇ ( 
f ) :=
∫


ω(k)a∗(k)a(k) dk. (3.6)suppf
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f ‖2  1/2 holds true, then
v( 
f )2  2(H+( 
f )+ b + κ + ‖ 
f ‖2), (3.7)
where b := − infσ [ 14 (−x) + V (x)] < ∞, H+( 
f ) := H( 
f ) − E( 
f ), E( 
f ) := infσ [H( 
f )],
and
H( 
f ) := v( 
f )2 + V (x)+ Hˇ ( 
f ). (3.8)
Proof. The proof of (3.3)–(3.5) can be found, e.g., in [2,3]. We only give a proof of (3.7) which
is similar to [5, Lemma II.2]. We first use (3.5) and −x = (−i 
∇x)2 to obtain
−x =
(
v( 
f )−A( 
f ))2
= v( 
f )2 − v( 
f ) ·A( 
f )−A( 
f ) · v( 
f )+A( 
f )2
 2v( 
f )2 + 2A( 
f )2
 2v( 
f )2 + 8∥∥(ω−1 + r−1)1/2 
f ∥∥2(Hˇ ( 
f )+ r). (3.9)
Since V ∈ L2(R3;R−0 ) + L∞(R3;R−0 ), we have that 14 (−x) + V (x)−b > −∞ and hence
0−V (x) 14 (−x)+ b. This and (3.9) imply
v( 
f )2 = H( 
f )− V (x)− Hˇ ( 
f )H( 
f )+ 1
4
(−x)+ b − Hˇ ( 
f )
H( 
f )+ b + 1
2
v( 
f )2 + (2∥∥(ω−1 + r−1)1/2 
f ∥∥2 − 1)Hˇ ( 
f )
+ 2∥∥(ω−1 + r−1)1/2 
f ∥∥2r. (3.10)
We choose r := κ and use that 2‖(ω−1 + r−1)1/2 
f ‖2  1 to arrive at
v( 
f )2  2(H( 
f )+ b + κ) 2(H+( 
f )+E( 
f )+ b + κ). (3.11)
Finally, we use the min–max principle with the trial state ϕel ⊗ Ω , where ϕel is the normalized
ground state of Hel = −x + V (x), i.e., Helϕel = e0ϕel, with e0 < 0. This gives
E( 
f ) 〈ϕel ⊗Ω ∣∣H( 
f )ϕel ⊗Ω 〉= e0 + ‖ 
f ‖2  ‖ 
f ‖2.  (3.12)
In order to apply these estimates to the choices 
Gt and 
Gt,s , for 
f , we next derive bounds on
the L2-norms appearing on the right sides of (3.3)–(3.5) and (3.7). Suppose that s > t  0. Using
0 χs −χt  (s − t)‖∂tχt‖∞, we derive the following estimates on the L2(R3 ×Z2;C3)-norm,
for β  1/2:
∥∥ω−β 
Gt,s∥∥2 = ∫ [χs(k)− χt (k)]2ω(k)−2β ∣∣ 
G(k)∣∣2 dk
 (s − t)2‖∂tχt‖2∞
∫
ω(k)−2β
∣∣ 
G(k)∣∣2 dk
{ρs|k|2ρt }
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8πα3
2(2π)3
2ρt∫
0
r1−2β dr
 (s − t)2‖∂tχt‖2∞
α3
2π2
2ρ2−2βt . (3.13)
Hence,
‖ 
Gt,s‖ ηρtα3/2(s − t) and
∥∥ω−1/2 
Gt,s∥∥ ηρ1/2t α3/2(s − t), (3.14)
using that ‖p‖∞  π/2, and similarly
‖ 
Gt‖ κα3/2 and
∥∥ω−1/2 
Gt∥∥ κα3/2. (3.15)
For the formulation of the next lemma, we introduce τ := 1
η
ln 2 > 0 and observe that eητ = 2
and hence ρt−τ = 2ρt . We recall from (2.32) that
Hˇt−τ,s =
∫
ω(k)<ρt−τ
ωs(k)a
∗(k)a(k) dk =
∫
ω(k)<2ρt
ωs(k)a
∗(k)a(k) dk. (3.16)
Lemma 3.2. Let τ := 1
η
ln 2 > 0 and 0  t  s, and suppose that α3  (b + 6κ2 + e0 + 1)−1.
Then
Hˇt−τ,s + ρt  2
(
H+t,s + ρt
)
. (3.17)
Proof. We first set

Ft := 1[ω 2ρt ] 
G and  
Gt :=
(
ω−1 + ρ−1t
)−1/2
( 
Gt − 
Ft ), (3.18)
and note that
‖ 
Gt‖2  2
ρt
∫
ρtω(k)2ρt
∣∣ 
G(k)∣∣2 dk  α3
2πρt
2ρt∫
0
r dr = α
3ρt
π
. (3.19)
Next, we observe that
H( 
Ft )+ Hˇt−τ,s = v( 
Ft)2 + V (x)+ Hˇ ( 
Ft )+ Hˇt−τ,s
Ht,s −
{
v( 
Gt)2 − v( 
Ft)2
}
, (3.20)
which implies
H( 
Ft)+ Hˇt−τ,s Ht,s −
{
v( 
Gt)2 − v( 
Ft)2
}
= Ht,s + 2v( 
Ft) · a( 
Gt − 
Ft)+ 2a∗( 
Gt − 
Ft) · v( 
Ft)
+A( 
Gt − 
Ft)2, (3.21)
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Ft) ·a( 
Gt − 
Ft) = a( 
Gt − 
Ft) ·v( 
Ft) and v( 
Ft) ·a∗( 
Gt − 
Ft) = a∗( 
Gt − 
Ft) ·v( 
Ft), due
to the Coulomb gauge condition and the fact that supp 
Ft ∩ supp 
Gt = ∅. Applying Eqs. (3.3),
(3.5), and (3.7), we obtain that, for any 0 < ε  2,
H( 
Ft)+ Hˇt−τ,s Ht,s + 2εv( 
Ft)2 + 2
ε
‖ 
Gt‖2Hˇt−τ,s
+ ‖ 
Gt‖2(Hˇt−τ,s + ρt )
Ht,s + 4εH+( 
Ft)+ 4
ε
‖ 
Gt‖2Hˇt−τ,s
+ 4ε(b + κ + e0 + ‖ 
G‖2)+ ‖ 
Gt‖2ρt . (3.22)
We choose ε := 18‖ 
Gt‖2 and observe that 4ε = 12‖ 
Gt‖2  12 and 4ε ‖ 
Gt‖2 = 12 . Inserting
this choice into (3.22) yields
H+( 
Ft )+ Hˇt−τ,s H+t,s +
1
2
(
H+( 
Ft)+ Hˇt−τ,s
)
+ 1
2
‖ 
Gt‖2
(
b + κ + e0 + ‖ 
G‖2 + 2ρt
)+Et −E( 
Ft), (3.23)
which we can solve for H+( 
Ft )+ Hˇt−τ,s with the result
H+( 
Ft )+ Hˇt−τ,s  2H+t,s + ‖ 
Gt‖2
(
b + κ + e0 + ‖ 
G‖2 + 2ρt
)+ 2(Et −E( 
Ft)). (3.24)
Denoting by ψε an ε-approximate ground state of H( 
Ft), i.e., a normalized vector in
dom(H( 
Ft )) ⊇ dom(Ht,s), for which 〈ψε | H( 
Ft)ψε〉E( 
Ft)+ ε, we observe that
Et −E( 
Ft)
〈
ψε
∣∣ (Ht,s −H( 
Ft ))φε〉= ‖ 
Gt − 
Ft‖2 + ε  ρt‖ 
Gt‖2 + ε. (3.25)
Letting ε → 0 and additionally using ρt  κ and ‖ 
G‖2  κ2, we arrive at
H+( 
Ft)+ Hˇt−τ,s  2H+t,s + ‖ 
Gt‖2
(
b + 6κ2 + e0
)
 2
(
H+t,s + ρt
)
, (3.26)
since α3  (b + 6κ2 + e0 + 1)−1. This establishes the claim because Hˇt−τ,s  H+( 
Ft ) +
Hˇt−τ,s . 
The desired estimate on Wt,s is now a simple consequence of Lemmas 3.1 and 3.2.
Lemma 3.3. For all 0 t < s and α3  (b + 6κ2 + e0 + 1)−1,∥∥(H+t,s + ρt)−1/2Wt,s(H+t,s + ρt)−1/2∥∥ 8ηα3/2(s − t). (3.27)
Proof. We first pick 0 < ε  1 and observe that, by Lemma 3.1, the following quadratic form
estimate holds true:
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Gt) ·A( 
Gt,s)±A( 
Gt,s) · v( 
Gt)±A( 
Gt,s)2
 εv( 
Gt)2 + 2ε−1A( 
Gt,s)2
 2ε
(
H+( 
Gt)+ 1
)+ 8ε−1∥∥(ω−1 + ρ−1t )1/2 
Gt,s∥∥2(Hˇ ( 
Gt,s)+ ρt). (3.28)
Using H+( 
Gt)H+t,s , Hˇ ( 
Gt,s) Hˇt,s , and (3.14), Eq. (3.28) and Lemma 3.2 imply that
±Wt,s 
(
2ε
ρt
+ 8η
2α3ρt (s − t)2
ε
)(
H+t,s + ρt
)
. (3.29)
Choosing ε := 2ηα3/2ρt (s − t), we obtain (3.27). 
4. Spectral gap
The goal of this section is to prove that, for t  0, the ground state energies Et = infσ [Ht ]
are isolated eigenvalues of multiplicity one and to derive a quantitative estimate on the spectral
gap inf(σ [H+t,s] \ {0}) of Ht,s above Et,s = Et , for s  t .
Lemma 4.1. For all 0  t < s  t + η and α3  (64 + b + 6κ2 + e0)−1, the difference of the
ground state energies obeys
|Et −Es | 8ηα3/2(s − t)ρt . (4.1)
Proof. Due to Lemma 3.3 we have the following lower bound for Hs :
Hs = Et +H+t,s +Wt,s
= Et − ρt +
(
H+t,s + ρt
)1/2(1 + (H+t,s + ρt)−1/2Wt,s(H+t,s + ρt)−1/2)(H+t,s + ρs)1/2
Et − ρt +
(
1 − 8ηα3/2(s − t))(H+t,s + ρt)
= Et − 8ηα3/2(s − t)ρt +
(
1 − 8ηα3/2(s − t))H+t,s , (4.2)
using that 1 − 8ηα3/2(s − t) 1 − 8α3/2  0. Similarly, we derive the following upper bound:
Hs Et + 8ηα3/2(s − t)ρt +
(
1 + 8ηα3/2(s − t))H+t,s . (4.3)
By (4.2), the ground state energy Es is bounded from below by
Es Et − 8ηα3/2(s − t)ρt . (4.4)
To establish an upper bound on Es we fix ε > 0 and suppose that φε ∈ H is a normalized
ε-approximate ground state of Ht,s , i.e., 〈φε|H+t,sφε〉  ε. By the min–max principle and (4.3),
we have
Es  〈φε | Hsφε〉Et + 8ηα3/2(s − t)ρt +
(
1 + 8ηα3/2(s − t))ε, (4.5)
and the desired bound follows from ε → 0. 
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gapt,s := sup
ψ0∈H\{0}
inf
φ⊥ψ0,‖φ‖=1
〈
φ
∣∣H+t,sφ〉, (4.6)
gapt := sup
ψ0∈H\{0}
inf
φ⊥ψ0,‖φ‖=1
〈
φ
∣∣H+t φ〉, (4.7)
g˜apt := sup
ψ0∈Ht\{0}
inf
φ⊥ψ0,‖φ‖=1
〈
φ
∣∣ H˜+t φ〉, (4.8)
which are later shown to be the spectral gaps above the ground state energy of Ht,s , Ht , and H˜t ,
respectively, where Ht :=Hel ⊗F[ht ] (see Eqs. (2.31) and (2.33)).
Lemma 4.2. Assume α3  (64 + b + 6κ2 + e0)−1. Then
gapt,s = min{g˜apt , ρs}min{gapt , ρs}, (4.9)
for all 0 t < s  t + η.
Proof. We first remark that the first equality gapt,s = min{g˜apt , ρs} in (4.9) implies that
gapt = gapt,t = min{g˜apt , ρt }  g˜apt and hence the second inequality in (4.9). It therefore
suffices to show that gapt,s = min{g˜apt , ρs}. To this end, we recall from (2.30) that Ht,s =
H˜t ⊗ 1t∞ + 1t ⊗ Hˇt,s on H = Ht ⊗ F[ht∞]. Denoting by PΩ := 1el ⊗ 1t ⊗ |Ωt∞〉〈Ωt∞| the
orthogonal projection onto the vacuum vector Ωt∞ ∈F[ht∞], we define χ :H→Ht by PΩφ =:
χφ ⊗ Ωt∞. Note that Ht,s and PΩ commute. Hence, for any normalized φ with PΩφ = 0, i.e.,
0 < ‖χφ‖ = ‖PΩφ‖ 1, we have〈
φ
∣∣H+t,sφ〉= 〈PΩφ ∣∣ (H˜t ⊗ 1t∞)PΩφ〉+ 〈P⊥Ωφ ∣∣ (1t ⊗ Hˇt,s)P⊥Ωφ〉

〈
PΩφ
∣∣ (H˜t ⊗ 1t∞)PΩφ〉+ ρs∥∥P⊥Ωφ∥∥2
= ‖χφ‖2
〈
χφ
‖χφ‖
∣∣∣∣ H˜t χφ‖χφ‖
〉
+ ρs
(
1 − ‖χφ‖2
)
, (4.10)
which we may extend to the case ‖χφ‖ = 0 by setting the first term of the sum in the last line
equal to zero. It follows for any ψ ∈H \ {0} with χψ = 0 that
inf
φ⊥ψ,‖φ‖=1
〈
φ
∣∣H+t,sφ〉
 inf
χφ⊥χψ ,0‖χφ‖1
{
‖χφ‖2
〈
χφ
‖χφ‖
∣∣∣∣ H˜+t χφ‖χφ‖
〉
+ ρs
(
1 − ‖χφ‖2
)}
= min
(
inf
χ⊥χψ ,‖χ‖=1
{〈
χ
∣∣ H˜+t χ 〉}, ρs). (4.11)
Therefore
gapt,s  sup
ψ∈H: χψ =0
{
min
(
inf
χ⊥χψ ,‖χ‖=1
{〈
χ
∣∣ H˜+t χ 〉}, ρs)}
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(
sup
ψ∈H: χψ =0
[
inf
χ⊥χψ ,‖χ‖=1
{〈
χ
∣∣ H˜+t χ 〉}], ρs)
= min{g˜apt , ρs}, (4.12)
establishing the lower bound in (4.9). For the upper bound, we fix ε > 0 and choose χ˜ ∈Ht such
that
g˜apt  ε + inf
χ⊥χ˜ ,‖χ‖=1
〈
χ
∣∣ H˜+t χ 〉. (4.13)
Then
min{g˜apt , ρs} ε + inf
φ⊥χ˜⊗Ωt∞,‖φ‖=1
{〈
φ
∣∣H+t,sφ〉} ε + gapt,s , (4.14)
and the upper bound in (4.9) follows by taking ε → 0. 
Theorem 4.3. Assume α3  (2500ϑ2 + b+ 6κ2 + e0)−1, where ϑ := eel/κ  1. Then Et is an
isolated, nondegenerate eigenvalue of Ht , and
inf
(
σ
[
H+t
] \ {0})= gapt  ϑρt . (4.15)
Proof. We first remark that gapt  ϑρt , for all t  0, iff J = R+0 , where
J := {s ∈ R ∣∣ ∀0 t  s: gapt  ϑρt}. (4.16)
Obviously, J is a (possibly degenerate) interval. J  0 is not empty since gap0 = min{eel, κ} =
eel = ϑκ = ϑρ0. We now demonstrate that the assumption
s∗ := supJ < ∞ (4.17)
leads to a contradiction. To this end, we fix 0 < δ  min{η,η−1 ln(1/ϑ)} and choose 0  t 
s∗ < s such that t ∈ J , s /∈ J , and s − t  δ. Due to (4.1), (4.2), and Lemma 4.2, we have
H+s Et −Es − 8ηα3/2(s − t)ρt +
(
1 − 8ηα3/2(s − t))H+t,s , (4.18)
which implies that
gaps Et −Es − 8ηα3/2(s − t)ρt +
(
1 − 8ηα3/2(s − t))gapt,s
= −16ηα3/2(s − t)ρt +
(
1 − 8ηα3/2(s − t))min{g˜apt , ρs}
−16ηα3/2(s − t)ρt +
(
1 − 8ηα3/2(s − t))min{gapt , ρs}. (4.19)
Since t ∈ J and s − t  δ  η−1 ln(1/ϑ),
min{gapt , ρs}min{ϑρt , ρs} = ϑρt . (4.20)
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1 f
[
η(s − t)] := eη(s−t)(1 − 24α3/2ϑη(s − t)), (4.21)
additionally using ϑ  1. Note, however, that f [0] = 1 and
f ′[0] = 1 − 24α3/2ϑ  1
2
, (4.22)
since α3/2  (50ϑ)−1. So, f [ε] > 1, for sufficiently small values of ε > 0, yielding a contradic-
tion to (4.21). It follows that s∗ = ∞ and J = R+0 , i.e., for all t  0, we have gapt  ϑρt . The
min–max principle now immediately implies that Et is an isolated, nondegenerate eigenvalue
of Ht . 
5. Ground state projections
The present section is devoted to the construction of the spectral projection Pt onto the simple
eigenvalue Et of Ht , for t > 0. To this end, we choose 0 < δ < ϑ128η and s > 0 such that s − δ <
t < s. Since ηδeηδ  ϑ128eϑ/128 
ϑ
64 , we have the estimate
|Et −Es | 8ηα3/2(s − t)ρt  16α3/2ηδeηδρs  α
3/2ϑ
8
ρs. (5.1)
We define
Γt :=
{
z ∈ C
∣∣∣∣ |z| = 14ϑρt
}
, (5.2)
and we observe that gapt,s min{gapt , ρs} ϑρt  ϑρs [see Eq. (4.20)] and (5.1) imply
|λ−Es − zs | |λ−Et | − |Et −Es | − |zs |
 gapt,s −
ϑ
8
ρs − ϑ4 ρs 
5ϑ
8
ρs, (5.3)
for every zs ∈ Γs and λ ∈ σ [Ht,s] \ {Et }. Therefore, Et is the only point in σ [Ht,s], which is
encircled by {Es}−Γs and dist(σ [Ht,s],Γs) ϑ8 ρs . The same statement holds for σ [Ht ] instead
of σ [Ht,s]. The Riesz-formula yields
Pt = −12πi
∫
Γs
dzs
Ht −Es + zs (5.4)
= Pt,s = −12πi
∫
Γs
dzs
Ht,s −Es + zs . (5.5)
Lemma 5.1. Let s > 0 and β ∈ {0,1}, and assume that α3  (2500ϑ2 + b + 6κ2 + e0)−1 and
0 < δ < min{ ϑ , s}. Then, for all s − δ < t < r  s and all zs ∈ Γs , we have:128η
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ϑρ
1−β
t
α3/2(r − t) (5.6)
and ∥∥(Ps − Pt)(H+t,s + ρt)β/2∥∥ 96ηϑ−1α3/2ρβ/2t (s − t). (5.7)
Proof. We first expand the difference of the resolvents in Eq. (5.6) in a Neumann series as
(Hr,s −Es + zs)−1 − (Ht,s −Es + zs)−1
=
∞∑
n=1
(Ht,s −Es + zs)−1
[−Wt,r (Ht,s −Es + zs)−1]n. (5.8)
We observe that, for β = 0,1,∥∥(Ht,s −Es + zs)−1[−Wt,r (Ht,s −Es + zs)−1]n(Ht,s + ρt )β/2∥∥

∥∥(H+t,r + ρt)−1/2∥∥2−β∥∥∥∥ H+t,r + ρtH+t,s −Es + zs
∥∥∥∥n∥∥(H+t,r + ρt)−1/2Wt,r(H+t,r + ρt)−1/2∥∥n
 ρ(β/2)−1t
(
4ϑ−1 · 8ηα3/2(r − t))n, (5.9)
using Lemma 3.3 and∥∥∥∥ H+t,r + ρtH+t,s −Es + zs
∥∥∥∥ ∥∥∥∥ H+t,r + ρtH+t,r −Es + zs
∥∥∥∥
max
{
ρt
|zs −Es +Et | , supμgapt,r
∣∣∣∣ μ+ ρtμ− zs −Es +Et
∣∣∣∣} 4ϑ . (5.10)
Note that here t > s − δ insures that μ  gapt,r = ϑρt . Hence μ + ρt  (1 + 1ϑ )μ  2ϑ μ and
|μ− zs −Es +Et | μ− ϑ4 ρt − ϑ8 ρt  58μ.
For s − t > 0 sufficiently small, 32ηϑ−1α3/2(s − t) 12 . This implies the norm convergence
of the Neumann series on the right side of (5.8) with r := s and yields estimate (5.6) by summing
up a geometric series.
Equation (5.7) is an immediate consequence of (5.6) and (5.5) because
Ps − Pt = Ps,s − Pt,s = −12πi
∫
Γs
{
(Hs −Es + zs)−1 − (Ht,s −Es + zs)−1
}
dzs, (5.11)
and hence∥∥(Ps − Pt )(H+t,s + ρt)β/2∥∥
 ϑρt
3
sup
∥∥{(Hs −Es + zs)−1 − (Ht,s −Es + zs)−1}(H+t,s + ρt)β/2∥∥.  (5.12)
zs∈Γs
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in operator norm. To this end, we introduce
W˙t := v( 
Gt) ·A(χ˙t 
G)+A(χ˙t 
G) · v( 
Gt), (5.13)
with χ˙t := ∂tχt . Our goal is to prove the following theorem.
Theorem 5.2. Assume that α3  (2500ϑ2 + b + 6κ2 + e0)−1. For 0 < s < ∞, zs ∈ Γs , and
0 < δ  ϑ128η , the map
R
+ ∩ (s − δ, s)  t → (Ht,s −Es + zs)−1 ∈ B[H] (5.14)
is continuously differentiable, and its derivative is given by
∂
∂t
(Ht,s −Es + zs)−1 = (Ht,s −Es + zs)−1(−W˙t )(Ht,s −Es + zs)−1. (5.15)
Proof. We compute the differential quotient in t ∈ R+ ∩ (s − δ, s) and compare it to
Dt,s := (Ht,s −Es + zs)−1(−W˙t )(Ht,s −Es + zs)−1. (5.16)
From the second resolvent equation, we get, for r ∈ (t, s), that
1
r − t
{
(Hr,s −Es + zs)−1 − (Ht,s −Es + zs)−1
}−Dt,s = Xt,r + Yt,r , (5.17)
where the operators Xt,r and Yt,r are given by
Xt,r := (Ht,s −Es + zs)−1(−Wt,r )(Hr,s −Es + zs)−1, (5.18)
Wt,r := (r − t)−1Wt,r − W˙t
= v( 
Gt) ·A( 
Gt,r )+A( 
Gt,r ) · v( 
Gt)+A( 
Gt,r )2, (5.19)
with  
Gt,r := (r − t)−1 
Gt,r − χ˙t 
G, and
Yt,r := (Ht,s −Es + zs)−1W˙t
{
(Ht,s −Es + zs)−1 − (Hr,s −Es + zs)−1
}
. (5.20)
An application of Lemma 5.1 and (5.10) yield
‖Yt,r‖ 384η
ϑ2ρt
α3/2(r − t)∥∥(H+t,s + ρt)−1/2(−W˙t )(H+t,s + ρt)−1/2∥∥, (5.21)
where the norm on the right side is bounded uniformly in t ∈ (s − δ, s) by an estimate similar
to (3.27).
For the estimate on Xt,r we note that
Zt,r :=
∥∥(H+t,r + ρt)−1/2(−Wt,r )(H+t,r + ρt)−1/2∥∥ 323/2 ‖ 
Gt,r‖2. (5.22)ρs
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| 
Gt,r | (r − t)−1
∣∣χr − χt − (r − t)χ˙t ∣∣| 
G| (r − t)∣∣∂2t χt ∣∣∞| 
G|
 6η2‖p′‖∞(r − t)| 
G|, (5.23)
pointwise a.e. in k. Since | 
G| is square-integrable, Lebesgue’s dominated convergence theorem
implies that limr→t ‖ 
Gt,r‖2 = 0 and hence also limr→t ‖Zt,r‖ = 0. With this in mind, we apply
Lemma 5.1 and (5.10) again and obtain
‖Xt,r‖ Zt,r
ρ
1/2
t
∥∥∥∥ H+t,r + ρtH+t,s −Es + zs
∥∥∥∥ · ∥∥∥∥ (H+t,s + ρt )1/2H+r,s −Es + zs
∥∥∥∥
 Zt,r
ρ
1/2
t
∥∥∥∥ H+t,r + ρtH+t,s −Es + zs
∥∥∥∥ · {∥∥∥∥ (H+t,s + ρt )1/2H+t,s −Es + zs
∥∥∥∥+ 96η
ϑρ
1/2
t
α3/2(r − t)
}
 16Zt,r
ϑ2ρt
{
1 + 24ηα3/2δ}. (5.24)
Therefore, limr→t ‖Xt,r‖ = limr→t ‖Yt,r‖ = 0 which establishes the differentiability of t →
(Ht,s −Es − zs)−1 and (5.15). The continuity of the derivative (and, in fact, even smoothness) is
shown similarly. 
A direct consequence of Theorem 5.2 is
Corollary 5.3. Assume that α3  (2500ϑ2 + b + 6κ2 + e0)−1. Then P(·) ∈ C1(R+;B[H]) is
continuously differentiable in operator norm, and its derivative is given by
P˙t = −12πi
∫
Γt
(
H+t + zt
)−1
(−W˙t )
(
H+t + zt
)−1
dzt (5.25)
= P
⊥
t
H+t
(−W˙t )Pt + Pt(−W˙t ) P
⊥
t
H+t
, (5.26)
for all t > 0.
Proof. Let t > 0 and s > 0 such that t ∈ (s − δ, s), for a suitable δ > 0 as in Theorem 5.2. We
have
Pt = −12πi
∫
Γs
dzs
Ht,s −Es − zs . (5.27)
Its derivative is given by
P˙t = −12πi
∫
(Ht,s −Es + zs)−1(−W˙t )(Ht,s −Es + zs)−1 dzs. (5.28)
Γs
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observing that zt → (Ht − Et − zt )−1P⊥t is regular, for zt ∈ Γt , and from the identity P˙t =
Pt P˙tP
⊥
t + P⊥t P˙tPt . 
6. Integrability of the derivative of the ground state projection
In this last section we prove that the norm of the derivative P˙t = ∂tPt of P(·) ∈ C1(R+;B[H])
decays exponentially in t . This implies the integrability of P˙t and the fundamental theorem of
calculus then yields the existence of the limit P∞ = P0 +
∫∞
0 P˙t dt .
Theorem 6.1. Assume that α3  (2500ϑ2 + b + 6κ2 + e0)−1. Then there exists a constant
CP˙ < ∞ such that the derivative P˙t = ∂tPt of P(·) ∈ C1(R+;B[H]) obeys the following norm
estimate:
‖P˙t‖ CP˙ α3/2ρ1/2t , (6.1)
for all t > 0.
Proof. First, we observe that, for ν ∈ {1,2,3} and a sufficiently regular and decaying function
F :R3
x × (R3
k × Z2) → C,[
vν( 
Gt),A(F )
]= [−i∂xν , a∗(F )+ a(F )]+ [a∗(Gt,ν)+ a(Gt,ν), a∗(F )+ a(F )]
= −ia∗(∂xνF )− ia(∂xνF )+ 2 Im〈Gt,ν | F 〉,
= −iA(∂xνF )+ 2 Im〈Gt,ν | F 〉, (6.2)
where Gt,ν := χtGν . Choosing F := χ˙tGν and summing over ν ∈ {1,2,3}, this and the Coulomb
gauge condition 
∇x · 
G = 0 imply that
v( 
Gt) ·A(χ˙t 
G)−A(χ˙t 
G) · v( 
Gt)
= −iA(χ˙t 
∇x · 
G)+ Im
{∫ ∣∣ 
G(k)∣∣2∂t(χ2t (k))dk}= 0. (6.3)
Thus −P˙t = Qt +Q∗t , where
Qt := 2 P
⊥
t
H+t
A(χ˙t 
G) · v( 
Gt)Pt . (6.4)
Hence, it suffices to show the existence of a constant C < ∞ such that ‖Qt‖  Cρ1/2t . To this
end, we use 2v( 
Gt) = −i[H+t , 
x] and H+t Pt = 0 and obtain
Qt = −i P
⊥
t
H+t
A(χ˙t 
G) ·
[
H+t , 
x
]
Pt = −i
3∑
ν=1
P⊥t
H+t
A(χ˙tGν)H
+
t xνPt
= −i
3∑ P⊥t
H+t
[
A(χ˙tGν),Ht
]
xνPt − iP⊥t A(χ˙t 
G) · 
xPt . (6.5)ν=1
V. Bach, M. Könenberg / J. Differential Equations 231 (2006) 693–713 711Note that
−i[A(χ˙tGν),Ht ]= −i[A(χ˙tGν), Hˇt ]− i[A(χ˙tGν), v( 
Gt)2]
= A(iωχ˙tGν)−
3∑
μ=1
i
[
A(χ˙tGν), v
2
μ(

Gt)
]
. (6.6)
A straightforward, but somewhat lengthy computation repeatedly using (6.2) yields
−i[A(χ˙tGν), v2μ( 
Gt)]
= −i[A(χ˙tGν), vμ( 
Gt)]vμ( 
Gt)− vμ( 
Gt)i[A(χ˙tGν), vμ( 
Gt)]
= {A(iχ˙t ∂xμGν)+ 2i Im〈χtGμ | χ˙tGν〉}vμ( 
Gt)
+ vμ( 
Gt)
{
A(iχ˙t ∂xμGν)+ 2i Im〈χtGμ | χ˙tGν〉
}
= −A(χ˙t k2Gν)+ 2i Im〈kμGt,μ | χ˙tGν〉
+ 2{A(χ˙t kμGν)+ 2i Im〈χtGμ | χ˙tGν〉}vμ( 
Gt). (6.7)
Summing over μ = 1,2,3 and taking the Coulomb gauge condition, which implies that

k · 
Gt(k) = 0, we have that
−i[A(χ˙tGν),Ht ]= A(iωχ˙tGν)−A(χ˙t k2Gν)
+ 2
3∑
μ=1
{
A(χ˙t kμGν)+ 2i Im〈χtGμ | χ˙tGν〉
}
vμ( 
Gt). (6.8)
Inserting this into (6.5), we obtain that Qt = Q(1)t +Q(2)t +Q(3)t +Q(4)t , where
Q
(1)
t := −
P⊥t
H+t
A
((
k2 − iω)χ˙t 
Gt) · 
xPt , (6.9)
Q
(2)
t := −iP⊥t A(χ˙t 
Gt) · 
xPt , (6.10)
Q
(3)
t := 2
3∑
μ,ν=1
P⊥t
H+t
A(χ˙t kμGν)vμ( 
Gt)xνPt , (6.11)
Q
(4)
t := 4i
3∑
μ,ν=1
P⊥t
H+t
Im〈χtGμ | χ˙tGν〉vμ( 
Gt)xνPt . (6.12)
We estimate each of these terms separately. Using the previous estimates, especially Lemma 3.2,
we have
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∥∥∥∥∥∥ρ−1/2t (k2 + iω)χ˙t 
Gt∥∥‖
xPt‖
 128η‖p‖∞α
3/2
πϑ
ρt‖
xφt‖, (6.13)∥∥Q(2)t ∥∥ 16∥∥ρ−1/2t χ˙t 
Gt∥∥∥∥(H+t + ρt)1/2
xφt∥∥
 32η‖p‖∞α
3/2
π
ρ
1/2
t
∥∥(H+t + ρt)1/2
xφt∥∥, (6.14)
∥∥Q(3)t ∥∥ 8∥∥∥∥P⊥tH+t (Hˇt−τ,t + ρt )1/2
∥∥∥∥∥∥ρ−1/2t |
k|χ˙t 
Gt∥∥
( 3∑
μ,ν=1
∥∥vμ( 
Gt)xνφt∥∥2)1/2
 128η‖p‖∞α
3/2
πϑ
ρt
( 3∑
μ,ν=1
∥∥vμ( 
Gt)xνφt∥∥2)1/2, (6.15)
∥∥Q(4)t ∥∥ 6
ϑρt
∥∥χ1/2t |χ˙t |1/2 
G∥∥2
( 3∑
μ,ν=1
∥∥vμ( 
Gt)xνφt∥∥2)1/2
 64η
2‖p‖2∞α3
πϑ
ρt
( 3∑
μ,ν=1
∥∥vμ( 
Gt)xνφt∥∥2)1/2. (6.16)
We note that v( 
Gt)2  2(H+t + 1) and hence
3∑
μ,ν=1
∥∥vμ( 
Gt)xνφt∥∥2 = 3∑
ν=1
∥∥v( 
Gt)xνφt∥∥2  2∥∥(H+t + 1)1/2
xφt∥∥2, (6.17)
which, together with (6.13)–(6.16), gives
‖Qt‖ 362η‖p‖∞α
3/2
πϑ
ρ
1/2
t
{∥∥(H+t )1/2
xφt∥∥2 + ‖
xφt‖2}1/2. (6.18)
Again using [H+t , 
x] = 2iv( 
Gt) and v( 
Gt)2  2(H+t + 1), we obtain∥∥(H+t )1/2
xφt∥∥2 = 〈
xφt ∣∣ [H+t , 
x]φt 〉 2‖
xφt‖ · ∥∥v( 
Gt)φt∥∥
 2
√
2‖
xφt‖ ·
∥∥(H+t + 1)1/2φt∥∥= 2√2‖
xφt‖‖φt‖. (6.19)
We finally use the fact that supt>0 ‖
xφt‖  C < ∞ is uniformly bounded, which is the proved
in [5, Theorem III.10]. Inserting this uniform bound on ‖
xφt‖ and (6.19) into (6.18), we arrive
at the asserted claim. 
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