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INTRODUCTION AND FORMALITIES 
In this paper we develop a theory of certain “relationship” between func- 
tions. These “relationships” included Fourier and Watson transformation 
as special cases, and the idea of this generalization was suggested by consider- 
ation of the Parseval theorems for Watson transforms. 
To explain this, let us suppose that K(X) is a Fourier-Watson kernel in the 
sense that for some class of functionsf(x) the relationship 
g(x) = j-f(t) k(xt) dt (x i 0) (1) 
0 
implies the inverse relationship 
f(x) = j,: g(t) 44 dt (x :-a 0). (1’) 
Further, iff(x), g(x), andfX4, g,( > x are two pairs of functions so connected, 
then there is a Parseval formula 
j;.f(J) gl(x) dx=jr g(xK(x) dxt (2) 
which is valid for appropriate classes of functions. 
Now the reciprocity formulas (I), (1’) can be regarded as being of the 
Parseval form (2) if we use the Dirac S-function. 
If we put 
f&j = 6(x - 0, (x > O), 
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then by (1) 
gl(t) = jm 6(x - 24) k(h) du = k(xt). 
0 
Substituting in (2) we then obtain (1). The inverse formula (1’) is obtained 
if we interchange jr(x) and gr(x). 
Similarly the integrated forms of the Fourier-Watson reciprocity are 
and 
j’g(t) dt = jffif(t) k&j 4, 
0 0 
where 
These results can also be regarded as of the Parseval form (2) if we set 
at) = 1; 
(t < 4 
(t > x), 
and hence 
gl(t) = j; k(ut) du = q, 
or vice-versa. 
These facts suggest that a more general type of relationship between 
functionsf(x) and g(x) should arise if we use the Parseval formula itself to 
define the relationship. For example, if fa(x), g,(x) denote pairs of functions 
of x, defined for all positive real x and for some set S of numbers a, we could 
say that f(x) is related to g(x) in the same way that the functions fa(x) are 
related to the functions g,(x) if, for all a E S 
jr f(x) g,(x) dx =j)k4 g(x) dx- 
This idea was used by one of the present writers in connection with certain 
fractional Fourier transformations (A. P. Guinand [5]), and also in a series 
of lectures on summation formulas at the Canadian Mathematical Congress, 
Saskatoon 1963. The other writer used a similar method in developing the 
theory of “circular transformations” (L. Artiaga [l], [2]). Analogous ideas 
are also used in some distributional definitions of Fourier transforms (A. H. 
Zemanian [S]). 
A THEORY OF FUNCTIONAL RELATIONSHIPS 251 
In the present paper we develop that form of the theory of such functional 
relationships which appears to be the most natural extension of the theor! 
of Watson transformations in L2(0, co). 
Examples are given, and also a brief indication of applications to summation 
formulas. 
DEFINITIONS AND PRELIMINARY RESULTS 
We adopt the following definitions and notation for functional relation- 
ships. 
DEFINITION 1. Suppose thatf(x), g(x), F(x), G(x) are functions belongiq 
to L2(0, XI), and that, .for all real positive a 
/)zx) G(x) dx = j’F(ax) g(x) dx. 
0 
(3) 
Then. we say thatf (x) is related to g(x) as F( x is related to G(x), and denote this ) 
bY 
f(x) II g(4 = F(x) !I G(x)> 
or, where appropriate, by 
fllg=FIIG. 
It should be noted that, iff(x), g(x) and F(x), G(x) are two pairs of trans- 
forms with respect to a Fourier-Watson kernel, then f(ax), (1 /a) g(x/a) is 
also a pair of transforms with respect to the same kernel, and the Parseval 
theorem for these transforms gives us 
j,:f(ax) G(x) dx = ,I $g (;) F(X) dx. 
Substituting ax for x in the latter integral, we obtain (3). Hence our definition 
is in a form which can include Fourier-Watson transforms as special cases. 
In order to investigate the properties of this relationship, we require 
the following results on Mellin transforms. 
THEOREM A (Inversion theorem). 1ff(x) EL?(O, so), then 
f*(s) = 22 j:;, f (x) xs-’ dx (4) 
exists as a limit in mean square on the line s = Q $ it and 
f*(s) EL2(i ~- ic0, * $- ice). 
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Further, for almost all x > 0, 
Inversely, iff*(s) EL~(O, oo), then f (x), defined by (5) exists, and belongs to 
L2(0, cls), and satisfies (4). 
Putting ax in place of x in (5) we obtain: 
COROLLARY. If f *(s) is the Mellin transform off(x), in the sense of Theorem 
A, then a-“f *(s) is the Mellin transform off (ax) (a real and positive). 
THEOREM B (Parseval theorem). If f (x) and g(x) belong to L2(0, ‘;o) and 
f*(s) and g*(s) are their respective Mellin transforms, then 
s 
mf(x)g(x)& =A j::;;:~f*(s)g*(l -s)ds. 
0 202 





‘y*(s) a+ ds = 0 
for all positive real a, then q*(s) = 0 almost everywhere on s = 4 + it. 
These are all known results; they can be obtained as special cases or simple 
modifications’of results in Titchmarsh (7). 
For later use, we define the following subclass of L2(0, CO). 
DEFINITION 2. A function f(x) is said to belong to the class M2 if both 
(9 f(x) E:L2(0, co), 
(ii) f*(s), the Mellin transform off(x), is nonzero almost everywhere on 
s = 4 + it. 
PROPERTIES OF FUNCTIONAL RELATIONSHIPS 
The following properties are immediate consequences of Definition 1. 
THEOREM 1. If f, g, fi , g, , F, G all belong to L2(0, co), then : 
(9 f I/g =f 114 
(ii) If f // g = F (/ G then F 11 G = f I( g. 
(iii) If f l/g =F // G then g Ilf = G IIF. 
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(4 ~ffll~=~Il~~f~/Ig~=~Il~~ and 01 and /3 are constants (real 07 
complex), then 
~f+~fJl~g+&~=FllG. 
(v) If a, /3 > 0 and f (x) j: g(x) = F(x) 1~ G(x), then 
f (ax) II g(Px) = F(ax) !’ G(Bx). 
(vi) Zf f(x) /I g(x) = F(x) 11 G(x), then 
(6) 
Proofs of the above are all trivial consequences of Definition 1. For example, 
to prove (vi), by Definition 1, (6) is equivalent to 
s a f (ax) G(r) dx = 
for all a > 0. 
Putting x = l/at in the latter integral we obtain (3). Since 
&F (+) EL~(O, co) if F(x) EJV, a), 
and similarly for s, the result follows. 
A slightly different result is: 
THEOREM 2. If f, g, F, G belong to L2(0, co), and there is a constant LY such 
that 
x-“f, x”g, x-eF, .X-G 
also belong to L2(0, oo), then .f I! g = F // g implies that 
x+f II x”g = x-~F 1) XOLG. 
By Definition 1, (7) is equivalent to 
1,” (ax)-= f (ax) * .pG(x) dx = ,,” (ax)-w F(ax) * rg(x) d.x 
for all a > 0. That is 
1: f (ax) G(x) dx = r,” F(ax) g(x) dx, 
(7) 
which is so since f II g = F I/ G by hypothesis. 
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Alternatively, we can use this principle to extend the idea of functional 
relationship, thus: 
DEFINITION 3. If there exists a constant 01 such that 
x-% x7?, x-=F, xaG all belong to 
and for all real positive a 
WA a), 
I 
1 f (ax) G(x) dx = jy F(ax) g(x) dx 
then we say that f Ij g = F /I G. 
Next, we inquire into the conditions under which equality of functional 
relationship is transitive; that is, under what conditions does the conjunction 
of 
f llg=FllG and F II G =fi Ilg, 
imply that f II g =fi II gl ? 
Clearly some further condition on F and G is necessary, since, by Defini- 
tion 1 it is trivially true that 
fllg=0l/0 for any f, g EI.P(O, co). 
First we require the following result connecting the Mellin transforms of 
the functions involved in a relationship. 
THEOREM 3, Let f, g, F, G belong to L2(0, co). Then f II g = F /I G if and 
only if the respective Mellin transforms satisfy 
f*(s) G*( 1 - s) = F*(s) g*( 1 - s) (8) 
almost eveqwhere on s = $ + it. 
PROOF. If f /I g = F 11 G, then for all a > 0 
s 
r f (ax) G(x) dx = Im F(ax) g(x) dx. 
0 
Applying the Parseval theorem for Mellin transforms (Theorem B) to 
each side, we have 








{f*(s) G*(l - s) -F*(s) g*( 1 - s)) a+ ds = 0, 
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By the uniqueness theorem (Theorem C) 
f*(s) G*( 1 - s) = F*(s) G*( 1 - s) 
almost everywhere on s = 4 -2 it. Th e converse result follows on reversing 
the above argument. 
THEOREM 4 (Transitivity of equality of functional relationships). 
.f, g, j, , g1 L2(0, CQ) andF, G E M2, and both 
f’!g=FIIG and F I/ G =fi /’ g, > 
then 
.f ilg =h SIR, * 
PROOF. By Theorem 3 
f*(s) G*(l - s) = F*(s)g*(l - s) 
and 
F*(s) g;( 1 -- s) = f;(s) G*( 1 --- s) 
If 
almost everywhere on s = 4 + it. Multiplying, we have 
f *(s)g;(l - s)F*(s) G*(l ~-s) =f;(s)g*(I - x)F*(s) G*(l -s) 
almost everywhere on s = f + it. By Definition 2, F*(s) and G*(l - S) are 
both nonzero almost everywhere on s = & 7 it. Hence, by the converse 
part of Theorem 3, 
f llg =f1 llg,. 
THEOREM 5. If f, F, G belong to L2(0, co), and G*(s)/F*( I - s) is well- 
de$ned and bounded almost everywhere on s = 4 + it, then there exists a 
g E L2(0, 00) such that f Jj g = F /I G. 
PROOF. By Theorem A, the Mellin transforms f *, F*, G* exist. Define g* 
by 
g*(s) = F;l*y s) f *(I - s). 
By hypothesis there exists a constant A such that 
G*(s) < A 
F*(l - s) 
almost everywhere on s = Q + it. Hence 
(9) 
g*(s) EL2($ - ice, 4 + ice), 
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and by Theorem A there exists a function g(x) EL~(O, co) whose Mellin 
transform is g*(s). 
Since (9) is equivalent to (8), it follows from Theorem 3 that 
fllg=FIIG. 
CONNECTION WITH WATSON TRANSFORMS 
THEOREM 6. IfF(x) and G(x) belong to L2(0, oo), and the function 
is well-defined and bounded almost everywhere on s = & + it, then there exists 
a function k,(x), such that X-lh,(x) EL~(O, co), and fw x > 0 
PROOF. Put 
1; G(t) dt = 1; F(t) y dt. 
f(x) = j:, 
(11) 
Thenf *(s) = l/ s and by Theorem 5 there exists a function g(x) E L2(0, CO) 
such that f 11 g = F 11 G. 
That is, for all a > 0 
jm f (at) G(t) dt = jrn F(at)g(t) dt; 
0 0 
I.e., 
j”” G(t) dt = srn F(at)g(t) dt 
0 
=&;F(u)gc;,du. 
If we put x = l/a and g(x) = k,(x)/x, then (11) follows, as required. 
Note also that, by Theorem 3, 
G*(l -s) 
(1 - 4 
= g*(s) F*(l - s) 
almost everywhere on s = Q + it. Hence by (10) 
g*(s) = (f’“;). 
That is, k*(s)/(l - s) is the Mellin transform of k&)/x 
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THEOREM 7. IfF(x), G(x) and k,( x are as in Theorem 6, and in addition ) 
F /j G = G IIF, then both 




zF(t) dt = jm G(t) T kdxt) & . 
0 0 
(12) 
Further, if,f (x) is any function of L2(0, co) then there exiits a function g(x), 
also of L”(0, CD), dejnep for almost all x > 0 by 
y;(t) dl = j’f (t) y nt. 
* 0 0 
Further 
j,“f (t) dt = /rg(t) F dt. 
PROOF. By Theorem 6 the result (12) holds. 
By Theorem 3, since F !I G = G IIF, 
F*(s)F*(l - s) = G*(s) G*(l - s) 
almost everywhere on s = f + it. Now by hypothesis 
rs well-defined almost everywhere on s = -k + it, so the same is true of 
k*(l - s) = ‘+&; ‘) . 
S 
Multiplying (17) and (18), and using (16) 
k*(s) k*(l - s) = 1 (19) 
almost everywhere on s = $ -1 it. Consequently 
F*(s) 1 
G*(l _ s) = k*(l -s) = ‘*(‘) 
is bounded almost everywhere on s = + + it, and (13) also follows from 
Theorem 6. 
To prove (14), since f(x) ~~~(0, co) it follows by Theorem A that its 
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Mellin transform f*(s) exists and belongs to La(i -’ ice, 9 + ice). If we 
define g*(s) by 
g*(s) = K*(s)f*(l - S) (20) 
then, since k*(s) is bounded almost everywhere on s = 3 + it it follows that 
g*(s) also belongs to L2(i - ice, 4 + ice). Hence g*(s) is the Mellin trans- 
form of a function g(x) of L2(0, CO). Applying the Parseval theorem for Mellin 
transforms (Theorem B) to the following pairs of Mellin transforms, and 
using (20) 
f(X), f*(s); P(X), g”(s): 
k&x) 
-, X 
k*(s) 1 s 
CC 
1 (x < a) as 
0 (x > a) 1 ’ -7 
we obtain 
as required. The inverse formula (15) follows in the same way, since (19) 
and (20) imply that 
f*(s) = k*(s)g*(l -s) 
almost everywhere on s = 4 + it. 
EXAMPLES 
Any two pairs of transforms with respect to the same Watson kernel can 
be used an example for Theorems 5 or 7, but it is also possible to give 
examples of Theorem 5 where the functions concerned are not related by a 
Watson reciprocity. Two examples are 
and 
e-32 sin x 
I/ 
e-Z ‘ln “’ - 2xeb2” ee2 
X I/ 
3+1/2)k 
- .-o/a)k(l - X)k--1 (0 < x < l), 
I+x 11 X-U/2)ke-r = X-U/2)ke-x (1 
(x > 1). 
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In the latter example the functions all belong to L2(0, CO) if 4 < k < 1, 
but the integrals of Definition 1 remain convergent for 0 < k i 1. Both of 
these examples are readily verified by evaluation of the integrals of Defini- 
tion 1, or by Mellin transforms and Theorem 3. 
Examples involving Bessel functions can be found by using RIellin trans- 
forms and Theorem 3. In some cases it has also been found possible to 
evaluate the integrals in Definition 1. The following two examples concern 
functions belonging to L2(0, co). 
X]“(X) K”(X) 1 J”(X) K,(x) -= (2ay &(2x) 11 X”K&), (R(u) > -- f). 
However, it is somewhat awkward to concoct examples involving Bessel 
functions if we restrict ourselves to functions belonging to L2(0, co). If we 
only require that the integrals in (3) of Definition 1 should converge and be 
equal, then the following statements can also be made:- 
J&4 II JlW = - fw4 II fG(4 - ; > 
l&4 Ii J&) - bh@) = - &(4 !I KM - %(W, (b > 0) 
J,(x) sin (e - 3 24~) - Y,(X) cos (0 - 4 UX) // J”(x) cos (0 + 4 VT) 
- Y,(x) sin (0 + 4 W) = K,(X) /I KY(x), 
(I P ) -I- ’ y I < 1) 
APPLICATION TO SUMMATION FORMULAS 
Many papers have been written on “summation formulas.” For example, 
a form of Poisson’s summation formula is 
(21) 
g(x) = 2 j-)(t) cos 2mt dt, 
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and r(n) is the number of ways of expressing rz as the sum of two squares. 
In nearly all proofs of such summation formulas some particular case of 
the summation formula is used to deduce the more general result. For 
instance, 
[x] - x + + = ; -f sin p” 
n=1 
corresponds to the particular case of (21) with 
f(t) = 6 
(t < 4, 
(t > x). 
The general formula (21) can be deduced by appropriate manipulation 
of the Stieltjes integrals 
Similarly, the Hardy-Landau formula (23) can be proved by methods 
based on the particular case 
i. r(n) f?-nnz = ; i r(n) e--n+. 
n=o 
The methods of, functional relationships can be applied to give general 
theorems on the deduction of summation formulas from special cases. We 
require the following definition. (A. P. Guinand [4]). 
DEFINITION 4. Let S,2(0, co) denote the class of functions f (x) which ie 
the integrals of their derivatives, tend to zero as x tends to injinity, and for 
which f(x) bebngs to L2(0, a). 
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With this definition, a deduction of the kind described for one of the 
simpler types of summation formula is the following: 
THEOREM 8. Zf 
(i) {CL,,}, (/In}, (n = 1, 2, 3,...) are increasing sequences of real positive 
numbers, and {a,], {b%} are sequences qf real or complex numbers; 
(ii) F(x) and G(x) are functions belonging to SIz(O, co), such that 
G*(s)/F*( 1 - s) is well-defined and bounded almost everywhere on s = 3 + it; 
(iii) for all real positive z 
(23) 
and 
for some positive S, as x tends to injinity; 
(v) f(x) U any function of S12(0, co); 
then there exists a function g(x), also of S12(0, UJ) determined byf jj g = F // G, 
for which 
gl antI = zl b&%J. (24) 
PROOF. The result can be proved by expressing the formulas (23) and (24) 
in Parseval form by methods given in A. P. Guinand (3) and (6). If we write 
then by assumption (iv) these functions belong to L2(0, co), and (23) can be 
written in the form 
,I” .wF’(x~) . e(x) dx = ; ,: f G’ (I) . #(x) dx; 
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that is 
xF’(4 II XG’W = 1crw II 94x). (25) 
Now S12(0, co) is a subclass of L2(0, co), so by Theorem 5 there exists a 
function g(x) of L2(0, co) such that 
fllg=FIIG. 
Further, the Mellin transform of xf’(x) is - q*(s), and, by Theorem 3, we 
have 
Consequently 
f*(s) G*(l - S) = F*(s) g*(l - s). 
{-sj*(s)}(- (1 -s)G*(l -s)} =(-S*(s)}{- (1 --s)g*(l -s)} 
almost everywhere on s = & + it, and by the converse part of Theorem 3 
xf’(x) (I xg’(x) = xF’(x) 11 XC(X). 
Hence by (25) 
xf’(x) II xg’(x> = K4 II P)(x). 
That is, for all real positive z 
Putting z = 1, and repeating the argument of A. P. Guinand (6) referred to 
above, we have 
as required. 
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