Recently, deep learning methods have gained substantial attention in the research community and have proven useful for blind image quality assessment (BIQA). Although previous study of deep neural networks (DNN) methods is presented, some novelty methods, which are recently proposed, are not summarized.In this paper, we provide a comparative study on the application of DNN methods for BIQA. First, we systematically analyze the existing DNN-based quality assessment methods. Then, we compare the predictive performance of various methods in synthetic and authentic databases, providing important information that can help understand the underlying properties between different methods. Finally, we describe some emerging challenges in designing and training DNN-based BIQA, along with few directions that are worth further investigations in the future.
INTRODUCTION
With the development of social media and the increasing demand for imaging services, an enormous amount of visual data is making its way to consumers. Meanwhile, the acquisition, processing, compression, transmission, or storage of images is subject to various distortions, resulting degradation in visual quality. Therefore, methods for image quality assessment (IQA) have been extensively studied for the purpose of maintain, control and enhance the perceived image quality.
In principal, subjective assessment is the most reliable way to evaluate the visual quality of images [1] - [2] . But this method is time-consuming, expensive, and impossible to implement in real-world systems. Therefore, objective assessment of image quality has gained growing attention in recent years. Depending on to what extent a reference image is used for quality assessment, existing objective IQA methods can be classified into three categories: full-reference (FR), reducedreference (RR) and no-reference/blind (NR/B) methods. Ac-This research work was supported in part by National Science Foundation of China (61671365), and Joint Foundation of Ministry of Education of China (6141A02022344). cessing all or part of the reference image information is unrealistic in many circumstances [3] - [4] , hence it has become important to develop effective blind IQA (BIQA) methods.
Most BIQA methods were developed based on classical regression models [37] - [40] , [43] . The obvious limitation of those BIQA methods is that the hand-crafted features may not be able to adequately represent complex image structures and distortions. Recently, attempts have been made to adopt deep learning methods, which provide a very promising option for addressing the challenging BIQA task.
Although previous study introduces classical IQA methods or a part of end-to-end deep neural networks (DNN) methods [5] - [7] , some methods that have been appeared recently are not summarized [24] , [40] - [42] . In this paper, we intends to systematically discuss various deep learning methods for BIQA. First, we divide the DNN methods into two categories, which could distinguish different DNN-based methods easily. One is to extract deep features from DNN model, because it can capture high-level semantics of image and is highly related to quality degradation.The other is to directly predict quality from DNN model, which takes full advantage of back-propagated capability of DNN to optimize prediction accuracy. Moreover, we summarize useful findings and discuss the challenges of deep learning based BIQA methods.
The rest of this paper is organized as follows. In Sec. 2, we introduce and categorize different deep learning methods for BIQA. The performance of DNN-based models are analyzed in Sec. 3. The challenges of DNN-based BIQA methods are discussed in Sec. 4. The conclusion is provided in Sec. 5.
DNN-BASED IMAGE QUALITY PREDICTION
Deep learning techniques have achieved great success in solving various images recognition and processing problems [8]- [9] . Researchers in the image quality community have started to explore the use of deep network in IQA. 
Extracting deep features from DNN models
The straightforward method to employing DNN models is to extract discriminative features for various distorted images, and then evaluate the image quality using conventional regression machine, such as support vector regression (SVR). It can be classified into two major schemes: 1) extracting from low-level features of images and 2) extracting from data of images or image patches. Fig.1 shows the flowchart of extracting deep feature methods from DNN models.
Deep features extracted from low-level features
This method aims to feed low-level image features relevant to quality perception into a pre-trained DNN model, such as the deep belief network (DBN) or stacked auto-encoder (SAE) [10] - [11] , which can be used to generate high-level features.Then, the resulting deep features extracted by such pre-trained DNN model are used to train an SVR model to predict image quality.
Compared with traditional methods, the major advantage is deep featues extracted from low-level features is highly related to quality degradation. But the limitation is hand-crafted low-level features need to be carefully designed as the input to DNN, which does not take full advantage of DNN.
Deep features extracted from image/image patches
Image or image patches can be directly fed into a pre-trained DNN model, which produces meaningful features automatically from the input data. The image quality can be predicted by regression methods from output features of the pre-trained DNN model [12] - [14] , such as AlexNet [8] , RestNet [9] , VG-GNet [15] .
In [12] , the authors adopted the AlexNet architecture [8] to extract the semantic features implied in global image content and used saliency detection and Gabor filters to capture low-level features relevant to local image content. The overall image quality was estimated by combining these features. This is inspired by the human visual perception of image quality that involves the integrated analysis of global high-level semantics and local low-level characteristics [16] . In [13] , the RestNet [9] was used to represent deep features from each overlapping patches. These patch features were aggregated in a statistical way and the image quality was evaluated by a linear regression method. In [14] , a DNN model formed by the VGGNet [15] was used to extracted image features over each layer, the image quality was estimated by averaging layerwise predicted scores.
The essence of above mentioned methods is to extract deep features to evaluate image quality by using classification or recognition network. However, the limitation is the features of IQA are different from those of classification or recognition tasks.
Predicting image quality from DNN models
According to different evaluation metrics for quality prediction, two classification methods are discussed based on either qualitative metric or quantitative metric.
Qualitative metric to predict quality grade
Extensive psychological evidence has shown that humans prefer to conduct evaluations qualitatively rather than numerically [17] . This metric treats BIQA as classification problem and the general flowchart is shown in Fig. 2 . The low-level features of image were fed into the DBN or SAE and consequently classify image grades [18] - [20] .
Grade quality as a qualitative adjective is usually consistent with human perception, such as excellent, good or bad. However, compared with the methods of predicting numerical scores, the drawback is that different definitions of grades of subjective opinions can significantly impact the performance of methods.
Quantitative metric to predict quality score
Quantitative methods based on DNN can complete the whole prediction process from image input to quality score output. Therefore, it can be regarded as a typical regression problem. Although the previous classification method is useful [7] , some DNN methods that have been appeared recently are not analyzed [24] , [40] - [42] . Therefore, according to different input in DNN, we propose a classification method: patchinput and image-input to discuss quantitative methods.
In patch-input methods,the image is split into multiple patches. In [21] - [22] , each patch with image subjective score as network input to train DNN, the image quality is estimated by the average score of all image patches. However, it ignores that the visual quality of different local regions is often different and humans tend to concentrate on the regions of interest when evaluating an image. Instead of using the average of all patches' scores, the weight of each patch is assigned by saliency map and image score is calculated by weighted average over all patch scores [23] . In [28] - [29] , instead of using image subjective score as each patch label, they adopt proxy scores using FR methods as patch label to pre-train DNN. The goal is to obtain patch scores and weights or patch features. Then, the pre-trained DNN model can be fine-tuned to capture image scores by aggregating all image patches' features or scores and weights with subjective scores. Fig. 3 shows the flowchart of patch-input methods.
Due to the insufficient image data, the patch-input as data augmentation method is used to increase the training samples volume in order to avoid overfitting of deep network. However, these methods are problematic because the ground truth quality of each patch does not exist.
Recently, the image-input methods are developed [24] , [40] - [42] . The novelty is that, despite a lack of image databases, the DNN based on image as input can also evaluate image quality very well. According to the different extended objects, we classify these methods into two sub-categories: expanding distorted images and expanding reference images.
As shown in Fig.4 , expanding distorted images method [24] , [40] , [42] aims to generate different distorted level images, which are similar to existing IQA databases. Then, they pre-train a DNN model to rank distortion levels or classify distortion types. Finally, they fine-tune the pre-trained DNN to estimate image quality scores by using IQA database. Expanding reference images method [41] is to train generative adversarial network (GAN) to generate reference images of distorted images. Then, each distorted image and corresponding discrepancy map are used to train DNN to evaluate image score. this method are presented in Fig.5 .
THE PERFORMANCE OF DNN MODELS
We conduct the experiments on five public IQA databases, including synthetic databases (LIVE [30] , TID2013 [31] , CSIQ [32] , LIVE multiply distorted (MD) [33] ) and authentic database (LIVE In the Wild Image Quality Challenge Database (LIVEC) [34] ). In each database, we randomly select 80% of the distorted images as the training set and the remaining 20% of images as the testing set. There is no overlap in image contents between these training and test- We compare the state-of-the-art BIQA and FR-IQA methods, including: FR-IQA methods (PSNR, SSIM [3] , FSIMc [35] ) and classic BIQA methods (BRISQUE [36] , COR-NIA [37] , GMLOG [38] , ILNIQE [39] and BWS [43] ), current leading BIQA methods based on DNN (MGDNN [11] , FRIQUEE [10] , DLIQA [18] , SESANIN [20] , BLNDER [14] , CNN [21] , RANKIQA [24] , DIQaM [27] , BIECON [28] , DIQA [29] , DB-CNN [40] , HIQA [41] ). However, it is difficult to exactly reproduce the IQA methods based on DNN. We therefore first adopted the results reported in the literature. Especially, for the cases where experimental results were not given, we used the released code to conduct experiments and generate results.
As shown in Table 1 , the SROCC and PLCC values are reported to various methods. The best three performance among the BIQA methods are shown in bold. The weighted average of the SROCC and PLCC over the five databases is shown in the last column. The weight of each database is proportional to the number of distorted images in the database.
We find that the DNN methods are superior over all classical NR methods. This is because DNN methods can automatically extract network features instead of handcrafted features in classical NR methods. In addition, DNN methods are highly competitive with the FR methods. However, DNN methods do not use any prior information of reference for image quality assessment.
We compared with extracting deep features methods from DNN models. Although the results are not incomplete, the methods extracted from image/image patches are superior to the methods extracted from low-level features. It is easy to understand the limted low-level features can not fully represent image distortions and contents.
Compared with predicting image quality methods from Types Algorithms  LIVE  TID2013  CSIQ  LIVEMD  LIVEC  Weighted Average  SROCC PLCC SROCC PLCC SROCC PLCC SROCC PLCC SROCC PLCC SROCC PLCC   FR   PSNR 0.876 0.872 0.636 0.706 0.806 0.800 0.725 0.815 N/A N/A N/A N/A SSIM [3] 0.913 0.945 0.775 0.691 0.834 0.861 0.845 0.882 N/A N/A N/A N/A FSIMc [35] 0 DNN models, the methods of predicting quality scores are better than those of predicting quality grade. This is because different definitions of grades of subjective opinions may impact prediction performance. Meanwhile, we compare the patch-input methods and image-input methods in predicting quality scores. It can be seen that there is a competitive relationship between the two types of methods. The main reason is that both of these methods solve the problem of insufficient IQA databases. However, we find that these two types of methods also have shortcomings. In patch-input methods, the main challenge is the acquisition of relevant labels for these patches of an image. In image-input methods, the main shortcoming is how to accurately simulate distortion or reference images similar to IQA databases. Table 2 specifies the results of generalizability of the classic BIQA methods and DNN methods. More specifically, BIQA methods are trained using all the images from one database, and then tested on another database. In the CSIQ and TID2013 databases, four overlapping distortion types (WN, GB, JPEG, JP2K) are used. We find that the generalization ability of DNN model is better than the classic BIQA. Furthermore, the generalizability of patch-input method is superior to other DNN methods.
CHALLENGES OF DNN METHODS
Although DNN-based IQA methods can achieve outstanding performance due to their strong representation capability, there are several challenges at the same time. The lack of large training data sets is often mentioned as a challenge. Therefore, understanding how to successfully create reliable, very large-scale databases is still an open question. Moreover, we also expect that training an end-to-end DNN model in a completely unsupervised manner is worth further investigations in the future. This is because obtaining large amounts of unlabeled data is generally much easier than labeled data and human learning is largely unsupervised.
CONCLUSION
This paper presents a comparative study of various DNNbased methods for BIQA. We discussed and analyzed the state-of-the-art DNN methods according to different strategies of DNN models. Especially, some methods, which are not present in previous study, are also discussed. Then, models with competitive performance due to use of deep learning have been observed and summarized, yet the state of research in this field is far from mature. Meanwhile, challenging issues should be noticed. We hope this comparative study of DNN methods can serve as a useful reference towards a better understanding of this research field.
