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2 Jason Cory Brunson et al.
work cumulatively, this study traces the evolution of the “here and now” using
fixed-duration sliding windows. The analysis uses a suite of common network
diagnostics, including the distributions of degrees, distances, and clustering,
to track network structure. Several random models that call these diagnostics
as parameters help tease them apart as factors from the values of others. Some
behaviors are consistent over the entire interval, but most diagnostics indicate
that the network’s structural evolution is dominated by occasional dramatic
shifts in otherwise steady trends. These behaviors are not distributed evenly
across the network; stark differences in evolution can be observed between two
major subnetworks, loosely thought of as “pure” and “applied”, which ap-
proximately partition the aggregate. The paper characterizes two major events
along the mathematics network trajectory and discusses possible explanatory
factors.
Keywords mathematics research · collaboration networks · evolving networks
Mathematics Subject Classification (2010) 91D30 · 05C82
1 Introduction
The evolution of real-world networks, particularly social networks, has been of
rising interest. As time-resolved databases of scientific literature (and of other
network-theoretic data) have grown in size and duration, increasingly percep-
tive diagnostics and rich models of network behavior have been developed
[16,20]. Most of these studies have investigated limiting behavior in network
structure, such as average distance and clustering, or consistencies in network
evolution, such as preferential attachment and transitive closure [2,33,35,48].
In contrast, in this paper we investigate the irregularities in the evolution of
a collaboration network.
We draw our data, spanning a quarter-century, from the MathSciNet database,
which consists of publication records from the secondary journal Mathematical
Reviews (MR) published by the American Mathematical Society. We study the
evolution of the network with respect to several well-established diagnostics
and distributions, both in raw form, for meaningful comparison to other col-
laboration networks, and relative to the predictions of several popular random
graph models. While mathematics is as methodologically mature a discipline
as any, it is widely viewed as a solitary, or minimally collaborative, enter-
prise. Mathematics collaboration networks have been shown to exhibit lower
connectivity than other scholarship networks [32], but, as in other disciplines,
there has been discussion of rising collaborativeness in mathematics [17], the
characterization of which may be viewed as a central goal of this study.
Evolving collaboration networks have been modeled graph-theoretically in
three principal ways (our terminology): the cumulative model that compiles
a network incrementally over time from a fixed beginning [2,48], the active
model consisting of a sequence of graphs constructed across several compa-
rable intervals of time [15,17], and the temporal model that represents the
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collaboration network as a single time-resolved structure [20]. We require for
our analysis a model that can be viewed locally in time, which precludes a
cumulative model; this is just as well, since our data by no means trace to
the inception of mathematics publishing. Whereas we are not interested in the
careers of individual mathematicians, we do not require the comprehensive
(and memory-intensive) temporal model.
The paper is organized as follows: Section 2 describes the data we use and
the graph-theoretic approach we take. Section 3 consists of several subsec-
tions in which we analyze specific structural properties such as connectivity,
distance, and clustering. We interpret these analyses, consider possible real-
world factors, and suggest further avenues of research in Section 4, and we
wrap up the exposition in Section 5.
2 Design
2.1 Motivating questions
Our study addresses three overarching questions:
1. How does the network evolve, and what irregularities punctuate this evo-
lution?
2. How does the collaboration network of authors in the mathematical sci-
ences compare to other collaboration networks?
3. How do collaborative trends differ across subdisciplines within the mathe-
matical sciences?
In each subsection of Section 3 we describe the structural properties we intend
to trace over time, then present and discuss the results in the context of these
questions. At each step we build upon the previous steps, for instance by
invoking maximum-entropy models of the network determined by previously
evaluated diagnostics (such as the Erdo˝s–Re´nyi model after evaluating the
network size and density), or by analyzing the time series themselves (change
point analysis, last section).
2.2 Data
The MR database contains bibliographic information on publications tracing
back to 1940. We extracted, for each entry published within the time period
1985–2009, an encoded publication index, the year of publication, an encoded
ID for each author (consistent throughout the database), and the subject clas-
sification(s) assigned to the publication by MR editors.1 Our extracted data
includes nearly 1.6 million publications that credit nearly 430,000 authors.
1 These classifications are increasingly often suggested by authors and reviewers but are
ultimately decided upon by the editors.
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Table 1 The MR network over two intervals.
MR network 1940–2000 [17,35] 1985–2009
years 61 25
papers p 1598 1599
authors n 337 429
avg. authors/paper a 1.45 1.75
avg. papers/author q 6.9 6.5
collab. pairs m 496 876
avg. no. coauthors k 2.9 4.1
prop. in largest comp. n1/n .62 .75
avg. separation d 7.56 7.31
global clustering coeff. C .15 .14
avg. clustering coeff. c .34 .61
We study these data as a proxy for the mathematics literature over this time
period.
Things carries many caveats. MR takes pains to address many of these,
and is probably as complete and correct as any scientific publication database
subject to its reach. For instance, MR solicits mathematics literature across
countries and languages [21] and takes steps to reconcile different naming
conventions for common authors [18]. However, not only what mathematics
literature is excluded from MR but what other literature is written by authors
who appear in this database will be absent from this analysis. See Ref. [13] for
a thorough discussion of such considerations. Additionally, a recent analysis
of the Science Citation Index (SCI) reveals that the database accounts for a
decreasing proportion of the total scientific output. The same trend could be at
work here, rendering MR a gradually less complete proxy for the mathematics
literature. Such possibilities are not our focus, but we will remain conscious of
them.
Other subsets of data extracted from the MR database have been studied
graph-theoretically [6,7,17,18,23,44,46]. Table 1 compares several calculations
performed on the cumulative network from 1940 to 2000 [17] and their equiv-
alents on that from 1985 to 2009 (present paper). These will be discussed in
more detail in the next section. The comparisons are not strictly appropriate
due to the different durations over which networks are constructed, but the
comparison heralds trends we observe within our 25-year interval—some that
have been observed in many collaboration networks, such as toward more,
and more frequent, coauthorship, and others that have not, to our knowledge,
been described elsewhere, for instance an increasing proportion of authors in
the largest component.
2.3 Models and methods
We modeled the MR network as a graph in two ways. The two-mode attri-
bution graph G2 = (P,N,E2) consists of nodes of two “modes”: the set
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N corresponding to researchers and the set P corresponding to publications.
Each edge (i, j) ∈ E2 ⊂ N ×P indicates that publication i is attributed to re-
searcher j (among possible others). The coauthorship graph G1 = (N,E1)
is the one-mode projection of G2 onto N . It has node set N , and each edge
(j, j′) ∈ E1 ⊂ N×N indicates that researchers i and j have coauthored at least
one publication. A study of the MR attribution graph was an open question
from [17], in which only the coauthorship graph was scrutinized.
In the next section we present our analysis, organized in sections according
to the structural properties being investigated (connectivity, decomposition
into components, etc.). Much of our analysis consists of time series of single-
value diagnostics, such as the vertex and edge counts of graphs and their
average degrees. To construct a time series for diagnostic D over an interval
[a, b], take a graph G and a fixed duration ∆t. For each t = a + ∆t, a +
∆t + 1, . . . , b − 1, b, take Gt to be the graph constructed over the interval
[t−∆t, t] and compute D(Gt). The time series is then (D(Ga+∆t), . . . , D(Gb)).
Following the time resolution of the database, we let t take integer values
between 1984 + ∆t and 2009, where the value t corresponds to the moment
of changeover from calendar year t to calendar year t+ 1. For example, when
∆t = 5 we get time series of length 21 computed over the intervals 1985–9
through 2005–9.
In addition to the “aggregate” network constructed from all publications,
we study networks constructed from two subsets of the literature that very
nearly divide it in half. These we determine by splitting the subject classifica-
tions into one range that covers mathematics subdisciplines popularly consid-
ered more “pure” and another more “applied”. These classifications are taken
from the AMS Mathematics Subject Classification (MSC) scheme, and the
ranges are defined at the 2-character prefix level by 03–58 and 60–94, respec-
tively.2 The resulting subnetworks receive much the same treatment as the
aggregate. We expect differences in behavior between the pure and applied
subnetworks to yield insights into the range and mechanisms of attribution
and coauthorship graph structures.
3 Results
3.1 Rates of growth, publication, and collaboration
The active literature compiled by MR and community of authors who pro-
duced it have both grown over our 25-year interval, though not monotonically.
The time series for p and n are depicted in Fig. 1.3 The growth of scientific
literatures and communities has traditionally been modeled exponentially [23,
2 See the MSC itself at http://www.ams.org/mathscinet/msc/msc2010.html for finer de-
tail.
3 Our data from 2009 is incomplete and so is omitted from the 1-year plots. We include
it in 5-year plots and analyses with the expectation that the impact of the missing data on
the 5-year calculations will be slight.
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Fig. 1 For the aggregate, pure, and applied networks at each year, (a) the total number
of recorded publications and (b) the total number of attributed authors. (c,d) The same
calculations across a 5-year sliding window.
42,44]. For the exponential model
x = x0e
rt + 
(with Gaussian errors), we obtained estimated growth factors r = .026 (pub-
lications) and r = .040 (researchers), though these models do not fit the data
well.4
It is notable that, though growth of the literature outpaced that of the
community over our interval, the rates of growth of the literature and of the
community were very similar over the 60-year interval studied in [17]: Fitting
the same model to the sizes of the literature and of the community across
adjacent decades obtains the very similar growth rates of r = .0425 and r =
.0433, while fitting to the data over 10-year windows through our interval
obtains r = .026 and r = .043. For the remainder of the analysis we view these
growths as independent parameters.5
The increasing ratio of researchers to publications, especially after 2000,
suggests that collaboration or publication habits—or both—in mathematics
4 The numbers are accelerating more rapidly than an exponential growth model can ac-
count for, given that the model assumes that limt→−∞ x = 0.
5 Because authors, unlike publications, recur over time, comparisons like these become
problematic between intervals of different duration.
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have been in flux. The trend could be explained by a rise in the typical number
of authors per publication or by a decline in the typical number of publications
per researcher. These are the degrees of the publication and researcher nodes
of G2, respectively. We refer to the degree of a publication node i ∈ G2 (the
number of researchers who authored it) as its cooperativity ai, and the
degree of a researcher node j as its productivity qj [13]. Their averages a
and q are related to p and n by
pa = nq,
where both quantities are equal to the total number of attributions b =
|E(G2)|. Two other network distributions are often used to quantify collab-
oration and output: The degree kj of a researcher j ∈ G1 is the number of
collaborators of j and reflects j’s tendency to collaborate; and the number
wjj′ of publications coauthored by a pair (j, j
′) ∈ E(G1) of collaborators re-
flects their contributions. We call kj the connectivity of j [13] and wjj′ the
collaboration weight of j and j′ [31,36].
Other analyses of professional literature reveal typical distributions of these
statistics [2,14,15,29,32,48]. The average cooperativity ranges from just above
1 (the theoretical minimum) to nearly 10 but typically falls below 5. Analyses
of networks over intervals ranging in length from 5 to 10 years tend to yield an
average researcher productivity between 3 and 5 and an average connectivity
between 1 and 10. Longitudinal studies have shown increases in each, though
increases in typical productivity have been more mild while increases in coop-
erativity and connectivity have been more drastic. We can also look back on
Grossman’s study of the MR data [17], in which the author observes average
cooperativity rise from 1.10 over the 1940s to 1.63 over the 1990s, average
productivity from 3.41 to 4.97, and average connectivity from 0.49 to 2.84.
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Fig. 2 Across adjacent 5-year intervals: stratified histograms of (a) cooperativity a =
1, 2, 3, 4 across publications, (b) productivity q = 1, 2, 3, 4 across authors, (c) connectivity
k = 0, 1, 2, 3 across authors, and (d) collaboration weight w = 1, 2, 3, 4 across pairs of
coauthors in the aggregate MR network.
The stratified histograms of Fig. 2 (a–d) illustrate the growth and chang-
ing composition of the network. The starkest reallocations occurred within
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the distributions of cooperativity and connectivity. The substantial decline of
solo (kj = 0) authors was more than compensated for by the rise in single-
collaborator researchers. The number of solo (ai = 0) publications remained
steady but was greatly diminished in proportion by more cooperative pub-
lications. In both cases the proportional increase was greater for higher val-
ues, producing “fatter-tailed” distributions. Mean cooperativity a increased
by more than half over the two decades from 1985–9 to 2005–9, while mean
connectivity k doubled. The indicators of publishing frequency—productivity
across researchers and collaboration weight across pairs of coauthors—rose
only slightly over our interval, and even began to decrease toward the end.
The histograms suggest that this was due to an influx of one-time authors
after 2000, which a closer look at the changing proportions of researchers by
productivity confirms.
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Fig. 3 Across a sliding 5-year window, arithmetic means of Fig. 2 in the aggregate, pure,
and applied networks.
The rate of growth of k was approximately piecewise linear; this rate dou-
bled from 1985–94 to 1994–2009, changing pace around the same time that
the growth rates of P and N noticeably increased. We refer to the structural
phenomenon responsible for this shift as the mid-90s event. Later, as acceler-
ation in the numbers n and m of researchers and of coauthor pairs accelerated
the author-to-publication ratio around 2000, the 5-year averages of q and w
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Fig. 4 For three evenly-spaced 5-year intervals, (a) for values a = 1, . . . , 12, the expected
mean productivity of the authors on a publication i with cooperatively ai = a, and (b) for
values q = 1, . . . , 12, the expected mean cooperativity of the publications attributed to an
author j with productivity qj = q.
abruptly began to decrease. We refer to this phenomenon as the early-00s
event. Both shifts were more pronounced in the applied research community,
as were the long-term trends: The applied research community was consistently
better-connected in terms of a and k, however, while the pure was consistently
more prolific in terms of q and w.
The imbalance of growth between the research community and the pub-
lished literature is thus due to a more rapid increase in the typical publication’s
authorship than in the typical author’s output. One natural follow-up consid-
eration is the extent to which prolific researchers tend to be behind the more
cooperative publications, or to be more collaborative on average. The corre-
lation, taken over attributions (i, j) ∈ E(G2), between cooperativity and pro-
ductivity is negligible.6 However, the typical cooperativity of a researcher’s
papers depends positively on that researcher’s productivity, and the typical
productivity of a publication’s authors depends positively on the publication’s
cooperativity—to a point. Fig. 4 depicts
aq ≡
∑
qj=q
∑
(i,j)∈EB ai∑
qj=q
qj
versus q and qa ≡
∑
ai=a
∑
(i,j)∈EB qj∑
ai=a
ai
versus a
(1)
across a 5-year sliding window.7 Both relationships are strongest for small
values. While the former holds for 5-year productivities up to q = 12, however,
the latter breaks down for cooperativities a > 4. In addition to growing noisier,
in more recent years this relationship reversed, so that highly cooperative
6 While always near zero, whether it is positive or negative depends on window size.
7 We may interpret the second expression (1) as the expected productivity of a researcher
chosen (uniformly) at random from those attributed by a randomly-chosen publication hav-
ing given cooperativity a, but not as the expected productivity of a researcher chosen at
random from the collection of researchers who have been attributed by some publication of
cooperativity a.
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publications (a > 4) had lower average coauthor productivity than moderately
cooperative publications (2 ≤ a ≤ 4).8
We have uncovered some modest associations among several diagnostics of
collaboration and publishing rates, but it is unclear how interdependent these
diagnostics are. Consider the distribution of connectivities kj across the nodes
of G1: How does the distribution differ from what we would expect, knowing
only the distributions of cooperativity and productivity in the bipartite G2?
How does it differ from the expectations we would form knowing only the size
and density of G1? And how much of the structure of G1 can be attributed to
its connectivity distribution? We adopt three popular random graph models
to help answer these questions.
The (uniform) random graph G(n, p) [9], or ER model after its progenitors,
is the distribution arising from assigning an edge between each pair (j, j′) of a
fixed number n of nodes with uniform probability p. The graph has expected
density p, while G1 has density k/(n−1), so to avoid confusion with |P | we will
write G(n, k/(n−1)). This model provides a baseline expectation for G1 based
on size and density alone. The degree sequence random graph G(K) [37], the
NSW model, is distributed uniformly over graphs of a fixed degree sequence
K = (k1 ≥ k2 ≥ · · · ). This model arises out of a random rewiring process
among nodes that preserves each node’s degree. Since K determines n and k,
the NSW model is strictly narrower than the ER, and provides expectations
for other structural properties of G1 based on the distribution of connectivity.
Finally, an analogous rewiring process that preserves the partition of nodes in
a bipartite graph as well as their degrees produces a bipartite NSW (bNSW)
model. This model provides expectations for G2 but also, via projection, for
G1 based only on the distributions of cooperativity and of productivity.
As an example, we can ask how much of the variation in how widely re-
searchers collaborate is due simply to the sheer number of researchers involved
in single projects by comparing the average connectivity of G1 to its expecta-
tion based on the bNSW model. The latter is given by
kbNSW =
∑
q
nq
n
q
∑
a
pa
p
(a− 1),
where the nq and pa denote the numbers of researchers and of publications
with a given productivity and cooperativity, respectively. The formula com-
putes the sum of each researcher’s connectivity q(a−1) (under the asymptotic
assumption that a researcher’s collaborations do not overlap) weighted by its
probability
nqp
npa
(under the underlying assumption that collaborations are in-
dependently distributed).
Fig. 5 depicts the ratio of k to kbNSW over time.
9 While the bNSW model
provided a consistently close prediction to k, this prediction shifted from
8 The first plot may be contrasted with Fig. 2 of [13], which depicts a decline in produc-
tivity associated with especially high cooperativity in the mathematics literature (obtained
through the SCI), in contrast to the two other scientific literatures in the same study.
9 We compute the ratio, rather than the difference or another single-value comparison,
to better account for the changing size and density of the network. Optimally, one would
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Fig. 5 Across a 5-year sliding window, the ratio of k to its expectation in the bNSW model.
under- to overestimate over our 25-year interval. This shift was steady with
respect to the pure subnetwork but slowed incrementally with respect to the
applied, ceasing after 2000. The model incorporates cooperativity and pro-
ductivity so that differences between observations and its predictions reflect
cooperativity–productivity correlations and collaborative overlap. These ob-
servations indicate that researchers’ families of collaborators shrank, relative
to the sheer amount of coauthorship in which researchers engaged, and that
this was less true of more applied researchers. The trend could be due to re-
peat coauthorship among teams of collaborators or the shifting relationship
between cooperativity and productivity, with the pure–applied divide due to
an imbalance in either. We have considered the latter option above and will
consider the former in our later discussion of clustering.
3.2 Multidisciplinarity
There is a broad recognition that research across or outside established dis-
ciplines is becoming more prevalent within the sciences, and the AMS clas-
sification scheme offers another lens through which to investigate this trend.
Multidisciplinary, interdisciplinary, and transdisciplinary research trends have
been discussed extensively, though the concepts themselves have proven dif-
ficult to define [1,43]. In those studies that have compared fields including
mathematics, mathematics has tended to be among the less cross-disciplinary
[30,45]. Graph-theoretic approaches to quantifying cross-disciplinarity in col-
laboration networks have been limited [49].
We track cross-disciplinary trends in the MR network in two ways: First,
we use the number si ≥ 1 of subject classifications assigned to each publica-
tion i ∈ P as a proxy for the publication’s disciplinary breadth. We adopt for
this diagnostic the term “multidisciplinarity”, the most modest of the above
three [1,49], and we follow the distribution and average of multidisciplinarity
compute a test statistic like the Z-score (e.g. [25]), but this correctly requires first generating
and then running the same (expensive) statistics on a collection of random graphs.
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Fig. 6 (a) Across a 5-year sliding window, the average number of subject classifications
(including the required one) assigned to a publication. (b) Across years, the proportion of
edges in G′1 that connect pure and applied publications.
over time. Second, common authorship can be used to establish links among
publications in the same way that coauthorship establishes links among re-
searchers: We define the graph G′1 in this way.
10 We ask how much of this
connectivity through the literature is between pure and applied publications
(as determined by their primary MSC) versus within the pure or applied lit-
eratures. To this end we let Ppure, Papplied ⊂ G′1 denote the subsets of nodes
(publications) having primary MSC in 03–58 and in 60–94, respectively, and
define
r =
|E(G′1)| − |Epure| − |Eapplied|
|E(G′1)|
,
where Epure and Eapplied are the subsets of E(G
′
1) that link two pure and two
applied publications, respectively. A baseline is given by
rER =
2|Ppure||Papplied|
|Ppure|+ |Papplied|(|Ppure|+ |Papplied| − 1) , (2)
which is the expected value of r in the absence of preference, given the number
of publications of each type.11
The MR literature grew increasingly multidisciplinary, and while the pure
literature was assigned consistently more classifications on average this trend
was shared very closely by both pure and applied literatures. Meanwhile, the
proportion of common authorships that bridge these literatures has been a
steady fraction (about a third) of what one would expect based on the rate of
common authorships alone. Both measures of disciplinary interaction weaken
10 We construct G′1 from the subset of the literature having primary MSC ranging from
03 to 94. The analysis of this unipartite projection of G2 onto P rather than N was another
open question from [17].
11 We investigated the relationship of multidisciplinarity to cooperativity across publica-
tions, analogously to (1) though taken over publications rather than attributions, but found
no substantive relationship.
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Fig. 7 The proportion |C1|/n of authors in the largest connected component of the coau-
thorship graph, normalized by its expected values (a) in equivalent ER random graphs and
(b) in equivalent NSW graphs, across a sliding 5-year window.
over the period 1994–2000 but afterward recover. This leads us to charac-
terize the mid-90s event by decreased, and the early-00s event by renewed,
multidisciplinarity.
3.3 Connectedness
Absent other factors, as a network grows denser it grows better-connected
by other indicators as well. In this and the following two subsections we’ll
consider distributions of three such indicators: the sizes of connected compo-
nents, of internode distances, and of clustering. We contrast each against the
expectations that arise from appropriate random models. Here we consider the
connected components of G1: An induced subgraph C ⊂ G1 contains every
edge between its nodes that appears in G1, and C is a connected compo-
nent if it is nonempty, connected (every node can be reached via a path from
every other), and maximal as such.
Label the components of G1 as C1, C2, . . . in such a way that |C1| ≥ |C2| ≥
· · ·. As active graphs are constructed over larger durations of time, record-
ing more collaborations among many of the same researchers, an increasing
proportion of their nodes will constitute C1. Previous research on collabora-
tion networks indicates that this proportion grows into a majority in mature
disciplines after three or four years [2,15,17,32,41,48].
The ER model exhibits a giant component when
∑
j kj > n, while the
unipartite NSW model has threshold
∑
j k
2 > 2
∑
j kj . In both models |C1|
scales with n by a factor that depends on the governing parameters12 while
an upper bound on |C2| scales similarly with log n [10,27,28,47]. G1 satisfies
both thresholds over every 5-year window.
12 This factor derives from [37] as 1 −∑k nkn uk, where u is the solution to the equation
2mu =
∑
k nkku
k−1 (recall that m is the number of edges).
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The proportional size of C1 across 5-year intervals rises from 37% over
1985–9 to 65% over 2005–9. These proportions span the aforecited range of
empirical values, which suggests that C1 has been approaching a practical up-
per limit. This observation holds even after size, density, and connectivity are
taken into account; C1 is growing in size in proportion to the sizes expected
from the ER and NSW models, as depicted in Fig. 7. The connectivity dis-
tribution puts constraints on this expectation, in the sense that the expected
sizes of C1 are smaller in the NSW model than in the ER model, but the
MR network showed diminishing progress over time in drawing as great a pro-
portion of researchers into a single component as the model achieves through
randomness.
We also looked at the distribution of |Ci| over time (plots not included).
The ratio |C2|/ log n maintains a remarkably consistent range of 8 to 10 except
over early years of our interval in the applied network. The size distributions
of the non-largest components over each interval very closely follow power
laws, as anticipated from previous studies. The exponent, determined using
the power-law fitting method of [7] under several fixed starting values of k,
likewise shows no consistent trend over time.
3.4 Distance
We have seen that the mathematics research community has grown increas-
ingly connected, by a variety of indicators including cooperativity, connectiv-
ity/density, and the size distribution of the connected components. In partic-
ular, the increased proportional size of the largest component has outpaced
expectations based on the size of the coauthorship graph and its connectiv-
ity. This prompts us to ask whether G1, and in particular C1, grew “better-
connected” by other standards. Two of the commonest are the typical intern-
ode distance and the amount of clustering, the definitional hallmarks of “small
world” graphs [24,51] and commonly observed features of real-world social, in-
cluding collaboration, networks [31]. In this section we consider the former. A
path in G1 is a sequence (j, j1, . . . , jd) of distinct nodes in G1 each adjacent
pair of which form an edge, and the distance between researchers j and j′ in
G1 is the minimum length d of a path from j to j
′.
Network studies typically compute only the average distance d of a network,
which calculation omits pairs of nodes that are not connected by a path [4,
33]. These averages typically range amidst 4.6 ≤ d ≤ 9.7 [31]. The average
distance in an ER graph is known to follow the asymptotic approximation
dER ≈ log n− γ
log k
+
1
2
,
where γ is now the Euler–Mascheroni constant [11]. Meanwhile, a (unipartite)
NSW graph with degree sequence (k1 ≥ · · · ≥ kn) was shown in [6] to have
average distance
dNSW ≈ log n
log(
∑
ki
2/
∑
ki)
.
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In both cases the graphs are not necessarily connected. To assess the average
distance in G1 in light of its density and of its degree sequence, we compute
the ratio of d to these expectations for the equivalent ER and NSW graphs
over time.
Some studies have taken advantage of the harmonic average distance
d−1
−1
=
(∑
i,j
dij
−1/
(
n
2
))−1
taken over all pairs of nodes, the reciprocal of the graph’s efficiency [24] (see
also [39]). This averaging scheme allocates greater weights to smaller distances.
Additionally, disconnected nodes contribute zero to the sum; the calculation
omits no pairs of nodes and thereby detects both distances within components
and the disconnectedness of the whole graph. The relative weights of these
is not obvious. To account for the influence of the components of G1, we
normalize the harmonic average by the value it would take in a graph consisting
of components of the same sizes within each of which every internode distance
is 1. This baseline is(
n
2
)
/
∑
c
(
nc
2
)
= n(n− 1)/∑c(nc(nc − 1)). (3)
Finally, we consider the distribution of distances within C1. This offers
insight into the changing spread of the distribution, unbiased by low distances
within smaller components. The absence of disconnected pairs of researchers
in C1 also permits a meaningful comparison between d and d−1
−1
.
Fig. 8 (a) depicts the raw average d over time. The arithmetic average
shrank steadily in each of the aggregate, pure, and applied networks, from
around 11 over 1985–9 to around 9 over 2005–9 in the aggregate. The har-
monic average, depicted in Fig. 9 (a) (note the logarithmic vertical scale),
decreased dramatically in contrast, from about 74 to about 21. The adjacent
boxplots (b) depict the median (divider) and interquartile range (box) of each
distribution.13 Within each box are the arithmetic and harmonic averages.
Fig. 8 (c,d) show that internode distances in G1 shrank less than one might
expect due to rising density but kept pace with expectations based on the
entire degree sequence. The predictions themselves converged over time, with
the empirical value sandwiched between them. Fig. 8 (d) suggests that this is
an artifact of the changing degree sequence; the NSW model about matched
G1 in the average internode distance, and in fact G1 gradually grew tighter-
knit than the model.14 Interestingly, the predictions themselves converged over
time, with the empirical value situated between them. This was almost entirely
13 Whiskers are omitted. When bound to the median by some small multiple of the in-
terquartile range, the diameter in each case reduced the meaning of the whisker to precisely
this bound; while whiskers allowed to extend to 1 and to the diameter in each interval crowd
out the boxes for vertical space in the plot.
14 Comparison to actual NSW models indicates that this is not an artifact of increased
total size.
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Fig. 8 (a) Mean distance across a 5-year sliding window and (b) boxplots of distances
within C1, with arithmetic (circles) and harmonic (squares) means overlaid. Mean separation
normalized (c) by ER and (d) by NSW predictions.
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Fig. 9 (a) Harmonic mean distance and (b) its normalization by (3) across a 5-year sliding
window.
due to shrinking distances in the ER model (the distance distributions of NSW
models were comparably steady in shape as well as in mean).
By normalizing the harmonic mean distance by components (Fig. 9 (b),
again note the logarithmic scale), we see that the fragmentation of the network
accounts for an order of magnitude’s worth of the average distance; notably,
accounting for components brought d−1
−1
nearly into agreement with d.
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Overall, G1 grew better connected over our 25-year interval in terms of
internode distances than more basic connectivity indicators (density, degree
sequence, and component size distribution) account for. We attribute the sharp
decline in d−1
−1
to the changing distribution of component sizes, which as we
saw had a huge impact on the calculation. The different arithmetic but similar
harmonic average distances in the pure and applied subnetworks may then
be interpreted as reflecting a more fragmented applied network. Indeed, when
this is accounted for by the normalization of d−1
−1
, the applied appears more
tightly-knit than the pure. This in turn may be explained by the prevalence of
highly-connected subcommunities in the applied network, often disconnected
from the largest component. This is suggested both by the smaller values of
|C1| in the applied network (Fig. 7) and by the smaller sizes of the smaller
components (not shown), and is consistent with the sensitivity of d−1
−1
to
short distances.
3.5 Clustering
Short distances are half of the “small world” story; the other half is high
clustering. Clustering in graphs refers to the proliferation of triangles (pairwise
linked triples): The (local) clustering coefficient cj of a research j ∈ G1 is
defined to be the proportion of pairs of j’s collaborators who are themselvels
collaborators [51]. The (global) clustering coefficient C of a graph itself is
taken to be the proportion of triples (j′, j, j′′) of any researcher j ∈ G1 and two
of their collaborators j′, j′′ that form triangles, i.e. for which (j′, j′′) ∈ E(G1)
[3]. In social networks triangles far exceed expectations based on random graph
models, and the sociological literature has explained this clustering in a variety
of ways [8,26].
We measure clustering over time in three ways: the connectivity-dependent
average clustering ck =
∑
kj=k
cj/
∑
kj=k
1 for k ≥ 2, the average clustering
c =
∑
kj≥2 cj/
∑
kj≥2 1, and the global clustering C. In addition to the raw
numbers we consider the quotients of C and c by the graph density (the ex-
pected level of clustering under the unipartite NSW model) and the quotient
of C by its expected value CbNSW under the bNSW model, computed in [37]
as
CbNSW ≡
(
(µ2 − µ1)(ν2 − ν1)2
µ1ν1(2ν1 − 3ν2 + ν3) + 1
)−1
, (4)
where µr =
∑
j qj
r and νr =
∑
i ai
r are the rth moments of the distributions of
researcher productivity and of publication cooperativity, respectively.15 Com-
parisons to ER will indicate the level of clustering relative to the baseline
15 The bipartite model predicts different connectivity distributions than what we observe
in G1, so degree-dependent comparisons to this model would require somewhat deeper dis-
cussion.
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given by graph density, or average connectivity; comparisons to NSW will in-
dicate what clustering that cannot be accounted for by the cooperativity of
publications alone.16
Global clustering in coauthorship graphs ranges widely, across .066 < C <
.76 over intervals of time close to ours (5 years), but higher clustering is far
more common [2,17,32]. Adopting our interpretation of the nodes, clustering
in bipartite projections like G1 occurs when three (or more) researchers coau-
thor a publication and when each pair of a triple of researchers has coauthored
something without the other. The respective explanatory power of these pro-
cess has received limited attention [19,38]. In such cases, the measured ratios
of CbNSW to C were similar, .42 for the arXiv and .48 for MEDLINE [37].
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Fig. 10 Across a 5-year sliding window: (a) global clustering coefficient C, (b) average
local clustering coefficient c, and the ratios (c) of C and (d) of c to 2m/n(n− 1).
Fig. 10 (a,b) depict the global and average local clustering coefficients over
time. Clustering in G1 was lower than typical for collaboration networks, in
the range .24 < C < .31, with the applied network exhibiting consistently
higher levels than the pure. Whereas C decreases until 1990–4, after which it
16 It is possible for measured clustering to be lower than that predicted by the NSW
model, as in [37] (company directors), should very little clustering be due to distinct pairwise
collaborations and many highly cooperative publications share a common pool of authors,
which publications would in the model be attributed to distinct teams of researchers.
Evolutionary Events in a Mathematical Sciences Research Collaboration Network 19
stabilizes, c had been steady until this time and then began to rise. Since the
local average is more sensitive to the high local clustering cj of researchers
with low connectivity kj , this coincidence may be explained by the changing
distribution of connectivity around the same time (see the discussion of Fig. 2
(c)) amidst a more or less steady rise in clustering across researchers. Time
series of ck across 2 ≤ k ≤ 12 (see the supplementary materials) show that the
earlier period (before the mid-90s event) was characterized by consistently ris-
ing clustering only among low-connectivity researchers, while the later period
saw a more rapid increase across researchers of all connectivities.
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Fig. 11 (a) The ratio of C to (4) across a 5-year sliding window and (b) average
connectivity-dependent clustering coefficient ck versus k.
Fig. 10 (c,d) and 11 (a) show these clustering coefficients normalized by
model predictions. The density of G1 accounted for little of the long-term
trends in clustering, as the time series are only slightly distinguishable. Notice
the higher ratio of C and c to density in the aggregate. The lower density of
the aggregate network than the pure or applied separately, which also played
into the higher levels of intra- than inter-disciplinary links in G′1, accounts
for this. Cooperativity, on the other hand, accounted for between 28% and
42% of the observed clustering in the aggregate, at first about as much as in
previously-studied collaboration networks but less as time progressed.
Clustering trends in the two major networks relied on different phenomena.
The comparison of Fig. 10 (b) with (d) suggests that increased local clustering
in the pure network was adequately explained by rising average connectivity,
while the comparison of Fig. 10 (a) with Fig. 11 (a) suggests that changes in
global clustering in the applied network was largely due to the proliferation of
highly cooperative publications.
3.6 Trends across disciplines and over time
We have discerned several differences between the pure and applied subnet-
works, and between the evolutionary trends over the periods within our 25-year
20 Jason Cory Brunson et al.
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Fig. 12 Proportion of pure and applied attributions to (a) the xth highest betweenness
and (b) the xth highest eigenvector centrality researchers that are pure across 1 ≤ x ≤ 1000
over three 5-year windows.
interval loosely defined by the two major events. While we do not conduct a
thorough analysis of these differences, we take a preliminary look in terms of
widely-used network diagnostics.
Differences in publishing culture and in external influences may have a
strong impact on the respective structures of the pure and applied networks
(see Section 4). However, it is worth considering first the possible impact of
the MR demarcation of the literature itself. Whereas most of the collabo-
ration conducted by more pure mathematicians is likely to be with other
mathematicians, applied mathematicians are more likely to collaborate with
non-mathematicians. This leads us expect (a) that pure mathematics and its
researchers are situated more centrally in the MR network, with applied math-
ematics and its researchers more toward the periphery; and (b) that applied
mathematicians form a less cohesive network than pure. The expectation (b)
is supported by the greater fragmentation of the applied network in terms of
its smaller largest component, larger internode distances within that compo-
nent, and greater fragmentation among components, observed in Sections 3.3
and 3.4.
The expectation (a) may be tested in terms of the pure versus applied
research interests of the researchers that appear more centrally in G1. In par-
ticular, we might expect that researchers of greater betweenness, closeness,
and eigenvalue centrality—properties influenced by nodes’ positions within the
entire network—should tend to have authored more pure publications, in con-
trast to researchers of greater degree or weighted degree centrality—properties
that are strictly local [50]. We therefore consider, as x ranges from 1 to 1000,
the attributions among the x most central researchers that are pure, as a pro-
portion of those that are pure or applied (according to primary MSC). We
do this over three evenly-spaced 5-year windows for degree, weighted degree,
closeness, betweenness, and eigenvalue centrality.
The results for betweenness and eigenvalue centrality are depicted in Fig. 12;
those for degree, weighted degree, and closeness were similar in shape to those
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for betweenness. Consistently over time and across centrality measures, re-
searcher attributions began disproportionately pure. In all but eigenvalue cen-
trality, they declined rather steadily toward a more balanced proportion by
the time the top 100 or so researchers had been included. While the simi-
larity of closeness and betweenness centrality trends to those of (weighted)
degree is dissuasive of the idea that pure researchers occupy the “center”
of the MR network, the persistently disproportionately pure research focus of
high–eigenvalue centrality researchers suggests that, in terms of structural “in-
fluence” or “importance”, pure researchers are indeed central to the discipline
as a whole.
We have until now discussed changing trends in network evolution as
though the mid-90s and early-00s events were common, coordinated phenom-
ena being felt by a variety of network diagnostics. While some of these trends
are certainly related (trends in cooperativity and connectivity, for example),
there is an alternative hypothesis that multiple network trends, not directly
interrelated, have been approximately coincident. This is suggested by the ap-
parent changes in trend of multidisciplinarity s, which are more numerous than
and not coincident with the two events, as we have described them. We un-
dertake now to (1) see just how coincident were the fluctuations we observed;
(2) assuming that they were, glean the order in which they proceeded; and
(3) glean how sensitive the answers to both are to some of the most impactful
researchers and publications.
To get a handle on when each time series changed course, we use a type of
change point model [22,40]. Specifically, to the ordered pairs (t,D(Gt)) we
fit the continuous, piecewise-linear model
D(Gt) = β0 + β1t+ β2(t− c)δt>c + t, 1984 +∆t ≤ t ≤ 2009,
having normally distributed error .17 There is some subjectivity in how the
algorithm is initiated and in how the windows surrounding each change point
are chosen, and moreover it is not necessarily likely that the network evolves
in a piecewise linear fashion. The models fit the data reasonably well, however,
and we take advantage of them only locally, to situate abrupt shifts in the data
relative to each other in time. That is, if the shift in diagnostic D occurred
before that of diagnostic D′, then we expect the estimated change point cˆ from
the fit to (D(Gt)) to be smaller than that from the fit to (D
′(Gt)). We exhibit
code and all change point fits to time series in the supplementary materials.
The time series we use for this analysis are listed in the legend and cap-
tion to Fig. 13. These were chosen from among the time series discussed up
to this point, with preference given to those of very basic diagnostics (for
instance, network size and average cooperativity) and to those of other diag-
nostics (for instance, number of publications and global clustering), divided
by their expectations based on more basic ones (number of researchers and
bipartite NSW model, respectively). We performed a correlational analysis on
17 Our code in R uses the nls function to locate maximum-likelihood estimators, i.e. those
that minimize SSE =
∑
t t
2.
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Fig. 13 Delay plots for the first change point. Each point in each plot has x-coordinate
the best-fit change point to the time series of a diagnostic on the aggregate network and
y-coordinate the same on the alternative network labeled on the vertical axis. Some ordered
pairs are not plotted because change points were not estimated. Each dotted line depicts
the relationship y = x.
the 15 time series chosen, the results of which we include in the supplementary
materials. Based on this analysis, we sorted the time series into three groups:
a largest group that were tightly correlated, a smaller group that were mod-
erately correlated with each other and with the larger group, and a smaller
group that were tightly correlated with each other but negatively correlated
with the others. These groups are identified in Fig. 13 by the colors red, green,
and blue, respectively.
In order to test the sensitivity of these observations to highly influential
researchers and publications, we perform the same analysis on a “few-author”
network constructed from those publications i having cooperativity ai < 7 and
a “less prolific” network obtained by removing (for each 5-year window) those
researchers j having productivity qj ≥ 48.18 To account for the possible influ-
ence of window size, we repeat the process across a 3-year sliding window. The
results are essentially the same; see the supplementary materials for details.
Fig. 13 depicts “delay plots” that record, for each event and for each pair-
ing of the aggregate network with one of the aforedescribed alternatives, the
estimates of the change point c close to the event on the time series of several
network diagnostics described in earlier sections. We make two main observa-
tions: First, change points for measures of cross-disciplinarity and clustering
vary more widely, both among each other and between the aggregate and alter-
native networks, than those for measures of connectedness, output, and cohe-
sion. This likely has to do with the latter being mostly averages across nodes,
which would be less sensitive to the removal of top players than global diag-
nostics. This possibility is supported by the observation that the normalized
18 The threshold for cooperativity is chosen to be the values for which publication counts
decreased until the mid-90s. The other two thresholds are chosen so that the proportion of
researchers removed to obtain the second and third alternatives most closely resembles the
proportion of publications removed to obtain the first.
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Fig. 14 Delay plots for the second change point.
average local clustering c (the upward-pointing open pink triangle) behaves
more like the latter group than like the former.19 Second, change points corre-
sponding to the mid-90s event vary more widely, in the same ways, than those
corresponding to the early-00s event. That is, the time series shifts around
this time were more coincident. While these plots are suggestive, the reader
should bear in mind that they do not take into account the suitability of the
change point model (considered in the supplementary materials).
4 Discussion
We observe several consistent trends in the long-term evolution of the MR
collaboration network: Both the research community and the published liter-
ature grew at increasing rates, and the community decidedly more so. These
trends are largely explained by greater cooperativity in publishing (papers hav-
ing three or more authors) and greater connectivity among researchers (those
having three or more collaborators), including proportional declines in solo
publications and solo researchers. In particular, increasingly many of the au-
thors of the most cooperative publications publish little else (in mathematics).
Meanwhile, the network has grown better-connected even than this increased
connectivity suggests: Internode distances grew steadily shorter than random
graph models having the same density, connectivity distribution, or size distri-
bution of connected components predicted. Simultaneously, clustering steadily
increased, both at the local level and at the global level, and especially clearly
once clustering due to cooperativity was taken into account.
These trends and their discrepancies might be interpreted in several, com-
patible ways. It may be that as researchers become better-connected more
avenues emerge for collaborative projects, resulting in a literature more dense
with contributions per paper overall. This hypothesis is supported indirectly
19 While we do not include it here, degree-degree correlations, measured as assortativity
[34], varies similarly.
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by the steady increase in researcher clustering but countered directly by a
weak relationship between cooperativity and multidisciplinarity. Alternatively,
whereas the enlarged community includes many researchers who publish very
little, we may be detecting the involvement of researchers who are not career
mathematicians (or at any rate whose career research is not covered by MR)
but who join mathematics research teams only once or infrequently. These
would include peers in other fields and young researchers who progress on to
other fields after a program in mathematics. A reciprocal trend should there-
fore also be observable as an increase in infrequent authorship by researchers in
collaboration networks of other disciplines that collaborate often with mathe-
matics. It also suggests a third possible explanation: that the overall scientific
literature is itself becoming a more cohesive network, in the same way as the
pure and applied networks are growing more cohesive within mathematics.
This should be observable as a general trend across all collaboration networks
toward increasing community size relative to the literature. This hypothesis
also implies an upward trend in the proportion of common-author ties between
pure and applied publications (links in G′1), relative to all such ties—which we
observe until the mid-90s event and after the early-00s event. Only during the
latter period did the research community show exceptional growth, as visible
in Fig. 1 (b). These explanations may amount to the common phenomenon of
increased cohesion throughout scientific publishing being observed at different
scales.
The partition of the literature into “pure” and “applied” based on primary
subject classification yields two literatures of very nearly equal size, which
together comprise more than 97% of the aggregate literature over any 5-year
interval. The research communities, while they overlap substantially, are also
approximately balanced in number until the mid-90s event and remain close.
Other long-term trends in both subnetworks mimicked those in the aggregate.
Despite these similarities, the networks exhibited some interesting differences,
most of which persisted over our 25-year interval and hence suggest essential
differences between the literatures. The surge in one-time authors and in one-
time collaborations were concentrated in the applied subnetwork, which also
exhibited greater connectivity, more short distances, and higher clustering. The
pure subnetwork showed greater productivity overall, in terms of individual
researchers and of collaborating pairs.
Moreover, pure research was consistently more multidisciplinary, as mea-
sured by the number of assigned subject classifications. This difference may
reflect the scope of the database; it should be expected if MathSciNet records
a great deal of interdisciplinary work among different branches of mathemat-
ics but only a subset of interdisciplinary work among mathematics and other
disciplines (much of which would be published in non-mathematics journals).
Alternatively, it may reflect greater frequency of collaboration among math-
ematicians in different subfields than among mathematicians and other re-
searchers. An analysis of a more general scientific publishing database, with
a comprehensive inter- and intra-disciplinary classification scheme, could lend
support to one of these options over the other.
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Both subnetworks showed increased clustering and decreased distances over
our interval, suggesting an ongoing “small world” effect that also manifests in
the aggregate. Interestingly, while the pure network exhibits shorter distances,
the applied exhibits higher clustering. Neither, therefore, may be said to be
the “superior” small world. It is tempting to interpret this as an illustration
of the trade-off between low distances and high clustering.
However, each observation can be understood in terms of more basic phe-
nomena. The shortening of distances in both (and the aggregate) can be ad-
equately accounted for by the sheer increase in connectivity or density (see
Fig. 8 (c)), while much of the rise in clustering, especially in the applied
subnetwork, was due to the proliferation of several-author publications (see
Fig. 11 (a)). The shorter distances in the applied network are largely due to
the researchers who publish papers in large groups, and especially those who
are removed from the largest component (Fig. 9), and once cooperative pub-
lications are taken into account only the pure network shows a steady rise in
clustering (Fig. 11 (a)).
It may also be that the pure and applied networks are situated differently
within the MR literature in such a way as to produce some of these differ-
ences as artifacts. We suggest, for instance, that the pure network may feature
more centrally in this data, which could account for its higher productivity
and greater cohesion (into a largest component), whereas the applied occu-
pies more of the periphery, where one-time authors surged in the last decade.
The proportion of pure versus applied research contributions among the most
central researchers is suggestive of this, especially that the researchers of great-
est eigenvalue centrality have authored nearly uniformly pure research. More
sophisticated structural measurements and models, or comparisons to other
databases, would be needed to more carefully answer this question.
Changing rates of growth in the network are noticeable but perhaps not
suspicious. We found that these fluctuations in growth (both in community and
in output) are not just quantitative; they occur simultaneously with dramatic
changes in network structure and may need to be understood in terms of many
factors.
The two events, such as we have described them, tell dissimilar stories. The
mid-90s event was characterized by noticeable increases in the rates at which
the research community and literature grew. This growth was coupled with
a trend toward greater local connectivity and clustering, especially among
applied researchers. The event also saw brief declines in cross-disciplinarity.
Thought of as a single phenomenon, the event took place over several years
and was significantly influenced by the rise of highly cooperative publications.
Meanwhile, the early-00s event was characterized by decreased individual and
collaborative publishing rates, due in large part to an influx of few-time au-
thors. A surge in several-author publications, to which many few-time authors
contributed, wrought a surge in clustering, again especially in the applied sub-
network. Though connectivity continued to increase on average, following this
event it was to a lesser extent than the random bipartite model would predict,
and by other diagnostics (largest component and internode distances) the in-
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creasing cohesion of the network slowed. This was a more coordinated event,
in that shifts in time series were more coincident (see Fig. 13 (c,d)), and less
sensitive to the contributions of specific publications or researchers.
The mid-90s event may have been due in part to several plausible factors.
One was the rise of e-communications and the World Wide Web: Among the
Internet milestones that have impacted academia are the introductions of the
arXiv in 1991, which went online in 1993 [12], and of MathSciNet in 1996,
which made the MR publishing database available through a graphical web
interface [21]. Another was the influx of mathematicians from the former So-
viet Union into the MR database, whether by moving to other institutions or
by their research becoming accessible to MR [5]. While the early-00s event was
more precisely situated in time, and more clearly the result of specific publish-
ing trends, we don’t feel prepared to speculate on its likely proximate causes
or on whether its impact is likely to have been beneficial for mathematical
research on the whole.
5 Conclusions
While evolving and temporal models and diagnostics of time-resolved network
data are seeing widespread use, the changing structure of collaboration net-
works with respect to traditional diagnostics and model predictions has not
been widely studied for its own sake. In particular, few evolving networks have
been studied with an eye toward examining abrupt changes in their evolution,
and evolutionary and temporal models are generally designed rather to re-
produce steady behaviors than to account for such changes. We examined the
collaboration network of mathematicians as constructed from the MR database
over the period 1985–2009 with the aim of understanding what essential trends
describe the network’s evolution, how the network structure differs by disci-
pline, and in particular how network evolution deviates from long-term trends
and what factors may account for such behaviors.
Several trends were straightforward over this period, including increasingly
rapid growth in both the community and in its output and greater connected-
ness (over a fixed period of time). The latter is indicated in several different
ways: larger teams of coauthors, greater total numbers of collaborators per re-
searcher, greater proportions of researchers connected through coauthorship,
shorter distances through coauthorship between researchers, and increased col-
laboration among a typical researcher’s collaborators. Moreover, these trends
were not explainable in terms of each other; graph models tailored to mimic the
network according to some of these trends, but to otherwise exhibit random
structure, do not account for others. It is fair to say by any standard that the
network has grown better-connected. (The literature also showed some signs
of an increased multidisciplinary quality, but this deserves closer scrutiny.)
Two major subnetworks, loosely corresponding to more pure and to more
applied disciplines within mathematics, exhibit similar long-term trends and
fluctuations to the aggregate. They also exhibit significant and consistent
Evolutionary Events in a Mathematical Sciences Research Collaboration Network 27
structural differences with each other. These may be explained in terms of
how disciplines are situated within the larger network, of how mathematicians
in different specialties engage with other researchers, or of different research
cultures within mathematics. Several questions could be asked and answered
graph-theoretically to tease these and other explanations apart.
Steady trends in the evolution of the MR network divide our 25-year in-
terval into three segments, separated at two moments we call events: one in
the mid-1990s, the other in the early 2000s. Both events heralded growth
and greater connectivity in each of the networks we studied (aggregate, pure,
and applied), but on closer inspection they show important differences. We
speculated that several real-world phenomena may have factored into these
events. Closer study of the MR database could provide greater insights, and
evidence from other sources could better inform and discriminate among these
hypotheses.
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Fig. 1 For three evenly-spaced 5-year intervals, (a) for values a = 1, . . . , 8, the expected
mean multidisciplinarity of the publications i with cooperatively ai = a, and (b) for values
m = 1, . . . , 10, the expected mean cooperativity of the publications i with productivity
mi = m.
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1
versus m and
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ai
versus a (1)
across a 5-year sliding window.
1.2 Connectivity-dependent clustering
Fig. 2 depicts connectivity-dependent clustering ck =
∑
kj=k
cj/
∑
kj=k
1 for
connectivities k = 2, . . . , 12 (note the logarithmic scale of the vertical axis).
It is immediately clear how the time series for average clustering depicted
in Fig. 10 (b) is largely determined by the (far more populous) researchers
of low connectivity and high clustering, while that for global clustering in
(a) is determined by the researchers of higher connectivity around whom far
more triangles congregate. In particular, researchers having 12 collaborators
were remarkably highly clustered early in our 25-year interval before declining
rapidly; following the mid-90s event they exhibit clustering in keeping with
the widely-observed negative relationship between k and ck.
1.3 Change point models
We fit change point models to time series data that were not clearly piecewise
linear, but that exhibited one or two major changes in behavior amid smallerar
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Fig. 2 Across a 5-year sliding window, ck for 2 ≤ k ≤ 12. Each time series ck is identified
by its value of k on the right vertical axis.
perturbations that the models interpret as normally-distributed error. The
principle behind change point models is the same as that behind linear models.
A traditional linear fit takes the form
yi = β0 + β1xi + i, i
iid∼ N(0, σ),
while our change point model takes the form
yi = β0 + β1xi + β2(xi − c)δxi>c + i, i iid∼ N(0, σ).
We caution that some basic statistical assumptions for change point models
are not met by this data: Particularly because adjacent sliding windows share
4 out of their 5 years but also because most authors publish in multiple years,
measurements performed on these windows cannot be considered independent.
Because each window contains a different (increasing) number of publications,
they cannot be considered identically distributed. By performing change point
analysis we do not intend to make predictions of future behavior but only
to take advantage of an effective method for identifying shifts in behavior
otherwise well-modeled linearly. All data and computations are available upon
request to the first author.
What follows is a simplification of the code we used to perform change
point analysis in R. We required a guess c at the change point and calculated
estimators for the coefficients by fitting a linear model lm1 to the data below c
(providing βˆ0 and βˆ1) and a linear model lm2 with fixed intercept at (c, lm1(c))
to the data above c (providing βˆ2).
# FUNCTION: Change point analysis on a collection of ordered pairs
changepoint.model <- function(
x, # points (independent), sorted
y, # values (dependent)
c # number in range(x)
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Fig. 3 Residuals from best linear fits overlaid with a change point fit about the mid-90s
event (5-year sliding windows).
) {
len <- length(x)
stopifnot(len == length(y))
# Linear model to estimate b0 and b1
m <- max(which(x < c))
lm1 <- lm(y[1:m] ~ x[1:m])
b0 <- lm1$coeff[1]
b1 <- lm1$coeff[2]
# Scaling model to estimate y-value of b2 at x = c
int <- lm1$coeff[1] + lm1$coeff[2] * c
# x-values with origin (c,int)
x2 <- x[(m + 1):len] - c
# y-values with origin (c,int)
y2 <- y[(m + 1):len] - int
lm2 <- lm(y2 ~ x2 + 0)
b2 <- lm2$coeff[1] - lm1$coeff[2]
# Change point model using estimators for c (given), b0, b1, and b2
return(summary(nls(
as.formula(’y ~ B0 + B1 * x + B2 * (x - C) * (x >= C)’),
start = list(C = c, B0 = b0, B1 = b1, B2 = b2)
)))}
Fig. 3 depicts the change point fits we used to examine the two events in
the main paper. In each plot the dotted vertical lines demarcate the intervals
used to construct the model.
We grouped the time series by shade (color online) in Figs. 13 and 14 (main
text) and in Figs. 3 and 4 (supplementary materials) according to the strength
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Fig. 4 Residuals from best linear fits overlaid with a change point fit about the early-00s
event (5-year sliding windows).
of their correlations. Fig. 5 depicts correlation plots for the original time series
(a) and for those computed for the few-author network (b).
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Fig. 5 Correlation matrices of time series of key statistics across 5-year sliding windows
(left) on the complete MR network and (right) on the few-author subnetwork.
We performed the same analysis—including time series and their normal-
izations for all diagnostics—over a 3-year sliding window for comparison. The
5time series closely track those across a 5-year window. We present in Fig. 6
the delay plots here for visual reference.
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Fig. 6 Delay plots for both change points using time series across a 3-year sliding window.
