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Given a set of n points with a table of distances, i.e., a finite metric space, can one 
realize these distances by appropriately chosen points in a metric space of a given 
type? The answer to this “isometric embedding problem” has long been known for 
the case of L, embedding with p = 1.2 or ~1. In this paper we ask, given that a 
finite metric space is embeddable, what is the minimum dimension required and 
what is its maximum for fixed n and p? The answer is trivial only for p=2. We 
develop methods and bounds for p = 1 and co. 
1. INTRODUCTION 
One of the central problems of metric geometry is to determine the con- 
ditions a metric space must satisfy in order to be isometrically embeddable 
in a given class of spaces [S]. In particular, for p = 1, 2 or co, when is a 
finite metric space (i.e., a table of distances between IZ points, satisfying the 
triangle inequality,) embeddable in a real L, space? For p = 1 the answer is 
known only in dual form, for p = 2 the conditions go back to Cayley and 
for p = cc one can always embed. Now we ask, given that a finite metric 
space is embeddable, what is the minimum dimension required and what is 
its maximum for given n andp? 
More precisely, let f,(n) be the smallest integer d such that any n-point 
metric space that can be isometrically embedded in the real L,(Q, B, p) for 
some measure space (Q, B, p) can also be isometrically embedded in RJ 
with 1, norm. 
Besides the intrinsic interest of this question for metric geometry, it is 
also naturally suggested by recent research in graph theory. See [S] for an 
extensive bibliography, and [9] for the complexity issues. 
In the sequel, all embeddings are required to be isometric. While some 
lemmata are stated, the final results are in the form of asserted relations for 
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the functionf, without formal theorem statements. The only general results 
are, for n > 4, 
(1.1) 
Methods to improve upon ( 1.1) for f, are developed. 
2. GENERALITIES 
The n points of a finite metric space can be labeled I,..., n with the distan- 
ces satisfying dji = 0, d,, = dji 2 0, d, 6 djk + djk. Vectors of (;), 
lexicographically ordered, ‘distances satisfying those relations form a 
polyhedral cone in (;)-dimensional real space, known as the metric cone. It 
is a closed cone because we do not require that dij = 0 imply i=j, that is, 
pseudometrics are admitted to yield closure. 
Any n-point metric space can be embedded in some (n + 1 )-point metric 
space: indeed one can “repeat” a point, with zero distance to its first incar- 
nation. Thus, for all p, 
fp(n + 1) >fp(n 1. 
We have obviously, for 1 <p d cc;, 
(2.1) 
f,(2)= 1, (2.2) 
f,(3)=& (2.3) 
in fact any 3-point metric space is embeddable in any real normed plane 
(the “circles” intersect by continuity and the triangle inequality). 
3. THE EUCLIDEAN CASE 
If an n-point metric space is embedded in some Hilbert space, then a 
translation makes point n the origin and the n - 1 other points span a 
euclidean subspace of dimension n - 1 or less. The regular simplex shows 
that this is best possible, hence 
f*(n)=n-1. (3.1) 
Remarkably this is thus derived without any need to know the conditions 
for embeddability! For the record, we state the form of these conditions 
most convenient for calculations. 
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Consider the n - 1 by n - 1 matrix with elements 
qn + dfn - d;. (i, j= 1 ,..., n-l) (3.2) 
introducing inner products, this is seen to be twice the Gram matrix with 
origin at point n. Thus the embedding is possible if and only if the matrix is 
positive semidefinite and its rank is the minimum dimension. 
Note that a 4-point metric space is not always L, embeddable. For more 
of the history and developments of euclidean embedding see Blumenthal 
c31. 
4. THE L, CASE 
It has long been known that any metric space M can be embedded in the 
space C(M) of continuous functions on M with sup norm (a fortiori, in an 
L, space). Just associate to x E M the function j”X which at point y E M 
takes the value fX(y) = d(y, x) - d(y, a), where a is an arbitrary fixed point 
in M. The subtraction, of d( y, a), required in general to make fX bounded, 
is unnecessary in the finite case. Then, as observed by Schoenberg [7], 
n - 1 dimensions suffice by associating to point i (i = l,..., n) the vector with 
coordinates (di,, d, ,..., die,- ,,) in R”- ’ with sup norm. Thus 
f%(n)<n- 1. (4.1) 
By (2.2) and (2.3), this holds with equality for n < 4. 
However, perhaps surprisingly, ’ one has 
f,,(4) = 2. (4.2) 
Indeed f,(4) 22 by (2.1) (2.3) and we now exhibit a construction to 
achieve planar embedding. 
Let the four points be labeled A, B, C, D with the labeling chosen such 
that 
AC+ BD = max(AB + CD, AC+ BD, AD + BC). 
The associated points of R2 are 
A: (0, BC- AC), 
(4.3) 
B: (AB, 0), 
C: (AB- BD + CD, BC), 
D: (AB-BD, BC-AC+AD), 
and the isometry is verified as follows. 
’ This fact has also been obtained, independently, by Noga Alon and Keith Ball. 
(4.4) 
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For distance AB, isometry requires 
max(AB, 1 BC - AC’ ) = AB, (4.5) 
which holds by the triangle inequality, and a similar situation applies to 
AD, BC, and CD. For AC it is required that 
max(IAB-BD+CDI, AC)=AC. (4.6) 
If BD > AB + CD then (4.6) holds because 
BD<AB+AC+CD (4.7) 
by the triangle inequality, while if BD < AB + CD then (4.6) holds because, 
from (4.3), 
AB+CD<AC+BD. (4.8) 
Likewise, for BD, the required 
max(BD, IBC-AC+ADl)=BD (4.9) 
holds by the triangle inequality if AC> BC+ AD and by (4.3) otherwise, 
which completes the proof of (4.2). 
Since in two dimensions the I, and I, norms are equivalent, one has 
f,(A)=2 (4.10) 
and the above construction gives another proof of the known fact that all 
four-point metric spaces are L,-embeddable. (Already for live points 
additional conditions [4] are required.) 
Next, we show that 
f,(n + 1) d 1 +fm(n). (4.11) 
Given an (n + 1)-point metric space, one can, by definition, embed the first 
n points P ,,..., P, into I”,, where d<f,(n). Let Pi be represented by 
(xi )...) ~3) in this embedding. The embedding into I”,’ ’ requires coordinates 
yj where i = l,..., d+l andj=l,...,n+l. 
Let 
yj = x{ (i= l,..., d; j= l,..., n) (4.12) 
and 
,d -d d+l- j/l+1 (j= l,..., n+ 1). (4.13) 
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By the embedding property of the x< and the triangle inequality, the dis- 
tances among the first n points are correctly represented. The distances 
from P, + 1 are achieved in coordinate d+ 1 by (4.13). Thus it only remains 
to choose the y;+ * (i = l,..., d) such that these distances are not exceeded in 
the first d coordinates. This condition is 
I Y1+’ -HI Gdi,n+l (i= l,..., d; j= l,..., n). (4.14) 
For each i, y;+ l must belong to the intersection of the n intervals 
C~-dj,,+1,yj+dj,~+11,j=l,..., n. One need only show that this intersec- 
tion is not empty, and this follows if every pair of intervals intersect (the 
one-dimensional Helly theorem). And indeed the distance of the centers of 
intervals j and k is 1 J$ - yf ) = Ix; - x;” 1 < djk d d,,n + , + dk.n + , proving 
existence of the y;+ I, hence of the embedding. This, together with (4.2) 
implies the upper bound 
f,(n)<n-2. (4.15) 
Turning to lower bounds, we now show that, for k > 0, 
fm(3k) z 2k. (4.16) 
Let the constants a, b satisfy 
Ocacbc2a. (4.17) 
Consider the metric space consisting of k triples of points, in which distan- 
ces of distinct points are b if they belong to the same triple and a otherwise. 
Suppose it embeds in I”,. Each distance must be achieved in at least one 
dimension. If a dimension achieves d,= b for i, j in the same triple, we may 
assume the coordinates are xi= 0, xj= b. Then if k belongs to another 
triple one must have, in this dimension, Ix“/ < a and Ixk - bl < a, constrain- 
ing xk to an interval of length 2a - b < b. Thus one dimension can achieve 
b-distances in but one triple, and since a proper triangle can not be 
achieved in one dimension at least 2 dimensions per triple are needed, 
proving (4.16). Using the fact that f,(n)<f,(n+ 1)~ 1 +f,(n) one 
obtains, for n > 1, 
(4.18) 
Together, (4.15) and (4.18) give J,(5) = 3 and f,(6)=4. The first open 
case is f,(7) = 4 or 5. (If it is 4 then f,(n) <n - 3 for n > 6, etc.). Results 
equivalent to (4.15) and (4.18) have been announced by Holsztynski [ 123. 
EMBEDDING OF FINITE METRIC SPACES 189 
5. THE Lr CASE 
The analysis of Lr embedding is based on the one-dimensional case. 
First, consider an embedding of n points into the line with a two-point 
image. The distance of the two image points being normalized to 1, the n 
points are split into two complementary nonempty sets with distance 1 
between points in different sets, 0 otherwise. There are 2”-’ - 1 possible 
splits of this type, each with a distinct 0 - 1 vector of (5) distances, among 
these there are (;) splits of type (k, n-k), kc n/2 and, for even n = 2k, 
there are $( ‘,“) splits of type (k, k). 
A chain of splits is a sequence of n - 1 splits, which differs only in label- 
ing from the sequence 
{1>l(L~~), (W)l{3,...,n), . . . . (L..,n-1>l(n>, (5.1) 
there are n !/2 chains, as direction does not matter. 
Assume that an n point metric space is embedded in the line, with xi the 
image of point i. For at least one permutation (r one has 
X dl)~X,(Z,G ... ~&r(n). 
Then the distance vector being realized can be written 
n-l 
d= 1 Ixn(i+*)- Xc7(i)Id{o(1) ,..., a(il)l{o(i+l) ,..., u(n)} 
i=l 
(5.2) 
(5.3) 
as a nonnegative combination of the split distance vectors from a chain of 
splits. 
Now if an n point metric space is embeddable in the real L, of some 
measure space (52, B, k), then it is embeddable in l;! because subsets of Sz 
on which the order of values of the image functions is the same can be con- 
densed to points without disturbing the isometry. This makes the distance 
vector of the space a sum of distance vectors embeddable in the line, hence 
a nonnegative linear combination of (distance vectors of) splits. Thus L1 
embedding is possible if and only if the distance vector belongs to the con- 
vex cone in real (‘;) space spanned by the split vectors, the Hamming cone 
CL 296, 111. 
By the homogeneous form of Carathtodory’s theorem, any such vector 
can be obtained as a positive linear combination of (5) or fewer extreme 
rays, i.e. splits, and as a split embeds in the line one has 
(5.4) 
The vectors in the Hamming cone that can be achieved using fewer than 
(1) splits form a nowhere dense null set of lower dimension. A reduction in 
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the upper bound must rely on the fact that a given vector may be 
obtainable in many different ways, each using another set of (;) splits. Since 
the splits in a chain can be obtained from the same dimension, one seeks a 
set of splits that can be covered with a minimum number of chains. As 
there are n - 1 splits per chain fi(n) > (;)/(n - 1) = n/2, a weak bound that 
can also be obtained by parameter counting. Rounding up gives 
(5.5) 
We postpone the improvement of the lower bound to the next section, 
devoting the rest of this section to upper bounding. First, as a warm-up, we 
give an L,-theoretic proof of the planar embeddability of 4-point spaces. 
The 7 distance vectors of the splits that span the Hamming cone in R6 
are the columns in the following table where each column is headed by the 
indices of points on one side of the split. 
1 2 3 4 12 13 14 
distance 
12 1 1 0 0 0 1 1 
13 1 0 1 0 1 0 1 
14. 1 0 0 1 1 1 0 
23 0 1 1 0 1 1 0 
24 0 1 0 1 1 0 1 
34 0 0 1 1 0 1 1 
(5.6) 
The 6 rows correspond to the 6 distances among 4 points. Any vector in 
the cone can be represented as a non-negative combination of these 7 vec- 
tors. Among the possible such representations of a vector there is certainly 
at least one with a zero coefficient (by Caratheodory’s theorem). We claim 
that there is a representation with a zero among the last 3 coefficients, i.e., 
that one can always dispense with one or the other of the three 2-2 splits. 
Indeed, if one has a representation with the last 3 coefficients positive, let 
1 be the smallest of the three. Then add to the vector of the 7 coefficients 
n(l, 1, 1, 1, - 1, - 1, - 1). As the added vector is orthogonal to every row 
of (5.6), the 7 coefficients so obtained are nonnegative, represent the same 
distance vector, and, by construction, there is a zero among the last 3. 
By symmetry, one may assume that the 14/23 split is the unused one. 
Then one need only observe that the following two chains cover the 6 other 
splits: 
1 2 3 4, 
2 4 13, 
(5.7) 
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giving a two-dimensional embedding. Let C, be the coefficient of the split 
a 1 a’. Then the coordinates can be read from the chains: 
1: (0, c2 + C,,) 
2: (Cl 3 0) 
3: (Cl + Cl23 c2 + ct3 + C,) 
4: cc, + Cl2 + c‘4, w 
(5.8) 
This gives f,(4) = 2 and since, for four points, the Hamming and metric 
cones are identical, all 4-point metric spaces are embeddable in I:( N I’,). 
For 5 points, there are 15 splits: 5 of type 1-4 and 10 of type 2-3 with dis- 
tance vectors in R’O given by the columns of the following table: 
1 2 3 4 5 12 13 14 15 23 24 25 34 35 45 
Distance 
12 110000111111000 
13 101001011100110 
14 100101101010101 
15 100011110001011 
23 011001100011110 
24 0 10 10 10 10 10 110 1 
25 010011001110011 
34 001100110110011 
35 001010101101101 
45 000110011011110 
aI2 00111100000 0 -1 -1 -1 
6, 2 1 1 1 1 -1 -1 -1 -1 0 0 0 0 0 0 
c 3 3 3 3 3 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 
(5.9) 
Below the table are given vectors in RI5 orthogonal to every row of the 
table. By symmetry, there are 10 vectors aij and 5 vectors bi such as the 
ones shown. 
LEMMA. Any distance vector in the Hamming cone for 5-point metric 
spaces can be obtained as combination of the 1-4 splits and at most 6 of the 
2-3 splits. 
Prooj Any vector in the cone can be represented by a combination of 
the splits with 15 nonnegative coefficient, the 10 coefficients of the 2-3 splits 
can be visualized as attached to the edges of the complete graph K, (edge 
12 for split 12/345, etc.). Suppose there are no zeros among these 10 coef- 
ficients. Then adding a multiple of c to the coefficient vector will generate 
at least one zero. If there is exactly one zero among the 10 coefficients, 
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choose an au having a zero in that position, adding a multiple to create at 
least one other zero. If there are exactly two zeros then one can find an a& 
having zeros in these two places and use it to create at least one more zero. 
If there are 3 zeros then at least two of the corresponding edges are 
adjacent, say 12 and 13; if the third zero is 23 then add a multiple of a23 to 
replace this zero by at least one other zero, preserving 12 and 13; if the 
third zero is 14, 25, or 35 use aI5 otherwise aI4 to produce a fourth zero. 
This reduces the number of 2-3 splits used to at most 6, as claimed. 
Now we show that 
fi(5) = 3. (5.10) 
By (5.5) it suffices to prove 3 to be an upper bound. By the lemma any dis- 
tance vector under consideration can be obtained using at most 6 of the 2-3 
splits, in addition to some of the 1-4 splits. If 4 of the edges of K, 
corresponding to the 2-3 splits used have a common vertex, say 12, 13, 14, 
15, then vector bl can be added to eliminate one of these four edges. Con- 
sider the case of 6 edges, no four with common vertex (the case of fewer 
than 6 follows a fortiori). Counting edge-vertex incidences, there are 3 
edges with a common point, label them 12, 13, 14. Only two of the three 
other edges can be incident on 2, 3, or 4. If the edges are 23, 24, and 34 
then use aI5 to trade one of them for 15 and then b, to eliminate one of the 
edges incident at 1. This leaves 5 edges which can be considered a subset of 
a set of 6 edges falling under one of the following cases. 
If only one edge is incident on 5, then modulo relabeling, the edges are 
12, 13, 14, 23, 25, 34 and these 2-3 splits as well as all l-4 splits are covered 
by the 3 chains. 
21534 
23425 (5.11) 
14523 
If two edges are incident on 5 one has the equivalent of either edges 12, 13, 
14, 24, 25, 35 covered by the chains 
12435 
31524 
41352 
or edges 12, 13, 14, 23, 25, 35 covered by the chains 
12453 
13425 
41532 
(5.12) 
(5.13) 
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If three edges are incident on 5 one has 12, 13, 14, 25, 35, 45 covered by 
21453 
13254 (5.14) 
14325 
This completes the proof of (5.10). 
For n = 6 arguments of this type show that one can always achieve a 
metric using at most 6 of the 10 3-3 splits and at most 9 of the 15 2-4 splits. 
In an extreme case, when these numbers and no l-5 splits are used, one can 
show that 6 dimensions suffice. There are however, many other cases. In 
the next section, we will show that f,(6) > 6 and we conjecture equality. 
6. LOWER BOUNDS FOR L,-EMBEDDING 
For each n > 5, define a metric space consisting of two special points A, 
B and n - 2 other points Pi (i = l,..., n-2). For 1 <i<jQn-2 and even n 
d(A, B)=2(n-3), d(A,Pi)=d(B,Pi)=n-3, d(P,,Pj)=n-2, (6.1) 
while for odd n 
d(A, B)=2(n-2), d(A, Pi)=n-3, d(B, Pi)=d(Pi, P;)=n- 1. (6.2) 
That these spaces are L,-embeddable is shown by the following construc- 
tions. For even n = 2k + 2 use the I, space of dimension (‘,“) and let A be its 
origin. All coordinates of B are 1. The (‘,“) subsets of k elements from 
{l,..., n - 2) can be indexed by the coordinates. In each coordinate the Pi 
with i in the corresponding set have component 1 and the others 0. This 
gives d(A, B) = (‘,“), d(A, Pi) = d(B, Pi) = $(‘,“) as half the coordinates of 
each Pi are 1. Adding the I, distances between the Pi in each axis gives, by 
symmetry 
d( Pi, Pj) = k2 
(2kk)l(22k)=&i(zkk)~ (6.3) 
and these distances are proportional to the given ones. 
For odd n = 2k + 3 use the I, space of dimension (‘“L ‘) with A as origin 
and B the all l’s vector. Associate the (‘“z ‘) subsets of k elements from 
( I,..., n - 2) with the coordinates and let Pi have component 1 when i is in 
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the associated set for the coordinate. This gives d(A, B) = (2k: ‘), 
d(A, Pi) = (k’k,) and, using symmetry, 
d(B,Pi)=d(Pi,Pj)= ; _ ( ) (6.4) 
These distances are proportional to the ones given for the odd case. 
For each n, denote by d, the lowest dimension 1, space in which these 
distances can be realized. Then, by (2.1), with ds = 3, n > 5, 
max d,,, <fl (n). 
SCrnbll (6.5) 
The determination of this lower bound reduces to a “weighted” form of 
block design problem: For m > s > r > 1 assign a nonnegative weight to 
each s-tuple from an m-set so that, for each r-tuple, the sum of the weights 
of the s-tuples containing the r-tuple is the same positive sum. This is to be 
done with the minimum number N(m, s, r) of s-tuples with strictly positive 
weight. Note that if the common sum is normalized to 1, the non-zero 
weights of the optimal solution satisfy rational linear equations. Hence an 
all rational solution for the weights exist. If the sum is not normalized, only 
integer weights (block multiplicities) need be considered. Only the case 
r = 2, i.e. balanced incomplete block designs with block multiplicities, is 
needed here. 
LEMMA. 
d,,=N(n-2, [f$],Z) (6.6) 
Proof: Let 1: be the minimum dimension I, space into which the metric 
is embeddable. By translation A can be taken as the origin and by reflec- 
tion symmetry the coordinates b,(a = l,..., d) of B can be assumed non- 
negative. Since the triangle inequality d(A, B) < d(A, Pi) + d(Pi, B) holds 
with equality it has to hold with equality in each coordinate. With 
Pi = (xi, )...) xi) this implies 
O<x;<b, (a= l)..., d; i= l,..., n-2). (6.7) 
If some b, = 0, all a-coordinates must vanish which contradicts the 
minimality of d. Hence b, > 0 (a = l,..., d). For even n = 2k + 2 (6.7) implies 
for each a, 
c Ix:-x’,I <k*b, 
IGicjg2k 
(6.8) 
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with equality if and only if k of the xi,..., x’,” are 0 and the other k are b,. 
Summing over a gives 
c d(P,, Pi, d k’d(A, B) (6.9) 
l<rcj<2k 
which can only hold with equality if (6.8) does so for all ct. As the given dis- 
tances produce equality in (6.9) we have 
xi = x,(i) b, (i = l,..., 2k; c1 = l,..., d) (6.10) 
with 1% indicator function of a k-tuple in (l,..., 2k). These d k-tuples are 
distinct for otherwise one could replace the two coordinates with propor- 
tional components by their sum without changing distances, contradicting 
the minimality of d. As d(A, B) = 2d(A, Pi) one has 
1 b, = 2 1 xx(i) b, 
2 1 
and 
d(Pi, f’i)=C Ix,(i)-x,(j)lb, 
I 
= C k(i) -x,(j))’ b, 
(6.12) 
as this must be td(A, B) for all pairs i#j, the sum of the weights b, of the 
k-tuples xa covering a given pair (i,j) is a constant, implying 
d, > N(2k, k, 2). (6.13) 
Conversely, if b, > 0 and x, (M = l,..., d) have the property then (6.12) is a 
constant and summation over j gives (6.11) so that a realization of the 
metric space in d dimensions is achieved. Thus d, = N(2k, k, 2) as claimed. 
For odd n = 2k + 3 (6.7) implies for each CL 
c Ix;-x’,l <k(k+ l)b * (6.14) 
I<i<j$2k+l 
with equality if and only if k of the x:, xf ,..., xzk+ ’ are 0 another k are b, 
and the last one is t,b, with 0 < t, < 1. 
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Summing over a gives 
c d(Pi, Pj) < k(k + 1) d(A, B) (6.15) 
l<i<jCZk+l 
which holds with equality by (6.2) so that (6.14) must hold with equality 
for each ~1. From (6.2) one also has d(A, Pi) = ((n - 3)/2(n - 2)) d(A, B) or 
summing over i gives 
x(k+W,=kCb, 
c ci 
(6.16) 
(6.17) 
implying t, = 0 for all a. 
Hence 
XL = x,(i) b,, (6.18) 
where for each a, x. is the indicator function of a k-tuple in { 1, 
2,..., 2k + 1). The k-tuples are distinct by minimality of d. For each i (6.16) 
gives 
(6.19) 
and for each pair i, j, 
d(Pi, J’j) = C km(i) - LU) I b, 
= C h(i) -x&))’ bm 
cl 
=&~k--2~x,(i)x.(i)b. 
a a 
(6.20) 
which shows that the xD: satisfy the weighted block design condition, so that 
d,, > N(2k + 1, k, 2). (6.21) 
Reversing the argument shows that equality holds in (6.21), completing the 
proof of the lemma. 
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It is clear from the definition that N(m, r, I) = (y), thus 
f,(6) 3 ds = N(4,2,2) = 6 
and 
f,(7) 2 d7 = N(5,2,2) = 10. 
For general n, one can improve (5.5) to 
(6.22) 
(6.23) 
(6.24) 
(compare to (4.15)) by a rank argument. 
Indeed, the left inequality follows from (6.5) and (6.6); and for the right 
inequality, observe that C, b,xJi) x,(j) takes one positive value for i #j 
and a different positive value for i =j, so that this (n - 2) x (n - 2) matrix is 
nonsingular. Since each value of a contributes a dyad (rank one matrix) to 
the sum, there must be at least n - 2 positive b, to obtain a rank n - 2 sum. 
(This is the simplest special case of Fisher’s inequality for balanced incom- 
plete block designs.) 
Standard, equal-weight block designs give N(6, 3,2) < 10, N(7, 3,2) < 7, 
and N(8,4,2) < 14. In all three cases equality holds. Indeed for N(7, 3,2) 
this follows from (6.24). For N(6, 3, 2) suppose that a pair, say 12, is 
covered by just one positive-weight triple, say 123 of weight 2. Then the 9 
other triples covering 12, 13 or 23 must have zero weight. For i= 1,2,3, 
this leaves only triples i45, i46, and i56 to cover pairs i4, i5, and i6. These 
triples must therefore have weight 1. This however puts an excessive weight 
of 3 on pairs 45, 46, and 56. Thus each pair must be covered by at least 2 
triples, requiring at least 10 triples in total, as claimed. Similarly, for 
N(8,4,2) = 14 one need only show that each pair is covered by at least 3 
positive-weight quadruples. Indeed, if not, then there is a pair, say 12, 
covered either 
( 1) by just one quadruple, say 1234, 
(2) by just 2 quadruples with a third common point, say 1234 and 
1235, or 
(3) by just 2 quadruples such as 1234 and 1256. 
In the first case, all 6 pairs in 1234 get full weight, say 3, from this one 
quadruple. Any other quadruple containing any of those pairs must have 
weight zero. There are 17 quadruples left, of which the 16 other than 5678 
are the only ones to cover the 16 pairs intersecting both 1234 and 5678. 
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The corresponding sum equations imply that the 16 quadruples all have 
weight 1 and as pair 56 is covered by 8 such quadruples one has a con- 
tradiction. In the second case use [abc. .. Ik to denote any k distinct 
elements from the set enumerated in the brackets. Since 1234 gives full 
weight to pairs 12, 23 and 13 all other quadruples covering these pairs 
must have zero weight. With the 33 quadruples 123[678]’ and 
[ 12312[4567812 thus eliminated, there remain only 37 quadruples belong- 
ing to the 6 types 123[45]‘, [123]‘45[678]‘, [123]1[45]1[678]2, 
[123]l678, 45[67812 and [45]‘678. To show that no weighted design with 
these sets is possible, duality is used as follows. Let A,, be 1 when 
quadruple q contains pair p, 0 otherwise. If a solution exists then, for all p 
c A,, wy = c, (6.25) 
where c > 0, wy >, 0, and q runs through the 37 available quadruples. If real 
weights vP are assigned to the pairs such that C,,v,<O while for each 
available q 
C A,,v, B 0, 
1, 
(6.26) 
then multiplying (6.25) by v, and summing over p yields a contradiction. 
This is achieved by taking vp to be 1 for pairs [ 123]‘[4511 and [67812, - 1 
for [12312 and [123]‘[678]’ and 0 for [45]‘[67811 and 45. 
In the third case the 13 quadruples 12[34]‘[56]‘, 12[3456]‘[78]’ and 
1278 must have weight 0 as they cover the already saturated pair 12. That 
no solution is possible with the 57 remaining quadruples follows as in case 
two with the pair weights vP of -6 for pair 12, - 1 for pairs [ 12]‘[78]’ 
and [ 34) I [ 56]‘, 0 for pairs [ 34561’ [ 78]‘, + 1 for pairs [ 123 ’ [ 34561’ and 
78, and +2 for pairs 34 and 56. In conclusion one has 
f,(lO)>, 14. (6.27) 
Whether, for higher n, the standard designs can be improved upon by 
the use of weights is an open question, which recent work [lo] on balan- 
ced incomplete block designs with multiplicities does not resolve. 
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