For a K3 surface X and its bounded derived category of coherent sheaves D(X), we have the notion of stability conditions on D(X) in the sense of T.Bridgeland. In this paper, we show that the moduli stack of semistable objects in D(X) with a fixed numerical class and a phase is represented by an Artin stack of finite type over C. Then following D.Joyce's work, we introduce the invariants counting semistable objects in D(X), and show that the invariants are independent of a choice of a stability condition.
Introduction
The work of this paper is motivated by D.Joyce's recent work [21] , [16] , [17] , [18] , [19] , especially [18, Conjecture 6.25] on the counting invariants of semistable objects on K3 surfaces or Abelian surfaces. Such invariants are expected to produce automorphic functions on the space of stability conditions in the sense of T.Bridgeland [5] .
Stability conditions
Let X be a smooth projective variety over C, Coh(X) the Abelian category of coherent sheaves on X, and D(X) the bounded derived category of Coh(X). For an ample divisor ω on X, there is a notion of ω-Giesker stability on Coh(X), and the moduli spaces of semistable sheaves have been studied in detail up to now [12] . The notion of stability conditions on a triangulated category T (especially including the case of T = D(X)) was introduced by T.Bridgeland [5] motivated by M.Douglas's Π-stability [10] , [11] . Roughly it consists of data σ = (Z, P),
where Z is a group homomorphism and P(φ) is a full subcategory for each φ ∈ R, and these data satisfy some axiom. Then Bridgeland [5] showed that the set of good stability conditions has a structure of a complex manifold. When T = D(X), the space of stability conditions Stab(X) carries a map, Z : Stab(X) −→ N (X) * C , where N (X) = K(X)/ ≡ is a numerical Grothendieck group. (See Definition 2.4 below.) The precise descriptions of the space Stab(X) have been studied in the articles [6] , [7] , [9] , [27] , [26] , [24] , [15] , [2] , [28] , [29] . In particular when X is a K3 surface or an Abelian surface, Bridgeland [6] described Stab * (X), one of the connected components of Stab(X), as a covering space over a certain open subset P + 0 (X) ⊂ N (X) * C , and related its Galois group to the group of autoequivalences of D(X).
In general when X is a Calabi-Yau manifold, it is expected that the space Stab(X) describes the so called "stringy Kähler moduli space". More precisely Bridgeland conjectures in [4] that the double quotient space, Auteq D(X)\ Stab(X)/C, (1) contains the stringy Kähler moduli space M K (X). This is, in a mirror sideX, isomorphic to the moduli space of the complex structures M C (X). Note that ifX is an elliptic curve, M C (X) is nothing but the modular curve H/ SL(2, Z), where H ⊂ C is the upper half plane. On the space H, several automorphic functions (Eisenstein series, j-invariant) have been studied. Thus it is interesting to construct automorphic functions on the space Stab(X) purely from the categorical data of D(X), and compare the classical theory in the mirror side.
Counting invariants of semistable sheaves
D.Joyce's recent work [21] , [16] , [17] , [18] , [19] are attempts to introduce some structures on the space Stab(X), such as Frobenius structures or automorphic functions. However for several technical reasons, his arguments work only on the space of stability conditions on an Abelian category. What we are interested in this paper is the work [18] , where D.Joyce studies certain counting invariants of semistable sheaves on a K3 surface X. We denote C(X) ⊂ N (X) the image of Coh(X) → N (X). Let α ∈ C(X) be a numerical class and Λ a Q-algebra. We consider a motivic invariant, Υ : (quasi-projective varieties) −→ Λ.
As an example, one can take Λ = Q(z) and Υ(Y ) to be the virtual Poincare polynomial of Y . Using Υ, D.Joyce [18] constructs an invariantÎ α (ω) ∈ Λ which counts ω-Giesker semistable sheaves of numerical type α, and its weighted countinĝ
Theorem 1.2. Conjecture 1.1 is true.
As stated in [8] , [18] , it is interesting to compare the formula (4) with the Borcherd's work [3] on the product expansions of the automorphic forms.
Moduli problems
The first issue in attacking Conjecture 1.1 is to develop the moduli theory of semistable objects in the sense of Bridgeland. The moduli theory of objects in D(X) is studied in some articles [13] , [14] , [23] , [1] . In the recent work of Inaba [14] , he constructs some nice moduli spaces of complexes, using the notion of ample sequences. However the relationship between Bridgeland's stability conditions [5] and Inaba's stability conditions using ample sequences [14] is not clear. On the other hand, for our purpose we do not require the moduli spaces to have good properties, (projective, fine, etc). In fact we only need it to be an Artin stack of finite type. Thus in Section 3, we work over D(X) for an arbitrary smooth projective variety X and establish the general arguments to guarantee the moduli stacks to be Artin stacks of finite type.
In Section 3, the work of Lieblich [23] would help us. Let M be the moduli stack of objects E ∈ D(X) which satisfies Ext <0 (E, E) = 0. Then he showed that M is an Artin stack of locally finite type over C. For α ∈ N (X), φ ∈ R and σ = (Z, P) ∈ Stab(X), we study the substack,
which is the moduli stack of E ∈ P(φ) and of numerical type α. At least we have to resolve the following two problems, addressed by [1] .
Counting invariants of semistable objects

Stability conditions on triangulated categories
Definition 2.1. A stability condition on a triangulated category T consists of data σ = (Z, P), where Z : K(T ) → C is a linear map, and P(φ) ⊂ T is a full additive subcategory for each φ ∈ R, which satisfy the following:
• P(φ + 1) = P(φ) [1] .
• If φ 1 > φ 2 and A i ∈ P(φ i ), then Hom(A 1 , A 2 ) = 0.
• If E ∈ P(φ) is non-zero, then Z(E) = m(E) exp(iπφ) for some m(E) ∈ R >0 .
• For a non-zero object E ∈ T , we have the following collection of triangles: such that A j ∈ P(φ j ) with φ 1 > φ 2 > · · · > φ n .
We denote φ + σ (E) = φ 1 and φ − σ (E) = φ n . The map Z is called the central charge. From the definition, one can show that P(φ) is an Abelian category. The non-zero objects of P(φ) are called semistable of phase φ, and simple objects of P(φ) are called stable. The objects A j are called semistable factors of E with respect to σ. For an object E ∈ T the mass m σ (E) ∈ R >0 is defined by
The following proposition is useful in constructing stability conditions.
Proposition 2.2. [5, Proposition 4.2]
Giving a stability condition on T is equivalent to giving a heart of a bounded t-structure A ⊂ T , and a group homomorphism Z : K(T ) → C called a stability function, such that for a non-zero object E ∈ A one has Z(E) ∈ {r exp(iπφ) | r > 0, 0 < φ ≤ 1}, and the pair (Z, A) satisfies the Harder-Narasimhan property.
For the Harder-Narasimhan property, we refer [5, Definition 2.3] . For a non-zero E ∈ A, one can find φ(E) ∈ (0, 1] which satisfies Z(E) ∈ R >0 e iπφ(E) . We also call φ(E) the phase of E. The correspondence in Proposition 2.2 is given by
Here for an interval I ⊂ R, the subcategory P(I) ⊂ T is defined to be the smallest extension closed subcategory which contains P(φ) for φ ∈ I. In particular P((0, 1]) is a heart of a tstructure on T , and similarly
is also a heart of a t-structure for any φ ∈ R. (See [5, Section 3] .) On the other hand for φ 1 , φ 2 ∈ R with 0 < φ 2 − φ 1 < 1, the category P((φ 1 , φ 2 ]) is only a quasi-Abelian category.
We say a morphism E 1 → E 2 in P((φ 1 , φ 2 ]) strict epimorphism if it fits into the triangle
. For the detail, we refer [5, Section 4].
The space of stability conditions
The set of stability conditions which satisfies the technical condition local finiteness [5, Definition 5.7] is denoted by Stab(T ). It is shown in [5, Section 6] that Stab(T ) has a natural topology. In fact for σ ∈ Stab(T ) and ε > 0, there is a subset
and {B ε (σ)} ε,σ gives an open basis of Stab(T ). We refer [5, Section 6] for the construction of B ε (σ). Here we only note that for τ = (W, Q) ∈ B ε (σ), one has
for any φ ∈ R. (See [5, Lemma 6.1] .) Forgetting the information of P, we have the map Let GL + (2, R) be the universal cover of GL + (2, R). There is the right action of GL + (2, R), and the left action of the group Auteq(T ) on Stab(T ) [5, Lemma 8.2] . By the description in loc.cite., the action of GL + (2, R) does not change the set of semistable objects. The subgroup
Numerical stability conditions
In general Stab(T ) is infinite dimensional. So usually we consider the space of numerical stability conditions. Let X be a smooth projective variety. Recall that we have the pairing,
and it descends to the paring on K(X).
Definition 2.4. We define the numerical Grothendieck group N (X) to be the quotient group,
where
The set of locally finite numerical stability conditions is denoted by Stab(X). There exists a map, Z : Stab(X) −→ N (X) * C , and since the dimension of N (X) C is finite, any connected component Stab * (X) is a complex manifold. In this paper, we introduce the notion of algebraic stability conditions. Definition 2.5. We call a stability condition σ = (Z, P) ∈ Stab(X) algebraic if the image of
If σ = (Z, P) is algebraic, then the image of Z is discrete and the Abelian category P((0, 1]) is Noetherian [1, Proposition 5.0.1]. Here we put a notation and an easy remark. Definition 2.6. Define I ⊂ R to be I = {φ ∈ R | there exists a rational point in R >0 e iπφ }.
Note that I is a dense countable subset in R.
Remark 2.7. Let us take an algebraic stability condition σ = (Z, P) and φ ∈ I. By (6), we can find g ∈ C such that g(σ) = (Z ′ , P ′ ) is also algebraic and
is also noetherian for φ ∈ I.
Wall and chamber structures
Let Stab * (X) be one of the connected components of Stab(X). We use the wall and chamber structure on the space Stab * (X). For the detail we refer [6, Section 9] . For a fixed σ ∈ Stab * (X),
we say a subset S ⊂ D(X) has bounded mass if there exists m > 0 such that m σ (E) ≤ m for any E ∈ S. Note that this notion does not depend on a choice of σ ∈ Stab * (X Proposition 2.8. Assume that for any bounded mass subset S ⊂ D(X), the numerical classes
is a finite set. Then for any compact subset B ⊂ Stab * (X), there exists a finite number of real codimension one submanifolds {W γ | γ ∈ Γ} on Stab * (X) such that if Γ ′ is a subset of Γ and C is one of the connected components,
then if E ∈ S is semistable in some σ ∈ C, then it is semistable for all σ ∈ C.
Proof. The proof is a straightforward adaptation of the proof of [6, Proposition 9.3] and we leave the readers to check the detail. Here we only recall the construction of the walls {W γ } γ∈Γ . For a bounded mass subset S ⊂ D(X), Bridgeland [6, Proposition 9.3] considered another bounded mass subset S ⊂ S ′ ⊂ D(X),
and let v 1 , · · · , v n ∈ N (X) be the numerical classes of S ′ . Let Γ be the set of pairs (v i , v j ) such that v i and v j are not proportional in N (X). Then for γ = (v i , v j ) ∈ Γ, W γ is defined to be
It is proved in [6, Lemma 9.2] that the assumption of Proposition 2.8 is satisfied when X is a K3 surface or an Abelian surface.
We say a connected component Stab * (X) is full if the image of the map Stab
is an open subset of N (X) * C . Note that if Stab * (X) is full, then the subset which consists of algebraic stability conditions is dense in Stab * (X). Here we give the following easy lemma.
Lemma 2.9. Assume that Stab * (X) is full. Let B
• be an open subset of Stab * (X) and its closure B is compact. Then for a connected component C of (9), the set of points σ ∈ C which are algebraic is dense in C.
Proof. This follows by the description of the walls (10) . By this description it is easy to check that any intersection ∩ γ∈Γ ′ W γ contains a dense subset of algebraic stability conditions.
Moduli stacks of semistable objects
In this section, X is a smooth complex projective variety, and S is a C-scheme. We always assume S is connected. For an object E ∈ D(X × S) and a S-scheme T → S, we denote by E T the derived pull-back of E to X × T . We denote p : X × S → X, q S : X × S → S, the projections respectively. For a set of objects S ⊂ D(X), we say it is bounded if there is a C-scheme Q of finite type and F ∈ D(X × Q) such that any object E ∈ S is isomorphic to F q for some q ∈ Q. Also we say a map ν : S −→ R, is bounded (resp bounded above, bounded below) if there is c ∈ R such that |ν(E)| ≤ c. (resp ν(E) ≤ c, ν(E) ≥ c.) For the generalities of Artin stacks, one can consult [22] .
Openness of stability conditions
Let M be the 2-functor
which sends a C-scheme S to the groupoid M(S) whose objects consist of E ∈ M(S) which is relatively perfect [23, Definition 2.1.1] and satisfies
For the detail we refer [23] . Lieblich showed the following. Take σ = (Z, P) ∈ Stab(X), φ ∈ R and α ∈ N (X). Note that any object E ∈ P(φ) satisfies (11). Thus it is possible to define the following. Definition 3.2. We define M (α,φ) (σ) to be the set of σ-semistable objects of phase φ and numerical type α, and
the substack of objects in M (α,φ) (σ).
We have the following.
is an Artin stack of finite type over C.
This implies M • is also finite type, and it gives an atlas of M (α,φ) (σ).
Our purpose here is to give the sufficient condition for M (α,φ) (σ) to be an open substack of M. We consider the following claim.
Claim 3.4. For a smooth quasi-projective variety S and E ∈ M(S), assume that the locus
is not empty. Then there is an open subset U ⊂ S which is contained in S • .
By the following lemma, it is enough to consider Claim 3.4. Proof. By Theorem 3.1, it suffices to show that for an arbitrary affine C-scheme S of finite type and E ∈ M(S), the locus (12) is open in S. Assume Claim 3.4 is true and take an affine Cscheme S of finite type and E ∈ M(S). Assume that the locus (12) is not empty. Let g : S ′ → S be a resolution of singularities. Note that the locus S ′ • ⊂ S ′ determined by E S ′ ∈ M(S ′ ) and (12) is not empty because g is surjective. Applying Claim 3.4 to E S ′ , there is an open subset
Restricting to the locus where g is an isomorphism, we obtain an
Otherwise take the pull-back E Z 1 ∈ M(Z 1 ) and apply the same argument. Then we obtain an open subset U 2 ⊂ Z 1 ∩ S • in Z 1 and a closed subset Z 2 = Z 1 \ U 2 , which is also closed in S.
Repeating this argument, we get a sequence of closed subsets in S,
which must be terminate because S is noetherian. Then Z = ∩ i Z i is a closed subset of S and we have
Sheaf of t-structures
Here we introduce the sheaf of t-structures studied by D.Abramovich and A.Polishchunk [1] . Let A ⊂ D(X) be a heart of a bounded t-structure and assume that A is noetherian. Take a smooth projective variety S and an ample line bundle L ∈ Pic(S). 
is a heart of a bounded t-structure on D(X × S), independent of a choice of L. Furthermore it is a noetherian Abelian category.
The subcategory A S ⊂ D(X × S) extends to a sheaf of bounded t-structures [1, Theorem 2.7.2], i.e. for an open subset j : U ⊂ S, there exists a heart of a bounded t-structure 
We say E ∈ A S is t-flat if for any s ∈ S one has E s ∈ A. Since U → A U is a sheaf of t-structures, if E ∈ M(S) satisfies E s ∈ A for all s ∈ S, then Theorem 3.7 and [1, Lemma 2.1.1] show that E ∈ A S and it is t-flat. For a closed point s ∈ S and the inclusion i s : X ×{s} ֒→ X ×S, it is shown in [1, Lemma 2.
is right t-exact with respect to the t-structures with hearts A S , A respectively. Thus one has the following lemma.
Lemma 3.8. Let 0 → H → E → F → 0 be an exact sequence in A S and assume that E, F are t-flat. Then H is also t-flat.
For our purpose, we have to consider the following problem called generic flatness problem.
Problem 3.9. [1, Problem 3.5.1] For E ∈ A S , is there an open subset U ⊂ S such that for each s ∈ U , we have E s ∈ A? Remark 3.10. If Problem 3.9 is true, the same argument of Lemma 3.5 shows the following: for an arbitrary C-scheme S of finite type, the points s ∈ S on which E s ∈ A is in fact open.
In [1] , there is a partial result for Problem 3.9.
Proposition 3.11. [1, Proposition 3.5.3] For E ∈ A S , there is a dense subset U ⊂ S such that for each s ∈ U , we have E s ∈ A.
The generic flatness problem requires U to be open in Zariski topology. Let us take an algebraic stability condition σ = (Z, P) ∈ Stab(X). The purpose here is to reduce Claim 3.4 to Problem 3.9.
Lemma 3.12. Let S be a smooth quasi-projective variety, φ ∈ R and α ∈ N (X).
(i) For E ∈ M(S), assume the locus S • defined by (12) is non-empty. Then S • is dense in S.
(ii) In the same situation of (i), assume Problem 3.9 is true for A φ = P((φ − 1, φ]). Then Proof. (i) Because S • is non-empty and σ is algebraic, we have φ ∈ I. Hence A φ = P((φ − 1, φ]) is noetherian by Remark 2.7. Let us take s ∈ S • . Note that E s ∈ P(φ) ⊂ A φ . Thus by Lemma 2.7 and Theorem 3.7, there exists an open subset s ∈ U ⊂ S such that E U ∈ A φ,U . Therefore by Proposition 3.11 there exists dense subset U ′ ⊂ U such that for s ′ ∈ U ′ , we have
(ii) If we assume the generic flatness for A φ , then we can take U ′ in the proof of (i) to be open.
Boundedness of semistable objects
Here we discuss the boundedness of semistable objects and certain quotient objects. We fix an algebraic stability condition σ = (Z, P) ∈ Stab(X).
Problem 3.13. For any α ∈ N (X) and φ ∈ R, is the set of objects M (α,φ) (σ) bounded?
We show the following.
Lemma 3.14. Assume Problem 3.13 is true for a fixed σ. Then for any φ ∈ (0, 1) and G ∈ A the following set of objects,
Note that Im Z(F i ) > 0 except i = 1. Because σ is algebraic, the image N (X)
→ R is discrete. Thus (13) implies that the map E → n(E) on Q(G, φ) is bounded, and the following set
is a finite set.
Next there exist surjections,
is bounded above. On the other hand since φ(E) ≤ φ < 1 and Im
is bounded below. Combined with the fact that (15) is bounded above, the following set
is a finite set. Since we assume that Problem 3.13 is true, the boundedness of n(E) and the finiteness of (14), (17) imply that the set of objects
is bounded. Thus Q(G, φ) is also bounded by Lemma 3.15 below.
Here we have used the following easy lemma.
Lemma 3.15. Let S i ⊂ D(X) be the sets of objects for 1 ≤ i ≤ 3 and S 1 , S 2 are bounded. Assume that for any object E 3 ∈ S 3 , there is E i ∈ S i for i = 1, 2 and a triangle,
Then S 3 is also bounded.
The proof is easy and leave it to the reader. In fact it is enough to notice that Ext
Assuming Problem 3.9 and Problem 3.13, we can construct certain schemes which parameterize quotient objects. Let E ∈ A S be a t-flat family and take φ ∈ (0, 1). We consider the following functors,
such that Quot(E, φ) (resp S ub(E, φ)) takes a S-scheme T to the isomorphism classes of objects F ∈ M(T ) together with a morphism E T → F, (resp F → E T ) such that
• For each closed point t ∈ T , the induced morphism
Proposition 3.16. For a fixed σ, assume Problem 3.9 for A = P((0, 1]) and Problem 3.13 are true. Then for any φ ∈ (0, 1) there exist S-schemes Q(E, φ), S(E, φ) which are of finite type over S, and morphisms over S,
which are surjective on C-valued points of Quot(E, φ) and S ub(E, φ).
Proof. First let us construct Q(E, φ). By [1, Lemma 2.6.2], there exists an object G ∈ A, n ∈ Z and a surjection G S ⊗ L −n ։ E in A S . Note that the induced morphism G → E s is a surjection by Lemma 3.8. By the assumption and Lemma 3.14, there is a C-scheme Q 1 of finite type over C and an object F ∈ M(Q 1 ) such that any object in Q(G, φ) is isomorphic to F q for some
Since we assume the generic flatness for A, the locus
has the form Hom( E U , M ) for some locally free sheaf E U on U . Here F U is the pull-back of repeatedly. Then we obtain an affine scheme of finite type Q 3 with a morphism Q 3 → Q 2 , which is bijective on closed points, and a locally free sheaf E on Q 3 such that the functor Coh(Q 3 ) → Coh(Q 3 ) given in the same way as (18) has the form Hom( E, * ). Furthermore the functor
Thus there exists an universal morphism
. Let H be its cone, i.e. H fits into the distinguished triangle in D(X × V( E)),
.
For q ∈ V( E), note that F q is contained in A. Thus the induced morphism E q → F q is surjective in A if and only if H q ∈ A. Then define Q(E, φ) to be the locus,
is an open subscheme of V( E), in particular it is of finite type over S. The restriction of
to Q(E, φ) induces a morphism,
which is surjective on C-valued points by the construction. Next we construct S(E, φ). Since φ(E s ) does not depend on s ∈ S, we can easily see the following: there exists φ ′ ∈ (0, 1) such that for any s ∈ S and a subobject H ⊂ E s in A with φ(H) > φ, we have φ(E s /H) ≤ φ ′ . Let us consider Q(E, φ ′ ) and the universal quotient
We consider the distinguished triangle,
Note that H q ∈ A, thus one can define its phase φ(H q ) ∈ (0, 1]). Then we construct S(E, φ) as follows,
Since q → φ(H q ) is locally constant on Q(E, φ ′ ), the locus S(E, φ) is a union of the connected components of Q(E, φ ′ ), in particular of finite type over S. The induced morphism H S(E,φ) → E S(E,φ) gives a morphism S(E, φ) → S ub(E, φ), which is surjective on C-valued points.
Generic flatness for
Again we fix an algebraic stability condition σ = (Z, P) ∈ Stab(X). Here we study the generic flatness for P((φ − 1, φ]) under several assumptions. The purpose here is the following.
Proposition 3.17. Under the same assumption as in Proposition 3.16, let us take φ ∈ I. Then Problem 3.9 is true for
Proof. For E ∈ A φ,S , let us find an open subset U ⊂ S on which E s ∈ A φ . We may assume 0 < φ ≤ 1. By [1, Lemma 3.2.1] we may also assume S is projective, and let L ∈ Pic(S) be an ample line bundle. Then E ∈ A φ,S implies,
for n ≫ 0. We denote by H i A ( * ), H i A S ( * ) the i-th cohomology functors on D(X), D(X × S) with respect to the t-structures with hearts A, A S respectively. Then (19) implies
On the other hand, we have
for n ≫ 0. The first equality comes from [1, Proposition 2.1.3]. Thus (20) and (21) imply
for n ≫ 0. It is easy to deduce from (22) that H i A S (E) = 0 unless i = 0, 1, by using the standard t-structure on D(X × S).
Since we assume the generic flatness for A, there exists an open set S 1 ⊂ S such that for s ∈ S 1 one has E i s ∈ A. Since we have the distinguished triangle E 0 → E → E 1 [−1], we have the distinguished triangle in D(X),
for s ∈ S 1 . Hence for s ∈ S 1 , E s ∈ A φ is equivalent to the following,
Thus it is enough to find an open set U ⊂ S 1 where (23) holds. Note that by Proposition 3.11 there are dense points s ∈ S 1 on which (23) holds. First we consider the locus where E 1 s ∈ P((φ, 1]) holds. Let π φ be the morphisms, 1] ) if and only if s / ∈ im π φ , and such points are dense in S 1 . This implies π φ is not dominant. Because Q(E 1 , φ) is of finite type, there is an open subset U ⊂ S 1 \ im π φ , and (23) holds on U .
]) if and only if there is no surjection
We can argue in a similar way (using S(E, φ) instead of Q(E, φ)) to find an open subset U ⊂ S 1 where E 0 s ∈ P((0, φ]) holds. We leave the detail to the reader.
3.5 Sufficient conditions for M (α,φ) (σ) to be an Artin stack of finite type
Here we give the sufficient condition for M (α,φ) (σ) to be an Artin stack of finite type. First let us consider a slight generalization of Proposition 3.16. As before we fix an algebraic stability condition σ = (Z, P) ∈ Stab(X), and A = P((0, 1]). Take φ 0 , φ 1 ∈ I with φ 1 − φ 0 < 1, and E ∈ M(S) which satisfies E s ∈ P((φ 0 , φ 1 ]) for all s ∈ S. We define the functor,
by associating a S-scheme T to the set of isomorphism classes of F ∈ M(T ) together with a morphism E T → F such that for each t ∈ T , the induced morphism E t → F t is a strict epimorphism in P((φ 0 , φ 1 ]). We need the following.
Lemma 3.18. Under the same assumption as in Proposition 3.16, take φ 0 , φ 1 ∈ I as above.
Then there exists a S-scheme Q(E, φ 0 , φ 1 ) of finite type over S and a morphism
which is surjective on C-valued points.
Proof. Let us take φ 2 ∈ I which satisfies φ 0 , φ 1 ∈ (φ 2 − 1, φ 2 ), and
By Remark 2.7, one can apply Lemma 3.14 and conclude that the following set of objects
is bounded. As in Proposition 3.16, there exists a surjection G S ⊗ L −n ։ E in A φ 2 ,S for some n ∈ Z and L ∈ Pic(S) is an ample line bundle. By the boundedness of Q(G, φ 0 , φ 1 ), there exists a C-scheme Q 1 of finite type and
is isomorphic to F 1,q for some q ∈ Q 1 . By the assumption and Proposition 3.17, the generic flatness holds for P((φ − 1, φ]) with φ ∈ I. Thus the locus
Now we can follow the same construction as in Proposition 3.16 and obtain
Let Stab * (X) ⊂ Stab(X) be one of the full connected components of Stab(X). We put the following assumption on Stab * (X).
Assumption 3.19.
• For any bounded mass subset S ⊂ D(X), the set of numerical classes (8) is finite.
• There is a subset V ⊂ Stab * (X) which consists of algebraic stability conditions and satisfies the following: for any algebraic σ ∈ Stab * (X), there exist Φ ∈ Auteq D(X) and g ∈ GL + (2, R) such that g • Φ(σ) is also algebraic and contained in V.
Then we show the following.
Theorem 3.20. Under the Assumption 3.19, assume that for any σ = (Z, P) ∈ V, Problem 3.9 for A = P((0, 1]) and Problem 3.13 are true. Then for any σ ∈ Stab * (X), α ∈ N (X) and φ ∈ R, the stack M (α,φ) (σ) is an Artin stack of finite type over C.
Note that by Lemma 3.3 and Lemma 3.5, it suffices to check Claim 3.4 and Problem 3.13. Also note that by Proposition 3.17 and Lemma 3.12(ii), the result holds for any σ ∈ V. We divide the proof into some steps.
Step 1. The result holds for an algebraic stability condition σ = (Z, P) ∈ V.
Proof. First we show Claim 3.4 holds. For a smooth quasi-projective variety S and E ∈ M(S), assume the locus S • defined by (12) is non-empty. Note that S • is dense in S by Lemma 3.12 (i). Since σ ∈ V, there exists
For E ∈ P((φ − 1/2, φ + 1/2]), we denote by φ(E) ∈ (φ − 1/2, φ + 1/2] the phase with respect to the stability function Z. By the assumption for σ ′ ∈ V and Proposition 3.17, there is an open subset S 1 ⊂ S on which E s ∈ P ′ ((φ 0 , φ 1 ]). Now we have
On the other hand, assume there is a strict epimorphism
Thus we obtain,
be the S-scheme constructed in Lemma 3.18 applied for σ ′ . Let E Q(E,φ 4 ,φ 5 ) → F be the universal family on X × Q(E, φ 4 , φ 5 ) and define Q • (E, φ 4 , φ 5 ) to be the locus
Since . Next we check that M (α,φ) (σ) is bounded. Take E ∈ M (α,φ) (σ) and let F i ∈ P ′ ((φ 0 , φ 1 ]) for 1 ≤ i ≤ n(E) be the semistable factors of E in σ ′ . Because σ ′ is algebraic and φ 1 − φ 0 < 1, the map E → n(E) is bounded on M (α,φ) (σ) and
is a finite set. Since we assume that Problem 3.13 is true for σ ′ , the set of objects
is bounded. Thus M (α,φ) (σ) is also bounded by Lemma 3.15.
Step 2. The result holds for any algebraic stability condition σ ∈ Stab * (X).
Proof. Note that Φ ∈ Auteq D(X) induces a 1-isomorphism,
Also note that an action of g ∈ GL + (2, R) does not change the set of semistable objects. Thus
for some φ ′ ∈ R. Hence if the result holds for σ ∈ Stab * (X), then it also holds for g • Φ(σ)
for any Φ ∈ Auteq D(X) and g ∈ GL + (2, R). Thus the results holds for any algebraic stability condition σ ∈ Stab * (X) by the Assumption 3.19 and Step 1.
Step 3. The result holds for any σ = (Z, P) ∈ Stab * (X).
Proof. Let σ ∈ B • ⊂ Stab * (X) be an open neighborhood of σ such that its closure B is compact. Let S ⊂ D(X) be S := {E ∈ D(X) | E is of numerical type α and semistable in some σ ′ ∈ B}.
Then S has bounded mass, hence by Assumption 3.19 and Proposition 2.8, there exists a finite number of codimension one walls {W γ } γ∈Γ which gives a wall and chamber structure on B. Let Γ ′ ⊂ Γ be the subset which satisfies,
Let C be the connected component of the right hand side of (24) which contains σ. Then if E is of numerical type α and semistable in σ, then it is semistable for any σ ′ ∈ C. We can take σ ′ = (Z ′ , P ′ ) to be algebraic by Lemma 2.9. Thus M (α,φ) (σ) = M (α,φ ′ ) (σ ′ ) for some φ ′ . Then the result follows from Step 2.
Remark 3.21. Note that Assumption 3.19 and Proposition 3.17 also imply the following: the set of σ = (Z, P) ∈ Stab * (X) such that P((φ − 1, φ]) satisfies the generic flatness for any φ ∈ I is dense in Stab * (X).
Semistable objects on a K3 surface
In this section we assume X is a K3 surface or an Abelian surface. The aim of this section is to show that the assumption in Theorem 3.20 is satisfied in this case.
Mukai lattices and Mukai vectors
Let NS * (X) be the Mukai lattice,
For v i = (r i , l i , s i ) with i = 1, 2, its bilinear pairing is given by
For an object E ∈ D(X) its Mukai vector is defined as follows.
Here ǫ = 1 if X is a K3 surface and ǫ = 0 if X is an Abelian surface. Sending an object to its Mukai vector gives an isomorphism,
Under the identification (26), the bilinear pairing −χ(E 1 , E 2 ) on the left hand side goes to the pairing (25).
Twisted Giesker-stability and µ-stability
We recall the notion of twisted Giesker-stability and µ-stability on the category of coherent sheaves Coh(X). For the detail, one can consult [12] , [25] . Let L ∈ Pic(X) be an ample line bundle and set ω = c 1 (L). For E ∈ Coh(X) and M ∈ Pic(X) one can write the twisted Hilbert polynomial as follows,
for a i ∈ Q and a d = 0. For β = c 1 (M), define the twisted reduced Hilbert polynomial P (E, β, ω, n) to be
When β = 0, we simply write it P (E, ω, n). Note that (27) is calculated by chern characters of E, M and L. Thus by formally replacing the chern characters by their fractional, we can define P (E, β, ω, n) for Q-divisors β and ω, and E ∈ N (X). Explicitly when v(E) = (r, l, s) with r > 0, we have
and (27) = n + (s − β · l)/ω · l when r = 0, l = 0, and (27) = s when r = l = 0. Also for a torsion free sheaf E, define µ ω (E) ∈ Q to be
Definition
for n ≫ 0. If β = 0, we say simply ω-Giesker (semi)stable. Also a torsion free sheaf E is µ ω -(semi)stable if for any subsheaf F E one has
There are notions of Harder-Narasimhan filtrations in both stability conditions [25] .
Stability conditions on a K3 surface
Here we recall the constructions of stability conditions on a K3 surface or an Abelian surface X studied in [6] . Let β, ω be Q-divisors on X with ω ample. For a torsion free sheaf E ∈ Coh(X), One has the Harder-Narasimhan filtration
to be the subcategory consists of sheaves whose torsion free parts have µ ω -semistable HarderNarasimhan factors of slope µ ω (F i ) > β · ω. Also define F (β,ω) ⊂ Coh(X) to be the subcategory consists of torsion free sheaves whose µ ω -semistable factors have slope
Definition 4.2. We define A (β,ω) to be Then define Z (β,ω) : N (X) → C by the formula.
Explicitly if v(E) = (r, l, s) and r = 0, then (29) is written as
If r = 0, (29) is written as Z(E) = (−s + l · β) + i(l · ω). We define σ (β,ω) to be the pair (Z (β,ω) , A (β,ω) ).
Proposition 4.4. [6, Lemma 6.2, Proposition 7.1]
The subcategory A (β,ω) ⊂ D(X) is a heart of a bounded t-structure, and the pair σ (β,ω) gives a stability condition on D(X) if and only if for any spherical sheaf E on X, one has Z (β,ω) / ∈ R ≤0 . This holds whenever ω 2 > 2.
Let Stab * (X) be the connected component of Stab(X) which contains σ (β,ω) , and define V ⊂ Stab * (X) to be Finally we give the following useful lemma.
(ii) For Q-divisors β, ω with ω ample and m ∈ R >0 , the set of Mukai vectors
is finite.
(iii) For E ∈ N (X), assume v(E) = (0, l, s) ∈ NS * (X) with l = 0. Then
(iv) For E, E ′ ∈ N (X), P (E, β, ω, n) = P (E ′ , β, ω, n) if and only if
for infinitely many k ∈ Q.
Proof. (i) is proved in [6, Lemma 5.1] and (ii) is proved in [6, Lemma 8.2]. (iii) and (iv) follows easily from (28) and (30).
Generic flatness for A (β,ω) .
Here we show the generic flatness in a special case.
Lemma 4.7. Problem 3.9 is true for A = A (β,ω) .
Proof. Let S be a smooth projective variety over C, L ∈ Pic(S) be an ample line bundle. Let us take E ∈ A S . By the definition of A S , we have
degenerates for n ≫ 0. Therefore H j (E) = 0 unless j = −1 or 0. By [12, Theorem 2.3.2], there is an open subset U ⊂ S and filtrations of coherent sheaves,
• Each F i and T i are flat sheaves on U .
• For s ∈ U , the filtrations
are Harder-Narasimhan filtrations in ω-Giesker stability.
Note that E s ∈ A (β,ω) is equivalent to
and such points are dense in S by Proposition 3.11. For each i, s, s ′ ∈ U , the coherent sheaves F i s , T i s are numerically equivalent to F i s ′ , T i s ′ respectively. Therefore (32) holds for any s ∈ U . This implies E s ∈ A (β,ω) for any s ∈ U .
Boundedness of semistable objects
Next we check the boundedness of M α (σ (β,ω) ), where σ (β,ω) ∈ V. Let us prepare some notation and lemmas. For E ∈ A (β,ω) , let
be the maximal torsion subsheaf of H 0 (E), and set
be µ ω -stable factors of H 0 (E) fr , H −1 (E) respectively. Also let
be (β, ω)-twisted stable factors of H 0 (E) tor . For the numbering, we set as follows.
Also for α ∈ N (X), define the set of objects M α (β, ω) to be
We prepare the following lemma.
Lemma 4.8. The maps on M α (β, ω),
are bounded. Furthermore the sets
are finite sets.
Proof. For E ∈ M α (β, ω), we have the inequality,
Note that each term of the above sum is positive. Noting that β and ω are rational, we can conclude the result.
The next step is to bound the real part of Z (β,ω) (T i ) and Z (β,ω) (F i [1] ). For the later use, we also give the bound of real part of Z (β,kω) ( * ).
Lemma 4.9. There exist constants C, C ′ , N , which depend only on α, β and ω such that
for any E ∈ M α (β, ω).
Proof. We give the proof of (35). The proof of (36) is similar. Denote
Note that r i > 0 for 1 ≤ i ≤ a(E), and
which is bounded by Lemma 4.8. Thus the Hodge index theorem implies that there exists a constant C ′′ > 0 which depends only on α, β and ω such that
By Lemma 4.6 (i), we have v(T
Similarly we have
Thus one can find a desired N > 0.
Finally we give the following preparation.
Lemma 4.10. Let S be a subset of M α (β, ω).
is bounded above on S. Then the following set,
(
is bounded below on S. Then the following set,
Proof. We show (ii). The proof of (i) is similar and leave it to the reader. For E ∈ S, we have
Note that
is bounded by Lemma 4.8. Therefore the map E → e(E) is bounded and the following set is a finite set:
Then combined with Lemma 4.8, the following set is a finite set:
By the finiteness of (40) and Lemma 4.6, the set (38) is also finite. Now we can show the following.
Proposition 4.11. Problem 3.13 is true for any σ (β,ω) ∈ V.
It is enough to show the boundedness of
| E is of numerical type α and semistable in σ (β,ω) }.
Note that we have M α (σ (β,ω) ) ⊂ M α (β, ω). Let T , T ′ and F be the sets of objects, ,ω) )},
By Lemma 3.15, it suffices to show that each T , T ′ and F are bounded. We divide the proof into two steps.
Step 1. The sets of objects T , F are bounded.
Proof. Take E ∈ M α (σ (β,ω) ). Note that we have the exact sequence in A (β,ω) ,
and the semistability of E implies
Therefore if we consider the maps on M α (σ (β,ω) ),
then (41) is bounded above and (42) is bounded below. Thus one can apply Lemma 4.10 and conclude that the sets
are finite sets. Since the set of Giesker-stable sheaves with a fixed Mukai vector is bounded, (see [12] ) the sets of sheaves
are bounded. Thus T and F are also bounded by Lemma 3.15
Step 2. The set of sheaves T ′ is bounded.
Proof. For a(E) < i ≤ b(E) we may assume P (T i , β, ω, n) > P (T i+1 , β, ω, n). Hence by Lemma 4.6 (iii) we have
Note that there is an exact sequence
both in Coh(X) and A (β,ω) . Let H 0 (E)/T ′ ∈ Coh(X) be the cokernel of the inclusion,
in Coh(X). Then the following composition, A (β,ω) . Thus we have
and the semistability of E implies φ(E) ≤ φ(H 0 (E)/T ′ ). Hence the map
is bounded above. Since T is bounded, it follows that Re Z (β,ω) (T b(E) ) is also bounded above. Hence by Lemma 4.8 and (43), there is a constant C ′′′ (which depends only on α, β and ω) such that
On the other hand we have
Note that E → Re Z (β,ω) (H 0 (E) tor ) is bounded on M α (σ (β,ω) ) because T and F are bounded. Thus the boundedness of (45) together with (44) and Re
show that the set,
is a finite set, and E → c(E) is bounded. Hence by Lemma 4.8, the finiteness of (46), and using Lemma 4.6 (ii), we conclude that the set
is a finite set. Again the set of sheaves,
is bounded, thus T ′ is also bounded by Lemma 3.15
Combined with the result in the previous section, we obtain the following.
Theorem 4.12. Let X be a K3 surface or an Abelian surface. Then for any σ ∈ Stab * (X), α ∈ N (X), φ ∈ R, the stack M (α,φ) (σ) is an Artin stack of finite type over C.
Proof. This follows from Theorem 3.20, Theorem 4.5, Lemma 4.7, and Proposition 4.11.
Invariants counting semistable objects
In this section, X is a K3 surface or an Abelian surface, M is the moduli stack of objects E ∈ D(X) with Ext <0 (E, E) = 0 as in the previous section. The aim here is to investigate the invariants introduced by D.Joyce [18] .
Stack functions
Let D be an Artin stack over C. Following D.Joyce's work [18] , we introduce the notion of stack functions on D. We consider the pairs (R, ρ), where R is an Artin C-stack of finite type over C with affine geometric stabilizers and ρ : R → D is a 1-morphism. We say two pairs (R, ρ), (R ′ , ρ ′ ) equivalent if there exists a 1-isomorphism τ : R → R ′ such that ρ ′ • τ is 2-isomorphic to ρ. Here [(R, ρ)] is an equivalence class of (R, ρ) and the relation ∼ is generated by
where R † is a closed substack of R. 
As in [18, Definition 2.7], we can define a Q-bilinear product SF(D)
Let Π : D → C be a 1-morphism of Artin C-stacks. Then define the push-forward Π * : SF(D) → SF(C) by
If Π is of finite type, one can define the pull-back Π * : SF(C) → SF(D),
The tensor product ⊗ : Definition 5.2. For σ ∈ Stab * (X), α ∈ N (X) and φ ∈ R, we define δ (α,φ) (σ) to be
Ringel-Hall algebras
Take an algebraic stability condition σ = (Z, P) ∈ Stab(X) and let A φ = P((φ − 1, φ]) for φ ∈ I. Assume the generic flatness holds for A φ . Then the stack of objects in A φ is an open substack of M, thus in particular it is an Artin stack over C. We denote it by ObjA φ ⊂ M. We introduce the associative multiplication * on SF(ObjA φ ) based on Ringel-Hall algebras. Let Obj(A φ , n) be the moduli stack of filtrations,
with E ∈ A φ . It is shown in [21, Theorem 8.2] that Obj(A φ , n) is an Artin stack of locally finite type over C. We have the following 1-morphisms,
Here p i : Obj(A φ , n) → ObjA φ is defined to be
and Π n : Obj(A φ , n) → ObjA φ is defined to be
It is shown in [21, Theorem 8.4] that
n i=1 p i is of finite type, thus one can define its pull-back. One has the following diagram,
It is shown in [16, Theorem 5.2] that * is associative and SF(ObjA φ ) is a Q-algebra with identity
For an interval I ⊂ R, set C σ (I) ⊂ N (X) to be
to be the stack of filtrations (47) such that F i = E i /E i−1 is semistable in σ and of numerical type α i .
Note that α ∈ C σ ((φ − 1, φ] ), there is a unique phase φ(α) ∈ (φ − 1, φ] with respect to the stability function Z. Also note that the element δ (α,φ(α)) (σ) ∈ SF(M) is regarded as the element of SF(ObjA φ ). 1, φ]) , we have the following equality in SF(ObjA φ ),
Proof. By the definition we have
in SF(Obj (A φ , n) ). Thus it is enough to apply Π n * to (51) and use (49).
Motivic invariants of Artin stacks
Let K(Var) be the Grothendieck ring of quasi-projective varieties. This is a Z-module generated by the isomorphism classes of quasi-projective varieties [X], and relations
extends to a ring structure on K(Var). Suppose Λ is a commutative Q-algebra and Υ is a ring homomorphism,
Write l = Υ(A 1 ) ∈ Λ. We assume l and l k − 1 are invertible in Λ for k ≥ 1. This assumption is required for the value
to be invertible in Λ.
Example 5.6. We can take Λ = Q(z) and Υ([X]) = P (X; z) the virtual Poincare polynomial of X. When X is smooth projective, P (X; z) is the usual Poincare polynomial such that if G is a special algebraic C-group which acts on a quasi-projective variety X, then
Let Π : M → Spec C be the structure morphism. Given a motivic invariant Υ : K(Var) → Λ as in (52), we have the following maps,
Definition 5.8. Take σ = (Z, P) ∈ Stab * (X) and α ∈ N (X). We define I α (σ) ∈ Λ as follows.
If Z(α) = 0, we set I α (σ) = 0. Otherwise take φ ∈ R which satisfies Z(α) ∈ R >0 e iπφ , and define
The definition of I α (σ) is an analogue of [18, Definition 6.1]. It is clear that the definition of I α (σ) does not depend on a choice of φ. Then as an analogue of [18, Definition 6.22], we introduce the invariant J α (σ) ∈ Λ.
Definition 5.9. We define J α (σ) ∈ Λ as follows. If Z(α) = 0, we set J α (σ) = 0. Otherwise choose φ ∈ R which satisfies Z(α) ∈ R >0 e iπφ , and define J α (σ) to be
Again the definition of J α (σ) does not depend on a choice of φ.
Note that since we assume X is K3 surface or an Abelian surface, the algebra A(A φ , Λ, χ) is a commutative algebra. Let i α : Obj α A φ ⊂ ObjA φ be the substack which parameterizes E ∈ A φ of numerical type α. We denote by Π α : Obj α A φ → Spec C the structure morphism. Given a motivic invariant Υ as in (52), we construct the map Θ : SF(ObjA φ ) → A(A φ , Λ, χ) to be
Remark 5.15. The definition of J α (σ) is motivated by the weighted sum in the Ringel-Hall algebra. In fact Joyce [17, Theorem 8.7] showed that the following weighted sum in SF(ObjA φ ),
with α i ∈ C σ (φ(α)) is contained in a certain Lie subalgebra SF ind (ObjA ψ ). Roughly it means that the stack function ǫ (α,φ(α)) (σ) is supported on indecomposable objects. Hence if Θ is a ring homomorphism, we have Θ(ǫ (α,φ(α)) (σ)) = ǫ α (σ) and in particular one can invert z = −1 to J α (σ) ∈ Q(z) in Example 5.6. However Θ is not ring homomorphism in our case, so instead J α (σ) is defined as the weighted sum in the algebra A(A φ , Λ, χ) rather than the Ringel-Hall algebra. This is the motivation of the invariants explained in [18] .
Although the map Θ is not a ring homomorphism, we have the following proposition.
where φ(α i ) ∈ (φ − 1, φ] the phase with respect to the stability function Z. Then we have the following equality in A(A φ , Λ, χ),
Proof. This is obtained by applying [18, Proposition 6.20] for the Abelian category P((φ− 1, φ]).
Behavior of invariants in a chamber
Let us investigate how the invariant (54) vary under a change of stability conditions. From here until the end of section, we fix α ∈ N (X). Let B • ⊂ Stab * (X) be an open subset and its closure B = B
• is compact. Let S ⊂ D(X) be the set of objects,
Then S has a bounded mass, thus there exists a finite number of codimension one submanifods {W γ } γ∈Γ which gives a wall and chamber structure on B. Let C be one of the connected component,
Proposition 5.17. Take σ i = (Z i , P i ) ∈ C for i = 0, 1. Then we have J α (σ 0 ) = J α (σ 1 ).
Proof. First assume Z 0 (α) ∈ R >0 e iπφ for some φ ∈ R and Z 1 (α) = 0. Then there is no object F ∈ S which is semistable in σ 1 and of numerical type α. Because σ 0 and σ 1 are contained in the same chamber, there is no object F ∈ S which is semistable in σ 0 and of numerical type α.
Note that if the sum (54) for σ 0 is non-zero, there exist
is non-zero, and α 1 + · · · + α n = α. By the definition of I α i (σ 0 ), there must be an object E i ∈ P 0 (φ) of numerical type α i for all i. Then ⊕ n i=1 E i is semistable in σ 0 and of numerical type α, which is a contradiction. Hence in this case, one has
Thus we may assume
Thus we have E i ∈ S. Note that for each i and j, the values Z 0 (α i ) and Z 0 (α j ) are proportional. Furthermore we have σ 0 / ∈ W γ for any γ. By the construction of W γ in Proposition 2.8, this implies α i and α j must be proportional in N (X), hence α i is proportional to α. Choose a path λ : [0, 1] −→ C, such that λ(0) = σ 0 and λ(1) = σ 1 . We denote λ(t) = σ t = (Z t , P t ). For an arbitrary E i ∈ P 0 (φ) of numerical type α i , we have E i ∈ S, thus E i is also semistable in σ t . Hence Z t (α i ) = 0 for t ∈ [0, 1], and the phase of E i in σ t is uniquely determined independent of a choice of E i ∈ P 0 (φ). Thus there is φ ′ ∈ R which satisfies Z 1 (α i ) ∈ R >0 e iπφ ′ such that
By the converse argument, we obtain
Because α i is proportional to α, we have Z 1 (α) ∈ R >0 e iπφ ′ and α i ∈ C σ 1 (φ ′ ). Hence the sum (54) for J α (σ 0 ) and J α (σ 1 ) are identified.
Behavior of invariants near a wall
Next we investigate the behavior of the invariants near a wall W λ . Here we use the same notation as in (5.5). Take 0 < ε < 1/6 and σ i = (Z i , P i ) ∈ Stab * (X) for i = 0, 1. We assume the following.
• σ 0 is algebraic, σ 0 ∈ C, and P((ψ − 1, ψ]) satisfies the generic flatness for any ψ ∈ I. (See Remark 3.21.)
• σ 1 ∈ W γ ∩ C for some γ and σ 0 ∈ B ε (σ 1 ). (See (5).)
First we give the following lemma.
Lemma 5.18. Assume Z 1 (α) = 0. Then we have
Proof. By the definition, we have J α (σ 1 ) = 0. Assume that there is an object E ∈ D(X), semistable in σ 0 of numerical type α. Then E ∈ S, hence E is semistable for arbitrary σ ′ 0 ∈ C. By the comment in [5] after [5, Proposition 8.1] , E is also semistable in σ 0 hence a contradiction. Therefore there is no semistable object in σ 0 of numerical type α, and this implies J α (σ 0 ) = 0.
By Lemma 5.18 , it is enough to consider the case of Z 1 (α) = 0. Choose φ ∈ R which satisfies Z 1 (α) ∈ R >0 e iπφ . Note that for any β ∈ C σ 0 ((φ − ε, φ + ε)), we can define the phases
with respect to stability functions Z 0 , Z 1 respectively. We fix ψ ∈ I which satisfies
We consider the Q-algebra (SF(ObjA ψ ), * ).
Lemma 5.19. We have the following equality in SF(ObjA ψ ),
where α i ∈ C σ 0 ((φ − ε, φ + ε)), and {α i } 1≤i≤n satisfy
Proof. We show the following decomposition,
where α i ∈ C σ 0 ((φ − ε, φ + ε)) and satisfies (60). First note that any object E ∈ P 1 (φ) of numerical type α has the unique filtration
is semistable in σ 0 and of numerical type α i ∈ C σ 0 ((φ − ε, φ + ε)), which satisfies φ 0 (α 1 ) > · · · > φ 0 (α n ). Since 0 < ε < 1/6, we have
thus F i ∈ S. Therefore F i is semistable for any σ ′ 0 ∈ C, hence it is also semistable in σ 1 . The condition σ 1 ∈ C implies that φ 1 (α 1 ) ≥ · · · ≥ φ 1 (α n ). Because E is semistable in σ 1 , we must have
Conversely take α 1 , · · · , α n ∈ C σ 0 ((φ − ε, φ + ε)) which satisfies α 1 + · · · + α n = α and (60). Suppose there is a filtration
in A φ such that F i = E i /E i−1 is semistable in σ 0 and of numerical type α i . Again we have
Hence F i is also semistable in σ 1 , and (60) implies E is also semistable in σ 1 . Also note that we have the isomorphism of the stabilizers,
Hence we have the decomposition (61). Using (50), the formula (59) follows.
Next we compare ǫ α (σ i ) ∈ A(A ψ , Λ, χ) near a wall. Following [18, Definition 4.2], we introduce the following combinatorial values.
Definition 5.20. For α 1 , · · · , α n ∈ C σ 0 ((φ − ε, φ + ε)), consider the following two conditions.
(a) φ 0 (α i ) ≤ φ 0 (α i+1 ), and
If for all i = 1, · · · , n − 1 one of the above two conditions is satisfied, then define
where r is the number of i = 1, · · · , n − 1 satisfying (a). Otherwise define S({α i } 1≤i≤n , σ 0 , σ 1 ) = 0.
The values S({α i } 1≤i≤n , σ 0 , σ 1 ) give the transformation coefficients of the invariants.
Lemma 5.21. We have the following equality in A(A φ , χ, Λ),
where α i ∈ C σ 0 ((φ − ε, φ + ε)).
Proof. Applying Θ to (59) and using Proposition 5.16, we have
where α 1 , · · · , α n ∈ C σ 0 ((φ − ε, φ + ε)) satisfies (60). Therefore it is enough to check that the right hand sides of (63) and (62) are equal. Suppose that α 1 , · · · , α n in (62) satisfies
Then for all i, there exist E i ∈ P 0 (φ 0 (α i )) which is of numerical type α i . Since 0 < ε < 1/6, we have |Z 0 (E i )| ≤ |Z 0 (α)|. Thus E i ∈ S, and by the construction of walls W λ in Proposition 2.8, we have the following:
Thus the coefficient S({α i } 1≤i≤n , σ 0 , σ 1 ) for which α 1 , · · · , α n satisfy (64) is calculated by the property (65) in a purely combinatorial way. It is computed in [18, 5.2] and the result is
Theorem 5.24. For σ = (Z, P) ∈ Stab * (X) and α ∈ N (X), the invariant J α (σ) ∈ Λ does not depend on a choice of σ.
Proof. Take σ = (Z, P) ∈ Stab * (X) and τ = (W, Q) ∈ Stab * (X). Let λ be a path
such that λ(0) = σ and λ(1) = τ . We take a connected open set B • ⊂ Stab * (X) which contains λ([0, 1]) and its closure B = B
• is compact. We consider the set of objects S as in (58) and the associated walls {W γ } γ∈Γ . We denote λ(t) = σ t = (Z t , P t ). We may assume that the set of points K ⊂ [0, 1] on which σ t is algebraic and P t ((ψ − 1, ψ]) satisfies the generic flatness for any
for some W γ , and s 0 = 0, s N +1 = 1.
• For any t ∈ (s i , s i+1 ), we have λ(t) / ∈ W γ for any γ.
• σ t
By Proposition 5.17 and Proposition 5.23, we have
By Theorem 5.24, the following definition is well-defined.
Definition 5.25. For α ∈ N (X), we define J α ∈ Λ to be J α (σ) for some σ ∈ Stab * (X).
Let Auteq * D(X) be the subgroup of Φ ∈ Auteq D(X) which preserves the connected component Stab * (X). Also for Φ ∈ Auteq * D(X), we denote
the induced automorphism. We have the following corollary of Theorem 5.24.
Proof. We have
6 Comparison of invariants which count semistable objects and semistable sheaves
In this section we compare J α andĴ α , whereĴ α is a counting invariant of semistable sheaves introduced in [18] .
Counting invariants of semistable sheaves
Let Λ be a Q-algebra and Υ : K(Var) → Λ be a motivic invariant as in (52). We denote by C(X) the image,
For α ∈ C(X), we recall the definition ofĴ α ∈ Λ introduced in [18] . Let ω be an ample divisor on X. We consider the moduli stack,M
which is the stack of ω-Giesker semistable sheaves of numerical type α. Letδ α (ω) ∈ SF(M) be the associated stack function. We consider the map Υ ′ • Π * : SF(M) → Λ as in (53). 
where α i ∈ C(X) satisfies P (α i , ω, n) = P (α, ω, n).
Joyce [18] showed the following. For α ∈ C(X), we denoteĴ α ∈ Λ to beĴ α (ω) for some ample divisor ω, which is well-defined by Theorem 6.2.
Comparison of
Here we compare J α andĴ α for α ∈ C(X). Let us take an ample divisor ω and k ∈ Q ≥1 . We use the following notation,
The idea is is to compare the following two values,
in the limit k → ∞. In [6, Proposition 14.2], Bridgeland proved that (putting a certain assumption on a numerical class), an object E ∈ D(X) is semistable in σ k for all k ≫ 0 if and only if E is ω-Giesker semistable. This is what string theory predicts that BPS branes in the limit k → ∞ are in fact Giesker stable sheaves. What we actually have to prove is that we can choose k > 0 uniformly so that it works for any semistable objects. First we give the following lemma.
Lemma 6.3. For an ample line bundle L ∈ Pic(X), one has
Proof. Note that tensoring L gives an autoequivalence ⊗L ∈ Auteq * D(X). Thus J α = J α⊗L follows from Corollary 5.26. Next let ω = c 1 (L). Then by Theorem 6.2 we haveĴ α =Ĵ α (ω). The equalityĴ α (ω) =Ĵ α⊗L (ω) follows easily from the fact that for any ω-Giesker semistable sheaf E of numerical type α, E ⊗ L is also ω -Giesker semistable and it is of numerical type α ⊗ L.
For α ∈ C(X) we denote v(α) = (r, l, s). We show the following proposition.
Proposition 6.4. Suppose ω · l > 0 or r = l = 0, and choose 0 < φ k ≤ 1 which satisfies Z kω (α) ∈ R >0 e iπφ k . Then there exists N > 0 such that for all k ≥ N and α ′ which satisfies
Proof.
Step 1.
First by Lemma 4.6 (i), (ii), the set of α ′ ∈ N (X) which satisfies (70) is a finite set for a fixed α. When r = l = 0, any object E ∈ A ω of numerical type α is a zero dimensional sheaf, so the result is obvious. Thus we may assume ω · l > 0. In this case φ k goes to zero for k → ∞ when r > 0 and goes to 1/2 when r = 0. Thus there is N > 0 so that φ k ≤ 3/4 for all k ≥ N . Take E ∈ M (α ′ ,φ k ) (σ k ) and α ′ which satisfies (70). Then we have
Thus the map on
is bounded below. Note that E is contained in M α (β, ω), and the map E → Im Z ω (E) on M α (β, ω) is bounded by Lemma 4.8. Therefore the map on
is bounded below. Thus using Lemma 4.9, we may assume that
Then one can apply Lemma 4.10 and the set
is a finite set. Let us denote the above sets v 1 , · · · , v n . Then lim k→∞ φ k (v i ) = 1, so by replacing N if necessary, we have φ k (v i ) > 3/4 for any k ≥ N and 1 ≤ i ≤ n. This implies that for k ≥ N any object E ∈ M (α ′ ,φ k ) (σ k ) satisfies H −1 (E) = 0, so E is a sheaf.
Step 2.
Next we show that any E ∈ ∪ k≥N,α ′ M (α ′ ,φ k ) (σ k ) is a ω-Giesker semistable sheaf, by replacing N if necessary. Assume that E is not ω-Giesker semistable, and let T be the ω-Giesker semistable factor of E of the smallest reduced Hilbert polynomial. We denote v(E) = (r ′ , l ′ , s ′ ), v(T ) = (r ′′ , l ′′ , s ′′ ).
Note that r ′ = 0 is equivalent to r ′′ = 0, and in this case E must be ω-semistable by Lemma 4.6 (iii). Thus we may assume r ′ > 0, r ′′ > 0. Note that in this case φ k goes to 0 for k → ∞. Since the map E → T is a surjection in A ω , and E is σ k -semistable, one has φ k (E) ≤ φ k (T ). Thus we have
Explicitly (71) is equivalent to
Also we note that
Here the third equality comes from Lemma 4.6 (i). Then (72) and (73) imply that the set
is a finite set. Applying the same argument for other torsion free Giesker-semistable factors, we deduce that the set {v(E fr ) ∈ NS * (X) | E ∈ ∪ k≥N,α ′ M (α ′ ,φ k ) (σ k )}, is a finite set. It follows that the set
is also a finite set, say v ′ 1 , · · · , v ′ m . Since φ k (v ′ i ) goes to 1/2 for each i, we have φ k (v ′ i ) > φ k for k ≥ N , after replacing N if necessary. Thus for such N and k, we have E tor = 0, i.e. E is torsion free. By the definition of T , one has
We have
So after replacing N we have φ k (E) > φ k (T ) for k ≥ N . Such N is determined by only a numerical class of T . Thus the finiteness of (74) implies that one can take N uniformly so that φ k (E) > φ k (T ) for all E ∈ M (α ′ ,φ k ) (σ k ) and k ≥ N . This contradicts to E is σ k -semistable, so E must be ω-Giesker semistable.
Next we check the following.
Lemma 6.5. Suppose ω · l > 0 or r = l = 0. Then there is N > 0 so that for k ≥ N and α ′ ∈ C(X) which satisfies
any ω-Giesker semistable sheaf E of numerical type α ′ is σ k -semistable.
Proof. First using Lemma 4.6 (i), (ii), the set of α ′ ∈ C(X) which satisfies (75) is finite for a fixed α. Thus we may assume α ′ = α. Note that the case of r = l = 0 is obvious. The case of r > 0, ω · l > 0 is proved in [6, Proposition 14.2] . One can also check that in the proof of loc.cite., the desired N > 0 is taken to be universally for all ω-Giesker semistable sheaf E. (We leave the readers to check the detail. It is enough to notice in [6, Lemma 14.3] that the set of ω-Giesker semistable sheaves of numerical type α is bounded.) Thus it is enough to check the case of r = 0 and l = 0. Let E be a ω-Giesker semistable sheaf with v(E) = (0, l, s). Since φ k goes to 1/2 for k → ∞, we may assume 1/4 < φ k < 3/4. For each k, let E k ∈ A ω be the σ k -semistable factor of the largest phase. If E is not semistable in σ k , we have
We have the exact sequence in A ω ,
Then the associated long exact sequence of (76) with respect to the standard t-structure implies that E k is a sheaf. We have the sequence,
which is exact in both A ω and Coh(X). Combining sequences (77) and (78), we obtain the exact sequence in A ω ,
Again the long exact sequence associated to (79) implies that (79) is also exact in Coh(X). Because E is ω-Giesker semistable, we have P ((E k ) tor , ω, n) ≤ P (E, ω, n). Thus we have
by Lemma 4.6 (iii). Then the sequence (78) and (76) imply the map
is bounded above. Then applying Lemma 4.8 and Lemma 4.9, there is N > 0 such that the map k → Re Z ω ((E k ) fr ) is bounded above for k ≥ N . Hence by Lemma 4.10, the set
is a finite set. Thus we have φ k ((E k ) fr ) → 0 for k → ∞. Since we have (78) and (80) we have φ k (E k ) < 1/4 for k ≥ N by replacing N if necessary. This contradicts to (76) thus E is σ k -semistable for k ≥ N . The above proof also shows that one can take N universally for all ω-Giesker semistable sheaf E of numerical type α.
Finally we show the following.
Theorem 6.6. For α ∈ C(X), we have J α =Ĵ α .
Proof. Since v(α ⊗ L) = v(α) · ch(L) for L ∈ Pic(X), Lemma 6.3 implies that we may assume v(α) = (r, l, s) with ω · l > 0 or r = l = 0. It is enough to compare J α (σ k ) andĴ α (ω) for k ≥ N , where N is chosen as in Proposition 6.4 and Lemma 6.5. Take α 1 , · · · , α n ∈ C σ k (φ k ) such that α 1 + · · · + α n = α and n i=1 I α i (σ k ) = 0. Then first applying Proposition 6.4, we have
For a fixed k ≥ N , Let σ k ∈ B
• be an open neighborhood of σ k such that its closure B is compact. Then there is a wall and chamber structure {W γ } γ∈Γ on B with respect to (58).
There is a subset Γ ′ ⊂ Γ and a connected component C as in (9) such that infinitely many σ k ′ for k ′ ≥ Q ≥N are contained in σ. We may assume σ k ∈ C. Then if α i and α j are not proportional in N (X), then
for infinitely many k ′ ∈ Q ≥N . By Lemma 4.6 (iv), this implies P (α i , ω, n) = P (α j , ω, n) = P (α, ω, n), for any i, j. Then one can apply Lemma 6.5 and conclude
Hence we have
α i (ω). Conversely take α 1 + · · · + α n ∈ C(X) such that n i=1Î α i (ω) = 0 and α 1 + · · · + α n = α, P (α i , ω, n) = P (α, ω, n). Again (81) holds for k ≥ N by Proposition 6.4 and Lemma 6.5, so n i=1 I α i (σ k ) = n i=1Î α i (ω) holds. Also P (α i , ω, n) = P (α, ω, n) implies α i ∈ C σ k (φ k ). Thus the sum (54) and (68) are equal.
