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Abstract— Bayesian optimization is an efficient nonlinear
optimization method where the queries are carefully selected
to gather information about the optimum location. Thus, in the
context of policy search, it has been called active policy search.
The main ingredients of Bayesian optimization for sample
efficiency are the probabilistic surrogate model and the optimal
decision heuristics. In this work, we exploit those to provide
robustness to different issues for policy search algorithms. We
combine several methods and show how their interaction works
better than the sum of the parts. First, to deal with input noise
and provide a safe and repeatable policy we use an improved
version of unscented Bayesian optimization. Then, to deal with
mismodeling errors and improve exploration we use stochastic
meta-policies for query selection and an adaptive kernel. We
compare the proposed algorithm with previous results in several
optimization benchmarks and robot tasks, such as pushing
objects with a robot arm, or path finding with a rover.
I. INTRODUCTION
Robot control and navigation in uncertain environments can
be framed as a policy search problem [1], which has led to
important achievements in robotics [2], [3], [4], [5]. Previous
results had been achieved using gradient-based policy search,
which might require a large number of optimization steps
and a good initialization to avoid local minima. As a result,
policy search typically require a large number of trials, or
policy evaluations, to find a local solution.
Robot experiments are quite expensive, requiring to move
and interact with a robot. Even if we use a simulator for
planning or learning, robotic simulators are typically complex
and computationally expensive. For example, information-
based planning might be quite expensive, specially if we
require also to perform localization and dense map-building
simultaneously [6], [7]. Thus, sample efficiency during policy
learning is of paramount importance. Active policy search
uses Bayesian optimization to drive the search for optimality
in an intelligent and efficient fashion. Bayesian optimization
is a method for sample efficient nonlinear optimization that
does not require gradients to obtain global convergence [8].
Furthermore, the probabilistic core of Bayesian optimization
also allows the use of partial of incomplete information,
similarly to the stochastic gradient descent commonly used
in classical policy search [1]. In fact, Bayesian optimization
has been already used in many robotics and reinforcement
learning setups, such as robot walking [9], [10], [11], control
[12], [13], planning [7], [14], grasping [15], [16] and damage
recovery [17].
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Fig. 1. Path planning on uneven terrain with obstacles, with different
trajectories displayed (left and right). The orange regions represents slopes
with a higher traversing cost. The red rectangles are obstacles. Top: the
desired trajectories (blue dashed line). Bottom: possible deviations (blue
lines) from desired trajectories due to input noise. The right trajectory is
more efficient without input noise. Once we take into account input noise,
it becomes unsafe as it can collide with obstacles easily. The left trajectory
is safer in the presence of input noise despite being less efficient.
Bayesian optimization relies on a probabilistic surrogate
model of the target function, typically a Gaussian process.
In the original formulation, this model is incorporated for
sample efficiency [18]. In addition, the surrogate model can
also be used for secondary tasks that can be useful in robotics
scenarios, such as, guaranteeing a minimum outcome [19],
detect and remove outliers [20] or incorporate prior infor-
mation [17]. However, the surrogate model must be simple
enough that it can be learned using few samples, as intended
within the Bayesian optimization context. This simplicity
results in certain assumptions about the surrogate model,
such as spatial stationarity, that might not be satisfied when
applied to policy search [21]. In this work, we propose several
methods to incorporate robustness to mismodeling errors and
assumptions. First, we use an adaptive surrogate model for
nonstationary environments [21]. Bayesian optimization also
relies on optimal decision theory to actively select the most
informative trial to find the optimal result. When combined
with a biased model, this can lead to poor results and lack
of convergence. Thus, we have also incorporated a decision
rule based on stochastic meta-policies that can be robust to
surrogate modeling errors [22]. The intuition behind the meta-
policies is to consider the Bayesian optimization component
as a meta reinforcement learning problem on top of the actual
policy search problem. Another advantage of the stochastic
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meta-policies is that they trivially allow to perform distributed
Bayesian optimization in a multi-robot setup or using a
simulator in a computer cluster.
In the case of robotic applications, localization or trajectory
uncertainty should also be considered. The optimal policy
should be able to be effectively followed by the robot if we
need to repeat the task multiple times. For example, take
the path planning problem from Figure 1, although the right
trajectory is more cost efficient, as we introduce input noise,
it becomes unsafe and incurs on a higher cost on average. On
the contrary, the left trajectory is less cost efficient without
input noise, but at a certain input noise it becomes a safe and
efficient route. If we think on the cost function in terms of
the policy parameters, we can see that the left trajectory lies
in a smooth flat region while the right trajectory lies in a high
variance region with a narrow valley. Thus, depending on the
task or environmental conditions, the algorithm should able to
select between narrow and flat optimum regions. In this work,
we combine previous works on Bayesian optimization input
noise [15] and adaptive kernels [23], which allows to get the
best solution for each situation. Furthermore, we provide a
new interpretation of unscented Bayesian optimization [15] as
an integrated response method and a new formulation based
on the scaled unscented transform.
II. ACTIVE POLICY SEARCH
Policy search consists of finding the optimal parameters
x∗ of a policy pix(ak|sk), which is a distribution over actions
ak conditioned on states sk, with respect to the expectation
future return Upi, denoted E[Upi] = E[
∑M
k=1R
pi(sk,ak)].
The expectation is under the policy and the system dynamics
which together form a distribution over trajectories τ . If
we use an episodic formulation, such as REINFORCE [1],
the expectation is usually approximated from Monte-Carlo
rollouts τ (i) ∼ τ of the robot trajectory. In this setup, finding
the optimal policy parameters can be framed as a pure
optimization problem, where the objective function is then
computed as:
f(x) = Eτ [Upi] ≈
N∑
i=1
M∑
k=1
R
(
τ
(i)
k
)
x∗ = arg max
x∈X
Eτ [Upi]
(1)
where x∗ are the parameters of the optimal policy pi∗ = pix∗ ,
R(τ
(i)
k ) is the instantaneous reward at time step k following
rollout τ (i). Active policy search [6] computes the optimal
policy parameters using Bayesian optimization. Similarly to
stochastic gradient descent in gradient-based policy search,
Bayesian optimization can directly be applied to stochastic
optimization thanks to the probabilistic surrogate model
[24]. Therefore, the expectation in equation (1) can be
approximated with a small batch of rollouts or even a single
episode. Algorithm 1 summarized the active policy search
strategy. Section III details the steps of updating the surrogate
model and generating the next set of policy parameters xt+1
Algorithm 1 Active Policy Search
Input: Optimization budget T
1: Initialize x1 based on a low discrepancy sequence.
2: for each optimization iteration t until budget T do:
3: Generate episode τxt ∼ {s0, a0, R1, s1, a1, . . .}
4: yt ←
∑M
k=1Rk
5: Add (xt, yt) to surrogate model with equation (3)
6: Generate xt+1 using equation (2)
7: end for
III. BAYESIAN OPTIMIZATION
Bayesian optimization (BO) is a framework that aims
to efficiently optimize noisy, expensive, blackbox functions.
It uses two distinct components: a probabilistic surrogate
model p(f) that learns the properties and features of the
target function using previously evaluated observations and
an acquisition function α(x, p(f)) that, based on the surrogate
model, builds an utility function which rates how promising
a subsequent query could be. For the remainder of the
paper, the discussion and results are based on the use of
a Gaussian process (GP) as the surrogate model and the
expected improvement (EI) as the acquisition function because
they are the most commonly used in the literature due to
their excellent performance in a large variety of problems.
Formally, BO attempts to find the global optima of an
expensive unknown function f : X → R over some
domain X ⊂ Rd by sequentially performing queries. At
iteration t, all previously observed values y = y1:t at queried
points X = x1:t are used to learn a probabilistic surrogate
model p(f |y1:t,x1:t). Typically, the next query xt+1 is then
determined by greedily optimizing the acquisition function
in X :
xt+1 = arg max
x∈X
α (x, p(f | y1:t,x1:t)) (2)
although we will replace the greedy selection in Section V-B.
a) Surrogate Model: As commented previously, the
most common surrogate model is the Gaussian process (GP).
For the remainder of the paper we consider a GP with zero
mean and kernel k : X × X → R with hyperparameters θ.
The GP posterior model allows predictions at a query point
xq which are normally distributed yq ∼ N (µ(xq), σ2(xq)),
such that:
µ(xq) = k(xq)
TK−1y
σ2(xq) = k(xq,xq)− k(xq)TK−1k(xq)
(3)
where k(xq) = [k(xq,xi)]xi∈X and K =
[k(xi,xj)]xi,xj∈X + Iσ
2
n. For the kernel, we have
used the Spartan kernel [23] which provides robustness to
nonstationary function and improves convergence. The use
of the kernel is further explained in Section V-A.
b) Acquisition Function: The expected improvement
(EI) [25] is an standard acquisition function defined in terms
of the query improvement at iteration t and is defined as:
EIt(x) = (ρt − µt) Φ(zt) + σtφ(zt) (4)
where φ and Φ are the corresponding Gaussian probability
density function (PDF) and cumulative density function
(CDF), being zt = (ρt − µt)/σt. In this case, (µ, σ2) are
the prediction parameters computed with (3) and ρt =
max(y1, . . . , yt) is the incumbent optimum at that iteration.
c) Hyperparameters: The GP formulation provides a
nice closed-form computation of predictive distributions.
However, the kernel hyperparameters θ introduce nonlinearity
and non-Gaussianity that breaks the closed-form solution. In
many applications of GPs, including Bayesian optimization,
the empirical Bayes approach is employed where a point
estimate is used, resulting in an overconfident estimate of the
GP uncertainty [26]. Instead, we use a fully Bayesian approach
based on Markov chain Monte Carlo (MCMC) to generate
a set of samples {θi}Ni=1 with θi ∼ p(θ|y,X). In particular,
we use the slice sampling algorithm which has already been
used successfully in Bayesian optimization [27]. In this case,
the resulting acquisition function has to be approximated by
the Monte Carlo counterpart:
EIt(x) =
N∑
i=1
EI
(i)
t (x) (5)
d) Initialization: During the first iterations, EI is known
to be unstable due to lack of information [18], [28]. Therefore,
the optimization is initialized with p evaluations from a low
discrepancy sequence, like the Sobol sequence, before we
start using the acquisition function to decide the location of
the next query.
IV. ROBUSTNESS TO INPUT NOISE
Local robustness in optimization can be achieved by
performing sensitivity analysis of the optimum selection. In
Bayesian optimization, this can be performed online thanks
to the surrogate model. Instead of selecting the point that
optimizes a single outcome, we select the point that optimizes
an integrated outcome:
g(x) =
∫
X
f(x)p(x)dx (6)
where p(x) can be interpreted objectively as input noise or,
subjectively, as a probabilistic representation of the local
stability or safety region. That is, a region that guarantees
good results even if the query is repeated several times. Instead
of f(·), the integrated outcome g(·) becomes the function
that will be optimized. This has been previously studied
in the context of Bayesian optimization using the unscented
transformation [15], [29]. Input noise has also been addressed
[30], [31], however the former focuses on worst case scenarios
of the input noise [30], while the latter is designed to find
unstable global optima despite input noise [31]. In this paper,
we use a more flexible variant of the unscented transformation,
called the scaled unscented transformation [32], to allow more
control on the stability region and avoid numerical issues.
Note that, contrary to previous works that focus on finding
stable/safe regions, we consider the more challenging scenario
of input noise, where the objective is not only to find a broad
maximum, but queries are also perturbed x±∆x.
A. Scaled unscented Bayesian optimization
The unscented transformation (UT) is a method to propa-
gate probability distributions through nonlinear transforma-
tions with a trade off of computational cost vs accuracy. It
is based on the principle that it is easier to approximate
a probability distribution than to approximate an arbitrary
nonlinear function [33]. The unscented transformation uses
a set of deterministically selected samples from the original
distribution (called sigma points) and transform them through
the nonlinear function f(·). Then, the transformed distribution
is computed based on the weighted combination of the
transformed sigma points:{
x¯, x¯±
(√
(d+ γ)Σx
)
i
}
∀ i = 1 . . . d (7)
where (
√·)i is the i-th row or column of the corresponding
matrix square root and γ = α2(d+ κ)− d. The weight for
the initial point is w0 = γd+γ and w
(i) = 12(d+γ) for the rest.
The parameters should follow κ ≥ 0 and 0 ≤ α ≤ 1. As
pointed out by van der Merwe [34], we recommend a κ = 0
and α close to 1. For the matrix square root function, we use
the Cholesky decomposition for its numerical stability and
robustness [34].
The unscented transformation is used twice in our algo-
rithm. First, it is used to drive the search towards stable
optimum by computing the unscented expected improvement.
However, there might be some cases where unstable optima
are found by chance. Therefore, we further compute the
unscented optimal incumbent which selects the most stable
optimum among those predicted by the surrogate model.
We define the unscented optimal incumbent ρ˜t and its
corresponding input vector x˜t as:
x˜t = arg max
x∈X
g(x) with ρ˜t = g(x˜t) (8)
In this case, the output of the optimization process is the
final optimal incumbent {x˜T , ρ˜T }
B. The Unscented transform as integration
Although the unscented transformation was designed for
propagation of probability distribution through nonlinear func-
tions, it can be also interpreted as a probabilistic integration.
In fact, the unscented transformation with α = 1 and κ = 0
is equivalent to the three point Gauss-Hermite quadrature
rule [34]. While the Gauss-Hermite method computes the
integral exactly under the Gaussian assumption, it has a cost of
O(nd) where n is the polynomial order of the function in the
region. Meanwhile the unscented transform, has a quadratic
cost O(d2) for computing the expected value [34]. The low
cost of the unscented transformation is also an advantage
compared to other more advanced integration methods such
as Monte Carlo or Bayesian quadrature, which have higher
computational cost.
Note that, during optimization the integrated outcome g(x)
is always applied with respect to the surrogate model f̂(x)
to avoid increasing the number of queries to f(x). Therefore,
the integral would be as accurate as the Gaussian process
with respect to the target function. We found that, in practice,
it is more efficient to employ the computational resources
to improve the surrogate model, than to provide a better
integrated outcome. Furthermore, the unscented transform
also computes the full posterior uncertainty, which can be
used for further Bayesian analysis and hierarchical decision
models that the integrated outcome of (6).
V. ROBUSTNESS TO MISMODELING ERRORS
In this section, we also consider different sources of
modeling errors and methods to deal with them.
A. Adaptive nonstationarity
Consider again the example from Figure 1. Given that the
optimum can be either trajectory depending on the input noise
level, our optimization algorithm must be able to model both if
needed. Thus, it might also require to find very narrow optima
in nonstationary spaces, which is known to be problematic
for GP-based BO. Furthermore, it has been previously shown
that reward functions in robotics environments are typically
nonstationary [21]. This presents a problem for standard
Bayesian optimization which assumes spatial stationarity of
the target function. For that reason, we have incorporated
the Spartan kernel [23] which combines a local and a global
kernel to allow better modelling of complex functions.
This composite kernel is the combination of a kernel
with global influence with several kernels with moving local
influence. The influence is determined by a weighting function.
The influence of the local kernels is centered in a single point
with multiple diameters, creating a funnel structure:
kS(x,x
′|θS) = λg(x)λg(x′)kg(x,x′|θg)
+
M∑
l=1
λl(x|θp)λl(x′|θp)kl(x,x′|θl)
(9)
where the weighting function for the local kernel λl(x|θp)
includes the parameters to move the center of the local kernels
along the input space. In order to achieve smooth interpolation
between regions, each region have an associated weighting
function ωj(x), having the maximum in the corresponding
region j and decreasing its value with distance to region j
[23]. Then, we can set λj(x) =
√
ωj(x)/
∑
p ωp(x). The
unnormalized weights ω are defined as:
ωg = N
(
ψ, Iσ2g
)
,
ωl = N
(
θp, Iσ
2
l
) ∀ l = 1 . . .M (10)
where ψ and θp can be seen as the center of the influence
region of each kernel while σg and σl are related to the
diameter of the area of influence. Note that all the local
kernels share the same position (mean value) but different
size (variance), generating a funnel-like structure.
For the local kernels, we estimate the center of the funnel
structure θp based on the data gathered. We propose to
consider θp as part of the hyperparameters for the Spartan
kernel, which also includes the parameters of the local and
global kernels, that is,
θS = [θg,θl1 , . . . ,θlM ,θp] (11)
TABLE I
COMPARISON OF POMDP AND BO TERMS
POMDPs Bayesian optimization
State: st Target function: f
Action: at Next query: xt+1
Observation: yt Response value: yt = f(xt)
Belief: bt = p(st) Surrogate model: p(f)
Q-function: Q∗(bt, at) Acquisition function: α(x, p(f))
Reward: R(st, at) Improvement: max(0, yt+1 − ρt)
In the experiments, we have used a single local Matérn
kernel with automatic relevance determination of the hyper-
parameters [26], [23]. The global kernel is also a Matérn
kernel with the same prior on the hyperparameters.
B. Stochastic meta-policies
As a sequential decision making process, we can interpret
the Bayesian optimization framework as a partially observ-
able Markov decision process (POMDP) [35], [22]. In this
interpretation, the state is the target function, the action is
the next query point, the belief is the surrogate model and
the action-value (Q-function) is the acquisition function for
each possible query. Table I contains a comparison between
the elements of both frameworks. Note that this POMDP
model would represent the learning process of the actual
policy search. Then, equation (2) can be seen as a meta-
policy, because it is used to learn the actual policy pix. We
can see that the Bayesian optimization meta-policies that can
be found in the literature are spatially greedy, that is, they
select the action or next query that maximizes the acquisition
function or Q-function.
In the reinforcement learning literature, the stochastic
policy can be used to improve exploration and increase the
performance when the model is not accurate, as mismodelling
errors might result in a lack of convergence of greedy policies.
Mismodelling errors are also common in Bayesian optimiza-
tion by selecting a specific surrogate model (GP, random
forest, Bayesian NN...) we introduce some assumptions that
the target function might not satisfy, as discussed in Section
V-A. Furthermore, having input noise during the optimization
is another source of misleading observations, as the observed
query will deviate from the intended query.
Our approach consist on replacing the greedy policy of
equation (2) with a stochastic policy such as the following
Boltzmann policy (also known as Gibbs or softmax policy):
p(xt+1 | y1:t,x1:t) = e
βtα(xt+1,p(f | y1:t,x1:t))∫
x∈X e
βtα(x,p(f | y1:t,x1:t))dx
(12)
wich defines a probability distribution for the next query
or action [22]. Thus, the actual next query is selected by
sampling that distribution xt+1 ∼ p(xt+1 | y1:t,x1:t). This
policy allows exploration even if the model is completely
biased. This approach can be applied to any acquisition
function or surrogate model that can be found in the literature.
AxA
C
xC
B
xB
xt, yt x1:t, y1:t
Fig. 2. Illustration of a fully distributed BO architecture where each
of the nodes perform BO. In the example, nodes A and B are already
up and working with different random seeds. We want to spin up a new
node C during optimization. A and B run independently and only need to
broadcast their new queries and observations. C needs all previous queries
and observations up to the current instant t to start working in the same
way as A and B. No state or model needs to be transferred.
C. Distributed Bayesian optimization
A secondary advantage of the stochastic meta-policies is
that they also trivially enable distributed optimization, where
different policy parameters can be evaluated in parallel in
a fully distributed fashion. This could be applied in multi-
robot scenarios or for simulation-based reinforcement learning.
Most parallel and batch BO methods require a central node
to keep track of the computed and deployed queries in
order to ensure that parallel queries are diverse. Without
this central node, different nodes can evaluate the same
query independently due to the maximum in equation (2).
Many parallel methods for Bayesian optimization have been
proposed in the past few years with heuristics to enforce
diverse queries. Some authors include artificially augmented
data by hallucinated observations [36], [27] or combine
optimization with some degree of active learning in order
maximize the knowledge about the target function [37], [38],
[39] or enforcing spatial coverage [40].
Sampling from the stochastic policy already ensures diverse
queries [22]. It does not require a centralized node and
all the computation can be done in each node in a fully
distributed manner in multiple nodes as shown in Figure
2. Furthermore, for optimal results, the nodes only need to
broadcast their latest evaluated query and observation value
{xt, yt}, requiring minimal communication bandwidth. In
addition to that, communication can be asynchronous and be
even robust to failures in the network, as the order of the
queries and observations is irrelevant.
VI. RESULTS
In this section we describe the experiments used to
compare the performance of different Bayesian optimization
methods in the presence of input noise. We compare a vanilla
implementation of Bayesian optimization (BO), the unscented
Bayesian optimization (UBO) with a greedy policy and UBO
with the stochastic meta-policy (UBO-SP). We also include
in the comparison a parallelized version of stochastic policy
applied to UBO with 4 nodes (UBO-SPx4) to study the
performance impact of adding parallelization. Note that in
the results we show the number of function evaluations, not
iterations. For example, at the 20 evaluation, the UBO-SPx4
method had run only for 5 iterations, therefore requiring less
wall time and using only the information of 16 points, instead
of 19.
As discussed previously, all methods share the same
configuration: expected improvement (EI) as the acquisition
function and a Gaussian process as the surrogate model with
the Spartan kernel and MCMC for the hyperparameters. The
initial samples are taken from a Sobol sequence. We normalize
the input of all the problems between 0 and 1, so the reported
input noise already assumes that the input is normalized.
The performance of each method was evaluated in the
following way: For every function evaluation xt, each method
computes their best solution (the optimal incumbent ρt or
the unscented optimal incumbent ρ˜t) using the observations
(x1:t, y1:t) and according to their model at that point of the
optimization. Then, we evaluate the integrated outcome at the
best solution g(x˜t) by approximating (6) using 1000 Monte
Carlo samples from p(x) over the actual function f(·). For the
plots, we repeat each optimization 20 times and display the
mean value with 95% confidence interval. Common random
numbers where used for all the methods.
A. Benchmark Optimization Functions
First, we have evaluated the methods on synthetic bench-
mark functions for optimization. We have used the functions
from Nogueira et al. [15], the RKHS function [41] and a
Mixture of 2D Gaussian distributions (GM). These functions
have unstable global optima for certain levels of input noise.
This means that in order to locate the safe optima, we need
to model and take into account the input noise. We have also
used a 4D Michalewicz function1, a popular test problem
for global optimization because its sharp edges and the large
number of local optima. All benchmark functions use input
noise σ = 0.02 and 40 evaluations. Number of initial samples
is set based on the dimensionality of each problem to 5, 20
and 30 samples for RKHS, GM and Michalewicz respectively.
Figure 3 shows the results on the benchmark functions.
We can see how UBO is able to find better stable optima
than vanilla BO and how introducing an stochastic meta-
policy to the unscented method (UBO-SP) further improves
the performance. It also shows that if we choose to add
parallelization, it barely impacts the optimization results. This
means that we can achieve better performance and better wall-
time using parallel stochastic meta-policy.
B. Robot Pushing
Next, we have used the active learning for robot pushing
setup and code from Wang et al. [42]. The task is to perform
active policy search for pushing an object towards a designated
goal location. In the 3D version, the policy parameters are the
robot location (rx, ry) and pushing duration tr. An alternative
4D function is also used, adding the robot angle rθ as a fourth
parameter. These functions have also been used previously to
1https://www.sfu.ca/~ssurjano/optimization.html
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Fig. 3. Benchmark functions optimization results. In general, UBO is able to find a more stable solution than the vanilla BO, resulting in a better average
value. However, using stochastic meta-policies results in an improved stability. Parallelized runs had a much lower walltime without a penalty in performance.
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Fig. 4. Robot pushing problem and rover path planning optimization results. For the more complex problems, the UBO is not able to find a stable solution,
but the stochastic meta-policy does. Only for the 4D robot push, there is a penalty of using the parallel version.
BO:
Cost: 4.27 - Avg.: 4.91 Cost: 3.04 - Avg.: 3.01 Cost: 1.73 - Avg.: 2.04 Cost: 3.59 - Avg.: 3.90 Cost: 4.25 - Avg.: 4.64
UBO:
Cost: 2.96 - Avg.: 4.02 Cost: 0.27 - Avg.: 0.40 Cost: 4.96 - Avg.: 6.32 Cost: 4.52 - Avg.: 3.99 Cost: 2.66 - Avg.: 3.74
UBO-SP:
Cost: 2.20 - Avg.: 3.63 Cost: 2.29 - Avg.: 2.39 Cost: 0.35 - Avg.: 0.60 Cost: 1.34 - Avg.: 2.20 Cost: 0.44 - Avg.: 0.65
UBO-SPx4:
Cost: 0.26 - Avg.: 0.32 Cost: 2.78 - Avg.: 2.80 Cost: 4.67 - Avg.: 4.95 Cost: 1.50 - Avg.: 1.75 Cost: 1.46 - Avg.: 1.78
Fig. 5. Examples of optimized trajectories found by different methods (rows) and trials (columns), showing the possible deviations from the trajectories by
simulating input noise σ = 0.02. We display the cost of the desired trajectory (assuming no input noise) and the average cost from possible deviations over
each result.
BO:
UBO:
UBO-SP:
UBO-SPx4:
Fig. 6. Overlapping rover trajectories evaluated during optimization, for different methods (rows) and trials (columns) with input noise σ = 0.02. This
allow us to visualize the effect of greedy and stochastic meta-policies in the optimization. We can see how greedy methods (Default-EI and UBO-EI) are
more prone to over-sample similar trajectories while stochastic methods (UBO-SP-EI and UBO-SPx4-EI) performs more exploration of trajectories.
study robust Bayesian optimization [30]. In both functions, we
use 10 initial queries and a budget of 40 function evaluations
during optimization. The 3D version uses σ = 0.02 while
the 4D version uses σ = 0.01. We reduced the input noise
in the 4D function because the robot angle parameter rθ is
very sensitive to input noise, as a small change in direction
of the robot might result in completely missing the goal.
Figure 4, shows the results of Robot Pushing problem. In
both functions the results are consistent with the experiments
on benchmark functions. In general, applying UBO improves
the performance over BO and, by introducing an stochastic
meta-policies, UBO-SP and UBO-SPx4 further enhances
exploration and improves robustness and, thus, the overall
performance.
C. Robot Path Planning
In this section we cover the problem of safe path planning.
The objective is to find a stable and efficient trajectory of
a rover through a rugged terrain with multiple obstacles. It
is based on optimizing rover trajectories from Wang et al.
[43]. In this case, there are 4 policy parameters. We designed
a new environment in which a rover has to perform path
planning while avoiding obstacles, which might be dangerous
for the rover to collide with, and changes in elevation, which
might be dangerous as the rover can tip over. In the figures,
obstacles are red rectangles and slopes are orange regions.
Uncertainty following the desired trajectory is represented
as input noise in the trajectory parameters, meaning that
we are interested in finding stable trajectories that avoid the
danger that might arise from possible deviations. This is a
common problem in robot navigation as localization errors
might results in the robot not following the desired trajectory
accurately [6], [7].
We study this problem using 2 different input noise: σ =
0.015 and σ = 0.02. In both cases, we use 30 initial samples
and 40 function evaluations during optimization. Figure 4
shows the resulting optimization performance of each of the
methods. Figure 5 shows some trajectories obtained using
different methods. In this problem, applying UBO is not
enough, as the results show that it does not improve over BO.
In order to understand why, we study the function evaluations
performed by each method, shown in Figure 6. We can see
how, greedy methods cannot recover from a biased models
as shown by the high density of the trajectories. Contrary to
that, the stochastic approach do not suffer from it and keep
exploring with different trajectories. This shows how UBO-
SP and UBO-SPx4 methods are more robust to mismodeling
errors and how the improved exploration helps in finding
better safe trajectories.
VII. CONCLUSIONS
In this paper, we propose the first active policy search algo-
rithm that offers robustness to input noise and mismodeling
errors using unscented Bayesian optimization with stochastic
meta-policies. First, we have presented a new formulation
and interpretation of the UBO algorithm. Second, we have
combined the UBO algorithm with the Spartan kernel to
deal with nonstationary functions and an stochastic meta-
policy for mismodeling robustness and evaluated it on several
benchmark functions and robotic applications that showcase
the influence of input noise, such as safe robot navigation;
confirming that, the synergies of both methods (UBO and
stochastic meta-policy) results in improved robustness over
the methods separately. This further highlights previous results
that indicates that the ubiquitous greedy strategy in the
Bayesian optimization literature can be suboptimal in many
applications. We also take advantage of the embarrassingly
parallel nature of the stochastic meta-policies that could be
using in multi-robot setups or simulation enviroments.
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