Abstract-We consider efficient communications over the multiple-input multiple-output (MIMO) multiway distributed relay channel (MDRC) with full data exchange, where each user, equipped with multiple antennas, broadcasts its message to all the other users via the help of a number of distributive relays. We propose a physical-layer network coding (PNC) based scheme involving linear precoding for channel alignment, nested lattice coding for PNC, and lattice-based precoding for interference mitigation. We show that distributed relaying achieves the same sum-rate as cooperative relaying in the high SNR regime in most scenarios, which implies that the proposed scheme with distributed relays is more suitable for practical systems than the schemes with cooperative relays.
I. INTRODUCTION
Physical-layer network coding (PNC) has proved a great success in enhancing the throughput of wireless relay networks in the past decade [1] , [2] . An early application of PNC is the so-called two-way relaying channel (TWRC) [1] , where two users exchange information via the help of a single relay. Later, multiple-input multiple-output (MIMO) techniques were introduced into the TWRC to achieve multiplexing gain. As a natural extension, much research interest has been attracted to a more general relay model, termed MIMO multiway relay channel (MRC), in which a number of multi-antenna users exchange information via the help of a multi-antenna relay node [3] . The authors in [4] considered pairwise data exchange, where the users exchange messages in a pairwise manner, [5] assumed a full data exchange model in which each user broadcasts messages to all the other users with the help of a relay. Other variants, such as X channels and Y channels, have also been studied [6] .
The above-mentioned work considers systems with a single relay. Therein, the relay node is usually the performance bottleneck since all the traffic flows need to go through this node. Distributed relaying can avoid this limitation, so as to boost the network throughput [7] , [8] . In particular, the authors in [7] studied the degree of freedom (DoF) of the MIMO multipair TWRC with multiple relays. A general framework for DoF analysis was established by combining the ideas of signal space alignment and interference neutralization. However, DoF characterization is usually not sufficient for understanding the behavior of the network in a practical SNR regime. As such, the capacity analysis of distributed multiway relaying is highly desirable. In this paper, we investigate the design of efficient communication strategies to approach the capacity of the MIMO multiway distributed-relay channel (MDRC) with full data exchange. The proposed scheme involves linear precoding for channel alignment, nested lattice coding for PNC, and latticebased precoding for interference mitigation. We derive an achievable rate region of the proposed scheme. Surprisingly, we show that, as compared with fully cooperative relaying, distributed relaying (in which relays do not share their received signals) does not suffer any loss in terms of the sum-rate performance in the high SNR regime in most scenarios.
II. PRELIMINARIES

A. System Model
Consider a discrete memoryless MIMO MDRC with full data exchange, where users, each equipped with antennas, broadcast their messages to all the other users with the help of single-antenna relays, as illustrated in Fig. 1 . We assume that there is no direct link between any two users. This assumption can be justified by practical communication scenarios with severe path attenuation and line-of-sight obstruction. We also assume that the network operates in a halfduplex mode, i.e., a node cannot transmit and receive signal simultaneously at a common frequency band.
Each round of data exchange consists of two phases: the uplink phase and the downlink phase. We assume that the time duration of the uplink phase is and that of the downlink is (1 − ) , where ∈ (0, 1) is a time-splitting factor, and is the time duration of each round of data exchange. In the uplink phase, all users simultaneously transmit signals to the relays. The received signal of relay at time is given by
where
denotes the channel coefficient vector from user to relay , x ( ) ∈ ℝ ×1 is the transmitted signal of user at time , R, ( ) ∼ (0, the received signal at relay during time slots and the ( , )-th element of Y R given by R, ( ). Then, the system model in (1) can be rewritten into a matrix form:
is the transmitted signal from user during time slots, and Z R ∈ ℝ × is the additive noise at all relays with the ( , )th element given by R, ( ). The power constraint for user is given by
where is the power budget of user . In the downlink phase, each relay generates its transmit signal as:
where R, (⋅) : ℝ → ℝ (1− ) represents the transceiver design of relay . Then, each relay broadcasts the transmitted signals x R, to all users. The received signal at user is
×1 is the channel vector from relay to user , and Z ∈ ℝ ×(1− ) is the white Gaussian noise at user with each entry independently drawn from (0, 2 ). The system model in (5) can also be written into a matrix form as:
is the channel matrix from all relays to user and
is the transmitted signal of all relays. The power constraint for relay in the downlink phase is given by
where R, is the power budget of relay . We assume that the entries of channel H and G are independently drawn from a continuous distribution. Then, with probability one, these channel matrices are of full column or row rank, whichever is smaller. We also assume that the channel perceives block-fading, i.e., the channel remains invariant within each round of data exchange of time duration . The channel H and G are assumed to be a priori known to all nodes.
B. Achievable Rates
In the considered MIMO MDRC, each user , ∈ ℐ , exchanges its message with all the other users. In the uplink phase, user broadcasts its message
} to the other −1 users in a transmission rate of . In the downlink phase, user estimates all messages ′ , ′ ∕ = , ′ ∈ ℐ from the other users based on the received signal Y and the self message . Denote byˆ, ′ the estimate of ′ at user . Then, the error probability of ′ at user is defined as , ,
) is said to be achievable if the error probabilities { , , ′ | , ′ ∈ ℐ , ′ ∕ = } vanish as tends to infinity. The capacity region is given by the closure of all possible achievable rate tuples.
III. PROPOSED RELAY PROTOCOL
In this section, we consider the transceiver and relay design for the MIMO MDRC with ≥ . We will briefly discuss the case of < at the end of this section.
A. Channel Triangularization
Let the RQ decomposition of H be H = R U (8) where R ∈ ℝ × is an upper-triangular matrix, and U ∈ ℝ × is a matrix containing the first rows of a unitary matrix and satisfies U U T = I . Then, the received signal at the relays in (2) can be rewritten as
, and the power constraint in (3) is equivalently rewritten as
Each row of R can be seen as a sub-channel. The received signal of the -th sub-channel is given by
where ( , ) is the ( , )-th element of R , y R, ,x , , and z R, are respectively the -th row of Y R ,X , and Z R . v , is given by
B. Uplink Phase: User Encoding
In this subsection, we present the encoding operations at each user in the uplink phase. We divide the uplink phase into − 1 time slots with equal duration
, , and z ( ) R, be the corresponding length-′ signal components of y R, ,x , , v , , and z R, , in the -th time slot, respectively. That is,
].
From (11), the received signal vector of the -th sub-channel in the -th time slot is given by
, } be the message set for the spatial data stream of the -th user over the -th sub-channel, and , ∈ , be the corresponding message, where , is the information rate of user over the -th sub-channel. We refer to { 1, , ⋅ ⋅ ⋅ , , } as the message tuple of the sub-channel .
Nested lattice coding is applied to each message tuple
Then, the corresponding nested lattice code consists of all the lattice points (as the codewords) from the fine lattice Λ contained within the fundamental Voronoi region of the coarse lattice Λ ′ . The codebooks for the -th sub-channel are constructed as follows. Without loss of generality, let (⋅) be the permutation function with the permuted indices
We construct a chain of "good" nested lattices Λ (1), , ⋅ ⋅ ⋅ , Λ ( ), , and
Let , be the nested lattice code defined by Λ , and Λ , , and c , ∈ , be the codeword mapped from the message , . For and ′ , Λ , and Λ ′ , are constructed with the nesting ratio satisfying
where Vol(Λ) is the the volume of the fundamental Voronoi region of a lattice Λ, , denotes the average power of the -th spatial stream of user , and (1) is bounded as → ∞. Then, the relation between , and ′ , can be written as
We assume that in each time slot , only user and + 1 are active. Each user transmits signals only in time slots − 1 and , except that user 1 is active only in time slot 1 and user is active only in time slot − 1. Also, for each user ∈ {2, ⋅ ⋅ ⋅ , − 1}, the signals transmitted over the two time slots are identical, i.e.,x For each sub-channel , let d , be a random dithering vector that is uniformly distributed over the Voronoi region of Λ , . The dithering signals are assumed to be known to all the nodes in the network. With random dithering, the -th transmit signalx ( ) , of user in time slot is constructed as
The encoding structure of each user is illustrated in Fig. 2 .
C. Relay Operations
In time slot , the received signal at relay is given by
Without loss of generality, we assume Λ , ⊆ Λ +1, . Then, upon receiving y ( ) R, , relay computes
and Q , (⋅) denotes the nearest neighbor lattice quantizer associated with Λ , . In (17), step (a) follows (15) and (16), step (b) follows the fact that mod Λ = − Q Λ ( ), and step (c) utilizes ( + ) mod Λ = ( mod Λ + mod Λ) mod Λ. Both c , and c +1, are lattice points of Λ , , and so is w With ambiguity decoding [9] , the probability ofŵ
After obtaining all the estimates of {w 
to a unique codeword in R, . Then, the transmitted signal at relay is given by x R, = R, ({ŵ
D. Downlink Phase: User Decoding
We now focus on the decoding operation at the user side. From (5), the received signal at each user is given by
Upon receiving Y , each user wants to learn {c , | ∈ ℐ , ′ ∈ ℐ , ′ ∕ = } with the help of the self message {c , | ∈ ℐ }. For this purpose, each user takes a twostep procedure as follows:
Step 1): Decode the message of each relay { ( ) R, , ∈ ℐ , ∈ ℐ −1 } based on the received signal Y and its self message {c , | ∈ ℐ }.
Step 2):
We first consider Step 1. Note that, given {c , | ∈ ℐ }, the rate of {ˆ(
Therefore, the system in (20) can be seen as a -terminal multiple access system with the transmission rates of the terminals given by { ∑
where is an arbitrary subset of ℐ . We now consider Step 2. Note thatŵ
, for any and provided that (19) holds. Then, it suffices to show that, for any given and , 
E. Achievable Rates of the Overall Scheme
We summarize the discussions in the preceding subsections by a theorem below.
Theorem 1: For ∈ ℐ , ⊆ ℐ , a rate tuple ( 1 , . . . , ) is achievable for the considered MIMO MDRC if
where , is the transmitted power of the -th sub-channel of user satisfying
Before leaving this section, we note that ≥ is assumed throughout the paper. The proposed scheme can be straightforwardly extended to the case of < by disabling − relay antennas. This antenna disablement approach is simple but generally not efficient. To improve efficiency, we can reduce the signal space seen at the relay by projecting the received signal Y R into an appropriately chosen subspace of dimension , similarly to the reduced-dimension approach in [1] . The detailed design of this projection is out of the scope of this paper.
IV. PERFORMANCE ANALYSIS
A. Sum-Rate Maximization
Based on Theorem 1, the sum-rate maximization problem of the proposed lattice coding scheme with distributed relays is formulated as
The above problem is not convex due to the [⋅] + operator in (22a). Fortunately, it can be solved by the idea of iterative water-filling. More details can be found in [11] .
B. Cooperative Strategy
For comparison, we first briefly describe the sum-rate maximization problem for the case of cooperative relays, which is detailed in [11] :
Compared with (23), the main difference of (24) is that the downlink rate constraint (22b) is replaced by (24c). Similarly, (24) can also be solved in an iterative fashion as (23).
In general, the sum-rate of the case with cooperative relays serves as a performance upper bound of our proposed scheme for the case with distributed relays.
C. Performance Comparison
In this section, we focus on the performance comparison between the case with distributive relays and the case with cooperative relays. We show that, as / 2 → ∞, the sumrate gap between the proposed scheme with distributive relays and the scheme with cooperative relays tends to zero.
Let dist be the maximum sum-rate of the proposed distributive lattice coding scheme given by (23), and coop be the maximum sum-rate of the case with cooperative relays given by (24). We have the following theorem with the proof given in [11] .
Theorem 2:
Theorem IV-C shows that, for asymmetric time splitting (i.e., ∕ = 1 2 ), distributive relaying asymptotically achieves the performance of cooperative relaying. For symmetric time splitting (i.e., = 1 2 ), there exists a non-vanishing gap between distributive relaying and cooperative relaying as / 2 → ∞. However, we observe from the numerical results that this gap is usually very small. See more discussions in [11] .
D. Numerical Results
We now provide some numerical results to verify the analysis of our proposed scheme. In the simulations, = = 4, = = . The performance comparison among various schemes is illustrated in Fig. 3 . The cut-set upper bound in [11] is also included. We see that the proposed lattice coding scheme with distributive relays performs very close to the case with cooperative relays in the high SNR region. We also see that the proposed scheme asymptotically approaches the cut-set bound when = 2, but has a small constant gap when = 3. The gap between our scheme and the cut-set bound is further discussed in [11] , but is omitted here for space limitation.
V. CONCLUSION
In this paper, we proposed a nested lattice coding scheme for the MIMO MDRC with full data exchange. We derived an achievable rate region for the proposed scheme. We show that, with the proposed scheme, distributive relaying incurs no performance loss on sum rate at high SNR, as compared with cooperative relaying. Numerical results also show that the proposed scheme performs very close to the capacity upper bound. The analysis of the performance gap and the optimality of the proposed are interesting topics for future research.
