I. Introduction
To support the analyses related to the conversion of the BR2 core from highly-enriched (HEU) to low-enriched (LEU) fuel, the thermal-hydraulics codes PLTEMP [1] and RELAP-3D [2] are used to evaluate the safety margins during steady-state operation (PLTEMP), as well as after a loss-of-flow, loss-of-pressure, or a loss of coolant event (RELAP).
In the 1-D PLTEMP and RELAP simulations, conduction in the azimuthal and axial directions is not accounted. The very good thermal conductivity of the cladding and the fuel meat and significant temperature gradients in the lateral directions (axial and azimuthal directions) could lead to a heat flux distribution that is significantly different than the power distribution. To evaluate the significance of the lateral heat conduction, 3-D computational fluid dynamics (CFD) simulations, using the CFD code STAR-CD [3], were performed.
Safety margin calculations are typically performed for a hot stripe, i.e., an azimuthal region of the fuel plates/coolant channel containing the power peak. In a RELAP model, for example, a channel between two plates could be divided into a number of RELAP channels (stripes) in the azimuthal direction. In a PLTEMP model, the effect of azimuthal power peaking could be taken into account by using engineering factors. However, if the thermal mixing in the azimuthal direction of a coolant channel is significant, a stripping approach could be overly conservative by not taking into account this mixing. STAR-CD simulations were also performed to study the thermal mixing in the coolant.
Section II of this document presents the results of the analyses of the lateral heat conduction and azimuthal thermal mixing in a coolant channel.
Finally, PLTEMP and RELAP simulations rely on the use of correlations to determine heat transfer coefficients. Previous analyses [4] showed that the Dittus-Boelter correlation gives significantly more conservative (lower) predictions than the correlations of Sieder-Tate and Petukhov. STAR-CD 3-D simulations were performed to compare heat transfer predictions from CFD and the correlations. Section III of this document presents the results of this analysis.
II. Lateral Conduction and Azimuthal Coolant Mixing
To determine the significance of the lateral heat conduction (azimuthal and axial directions) and of thermal mixing, 3-D CFD simulations, which account for conduction (solids and fluid) and convection, were performed for steady-state and liquid-phase conditions in one channel of a BR2 fuel assembly. The operating conditions and power distribution reflect the core state at the initiation of the 1963 test A/400/1. The conclusions of this work are also applicable to fuel assemblies of the current BR2 core because they behave similarly. In the following discussion, "without conduction" means no conduction in the azimuthal and axial directions. Section II.1 presents the lateral heat conduction analyses; Section II.2 presents the analysis of the thermal mixing; and Section II.3 presents an analytical estimate of the impact of the azimuthal power peaking on peak cladding temperature at steady state.
II.1. Analysis of lateral conduction in a typical BR2 fuel plate
In this analysis, for the simulation of turbulence the widely used standard high Reynolds (high-Re) number ε − k model [3] was used. Flow in one half (symmetry) of one of the three sectors of a BR2 assembly between plates (full height-plate) five and six was considered. The simulated geometry includes two half-plates and one half of the stiffener section as shown in Fig. II-1 . The height of the simulated domain is equal to the full height of a plate, i.e., 970 cm. With the exemption of the coolant inlet and outlet, all other boundaries were treated as adiabatic. A symmetry boundary condition was used at the flow symmetry boundary, and the boundary conditions at the inlet and outlet were: uniform inlet flow velocity of 11.8 m/s, inlet temperature of 35 o C, and outflow at the outlet. As in the current BR2 core, the BR2 fuel assemblies in the core of the 1963 tests were subjected to strong azimuthal power peaking. For this analysis, the expected worst azimuthal power distribution was determined from MCNP simulations of the 1963 core for test A/400/1 [5] .
Specifically, a power distribution for plate 6 was calculated for 24 axial locations using 5 degrees azimuthal meshes. After inspection of the resulting distributions, it was found that the axial dependency of the azimuthal power shape could be approximated by two averaged distributions evaluated below and above 0.5612 m. An azimuthally-averaged axial power shape was also calculated. The power distribution is provided to STAR-CD by local-to-average axial and azimuthal polynomial functions calculated from the above power distributions. For simplicity, the polynomial functions shown in Figs. II-2 and II-3 are applied to both plates five and six. The power density is evaluated from Figure II-4 shows the azimuthal heat flux (to the coolant) distribution, with and without conduction in the fuel plate, in the fuelled section (fuel meat) of plate six at the elevation where the power density peaks ( Fig. II-3 ). There is a very small reduction of the peak heat flux, and a more significant reduction, due to conduction to the stiffener, in a small portion of the fuelled section (about 15% of the total length in the azimuthal direction) that is adjacent to the aluminum stiffener. At the end (azimuthal edge) of the fuelled section, because of conduction, the heat flux drops to 40% of its value without conduction. The total heat transferred by conduction out of the fuelled section of the plate in the azimuthal direction is 2.9% of the total heat generated in the plate. The heat transferred by axial conduction out of the fuelled section of the plate to the outlet aluminum section of the plate is less than 0.2%, and that to the inlet aluminum section of the plate is about one tenth of this.
Figure II-5 shows the azimuthal cladding temperature distribution at the elevation of the peak power density with the power density varying in the azimuthal and axial directions, as well as with the power distribution varying only in the axial direction. In the first case, it drops from 91.8 °C at the center of the plate to 58.5 °C at the end (azimuthal direction) of the fuel meat. In the second case, it peaks at 80.6 °C. The azimuthal variation of the power distribution leads to an azimuthal variation in coolant temperature which can promote thermal mixing in the same direction.
II.2. Azimuthal coolant mixing in a typical BR2 channel
To assess the significance of azimuthal mixing, a CFD simulation was performed with the azimuthal power density variation as shown in Fig. II-2 , but, for simplicity, with a uniform axial power distribution. This simplification has no significant effect on the conclusions of this analysis on thermal mixing in the azimuthal direction. The total power in the plates was kept the same as in the case of the actual axial power distribution. Figure II .8 shows the azimuthal distribution of the coolant temperature rise at the channel outlet, and the same distribution resulting from
where:
∆T(θ) = Temperature rise from inlet to outlet at a stripe (sector) of size ∆θ at angle θ q(θ) = Heat transferred to the coolant at the above stripe (computed from the CFD simulation) m(θ) = Flow rate at the stripe (computed from the CFD simulation) C p = Specific heat Figure II-8 shows that thermal mixing in the azimuthal direction is minimal. It reduces the peak temperature rise by 1 °C, and the temperature rise at the fuel edge by 2 °C. Thus, using striping in RELAP and PLTEMP simulations is a good approximation, at least at steady state. Because striping is a good approximation, at steady-state the actual peak cladding temperature can be estimated analytically from the value determined from a thermal-hydraulic calculation (e.g., RELAP or PLTEMP) with averaging in the azimuthal direction (no striping).
II.3. Analytical estimation of the impact of the azimuthal peaking
This section presents an analytical relationship for the estimation of the impact of azimuthal power peaking on the cladding temperature using results from an analysis of cladding temperatures where an average power distribution is used in the azimuthal direction.
If p a and p θ are the peak to average power density ratios in the axial and azimuthal directions (power density varies in the axial and azimuthal direction), then the equations for heat transfer at the location of the peak power density give
No azimuthal averaging:
Azimuthal averaging:
where q is the plate average heat flux, T c and T f are the cladding and coolant temperatures when azimuthal variation of the power density is considered, and T ca and T fa are the cladding and coolant temperatures when azimutahal variation of the power density is not considered.
Assuming that the heat transfer coefficients are identical, Eqs II-3 and II-4 can be combined to obtain,
From a heat balance in a stripe at the location of the peak power density and a stripe of average power density,
From Eqs II-5 and II-6,
In the analysis presented here, 
II.4. Conclusions and summary
In summary, the CFD simulations presented here show that lateral (axial and azimuthal) conduction in the plate have no significant effect on the value of the peak heat flux from the plate to the coolant. Thermal mixing in the azimuthal direction is minimal, and the use of azimuthal stripping in RELAP or PLTEMP steady state analyses is a good approximation. This analysis also shows that azimuthal conduction is of significance in the section of the plate close to the aluminum stiffener. Thus, the most limiting power distribution is that where the power density peaks in the middle of the plate.
III. Heat Transfer Predictions by CFD and Correlations in Pipe and Plate Geometries
In the thermal-hydraulic analyses performed for the safety analysis of BR2, the correlation of Sieder-Tate was used for the computation of the heat transfer coefficient. Preliminary thermalhydraulic analyses performed recently [4] to determine safety margins to onset of nucleate boiling (ONB) for HEU and LEU fuel at BR2 have shown that the use of the Dittus-Boelter correlation for the heat transfer coefficient gives significantly more conservative (lower) predictions than the correlations of Sieder-Tate and Petukhov [6] .
The above mentioned correlations are:
Dittus-Boelter: In the correlation of Dittus-Boelter, all physical properties are evaluated at the bulk temperature of the fluid. In the other two correlations, µ w is evaluated at the wall temperature and all other physical properties are also evaluated at the bulk temperature of the fluid. In the analysis presented here, another correlation was also considered designated as Dittus-Boelter-M. This correlation is similar to the Petukhov correlation with Nu 0 computed from the Dittus-Boelter correlation.
Reference [6] used experimental data of heat transfer in pipes, to show that the exponent of the viscosity ratio µ w /µ b should be 0.11 when the fluid is heated, instead of 0.14 used in the Sieder-Tate correlation. This data covers Reynolds (Re) number values varying from 5000 to 123000, Prandtl number varying from 2 to 140, and µ w /µ b ratios varying from .08 to one, For temperatures close to the boiling point the viscosity of water varies very significantly from the center of a channel to the cladding surface of the fuel plate. Thus, in safety margin evaluations (OB, ONB) accounting for the effect of this variation on the heat transfer coefficient can be of significance.
In CFD simulations, the heat transfer is computed by using the conductivity of the fluid and the turbulent conductivity resulting from the turbulence model. Many RANS (Reynolds Averaged Navier-Stokes) models of turbulence have been presented in the literature, but none of them is of universal applicability. The low Reynolds (low-Re) number ε − k models and the v2f model resolve the boundary layer, and do not use the "logarithmic wall function" approximation. Because these models resolve the boundary layer, it seems that they should be more appropriate for flows where the fluid properties vary significantly from the "bulk" of the fluid to the wall (especially in the area close to the wall), as the case is in water for temperatures close to the boiling point.
The correlations mentioned above were developed for flow in a pipe. To support the selection of the proper heat transfer correlation for the analysis of determining the margin to OB or ONB a CFD analysis of the heat transfer to water under conditions close to boiling was undertaken: (a) for flow in a pipe, and (b) for flow in a BR2 two-plate geometry.
III.1. Computational approach
In this CFD analysis, simulations were performed with the standard high Reynolds (high-Re) number ε − k model [3], the standard low-Re model [3] , and the v2f model of turbulence [3] . Because the Dittus-Boelter correlation does not account for the variation of viscosity from the bulk temperature to the wall temperature, for pipe flow, CFD simulations were performed with variable fluid properties and with constant (artificially) properties. The latter case is also an approximation to the conditions prevailing at low heat fluxes.
In this analysis, the Re number was varied from about 66000 to about 300000, with wall temperatures close to the boiling point in the region close to the outlet of the flow domain. These Re number values cover the range of values computed in the preliminary BR2 analyses of Ref. [4] . The heat transfer coefficients reported here were computed near the bottom of the fuelled section of the plate where the flow was well developed, and the wall temperature was close to the boiling point.
III.2. Flow in a pipe

III.2.1. Low-Re and v2f models
The numerical test problems analyzed here use heat transfer to water in a pipe having a diameter of 0.0331m, a heated length of 3.0m preceded by an unheated section of .75m (22 diameters). This is the pipe used in the experiments of Ref. [7] for heat transfer in a range of heat fluxes and Re numbers where buoyancy effects are significant. In the analyses presented here heat fluxes on the wall and flow rates (Re number) were used that cover the conditions relevant to an OB or ONB analysis for BR2. A water temperature of 40 o C was used at the pipe inlet and temperature dependent water properties were used at a pressure of 1.2 MPa.
Because the CFD models considered here resolve the boundary layer, the center of the computational cells next to the wall was located at a non-dimensional distance of about one y+ [8] from the wall. The heat transfer from the wall to a fluid cell next to the wall was computed from
where q = heat flux from the wall, T w, T c = wall and fluid cell temperature, and d = distance of cell center from the wall.
The heat transfer coefficient h was computed from
where T b is the bulk fluid temperature. At Re=198359, the Dittus-Boelter correlation gives again the lowest prediction, 5% lower than h p .The prediction of the Sieder-Tate correlation is 6% higher than h p , while the predictions of the CFD models are significantly higher; of the v2f model by 15% and of the low-Re model by 21%. At Re equal to about 67000, the Dittus-Boelter correlation and the low-Re model predict the lowest values; they are 12% and 10%, respectively, lower than h p . The modified Dittus-Boelter correlation predicts a value 6% lower than h p , while the Sieder-Tate correlation predicts a value 6% higher than h p . At Re equal to about 83080, the lowest h value is predicted by the Dittus-Boelter correlation, 11% lower than h p. The prediction of the modified Dittus-Boelter correlation is 4% lower than h p , while the Sieder-Tate correlation predicts a value 10% higher than h p . The low-Re model predicts a heat transfer coefficient value 5% higher than h p , while the v2f model predicts a value 8% higher.
At Re equal to about 166150, the Dittus-Boelter correlation predicts the lowest value, 13% lower than h p. The prediction of the modified Dittus-Boelter correlation is 5% lower than h p , while the Sieder-Tate correlation predicts a value 8% higher than h p . Both CFD models predict a heat transfer coefficient value about 19% higher than h p .
Reference [8] has compared predictions of the Sieder-Tate and Petukhov correlations with experimental data for Re values from 10000 to 100000 and µ w /µ b ratios varying from 0.347 to 0.699. On the average, the Sieder-Tate correlation overpredicts the Nu number by 23%, while the average deviation of the predictions of the Petukhov correlation from the experimental data is 4.1%. For constant fluid properties and the same range of Re values, Ref. [8] found that the average deviation of predictions from the experimental data is 14% (mostly overprediction) for the Dittus-Boelter correlation and 4.1 % for the Petukhov correlation. The experimental data had a maximum spread of about 15%.
III.2.2. Standard high Reynolds number
In the analyses with the high-Re model, heat transfer to water in a pipe having a diameter of 0.01058 m, and a heated length of 0.5 m (about 47 hydraulic diameters) was considered. A different pipe was used in this analysis because the CFD grid structure for this pipe was available (it had also been used in some other CFD analyses). As in the analysis presented in the previous section, heat fluxes on the wall and flow rates (Re number) were used that cover the conditions relevant to an OB or ONB analysis for BR2. A water temperature of 40 o C was used at the pipe inlet and temperature dependent water properties were used at a pressure of 1.2 MPa.
In simulations with the high-Re model, the distance from the wall of the center of the computational cells adjacent to a wall must be between about 30 and 100 y+. In the analyses presented here this constraint was satisfied. The high-Re model, which does not resolve the boundary layer, computes the heat transfer from the wall to a fluid cell next to the wall from The heat transfer coefficient h to be compared with that computed from the correlations was computed from
where T b is the bulk fluid temperature. 
III.3. Flow between plates
Flow in one of the three sectors of a BR2 assembly between plates (full height-plate) five and six was considered. Only half of the sector was simulated with a uniform power density in the fuelled part of the plate. Simulations were performed with the standard high Reynolds number ε − k model and with the v2f model, and with variable properties only.
In the high-Re model simulations, the geometry included two half-plates and one half of the stiffener section as shown in Fig. III-1 . 
III.4. Summary and conclusions
III.4.1. Summary for low-Re and v2f models
For constant properties and pipe flow, among the three correlations the Dittus-Boelter correlation predicts the lowest heat transfer coefficient. There is a better agreement between predictions of the Sieder-Tate and those of the Petukhov correlation. At the low Re value considered in this analysis(Re=66112), the low-Re model predicts the smallest value of h. There is a good agreement between predictions of the CFD models and the correlations, especially Sieder-Tate and Petukhov at Re=132000. At Re close to 200000, the predictions of the CFD models are significantly higher than those of the correlations, while those of the correlations are in quite good agreement.
For variable properties, the Dittus-Boelter correlation predicts the smallest h value. The modified Dittus-Boelter correlation predicts lower values than the Petukhov correlation but the agreement is within 6% in pipe flow and 9% in the flow between plates. The predictions of the Sieder-Tate correlation are higher than those of Petukhov, but the maximum difference is about 10% in pipe flow and 8% in the flow between plates.
For pipe flow, at the low Re value of 67000 the low-Re model predicts an h value 10% lower than the Petukhov correlation, while the prediction of the v2f model is in very good agreement with that of the Petukhov correlation. As the Re number increases, both CFD models predict higher h values than the Petukhov correlation, about 20% higher at Re numbers greater than 140,000, while their predictions are in a good agreement with each other. For flow between plates, the v2f model predicts an h value that is up to 9% higher than h p .
III.4.2. Summary for standard high Reynolds number
ε − k model The predictions of standard high Reynolds number ε − k model agree quite well with those of the Petukhov correlation. For pipe flow and constant properties they are consistently about 7% lower than h p . For variable properties they are consistently up to 6% higher than h p . For flow between plates and variable properties, at Re=70000 they are 4% lower than h p , and at higher Re number values they are 6% higher.
III.4.3. Conclusions
Based on the comparisons with experimental data for pipe flow presented in Refs [6] and [9] , and for the Re number range covered in these comparisons, the heat transfer coefficient is underpredicted by the Dittus-Boelter correlation and overpredicted by the Sieder-Tate correlation. The predictions of the Petukhov correlation agree better than the other correlations with the experimental data for pipe flow, up to Re =123000, and for higher Re values are more
