Abstract. We consider a reconstruction problem for "spike-train" signals
Introduction
The problem of reconstruction of spike-trains, and of similar signals, from noisy moment measurements, and a closely related problem of robust solving the classical Prony system, is a prominent problem in Mathematics and Engineering. It is of major practical importance, and, in case when the nodes nearly collide, it is well known to present major mathematical difficulties. It is closely related to a spike-train "super-resolution problem", (see [1, 3, 4, 5, 11, 12, 13, 15, 14, 16, 17, 19, 23, 18, 25, 27, 26, 28, 29] as a small sample).
The aim of the present paper is to describe the patterns of amplification of the measurements error ǫ in the reconstruction process, caused by the geometric nature of the Prony system, independently of the specific method of its inversion. Specifically, we study, following the line of [1, 2] , the case where the nodes of a spike-train signal F form a cluster of size h ≪ 1.
1.1. Setting of the problem. Assume that our signal F (x) is a spike-train, i.e. a linear combination of d shifted δ-functions:
where a = (a 1 , . . . , a d ) ∈ R d , x = (x 1 , . . . , x d ) ∈ R d . We assume that the form (1.1) is a priori known, but the specific parameters (a, x) are unknown. Our goal is to reconstruct (a, x) from 2d moments
k F (x)dx, k = 0, . . . , 2d − 1, which are known with a possible error bounded by ǫ > 0.
An immediate computation shows that the moments m k (F ) are expressed through the unknown parameters (a, x) as m k (F ) = d j=1 a j x k j . Hence our reconstruction problem is equivalent to solving the Prony system of algebraic equations, with the unknowns a j , x j :
This system appears in many theoretical and applied problems. There exists a vast literature on Prony and similar systems, see [7] - [9] , [28] - [30] as a very small sample, and references therein.
We shall denote by P = P d the parameter space of signals F ,
and by M = M d ∼ = R 2d the moment space, consisting of the 2d-tuples of the moments (m 0 , m 1 , . . . , m 2d−1 ). We will identify signals F with their parameters (a, x) ∈ P.
Let a signal F (x) as above be fixed. The main object we study in this paper is the ǫ-error set E ǫ (F ) consisting of all signals F ′ (x) which may appear as the reconstruction of F, from the noisy moment measurements µ Our ultimate goal is a detailed understanding of the geometry of the error set E ǫ (F ), in the various cases where the nodes of F near-collide, and applying this information in order to improve the reconstruction accuracy.
Let a signal F ∈ P d be given. We denote I F = [x 1 , x d ] the minimal interval in R containing all the nodes x 1 , . . . , x d . We put h(F ) = 1 2 (x d − x 1 ) to be the half of the length of I F , and put κ(F ) = 1 2 (x 1 + x d ) to be the central point of I F . In case that h(F ) ≪ 1, we say that the nodes of F form a cluster of size h or simply that F forms an h-cluster. For such signals F , consider the following "normalization": shifting the interval I F to have its center at the origin, and then rescaling I F to the interval [−1, 1] . For this purpose we consider, for each κ ∈ R and h > 0 the transformation
defined by (a, x) → (a,x), with
For a given signal F we put h = h(F ), κ = κ(F ) and call the signal G = Ψ κ,h (F ) the model signal for F . Clearly, h(G) = 1 and κ(G) = 0. Explicitly G is written as
With a certain misuse of notations, we will denote the space P d containing the model signals G bȳ P d , and call it "the model space".
For a given F ∈ P d with the model signal G = Ψ κ,h (F ), we denote byĒ ǫ (F ) the "normalized" error set:Ē ǫ (F ) = Ψ κ,h (E ǫ (F )). The setĒ ǫ (F ) represents the error set E ǫ (F ) of F in the model spaceP d . Note thatĒ ǫ (F ) is simply a translated and rescaled version of E ǫ (F ).
Let F form a cluster of size h ≪ 1, while inside the cluster the nodes are well separated from one another. The reason for mapping such signal F into the model space is that in this case, the moment coordinates centered at F , (m 0 (F ′ ) − m 0 (F ), . . . , m 2d−1 (F ′ ) − m 2d−1 (F )), turn out to be "stretched" in some directions, up to the order ( Below we describe the geometry of the error set of F in the associated model spaceP d . Now we define the "Prony leaves", which are just coordinate subspaces of different dimensions, with respect to the moment coordinates. Definition 1.2. For q = 0, . . . , 2d − 1, and µ = (µ 0 , . . . , µ q ), the Prony leaf S q (µ) is an algebraic variety in the parameter space P d , defined by the first q + 1 equations of the Prony system (1.2):
For a signal F ∈ P d and µ = (m 0 (F ), m 1 (F ), . . . , m q (F )) we will denote by S q (F ) the leaf S q (µ).
For a fixed signal F and decreasing q the Prony leaves S q (F ) form an increasing chain of algebraic varieties in P:
is a smooth subvariety of dimension 2d − q − 1. In particular, S 2d−1 (F ) is the solution of the Prony system (1.2) while S 2d−2 (F ) is a regular curve, passing through F .
Sketch of the main results.
Let the nodes x 1 , . . . , x d of F form a cluster of size h ≪ 1 and let G = Ψ κ,h (F ) be the model signal of F . Informally, our main results in the case ǫ of order of h 2d−1 or less are the following:
(1) In section 3 we describe the geometry of the error setĒ ǫ (F ). Theorem 3.1 shows that if the cluster is centered at the origin, i.e. κ(F ) = 0, thenĒ ǫ (F ) is a "non-linear coordinate parallelepiped" Π(G) = Π h,ǫ (G) ⊂P with respect to the model moment coordinates centered at G. Its width in the direction of the model moment coordinate
In particular, the maximal stretching of Π h,ǫ (G) is of order ǫh −(2d−1) and it occurs along the Prony curve S 2d−2 (G). See Figures 1 and 2 below.
In Theorem 3.2 we show that in general, the error setĒ ǫ (F ) is bounded between two such parallelepipeds:
1 For measurement error ǫ of order greater than h 2d−1 , the Prony reconstruction becomes much more complicated.
In particular, singularities of various types appear (see [8, 22, 31] ).
(2) In section 4, Theorems 4.1 and 4.2, we use the above result to derive lower and upper bounds, of the same order, on the worst case reconstruction error. We show that:
The worst case reconstruction error,
is of order ǫh −2d+1 . The worst case reconstruction error of the amplitudes,
is of order ǫh −2d+1 . The worst case reconstruction error of the nodes,
is of order ǫh −2d+2 . We stress that reconstructions F ′ with reconstruction errors as above cannot occur everywhere: they fall into a small neighborhood of the Prony curve S 2d−2 (F ). This fact is used in Section 5 to improve the reconstruction accuracy (see item 4 below).
Our next result concerns the accuracy of reconstruction of the Prony leaves S q (F ): (3) While the point worst case reconstruction error of the signal F is of order ǫh −2d+1 , the curve S 2d−2 (F ) itself can be reconstructed with a better accuracy of order ǫh −(2d−2) . The "hierarchy of the accuracy rates" is continued along the chain S 2d−1 (F ) ⊂ . . . ⊂ S 0 (F ) of the Prony leaves S q (F ): each S q (F ) can be reconstructed with an accuracy of order ǫh −q . See Theorem 4.4.
2
We conclude our results with an informal presentation of the following fact: (4) If a certain additional a priori information is available on the signal F , the reconstruction accuracy can be significantly improved (in some cases) via the following procedure: first we reconstruct the Prony leave S q (F ) for a certain appropriate q. The accuracy of this reconstruction (of order ǫh −q ) is higher than that of a single point solution. Then we use the additional information available in order to accurately localize the signal F inside the Prony leave S q (F ). We demonstrate this procedure via an example in section 5, leaving a detailed presentation to another paper. Remark: Consider the case that ǫ is of order greater than h 2d−1 . Our approach, based on the regularity of the moment coordinates, does not apply here since for large errors the reconstruction encounters singularities. We do not study this case here, however, the Prony leaves S q , being algebraic objects that are defined globally, remain a relevant tool in studying error amplification and collision singularities in much larger scales (See [6, 22, 8] ). 2 Through this text we assume that the Prony inversion (when possible) is accurate, and that the reconstruction error is caused only by the measurements error. Moreover, we will always assume below that all the "algebraicgeometric" operations, with the known parameters, are performed accurately. Specifically this concerns constructing certain algebraic curves and higher-dimensional varieties. Of course, such algorithmic constructions in Computational Algebraic Geometry may present well-known difficulties, but in the present paper we do not touch this topic. 
For F ∈ P the problem of its reconstruction from the exact moment measurements µ = (µ 0 , . . . , µ 2d−1 ) ∈ M, is the problem of inverting the Prony mapping P M. In this paper we always assume that this inversion (when defined) is accurate.
Consider the noisy measurements µ ′ = (µ ′ 0 , . . . , µ ′ 2d−1 ) ∈ M of the moments of F . By our assumption, the measurement error of each of the moments m k (F ) does not exceed ǫ, i.e. |µ
Equivalently, the noisy measurement µ ′ may fall at any point in the cube
Throughout this text we will always use the maximum norm || · || on both spaces M d and
2.2. Inverse Function theorem and its consequences. Our first result describes the inversion of the Prony mapping in a neighborhood of a "regular point", i.e. of a signal G with all its d nodes well separated, and with all its amplitudes bounded and well separated from zero. This result is, essentially, a direct application of the "quantitative inverse function theorem" (see, for instance, [24] , page 264, Theorem 2.10.7 or [20] , Theorem 3.2) combined with the estimates of the norm of the Jacobian of the Prony mapping and the norm of its inverse. Assume that the nodes x 1 , . . . , x d of a signal G all belong to the interval I = [−1, 1], and for a certain η with 0 < η ≤ 2 d−1 , d > 1, the distance between the neighboring nodes x j , x j+1 , j = 1, . . . , d − 1, is at least η. We also assume that for certain m, M with 0 < m < M , the amplitudes a 1 , . . . , a d satisfy m ≤ |a j | ≤ M, j = 1, . . . , d. We call such signals (η, m, M )-regular. We distinguish (as above) the parameter and the moment spaces of the model signals G, denoting them byP,M, respectively. For G ∈P we denote by ν = (ν 1 , . . . , ν 2d−1 ) its Prony image P M (G) ∈M.
Theorem 2.1. Let G be an (η, m, M )-regular signal. There exist constants R, C 1 , C 2 , C 3 , C 4 (given explicitly below and in Appendix A) depending only on d, η, m, M such that (1) The Jacobian J at G of the Prony mapping P M is invertible, with
(2) The inverse mapping P M −1 exits on the cube Q R (ν) of size R centered at ν ∈M, and provides a diffeomorphism of
Proof. Let J = J(G) denote the Jacobian matrix of P M at a (regular) signal G,
The matrix J admits the following factorization (about factorization of the Prony Jacobian see also [7] ) 
Now using proposition 2.1 and the factorization equation (2.2) we have that
In addition, for an (η, m, M )-regular signal, a direct calculation shows that
This conclude the proof of statement 1 of Theorem 2.1.
The second statement of Theorem 2.1 follows from "quantitative inverse function theorem" (see, [24] , Theorem 2.10.7 or [20] ) taking into account that in this result the constants C 3 , C 4 and R are given in terms of upper bounds on ||J −1 ||, ||J|| and a local upper bound on the magnitude of the second derivatives of P M . The latter can be easily obtained in terms of d, η, m, M . The required constants C 3 , C 4 and R are derived explicitly in appendix A. This completes the proof of Theorem 2.1.
We give an equivalent formulation of Theorem 2.1, in terms of the moment coordinates. Definition 2.2. For G a regular signal as above, and G ′ denoting signals near G, the moment coordinates are the functions
onP is defined through the moment coordinates as
Corollary 2.1. Let G be a regular signal as above. Then the moment coordinates form a regular analytic coordinate system on
Proof. It follows directly from Theorem 2.1.
The geometry of the error set for nodes forming an h-cluster
We use regular signals G as above, as a model for signals with a "regular cluster": For F ∈ P with h = h(F ) and κ = κ(F ) (i.e. F having its nodes cluster in an interval of size h and center κ), we say that
, and the distance between the neighboring nodes x j , x j+1 , j = 1, . . . , d − 1, is at least ηh. We formulate our main results in terms of the model signal G.
For any G ∈P and ǫ, α > 0 we define the following geometric objects:
Definition 3.1. Define Π ǫ,α (G) ⊂P as the parallelepiped, in moments coordinates, consisting of all signals G ′ ∈P satisfying the inequalities
3.1. The case of a zero shift. Theorem 3.1 below describes the setĒ ǫ (F ) ⊂P, under an additional assumption that there is no shift. In this case the description becomes especially transparent. The effect of a non-zero shift κ is described in Section 3.2 below. In particular, a version of Theorem 3.1 with a non-zero shift is given in Theorem 3.2.
Theorem 3.1. Let F ∈ P form an (h, 0, η, m, M )-regular cluster and let G = Ψ κ,h (F ) be the model signal for F . Then:
(1) For each positive ǫ we haveĒ
(2) For each positive ǫ ≤ Rh 2d−1 ,Ē ǫ (F ) is contained within the ∆ q -neighborhood of the part of the Prony leaf S q,ǫ,
The constants R, C 4 are defined in Theorem 2.1 above.
Remark: Assume that the measurement error ǫ ≤ Rh 2d−1 . By Corollary 2.1 we have that the metric induced by the moments is equivalent to maximum metric onP. Combing this with statement 1 of Theorem 3.1, we obtain that the error setĒ ǫ (F ) is a "deformed" parallelepiped in standard coordinates ofP. See figures 1 and 2 in subsection 1.2.
Proof of Theorem 3.1. Denote by MĒ ǫ (F ) = P M (Ē ǫ (F )) ⊂M the set of all the possible errors in the moments m k (G), k = 0, 1, . . . , 2d − 1, corresponding to the errors not exceeding ǫ in the moments of F .
Consider the scaling transformation SC α , which acts on signals F via scaling of the nodes of F :
, and therefore
Accordingly, we define the scaling transformation SC * α : M → M on the moment space as follows:
With these definitions we have for all
For the model signal G we have G = SC 1 h (F ). Set µ = P M (F ). Accordingly, the set MĒ ǫ (F ) of the possible measurements for the moments of G is SC * 1 h (Q ǫ (µ)). The initial moment error set
The error setĒ ǫ (F ) ⊂P is the preimagē
(ν) has length ǫh −2d+1 , and hence for ǫ ≤ Rh 2d−1 the required inclusion holds. Now, by applying Corollary 2.1, we get max
3.2. The case of a non-zero shift. For a signal G ∈P recall that the parallelepiped Π ǫ,α (G) ⊂P, is the set of all signals G ′ ∈P satisfying
. Then: (1) For any ǫ > 0, the error setĒ ǫ (F ) is contained between the following two parallelepipeds in the moment coordinates:
where
(2) For any ǫ ≤ Rh ′2d−1 , the error setĒ ǫ (F ) is contained within the ∆ ′ q -neighborhood of the part of the Prony leaf S q,ǫ,
Proof Theorem 3.2: Let us describe the effect of a shift transformation in P and in M. Define the shift transformation SH κ : P → P of the parameter space by SH κ (F )(x) = F (x + κ). The following proposition describes the action of the coordinate shift on the moments of general spike-trains:
Replacing κ by −κ we get the second expression.
Accordingly, we define the shift transformation SH * κ : M → M as the following linear transformation on the moment space:
Proposition 3.1 shows that the shift transformations SH κ and SH * κ , and the Prony mapping P M satisfy the following identity:
Since SH * κ is a linear transformation we will omit the parentheses and write SH * κ µ instead of SH * κ (µ). We extend this rule to every linear transformation T and write T v instead of T (v). We have the following bounds for the norms of SH * κ and SH * −1 κ :
The inequality for |(SH * −1 κ µ) k | follows by noting that SH * −1 κ = SH * −κ . Let F ∈ P, as above, form an (h, κ, η, m, M )-regular cluster and put P M (F ) = µ. Then, by identities (3.5) and (3.3)
Then again by identities (3.5) and (3.3)
Using the above and by definition of SC * we get
This proves thatĒ ǫ (F ) ⊂ Π ǫ,
We now prove that for
. By Proposition 3.2 the norm of the inverse shift transformation has the following lower bound, ||SH * −1 κ
. This completes the proof of the first statement of Theorem 3.2.
Next we prove the second statement of Theorem 3.2. For a given 0 ≤ q ≤ 2d − 1, we need to show that the error setĒ ǫ (F ) is contained in an order of h −q ǫ neighborhood of the part of the Prony leaf S q,ǫ,
On the other hand P M (S q,ǫ,
(ν) into the last 2d−q −1 coordinates (in the moments coordinate system centered at G). Hence
We now want to apply equivalence of the moments metric onM and the maximum metric on P given in Corollary 2.1. For this purpose we need to check that MĒ ǫ (F ) ⊂ Q R (ν). Again by statement 1 of the theorem
. By assumption we have that ǫ ≤ Rh ′2d−1 then
Now applying Corollary 2.1 we get max
This concludes the proof of statement 2 of Theorem 3.2.
Worst case reconstruction error
We now consider the worst case reconstruction error of a signal F = (a, x) forming an (h, κ, η, m, M )-regular cluster. Define the worst case reconstruction error of F as ρ(F, ǫ) = max
In a similar way we define ρ a (F, ǫ) and ρ x (F, ǫ) as the worst case errors in reconstruction of the amplitudes and nodes of F respectively:
The following theorem provide tight, up to constants, upper bounds on ρ(F, ǫ), ρ x (F, ǫ), ρ a (F, ǫ). It is a direct consequence of the geometry of the error set presented in Theorem 3.2.
where C 4 , R are the constants defined in Theorem 2.1.
Proof. For F = (a, x) as in the theorem, let G = (a,x) = Ψ κ,h (F ) be the model signal of F . We define the model worst case reconstruction errorsρ(
We define the model worst case reconstruction errorρ(F, ǫ) in the moment metric bỹ ρ(F, ǫ) = max
By Theorem 3.2, the error setĒ ǫ (F ) ⊂ Π ǫ, 1+|κ| h (G). Therefore we havẽ
We can therefore apply the equivalence of the moment and the maximum metrics given in Corollary 2.1 and get that
Since ρ a (F, ǫ), ρ x (F, ǫ) are each the maximum of the projected errors into the amplitudes and nodes subspaces respectively, inequality 4.2 also implies that
Now we return from G to the original signal F , and from the model spaceP to P. In this transformation the amplitudes remain unchanged, while the nodes are multiplied by h (and shifted by κ). Therefore inequalities (4.2) and (4.3) implies that
We now give lower bounds on the worst case reconstruction errors: ρ(F, ǫ), ρ a (F, ǫ) and ρ x (F, ǫ) of the same order of the upper bounds given in Theorem 4.1 above. (1) For each positive ǫ ≤ C 6 h 2d−1 we have the following lower bound on the worst case reconstruction error of the nodes of F
(2) For each positive ǫ ≤ C 7 h 2d−1 we have the following lower bound on the worst case reconstruction error of F and the amplitudes of F
Above, K 3 , K 4 , C 6 , C 7 are constants not depending on h and will be defined within the proof of the Theorem.
Proof. Let G = (a,x) = Ψ κ,h (F ) be the model signal of F = (a, x). Let P M (G) = ν = (ν 0 , . . . , ν 2d−1 ). Consider now the Prony curve S 2d−2 (G) which is defined by the equations
Assume that ǫ ≤ Rh 2d−1 and let ǫ ′ = (1 + |κ|) −2d+1 ǫ. By the choice of ǫ we have
Then by Corollary 2.1 the moment coordinates form a regular analytic coordinate system on Π ǫ ′ , 1 h (G). We can therefore fix the signal G LB ⊂P with moment coordinates ν LB = (ν 0 , . . . , ν 2d−2 , ν 2d−1 + ǫ ′ h −2d+1 ). The signal G LB is one of the intersection points of the Prony curve S 2d−2 (G) and the boundary of the parallelepiped Π ǫ ′ , 1 h (G). By Theorem 3.2 we have that the error set
hence G LB ∈Ē ǫ (F ). Once again by Corollary 2.1 the moment metric and the maximum metric on P are equivalent and we have
The rest of the proof is essentially devoted to the fact that the projection of the error into both the amplitudes and nodes is non degenerate and to deriving specific constants that bound from below the size of these projections.
Let G LB = (ã,x) withã = (ã 1 , . . . ,ã d ) andx = (x 1 , . . . ,x d ). We now prove that for this specific signal (and for ǫ small enough), the errors in the amplitudes and in the nodes, ||ã − a|| and ||x −x||, are bounded from below as required.
We study in more detail the structure of the Jacobian matrix of the Prony mapping at (the regular signal) G.
The Jacobian of P M at the point G = (a,x) is given by the matrix J = J(G):
We use the following notation to refer to submatrix blocks of J. For J as above, we index the rows of J (corresponding to the moment functions m 0 , . . . , m 2d−1 ) by 0, . . . , 2d − 1 and the columns of J by 1, . . . , 2d. We will denote by J(m : n, i : j), 0 ≤ m ≤ n ≤ 2d − 1, 1 ≤ i ≤ j ≤ 2d, the block of J formed by the intersection of the rows m, . . . , n and the columns i, . . . , j of J.
We now prove a lower bound for the worst case errors of the nodes of G. 
where Rearranging the above we get ||v||
Let P 0,d : R 2d → R d be the projection to the first d coordinates, i.e. for x = (x 0 , . . . ,
By Proposition 4.2 we get that 
The nodes of G satisfies |x i | ≤ 1 and for i = j, |x i −x j | ≥ η. Based on theorem 4.3 we can bound the norm of ||J 
Therefore we fix the constant
By a direct calculation we also have that
and in this case setting K 3 = C 3 (1 + |κ|) −2d+1 we are done. Else,
We continue under the assumption of equation (4.7). From (4.7) and (4.6) we have that for α = C 5 ||G LB − G|| ||J 1 (ã − a) + J 2 (x −x)|| ≤ α||ã − a||. We now apply Proposition 4.3 for:
We get that
Define the constant C 6 (κ, d, η, m, M ):
Then for ǫ ≤ C 6 h 2d−1 the numerator in (4.8) satisfies
Where above we used Corollary 4.1 to upper bound ||G LB − G|| by C 4 ǫ ′ h −2d+1 . By the previously derived bounds on ||J −1 1 ||, ||J 2 || and by inequality (4.10)
Plugging (4.11) back into (4.8) we have that for
we get that K 3 ǫh −2d+1 ≤ ||x −x||. This concludes the proof of proposition 4.1.
We now prove the lower bound for the worst case error of the amplitudes of G. 
. By Proposition 4.2 we get that
(4.14)
The block J 4 admits the following factorization (4.15) 
We continue under the assumption of equation (4.16). From (4.16) and (4.14) we have that for
We now apply Proposition 4.3 for:
Define the constant C 7 (κ, d, η, m, M ):
Where above we used Corollary 4.1 to upper bound ||G LB − G|| by C 4 ǫ ′ h −2d+1 . By the previously derived bounds on ||J −1 4 ||, ||J 3 || and by inequality (4.19)
Plugging (4.20) back into (4.17) we have that for ǫ ≤ C 7 h 2d−1
we get that K 4 ǫh −2d+1 ≤ ||ã − a||. This concludes the proof of proposition 4.5.
By Propositions 4.1 and 4.5:
To complete the proof of Theorem 4.2 we now set
. In this transformation the amplitudesã, a remain unchanged, while the nodesx,x are multiplied by h (and shifted by κ). Hence, denoting F LB = (ã,x):
This proves the stated lower bounds of Theorem 4.2.
Till now we have assumed that all the d nodes of the signal F form a cluster of size h. The lower bounds of Theorem 4.2 can be easily extended to the case where there are also non-cluster nodes:
• For each positive ǫ ≤ C 6 h 2s−1
• For each positive ǫ ≤ C 7 h 2s−1
The constants K 3 , K 4 , C 6 , C 7 are the same constants as in Theorem 4.2 but with d replaced with s.
Proof. The required lower bounds follows directly from Theorem 4.2. Indeed, we can perturb only the nodes and the amplitudes in the cluster, leaving the other nodes and amplitudes fixed, and then all the calculations and estimates above remain unchanged.
Remark In the presence of non-cluster nodes obtaining the upper bounds for the worst case reconstruction error requires additional considerations. Indeed, perturbing both the cluster and the non-cluster nodes and the amplitudes a priori may create even larger deviations than those of Theorem 4.1, with the moments, remaining within ǫ of the original ones. Accuracy estimates in this situation presumably require analysis of several geometric scales at once. There are important open questions related to this multi-scale analysis. In particular, the following question was suggested in [10] : is it true (as numerical experiments suggest) that for well-separated non-cluster nodes, the accuracy of their reconstruction in Prony inversion is of order ǫ, independently of the size and structure of the cluster? Our next result concerns the worst case accuracy of reconstruction of the Prony leaves S q (F ). The point is that the smaller is q the larger is the variety S q (F ), but the higher is the accuracy of its reconstruction. In the next section we show how this fact can help in improving the reconstruction accuracy of the signal F itself. We will state this result only in the normalized signal spaceP.
Let F form an (h, κ, η, m, M )-regular cluster and let G be the model signal of F . Recall the Hausdorff distance d H associated with the maximum metric: for A, B ⊆ P
Consider the local Prony leaf
, and its possible reconstruc-
Define the worst case error in reconstruction of the local Prony leaf S π q,ǫ (G) via the Hausdorff distance d H :
where C 3 , C 4 , R are the constants defined in Theorem 2.1.
Proof. Define the Hausdorff distance d
M H associated with the moment metric d:
Let G be the model signal of F . Define the worst case error in reconstruction of the local Prony leave S π q,ǫ (G), in the moment metric, bỹ
For each G ′ ∈Ē ǫ (F ), the Prony leaves S q (G), S q (G ′ ) ⊂P are the moment coordinate subspaces given by
The Hausdorff distance between them, with respect to the moment metric d, is equal to max k=0,...,q |m k (G) − m k (G ′ )|. As a result, for every ǫ > 0,
By the first statement of Theorem 3.2,
Therefore, for every ǫ > 0,
We can therefore apply the equivalence of the moment and the maximum metrics given in Corollary 2.1 and get, from equation ( 
Improving the reconstruction accuracy given some additional information
In this section we shortly discuss the way one can use the Prony leaves in order to improve the reconstruction accuracy, given certain a priori information about the reconstructed signal. We plan to present this idea in full details in latter work.
Assume that the measured signal F , is known to form a small regular cluster of size h << 1. Assume in addition that we have certain additional information on the signal F . We do not specify here the nature of this information, assuming just that the measured signals are known to reside within a subset Ω ⊂ P.
Recall that for measurement error ǫ ≥ 0, our input for the reconstruction of F are the measure-
For ǫ small enough we know that there exists a unique signal F ′ ∈ P having
i.e. F ′ is the point solution to the Prony system with right hand side given by µ ′ . Observe that the point solution F ′ has, by Theorem 4.2, a worst case reconstruction error of ǫh −2d+1 . This section is organized as follows:
(1) First we show, based on previous results, that for each q = 1, . . . , 2d − 1, the measured signal F is at maximum distance of order of ǫh −q from the Prony leave S q (F ′ ). (2) Next we suggest the following nonlinear reconstruction procedure (see formal description below): For each q reconstruct the leave S q (F ′ ). Then consider the intersection of its neighborhood of size ǫh −q and the feasible region Ω. Pick a q that minimizes the diameter of these intersections and output as a solution a signal F * from that intersection. (3) On the last part of this section we demonstrate via an example, the possible improved accuracy achieved by this procedure.
Let F ∈ P form an (h, κ, η, m, M )-regular cluster. We will use the upper bound on the accuracy of the Prony leaves reconstruction given in Theorem 4.4, showing that locally, the distance between the leaves S q (G ′ ) and S q (G) is of order h −q ǫ. This result is given in the model spaceP, i.e. the leaves are given in terms of the model signals
. In practice however, κ and h are not known. Accordingly we now translate this result back to the original space P.
Proposition 5.1. Let F ∈ P and for h > 0, κ ∈ R, let G = Ψ κ,h (F ). Then, for each q = 0, . . . , 2d − 1, the Prony leaves S q (F ) and S q (G) satisfies
The above is simply a result of both the shift and the scale transformations, on the moments space, being triangular. Formally:
3 Theorem 4.1, stated in the original signal space P, is strictly a special case of the upper bound given in Theorem 4.4, stated in the model spaceP. Theorem 4.2 and the lower bound given in Theorem 4.4 has the same asymptotic in h. However, the constants and the required size of ǫ are different as in the case of the lower bound in the original space P, we need to ensure that the projection of the error into amplitude space is non degenerate. 
By definition of S q (G), for all k = 0, . . . , q and for all
Since each step is reversible this complete the proof.
Using the above, the upper bound on the accuracy of reconstruction of Prony leaves S q (G) is readily translated back to the leaves S q (F ). We summaries this fact in the following corollary:
and for any q = 0, . . . , 2d − 1:
(1) The local Prony leaf S q,ǫ (F ) is contained within the ∆ ′ q -neighborhood of the Prony leaf S q (F ′ ), for
(2) The projection of the local Prony leaf S q,ǫ (F ) into the nodes space S (4) Next we consider the "feasible sets"
We choose q * for which the diameter of S
, it remains to be the output reconstruction. Otherwise we find the point F ′′ ∈ S Ω q * ,ǫ,h (F ′ ) which is the closest to F ′ , and replace F ′ by F ′′ .
We illustrate this general approach with a specific example in the case d = 2, q = 2. We consider signals of the form
Assume that the ratio between the amplitudes a 1 , a 2 is a priori known to be bounded. Specifically for some γ ≥ 1 the amplitudes are known to satisfy
For F ∈ P 2 , consider the projection of the curve S 2 (F ) into the nodes space. We denote this projection by S x 2 (F ), as above. We will also denote the nodes parameter space by P Proposition 5.2. For F ∈ P 2 , the curve S x 2 (F ) ⊂ P x 2 is an hyperbola in the plane x 1 , x 2 defined by the equation
The corresponding curve S(F ) ⊂ P 2 is parametrized as
For the purpose of this example say that F is the centrally symmetric signal
in the plane x 1 , x 2 (see Figure 3) , while the parametrization of the curve S 2 (F ′ ) ⊂ P 2 is given by (5.5)
Now using the a priori information given in equation (5.1) together with the parametrization of the amplitudes given in equation (5.5) we get that
Equations (5.4) and (5.6) together with the assumption that x 1 < x 2 imply that the reconstructed nodes need to satisfy
Denote by Γ the polytope formed by the intersection of the above sets:
Denote by S The size of the "feasible" set Γ∩S x 2,ǫ,h (F ′ ), as illustrated in Figure 3 , grows smaller as γ approaches 1. For γ small enough we get an improvement in the worst case accuracy of the nodes reconstruction, from an order of ǫh −2 of the point solution F ′ up to an order of ǫh −1 . Figure 3 illustrate this improvement for the case h = 0.05 and γ = 
Appendix A. Quantitative inverse function theorem
Let G be an (η, m, M )-regular signal and P M (G) = ν = (ν 1 , . . . , ν 2d−1 ). To prove Theorem 2.1 statement 2 we need to explicitly give constants R, C 3 , C 4 depending only on d, η, m, M such that: The inverse mapping P M −1 is regular analytic in the cube Q R (ν) and for each ν ′ , ν ′′ ∈ Q R (ν)
Theorem 2.1, statement 2. Let J = J(G) be the Jacobian matrix at G. Let C 1 = C 1 (m, η, d), C 2 = C 2 (d, M ) be the the constants derived in statement 1 of Theorem 2.1 satisfying
Then for
the inverse mapping P M −1 is regular analytic in the cube Q R (ν) and for each ν ′ , ν ′′ ∈ Q R (ν)
Proof Theorem 2.1, statement 2. The next proposition provides a Lipschitz constant for the difference between P M and its linear part in the neighborhood of G.
Proposition A.1. Let G be an (η, m, M )-regular signal. Let r ≤ 1 2d−1 and G ′ a signal such that ||G ′ − G|| ≤ r. Let J = J(G) be the Jacobian matrix at G. Then
where C 5 = 6(M + 1)(2d − 1) 2 d.
Proof. First for each G ′′ such that ||G − G ′′ || ≤ r we have the the following upper bound on the second derivatives of the moments functions. For each moment of order k = 0, . . . , 2d − 1,
while the rest of the second derivatives are zero. Consider the standard multi-index notation. For α = (α 1 , .., α n ), α ∈ {N ∪ 0} n , we define: Absolute value, |α| = α 1 + .. + α n ; Power, for u ∈ R n , u α = u 
The proposition follows.
Corollary A.1. Let G be an (η, m, M )-regular signal. Let r ≤ 1 2d−1 and let G ′ , G ′′ be signals such that G ′′ , G ′ ∈ Q r (G). Denote by J = J(G) the Jacobian matrix at G. Then
Proof. It is a direct consequence of Proposition A.1. 
and
We conclude that for r = 1 4C5C1 and G ′ , G ′′ ∈ Q r (G), P M is one to one on Q r (G) and satisfies there
Since P M is one to one on the open cube interior(Q r (G)), by invariance of domain theorem, P M is a homeomorphism between interior(Q r (G)) and P M (interior(Q r (G)) and, P M (interior (Q r (G)) is open.
Let P M (G) = ν. By equation A.2, we have that P M (interior(Q r (G)) contains the cube of radius R = 1 2C2 r, Q R (ν), and for each ν ′ , ν ′′ ∈ Q R (ν)
concludes the proof of statement 2 of Theorem 2.1.
