This paper presents a novel approach to dynamic transmission bandwidth allocation for transport of real-time variable-bit-rate video in ATM networks. Video tra c statistics are measured in the frequency domain: the low frequency signal captures the slow time-variation of consecutive scene changes while the high frequency signal exhibits the feature of strong frame autocorrelation. Our queueing study indicates that the video transmission bandwidth in a nite-bu er system is essentially characterized by the low frequency signal. We further observe in typical JPEG/MPEG video sequences that the time scale of video scene changes is in the range of a second or longer, which localizes the low frequency video signal in a well-de ned low frequency band. Hence, in a network design it is feasible to implement dynamic allocation of video transmission bandwidth using on-line observation and prediction of scene changes. Two prediction schemes are examined: recursive least square method and time delay neural network method. A time delay neural network with low-complexity high-order architecture, called \Pi-Sigma Network", is successfully used to predict scene changes. The overall dynamic bandwidth allocation scheme presented in this paper is shown to be promising and practically feasible in obtaining e cient transmission of real-time video tra c.
Introduction
ATM technology o ers a great exibility of transmission bandwidth allocation to accommodate diverse demands of individual connections. A major application in ATM networks is to provide real-time lossfree transmission of variable-bit-rate (VBR) video. A key issue in video transmission design is to nd an e ective transmission bandwidth for guaranteed quality-of-services (QOS). Consider a single-link nitebu er system shown in Fig. 1 . By stochastic modeling, video tra c can be represented by a stationary random process. The notion of e ective bandwidth, measured in cells per unit time, is then equivalent to the minimum transmission bandwidth allocated to the input tra c subject to QOS constraints. Limited analytical solutions are available on transmission bandwidth evaluation, usually with simpli ed input tra c models and under the asymptotic assumption of large bu er size and small loss rate 1, 2] . Finding the e ective bandwidth for video is especially di cult for the following two reasons. First, a real VBR video tra c exhibits highly bursty and nonstationary properties which greatly complicate the queueing analysis. Second, the e ective bandwidth must be designed to handle the worst-case input scenario in order to avoid bu er blocking or excessive delay. This extreme case is di cult to predict due to its infrequent occurrence and its dependence on individual sources.
In practice, the transmission bandwidth requirement needs to be assessed using on-line tra c measurement, particularly in live services. The study in 3] indicates that one of the most important input statistics to measure for queueing analysis is power spectrum. Two basic concepts were discovered in 4] on examining input tra c in the frequency domain. First, the transmission bandwidth in a nite-bu er system is essentially determined by the low frequency ow of input tra c. Second, the low frequency ow basically stays intact as it travels through the nite-bu er system.
In this paper, we introduce the concept of dynamic bandwidth allocation which is a major di erence of our approach from most existing techniques. Instead of allocating a static e ective bandwidth, we propose to adaptively change the transmission bandwidth using on-line measurement of video demand. For experimental studies, we choose data sequences coded from the movie \Star Wars" by using JPEG/MPEG compression techniques 6, 7] . Such a full-motion entertainment movie represents a class of di cult video services to support in ATM networks. Our statistical analysis shows that video tra c is well separated into two frequency regions: the low frequency signal captures the slow time-variation of consecutive scene changes while the high frequency signal exhibits the feature of strong frame autocorrelation. It is the low frequency signal that essentially determines the on-line demand of video transmission bandwidth. In other words, once the transmission bandwidth is adaptively changed to accommodate the low frequency signal, the whole video signal can be transmitted via nite-bu er systems with negligible queueing delay or cell loss.
There is a trade-o between transmission e ciency and protocol processing e ciency in the design of a dynamic bandwidth allocation scheme. On one hand, a higher transmission e ciency can always be achieved by more frequent adaptation of the bandwidth to the low frequency signal. On the other hand, since dynamic bandwidth allocation is often performed at the network layer based on global tra c measurement, the frequency of bandwidth adaptation is limited by the network protocol processing time. Our study indicates that the low frequency video signal typically stays in a well-de ned frequency region, i.e., ! < 2 radians. The corresponding time scale of scene changes will be in the range of a second or longer. Hence our analysis shows that the video transmission bandwidth only needs to be adapted at the interval of several hundred milliseconds, which is feasible in a practical network design. Note that the increased bandwidth demand of a video virtual circuit (VC) can be accommodated by various network protocols. For a link-layer protocol, the schemes such as adaptive link capacity partitioning among individual VCs, low-priority cell discarding and blocking (regulating) of non-real-time VCs, can be employed. For a network-layer protocol, a dynamic (or periodic) rerouting scheme can be used to obtain the extra bandwidth without violating the other VCs' QOS 4, 5] . A technique of frame-by-frame dynamic bandwidth allocation has been studied recently for the transmission of an MPEG video source 7] . While its on-line bandwidth estimation scheme is simple, its application to control of network-wide video tra c ow is limited by the frequent adaptation of bandwidth.
A key question then is how to e ectively predict abrupt scene changes in the incoming video tra c using on-line low frequency ow measurement. A better prediction scheme allows a relatively longer lead time to predict any scene changes, which otherwise will cause bu er congestion if the bandwidth is not properly adapted. Two prediction schemes are proposed and compared in this paper. One is based on the recursive least square (RLS) method. From linear lter theory, the RLS adaptive algorithm has the advantage of fast convergence and robustness over the least mean square (LMS) adaptive algorithm 10]. The other scheme takes the arti cial neural network (ANN) approach. In particular, we choose a low-complexity high-order architecture, called \Pi-Sigma network (PSN)", for the construction of a time delay neural network (TDNN) 12].
Each scheme has its own strength and weakness in prediction design. In contrast to the RLS method, the ANN approach requires a training stage with o -line computation and its solution may not be generally applied. However, the ANN approach has the advantage of much less on-line computation time and no initial transient state for convergence. Also, the PSN-TDNN scheme is a high-degree polynomial prediction method whereas the RLS scheme is a linear prediction method. In our application we nd that the PSN-TDNN scheme, trained on one video segment, can generally be applied to other video segments which are collected from di erent scenes. Furthermore, the prediction lead time of the PSN-TDNN scheme is found to be longer than that of the RLS scheme for achieving virtually identical queueing performance.
Several examples of using ANN approaches for on-line prediction can be found in the literature, including nancial forecasting in the stock market, electric load forecasting in power networks, tra c prediction in transportation networks and fault prediction in process control 13]-15]. An ANN approach was also proposed for call admission control and link capacity allocation in ATM networks 16, 17] . This paper is the rst attempt to use the ANN approach for bandwidth prediction in multimedia communication environment. Our experimental study shows the e ciency and robustness of the PSN-TDNN scheme to predict scene changes in VBR video.
One can implement the dynamic bandwidth allocation in two di erent operations. In synchronous operation, the bandwidth is adapted periodically at a xed adaptation interval based on the prediction of video demand. In asynchronous operation, the bandwidth will be adapted if and only if the demand exceeds a pre-assigned level. The asynchronous operation can signi cantly reduce the adaptation frequency at the cost of increasing transmission bandwidth.
The paper is organized as follows. In Section 2 we introduce the concept of dynamic bandwidth allocation and demonstrate its superior performance over the static allocation. Both RLS and PSN-TDNN prediction schemes are described and their complexities are examined in Section 3. Also in Section 3, we study the prediction performance of the two schemes in video application with emphasis on the PSN-TDNN scheme. The queueing performance is obtained in Section 4 as the two prediction schemes are used for the dynamic bandwidth allocation. The paper is concluded in Section 5.
Dynamic Bandwidth Allocation
None of the analytical models that are available today can adequately represent VBR video tra c. Here we choose a full-motion movie \Star Wars" released from Bellcore 6] as a testbed for our study. It is coded by a JPEG compression technique, i.e., 8 8 discrete cosine transform (DCT) and Hu man coding without motion compensation. The average bit rate is 5.3 Mbps. The original data are recorded in bytes per slice (1.4 milliseconds) for approximately two hours. There are 16 lines per slice, 30 slices per frame and 24 frames per second. The entire data sequence is divided into 60 consecutive pages for approximate 2 minutes per page. In ATM network application, bytes are converted into cells with each cell consisting of 44 bytes of video signal plus 9 bytes of protocol overhead.
Our interest here is in the dynamic behavior of the video cell sequence. Fig. 2a shows a typical 2-minute JPEG video tra c (page 56 of \Star Wars") measured in cells per slice, denoted by x(t) at time t. The maximum number of cells in slice within this segment is 52.9 and the average is 24.3 cells per slice. Also shown in Fig. 2b is the corresponding power spectrum. Two key observations are made about the JPEG video power spectrum. First, the spectral spikes which appear at 24 2 radians and its harmonics represent the frame autocorrelation. Second, the rest of the video power, located in a very low frequency band typically less than 2 radians, captures the strong correlation of scene changes.
The recent study in 4] indicates that the e ective bandwidth in a nite-bu er system is essentially deter- dynamic bandwidth low-pass filter mined by the low frequency characteristics of input tra c. Especially for video, the e ective bandwidth must be designed to cope with the worst scenario of consecutive scene changes, which is di cult to predict when the connection is initially set up. Note that VBR video tra c possesses highly bursty and nonstationary properties. An e ective approach is to dynamically allocate transmission bandwidth using the on-line observation of video scene changes. On applying the above 2-minute signal x(t) to a low-pass lter at the cuto frequency ! c = 2 radians, Fig. 3a shows the ltered signal x L (t) which characterizes the scene changes. The average and peak input rates of x L (t) are equal to 24.3 and 42.0 cells per slice, respectively. While a variety of low-pass lters are available, here we choose a class of nite impulse response lters with a Kaiser window. The time unit in the digital ltering process is one slice. As one will see, it is this x L (t) that essentially captures the on-line demand of video transmission bandwidth. For simplicity, we rst consider an ideal situation where the transmission bandwidth is instantaneously changed with x L (t), as described in Fig. 3b . In other words, the transmission bandwidth at time t, denoted by (t), is de ned as a function of x L (t). We further assume (t) = Cx L (t)
where C is a control parameter. Note that we need C > 1 for E (t)] > E x(t)], i.e., some extra transmission bandwidth is required for the nite bu er to e ectively absorb the rest of the high frequency signal. Let us now examine the e ect of low frequency video signal on queueing performance. Consider a queueing system with in nite bu er capacity to transmit the above 2-minute video using the dynamic bandwidth allocation scheme at di erent cuto frequencies. The reason to use an in nite bu er here is to measure both bu er size requirement and worst-case delay according to di erent cuto frequencies. The control parameter C is xed at 1.25, which is equivalent to the average link utilization = 0:8. The simulation results are summarized in Table 1 , where q, q and q max represent the mean, standard deviation, and maximumof queue length in cell unit, respectively. Note that while the video signal was recorded in the format of number of cells per slice, the queueing process must be evolved in the time unit of cell transmission slot. In converting the time unit from slice to slot, we consider two extreme scenarios. One is for the \worst scenario" where all the cells which are generated in each slice are assumed to arrive at the beginning of the rst slot in that slice. The other is for the \best scenario" where the cell arrivals in each slice are assumed to be evenly distributed on all the slots of that slice. The queueing solutions in the two extremes provide us the upper and lower bounds of the exact queueing solution. When we choose ! c = 2 ?1 where denotes one slice interval, the bandwidth will be adaptively changed with Cx L (t) in every slice interval. As a result, the queue will always be empty in the best scenario. In the worst scenario, we get (q; q ; q max ) = (9:0; 8:4; 52) due to the batch cell arrival at the rst slot of each slice interval. When ! c is reduced to 12 2 , the queueing solutions increase to (q; q ; q max ) = (10:2; 10:0; 129) in the worst scenario, which is contributed by the high frequency video signal (i.e., the frame autocorrelation). In the extreme, one can take ! c =0 to completely eliminate the dynamic bandwidth allocation. Then, due to the strong impact of low frequency video signal, the queue is drastically increased as measured by (q; q ; q max ) = (257:5; 1208:5; 9610) in the worst scenario. It is obvious that the low frequency video signal, which captures the slow time-variation of consecutive scene changes, dominates the queueing performance without implementing the bandwidth adaptation.
In practice, the transmission bandwidth cannot be too frequently adapted but is limited by the network protocol processing time. In our case we choose ! c = 2 at which the queueing performance is given by (q; q ; q max ) = (11:1; 13:1; 224). For the average rate of the 2-minute video, equal to 24.3 cells per slice, the maximum queue length of 224 cells at C = 1:25 (or = 0:8) is equivalent to the maximum delay of 10 milliseconds, which is expected to be tolerable in video services. Notice that the time-varying scale of the video signal in the low frequency band ! < 2 is at least one second long, which makes feasible the implementation of dynamic bandwidth allocation in a practical network design.
Let us examine the performance improvement of dynamic bandwidth allocation over static allocation. The static allocation assigns a xed transmission bandwidth to each connection during the entire service period. In order to prevent excessive delay or cell loss, the static bandwidth has to be designed to cope with the worst input scenario. The most conservative static allocation is to reserve bandwidth by the peak input rate, which would lead to the excessive use of transmission capacity with zero bu er size as in the circuit-switched design. In our case, the video signal was originally collected at slice interval. If the bandwidth is statically assigned by the peak input rate of the above 2-minute video segment measured at slice interval, the link utilization will be as low as 0.46. The corresponding queueing solutions in the worst scenario are given by (q; q ; q max ) = (5:2; 8:8; 52) (see Table 2 ). The study in 4] indicates that the e ective transmission bandwidth in a nite-bu er system is essentially determined by the peak of the properly ltered input rate. Consider the ltered video input rate x L (t) at ! c = 2 . By the static allocation, the bandwidth will be assigned by the peak of x L (t), which leads to the link utilization = 0:58 and queueing performance (q; q ; q max ) = (6:9; 9:5; 138). In contrast, when the bandwidth is dynamically adapted with Cx L (t) where C = 1:25, the link utilization can be as high as = 0:80 with a moderate increase of bu er capacity. As the results are compared in Table 2 , the dynamic bandwidth allocation designed at ! c = 2 can e ectively improve the video transmission e ciency. Also compared in Fig. 4 are the queue distribution functions of the corresponding three bandwidth allocation schemes. Note that the improvement with dynamic allocation can be more signi cant if a longer video segment is chosen. This is because the static allocation scheme needs to assign the bandwidth equal to the ltered peak input rate of the chosen video segment. In practice, it is di cult to identify the ltered peak input rate of each individual video source at the call admission stage, which makes the static allocation scheme hardly implementable. By comparison, the dynamic bandwidth allocation is designed on the basis of on-line tra c measurement. Not only does it e ectively improve the transmission e ciency, but also its implementation is highly feasible in practice.
Unlike JPEG compression, the MPEG compression technique exploits temporal (i.e., frame-to-frame) redundancy present in all video sequences 8]. There are three types of frames in an MPEG video depending on motion compensation schemes: I frame by intra-frame encoding, P frame by motion-compensated prediction and B frame by motion-compensated interpolation. For comparative study, both MPEG and JPEG video sequences are collected from the same 3.5-minute segment (pages 2,3) of the \Star Wars " 7] . In the MPEG coding, only I, P frames were used since the interpolation for B frames is not appropriate for real-time applications due to its non-causal property. In our experiment, each I frame is followed by 15 consecutive P frames and there are 24 I and P frames per second. The average rate of the MPEG and JPEG sequences is 2.3 Mbps and 3.5 Mbps, respectively. Fig. 5a shows a part of the MPEG video sequence, which is measured in cells per frame. As one can see, the burst of I frames occurs periodically at the interval of 16 frames, which in some degree will cause the queueing performance degradation. The power spectrum of the MPEG video sequence is also plotted in Fig. 5b . The spectral spikes appeared at harmonic radian frequences 9:4 k (i.e., 24 16 2 k), k = 1; 2; , are due to the strong autocorrelation of periodic I frames. In contrast, the JPEG video contains negligible powers in the frequency band 2 < ! < 24 2 , as shown in Fig. 2b .
Let us now examine the e ect of the MPEG and JPEG compression schemes on queueing performance when the dynamic bandwidth allocation is applied. The control parameter C is set at 1:25 in both MPEG and JPEG cases. The results are summarized in Table 3 . In the queueing simulation, the cell arrivals in each frame are assumed to be evenly distributed among the slots of that frame. The queueing performances are compared at three selected cuto frequencies. When ! c = 2 ?1 where denotes one frame interval, the queue is always empty in both MPEG and JPEG cases because the video sequences are collected in frame units. When ! c = 2 , we get (q; q ; q max ) equal to (13:7; 43:4; 497) for the MPEG video and (0:52; 7:9; 237) for the JPEG video. Obviously, the I frame burstiness (or powers at 9:4 k, k = 1; 2; ) in some degree has caused the queueing performance degradation in the MPEG video. The maximum queue length increases from 237 in the JPEG case to 497 in the MPEG case. With such a moderate increase of bu er capacity requirement, the proposed dynamic bandwidth allocation at cuto frequency ! c = 2 should also be applicable to the MPEG video. At ! c = 0, i.e., without dynamic allocation, the queueing performances in both MPEG and JPEG cases are drastically deteriorated due to the strong impact of low frequency video signal, as shown in Table 3 . In principle, the same dynamic bandwidth allocation scheme can be applied to MPEG video transmission with moderate increase of bu er capacity. On the other hand, the motion compensation technique used in the MPEG compression will greatly improve transmission e ciency. In the above example, the average transmission rate in each case is given by multiplying the average video rate by C. Therefore, the average transmission rate is equal to 1:25 2:3 Mbps for the MPEG video whereas it is 1:25 3:5 Mbps for the JPEG video. The following sections focus on JPEG video transmission since only few MPEG video sequences are available.
Bandwidth Prediction
In the above section we have assumed that the transmission bandwidth (t) is instantaneously adapted by the ltered input rate x L (t). In reality, the bandwidth can only be adapted intermittently using on-line observation and prediction of x L (t); the adaptation interval cannot be too short since it is limited by the protocol processing time to allocate the desired bandwidth. Fig. 6 describes a realistic dynamic allocation 
The selection of is dependent on the time-variation scale of x L (t). In our application, x L (t) is de ned at ! c = 2 to represent the video scene changes as indicated in Figs. 2b, 3a . The corresponding time-varying scale of x L (t) is at least one second long. Here we take the over-sampling of x L (t) at = 0:14 seconds in order to capture any abrupt scene changes. Two prediction schemes are introduced in the following subsections with comparison of prediction performance and computational complexity.
RLS-based Prediction
We use the RLS algorithm to design an adaptive lter for tra c prediction 10]. The rate of convergence of the RLS algorithm is typically an order of magnitude faster than that of the LMS algorithm at the expense of increased computation. In contrast with the LMS algorithm, the rate of convergence of the RLS algorithm is insensitive to variations in the eigenvalue spread, de ned as the ratio of the maximumto minimumeigenvalues of the correlation matrix of the input vector. The RLS algorithm also has to some extent the capability to track statistical variations in a nonstationary environment by setting the exponential forgetting factor less than unity 10]. As a result, here we choose the RLS algorithm for the on-line bandwidth prediction of video tra c.
Since each bandwidth adaptation requires computation of the predictions fx L (n + D);x L (n + D + 1); :::;x L (n + D + M )g, the so-called indirect prediction approach is used to avoid redundant computation 9]. That is, instead of directly constructing (M + 1) RLS prediction lters, we construct a single RLS lter to perform parameter estimation of a given autoregressive (AR) model of the time series. The (M + 1) predictions are then obtained by converting the model into the required predictor format. This is further described in the following.
Assume that the sampled time series of the ltered video is modeled by a deterministic AR process of order N , de ned by
What we need to solve is the estimation of the unknown parameter vector~ ? = ? 
Using the round-to-largest rule, the real value ofb(n) is quantized into an integer in cell unit. Such an adaptive bandwidth assignment is called synchronous dynamic allocation since it is adapted periodically at a xed interval M . For low-complexity network management of bandwidth adaptation, one can also introduce an asynchronous dynamic allocation scheme, de ned bŷ where denotes a pre-assigned nominal bandwidth. Since the bandwidth is adapted if and only if the video prediction exceeds the nominal bandwidth, the asynchronous operation can signi cantly reduce the bandwidth adaptation frequency at the expense of increased transmission bandwidth. As an example, we set =E x(t)] + (V ar x(t)]) 1 2 in this paper. If such statistics are not available a priori, one can choose a reasonable value for with a trade-o between transmission e ciency and protocol processing e ciency.
TDNN-based Prediction
As an alternative approach we introduce a TDNN-based prediction scheme 18, 19] . ANNs have adaptation capability that can accommodate nonstationarity. ANNs have generalization capability which makes them exible and robust when faced with new and/or noisy data patterns. Once the training is completed, an ANN can be computationally inexpensive even if it continues to adapt on-line. Recently a high-order neural network has been developed 12], which approximates the input-output relationship by a high-degree polynomial while avoiding exponentially increasing computational and memory cost that had a ected ordinary high-order nets 21]. This architecture, called the Pi-Sigma network (PSN), is selected as the basis of our TDNN prediction scheme. Fig. 7 shows a TDNN based on L th -degree PSN with (N +1) inputs and (M +1) outputs. In conventional TDNNs, the architecture above tapped delay line in Fig. 7 is given by Multilayered Perceptron Networks (MLPs) 18]-20] which su er slow training and relatively expensive on-line computation. The PSN architecture consists of a single hidden layer of L (M +1) linear summing units (L summing units per output) and an output layer of (M +1) product units. These product units make it possible to incorporate the capabilities of high-order networks while greatly reducing network complexity. The term \pi-sigma" comes from the fact that these networks use products of sums of input components, instead of sums of products as in ordinary high-order networks. The output from each product unit passes through a sigmoid activation function de ned by (x) = 1 1+e ?x . Unlike in MLP, the weights from the hidden layer to the outputs are xed at 1. This property contributes to reducing training time substantially. The bias input is also xed at 1. The purpose of this network is to nd an approximate L th -degree relationship between the inputs x L (n); x L (n?1); ; x L (n?N) and the desired outputs x L (n + D); x L (n + D + 1); ; x L (n + D + M ). For convenience, we de ne input vector, desired output vector and estimated output vector by~ (n) = 0 (n); 1 (n); 2 (n); ; N+1 (n)] T , d(n) = d 0 (n); d 1 (n); ; d M (n)] T andỹ(n) = y 0 (n); y 1 (n); ; y M (n)] T . Correspondingly, (10) Note that~ (n) is augmented by a bias input andỹ(n) is from the array of sigmoid functions. By training, the relationship will be stored through the network in the form of connectivity strengths or weights. Letw l j = w l 0j ; w l 1j ; ; w l N+1j ] T be the weight vector for the j th hidden unit of the l th output where l = 0; 1; ; M and j = 0; 1; ; L ? 1. The l th output y l (n) at time n is then expressed by
Note that this regression model of the PSN-TDNN is more general than AR model in that it realizes an L th -degree polynomial mapping from input to output. Furthermore, unlike in ordinary high-order nets, the high-degree approximation in a factorized form as in (11) greatly reduces the computational complexity. The learning algorithm for the PSN is based on gradient descent on the estimated mean square error (MSE) surface in weight space. The MSE objective is given by (12) where p denotes number of training patterns. By taking LMS-type approach, the weight update rule is given by w l
for l = 0; 1; ; M where y l (n)] 0 is the rst derivative of the sigmoid function and is the learning rate.
Here we have adopted an asynchronous update rule, which updates only a partial set of weights at a time instead of the overall weights 12]. There are total L sets of weights, de ned by fw l j (n); l = 0; 1; ; M g at j = 0; 1; ; L ? 1, each of which is associated with a hidden unit. Only one set, fw l s (n); l = 0; 1; ; M g, is chosen at time n and updated by (13) ; the rest of the sets remain unchanged. This procedure is repeated in an asynchronous manner.
As in the RLS-based prediction, the transmission bandwidth required during the next adaptation interval (n + D) ; (n + D + M ) ) is predicted bŷ b(n) = C maxfy l (n); l = 0; 1; ; M g: (14) Also, the asynchronous allocation scheme is given bŷ b(n) = C maxf ; y l (n); l = 0; 1; ; M g: (15) The overall structure of dynamic bandwidth allocation scheme using on-line PSN-TDNN-based prediction is shown in Fig. 8 . In practice, such a system can be implemented at the network access point to continuously provide the prediction of bandwidth changes to the network. The function of dynamic bandwidth control protocol is to allocate the predicted bandwidth to each VC, which can be implemented at di erent protocol layers. At the link layer, the dynamic allocation of predicted bandwidth can be achieved by adaptive partitioning of link capacity among individual VCs, low-priority cell discarding, or blocking (regulating) of non-real-time tra c streams. The adaptive link capacity partitioning scheme is to take advantage of statistical gain of multiplexed connections. Also, for hierarchically coded video connections 7], a low-priority cell discarding scheme can be e ectively employed. At the network layer, the dynamic allocation of predicted bandwidth can be achieved by dynamic (or periodic) rerouting schemes as proposed and implemented in 4, 5] . When a video VC requests more bandwidth, by selectively rerouting some of active VCs to the other paths being under-utilized, the network can provide the extra bandwidth to the VC without violating the other VCs' QOS. The design and evaluation of such dynamic bandwidth control protocols are beyond the scope of this paper.
Computational Complexity
One disadvantage of the RLS prediction scheme is its computational complexity. The parameter estimation in (4)(5)(6) 
Prediction Performance
In the experimental study, we choose ! c = 2 for the low frequency signal x L (t) to represent the video scene changes according to the power spectral distribution in Fig. 2b . The RLS scheme is designed with (N; D; M ) = (5; 1; 4) and the PSN-TDNN scheme is with (N; D; M; L) = (5; 2; 4; 2), both of which are found to provide adequate prediction of scene changes in queueing performance. The prediction lead time is de ned by (D + M ) which at = 0:14 seconds, is equal to 0:7 seconds for the RLS scheme and 0:84 seconds for the PSN-TDNN scheme. The longer the lead time, the better the prediction scheme for achieving identical performance. Since the time-varying scale of the low frequency video signal is at least one second long, we design the bandwidth adaptation interval at M =0.56 seconds close to the Nyquist sampling interval.
In the initial stage of our experimental study, we also used an MLP-based TDNN for the prediction, but no signi cant performance advantage was observed over the PSN-based TDNN. In contrast with PSN-TDNN, MLP-TDNN su ers higher computational complexity and subsequent longer training period. For the training of the PSN-TDNN, we used a 2-minute JPEG video segment (page 56) in Fig. 3a , which was ltered at ! c = 2 . By scanning the ltered video segment along time, we collected 208 training examples. After adding a 2 -long o set, we again scanned the segment thereby updating the 208 examples. By repeating this procedure three times, we obtained a total of 624 examples. Due to the dynamic range of the sigmoid function, the input data was normalized into 0; 1]. In the design of the PSN-TDNN, having the observation interval N > 5 or the degree L > 2 was found to simply add computational complexity with no signi cant performance improvement. It can be interpreted in that, in statistical estimation, increasing complexity of the model over some optimal point may degrade performance due to the bias/variance dilemma 22]. The learning rate was tuned at =0.15. The training was carried out on a SPARC-10 workstation for 24 minutes (CPU time) through 5,000 epochs. In the design of the RLS scheme, the observation interval was also tuned at N =5 and the forgetting factor was set at =0.9.
The performance is measured by the prediction error statistics. In our application, the transmission Table 4 : Prediction error performance on training set (page 56) at M =0.56 seconds where ", " , " max and " min are respectively the mean, standard deviation, maximum and minimum of "(t).
bandwidth is adapted at every M interval. 
The relative prediction error at time t is then de ned by
Positive and negative values of "(t) correspond to the overestimation and underestimation of the low frequency video signal. Note that it is the underestimation that may cause the bu er congestion while the overestimation can only result in the under-utilization of the transmission bandwidth. This is why in (2) we have taken the maximum of the predictions in each adaptation interval for the bandwidth allocation. Table 4 shows the prediction error performance of the PSN-TDNN on the training video segment (page 56). The performance on the same segment achieved by the RLS scheme is also shown. While the lead time of the PSN-TDNN scheme is 0.14 seconds longer than that of the RLS scheme, the performance is basically identical. In the RLS prediction error statistics, initial transient performance for convergence was excluded. For comparison, also listed in Table 4 is the performance of the RLS scheme at the lead time equal to 0.84 seconds. Obviously, this design of RLS scheme degrades the performance. It is observed that the RLS scheme has larger prediction error variance than the PSN-TDNN scheme.
Let us now examine the general applicability of the PSN-TDNN scheme, trained by one video segment, to other video segments. Six 2-minute ltered-video segments (pages 39-41, 55-57) were chosen as testing sets. Pages 39-41 were arbitrarily selected to represent statistically di erent scenes. For example, Fig. 9a shows the quantile-quantile (Q-Q) plot of page 40 and page 56 (the training set) at ! c = 2 . Since the Q-Q plot is largely deviated from the linear reference line, the probability distribution of page 40 is di erent from that of page 56. Also displayed in Fig. 9b are the autocovariance functions of the two segments, which are also quite di erent. Hence, the scene statistics of page 40 must be di erent from that of the training set. It is interesting to nd that the PSN-TDNN scheme, trained on page 56, works very well on the other pages. Fig. 10a shows a part of the prediction curve to track the scene changes on page 40. Similar performance is observed on the other pages. Listed in Table 5 are the error statistics of the PSN-TDNN scheme on page 40 and page 56. The error statistics of the RLS scheme on page 40 are also included for comparison. Furthermore, in Table 6 we compare the prediction performance of the two schemes for the overall 12 minutes. The generalization capability of the PSN-TDNN scheme is also tested on the prediction of a 2-minute multiplexed video segment. Here we take the summation of ve 2-minute video segments (pages 55-59) to represent the statistical multiplexing of ve video sources. Similar performance is achieved as plotted in Fig. 10b . In summary, we argue that the PSN-TDNN scheme, properly trained on a 2-minute video segment, can be directly used to a certain extent on other video segments (which consist of statistically quite di erent scenes).
According to the analysis in Section 3.3, the complexity of the RLS scheme is 385 multiplications and 192 divisions while the complexity of the PSN-TDNN scheme is only 70 multiplications per 4 . When the FTF algorithm is applied 11], the complexity of the RLS scheme is reduced to 213 multiplications and 16 divisions. In contrast, the on-line computation of the PSN-TDNN scheme is less than one-eighth of the RLS scheme.
The study in this section indicates that, in our application of video bandwidth prediction, the PSN-TDNN scheme is superior to the RLS scheme in terms of both prediction performance and computational complexity. In the next section we evaluate the video queueing performance when the two schemes are applied to the dynamic adaptation of transmission bandwidth.
Performance Evaluation of Dynamic Bandwidth Allocation
First, let us design a zero-loss transmission system to deliver a 12-minute video segment (pages 39-41, 55-57).
Assume that the bu er size should never exceed 300 cells. As described in Section 2, the transmission bandwidth is essentially captured by the video scene changes which are located in a well-de ned low frequency band. We choose ! c = 2 for the ltered video signal x L (t) to capture the scene changes. The transmission bandwidth is then allocated through the observation and prediction of x L (t), either dynamically or statically.
In the static allocation, the bandwidth is assigned by max t x L (t), which is the maximum of x L (t) in the entire 12-minute period. In practice, however, max t x L (t) is unknown. In the ideal dynamic allocation, the bandwidth is directly assigned by Cx L (t) as in (1), which is also unrealistic since the bandwidth cannot be instantaneously adapted. For the practical implementation of synchronous dynamic allocation, the bandwidth is periodically adapted by Cx max (t), wherex max (t) represents the maximum prediction of x L (t) in the next adaptation interval de ned in (16) . For the asynchronous dynamic allocation, the bandwidth is determined by C maxf ;x max (t)g where stands for a pre-assigned nominal video bandwidth. We assume As mentioned before, if such statistics are not available a priori, one can choose a reasonable value for . Depending on , there is a trade-o between transmission e ciency and protocol processing e ciency. Both RLS and PSN-TDNN schemes, designed in Section 3 at the adaptation interval M = 0:56 seconds, are used to evaluatex max (t) in the synchronous/asynchronous dynamic allocation. We choose C = 1:25 for the dynamic allocation schemes.
Listed in Table 7 are the transmission e ciency and queueing solutions with respect to each allocation scheme. Obviously, the transmission e ciency reaches its highest value at 0:80 by the ideal dynamic allocation while its lowest value occurs at 0:54 by the static allocation. We also get = 0:74 for the synchronous dynamic allocation and = 0:62 for the asynchronous dynamic allocation. Note that one can get = C ?1 for the ideal dynamic allocation. The rest of the values of the transmission e ciency are measured by simulation. Although both RLS and PSN-TDNN prediction schemes have achieved the same transmission e ciency ( = 0:74 or 0:62), the queueing performance of the PSN-TDNN scheme is better than that of the RLS scheme as shown in Table 7 . This is consistent to the prediction performance comparison in Section 3. Displayed in Fig. 11 is the queue distribution with respect to each allocation scheme. In Fig. 12 , we show a sample path of the synchronous/asynchronous dynamic allocation using the PSN-TDNN scheme. As one can see, the asynchronous operation signi cantly reduces the frequency of bandwidth adaptation, Table 8 : Performance comparison of synchronous dynamic bandwidth allocation schemes using nonpredictive bandwidth estimation, RLS bandwidth prediction and PSN-TDNN bandwidth prediction in the worst scenario (page 39).
which is desirable for low-complexity network management, but at the expense of increased transmission bandwidth. This study indicates the signi cant performance improvement due to dynamic allocation and the feasibility of its implementation at a reasonably long adaptation interval such as 0.56 seconds for video transmission.
To further verify the signi cance of bandwidth prediction, we also study a non-predictive bandwidth estimation scheme where the bandwidth for the interval (n + D) ; (n + D + M ) ) is approximated at time n by the maximum of (M + 1) current observations, i.e., C maxfx L (n ? M ); x L (n ? M + 1); ; x L (n)g.
The queueing performance by such a non-predictive scheme is compared with those by the RLS and the PSN-TDNN schemes in the case of synchronous dynamic bandwidth allocation with an adaptation interval M =0:56 seconds. We use the same RLS and PSN-TDNN schemes as designed in Section 3. Speci cally, the prediction lead time (D + M ) is set at 0.7 seconds for the RLS scheme and 0.84 seconds for the PSN-TDNN scheme. For comparison, we use the same lead time for the non-predictive estimator. Listed in Table 8 are the results when C = 1:25. The RLS and PSN-TDNN schemes almost achieve the ideal queueing performance, whereas the non-predictive scheme greatly degrades the queueing performance. transmission trunk On the other hand, compared to = 0:76 with the non-predictive scheme, both RLS and PSN-TDNN schemes result in relatively lower utilization ( = 0:73) since they tend to overestimate the bandwidth. Hence, for fair comparison, we study another non-predictive estimation case where the control parameter C is set at 1.30 to achieve the same utilization as in the RLS and the PSN-TDNN schemes. By allocating more bandwidth in such a manner, the queueing performance by the non-predictive scheme is improved to some extent. However, the resulting performance is still much worse than those in the RLS and the PSN-TDNN schemes.
Next, we consider a single transmission trunk of xed bandwidth to support ve VC connections as shown in Fig. 13 . Each connection is associated with a separate bu er. The ATM tra c on each connection, denoted by x i (t) at i = 1; 2; :::5, is represented by a 2-minute video source. We use pages 39-41, 55 and 56 of the JPEG \Star Wars" to individually represent each source. Let the transmission bandwidth of each VC be dynamically adapted based on the ltered x i (t)s. As in the previous example, we choose ! c = 2 for the input lter and denote the ltered x i (t) by x iL (t). For the ideal dynamic sharing, the bandwidth of each VC is instantaneously changed by i (t) = x iL (t) P 5 j=1 x jL (t) i = 1; 2; ; 5:
For the synchronous dynamic sharing, similar to the de nition ofx max (t) in (16), we usex max i (t) to represent the maximum prediction of x iL (t) in each adaptation interval. The total bandwidth is then adaptively partitioned among the ve VCs in every M interval, according to i (t) =x max i (t) P 5 j=1x max j (t)
; t 2 (n + D) ; (n + D + M ) ):
Here we use the same RLS and PSN-TDNN schemes as designed in Section 3, where the adaptation interval is xed at 0:56 seconds. Assume that the overall trunk utilization is = 0:7. Since the mean of the aggregate video tra c is 114.1 cells per slice, we have the total trunk bandwidth equal to = 163:0 cells per slice. One slice corresponds to 1.4 milliseconds. Listed in Table 9 are the queueing solutions of each VC connection using di erent (synchronous) dynamic sharing policies in the worst scenario. As one can see, every dynamic sharing policy provides a fair service performance among the individual connections. It is also interesting where e i denotes a static bandwidth measure of the i th connection. For instance, e i can be the peak of the input tra c (max t x i (t)), the peak of the ltered input (max t x iL (t)), or the average input (E x i (t)]). The assumption of in nite bu er size is made for each connection since we are more interested in the worstcase queue (or delay) than cell loss. As shown in Table 9 , the queueing solutions of the static sharing are highly unbalanced among the individual connections. In contrast, the queueing performance of the static sharing is much worse than that of the dynamic one. In summary, the temporal bandwidth demand of each video connection is essentially characterized by the scene changes, which are highly predictable through the on-line tra c measurement. One can therefore implement the dynamic sharing to signi cantly reduce the transmission bandwidth and bu er capacity requirement. For the reasonably long time-varying scale of scene changes, we also expect that the same dynamic band-width allocation scheme can be incorporated with network-wide control of video tra c ow. As mentioned, one feasible approach is a dynamic rerouting scheme 4, 5] based on global tra c measurements. When enough bandwidth is not available at a certain link, some of active VCs are selectively rerouted to the other paths which are being under-utilized. By doing so, not only the per-connection bandwidth demand can be guaranteed but also the network-wide load balance can be achieved.
Conclusion
This paper has presented a novel approach to dynamic bandwidth allocation for transport of real-time VBR video over ATM networks. The study indicates that the video transmission bandwidth in a nite-bu er system is essentially characterized by the low frequency signal which captures the time-variation of video scene changes. Furthermore, it is observed that the low frequency video signal stays in a well-de ned low frequency band, typically ! < 2 radians. The dynamic bandwidth allocation scheme proposed in this paper is based on on-line observation and prediction of the slowly time-varying video scene changes. In the design of prediction scheme, both recursive least square method and time delay neural network method are examined and compared. In particular, a time delay neural network with low-complexity high-order architecture, called Pi-Sigma Network, is found to be e ective in predicting video scene changes. The proposed dynamic bandwidth allocation scheme provides a new solution for e cient transmission of real-time video tra c with guaranteed quality-of-services.
