Low and High Energy Resolvent Estimates for Wave Propagation in Stratified Media and Their Applications  by Kadowaki, Mitsuteru
246
⁄0022-0396/02 $35.00© 2002 Elsevier ScienceAll rights reserved.
Journal of Differential Equations 179, 246–277 (2002)
doi:10.1006/jdeq.2001.4033, available online at http://www.idealibrary.com on
Low and High Energy Resolvent Estimates for Wave
Propagation in Stratified Media and Their Applications
Mitsuteru Kadowaki
Tokyo Metropolitan College of Aeronautical Engineering, 8-52-1, Minamisenju,
Arakawaku, Tokyo 116-0003, Japan
E-mail: kadowaki@kouku-k.ac.jp
dedicated to professor kiyoshi mochizuki on his sixtieth birthday
Received May 18, 2000
1. INTRODUCTION
Let n F 1 and (x, y) ¥ Rn×R. In this paper we study low and high energy
resolvent estimates of
L0=−c0(y)2g,(1.1)
where
g=C
n
j=1
“2
“x2j
+
“2
“y2 ,
c0(y)=˛c+ (y F h)ch (0 < y < h)
c− (y E 0),
and c+, c− , ch, and h are positive constants.
Considering the case ch <min(c+, c−) we find the guided waves (cf.
Wilcox [16] or Weder [14]). For the sake of simplicity, we shall restrict
ourselves to the case ch < c+ E c− only.
Analyzing low energy we deal with the perturbed operator of L0 as
L=−c(x, y)2g,(1.2)
where c(x, y) ¥ L.(Rn) and satisfies 0 < cm < c(x, y) < cM for some positive
constants cm, cM and
c(x, y)−c0(y)=O((|x|+|y|)−h) (|x|+|y|Q+.),(1.3)
for some h > 1. We assume, without loss of generality, that 1 < h < 2.
Kikuchi and Tamura [7], Ben-Artzi et al. [3], and Kadowaki [5] have
also studied low energy resolvent estimate of (1.2) or (1.1). They chose
(1+|x|2+|y|2)−s/2 (s F 1) as the smooth operator (see Theorem 2.1 of [7],
Corollary of Sect. 1 of [3] and Theorems 1.1, 1.2 of [5]). However, their
choices are not optimal. To be close to the optimal result of low energy
estimate (cf. Corollary 4.4.3 of Kuroda [8] and Theorem 3.2 of Agmon
[1]) we choose s, 1/2 < s E h/2 in Theorem 1.1. We give comments con-
cerning space demension. Since [5, 7] have used
F
Rn+1
|u(x, y)|2
|x|2+y2
dx dy E C F
Rn+1
|Nu(x, y)|2 dx dy, (n F 2),
where N=(“/“x1, “/“x2, ..., “/“xn, “/“y), they have not considered
2-demensional case (n=1). Reference [3] dealt with the cases n F 1. In this
paper we also consider the cases n F 1.
Assuming c+=c− we deal with the high energy resolvent esitimate
(Theorem 1.3) of L0. The condition c+=c− follows from our method (for
the detail, see Section 5). However, it seems that there is no literature
dealing with the high energy resolvent estimate for wave propagation in
stratified media.
As an application of low energy estimate of L (Theorem 1.1) we can
obtain the limiting amplitude principle (Theorem 1.2) for L (cf. Eidus [2]
or [7]). Moreover as an application of low and high estimate of L0
(Theorem 1.1 or 2.1 and Theorem 1.3) we can deal with scattering problem
(Theorem 1.4) for wave equation with dissipative term in a stratified media.
To state our results we prepare serval notations as follow.
Let G0 and G be Hilbert spaces with inner product
Ou, vPG0=F
Rn+1
u(x, y) v(x, y) c−20 (y) dx dy,
and
Ou, vPG=F
Rn+1
u(x, y) v(x, y) c−2(x, y) dx dy,
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respectively. In particular L2(Rn+1) is the usual L2 space defined on Rn+1
with inner product
Ou, vPL2(Rn+1)=F
Rn+1
u(x, y) v(x, y) dx dy.
For s ¥ R, let be L2s (Rn+1) the weighted L2 space defined by
L2s (R
n+1)={u(x, y): X−s u(x, y) ¥ L2(Rn+1)}, X−s=(1+|x|2+y2)
s
2,
with the norm
||u||2L2s (Rn+1)=FRn+1 (1+|x|
2+y2) s |u(x, y)|2 dx dy.
Let E and F be Banach spaces. Then we denote by || · ||E the norm of E. If
T is considered as an operator from E into F, we denote by ||T||EQ F the
operator norm. For an operator T from L2(Rn+1) into itself, we denote its
operator norm by ||T||.
L (resp. L0) admits a unique self-adjoint realizations in G (resp. G0).
Then L (resp. L0) is a positive operator (zero is not an eigenvalue) and the
D(L) (resp. D(L0)) is given by H2(Rn+1), H s(Rn+1) being Sobolev space of
order s over Rn+1. We also denoted by R(z; L)(resp. R(z; L0)) the resolvent
(L−z)−1 (resp. (L0−z)−1) of L (resp. L0) for Im z ] 0.
We note that [14] has showed the absence of eigenvalues and the limit-
ing absorption principle for L and L0. Recently Zhang [18] has obtained
local resolvent estimste of L0 in Besov space.
The result of low energy estimate is
Theorem 1.1. Let s, 1/2 < s E h/2. Then as |z|Q 0, one has
||XsR(z; L) Xs ||=3O(|z| s−1) (if n F 2)
O(|z|
c−1
2 ) (if n=1),
for any c < s−1/2.
In Section 2 we reduce Theorem 1.1 to a theorem (Theorem 2.1). In
Sections 3 and 4 we shall give the proof of Theorem 2.1 for the case c+=
c− and the case c+ ] c− , respectively. We have to note a difference between
the case c+=c− and the case c+ ] c− (for detail, see Appendix 1). For
c+=c− , the free wave and the guided wave appear on low energy part. For
the case c+ ] c− , only the free wave appears on low energy part. To prove
low energy estimate we use Kuroda’s approach [8] which is due to the
standard trace operators restricted on the spheres in Rn+1 and Rn(cf. [14]).
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Using Theorem 1.1 with Im zQ+0 and Hölder continuity in l of
R(l+i0; L) (cf. [14]), we obtain the following
Theorem 1.2. Let f ¥ L2s (Rn+1), 1/2 < s E h/2, and u=u(x, y, t) be the
solution of
˛“2t (x, y, t)+Lu(x, y, t)=exp(−it`w ) f(x, y)
u(x, y, 0)=“tu(x, y, 0)=0,
where (x, y, t) ¥ Rn+1×R+ and w > 0. Then u(x, y, t) behaves like
u=exp(−it`w ) R(w+i0; L) f+o(1) (tQ.).
strongly in L2−s(R
n+1).
Proof. Note that −12 < s−1,
c−1
2 < 0. Thus the proof is done in the same
way as in [2, 6]. L
The result of high energy estimate is
Theorem 1.3. Let s > 1/2. Assume that c+=c− . Then as Re zQ. one
has
||XsR(z; L0) Xs ||=O(|Re z|−
1
2).
uniformly in ± Im z > 0.
In Section 5 we shall give the proof of Theorem 1.3 by applying
Mourre’s method (cf. Mourre [12]) to a certain Schödinger type operator
introduced by [14]. But we have to restrict ourselves to the case c+=c− .
Since there are many guided waves and thresholds on high energy part of
the original operator L0 (for details, see [14, 16]), it seems difficult to
apply Mourre’s method or trace operator method to L0.
As an application of Theorems 1.1 and 1.3, we consider scattering
problem of the following wave equation with dissipative term,
“2t u(x, y, t)+b(x, y) “tu(x, y, t)+L0u(x, y, t)=0,(1.4)
where (x, y, t) ¥ Rn×R×[0,.). We assume that there exist C > 0 such
that
0 E b(x, y) E C(1+|x|2+y2)−
h
2,
for any (x, y) ¥ Rn×R.
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To state the result (Theorem 1.4) we introduce the free wave equations,
“2t u(x, y, t)+L0u(x, y, t)=0,(1.5)
where (x, y, t) ¥ Rn×R×R.
We put f=(u(x, y, t), “tu(x, y, t)). Then (1.4) and (1.5) can be written
as “tf=−iAf and “tf=−iA0f, respectively, where
A=i R 0 1
−L0 −b(x, y)
S , A0=i R 0 1
−L0 0
S .
LetH be Hilbert spaces with inner product
Of, gPH=F
Rn+1
(Nf1(x, y) Ng1(x, y) +f2(x, y) g2(x, y) c
−2
0 (y)) dx dy,
and || · ||H is the corresponding norm, where f=t (f1, f2), g=t (g1, g2).
H is the energy space for (1.4) and (1.5). A and A0 generate a con-
traction semi-group {V(t)}t F 0 and a unitary group {U0(t)}t ¥ R on H,
respectively.The domains of A and A0 are
D(A)=D(A0)={f ¥H;gf1 ¥ L2(Rn+1), f2 ¥H1(Rn+1)}.
We note the following energy identity of (1.4),
||V(t) f||2H+2 F
t
0
||`B V(y) f||2H dy=||f||2H,(1.6)
where
B=R0 0
0 b(x, y)
S .
According to (1.6) we have two problems, a scattering problem and an
energy decay problem (cf. Mochizuki and Nakazawa [11]). Here we
consider the scattering problem only as follow
Theorem 1.4. Assume that c+=c− . Then the wave operator
W=s− lim
tQ+.
U0(−t) V(t)
exists. MoreoverW is not zero operator inH.
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Assuming c+=c− we show the existence of scattering states to (1.4) as
an immediate consequence of Theorem 1.4. There is a lot of research con-
cerning dissipative wave equations (c+=ch=c− ), for instance Lax and
Phillips [9], Mochizuki [10, 11]. But it seems that there is little literature
dealing with dissipative wave equations in stratified media (cf.[14] or
Kadowaki [4]).
In Section 6 we shall prove Theorem 1.4. The proof is used the abstract
framework in [10]. He has proved the existence of scattering states for
wave equations with disspative terms. His idea is based on Kato’s smooth
perturbation theory (cf. Kato [6] or Reed and Simon [13]) and the
following resolvent estimate : There exist g > 0 and Cg > 0 such that for
any z ¥ C0R satisfing |Im z| E g
||Xh
2
R(z2; L0) X h2 || E Cg |z|
−1.(1.7)
2. PROOF OF THEOREM 1.1
First we state a theorem as follow
Theorem 2.1. Let s, 1/2 < s < 1. Then as |z|Q 0, one has
||XsR(z; L0) Xs ||=3O(|z| s−1) (if n F 2)
O(|z|
c−1
2 ) (if n=1),
for any c < s−1/2.
Assuming Theorem 2.1 we prove Theorem 1.1.
Proof of Theorem 1.1. We can write R(z; L0) as
R(z; L0)=Q0(z) c
−2
0 (y),
whereQ0(z)=(−g−zc−20 (y))−1. Theorem 2.1 implies that (Id−zvQ0(z))−1
exists as operator from L2s (R
n+1) into itself for z, |z|° 1 and
||(Id−zvQ0(z))−1||L2s (Rn+1)Q L2s (Rn+1)=O(1), (|z|Q 0),
where v=c−2(x, y)−c−20 (y).
Since R(z; L) can be rewritten as
R(z; L)=Q0(z)(Id−zvQ0(z))−1 c−2(x, y).
Again noting Theorem 2.1 we have Theorem 1.1. L
In Sections 3 and 4 we shall show Theorem 1.1 for c+=c− and c+ ] c− .
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3. PROOF OF THEOREM 2.1 FOR c+=c−
Concerning new notations in this and the next sections, for instance
Sc, S
n−1
1 , T0(m) T1(m) and b1(l), see Appendix 1 in this paper.
Except for Remark at the end of this section we assume 1/2 < s < 1. This
assumption is sufficient to prove Theorem 2.1.
Let z=le ih, 0 < l° 1, and decompose XsR(z; L0) Xs into three parts as
XsR(z; L0) Xs=Xs{E0((0, l/2))+E0((l/2, 3l/2))
+E0((3l/2,.))} R(z; L0) Xs.
Moreover, let fix l0, 3l/2 < l0 < (c
2
+/h
2(c2+/c
2
h −1)) p
2 and decompose as
XsE0((3l/2,.)) R(z; L0) Xs=Xs{E0((3l/2, l0))
+E0((l0,.))} R(z; L0) Xs.
Let a, b be 0 E a < b < (c2+/h2(c2+/c2h −1)) p2. We can write XsE0((a, b))
R(z; L0) Xs as (see Appendix 1)
XsE0((a, b)) R(z; L0) Xs(3.1)
=F b
a
m−
1
2
m−z
XsT˜
g
0 (m) T˜0(m) Xs dm+F
b
a
b −1(m)
m−z
XsT˜
g
1 (m) T˜1(m) Xs dm,
where T˜0(m)=m1/4T0(m) T˜1(m)=(b
−
1(m))
−1/2 T1(m). T˜0(m) and T˜1(m) also are
trace operators from L2s (R
n+1) into L2(Sc) and L2(S
n−1
1 ), respectively (see
Appendix 1). Since these operators have representations using Fourier
transform (see Appendix 1 of Weder [14]), we use the standard trace
operator as
Fx˜(r) u(w˜)=(Fx˜u)(rw˜)=
1
(2p)
m
2
F
Rm
e−irw˜ · x˜ u(x˜) dx˜,
where u(x˜) ¥S(Rm), m ¥ N, w˜ ¥ Sm−11 and r > 0. Then Fx˜(r) is extended to
a bounded operator from L2s (R
m) into L2(Sm−11 ).
Note that (3.1). To prove Theorem 2.1 we needs Hölder continuity and
low energy behavior of T˜0(m) and T˜1(m). We use the following lemma to
estimate T˜0(m) and T˜1(m).
Lemma 3.1. rm−1Fx˜(r) satisfies
||rm−1Fx˜(r)−r
m−1
1 Fx˜(r1)||L2s (Rm)Q L2(Sm−11 ) E Cs |r−r1 |
s− 12 ,(3.2)
for any r, r1 F 0, |r−r1 | < 1/2, where Cs > 0 is independent of r and r1.
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Proof. Inequality (3.2) follows from Theorems 2.4.2, 4.2.16, and 4.3.1
in [8]. L
First we consider the following proposition for low energy behavior and
Hölder continuity of T˜0(l).
Proposition 3.2. It is true that
||T˜0(l)||L2s (Rn+1)Q L2(Sc) E Csl
s−1/2
2(3.3)
and
||T˜0(l)−T˜0(m)||L2s (Rn+1)Q L2(Sc) E Cs(|l
1
2−m
1
2| s−
1
2+l
s−1/2
2 l−1 |l−m|)(3.4)
uniformly in l, 0 < l < 1 and m, l/2 < m < 3l/2, where Cs > 0 is independent
of m and l.
Proof. Using Lemma 3.1 and the following decomposition
T˜0(l)=(qS+ (w)+qS− (w)) T˜0(l)(qy E 0(y)+q0 < y < h(y)+qy F h(y))
and noting l, 0 < l° 1 we show (3.3) and (3.4). The proof is similar to
that of Lemma 1.1 of Appendix 1 in [14]. So, here we give the exact proof
for only qS− T˜0(l) qy F h.
Let u ¥S(Rn+1). (qS− T˜0(l) qy F hu)(w) has the following representation
(see Appendix I of [14])
(qS− T˜0(l) qy F hu)(w)=
c+b˜
−12
+ (l, w)
p
1
2
c
1
2
+ l
n
4 (Fqy F hu)(l
1
2 w),
where F is Fourier transform of Rn+1,
b˜+(l, w)=4c
2
+ cos
2(l
1
2 chh)+1ch+c2+
ch
22 sin2(l 12 chh),
c+=(c
−2
+ −|w¯|
2)−1/2 and ch=(c
−2
h −|w¯|
2)−1/2.
Note that b˜+(l, w)=0 if and only if l=0 and c+=0. Then it is easy to
show
|c+b˜
−12
+ (l, w)| E C,(3.5)
|l
1
2 b˜−
1
2
+ (l, w)| E C,(3.6)
and
|sin(l
1
2 chh) b˜
−12
+ (l, w)| E C,(3.7)
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where C > 0 is independent of l, 0 < l° 1 and w. Therefore (3.2) and
(3.5) imply
||qS− T˜0(l) qy F h ||L2s (Rn+1)Q L2(Sc) E Csl
s−1/2
2 .
In a similar way as above we can also show
||qS+ T˜0(l) qy F h ||L2s (Rn+1)Q L2(Sc) E Csl
s−1/2
2 ,
||T˜0(l) qy E 0 ||L2s (Rn+1)Q L2(Sc) E Csl
s−1/2
2
and
||T˜0(l) q0 < y < h ||L2s (Rn+1)Q L2(Sc) E Cs 3l
s
2 (if n F 2)
l
1
4 (if n=1).
Therefore we obtain (3.3).
Next we consider the Hölder continuous of qS− T˜0(l) qy F h.
Note that
|c+{b˜
−12
+ (l, w)− b˜
−12
+ (m, w)}|
=|c+b˜
−12
+ (m, w)|× |b˜
−12
+ (l, w)|× : Fm
l
d
dy
b˜
1
2
+(y, w) dy: .
Then it follows from (3.5)–(3.7) that
|c+(b˜
−12
+ (l, w)− b˜
−12
+ (m, w))| E Cl
−1 |m−l|,(3.8)
where C > 0 is independent of l, 0 < l° 1, m, 0 < m° 1 and w. Since
|qS− (T˜0(l)−T˜0(m)) qy F h u(w)|
E 1 c+
p
2 12 {|c+(b˜−12+ (l, w)− b˜−12+ (m, w))|× |l n4(Fqy F hu)(l 12 w)|
+|c+b˜
−12
+ (m, w)|× |l
n
4(Fqy F hu)(l
1
2 w)−m
n
4(Fqy F hu)(m
1
2 w)|},
we have by (3.2), (3.5), and (3.8)
||qS− (T˜0(l)−T˜0(m)) qy F h ||L2s (Rn+1)Q L2(Sc) E Cs(|l
1
2−m
1
2 | s−
1
2+l
s−1/2
2 l−1 |l−m|).
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Using the same way as above, others can be proven as
||qS+ (T˜0(l)−T˜0(m)) qy F h ||L2s (Rn+1)Q L2(Sc) E Cs(|l
1
2−m
1
2 | s−
1
2+l
s−1/2
2 l−1 |l−m|),
||(T˜0(l)−T˜0(m)) qy E 0 ||L2s (Rn+1)Q L2(Sc) E Cs(|l
1
2−m
1
2 | s−
1
2+l
s−1/2
2 l−1 |l−m|)
and
||(T˜0(l)−T˜0(m)) q0 < y < h ||L2s (Rn+1)Q L2(Sc)
E Cs 3(l
1
4 |l
1
2−m
1
2 | s−
1
2+l
s−1/2
2 l−
1
2 |l−m|) (if n F 2)
(l
1
4 |l
1
2−m
1
2 | s−
1
2+l−
3
4 |l−m|) (if n=1).
Therefore we obtain (3.4). L
Next we give the statement for T˜1(l).
Proposition 3.3. It is true that
||T˜1(l)||L2s (Rn+1)Q L2(Sn−11 ) E Cs 3l
s−1/2
2 (if n F 2)
l
c
2 (if n=1)
(3.9)
for any c < s−1/2 and
||T˜1(l)−T˜1(m)||L2s (Rn+1)Q L2(Sn−11 )
E Cs ˛ (|l 12−m 12 | s− 12+l s−1/22 l−1 |l−m|) (if n F 2)
(|l
1
2−m
1
2 | s−
1
2+l−1 |l−m|) (if n=1)
(3.10)
uniformly in l, 0 < l < 1 and m, l/2 < m < 3l/2, where Cs > 0 is independent
of m and l.
To prove (3.9) and (3.10) we need low energy behavior and Hölder con-
tinuity for lh(b1(l)) and l˜+(b1(l)) (for the definitions of lh and l˜+, see
Appendix 1).
Lemma 3.4. It is true that
C1l
1
2 E lh(b1(l)) E C2l
1
2(3.11)
and
|lh(b1(m))−lh(b1(l))| E C3 |m
1
2−l
1
2 |,(3.12)
where Cj > 0(j=1, 2, 3) is independent of l, 0 < l° 1 and m, 0 < m° 1.
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Proof. Using the properties of b1(l) (see Appendix 1), we easily have
(3.11) and (3.12). L
Lemma 3.5. It is true that
C1l E l˜+(b1(l)) E C2l(3.13)
and
|l˜+(b1(m))− l˜+(b1(l))| E C3 |m−l|,(3.14)
where Cj > 0(j=1, 2, 3) is independent of l, 0 < l° 1 and m, 0 < m° 1.
Since
lim
l a 0
c−2+ l
b1(l)2
=1,
(3.13) and (3.14) are not clear. We use the Maclaurin formula to prove
Lemma 3.5.
Proof of Lemma 3.5. Note that r=b1(l) is the inverse function to
l=l1(r)=w
2
1(r) and
l˜+(b1(l))=(r2−c
−2
+ l1(r))
1
2.
We apply the Maclaurin formula to l=l1(r). We can write l1(r) as
l1(r)=c
2
+r
2+
l (3)1 (h3)
3!
r3,(3.15)
where 0 < h3 < r.
It follows from (A1.1) of Appendix 1 that
l −1(r)=2r
hl˜+(r)+2
c−2h hl˜+(r)+2
r2
l1(r)
.(3.16)
Then we calculate by L’Hospital’s theorem as
lim
r a 0
l˜+(r)
r
3
2
=lim
r a 0
2
3
(c−2h −c
−2
+ ) hr
1
2+2
r2
l1(r)
l˜+(r)
r 3/2
c−2h hl˜+(r)+2
r2
l1(r)
=
2
3
lim
r a 0
l˜+(r)
r
3
2
.(3.17)
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This together with (3.15) and (3.17) implies l (3)1 (0)=0 . Thus we can
rewrite l1(r) as
l1(r)=c
2
+r
2+
l (4)1 (h4)
4!
r4,(3.18)
where 0 < h4 < r.
Again using (3.18) and L’Hospital’s theorem, we have that
lim
r a 0
l˜+(r)
r2
=
(c−2h −c
−2
+ ) h
4c−2+
+
1
2
lim
r a 0
l˜+(r)
r2
.(3.19)
Then there exist C1 > C2 > 0 independent of r, 0 < r° 1 such that
C1r2 E l˜+(r) E C2r2.
This together with the propertes of b1(l) (see Appendix 2) implies (3.13).
Moreover we can get
l (4)1 (0)
4!
=−
(c−2h −c
−2
+ )
2 h2
4c−6+
.(3.20)
Applying the Maclaurin formula to l −1(l), we have
l −1(r)=2c
2
++
l (4)1 (h)
3!
r3,(3.21)
where 0 < h < r.
Then (3.20) and (3.21) imply that
|2r−c−2+ l
−
1(r)| E Cr3,(3.22)
where C > 0 is independent of r, 0 < r° 1. Note that
l˜+(r1)− l˜+(r2)=
1
2
Fr1
r2
2r−c−2+ l
−
1(r)
l˜+(r)
dr.
Thus we have (3.14) by (3.13), (3.20), and (3.21) L
We give the proof of Proposition 3.3 by using Lemma 3.4 and 3.5.
Proof of Proposition 3.3. In this proof, C is used as positive numbers
which are independent of l and m. First we deal with (3.9).
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Noting that
||k1( · , b1(m))||L2(Ry; c0(y) −2 dy)=1
(for the definition of k1(y, b1(m)), see Appendix 1) and using Lemma 3.1
and the properties of b1(l) (see Appendix 1), we show (3.9) except for n=1
by Schwartz inequality. Here we give a sketch of the proof of the case n=1
only. When n=1, it follows from the proof of Lemma 1.2 in Appendix 2 of
[14] and (3.13) that
F+.
−.
|(1+y2)−
a
2 k1(y, b1(l))|2 dy E Cl
a
1+d,(3.23)
for any d > 0 and a, 0 E a E (1+d)/2. Note that
(Fxu)(b1(l) n, y)=(2p)−
1
2 F
R
e−ib1(l) nx u(x, y) dx,
for u ¥S(R2).
Let b > 1/2. Then the Schwartz inequality implies that
|(Fxu)(b1(l) n, y)|2 E C F
R
(1+x2)b |u(x, y)|2 dx.
Thus it follows from (3.23) and the representation of T˜1(l) u(n) (see
Appendix 1) that
C
n=1, −1
|T˜1(l) u(n)|2 E Cl
a
1+d ||u||2L2s (R2),
where s=a+b.
Note that
a
1+d
< s−
1
2
.
Therefore taking c= a1+d we obtain (3.9) for n=1.
Next we shall give the proof of (3.10). Let u ¥S(Rn+1). We set
I1(m, l, n)=F
.
−.
k1(y, b1(m)){b1(m)
n−1
2 (Fxu)(b1(m) n, y)
−b1(l)
n−1
2 (Fxu)(b1(l) n, y)} c
−2
0 (y) dy
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and
I2(m, l, n)=F
.
−.
{k1(y, b1(m))
−k1(y, b1(l))} b1(l)
n−1
2 (Fxu)(b1(l) n, y) c
−2
0 (y) dy.
Again noting that ||k1( · , b1(m))||L2(Ry; c0(y) −2 dy)=1 and using Lemma 3.1 and
the properties of b1(l) we have
||I1(m, l, · )||L2(Sn−11 ) E C |l
1
2−m
1
2 | s−
1
2 ||u||L2s (Rn+1).
Using the exact representation of k1(y, b1(m))=a1(b1(m)) k˜1(y, b1(m))
(for the definition of a1(b1(m)) and k˜1(y, b1(m)), see Appendix 1), we have
the following by a straightforward calculation
||{k˜1( · , b1(m))− k˜1( · , b1(l))} qy F h ||L2(R)
=
|l˜+(b1(m))− l˜+(b1(l))|
`2l˜+(b1(m)) l˜+(b1(l))(l˜+(b1(m))+l˜+(b1(l)))
,
||{k˜1( · , b1(m))− k˜1( · , b1(l))} q0 < y < h ||L2(R)
E C{|l2h(b1(m))−l2h(b1(l))|
+lh(b1(l)): l˜+(b1(m))
lh(b1(m))
−
l˜+(b1(l))
lh(b1(l))
:
+
l˜+(b1(m))
lh(b1(m))
|lh(b1(m))−lh(b1(l))|}
and
||{k˜1( · , b1(m))− k˜1( · , b1(l))} qy E 0 ||L2(R)
E C 3 |l˜+(b1(m))− l˜+(b1(l))|
`2l˜+(b1(m)) l˜+(b1(l))(l˜+(b1(m))+l˜+(b1(l)))
+
|l2h(b1(m))−l
2
h(b1(l))|
`l˜+(b1(m))
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+
lh(b1(l))
`l˜+(b1(m))
: l˜+(b1(m))
lh(b1(m))
−
l˜+(b1(l))
lh(b1(l))
:
+
|lh(b1(m))−lh(b1(l))|
`l˜+(b1(m))
4 .
It is easy to show that lh(b1(m)) and l˜+(b1(m)) are monotone increasing
functions for m, 0 < m° 1. Thus it follows from (3.11), (3.12) and (3.13),
(3.14) that
||k˜1( · , b1(m))− k˜1( · , b1(l))||L2(R) E Cl−
3
2 |l−m|,(3.24)
and
||k˜1( · , b1(l))||L2(R) E Cl−
1
2.(3.25)
Repeating a straightforward calculation and using (3.11), (3.12) and (3.13),
(3.14), we have
|a1(b1(m))−a1(b1(l))| E Cl−
1
2 |m−l|,(3.26)
and
|a1(b1(l))| E Cl
1
2.(3.27)
Inequalities (3.24)–(3.27) imply that
||k1( · , b1(m))−k1( · , b1(m))||L2(R) E Cl−1 |l−m|.(3.28)
When n F 2 it follows from the Schwartz inequality, Lemma 3.1, and (3.28)
that
||I2(m, l, · )||L2(Sn−1) E Cl
s−1/2
2 −1 |l−m| ||u||L2s (Rn+1).
When n=1 it follows from the Schwartz inequality and (3.28) that
1 C
n=1, −1
|I2(m, l, n)|22 12 E Cl−1 |l−m| ||u||L2s (R2).
Since T˜1(m) u(n)−T˜1(l) u(n)=I1(m, l, n)+I2(m, l, n), we have (3.10). L
We give the proof of Theorem 2.1 for c+=c− as follows.
Proof. The proof is the same as in [8]. Here we give only a brief sketch
of the proof.
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We introduce a=0, b=l/2 into the identity (3.1). Then (3.3) and (3.9)
imply that
||XsE0((0, l/2)) R(z; L0) Xs ||=3O(l s−1) (if n F 2)
O(l
c−1
2 ) (if n=1).
(3.29)
It follows from (3.3), (3.4) and (3.9), (3.10) that
||T˜g0 (l) T˜0(l)−T˜
g
0 (m) T˜0(m)||L2s (Rn+1)Q L2−s(Rn+1)(3.30)
E Cs(l
s−1/2
2 |l
1
2−m
1
2 | s−
1
2+l s−1 |l
1
2−m
1
2 |)
and
||T˜g1 (l) T˜1(l)−T˜
g
1 (m) T˜1(m)||L2s (Rn+1)Q L2−s(Rn+1)(3.31)
E Cs 3(l
s−1/2
2 |l
1
2−m
1
2 | s−
1
2+l s−
3
2 |l−m|) (if n F 2)
(l
c
2 |l
1
2−m
1
2 | s−
1
2+l
c
2−1 |l−m|) (if n=1),
uniformly in l, 0 < l < 1 and m, l/2 < m < 3l/2, where Cs > 0 is indepen-
dent of m and l.
Introducing a=l/2, b=3l/2 into the equality (3.1) we have by using
(3.30) and (3.31)
||XsE0((l/2, 3l/2)) R(z; L0) Xs ||=3O(l s−1) (lQ 0, if n F 2)
O(l
c−1
2 ) (lQ 0, if n=1).
(3.32)
Next introducing a=3l/2, b=l0 we also obtain by using (3.3) and (3.9)
||XsE0((3l/2, l0)) R(z; L0) Xs ||=3O(l s−1) (lQ 0, if n F 2)
O(l
c−1
2 ) (lQ 0, if n=1).
(3.33)
Note that
||E0((l0,.)) R(z; L0)|| E C.
Thus we obtain Theorem 2.1 for c+=c− by using (3.29), (3.32), and (3.33).
L
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Remark. Considering s F 1 and n F 2 we estimate XsE0((3l/2,.))
R(z; L0) Xs as
||XsE0((3l/2,.)) R(z; L0) Xs ||=O(1), (lQ 0).
This is due to
F
Rn+1
|u(x, y)|2
|x|2+y2
dx dy E C F
Rn+1
|Nu(x, y)|2 dx dy.
4. PROOF OF THEOREM 2.1 FOR c+ ] c−
In this section too we assume 1/2 < s < 1. Let a and b be 0 E a < b <
c2+r
2
1 (see Appendix 1).
Let z=le ih, 0 < l° 1. When c+ ] c− , XsE0((a, b)) R(z; L0) Xs is written
as follows (see Appendix 1)
XsE0((a, b)) R(z; L0) Xs=F
b
a
m−
1
2
m−z
XsT˜
g
0 (m) T˜0(m) Xs dm.(4.1)
Concerning T˜0(l) of c+ ] c− we have the following.
Proposition 4.1. It is true that
||T˜0(l)||L2s (Rn+1)Q L2(Sc) E Cs 3l
s−1/2
2 (if n F 2)
l
c
2 (if n=1)
(4.2)
for any c < s− 12 and
||T˜0(l)−T˜0(m)||L2s (Rn+1)Q L2(Sc)(4.3)
E Cs 3(|l
1
2−m
1
2 | s−
1
2+l
s−1/2
2 l−1 |l−m|) (if n F 2)
(|l
1
2−m
1
2 | s−
1
2+l−1 |l−m|) (if n=1)
uniformly in l, 0 < l < 1 and m, l/2 < m < 3l/2, where Cs > 0 is independent
of m and l.
Proof. Using Lemma 3.1 and the following decomposition
T˜0(l)=(qS+ (w)+qS0 (w)+qS− (w)) T˜0(l)(qy E 0(y)+q0 < y < h(y)+qy F h(y))
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and noting l, 0 < l° 1 we show (4.2) except for n=1 and (4.3) by a
similar way as in the proof of Proposition 3.2. Here we shall prove only
||T˜0(l)||L2s (R2)Q L2(Sc) E Csl
c
2(4.4)
for any c, c < s−1/2. This is (4.2) for n=1.
Using Lemma 3.1 and the Schwartz inequality we easily show
||T˜0(l) qy F h ||L2s (R2)Q L2(Sc) E Csl
s−1/2
2 ,
||(qS++qS− ) T˜0(l) qy E 0 ||L2s (R2)Q L2(Sc) E Csl
s−1/2
2
and
||T˜0(l) q0 < y < h ||L2s (R2)Q L2(Sc) E Cs l
1
4.
Finally we claim
||qS0 T˜0(l) qy E 0 ||L2s (R2)Q L2(Sc) E Csl
c
2.
Let u ¥S(R2). For any d > 0 and a, 0 E a E (1+d)/2. Using the represen-
tation of qS0 (w) T˜0(l) qy E 0(y) (see Appendix 1 of Weder [14]), we have by
the Schwartz inequality
||qS0 T˜0(l) qy E 0u||
2
L2(Sc) E Cl
1
2 F 0
−.
(1+y2)−a e2l
1
2 c˜− y dy(4.5)
×F 0
−.
(1+y2)a F
S0
|(Fxu)(l
1
2 w¯, y)|2 dw,
where c˜−=(|w¯|2−c
−2
− ) and C > 0 is independent of l.
Note that
F 0
−.
e2l
1
2 c˜− y dy=
1
2l
1
2 c˜−
(4.6)
and
F 0
−.
(1+y2)−
1+d
2 e2l
1
2 c˜− y dy E C,(4.7)
where C > 0 is independent of l.
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Then the interpolation between (4.6) and (4.7) implies
F 0
−.
(1+y2)−a e2l
1
2 c˜− ydy E C(l
1
2 c˜−)
2a
1+d−1(4.8)
(cf. the proof of Lemma 1.2 of Appendix 2 in [14]). Let b > 1/2. Again
using the Schwartz inequlity we obtain by using (4.5) and (4.8)
||qS0 T˜0(l) qy E 0u||
2
L2(Sc) E Cl
a
1+d F 0
−.
(1+y2)a F
R
(1+x2)b |u(x, y)|2 dx dy.
Taking s=a+b and c= a1+d we complete the proof of (4.4). L
Using Proposition 4.1 and (4.1) we have Theorem 2.1 for c+ ] c− . The
proof is done in the same way as in the proof of the case c+=c− . So we
omit to prove.
5. PROOF OF THEOREM 1.3
In this section l represents large positive real number. To show Theorem
1.3 we define the self-adjoint operator L0(l) on L2(Rn+1),
˛L0(l)=−g−l(c−20 (y)−c−2+ )
D(L0(l))=H2(Rn+1).
(5.1)
This operator has been introduced by Weder [14] (cf. Appendix 2).
Kadowaki [5] also has used this operator.
We shall consider only the+ case of Theorem 1.3. The case − is similar
to +. We set l=Re z and o=Im z. Then the case + of Theorem 1.3 is
obtained as an immediate consequence of the following proposition
Proposition 5.1. Assume that c+=c− . Then one has
||XsGo(0; l) Xs ||=O(l−
1
2) (lQ.),
uniformly in o > 0, where
Go(0; l)=(L0(l)−lc
−2
+ −ioc
−2
0 (y))
−1
for o > 0.
We give a comment for the assumption of Theorem 1.3. This follows
from our method. Applying Mourre’s method (cf. Mourre [12]) to the
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original operator, L0, we construct the conjugate operator by using
generators of dailation in Rn+1 and exterior domains of ball in Rn together
with the generalized Fourier transform for L0 (cf. Kadowaki [4]). Then we
fail to get the Mourre’s estimates on the neighborhood of thresholds of L0.
Since L0(l) does not have thresholds on [0,.) (see [14]) , we can obtain
Mourre’s estimates (see Lemma 5.2). The assumption ch < c+=c− is
needed to show Gronwall’s inequality (see Lemma 5.6 and (5.4)).
We construct the conjugate operators and show Mourre’s estimates (5.2).
First we define the conjugate operator, D(l), as
D(l)=F0(l)g (−Dn+1) F0(l)+F1(l)g (−Dn) F1(l)
+C
Q(l)
j=1
Gj(l)g (−Dn) Gj(l),
where Q(l) ¥N, and F0(l), F1(l), and Gj(l) are partially isometric opera-
tors for L0(l) (see Appendix 2),
Dn+1=
1
2i
(k ·Nk+Nk · k), Dn=
1
2i
(k¯ ·Nk¯+Nk¯ · k¯),
and k=(k¯, k0) ¥ Rn×R.
We consider the commutator i[L0(l), D(l)] as a form on H2(Rn+1) 5
D(D(l)) as
Oi[L0(l), D(l)] u, uPL2(Rn+1)
=i(OD(l) u, L0(l) uPL2(Rn+1)−OL0(l) u, D(l) uPL2(Rn+1))
for u ¥H2(Rn+1) 5 D(D(l)). Then Lemma A of Appendix 2 implies that
Oi[L0(l), D(l)] u, uPL2(Rn+1)
=i{O|k|2 F0(l) u, Dn+1 F0(l) uPL2(Rn+1k )−ODn+1 F0(l) u, |k|
2 F0(l) uPL2(Rn+1k )
+O|k¯|2 F1(l) u, Dn F1(l) uPL2(W0)−ODn F1(l) u, |k¯|
2 F1(l) uPL2(W0)
+C
Q(l)
j=1
(O|k¯|2 Gj(l) u, Dn Gj(l) uPL2(Rnk¯)−ODnGj(l) u, |k¯|
2 Gj(l) uPL2(Rnk¯))}.
Thus we have by the integration by parts
Oi[L0(l), D(l)] u, uPL2(Rn+1)
=O2(F0(l)g |k|2 F0(l)+F1(l)g |k¯|2 F1(l)+C
Q(l)
j=1
Gj(l)g |k¯|2 Gj(l)) u, uPL2(Rn+1)
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for u ¥H2(Rn+1) 5 D(D(l)). Thus the form i[L0(l), D(l)] can be extended
to a bounded operator from H1(Rn+1) to H−1(Rn+1) which is denoted by
i[L0(l), D(l)]0. Moreover we can obtain Mourre’s estimates as follows
Lemma 5.2. Let l > 1, take fl(r) ¥ C.0 (R), 0 E fl E 1 such that fl has
support in ((c−2+ −c
−2
− /2) l, 2c
−2
+ l) and fl=1on [(c
−2
+ −c
−2
− /4) l, 3c
−2
+ l/2].
Then there exists a positive constant C which is independent of l such that
fl(L0(l)) i[L0(l), D(l)]0 fl(L0(l)) F Clfl(L0(l))2(5.2)
in the form sense.
Proof. We can write fl(L0(l)) i[L0(l), D(l)]0 fl(L0(l)) as
fl(L0(l)) i[L0(l), D(l)]0 fl(L0(l))
=2{F0(l)g |k|2 fl(|k|2+q−(l))2 F0(l)+F1(l)g |k¯|2 fl(|k¯|2−k
2
0
+q−(l))2 F1(l)+C
Q(l)
j=1
Gj(l)g |k¯|2 fl(|k¯|2−w
2
j (l))
2 Gj(l)}.
This equality implies that
fl(L0(l)) i[L0(l), D(l)]0 fl(L0(l))
F 2{(c−2+ −c−2− /2) l−q−(l)} F0(l)g fl(|k|2+q−(l))2 F0(l)
+2{(c−2+ −c
−2
− /2) l−q−(l)} F1(l)
g fl(|k¯|2−k
2
0+q−(l))
2 F1(l)
+2F1(l)g k
2
0fl(|k¯|
2−k20+q−(l))
2 F1(l)
+2 C
Q(l)
j=1
{(c−2+ −c
−2
− /2) l+w
2
j (l)} Gj(l)
g fl(|k¯|2−w
2
j (l))
2 Gj(l)
in the form sense, where q−(l)=l(c
−2
+ −c
−2
− ). Then noting that
F0(l)g F0(l)+F1(l)g F1(l)+C
Q(l)
j=1
Gj(l)g Gj(l)=Id
(see Lemma A of Appendix 2), we obtain (5.2). L
It follows from (5.2) that
M0(l)=fl(L0(l)) i[L0(l), D(l)]0 fl(L0(l))
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is non-negative and hence we define an operator, Go(E˜; l), on L2(Rn+1) by
Go(E˜; l)=(L0(l)−lc
−2
+ −ioc
−2
0 (y)−iE˜M0(l))
−1
for o > 0 and E˜ > 0. Proposition 5.1 follows from lemmas below. Since the
proof is similar to that in Kadowaki [5], Kikuchi and Tamura [7], and
Weder [15], we omit the proof of lemmas except for Lemma 5.6 and give
only comments concerning the proof.
We can prove the following lemma in the same way as in the proof of
Lemma 2.5 of [15].
Lemma 5.3. Let f ¥ C.0 (R). Then
(i) f(L0(l)) sends D(D(l)) into D(D(l)).
(ii) [f(L0(l)), D(l)] defined as an operator on D(D(l)) is extended to
a bounded operator on L2(Rn+1) which is denoted by [f(L0(l)), D(l)]0.
Using (5.2) we prove the following lemma (cf. Lemma 5.3 and that proof
of [7]).
Lemma 5.4. For E˜ > 0, as lQ., one has
||Go(E˜; l)||=E˜−1O(l−1),
uniformly in o > 0.
We write
Fo(E; l)=l
1
2 Zs(E, l) Go(l−
1
2 E; l) Zs(E, l),
where E > 0 and Zs(E, l)=(l1/2+|D(l)|)−s (l1/2+E |D(l)|) s−1. This is due
to Yafaev [17].
Let gl(p)=1−fl(p). We write in brief fl and gl for fl(L0(l)) and
gl(L0(l)) respectively.
Noting that
Go(E; l) D(D(l)) … D(D(l)) 5H2(Rn+1)
(cf. [5, 15]), we decompose (d/dE) Fo(E; l) as a form on L2(Rn+1)
(d/dE) Fo(E; l)=C
8
j=1
Y jo(E; l),(5.3)
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where
Y1o=iZs(E, l) Go(l
−12 E; l) gl[L0(l), D(l)] flGo(l−
1
2 E; l) Zs(E, l),
Y2o=iZs(E, l) Go(l
−12 E; l) gl[L0(l), D(l)] glGo(l−
1
2 E; l) Zs(E, l),
Y3o=iZs(E, l) Go(l
−12 E; l) fl[L0(l), D(l)] glGo(l−
1
2 E; l) Zs(E, l),
Y4o=−iZs(E, l){D(l) Go(l
−12 E; l)+Go(l−
1
2 E; l) D(l)} Zs(E, l)
Y5o=oZs(E, l) Go(l
−12 E; l)[c0(y)−2, D(l)] Go(l−
1
2 E; l) Zs(E, l),
Y6o=l
−12 EZs(E, l) Go(l−
1
2 E; l)[M0(l), D(l)] Go(l−
1
2 E; l) Zs(E, l),
Y7o=l
1
2 3 d
dE
Zs(E, l)4 Go(l−12 E; l) Zs(E, l),
Y8o=l
1
2 Zs(E, l) Go(l−
1
2 E; l)
d
dE
Zs(E, l).
We need the following lemmas (Lemma 5.5–Lemma 5.7) to estimate each
term of the right side of (5.3).
Note that there is c0, c0 > 0 such that (L0(l)+c0l)−1 exists as a bounded
operator from L2(Rn+1) into itself.
Lemma 5.5. As lQ., one has :
(i) ||glGo(l−
1
2 E; l)||=O(l−1),
(ii) ||(L0(l)+c0l)1/2 flGo(l−
1
2 E; l) Zs(E, l)||=E−1/2 ||Fo ||1/2 O(1),
(iii) ||(L0(l)+c0l)1/2 glGo(l−
1
2 E; l) Zs(E, l)||=O(l−1),
(iv) ||Fo(E; l)||=E−1O(l−1),
uniformly in o > 0.
The proof of Lemma 5.5(i), (ii), and (iii) is done in a similar way as in
that of Lemma 5.4 and Lemma 5.5 of [7]. Then we have to note lQ.
instead of lQ 0. Part (iv) follows from (i) and (ii).
Lemma 5.6. Assume that ch < c+=c− . Then [c
−2
0 (y), D(l)] defined as a
form on D(D(l)) is extended to a bounded operator from H1(Rn+1) to
H−1(Rn+1) which is denoted by [c−20 (y), D(l)]
0. Moreover it is true that
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i[c−20 (y), D(l)]
0
(5.4)
=(c−2h −c
−2
+ )(nq0 < y < h(y)
−(“k0F0(l) q0 < y < h(y))g k0F0(l)−(k0F0(l))g “k0F0(l) q0 < y < h(y)
− 12 q0 < y < h(y) F0(l)
g F0(l)−
1
2 F0(l)
g F0(l) q0 < y < h(y))
and
||(L0(l)+c0l)−1/2 i[c
−2
0 (y), D(l)]
0 (L0(l)+c0l)−1/2||=O(l−
1
2) (lQ.).
Proof. Equation (5.4) follows from a straightforward calculation . In
order to show the other claim it is sufficient to deal with (“k0F0(l)
q0 < y < h(y))g k0F0(l). Note that the reprensention of F0(l), (see Appendix 2
of [14]). Then changing the variable and using the Plancherel theorem we
show that (“k0F0(l) q0 < y < h(y))g k0F0(l) is an operator from H1(Rn+1) to
L2(Rn+1) and
|Ok0F0(l)(L0(l)+c0l)−
1
2 u, “k0F0(l) q0 < y < h(L0(l)+c0l)−
1
2 vPL2(Rn+1) |
E Cl−
1
2 ||u||L2(Rn+1)×||v||L2(Rn+1)
for any u, v ¥ L2(Rn+1), where C > 0 is independent of l.
Therefore we can obtain Lemma 5.6. L
Remark. When c+ ] c− the representation of i[c−20 (y), D(l)]0 is given as
i[c−20 (y), D(l)]
0
=(c−2h −c
−2
+ ){nq0 < y < h(y)
−(“k0F0(l) q0 < y < h(y))g k0F0(l)−(k0F0(l))g “k0F0(l) q0 < y < h(y)
− 12 q0 < y < h(y) F0(l)
g F0(l)−
1
2 F0(l)
g F0(l) q0 < y < h(y)}
+(c−2− −c
−2
+ ){nqy E 0(y)
−(“k0F0(l) qy E 0(y))g k0F0(l)−(k0F0(l))g “k0F0(l) qy E 0(y)
− 12 qy E 0(y) F0(l)
g F0(l)−
1
2 F0(l)
g F0(l) qy E 0(y)}.
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Noting the representation of F0(l) we easily show that “k0F0(l) qy E 0 is a
bounded operator L2(Rn+1; qy E 0(y)(1+y2)
1
2 dx dy) into L2(Rn+1). There-
fore it seems that the operator i[c−20 (y), D(l)]
0 is not a bounded operator
from H1(Rn+1) to H−1(Rn+1). According to [12], i[c−20 (y), D(l)]
0 should
be a bounded operator from H1(Rn+1) to H−1(Rn+1). For this reason we
deal with only c+=c− .
Using Lemma 5.3 and the representation of i[L0(l), D(l)]0 we show the
following lemma (cf. Lemma 5.6 and that proof of [7]).
Lemma 5.7. [M0(l), D(l)] defined as a form on D(D(l)) is extended to
a bounded operator from L2(Rn+1) into itself which is denoted by [M0(l),
D(l)]0.Moreover as lQ., one has
||[M0(l), D(l)]0||=O(l).
We give the proof of Proposition 5.1.
Using Lemmas 5.5–5.7 we evaluate the norm of Y jo, 1 E j E 8 (cf.
Kikuchi and Tamura [7]). Thus we obtain the following differential
inequality :
||(d/dE) Fo(E; l)|| E C(l−
3
2 E s−1+l−
1
2 E s−
3
2 ||Fo ||1/2+l−
1
2 ||Fo ||).(5.5)
It follows from Lemma 5.5(iv) and (5.5) that
||(l
1
2+|D(l)|)−s Go(0; l)(l
1
2+|D(l)|)−s||=O(l−
1
2−s), (lQ.),(5.6)
uniformly in o > 0.
Noting Lemma 5.3 we rewrite D(l) flX1 as
1
i
1 flNx · xX1+n−12 flX1 2(5.7)
−
1
i
(flF0(l)g k0“k0F0(l) X1+
1
2
flF0(l)g F0(l) X1)
+[D(l), fl]0 X1.
We can show that
||[D(l), fl]0||=O(1), (lQ.)(5.8)
(cf. Lemma 5.6 and that proof of [7]).
Note that the representation of F0(l) (see Appendix 2 of [14]). Then the
following lemma can be proved in a similar way as in the proof of Lemma
5.6 in [5].
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Lemma 5.8. As lQ., one has
||flF0(l)g k0“k0F0(l) X1 ||=O(l
1
2).
It follows from (5.7), (5.8), and Lemma 5.8 that
||D(l) flX1 ||=O(l
1
2) (lQ.).
Thus considering s, 1/2 < s < 1 we obtain by the interpolation
||(l
1
2+|D(l)|) s flXs ||=O(l
s
2) (lQ.).(5.9)
Note that
||glGo(0; l)||=O(l−1) (lQ.).
Then (5.6) and (5.9) imply that
||XsGo(0; l) Xs ||=O(l−
1
2) (lQ.).
Now the proof of Proposition 5.1 is complete.
6. PROOF OF THEOREM 1.4
Since the proof is the same as in Section 3 of Mochizuki [10], we give
only a sketch of the proof.
First we show (1.7) from Theorem 2.1 and Theorem 1.3. In Theorem 2.1
setting s=h/2 and changing z to z2, we have that there exist l0
0 < l0 ° 1, g0, 0 < g0 ° 1 and Cl0, g0 > 0 such that for any z ¥ C0R satis-
fying |Re z| E l0 and |Im z| E g0
||Xh
2
R(z2; L0) X h2 || E Cl0, g0
˛ |z|h−2 (if n F 2)
|z|c−1 (if n=1),
(6.1)
for any c < h−12 .
To show
||X h
2
R(z; L0) X h2 || E C |z|
−12, (|Re z| > > 1),(6.2)
where C is independent of z, we consider the cases |Im z| F 1 and |Im z| < 1
respectively as follows. Note that
|Im z| F 1 2 |Im z| ||Xh
2
R(z; L0) X h2 ||
2 E C.
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Then we have by Theorem 1.3 with s=h/2
|Re z|± 1 and |Im z| F 1 2 ||X h
2
R(z; L0) X h2 ||
2 E C |z|−1.(6.3)
Note that
|Re z|± 1 and |Im z| < 1 2
|z|
|Re z|
E C.
Again we have by Theorem 1.3 with s=h/2
|Re z|± 1 and |Im z| < 1 2 ||X h
2
R(z; L0) X h2 ||
2 E C |z|−1, .(6.4)
Therefore (6.2) follows from (6.3) and (6.4). Again changing z to z2 we
have by (6.2): There exist l1 ± 1, g1 > 0 and Cl1, g1 > 0 such that for any
z ¥ C0R satisfing |Re z| F l1 and |Im z| E g1
||X h
2
R(z2; L0) X h2 || E Cl1, g1 |z|
−1.(6.5)
Inequality (1.7) follows from (6.1), (6.5) and local resolvent estimate of L0
(see Weder [14]).
Proof of Theorem 1.4. It follows from (1.7) and the same way as in
Section 2 of [10] that
sup
|Im z| E g
||L h
2
(A0−z)−1 L h2 ||HQH E C˜g,
where C˜g is a positive constant which depends on g only and
L h
2
=10 0
0 X h
2
2 .
This means that L h
2
is A0-smooth (see Theorem XIII.30 of Reed and Simon
[13]). Thus we have
sup
||g||H=1
F.
0
||L h
2
U0(t) g||
2
H dt E C1,(6.6)
where C1 is a positive constant.
Let f ¥H. Note that
U0(−t) V(t) f−U0(−s) V(s) f=F
s
t
U0(−y) BV(y) fdy.(6.7)
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Using the inner product inH, we have by (6.6) and (6.7)
||U0(−t) V(t) f−U0(−s) V(s) f||H E C2 1 F s
t
||`B V(y) f||2H dy2 12,(6.8)
where C2 is a positive constant.
Equation (1.6) implies that
2 F.
0
||`B V(y) f||2H dy E ||f||2H.(6.9)
Thus (6.8) and (6.9) imply the existence ofW.
To proveW – 0 we assume that
lim
tQ.
||V(t) f||=0,
for any f ¥H. Then a contradiction follows from (6.6) and (6.7). Thus we
haveW – 0. L
APPENDIX 1
In this and the next appendix we state Weder’s result [14]. This is
needed to prove our results. a and b are used as
c+=c− 2 0 E a < b <
c2+
h2 1 c2+
c2h
−12 p
2
or
c+ ] c− 2 0 E a < b <
c2+
h2 1 c2+
c2h
−12 arc tan
2
=1−c2+
c2−= c2+
c2h
−1
.
We write Snr as the sphere of center zero and radius r in R
n+1. Then we
define
Sc=S+ 2 S0 2 S− ,
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where
S+={w ¥ S
n
1
c+
: w0 > 1 c2−c2+−12
1/2
|w¯|}
S0={w ¥ S
n
1
c+
: 0 < w0 < 1 c2−c2+−12
1/2
|w¯|}
S−={w ¥ S
n
1
c−
: w0 < 0},
w=(w¯, w0) and |w¯|2=w
2
1+w
2
2+·· ·+w
2
n.
Let s > 1/2. According to Lemma 2.3 in [14] there exist trace operators,
T0(m) and T1(m), from L
2
s (R
n+1) into L2(Sc) and L2(S
n−1
1 ), respectively,
such that
XsE0((a, b)) R(z; L0) Xs
=˛F ba 1m−z XsTg0 (m) T0(m) Xs dm+F ba 1m−z XsTg1 (m) T1(m) Xs dm, (c+=c−)
F b
a
1
m−z
XsT
g
0 (m) T0(m) Xs dm, (c+ ] c−),
where z2 ¥ C0R, L2(Sc) and L2(Sn−11 ) are usual L2 spaces defined on Sc
and Sn−11 , respectively.
Here we give the representation of T1(l) only. We introduce a unique
function l=l1(r) on [0,.) which satisfies
(r2−c−2h l)
1
2=2 arc tan
(r2−c−2+ l)
1
2
(r2−c−2h l)
1
2
.(A1.1)
According to Appendix 1 in [14] l=l1(r) has the following propertes :
(1) l1(r) are a analytic and monotone increasing functions from
[0,+.) onto [0,+.).
(2) For r ¥ (0,+.), c2hr2 < l1(r) < c2+r2.
(3) Let
lim
r a 0
l1(r)
r2
=c2+ and lim
rQ+.
l1(r)
r2
=ch .
(4) l1(0)=l
−
1(0)=0, l
'
1 (0)=2c
2
+.
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Let r=b1(l) be the inverse function of l=l1(r). Then r=b1(l) has the
properties
c−1+ l
1
2 E b1(l) E c−1h l
1
2
and
C1l−
1
2 E b −1(l) E C2l−
1
2,
where Cj > 0(j=1, 2) is independent of l, 0 < l° 1 .
Moreover we introduce a function, k1(y, r), which satisfies
˛1−c20(y) d2dy2+r22 k1(y, r)=l1(r) k1(y, r)
k1(y, r) ¥H2(Ry).
We set lh(r)=(c
−2
h l1(r)−r
2)−1/2, l˜+(r)=(r2−c
−2
+ l1(r))
−1/2 and l˜−(r)=
(r2−c−2− l1(r))
−1/2. Using lh(r), l˜+(r) and l˜−(r) we represent k1(y, r) as
follows: k1(y, r)=a1(r) k˜1(y, r), where
k˜1(y, r)
=˛e−l˜+(r)(y−h), (y F h)cos lh(r)(y−h)− l˜+(r)lh(r) sin lh(r)(y−h), (0 < y < h)
e l˜− (r) y(cos lh(r) h+
l˜+(r)
lh(r)
sin lh(r) h), (y E 0),
and a1(r) is the normalization coefficient of L2(Ry; c0(y)−2 dy)-norm
(||k1( · , r)||L2(Ry; c0(y) −2 dy)=1). The representation of T1(l) is
T1(l) u(n)=(b
−
1(l))
1
2 (b1(l))
n−1
2
×F+.
−.
k1(y, b1(l))(Fxu)(b1(l) n, y) c
−2
0 (y) dy,
for u ¥S(Rn+1).
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APPENDIX 2
In this Appendix we state the generalized Fourier transform of L0(l)
established by Weder (see Appendix 2 in Weder [14]).
For l± 1, we consider the following operator :
˛h(l)=− d2dy2−l(c−20 (y)−c−2+ ),
D(h(l))=H2(R).
This is the self-adjoint operator in L2(R).
h(l) has a finite number, Q(l) ¥ N, of eigenvalues, −w2j (l), 0 < w2j (l) <
qh(l)=l(c
−2
h −c
−2
+ ), 1 E j E Q(l), of multiplicity one. There exist F0(l),
F1(l) and Gj(l)(j=1, 2, 3, ..., Q(l)) which are partially isometric opera-
tors from L2(Rn+1) onto L2(Rn+1k ), L
2(W0) and L2(R
n
k¯) respectively, where
k=(k¯, k0) ¥ Rn+1 and W0={k ¥ Rn+1; 0 < k0 <`q−(l)=`l(c−2+ −c−2− )}.
Defining the operator F(l) as
F(l) u=(F0(l) u, F1(l) u, G1(l) u, G2(l) u, G3(l) u, ..., GQ(l)(l) u)
for u ¥ L2(Rn+1), we have
Lemma A. F(l) is a unitary operator from L2(Rn+1) onto
Hˆ=L2(Rn+1k )Â L2(W0)Â
Q(l)
j=1
L2(Rnk¯)
and for every u ¥ D(L0(l))=H2(Rn+1)
F(l) L0(l) u=((|k|2+q−(l)) F0(l) u, (|k¯|2−k
2
0+q−(l)) F1(l) u,
(|k¯|2−w21(l)) G1(l) u, (|k¯|
2−w22(l)) G2(l) u, ...,
(|k¯|2−w2Q(l)(l)) GQ(l)(l) u).
For the proof, see Appendix II of [14].
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