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Abstract
Let
Sm,n(q) :=
n∑
k=1
1− q2k
1− q2
(
1− qk
1− q
)m−1
q
m+1
2
(n−k).
Generalizing the formulas of Warnaar and Schlosser, we prove that there exist poly-
nomials Pm,k(q) ∈ Z[q] such that
S2m+1,n(q) =
m∑
k=0
(−1)kPm,k(q)
(1− qn)m+1−k(1− qn+1)m+1−kqkn
(1− q2)(1− q)2m−3k
∏k
i=0(1− q
m+1−i)
,
and solve a problem raised by Schlosser. We also show that there is a similar formula
for the following q-analogue of alternating sums of powers:
Tm,n(q) :=
n∑
k=1
(−1)n−k
(
1− qk
1− q
)m
q
m
2
(n−k).
1 Introduction
In the early 17th century Faulhaber [2] computed the sums of powers 1m+2m+· · ·+nm up
to m = 17 and realized that for odd m, it is not just a polynomial in n but a polynomial
in the triangular number N = n(n+1)/2. A good account of Faulhaber’s work was given
by Knuth [8]. For example, for m = 1, . . . , 5, Faulhaber’s formulas read as follows:
11 + 21 + · · ·+ n1 = N, N = (n2 + n)/2 ;
12 + 22 + · · ·+ n2 =
2n+ 1
3
N ;
1
13 + 23 + · · ·+ n3 = N2;
14 + 24 + · · ·+ n4 =
2n + 1
5
(2N2 −
1
3
N) ;
15 + 25 + · · ·+ n5 =
1
3
(4N3 −N2).
Recently, the problem of q-analogues of the sums of powers has attracted the attention of
several authors [3, 10, 9], who found, in particular, q-analogues of the Faulhaber formula
corresponding to m = 1, 2, . . . , 5. More precisely, setting
Sm,n(q) =
n∑
k=1
1− q2k
1− q2
(
1− qk
1− q
)m−1
q
m+1
2
(n−k), (1.1)
Warnaar [10] (form = 3) and Schlosser [9] found the following formulas for the q-analogues
of the sums of consecutive integers, squares, cubes, quarts and quints:
S1,n(q) =
(1− qn)(1− qn+1)
(1− q)(1− q2)
, (1.2)
S2,n(q) =
(1− qn)(1− qn+1)(1− qn+
1
2 )
(1− q)(1− q2)(1− q
3
2 )
, (1.3)
S3,n(q) =
(1− qn)2(1− qn+1)2
(1− q)2(1− q2)2
, (1.4)
S4,n(q) =
(1− qn)(1− qn+1)(1− qn+
1
2 )
(1− q)(1− q2)(1− q
5
2 )
[
(1− qn)(1− qn+1)
(1− q)2
−
1− q
1
2
1− q
3
2
qn
]
, (1.5)
S5,n(q) =
(1− qn)2(1− qn+1)2
(1− q)2(1− q2)(1− q3)
[
(1− qn)(1− qn+1)
(1− q)2
−
1− q
1− q2
qn
]
. (1.6)
Notice that the above formulas have the same pattern that each summand on the right-
hand side has no pole at q = 1, and so reduce directly to Faulhaber’s corresponding
formulas when q → 1.
At the end of his paper, Schlosser [9] speculated on the existence of a general formula
for Sm,n(q), and left it as an open problem. It is the purpose of this paper to provide such
a general formula, which turns out to be a q-analogue of the Faulhaber formula for the
sums of powers. More precisely, we prove the following results:
Theorem 1.1 For m,n ∈ N, there exist polynomials Pm,k(q) ∈ Z[q] such that
S2m+1,n(q) =
m∑
k=0
(−1)kPm,k(q)
(1− qn)m+1−k(1− qn+1)m+1−kqkn
(1− q2)(1− q)2m−3k
∏k
i=0(1− q
m+1−i)
,
2
where Pm,s(q) are the q-Faulhaber coefficients given by
Pm,s(q) =
∏s
j=0(1− q
m+1−j)
(1− q)3s
s∑
k=0
(−1)s−k
1− qm+1−k
[(
2m
k
)
−
(
2m
k − 2
)]
×
s−k∑
i=0
m− k + 1
m− s+ 1
(
m− s+ i
i
)(
m− k − i
s− k − i
)
qs−k−i. (1.7)
Theorem 1.2 For m,n ∈ N, there exist polynomials Qm,k(q) ∈ Z[q] such that
S2m,n(q) =
m∑
k=0
(−1)kQm,k(q
1
2 )
(1− qn+
1
2 )(1− qn)m−k(1− qn+1)m−k(1− q
1
2 )kqkn
(1− q2)(1− q)2m−2k−1
∏k
i=0(1− q
m−i+ 1
2 )
.
Furthermore, we have
Qm,s(q) =
∏s
j=0(1− q
2m−2j+1)
(1− q)s(1− q2)2s
s∑
k=0
(−1)s−k
1− q2m−2k+1
[(
2m− 1
k
)
−
(
2m− 1
k − 2
)]
×
s−k∑
i=0
(
m− s+ i
i
)[(
m− k − i
s− k − i
)
q2s−2k−2i +
(
m− k − i− 1
s− k − i− 1
)
q2s−2k−2i−1
]
.
(1.8)
Next we consider a q-analogue of the alternating sums Tm,n =
∑n
k=1(−1)
n−kkm. Note
that Gessel and Viennot [5] proved that T2m,n can be written as a polynomial in n(n+1)
whose coefficients are the Salie´ coefficients and Schlosser [9] gave some q-analogues of Tm,n
only for m ≤ 4. Let
Tm,n(q) =
n∑
k=1
(−1)n−k
(
1− qk
1− q
)m
q
m
2
(n−k). (1.9)
We have the following q-analogue of Gessel-Viennot’s result for Tm,n.
Theorem 1.3 For m,n ∈ N, there exist polynomials Gm,k(q) ∈ Z[q] such that
T2m,n(q) =
m−1∑
k=0
(−1)kGm,k(q)
(1− qn)m−k(1− qn+1)m−kqkn
(1− q)2m−2k
∏k
i=0(1 + q
m−i)
, (1.10)
where Gm,k(q) are the q-Salie´ coefficients given by
Gm,s(q) =
∏s
j=0(1 + q
m−j)
(1− q)2s
s∑
k=0
(−1)s−k
1 + qm−k
(
2m
k
)
×
s−k∑
i=0
m− k
m− s
(
m− s+ i− 1
i
)(
m− k − i− 1
s− k − i
)
qs−k−i.
3
Theorem 1.4 For m,n ∈ N, there exist polynomials Hm,k(q) ∈ Z[q] such that
T2m−1,n(q) = (−1)
m+nHm,m−1(q
1
2 )
qmn−
n
2
(1 + q
1
2 )m
∏m−1
i=0 (1 + q
m−i− 1
2 )
+
1− qn+
1
2
1− q
1
2
m−1∑
k=0
(−1)k
Hm,k(q
1
2 )(1− qn)m−k−1(1− qn+1)m−k−1qkn
(1− q)2m−2k−2(1 + q
1
2 )k+1
∏k
i=0(1 + q
m−i− 1
2 )
.
Furthermore, we have
Hm,s(q) =
∏s
j=0(1 + q
2m−2j−1)
(1 + q)s(1− q)2s
s∑
k=0
(−1)s−k
1 + q2m−2k−1
(
2m− 1
k
) s−k∑
i=0
(
m− s+ i− 1
i
)
×
[(
m− k − i− 1
s− k − i
)
q2s−2k−2i +
(
m− k − i− 2
s− k − i− 1
)
q2s−2k−2i−1
]
.
Schlosser [9] derives his formulas from the machinery of basic hypergeometric series.
For example, for the q-analogues of the sums of quarts and quints, he first specializes
Bailey’s terminating very-well-poised balanced 10φ9 transformation [4, Appendix (III.28)]
and then applies the terminating very-well-poised 6φ5 [4, Appendix (II.21)] on one side
of the identity to establish a “master identity.” In contrast to his proof, our method is
self-contained and of elementary nature.
We first establish some elementary algebraic identities in Section 2, and prove Theo-
rems 1.1–1.4 in Section 3. We then apply our theorems to compute the polynomials
Pm,s(q), Qm,s(q), Gm,s(q), and Hm,s(q) for small m in Section 4 and obtain summation
formulas of (1.1) for m ≤ 11. Section 5 contains some further extensions of these sum-
mation formulas.
2 Some Preliminary Lemmas
The following is our first step towards our summation formula for Sm,n(q).
Lemma 2.1 For m,n ∈ N, we have
Sm,n(q) =
⌊m
2
⌋∑
r=0
(−1)r
[(
m− 1
r
)
−
(
m− 1
r − 2
)]
(1− q(
m+1
2
−r)n)(1 + (−1)mq(
m+1
2
−r)(n+1))qrn
(1− q2)(1− q)m−1(1− q
m+1
2
−r)
.
(2.1)
Proof. By definition, (1− q2)(1− q)m−1Sm,n(q) is equal to
n∑
k=1
(1− q2k)(1− qk)m−1q
m+1
2
(n−k)
=
n∑
k=1
(1− q2k)q
m+1
2
(n−k)
m−1∑
r=0
(
m− 1
r
)
(−1)rqkr
4
=
m−1∑
r=0
(
m− 1
r
)
(−1)r
n∑
k=1
(q
m+1
2
n+(r−m+1
2
)k − q
m+1
2
n+(r−m−3
2
)k)
=
m+1∑
r=0
(−1)r
[(
m− 1
r
)
−
(
m− 1
r − 2
)] n∑
k=1
q
m+1
2
n+(r−m+1
2
)k
=
m+1∑
r=0
r 6=m+1
2
(−1)r
[(
m− 1
r
)
−
(
m− 1
r − 2
)]
q
m+1
2
(n−1)+r − qr(n+1)−
m+1
2
1− qr−
m+1
2
. (2.2)
Splitting the last summation into two parts corresponding to r ranging from 0 to ⌊m
2
⌋
and from ⌊m+1
2
⌋+ 1 to m + 1, respectively. Replacing r by m + 1 − r in the second one
we can rewrite (2.2) as follows:
⌊m
2
⌋∑
r=0
(−1)r
[(
m− 1
r
)
−
(
m− 1
r − 2
)]
×
[
q
m+1
2
(n−1)+r − qr(n+1)−
m+1
2
1− qr−
m+1
2
+ (−1)m
q
m+1
2
(n+1)−r − q
m+1
2
(2n+1)−r(n+1)
1− q
m+1
2
−r
]
.
After simplification we get (2.1).
Remark. When m is even, since
m
2∑
r=0
(−1)r
[(
m− 1
r
)
−
(
m− 1
r − 2
)]
= 0,
we can rewrite Sm,n(q) as
Sm,n(q) =
m
2∑
r=0
(−1)r
[(
m− 1
r
)
−
(
m− 1
r − 2
)]
(1− q(
m+1
2
−r)(2n+1))qnr
(1− q2)(1− q)m−1(1− q
m+1
2
−r)
. (2.3)
Lemma 2.2 For m,n ≥ 1, we have
T2m,n(q) =
m−1∑
r=0
(−1)r
(
2m
r
)
(1− qn(m−r))(1− q(n+1)(m−r))qrn
(1− q)2m(1 + qm−r)
. (2.4)
Proof. By (1.9) we have
(1− q)2mT2m,n(q) =
n∑
k=1
(1− qk)2mqm(n−k)(−1)n−k.
5
Expanding (1− qk)2m by the binomial theorem and exchanging the summation order, we
obtain
(1− q)2mT2m,n(q) =
2m∑
r=0
(−1)r
(
2m
r
)
qrn
1− (−qm−r)n
1 + qm−r
. (2.5)
Substituting r by 2m− r on the right-hand side of (2.5) yields
(1− q)2mT2m,n(q) =
1
2
2m∑
r=0
(−1)r
(
2m
r
)[
qrn
1− (−qm−r)n
1 + qm−r
+ q(2m−r)n
1− (−qr−m)n
1 + qr−m
]
=
1
2
2m∑
r=0
(−1)r
(
2m
r
)
qrn
(1− (−1)nqn(m−r))(1− (−1)nq(n+1)(m−r))
1 + qm−r
=
1
2
2m∑
r=0
(−1)r
(
2m
r
)
qrn
(1− qn(m−r))(1− q(n+1)(m−r))
1 + qm−r
. (2.6)
The last equality holds because
2m∑
r=0
(−1)r
(
2m
r
)
qrn
qn(m−r) + q(n+1)(m−r)
1 + qm−r
= 0.
Splitting the sum in (2.6) as
∑m−1
r=0 +
∑2m
r=m+1 and substituting r by 2m− r in the second
sum, we complete the proof.
Similarly, we can show that 2(1− q)2m−1T2m−1,n(q) is equal to
2m−1∑
r=0
(−1)r
(
2m− 1
r
)
qrn
(1− (−1)nqn(m−r−
1
2
))(1 + (−1)nq(n+1)(m−r−
1
2
))
1 + qm−r−
1
2
=
2m−1∑
r=0
(−1)r
(
2m− 1
r
)[
(−1)n+1q(m−
1
2
)n 1− q
m−r− 1
2
1 + qm−r−
1
2
+ qrn
1− q(2n+1)(m−r−
1
2
)
1 + qm−r−
1
2
]
.
This establishes immediately the following lemma:
Lemma 2.3 For m,n ≥ 1, we have
T2m−1,n(q) =
m−1∑
r=0
(−1)n+r+1
(
2m− 1
r
)
(1− qm−r−
1
2 )q(m−
1
2
)n
(1− q)2m−1(1 + qm−r−
1
2 )
+
m−1∑
r=0
(−1)r
(
2m− 1
r
)
(1− q(2n+1)(m−r−
1
2
))qrn
(1− q)2m−1(1 + qm−r−
1
2 )
. (2.7)
The second ingredient of our approach is the following identity, of which we shall give
two proofs.
6
Theorem 2.4 For m ∈ N, we have
1− xm+1ym+1
(1− xy)(1− x)m(1− y)m
=
m∑
r=0
m−r∑
s=o
(
m− r
s
)(
m− s
r
)
xrys
(1− x)r+s(1− y)r+s
. (2.8)
First Proof. Replacing s by m− r − s, the right-hand side of (2.8) may be written as
m∑
r=0
m−r∑
s=o
(
m− r
s
)(
r + s
r
)
xrym−r−s
(1− x)m−s(1− y)m−s
. (2.9)
Consider the generating function of (2.9). We have
∞∑
m=0
m∑
r=0
m−r∑
s=o
(
m− r
s
)(
r + s
r
)
xrym−r−s
(1− x)m−s(1− y)m−s
tm
=
∞∑
r=0
∞∑
s=0
(
r + s
r
)
xr
∞∑
m=r+s
(
m− r
s
)
ym−r−s
(1− x)m−s(1− y)m−s
tm
=
∞∑
r=0
∞∑
s=0
(
r + s
r
)
xrtr+s
(1− x)r(1− y)r
(
1−
yt
(1− x)(1− y)
)−s−1
=
(1− x)(1− y)
(1− x)(1− y)− yt
(
1−
xt
(1− x)(1− y)
−
t(1− x)(1− y)
(1− x)(1− y)− yt
)−1
=
(1− x)2(1− y)2
[(1− x)(1− y)− xyt][(1− x)(1− y)− t]
,
which is equal to the generating function of the left-hand side of (2.8).
Second Proof. Let {
x = u(1− x)(1− y),
y = v(1− x)(1− y).
We want to expand
f(x, y) =
1− xm+1ym+1
(1− xy)(1− x)m(1− y)m
as a series in u and v. By Lagrange’s inversion formula (see, for example, [6, p. 21]),
f(x, y) =
∑
r,s≥0
urvs[xrys]
{
1− xm+1ym+1
(1− xy)(1− x)m−r−s(1− y)m−r−s
∆
}
,
where [xrys]F (x, y) denotes the coefficient of xrys in the power series F (x, y), and where
∆ is the determinant given by
∆ =
∣∣∣∣∣∣∣
1 +
x
1− x
y
1− y
x
1− x
1 +
y
1− y
∣∣∣∣∣∣∣ =
1− xy
(1− x)(1− y)
.
7
So,
f(x, y) =
∑
r,s≥0
urvs[xrys]
{
1− xm+1ym+1
(1− x)m−r−s+1(1− y)m−r−s+1
}
. (2.10)
Since
(1− z)−α =
∞∑
k=0
(
α+ k − 1
k
)
zk,
we have
[xrys]
{
(1− x)−(m−r−s+1)(1− y)−(m−r−s+1)
}
=
(
m− s
r
)(
m− r
s
)
,
and
[xrys]
{
(1− x)−(m−r−s+1)(1− y)−(m−r−s+1)xm+1ym+1
}
=
{
0, if r ≤ m or s ≤ m,
(−1)r+s
(
r+s−m−1
s
)(
r+s−m−1
r
)
, if r, s ≥ m+ 1.
But, it is easy to see that(
m− s
r
)(
m− r
s
)
= (−1)r+s
(
r + s−m− 1
s
)(
r + s−m− 1
r
)
.
Substituting these into (2.10) yields
f(x, y) =
∑
0≤r,s≤m
urvs
(
m− s
r
)(
m− r
s
)
.
Corollary 2.5 For m ∈ N, we have
m∑
r=0
m−r∑
s=o
(
m− r + 1
s
)(
m− s
r
)
xrys
(1− x)r+s(1− y)r+s
=
1− xm+2ym+2 − x(1− xm+1ym+1)− (1− xy)ym+1
(1− xy)(1− x)m+1(1− y)m+1
. (2.11)
Proof. Replacing m and r by m− 1 and r − 1 respectively in (2.8), we obtain
m∑
r=1
m−r∑
s=o
(
m− r
s
)(
m− s− 1
r − 1
)
xrys
(1− x)r+s(1− y)r+s
=
x(1− xmym)
(1− xy)(1− x)m(1− y)m
.
(2.12)
8
Combining (2.8) and (2.12), we get
m∑
r=0
m−r∑
s=o
(
m− r
s
)(
m− s− 1
r
)
xrys
(1− x)r+s(1− y)r+s
=
1− xm+1ym+1 − x(1− xmym)
(1− xy)(1− x)m(1− y)m
.
(2.13)
Replacing m by m+ 1 in (2.13), we have
m+1∑
r=0
m−r+1∑
s=o
(
m− r + 1
s
)(
m− s
r
)
xrys
(1− x)r+s(1− y)r+s
=
1− xm+2ym+2 − x(1 − xm+1ym+1)
(1− xy)(1− x)m+1(1− y)m+1
. (2.14)
Note that when r = m+1,
(
m−s
r
)
= 0, and when s = m− r+1,
(
m−s
r
)
=
(
r−1
r
)
is equal to
1 if r = 0 and 0 otherwise. Moving the term y
m+1
(1−x)m+1(1−y)m+1
of (2.14) from the left-hand
side to the right-hand side, we obtain (2.11).
Interchanging r and s, and x and y in (2.11), we get
m∑
r=0
m−r∑
s=o
(
m− r
s
)(
m− s+ 1
r
)
xrys
(1− x)r+s(1− y)r+s
=
1− xm+2ym+2 − y(1− xm+1ym+1)− (1− xy)xm+1
(1− xy)(1− x)m+1(1− y)m+1
. (2.15)
Corollary 2.6 For m ∈ N, we have
(1− xm+1)(1− ym+1)
(1− x)m+1(1− y)m+1
=
m∑
r=0
m−r∑
s=o
m+ 1
m+ 1− r − s
(
m− r
s
)(
m− s
r
)
xrys
(1− x)r+s(1− y)r+s
.
(2.16)
Proof. Note that
m+ 1
m+ 1− r − s
(
m− r
s
)(
m− s
r
)
=
(
m− r + 1
s
)(
m− s
r
)
+
(
m− r
s
)(
m− s+ 1
r
)
−
(
m− r
s
)(
m− s
r
)
. (2.17)
Hence, from (2.8), (2.11) and (2.15) it follows that
m∑
r=0
m−r∑
s=o
m+ 1
m+ 1− r − s
(
m− r
s
)(
m− s
r
)
xrys
(1− x)r+s(1− y)r+s
=
2− 2xm+2ym+2 − (x+ y)(1− xm+1ym+1)− (1− xy)(xm+1 + ym+1)
(1− xy)(1− x)m+1(1− y)m+1
−
1− xm+1ym+1
(1− xy)(1− x)m(1− y)m
.
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After simplification, we obtain (2.16).
It is easy to see that (2.16) may be written as:
(1− xm)(1− ym)
=
m−1∑
k=0
k∑
i=0
m
m− k
(
m− k + i− 1
i
)(
m− i− 1
k − i
)
xiyk−i(1− x)m−k(1− y)m−k. (2.18)
Remark. Applying the multivariate Lagrange inversion formula, we can also prove (2.11)
and (2.16) as well as the following generalization of (2.8):
∑
r1,...,rm≤n
m∏
k=1
(
n− rk
rk+1
)
xrkk
(1− xk)rk+rk+1
=
1− (−1)m(n+1)xn+11 · · ·x
n+1
m
1− (−1)mx1 · · ·xm
m∏
k=1
1
(1− xk)n
,
where rm+1 = r1.
Recall the Vandermonde determinant formula:
det(xn−ji )1≤i,j≤n =
∏
1≤i<j≤n
(xi − xj). (2.19)
Let ei(x1, . . . , xn) (0 ≤ i ≤ n) be the i-th elementary symmetric function of x1, . . . , xn,
and let
(x1, . . . , xˆj, . . . , xn) = (x1, . . . , xj−1, xj+1, . . . , xn), 1 ≤ j ≤ n.
Lemma 2.7 Let A = (xn−ji )1≤i,j≤n be the Vandermonde matrix. Then
A−1 =
(
(−1)n−i
ei−1(x1, . . . , xˆj, . . . , xn)∏n
k=1,k 6=j(xk − xj)
)
1≤i,j≤n
.
Proof. The elementary symmetric functions satisfy the identity
n∑
k=0
(−t)n−kek(x1, . . . , xn) =
n∏
k=1
(xk − t).
Therefore, for each j = 1, 2, . . . , n, we have
n∑
k=1
(−t)n−kek−1(x1, . . . , xˆj , . . . , xn) =
n∏
k=1
k 6=j
(xk − t). (2.20)
The result then follows by setting t = xi (1 ≤ i ≤ n) in (2.20).
We shall need the following variant of Vandermonde’s determinant.
10
Lemma 2.8 Let A = ((1− xi)n+1−j(1− xi+1)n+1−jxi(j−1))1≤i,j≤n. Then
detA = (−1)
n(n−1)
2 x
n(n2−1)
6
n∏
k=1
(1− x2k−1)n+1−k(1− x2k)n+1−k.
Proof. Extracting x(n−1)i(1 − xi)(1 − xi+1) from the i-th row (1 ≤ i ≤ n) of A and then
applying the Vandermonde determinant formula, we obtain
detA =
n∏
i=1
x(n−1)i(1− xi)(1− xi+1) · det
(
(1− xi)n−j(1− xi+1)n−j
xi(n−j)
)
1≤i,j≤n
=
n∏
i=1
x(n−1)i(1− xi)(1− xi+1) ·
∏
1≤i<j≤n
(
(1− xi)(1− xi+1)
xi
−
(1− xj)(1− xj+1)
xj
)
=
n∏
i=1
x(n−1)i(1− xi)(1− xi+1) ·
∏
1≤i<j≤n
−(1− xj−i)(1− xi+j+1)
xj
,
which yields the desired formula after simplification.
3 Proof of Theorems
Theorem 3.1 For any m ∈ N, there exist polynomials Pm,k(y) ∈ Z[y] such that
m∑
k=0
(−1)k
[(
2m
k
)
−
(
2m
k − 2
)]
(1− xm+1−k)(1− xm+1−kym+1−k)xk
1− ym+1−k
=
m∑
k=0
(−1)kPm,k(y)
(1− x)m+1−k(1− xy)m+1−k(1− y)3kxk∏k
i=0(1− y
m+1−i)
. (3.1)
Proof. By formula (2.18), we have
(1− xm+1−k)(1− xm+1−kym+1−k)xk
=
m−k∑
r=0
r∑
i=0
m− k + 1
m− k − r + 1
(
m− k − r + i
i
)(
m− k − i
r − i
)
× xk+ryr−i(1− x)m−k−r+1(1− xy)m−k−r+1.
Therefore, setting s = r + k, we obtain
m∑
k=0
(−1)k
1− ym+1−k
[(
2m
k
)
−
(
2m
k − 2
)]
(1− xm+1−k)(1− xm+1−kym+1−k)xk
=
m∑
s=0
Pm,s(y)
(1− x)m+1−s(1− xy)m+1−sxs∏k
i=0(1− y
m+1−i)
, (3.2)
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where Pm,s(y) are polynomials given by
Pm,s(y) =
s∑
k=0
(−1)k
[(
2m
k
)
−
(
2m
k − 2
)] s∏
j=0
j 6=k
(1− ym+1−j)
×
s−k∑
i=0
m− k + 1
m− s + 1
(
m− s+ i
i
)(
m− k − i
s− k − i
)
ys−k−i. (3.3)
By (2.17), we have Pm,s(y) ∈ Z[y]. It remains to show that (1− y)
3s |Pm,s(y).
In view of Lemma 2.1, setting x = qn and y = q in (3.2), the left-hand side reduces to
(1− q2)(1− q)2mS2m+1,n(q). Therefore, it follows from (1.1) and (3.2) that
m∑
k=0
Pm,k(q)
(1− qn)m+1−k(1− qn+1)m+1−kqkn∏k
i=0(1− q
m+1−i)
=
n∑
k=1
(1− q2k)(1− qk)2mq(m+1)(n−k). (3.4)
Taking n = 1, 2, . . . , m+ 1 in (3.4), we obtain the following matrix equation
A ·


x1
x2
...
xm+1

 =


b1
b2
...
bm+1

 , (3.5)
where A = ((1 − qi)(1 − qi+1)qmiam+1−ji )1≤i,j≤m+1 with ai = (1 − q
i)(1 − qi+1)/qi, and
where
bi =
i∑
k=1
(1− q2k)(1− qk)2mq(m+1)(i−k),
xj =
Pm,j−1(q)∏j−1
k=0(1− q
m+1−k)
. (3.6)
Now Lemma 2.8 implies that detA 6= 0, so Equation (3.5) has a unique solution given by
xj =
m+1∑
i=1
(A−1)jibi, j = 1, 2, . . . , m+ 1, (3.7)
where, by Lemma 2.7,
(A−1)ji =
(−1)m+1−j
qmi(1− qi)(1− qi+1)
ej−1(a1, . . . , aˆi, . . . , am+1)∏m+1
k=1,k 6=i(ak − ai)
=
(−1)m+i−jq(
m+2−i
2 )(1− q2i+1)ej−1(a1, . . . , aˆi, . . . , am+1)
(q; q)m+i+2(q; q)m−i+1
.
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Here we have adopted the notation (q; q)n = (1 − q)(1 − q
2) · · · (1 − qn). It follows from
(3.6) and (3.7) that
Pm,j−1(q) =
m+1∑
i=1
(−1)m+i−jq(
m+2−i
2 )Lij(q),
where
Lij(q) =
(1− q2i+1)ej−1(a1, . . . , aˆi, . . . , am+1)(q; q)m+1bi
(q; q)m+i+2(q; q)m−i+1(q; q)m−j+1
. (3.8)
Since ai = (1− q
i)(1− qi+1)/qi, the valuation of (1− q) in ej−1(a1, . . . , aˆi, . . . , am+1) is at
least 2j− 2. Also, it is clear that (1− q)2m+1 | bi for i = 1, 2, . . . , m+1. Hence, from (3.8)
it follows that the valuation of (1− q) in Lij(q) is at least 3j − 3 for j = 1, 2, . . . , m+ 1.
Therefore, the polynomials
Pm,j(q) = (−1)
j Pm,j(q)
(1− q)3j
, j = 0, 1, . . . , m, (3.9)
satisfy (3.1). This completes the proof.
The proof of Theorem 1.1 then follows from (3.4) and (3.9).
Multiplying (2.8) by (1− x)m(1− y)m and putting r = i and s = k − i, we get
1− xm+1ym+1
1− xy
=
m∑
k=0
k∑
i=0
(
m− k + i
i
)(
m− i
k − i
)
xiyk−i(1− x)m−k(1− y)m−k.
Writing
1− x2m+1y2m+1
1− xy
=
1− x2m+2y2m+2
1− x2y2
+ xy
1− x2my2m
1− x2y2
,
we obtain
1− x2m+1y2m+1
1− xy
=
m∑
k=0
xk
k∑
i=0
(
m− k + i
i
)(
m− i
k − i
)
y2k−2i(1− x)m−k(1− xy2)m−k
+
m∑
k=1
xk
k−1∑
i=0
(
m− k + i
i
)(
m− i− 1
k − i− 1
)
y2k−2i−1(1− x)m−k(1− xy2)m−k. (3.10)
Theorem 3.2 For any m ∈ N, there exist polynomials Qm,k(y) ∈ Z[y] such that
m∑
k=0
(−1)k
[(
2m− 1
k
)
−
(
2m− 1
k − 2
)]
(1− x2m−2k+1y2m−2k+1)xk
1− y2m−2k+1
=
m∑
k=0
(−1)kQm,k(y)
(1− x)m−k(1− xy2)m−k(1− xy)(1− y)3kxk∏k
i=0(1− y
2m−2i+1)
. (3.11)
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Proof. By formula (3.10), we have
(1− x2m−2k+1y2m−2k+1)xk
=
m−k∑
r=0
r∑
i=0
(
m− k − r + i
i
)[(
m− k − i
r − i
)
y2r−2i +
(
m− k − i− 1
r − i− 1
)
y2r−2i−1
]
× xk+r(1− x)m−k−r(1− xy2)m−k−r(1− xy).
Therefore, setting s = r + k, we get
m∑
k=0
(−1)k
[(
2m− 1
k
)
−
(
2m− 1
k − 2
)]
(1− x2m−2k+1y2m−2k+1)xk
1− y2m−2k+1
=
m∑
s=0
Qm,s(y)
xs(1− x)m−s(1− xy2)m−s(1− xy)∏k
i=1(1− y
2m−2i+1)
,
where
Qm,s(y) =
s∑
k=0
(−1)k
[(
2m− 1
k
)
−
(
2m− 1
k − 2
)] s∏
j=0
j 6=k
(1− y2m−2j+1)
s−k∑
i=0
(
m− s+ i
i
)
×
[(
m− k − i
s− k − i
)
y2s−2k−2i +
(
m− k − i− 1
s− k − i− 1
)
y2s−2k−2i−1
]
. (3.12)
What remains is to show that
(1− q)s(1− q2)2s |Qm,s(q) and Qm,s(q) = (−1)
s
Qm,s(q)
(1− q)s(1− q2)2s
.
The proof is exactly the same as that of Theorem 3.1 and is omitted.
The proof of Theorem 1.2 then follows from (2.3) and (3.11) (replacing x and y by qn
and q
1
2 , respectively).
Remark. It follows from (1.7) and (1.8) that Pm,m(q) = Qm,m(q) = 0 if m ≥ 1, and
Pm,s(0) = Qm,s(0) =
(
m+s−2
s
)
−
(
m+s−2
s−2
)
. Moreover, if s < m, the polynomial Pm,s(q) has
degree s(2m− 3− s)/2 while Qm,s(q) has degree s(2m− 3− s).
Proof of Theorem 1.3. By formula (2.18), we have
(1− xm−r)(1− xm−rym−r)xr =
m−r∑
k=0
k∑
i=0
m− r
m− r − k
(
m− r − k + i− 1
i
)(
m− r − i− 1
k − i
)
× xr+kyk−i(1− x)m−r−k(1− xy)m−r−k.
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Therefore, setting s = r + k and
Gm,s(y)
=
s∑
r=0
(−1)r
(
2m
r
) s∏
j=0
j 6=r
(1 + ym−j)
s−r∑
i=0
m− r
m− s
(
m− s+ i− 1
i
)(
m− r − i− 1
s− r − i
)
ys−r−i,
we obtain
m−1∑
r=0
(−1)r
(
2m
r
)
(1− xm−r)(1− xm−rym−r)xr
1 + ym−r
=
m∑
s=0
Gm,s(y)
(1− x)m−s(1− xy)m−sxs∏s
i=0(1 + y
m−i)
.
(3.13)
Similarly to the proof of Theorem 3.1, we can show that Gm,s(y) = (−1)
sGm,s(y)/(1−y)
2s
is a polynomial in Z[y].
Theorem 1.3 then follows from Lemma 2.2 after substituting x = qn and y = q into
(3.13).
The proof of Theorem 1.4 is analogous to that of Theorem 1.2 and is omitted here.
4 Sums of m-th Powers for m ≤ 11
Theorems 1.1–1.4 permit us to compute Pm,k(q), Qm,k(q), Gm,k(q), and Hm,k(q) quickly
by using Maple. Tables 1–4 give the first values of these polynomials.
Table 1: Values of Pm,k(q) for 0 ≤ m ≤ 5.
k \m 0 1 2 3 4 5
0 1 1 1 1 1 1
1 1 2(q + 1) 3q2 + 4q + 3 2(q + 1)(2q2 + q + 2)
2 2(q + 1) (q + 1)(5q2 + 8q + 5) (q + 1)(9q4 + 19q3 + 29q2 + 19q + 9)
3 (q + 1)(5q2 + 8q + 5) 2(q + 1)2(q2 + q + 1)(7q2 + 11q + 7)
4 2(q + 1)2(q2 + q + 1)(7q2 + 11q + 7)
Table 2: Values of Qm,k(q) for 1 ≤ m ≤ 4.
k \m 1 2 3 4
0 1 1 1 1
1 1 2q2 + q + 2 3q4 + 2q3 + 4q2 + 2q + 3
2 2q2 + q + 2 (q2 + q + 1)(5q4 + q3 + 9q2 + q + 5)
3 (q2 + q + 1)(5q4 + q3 + 9q2 + q + 5)
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For m = 5, we have Q5,0(q) = 1, and
Q5,1(q) = 4q
6 + 3q5 + 6q4 + 4q3 + 6q2 + 3q + 4,
Q5,2(q) = 9q
10 + 13q9 + 33q8 + 37q7 + 61q6 + 51q5 + 61q4 + 37q3 + 33q2 + 13q + 9,
Q5,3(q) = Q5,4(q)
= (q2 + q + 1)(14q10 + 14q9 + 56q8 + 46q7 + 100q6 + 65q5 + 100q4 + 46q3 + 56q2 + 14q + 14).
Table 3: Values of Gm,k(q) for 1 ≤ m ≤ 5.
k \m 1 2 3 4 5
0 1 1 1 1 1
1 2 3(q + 1) 4(q2 + q + 1) 5(q + 1)(q2 + 1)
2 6(q + 1) 2(q + 1)(5q2 + 7q + 5) 5(q + 1)(3q4 + 4q3 + 8q2 + 4q + 3)
3 4(q + 1)(5q2 + 7q + 5) 5(q + 1)2(7q4 + 14q3 + 20q2 + 14q + 7)
4 10(q + 1)2(7q4 + 14q3 + 20q2 + 14q + 7)
Table 4: Values of Hm,k(q) for 1 ≤ m ≤ 4.
k \m 1 2 3 4
0 1 1 1 1
1 2 3q2 + 2q + 3 4q4 + 3q3 + 4q2 + 3q + 4
2 2(3q2 + 2q + 3) 10q6 + 15q5 + 30q4 + 26q3 + 30q2 + 15q + 10
3 2(10q6 + 15q5 + 30q4 + 26q3 + 30q2 + 15q + 10)
Substituting the values of Tables 1 and 2 into Theorems 1.1 and 1.2 yields the summa-
tion formulas for sums of m-th power for m = 1, 2, . . . , 11. In particular, for 1 ≤ m ≤ 5
we recover the formulas (1.2)–(1.6) of Warnaar and Schlosser. For m = 6, 7, . . . , 11 we
obtain the following formulas of Faulhaber type:
S6,n(q) =
(1− qn)(1− qn+1)(1− qn+
1
2 )
(1− q)(1− q2)(1− q
7
2 )
[
(1− qn)2(1− qn+1)2
(1− q)4
− (2 + 2q + q
1
2 )
(
(1− qn)(1− qn+1)qn
(1 + q
1
2 )(1− q)(1− q
5
2 )
−
(1− q
1
2 )2q2n
(1− q
3
2 )(1− q
5
2 )
)]
,
S7,n(q) =
(1− qn)2(1− qn+1)2
(1− q)3(1− q4)
×
[
(1− qn)2(1− qn+1)2
(1− q)3(1− q2)
−
2(1− qn)(1− qn+1)qn
(1− q)(1− q3)
+
2(1− q)2q2n
(1− q2)(1− q3)
]
,
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S8,n(q) =
(1− qn)(1− qn+1)(1− qn+
1
2 )
(1− q)(1− q2)(1− q
9
2 )
×
[
(1− qn)3(1− qn+1)3
(1− q)6
− (3 + 2q
1
2 + 4q + 2q
3
2 + 3q2)
(1− qn)2(1− qn+1)2qn
(1 + q
1
2 )(1− q)3(1− q
7
2 )
+ (5 + q
1
2 + 9q + q
3
2 + 5q2)
(1− q
3
2 )(1− qn)(1− qn+1)q2n
(1 + q
1
2 )(1− q)(1− q
5
2 )(1− q
7
2 )
− (5 + q
1
2 + 9q + q
3
2 + 5q2)
(1− q
1
2 )2q3n
(1− q
5
2 )(1− q
7
2 )
]
,
S9,n(q) =
(1− qn)2(1− qn+1)2
(1− q)3(1− q5)
×
[
(1− qn)3(1− qn+1)3
(1− q)5(1− q2)
−
(3q2 + 4q + 3)(1− qn)2(1− qn+1)2qn
(1− q)2(1− q2)(1− q4)
+ (5q2 + 8q + 5)
(
(1− qn)(1− qn+1)q2n
(1− q3)(1− q4)
−
(1− q)3q3n
(1− q2)(1− q3)(1− q4)
)]
,
S10,n(q)
=
(1− qn)(1− qn+1)(1− qn+
1
2 )
(1− q)(1− q2)(1− q
11
2 )
[
(1− qn)4(1− qn+1)4
(1− q)8
−Q5,1(q
1
2 )
(1− q
1
2 )(1− qn)3(1− qn+1)3qn
(1− q)6(1− q
9
2 )
+Q5,2(q
1
2 )
(1− q
1
2 )2(1− qn)2(1− qn+1)2q2n
(1− q)4(1− q
7
2 )(1− q
9
2 )
−Q5,3(q
1
2 )
(1− q
1
2 )3(1− qn)(1− qn+1)q3n
(1− q)2(1− q
5
2 )(1− q
7
2 )(1− q
9
2 )
+
Q5,4(q
1
2 )(1− q
1
2 )4q4n
(1− q
3
2 )(1− q
5
2 )(1− q
7
2 )(1− q
9
2 )
]
,
S11,n(q)
=
(1− qn)2(1− qn+1)2
(1− q)3(1− q6)
[
(1− qn)4(1− qn+1)4
(1− q)7(1− q2)
−
2(2q2 + q + 2)(1− qn)3(1− qn+1)3qn
(1− q)5(1− q5)
+
(9q4 + 19q3 + 29q2 + 19q + 9)(1− qn)2(1− qn+1)2q2n
(1− q)2(1− q4)(1− q5)
− 2(q + 1)(7q2 + 11q + 7)
(
(1− qn)(1− qn+1)q3n
(1− q4)(1− q5)
−
(1− q)3q4n
(1− q2)(1− q4)(1− q5)
)]
.
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From the computational point of view, with the help of Maple or other softwares, it is, of
course, not difficult to give further extension of the above list of Sm,n(q)’s.
5 Further Remarks
For r ∈ N, define the following more general summation
Sm,n,r(q) =
n∑
k=1
1− q(2r+2)k
1− q2r+2
(
1− qk
1− q
)m−1
q
m+2r+1
2
(n−k).
Then we can also obtain a similar summation formula.
Theorem 5.1 For 0 ≤ r ≤ m, there exist polynomials Pm,k,r(q) ∈ Z[q] such that
S2m−2r+1,n,r(q) =
m∑
k=0
(−1)kPm,k,r(q)
(1− qn)m+1−k(1− qn+1)m+1−kqkn
(1− q2r+2)(1− q)2m−3k
∏k
i=0(1− q
m+1−i)
.
Furthermore, we have
Pm,s,r(q) =
∏s
j=0(1− q
m+1−j)
(1− q)3s−2r
s∑
k=0
(−1)s−k
1− qm+1−k
[(
2m− 2r
k
)
−
(
2m− 2r
k − 2r − 2
)]
×
s−k∑
i=0
m− k + 1
m− s+ 1
(
m− s+ i
i
)(
m− k − i
s− k − i
)
qs−k−i.
Theorem 5.2 For 0 ≤ r ≤ m, there exist polynomials Qm,k,r(q) ∈ Z[q] such that
S2m−2r,n,r(q) =
m∑
k=0
(−1)kQm,k,r(q
1
2 )
(1− qn+
1
2 )(1− qn)m−k(1− qn+1)m−k(1− q
1
2 )kqkn
(1− q2r+2)(1− q)2m−2k−1
∏k
i=0(1− q
m−i+ 1
2 )
.
Furthermore, we have
Qm,s,r(q) =
∏s
j=0(1− q
2m−2j+1)
(1− q)s(1− q2)2s−2r
s∑
k=0
(−1)s−k
1− q2m−2k+1
[(
2m− 2r − 1
k
)
−
(
2m− 2r − 1
k − 2r − 2
)]
×
s−k∑
i=0
(
m− s+ i
i
)[(
m− k − i
s− k − i
)
q2s−2k−2i +
(
m− k − i− 1
s− k − i− 1
)
q2s−2k−2i−1
]
.
For example, we have
S4,n,1(q) =
(1− qn)3(1− qn+1)3(1− qn+
1
2 )
(1− q)3(1− q4)(1− q
7
2 )
+
(1 + 4q
1
2 + 4q + 4q
3
2 + q2)(1− q
1
2 )
1− q
×
(1− qn)(1− qn+1)(1− qn+
1
2 )
(1− q
5
2 )(1− q
7
2 )(1− q4)
[
(1− qn)(1− qn+1)
(1− q)2
qn+
1
2 −
1− q
1
2
1− q
3
2
q2n+
1
2
]
,
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and
S5,n,1(q) =
(1− qn)4(1− qn+1)4
(1− q)4(1− q4)2
+
4(1− qn)2(1− qn+1)2
(1− q)(1− q3)(1− q4)2
[
(1 + q)(1− qn)(1− qn+1)
(1− q)2
qn+1 − q2n+1
]
.
There is a similar formula for
Tm,n,r(q) =
n∑
k=1
(−1)n−k
1− q(2r+1)k
1− q2r+1
(
1− qk
1− q
)m−1
q
m+2r
2
(n−k),
which is left to the interested readers.
In a forthcoming paper [7], it will be shown that the coefficients of the polynomials
Pm,k(q), Qm,k(q), Gm,k(q) and Hm,k(q) are actually nonnegative integers and have inter-
esting combinatorial interpretations in terms of nonintersecting lattice paths.
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