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ABSTRACT 
Learning from online videos mainly helps the students and every individual understand a 
specific topic easily because of the realistic picturization. One of resources available to students 
is automated analysis and indexing of online lecture videos using image processing. Many online 
educational organizations and universities use video lectures to support teaching and learning. In 
past decades, video lecture portals have been widely used and are very popular. The text 
displayed in these video lectures are a valuable source for analyzing and indexing the lecture 
contents. Considering this scenario, we present an approach for automatic analysis and indexing 
of lecture videos using OCR (Optical Character Recognition) technology. For this, we segregated 
the unique key frames from a lecture video to extract the video contents. After the segregation of 
key frames by applying OCR and ASR (Automatic Speech Recognition) technology we can 
extract the textual data contents from the video lecture. From the obtained metadata, we 
segmented the video lecture based on the time-based text occurrence of the topics. The 





Students achieve learning goals from many resources like university lecture videos, 
supplemental extra material, and many online video platforms. Since there is a rise in the amount 
of lecture videos that are available today, students find it difficult to look for a desired topic. 
Every time the student must investigate an entire video to find a specific topic that they really 
need. Even though a student has found the useful video, it is still difficult for the student to find 
whether the video is useful by scanning the title or other keywords in the video. Hence the 
problem becomes how to find all the possible information in a pool of videos. Online video 
platforms like YouTube, Coursera, Udemy, Lynda , etc. retrieve and search videos based on the 
available text that is stated as keywords, title, and brief description. Generally, this information is 
created by the human to ensure proper retrieval of the video list when the user searches for it, 
which is more time and cost consuming. Furthermore, this information represents only the brief 
description and at a high level. Therefore, the next generation of technology automatically 
captures the metadata from the video by using image processing techniques. The free availability 
of online lecture videos helps students [1], improve their goal [2] and achieve their insight [3]. 
Moreover, the accessibility of video lectures can help the different pedagogy settings [4] and 
overturned lecture hall [5]. Unluckily, the creation of high feature “educational pills” such as 
TED approach [6] is costly for colleges. The usage of MOOC’s [7] [8] is preferable, if the video 
lectures guarantee a large group of students and has a stability of content. Most of the 
universities these days prefer low cost solutions for video indexing from the live class 
recordings. The features of many universities where the professor lecture videos are taped and 
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then they are shared with the students with least amount of  processing efforts have been 
described in research ([9] [10] [11] [12] [13] [14]).  The main value of our solution is its cost 
effectiveness so that students can benefit from the lecture videos to maintain a connection 
between in-class and out-of-class learning. Related to “video pills”, the video recordings have a 
main difficulty: their length is usually same as the in-class video recordings, therefore it makes 
difficult for the student to find the specific content that is presented by the professor, among 
other activities and exercises. In [16] the authors have focused on creating bookmarks during 
lecture which helped to improve topic search and then make it available to the students. But this 
method requires the contribution of students and professor which is likely to fail if they are not 
contributing. The main challenge is to perform video indexing that should be readily available to 
the students so they can search the topics that are required. In [17] [18] [19] Video metadata 
analysis and indexing are the main focus. Video indexing can be done by analyzing audio, video 
and textual information that appears on the blackboard. In [35] the authors have focused on the 
speech transcription of the professor. Analyzing the speech transcription is difficult because the 
talker does not follow proper grammar and non-native speakers have different way of 
pronunciation which become challenging for analysis. Therefore, they used a knowledge base for 
properly annotating the video lecture which is effective for multilingual and nonnative speakers. 
In previous methodologies, the authors have extracted metadata from slide, professor notes and 
used it for the video search. But there are many more source of metadata that can be used for the 
video search and indexing. It includes slides, the text that appears on the video (can be any 
software or pictures within the video) and the speech transcription of the professor. In our 
approach we consider all the possible source of metadata for the purpose of video indexing and 
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video search. As stated before, extracting metadata data from content-based technique is an 
important area of research. In this research, our main problem is to find an effective way to 
automatically extract metadata from the video lecture and use it for the purpose of video search 
and indexing. Our research purpose can be formulated as a) Can the retrieved metadata help the 
learner in searching the video contents effectively? b) Can these retrieved metadata also be used 
for the purpose of indexing where users can easily navigate to a particular part of the video?  
This research is structured as follows: 
In Chapter 2, we explain the concepts of OCR, ASR, Video search and discuss the 
previous work done to find the video contents.  
In Chapter 3, we discuss our methodology applied to extract metadata using these 
algorithms. 
In Chapter 4, we discuss and evaluate our results. 
In Chapter 5, we conclude the results and outcomes of the research, and discuss future 








 RELATED WORK 
 Video search, indexing, metadata analysis and navigation to certain part of video are 
some of the challenging areas of research. In [17], they have focused on video segmentation, 
annotation, and recommendation. Taking those into consideration, we will analyze the metadata 
from certain parts of the video for the purpose of indexing.  
 This section provides a summary of past research work done in the domain of video 
analysis. We have classified the research purpose based on their outcomes and focus of research 
area. Our research purpose is to classify video lectures based on the extracted metadata, 
transcript, and image processing. The student should be able to search a specific topic and 
navigate to it instead of watching the entire video. The student can also look for specific concept 
and exercise that was discussed by the professor. In [17][28][24][23], the authors have 
differently focused on their research. In [28], the authors have focused on speech transcription 
using ASR and vocabulary content matching. In [24] the authors have combined text from the 
slides and professor speech, performed video indexing and video search using OCR & ASR. In 
[23] the authors have annotated the video lecture with information retrieved for multilingual 
audios. But other research has focused differently in these areas. For example, paper [25] has 
extracted the text from the slides. In [26] the authors have presented video tags, but in [27] they 
have extracted keywords.  
 Video segmentation is the process of segmenting or extracting few parts of the video 
lecture over a specific topic which is also another challenging research area. In [29] [30] [31] 
[32] [33] [34] the authors have focused on video segmentation based on user query. Next, we 
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have categorized the works based on the models used to obtain metadata. The key source of 
metadata in a video recording are from the audio of the professor and text that appears on the 
video. The papers in [17] [25] [29] focus on analysis of text that appears on the video. Research 
[26] [27] [28] [30] [33] [34] examined the audio of the professor and[23] [24] [32]  they combine 
the source of available information. The methods established on the evaluation of visual 
metadata ([17] [25] [29] uses OCR algorithm, to detect the slide transition.  
In [25] the research focus is on text recognition and identification of slide areas, whereas 
in [17] the goal was to perform video search using dual frame. The methodology offered in [29] 
identifies slide labels and uses them for the purpose of video segmentation. Other than OCR 
technology, [31] utilized a histogram technique to find the video transition between each frame. 
From the above-stated methodologies, our work uses OCR algorithm and a background 
subtraction methodology to detect slide transition and automatically find unique key frames for 
the purpose of video segmentation. Our one of the main focus is to analyze each unique key 
frame and extract topic and content of each slide that finally constitute the metadata.  
 Besides analyzing the voice transcript, the researchers of [26] completed a text search, 
whereas in [27] they focused on label extraction using text mining procedures. The method 
presented in [30] utilizes Wikipedia to evaluate text similarities for video segmentation. The 
methodology presented in [28] uses a terminology extraction from the professor material to 
understand where the topics are found in the lecture video and further used for the purpose of 
video indexing. Finally, in [33] and [34] the authors follow graph partitioning  methodology to 
implement video segmentation. The retrieval of video lecture system described in [23] [24] 
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combines metadata that are extracted from slides and professor speech. Likewise, this research 






This section describes about the structure of lecture videos, purpose of unique key frames, 
video indexing methods and video search methods. We present an approach for automatic analysis, 
search and indexing of lecture videos using OCR and ASR technology. For the pre-processing step 
required for feature-based techniques, we extract the images from a lecture video using FFMPEG 
library. The features extracted from the video that includes all images in the video are used for 
collecting the metadata. The metadata includes the image file and the corresponding frame number.  
3.1 Video Structure 
The main sources for lecture videos are from our university online lecture videos 
database captured during a live session. Most of the lecture videos use multi scenes format (e.g., 
Figure 3.1) in which the lecturer and the lecture slides are displayed synchronously. The basic 
format of lecture videos consists of 2 main parts: the lecture videos are recorded by using a video 
camera and captures the desktop of the professor’s computer. For indexing and search, no 
synchronization is required between the video and the lecture slides because our focus is on the 
slides which is the main requirement. Our research mainly focuses on the lecture videos which 
has two screens (professor & slides) because two videos are coordinated during the recording 
process. Hence, complete unique slides can be obtained which are captured from the lecturer 
desktop screen. The extracted slide frames can help us to retrieve the video contents. There are 3 
main sources of metadata that we can extract to perform video indexing and search: 
a) Text that appears on the slide. 
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b) Voice transcription of the professor. 
c) White board contents. 
 
Figure 3.1 An example for lecture video format 
3.2 Unique frame detection 
 Each lecture video can be segmented into images by extracting 30 frames per second. A 
lot can happen in each second, hence capturing 30 frames per second is highly recommended 
based on the video quality. After 30 frames are generated per second, we apply background 
subtraction algorithm to find the difference (pixel value) between each frame. The difference 
value constitutes the image threshold value. If the value of image threshold is greater than 30% 




Figure 3.2 Unique frame detection approach 
For example, consider a frame without mouse pointer and another frame with mouse 
pointer, the image threshold would be lesser than 30%. Hence, we apply threshold to ignore such 
exceptions. If the threshold of two frames are greater than 30% then it represents as key frames 
or else, it is discarded. After we have collected all possible unique frames, we use tesseract 
library to extract all the text from each frame which is collected as metadata and then used for 
the purpose of video analysis. A frame or a slide has mainly two parts, 1) Title Region 
Refinement and 2) Content Region Refinement. Therefore, these titles can then be used to 
segment the video and can also act as video tags. Both title and content metadata of each slide 
are used for video search.  
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We use background subtraction method to find unique key frames.(Figure 3.2) If the 
unique frame in the video lecture does not have any change for a given amount of time, then we 
know the video frame change has ended, in which we can capture the current frame. A 
background subtractor model is initialized and is applied to every frame. Three variables are 
initialized a) Captured: A Boolean variable which indicates whether a frame has been captured. 
b) Total: A counter which indicates how many frames have captured and c) Frames: A counter 
which indicated how many frames are processed.  
The collected video frames are then looped so that it will be easy to grab the unique 
frames. The background subtractor is applied whenever the video frames are looped producing 
our mask. Black pixels represent the background of the frame and white pixels represent the 
result of difference between two frames. Then we apply a series of structural operations to 
remove the noise in the video loop. We then calculate the percentage of the mask that is 
“foreground” versus “background”. Compare the foreground pixel percentage to the min_percent 
constant. If the pixel percentage is less than min_percent of the frame has motion, then the frame 
is not captured. Otherwise we will save this frame to the disk. The unique images are then used 
to extract text and other metadata from the images.  
3.3 Video Indexing & Search Approach 
 Similar to textbook index, students and individuals can benefit from video lecture if the 
videos are indexed and can easily navigate to the specific part of the video [17]. The new 
emerging technology video analysis has gained a lot of attention from researchers due to increase 
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access to online video lectures. Education techniques are becoming more and more transportable 
and adaptable supporting successful indexing approach which can be beneficial for students [18]. 
 After we have unique frames from background subtraction method, we apply tesseract to 
extract textual information from the slides. Another method to extract metadata is by applying 
ASR methods. The speech transcription is extracted using Microsoft azure technology because of 
cost efficiency and easy transportability. To obtain video search we need text from the video and 
audio of the professor so students can even look up for specific topics from the voice. Figure 3.3 
explains the methods that are performed in this research.  
 







 EXPERIMENT AND RESULTS 
This section describes the experiments used for analysis and indexing of a video lecture. 
This research focuses on analyzing a video lecture either from the professor or university’s live 
recording and then make it beneficial for students so that they can search for a specific topic. We 
follow the below approach for the purpose of video indexing, analysis, and search. 
● The OCR technology uses tesseract library to extract text from the video. 
● Microsoft azure technology to transcribe the voice of the professor. 
4.1  OCR 
We use OpenCV library to identify slide transition and extract the unique key frames. 
Background subtraction is one of the major steps to find unique key frames. This method is used 
to extract the moving slides from a static environment. Image processing is used to process, 
analyze, and use images in order to extract metadata that can be used for video indexing. Some 
of the common image processing tasks include displaying images, clipping, flipping, rotating, 
etc. Here are the image processing approaches that we used in our work using only threshold and 
contour filtering: 
4.1.1 Obtain Binary Image 
First, we load the unique images that we extracted from the background subtractor 
method. Then each image is converted into grayscale because it helps to eliminate the noise, easy 
to code and efficient to process the image in gray scale than color image. Figure 4.1 is an 




Figure 4.1 Example for grayscale image 
Next, we apply image blurring useful to remove noise. It removes high frequency content 
from the image resulting in edges being blurred when a loss-pass Gaussian kernel filter is 
applied. It is done with the function cv2.GaussianBlur(). We define the width and height of the 
kernel. We also specified the standard deviation in the X and Y direction, SigmaX and SigmaY 
respectively. Figure 4.2 is the resulting image after applying Gaussian Blur. Gaussian filtering is 




Figure 4.2 After applying Gaussian Blurring to grayscale image 
After Gaussian blurring, we apply an adaptive threshold algorithm which calculates the 
value of threshold for the given image. Therefore, we get different values of threshold for 
different areas of the image and helps us to view better results for images with different values . 
It is done with the function cv2.adaptiveThreshold() which decides how the thresholding value 
is calculated based on these 2 parameters - cv2.adaptive_thresh_mean_c and 





Figure 4.3 After finding adaptive threshold we obtain binary image 
4.1.2 Combine adjacent text 
  After obtaining the binary image from the previous step we apply structuring 
elements to the text area and then dilate to form a single contour. Structuring elements is an array 
of 0’s and 1’s that identifies the pixel in the image being processed. It also identifies the 
neighboring  pixel used for processing. It is done with the function cv2.GetStructuring 
Elements(). We specify the desired shape like elliptical/circular shaped, cross shaped and 
rectangular shaped. We have used a rectangular shaped kernel for finding the pixel that has some 
text and the size of the kernel.  
 Next, we dilate the image to combine the text into a single contour. In a binary image, 
if  the value of the pixel is 1 and if their neighboring pixel value is 1 then those pixels are 
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selected and outputted. It uses the function cv2.dilate(). We specify the image and the kernel 
output from the rectangular structuring elements(Figure 4.4). The main purpose of 
morphological dilation is to make objects more visible and fill in small holes in objects.  
           
Figure 4.4 After rectangular structuring kernel and dilation 
4.1.3 Filter for text contours 
After obtaining the binary image from the previous step we find contours and filter using 
the contour area. From here we can draw the bounding box with cv2.rectangle(). Contours help 
us to find all the points along the boundary of an image that have the same intensity. It can be 
used widely in shape analysis, finding the size of the object, image analysis and object detection. 
It uses the function cv2.findContours(). We specify the image outputted from dilation (previous 
step), CV2.RETR_EXTERNAL which retrieves only the extreme outer contours and 
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CV2.CHAIN_APPROX_SIMPLE parameters helps to trim the diagonal, horizontal and vertical 
segments except their end points.  After extracting the contour from the binary image(Figure 
4.5), we need to calculate the contour area to return the area of the text region. It uses the 
function cv2.contourArea(). We need to specify the contour 2D vector points and oriented area 
flag. This function returns a signed area value based on the contour values. After finding the 
contour area we draw a bounding box with the function cv2.rectangle(). This function simply 
draws a filled-up rectangle.  
 
Figure 4.5 After finding contour area and bounding box 
4.1.4 Text region refinement 
Various image processing can be performed using NumPy (Python Library) functions. 
NumPy stores images in an array “ndarray” which can be used for the purpose of acquisition and 
rewriting of pixel values, trimming by slice, and concatenating can be done. Since we are using 
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OpenCV, Python’s OpenCV image values are stored as a ndarray hence these values can be used 
in the processing of NumPy.  
 From the previous steps, we have extracted the contour arear of the text region. The 
region is enclosed using a rectangle thick line box. Using OpenCV we can find the ndarray of the 
text region which then can be used for the purpose of NumPy slicing. It can be done from the 
extracted ndarray values which constitute the rectangular region for the purpose of text region 
refinement. Now this region becomes the ROI “Region of interest” (Figure 4.6) which is the 
Portion of the image that can be filtered or can perform some other operations.  
 
 
Figure 4.6 Result after NumPy Slicing 
4.1.5 Text extraction 
Tesseract is an open source text recognition engine. Tesseract was considered as one of 
the most accurate open source OCR engines. It supports a variety of languages and is used to 
recognize text from a large document, or it can also be used to recognize text from an image of a 
single text line. From paper [36] “Tesseract is described as a pipeline based architecture which 
19 
 
consists of the following sequential steps: preprocessing providing a binary threshold, 
determining the connected components and connections between them, character recognition 
and character aggregation to form words, lines, paragraph and finally solving the problem of 
detecting small capitals”. By this way we can extract all the text that appears in the video lecture 
which helps us to gather all the possible metadata which can be used for the purpose of video 
indexing.  
4.2 Automatic Speech recognition 
We have used the speech recognition service provided by the Microsoft Azure service to 
generate the speech transcription. Video indexer API is a toll that allows web apps to make 
request to the video indexer. After we upload the video into the Microsoft azure, the transcript 
will be ready in few minutes. As soon the transcript is readily available, we can download the 
transcript and use it for the purpose of video search. This video transcript plays a major role in 
video indexing and search. The csv file that is generated from the Microsoft azure cloud consists 
of three main columns. They are start time of the sentence, end time of the sentence and then the 
actual sentence. Since it automatically provides the start and the end time, it will be easy for the 
students to do a search in the video and can also see the time frame where the professor has 
talked about the specific topic.  
4.3 Combined Model 
 Now we have the metadata extracted from the lecture videos using OCR and ASR 
Technology. After we have metadata collected it is used for the purpose of video indexing and 
video search.  
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4.3.1 Video Indexing 
We make use of  JavaScript plugins and html to create markers on the video so that it will 
be easy to navigate to specific topics. The markers can have a title which is extracted from the 
topic from each slide. From  Figure 4.7 the slide title contents are passed as parameters in video 
markers plugins.  
 
Figure 4.7 Video markers plugin 
4.3.2 Video Search 
From all the possible source of data collection with the availability of metadata we can 
create a search platform for the students to search for specific topic. The search happens with the 
metadata that are collected from the video text and the voice transcription of the professor.  
Figure 4.8 explains the output of the video search results. The student can search for a specific 
topic or keyword. The search method returns the text that appears from the video and the speech 




Figure 4.8 Search results 
4.3.3 Comparison 
 The time complexity of this model depends on the size of the lecture video. We tested our 
model with different sizes of the video. For a 10-minute video the time that it took for processing 
was half (5 minutes) and increased proportionally based on the total size of the lecture video. We 
also faced some performance issue of the CPU when we run this model. Hence the size of the 
video depends on the performance of the CPU. The larger the size of the video, the time it took 
was increasing. High end GPU units are recommended when the size of the lecture video is 






5.1 Overview of Research 
 We presented the video indexing and search for lecture videos that are available to 
students and universities. Unlike the previous methodologies, this system transcribes the video 
and allows the user to search for specific topics or concepts. We experiment our approach with 
the lecture videos with different structures of the videos. We conclude that our approach is more 
efficient when compared to other existing approaches.  
5.2 Future Work 
 Consider other available transcription platforms which are more efficient than our 
approach. Improve the segmentation process based on collecting bookmarks from students for 
better performance and more accurate segmentation. Extract keywords or tags from the lecture 
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