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ABSTRACT 
In this paper, we introduce a bi-implication operator  for intuitionistic fuzzy matrix and discuss several properties.  
Further, we obtain sub-inverses and g-inverses of an intuitionistic fuzzy matrix using bi-implication operator. 
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INTRODUCTION 
After the introduction of fuzzy set theory by Zadah [13] in 1965, fuzzy concepts evolved in almost all fields.  Thomason [11] 
conceived fuzzy matrix theory and Sanchez [12] used it in fuzzy relational equations. Hiroshi Hasimoto [5] used implication 
operator in fuzzy matrix theory and obtained results in sub-inverse of fuzzy matrix using fuzzy relational equation.  
Atanassov [3] generalized fuzzy set theory to intuitionistic fuzzy set theory and as a consequence Im et.al.[4] extended it 
to intuitionistic fuzzy matrix. Meenakshi and Gandhimathi [1,2] and Sriram and Murugadas [8,9,10] studied IFS and 
extended it to intuitionistic fuzzy matrix.  The authors [6] have studied bi-implication operator for IFS and in [7] dual 
implication operator for IFM. 
Definition 1.1. [3] 
An Intuitionistic Fuzzy Set (IFS) A in E (universal set) is defined as an object of the following form A = 
}/)(),(,{ Exxxµx AA   , where the functions: µA: E [0,1] and A: E [0,1] define the membership and non-
membership function of the element x  E respectively and for every x  E : 0  µA(x) + A(x) 1. 
For simplicity, we consider the pair x,x' as membership and non-membership function of an IFS with x+x'  1. 
An Intuitionistic Fuzzy Relation equation is an equation of the form Ax=b(xA=b), where A is an IFM and x and b are 
intuitionistic fuzzy vector of compatible size with unknown x.
 
Definition 1.2. [9] 
An intuitionistic fuzzy matrix (IFM) is a matrix of pairs  A = )a,a( 'ijij  of  non negative real numbers satisfying aij + 
'
i ja 1 for 
all i,j.  For any two elements A = )a,a( 'ijij  , B = ),(
'  ijij bb  Fnxm, define 
A  B = )ba,ba( 'ij
'
ijijij  , 
                                                                   A  B  = )ba,ba( 'ij
'
ijijij  , for all 1  i  m and 1  j  n.  
Further AB   aij  bij and 
'
ij
'
ij ba   for all i,j. Here Fnxm denotes the set of all intuitionistic fuzzy matrices of order nxm and 
Fnxn or Fn denotes the set of all IFM of order nxn. 
Definition 1.3. [7] 
Let a,a' , b,b'  IFS define 
a,a'  b,b' = 





'b,b'a,a if'b,b
'b,b'a,a if0,1  
and a,a'  b,b' = (b,b'  a,a'). Here  a,a' > b,b' means a>b and a'< b'. Also a,a' ≠ b,b' means either a≠b or 
 a'≠ b'. 
Definition 1.4. [7] 
Let A =  'ijij a,a Fnxm, B= 
'
ijij b,b  Fmxn define A.B = nxn
'
kjkj
'
ikik
m
k
)b,ba,a(V 
1
and for any C  Fnxn. 
Let C
0
 = In, C
1
 = C, C
2
 = C
1
.C, … C
m
 = C
m-1
 .C, if there exists a positive integer k such that C
k
 = C
k+1
 then we say C is 
convergence of power. 
Definition 1.5. [7] 
Let AFnxm if B  Fmxn such that A.B.A = A then A is called regular, in this case B is called generalized inverse of A.  If 
A.B.A.  A, then B is called a sub-inverse of A. 
Definition 1.6. [6] 
Let a,a', b,b'  IFS define 
a,a'  b,b' = (a,a'  b,b')  (a,a'  b,b') that is 
a,a'  b,b' = 








'b,b'a,a if'a,a
'b,b'a,a if0,1
'b,b'a,a if'b,b
  
Easily a,a'  b,b' = b,b'  a,a' , a,a'= b,b' means a=b and a'= b'. 
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For a,a',b,b', c,c'  IFS, the following Propositions and Lemmas hold. 
Proposition 1.1. [6] 
(a,a'  c,c')  (b,b' c,c')  (a,a' b,b'). 
Proposition 1.2. [6] 
Let a,a', b,b'  IFS, then 
a,a'  (a,a'  b,b')  b,b'). 
Lemma 1.1. [6] 
(a,a'  b,b')  c,c' = (a,a'  c,c')  b,b'  c,c'). 
Lemma 1.2. [6] 
(a,a'  b,b')  c,c') = (a,a'  c,c')  (b,b'  c,c'). 
Lemma 1.3. [6] 
(a,a'  b,b')  c,c' = (a,a'  c,c')  (b,b'  c,c'). 
Lemma 1.4.[7] For intuitionistic fuzzy matrix AFnxm , (AAT)T=ATA. 
Proposition 1.3. [6] 
   (i)  (a,a'  b,b')  c,c' = [(b,b'  c,c')  (a,a'  c,c')]  [(a,a'  c,c')  (b,b'  c,c')] 
   (ii) (a,a'  b,b')  c,c' = [(a,a'  c,c')  (b,b'  c,c')]  [(a,a'  c,c')  (b,b'  c,c')] 
Proposition 1.4. [6] 
   (i)  (a,a'  c,c')  (b,b'  c,c')  (a,a'  b,b')  c,c'  (a,a'  c,c')  (b,b' c,c') 
  (ii) (a,a'  c,c')  (b,b'  c,c')  (a,a'  b,b')  c,c'  (a,a'  c,c')  (b,b'  c,c') 
Proposition 1.5. [6] 
If a,a'  b,b'  c,c' then 
  (i)  (a,a'  b,b')  c,c' = (a,a'  c,c')  (b,b'  c,c')  
 (ii) (a,a'  b,b')  c,c' = (a,a'  c,c')  (b,b'  c,c')  
Proposition 1.6. [6] 
For c,c'  1,0,  (a,a'  b,b')  c,c' = (a,a'  c,c')  (b,b'  c,c') if and only if one of the following condition 
holds 
   (i)  When a,a' > b,b', b,b'  c,c' 
  (ii) When a,a' < b,b', a,a'  c,c' 
  (iii) When a,a' = b,b'  
Proposition 1.7. [6] 
For c,c'  1,0,   (a,a'  b,b')  c,c' = (a,a'  c,c')  (b,b'  c,c') if and only if one of the following condition 
holds 
   (i)  When a,a' > b,b', b,b'  c,c' 
   (ii) When a,a' < b,b', a,a'  c,c' 
  (iii) When a,a' = b,b' 
Proposition 1.8. [7] 
For any A  Fnxm, 
 (i)  A  A
T
  In 
 (ii)  A  A
T
  In 
(iii)  (A  A
T
)  A  A. 
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2. BI-IMPLICATION OPERATOR  
Definition 2.1. 
Let BFmxn be a symmetric square matrix, if there exists AFmxn such that B=A.A
T
, then B is called realizable. 
Definition 2.2. 
Let A=  'ijij a,a  Fn, if  'ijii a,a    'ikik a,a    'kiki a,a , 1 i,k  n, then A is called diagonally dominant matrix. 
Definition 2.3. 
Let A=  'ijij a,a  Fnxm, B =  'ijij b,b  Fmxn, define  
AB = (  'ikikmk a,a(1  nxnkjkj bb )),
'   
AB = (  'ikikmk a,a(1  nxnkjkj bb )),
'   
AB = (AB)  (AB) 
According to the definition AB = (  'ikikmk a,a(1  nxnkjkj bb )),
'  . 
Remark 2.1. 
Generally for IFMs of compatible order AB  BA. 
This is illustrated through the following example. 
Example 2.1. 
For IFMs, A and B of compatible order 
 A  = 







2.0 ,4.01.0 ,5.0
3.0 ,1.02.0 ,1.0  
B  = 







6.0 ,1.05.0 ,1.0
1.0 ,4.02.0 ,3.0  
AB  = 







)6.0 ,1.0,1.0 ,4.0(Min)5.0 ,1.0,2.0 ,3.0(Min
)6.0 ,1.0,2.0 ,1.0(Min)5.0 ,1.0,2.0 ,1.0(Min  
AB  = 







6.0 ,1.05.0 ,1.0
6.0 ,1.05.0 ,1.0  
BA  = 







)6.0 ,1.0,5.0 ,1.0(Min)6.0 ,1.0,5.0 ,1.0(Min
)2.0 ,4.0,3.0 ,1.0(Min)1.0 ,4.0,2.0 ,1.0(Min  
BA  = 







6.0 ,1.06.0 ,1.0
3.0 ,1.02.0 ,1.0
therefore AB  BA 
Proposition 2.1. 
Let AFnxm, then 
 (i)  A  A
T
 is a reflexive matrix ( AA
T
  In) 
(ii) A  A
T
 is a symmetric matrix 
(iii) A  A
T
 is a idempotent matrix 
(iv) A  A
T
 is a power convergent matrix 
(v) A  A
T
 is a diagonally dominant matrix 
(vi) A  A
T
 is realizable 
Proof:  
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(i) From Proposition 2.1 
A  A
T
 = (AA
T
)  (AA
T
)  In  In = In 
A  A
T
  In 
(ii) (A  A
T
)
T
 = [(A  A
T
)  (A A
T
]
T 
       A  A
T
 = [(A  A
T
)  (A  A
T
)]
T 
                   = [(A  A
T
)
T
  (A  A
T
)
T
] 
                   = [(A
T
  A)  (A
T
  A)] by Lemma 1.4. 
                   = A
T
  A 
     (AA
T
)
T
 = AA
T
. 
           (iii) (AA
T
) . (AA
T
) 
                 = ( 
'
1 ,( ikik
m
k aa  nxnjkjk aa )),
'  .( 
'
1 ,( ikik
m
k aa  nxnjkjk aa )),
'   
                 =  n 1f   [( 
'
1 ,( ikik
m
k aa  )),
'  fkfk aa ( 
'
1 ,( fkfk
m
k aa  ))],
'  jkjk aa nxn 
                 =  n 1f   [( 
'
1 ,( ikik
m
k aa  )a,a
'
fkfk   
'
jkjk a,a(  )]a,a
'
fkfk  nxn 
                 =  n 1f   [( 
'
1 ,(( ikik
m
k aa  )a,a
'
fkfk   
'
jkjk a,a(  ))],
'  fkfk aa nxn 
By proposition (1.1) 
(  'ikik a,a  )a,a
'
fkfk   
'
jkjk a,a(  )a,a
'
fkfk   
'
ikik a,a  
'
jkjk a,a  
1  k  m, 1  i, j, f  n. 
Therefore   (AA
T
) . (AA
T
) 
                               ( n 1f   [ 
'
1 ,( ikik
m
k aa  )]),
'  jkjk aa nxn 
                               ( 
'
1 ,( ikik
m
k aa  )),
'  jkjk aa nxn 
               (A  A
T
)
2 
 A  A
T
. 
On the other hand 
(A  A
T
) . (A  A
T
) =  n 1f   [ 
'
1 ,(( ikik
m
k aa  )a,a
'
fkfk   
'
jkjk a,a(  nxnfkfk aa ))],
'    
  'ikikm 1k a,a[(  )a,a 'jkjk    'jkjk a,a(  nxn'jkjk )]a,a   ( 
'
1 ,( ikik
m
k aa  nxnjkjk aa )),
'   A  AT 
(A  A
T
)
2
  A  A
T 
(A  A
T
)
2
 = A  A
T
. 
(iv)  Can be got at once by (iii) 
(v)  Can be obtained at once by (i) 
(vi) Can be verified immediately by (ii) and (iii). 
Remark 2.2. 
 In general, for any A  Fnxn, A  A  A. 
It is evident from the following example. 
Example 2.2. 
                                   A   = 







2.0 ,4.01.0 ,5.0
3.0 ,1.02.0 ,1.0  
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                     AA = 







)0 ,1,3.0 ,1.0(Min)2.0 ,4.0,2.0 ,1.0(Min
)3.0 ,1.0,3.0 ,1.0(Min)3.0 ,1.0,0,1(Min  
                    AA = 







3.0 ,1.02.0 ,1.0
3.0 ,1.03.0 ,1.0  
Easily to see A  A  A. but we have conclusions of the following.  
Proposition 2.2. 
If A =  'ijij a,a Fnxn is a weakly reflexive matrix, that is for 1  i, j  n, 
'
ijij a,a  
'
iiii a,a  
for i  f or j  k,  'ijij a,a  
'
fkfk a,a then A  A  A. 
Proof: 
Since A  A = (  'ikikn 1k a,a(  nxn'kjkj ))a,a  hence   'ikikn 1k a,a(  )a,a 'kjkj    'iiii a,a   'ijij a,a  
=  'ijij a,a = A, 1  I, j  n. 
Thus A  A  A. 
Proposition 2.3.  
For any A Fnxn, if A is a reflexive matrix then  
(i)) A
T
  A  A 
(ii) A  A
T
  A 
Proof:  
(i) Since A  In,  'iiii a,a = 1,0,1  i  n AT  A =   'kikin 1k a,a(  nxn'kjkj )a,a    'iiii a,a(  )a,a 'ijij  = 
 ),( '  ijij aa = A 
Therefore A
T
  A  A. 
(ii) A  A
T
 =(   'ikikn 1k a,a(  nxnjkjk aa )),
'    'ijij a,a  
'
jjjj a,a ,  
'
ijij a,a  
Therefore A  A
T
  A.  
Proposition 2.4.  
For any A Fnxm, if 
'
ijij a,a  0,1, 1  i  n, 1  j  m, then A  Im = (0,1)nxm (the nxm zero matrix). 
Proof:  
Since AIm =   (  'ikikm 1k a,a(  nxm'kjkj ),   
where  'kjkj , = 





otherwise1,0
'j,j'i,i if0 ,1
 
Hence ),,( ''
1


kjkjikik
m
k
aa   
),a,a(),a,a( ' j2j2
'
2i2i
'
j1j1
'
1i1i  . . .  ),a,a(
'
jjjj
'
ijij   . . .  
),a,a( 'mjmj
'
imim  = 0,1  0,1 . . .  'ijij a,a(   ), 'jjjj    . . .  0,1 = 0,1 
A  Im = 0,1 
Proposition 2.5.  
For any A Fnxm, then 
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(i) (A  A
T
) A = A 
(ii) A(A
T
  A) = A. 
Proof:  
Let (A  A
T
) A = )r,r( 'ijij  , then 
         )r,r( 'ijij  = ( ),( )),,(
'''
1


ijijjkjkikik
m
k
aaaaaa  
          = )., ),,(( '''
1k1


fjfjfkfkikik
mn
f
aaaaaaV  
Thus  
)r,r( 'ijij   = 

)a,a )a,aa,a(( ' j1j1
'
k1k1
'
ikik
m
1k


)a,a )a,aa,a(( ' j2j2
'
k2k2
'
ikik
m
1k
… 

'
ikik
m
1k
a,a((  
)a,a 'nknk  ).a,a 
'
njnj    
By Proposition (1.2) for h  i, 

'
hjhj
'
hkhk
'
ikik
m
1k
a,a )a,aa,a(  )a,aa,a( 'hjhj
'
ikik     'ijij'hjhj a,aa,a , yet 
)a,a )a,aa,a(( 'hjhj
'
hkhk
'
ikik
m
1k


= 

'
ijij
'
ijij
m
1k
a,a)a,a( .  Thus (i) holds. Similarly, we can prove (ii). 
APPLICATION ON INTUITIONISTIC FUZZY RELATION EQUATION 
In this section, we study sub-inverse and g-inverse of IFM using bi-implication operator. 
Proposition 3.1. 
For any A Fmn, XA  A always has a solution A  A
T
. 
Proof:  
The proof is straightforward from proposition (1.8(iii)). 
Proposition 3.2. 
If A  Fn is an idempotent, then AX  A(XA  A) always has a solution A  A.  
Proof:  
Since A is idempotent A
2
 = A, ),a,a()a,aa,a(V 'ijij
'
kjkj
'
ikik
n
1f











 hence  'ijij a,a = 
'' ,, ijijiiii aaaa  
', iiii aa , 
that is, A is weakly reflexive.  By Proposition (2.2), A  A  A.  So A(AA)  AA = A
2
 = A.  Consequently, AX  A, always 
has a solution AA.  Similarly, we can prove XA  A always has a solution A  A also. 
Proposition 3.3. 
If B  Fn is weakly reflexive, then B  B
2
. 
Proof:  
B
2
 = B)b,b()b,bb,b()b,bb,b(V 'ijij
'
ijij
'
iiii
'
kjkj
'
ikik
n
1k











. 
The following corollary is evident from the above proposition (3.3). 
Corollary 3.1. 
The necessary and sufficient condition for A  Fn is weakly reflexive and transitive. 
Proposition 3.4. 
For any A  Fnm, AX = A, XA = A has a solution A
T
  A, A  A
T
 respectively. 
Proof: 
Trivial by Proposition (2.5). 
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Proposition 3.5. 
For any A  Fn, the following are equivalent. 
       i)  A is a transitive matrix. 
      ii) A(A  A
T
) A  A. 
      iii) A(AT  A) A  A. 
Proof: 
     (i)  (ii). 
      If A
2
  A, by Proposition (2.5) 
      A(AA
T
)A = A((AA
T
)A) = AA = A
2
  A.  Similarly, we can prove the others.  The proposition shows that (A  A
T
),      
(A
T
A) are sub-inverses of A. 
Proposition 3.6. 
If AFn is idempotent then both (A  A
T
), (A
T 
 A) are g-inverse of A. 
Proof: 
By Proposition (2.5), (A  A
T
)A = A, A(A
 
 A
T
)A = AA = A. Thus, (A  A
T
) is a g-inverse of A.  Dually we can prove the 
other. 
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