We study the distribution of the sandpile group of random d-regular graphs. For the directed model we prove that it follows the Cohen-Lenstra heuristics, that is, the probability that the p-Sylow subgroup of the sandpile group is a given p-group P , is proportional to | Aut(P )| −1 . For finitely many primes, these events get independent in limit. Similar results hold for undirected random regular graphs, there for odd primes the limiting distributions are the ones given by Clancy, Leake and Payne.
Introduction
Fix d ≥ 3. We consider two random d-regular graph models. The graph of a permutation π consists of the directed edges iπ(i). The random directed graph D n is defined by taking the union of the graphs of d independent uniform random permutations of {1, 2, . . . , n}. Thus, the adjacency matrix A n of D n is just obtained as A n = P 1 + P 2 + ... + P d , where P 1 , P 2 , ...P d are independent uniform random n × n permutation matrices. For the undirected model, assume that n is even. The random d-regular graph H n is obtained by taking the union of d independent uniform random perfect matchings. The adjacency matrix of H n is denoted by C n .
The reduced Laplacian ∆ n of D n is obtained from A n − dI by deleting its last row and last column. The subgroup of Z n−1 generated by the rows of ∆ n is denoted by RowSpace(∆ n ). The group Γ n = Z n−1 / RowSpace(∆ n ) is called the sandpile group of D n . If D n is strongly connected (which happens with high probability as n → ∞), then Γ n is a finite abelian group of order | det ∆ n |. Note that from the Matrix-Tree Theorem | det ∆ n | is the number of spanning trees in D n oriented towards the vertex n. For general directed graphs the sandpile group may depend on the choice of deleted row and column, but not in our case, because D n is an eulerian directed graph. The sandpile group of H n is defined the same way. Assuming that H n is connected, the order of the sandpile group is equal to the number of spanning trees in H n .
Our main result is the following.
Theorem 1. Let p 1 , p 2 , . . . , p s be distinct primes. Let Γ n be the sandpile group of D n . Let Γ n,i be the p i -Sylow subgroup of Γ n . For i = 1, 2, . . . , s let G i be a finite abelian p i -group. Then
Now let Γ n be the sandpile group of H n . Again let Γ n,i be the p i -Sylow subgroup of Γ n , and for i = 1, 2, . . . , s let G i be a finite abelian p i -group. Assuming that d is odd we have
Assume that d is even and p 1 = 2. There is a probability distribution ν on the set (of isomorphism classes) of finite abelian 2-groups, which is supported on groups with odd rank 1 , such that
) .
We were not able to give an explicit formula for ν. See Section 8 for characterizations of this distribution.
The distribution appearing in equation (1) is called the Cohen-Lenstra heuristics. Given a prime p, it is a probability distribution on the set (of isomorphism classes) of finite abelian pgroups, such that the probability of a group G is proportional to | Aut(G)| −1
. It was introduced by Cohen and Lenstra [6] in a conjecture on the distribution of class groups of quadratic number fields. The distribution appearing in equation (2) is a modified version of the Cohen-Lenstra heuristics that was introduced by Clancy et al [4, 5] .
A recent, deep paper of Wood [20] shows that the sandpile group of dense Erdős-Rényi random graphs satisfies the latter heuristic. That is, Theorem 1 says that in terms of the sandpile group, random 3-regular graphs exhibit the same level of randomness as dense Erdős-Rényi graphs. The conceptual explanation is that the random matrices coming from both models mix the space extremely well, as we will see in Theorem 4 for our model.
We will gain information about the sandpile group by counting the surjective homomorphisms from it to a fixed finite abelian group V . For a random abelian group Γ and a fixed finite abelian group V , we call the expectation E| Sur(Γ, V )| the surjective V -moment of Γ. Our next theorem determines the limits of the surjective moments of the sandpile groups for our random graph models. The convergence of these moments then implies Theorem 1, using the work of Wood [20] .
Theorem 2. Let Γ n be the sandpile group of D n . For any finite Abelian group V we have lim n→∞ E| Sur(Γ n , V )| = 1. 1 The rank of a group is the minimum number of generators.
Let Γ n be the sandpile group of H n . Let V be a finite Abelian group. If d is odd, then This theorem is proved by using the fact that the adjacency matrices A n and C n both exhibit strong mixing properties, when they are acting on V n . To state these results, we need a few definitions. Let V be a finite abelian group. For q = (q 1 , q 2 , . . . , q n ) ∈ V n the minimal coset in V containing q 1 , q 2 , . . . , q n is denoted by MinC q , the sum of the components of q is denoted by s(q) = n i=1 q i , and we define R(q, d) = {r ∈ (d · MinC q ) n | s(r) = ds(q)}.
2
It is straightforward to check that A n q ∈ R(q, d) with probability 1. Let U q,d be a uniform random element of R(q, d). Given two random variables X and Y taking values of the finite set R we define d ∞ (X, Y ) = max r∈R |P (X = r) − P (Y = r)|. We prove that the distribution of A n q is close to that of U q,d in the following sense. We have a similar theorem for C n . For q, w ∈ V n we define < q ⊗ w >= n i=1 q i ⊗ w i . Let I 2 = I 2 (V ) be the subgroup of V ⊗ V generated by the set {a ⊗ b + b ⊗ a| a, b ∈ V }. Let Rank 2 (V ) be the rank of the 2-Sylow of V , and let I = I(V ) be the subgroup of V ⊗ V generated by all elements of the form a ⊗ a for a ∈ V . Note that I 2 is subgroup of I of index 2
Rank 2 (V )
. Since the random matrix C n is symmetric and the diagonal entries are all equal to 0, for any q ∈ V n we have < q ⊗ C n q >∈ I 2 . Let us define R S (q, d) as
n | s(r) = ds(q) and < q ⊗ r >∈ I 2 }.
It is clear from what is written above that C n q ∈ R S (q, d) with probability 1. Similarly before let U as n goes to infinity, where F n is considered as a matrix over F p . Then he combines this with Markov's inequality to obtain that P (F n is singular in F p ) ≤ 1 + o(1) p − 1 .
Consequently, as a random matrix in R, P (F n is singular in R) = o(1).
This solves an open problem of Frieze [10] and Vu [19] for random regular bipartite graphs. Using Theorem 4 we can extend these results of Huang for the random regular graphs H n .
Proposition 5. For the adjacency matrix C n of H n we have P (C n is singular in R) = o(1).
Indeed, from Theorem 4 with the choice of V = F p it is straightforward to prove that for a prime p such that gcd(p, d) = 1, we have E|{0 = x ∈ F n p | C n x = 0}| = 1 + o (1) . Therefore, the statement follows as above.
Theorem 1 describes the local behavior of the sandpile group Γ n of H n . Now we try to gain some global information on these groups. The next statement is about the asymptotic order of Γ n . This is a special case of the theorem of Lyons [17] . Let us choose H 2 , H 4 , . . . independently. The torsion part of Γ n is denoted by tors(Γ n ).
Theorem 6 (Lyons).
There is a 0 < τ d < ∞ such that with probability 1 we have
Theorem 2 leads to the following statement on the rank of Γ n .
Theorem 7. With probability 1 we have
Observe that Rank(tors(Γ n )) = max p is a prime Rank p (tors(Γ n )), where Rank p (tors(Γ n )) is the rank of the p-Sylow subgroup of tors(Γ n ). Therefore, this theorem means that many primes contribute to reach the growth described in Theorem 6.
A conjecture of Abért and Szegedy [1] states that if G 1 , G 2 , . . . is a Benjamini-Schramm convergent sequence of finite graphs, then for any prime p the limit
exists, here co-rank p G n = dim ker A n , where A n is the adjacency matrix of G n considered as a matrix over the finite field F p . One of the most common examples of a Benjamini-Scramm convergent sequence is the sequence of random d-regular graphs H n . This means that if we choose H n independently, then with probability 1 the sequence converges. Following the lines of Theorem 7 one can prove that lim n→∞ max p is a prime co-rank p (H n ) n = 0 with probability 1, which settles this special case of the conjecture, and we even get a uniform convergence in p. Note that this has been proved by Backhausz and Szegedy [2] . Theorem 1 follows from Theorem 2 using the results of Wood [20] on the moment problem. The general question is the following. Given a random finite abelian p-group X, is it true that the surjective V -moments of X uniquely determine the distribution of X? Note that we can restrict our attention to the surjective V -moments, where V is a p-group, because any other moment is 0. Furthermore, is it true that if X 1 , X 2 , . . . is a sequence of random abelian p-groups such that the surjective V -moments of X n converge to those of X, then the distribution of X n converge weakly to the distribution of X? Ellenberg, Venkatesh and Westerland [7] proved that the answer is affirmative for both questions in the special case when each surjective moment of X is 1. In this case X follows the Cohen-Lenstra heuristic. Later, it was proved by Wood [20] that the answer is yes for both questions if the moments do not grow too fast, namely if E| Sur(X, V )| ≤ | ∧ 2 V | for any finite abelian p-group V . The proof generalizes the ideas of Heath-Brown [11] . In [20] this is stated only in the special case, when the limiting surjective V -moments of X are exactly | ∧ 2 V |, but in a later paper of Wood [21] it is stated in its full generality above. In fact, Wood proved this theorem in a slightly more general setting. Instead of abelian p-groups, one can consider groups which are direct sums of finite abelian p i -groups for a fixed finite set of primes. See [20] for details. Note that for even d the moments of the sandpile groups of H n are larger than the bounds above. But using the extra information that the 2-Sylow subgroups have odd rank in this case, we can modify the arguments of Wood to obtain the convergence of probabilities. See Section 8.
Now we discuss the Cohen-Lenstra heuristic in terms of random matrices over the p-adic integers. Let Z p be the ring of p-adic integers. Given an n × m matrix M over Z p we define
Freidman and Washington [9] proved that if M n is an n×n random matrix over Z p , with respect to the Haar-measure, then cok(M n ) asymptotically follows the Cohen-Lenstra heuristic, that is, for any finite abelian p-group G we have
In fact this is true even in a more general setting. It is enough to assume that the entries of M n are independent and they are not degenerate in a certain sense. This was proved by Wood [21] . Her paper also contains similar results for non-square matrices. Bhargava, Kane, Lenstra, Poonen and Rains [3] proved that the cokernels of Haar-uniform skew-symmetric random matrices over Z p are asymptotically distributed according to Delaunay's heuristics. The following somewhat analogous result was obtained by Clancy, Leake, Kaplan, Payne and Wood [5] . Let M n be a Haar-uniform symmetric random matrix over Z p . Then for any finite abelian p-group G we have
This is exactly the distribution appearing in Theorem 1. Note that this is not the original formula given in [5] , but it can be easily deduced from it, see [20] . Here, a map φ :
is called a symmetric, bilinear, perfect pairing if (i) φ(x, y) = φ(y, x), (ii) φ(x, y + z) = φ(x, y)φ(x, z) and (iii) for φ x (y) = φ(x, y), we have φ x ≡ 1 if and only if x = 0. We can give a more explicit formula for the limiting probability above by using the following fact from [20] . If G = i Z/p λ i Z with λ 1 ≥ λ 2 ≥ · · · and µ is the transpose of the partition λ, then
The structure of the paper Section 2 contains the basic definitions that we need, including the notion of typical vectors. Moreover, it also contains a brief summary of results on distribution of sandpile groups. In Section 3 we investigate the distribution of A n q, where q is a typical vector. These theorems allow us to handle the contribution of the typical vectors to the sum
Theorem 3, but we still need to control the contribution of the non-typical vectors. This is done in Section 4. The connection between the mixing property of the adjacency matrix and the sandpile group is explained in Section 5. In Section 6 we prove that several results hold uniformly in d. Most of the paper deals with the directed random graph model, the necessary modifications for the undirected model are given in Section 7 and Section 8. In Section 9 we prove Theorem 7. At many points of the paper we need to estimate the probabilities of certain non-typical events, the proofs of these lemmas are collected in Section 10.
Preliminaries
In most of the paper we will consider the directed model, and then later give the modifications of the arguments that are needed to be done for the other model.
Consider a vector q = (q 1 , q 2 , ..., q n ) ∈ V n . For a permutation π of the set [n] = {1, 2, . . . , n} the vector q π = (q π(1) , q π(2) , . . . , q π(n) ) is called a permutation of q. We write q 1 ∼ q 2 if q 1 and q 2 are permutations of each other. The relation ∼ is an equivalence relation, the equivalence class of q, i.e. the set of permutations of q is denoted by S(q). A random permutation of q is defined as the random variable q π , where π is chosen uniformly from the set of all permutations, or equivalently, as a uniform random element of S(q).
Let
, where
are independent random permutations of q. Here we repeat our earlier observation that S q,h ∈ R(q, h). Note that for q ∈ V n the equivalence class S(q) can be described by |V | non-negative integers summing up to n. Namely for c ∈ V we define m q (c) := |{i | q i = c}|, so m q can be considered as a vector in R V . Note that if we choose a uniform random element q of V n then the expectation of m q (c) is n |V | for any c ∈ V . This makes the following definition quite natural.
Here ½ is the all 1 vector and . ∞ is the maximum norm.
then a uniform element of |V | n will be α-typical with probability 1−o(1). One of the key steps towards Theorem 3 is the following. we have
This will be an easy consequence of the following theorem.
and h ≥ 2, then we have
In the proofs we often need to consider h-tuples Q = (q
is a permutation of a fixed q ∈ V n . Such h-tuples will be called (q, h)-tuples. Let Q q,h be the set of (q, h)-tuples. A random (q, h)-tuple isQ = (q (1) ,q (2) , . . . ,q (h) ), whereq (1) ,q (2) , ...,q (h) are independent random permutations of q.
Whenever we use the symbols Q andQ they stand for a (q, h)-tuple, and a random (q, h)-tuple respectively, even if this is not mentioned explicitly. The value of q should be clear from the context. Sometimes it will be convenient to view a (q, h)-tuple Q as a vector
i , . . . , q (h) i ). The vector m q was used to extract the important information from a vector q ∈ V n , we do the same for (q, h) tuples, that is for t ∈ V h we define
For a subset S of V h the sum t∈S m Q (t) is denoted by m Q (S). Instead of S we usually just write the property that defines the subset S. For example, m Q (t 1 = c) stands for
. Later in the paper we will give asymptotic formulas that will be true uniformly in the following sense.
The statement of Theorem 10 then can be reformulated as P ( (Q) = r) ∼ 1 |V | n−1 uniformly for any α-typical q ∈ V n and β-typical r ∈ R(q, h).
A brief summary of results on distribution of sandpile groups We already defined the Laplacian and the sandpile group of a d-regular graph, now we give the general definitions. We start by directed graphs. Let D be a strongly connected directed graph on the n element vertex set V . The Laplacian ∆ of D is an n × n matrix, where the rows and the columns are both indexed by V , and for i, j ∈ V we have
Here d(i, j) is the multiplicity of the directed edge ij, d out (i) is the out-degree of i, that is, 
Note that every row of ∆ is in Z n 0 . Thus the following definition makes sense. The group Γ = Z n 0 / RowSpace(∆) is called the total sandpile group. If D is eulerian, then all of these definitions of sandpile groups coincide, so it is justified to speak about the sandpile group of D. In fact the converse of the above statement about eulerian graphs is also true, see Farrel and Levine [8] .
For an undirected graph G, let D be the directed graph obtained from G by replacing each edge {i, j} of G by the directed edges ij and ji. Then D is eulerian. The sandpile group of G is defined as the sandpile group of D. See [15, 16, 12] for more information on sandpile groups.
We already mentioned the result of Wood [20] on Erdős-Rényi random graphs. Here we give more details. For 0 ≤ q ≤ 1, the Erdős-Rényi random graph G(n, q) is a graph on the vertex set {1, 2, . . . , n}, such that for each pair of vertices they are connected with probability q independently. Let p 1 , p 2 , . . . , p s be distinct primes. Fix 0 < q < 1. Let Γ n be the sandpile group of G(n, q). Let Γ n,i be the p i -Sylow subgroup of Γ n , and for i = 1, 2, . . . , s let G i be a finite abelian p i -group. Then
See equation (3) for an even more explicit formula. Koplewitz [14] proved the analogous result for directed graphs. For 0 ≤ q ≤ 1, the random directed graph D(n, q) is a graph on the vertex set {1, 2, . . . , n}, such that for each ordered pair of vertices they are connected with a directed edge with probability q independently. Let p 1 , p 2 , . . . , p s be distinct primes. Fix 0 < q < 1. Let Γ n be the total sandpile group of D(n, q). Let Γ n,i be the p i -Sylow subgroup of Γ n , and for i = 1, 2, . . . , s let G i be a finite abelian p i -group. Then
Note that, unlike what we would expect knowing the undirected case, this distribution is not the same as the one given in Theorem 1 for the random directed d-regular graph D n . A quick explanation is that D n is eularian, while D(n, q) is not.
Behavior of typical vectors

The proof of Theorem 10
The proofs of the lemmas stated in this subsection are postponed to the next subsection. We express the event Σ(Q) = r as the disjoint union of smaller events, which can be handled more easily. Let
Then the event Σ(Q) = r can be written as the disjoint union of the events ((Σ(Q) = r) ∧ (mQ = m)) where m runs through M(q, r), so
Observe that M(q, r) consists of the non-negative integral points of a certain affine subspace A(q, r) of R V h . This affine subspace A(q, r) is determined by linear equations expressing that whenever Σ(Q) = r for a (q, h)-tuple Q = (q (1) , q (2) , . . . , q (h) ), we have m q (i) = m q for every i = 1, 2, . . . , h and m Σ(Q) = m r as the following lemma shows.
Lemma 13. Consider q, r ∈ V n . Let m ∈ M(q, r). Then m is a non-negative integral vector satisfying the following linear equations.
For
and for c ∈ V m(t Σ = c) = m r (c).
Now assume that m is a nonnegative integral vector satisfying the equations above, then
In particular, P ((Σ(Q) = r 1 ) ∧ (mQ = m)) > 0 so m ∈ M(q, r). Thus, M(q, r) is the set of non-negative integral points of the affine subspace A(q, r) given by the linear equations above.
The left hand sides of the equations (4) and (5) in Lemma 13 do not depend on q or r, therefore the affine subspaces A(q, r) are all parallel for any choice of q and r. Hence, for every q, r 1 , r 2 ∈ V n there is a translation that moves A(q, r 1 ) to A(q, r 2 ). Of course the are many such translations, we will use the one given in the next lemma.
Lemma 14. For any r 1 , r 2 ∈ V n we define the vector v = v r 1 ,r 2 by
for every t ∈ V h . Then for any q ∈ V h we have
Whenever A(q, r) contains integral points, the integral points of A(q, r) are placed densely, in the sense that there is a D, depending only on h and V such that for any point x ∈ A(q, r) there is an integral point y ∈ A(q, r) with x − y ∞ < D.
gives a bijection between the integral points of A(q, r 1 ) and the integral points of A(q, r 2 ).
For each α-typical q ∈ V n fix an arbitrary β-typical r 0 = r 0 (q) ∈ R(q, h). Set
For any other β-typical r ∈ R(q, h) we define
Observe that for large enough n, if both r 0 and r are β-typical, then
Thus, using that the map m → m +v r 0 ,r is a bijection between the integral points of A(q, r 0 ) and the integral points of A(q, r) we obtain that if n is large enough then for every α-typical q ∈ V n and β-typical r ∈ R(q, h) we have
Here the set on the left is just the set of the γ-typical elements of M(q, r).
The crucial point of our argument is the next lemma.
Lemma 16. For an α-typical q ∈ V n , a β-typical r ∈ R(q, h), r 0 = r 0 (q) and m ∈ M * (q, r 0 ) we have that
uniformly in the sense of Definition 12.
From this it follows immediately that for an α-typical q and β-typical r 1 , r 2 ∈ R(q, h) we have
uniformly, or equivalently
uniformly.
The content of the next lemma can be summarized as "only the typical events matter".
Lemma 17. We have 1. A uniformly chosen element of V n is β-typical with probability 1 − o(1).
2. For an α-typical q ∈ V n we have P (Q is γ − typical) ∼ 1 uniformly in the sense of Definition 12.
3. For an α-typical q ∈ V n we have P (Σ(Q) is β − typical) ∼ 1 uniformly in the sense of Definition 12.
The following holds
Fix an α-typical q ∈ V n . For every β-typical r ∈ R(q, h) consider the events (Σ(Q) = r) ∧ (mQ ∈ M * (q, r)). These events are pairwise disjoint. Moreover, from (7) above we see that their union contains the event (Σ(Q) is β − typical) ∧ (Q is γ − typical) for large enough n. So for large enough n we have
From Lemma 17.2 and 17.3 we get that
Combining this with (8) we obtain that for every
for all α-typical q ∈ V n and β-typical r ∈ R(q, h). Here in the second line we use Lemma 17.1. Finally, using Lemma 17.4 we get Theorem 10.
Details of the proof of Theorem 10
Proof. (Lemma 14) It is enough to prove that A(q, r 1 ) + v r 1 ,r 2 ⊂ A(q, r 2 ) or equivalently if m satisfies the equations (4) and (5) in Lemma 13 above for r = r 1 , then m ′ = m + v r 1 ,r 2 satisfies the equations (4) and (5) for r = r 2 . Observe that for any i = 1, 2, . . . , h and c, s ∈ V we have
(Here we need to use that h ≥ 2.) So we have
that is equation (4) is satisfied. Furthermore, for any c ∈ V we have
that is equation (5) is satisfied.
For c ∈ V let w c ∈ R V h be such that w c (t) = 1 if t Σ = c and w c (t) = 0 otherwise. For i = 1, 2, . . . , h and c ∈ V let u i,c ∈ R V h be such that u i,c (t) = 1 if t i = c and u i,c (t) = 0 otherwise.
Proof. (Lemma 15)
We need to show that the system of linear equations given by equations (4) and (5) 
is an integer. We project the rational numbers γ(i, c) and δ(c) to the group S 1 = Q/Z. From now on we work in the group S
1
. The condition given in (10) translates as follows. For every
′ (i, 0) = 0 and from equation (11) with t = 0 we get that δ ′ (0) = 0. Equation (11) can be rewritten as
For every i and c, if t is such that t i = c and t j = 0 if i = j we obtain that γ ′ (i, c) = −δ ′ (c). Therefore, equation (11) can be once again rewritten as
which means that δ is a group homomorphism between V and Q/Z. Thus, we get that
The following approximation will be useful for Lemma 19.
, then for any |k| < K(n) we have
).
uniformly, where f (q) is a function depending only on q, and B :
Proof. Recall that γ < 2 3 , so Lemma 18 can be applied to obtain the approximations
Substituting these approximations in equation (6) we obtain the statement. 
Then the statement follows from Lemma 19.
The statements of Lemma 17 easily follow from the next lemmas. For the proof of Lemma 20 and 22 see Section 10. Lemma 21 can be proved using Lemma 18.
Lemma 20. There is a C 1 > 0 such that for every α-typical q ∈ V n we have
There is a C 2 > 0 such that for every β-typical r ∈ V n if we consider the number of permutations of r, i. e. the cardinality of the set S(r) = {r ′ is a permutation of r} we have
From these two lemmas we obtain the following lemma.
Lemma 23. For every α-typical q ∈ V n , β-typical r ∈ V n and a random (q, h)-tuple Q we have
Here the numerator C 1 exp −n 2γ−1 /C 1 + C 2 n 2β−1 on the right hand side goes to 0 as n goes to infinity.
Proof. For every r ′ ∈ S(r) consider the event Σ(Q) = r ′ andQ is not γ-typical. These events are disjoint and by symmetry they have the same probability. Moreover, they are all contained by the event that Q is not γ-typical. Thus,
The statement then follows from Lemma 20 and 21.
The proof of Theorem 9
We start by a simple lemma.
Lemma 24. For q, r ∈ V n , and h ≥ 2 we have
Proof. It follows from the facts that
Now we prove Theorem 9 from Theorem 10.
is a uniform random permutation of q. There is a c > 0 such that r − q ′ is not β-typical with probability at most exp(−cn
from the previous lemma. From the law of total probability we have
Inserting the the above inequalities into this, we obtain that
Since there is c
The theorem follows.
Only the typical vectors matter
The aim of this section to prove Theorem 3. Let Cos(V ) be the set of all cosets in V . Given a function f (n), and a subset W of V , a vector q ∈ V n will be called
In the previous section we used the term α-typical for (V, 0) typical vectors.
We start by a simple corollary of Theorem 9.
Lemma 25. We have
On the other hand the number of (W, 0)-typical vectors are at most |W | n . Thus, lim
is a bijection between W n and W n 0 , and it is also a bijection between (W, 0)-typical and (W 0 , 0)-typical vectors. Using this it is easy to see that
using the already established case. Since Cos(V ) is finite the statement follows.
For q ∈ V n choose r q such that P (A n q = r q ) = max r∈V n P (A n q = r). For W ∈ Cos(V )
Combining these with Lemma 25 we obtain that lim sup
So in order to prove Theorem 3 it is enough to prove that lim sup
We establish this in three steps, namely we prove that lim sup
lim sup
where C is a constant to be chosen later. The equalities (12), (13) and (14) are proved in subsections 4.1, 4.3 and 4.4 respectively.
Proof of Equality 12
Due to symmetry if
Let T n ⊂ V n be such that it contains exactly one element of each equivalence class. Then
This means that to establish Equality 12 it is enough to show that for a large enough n if
then q is (W, n α )-typical for some coset W ∈ Cos(V ). The following terminology will be useful for us. With every (q, d−1)-tuple Q = (Q 1 , Q 2 , . . . , Q n ) we associate the random variables Z ∈ V and
, such that Z = r q (i) and X Q = Q i , where i is a uniform random element of the set {1, 2, . . . , n}. Note that the joint distribution of Z and X Q is well defined because we use the same random i in their definition. Each X Q j has the same distribution as q i where i is chosen uniformly from {1, 2 . . . , n}. The random variable X Q Σ ∈ V is defined as X
With this terminology the event r q − Σ(Q) ∼ q is the same as Z − XQ Σ ∼ XQ 1 . Here ∼ means that the two random variables have the same distribution. Thus, Lemma 26. For large enough n we have that for any q ∈ V n P (Z, XQ 1 , XQ 2 , . . . , XQ d−1 are not n η−1 -independent) < n −(L+1) .
Therefore for large enough n, if
, we have
Now the following lemma gives us equality 12.
Lemma 27. Let d ≥ 3. There is C and ε 0 > 0 (which may depend on d and V ), such that the following holds. Assume that Z, X 1 , X 2 , ..., X d−1 are ε-independent V -valued random variables, for some 0 < ε < ε 0 . Let
Here π W is the uniform distribution on W . For two distribution π and µ on the same finite
The next subsection is devoted to the proof of this lemma.
The proof of Lemma 27
Although we will not use the following lemma directly, we include it and its proof, because it contains many ideas, that will occur later, in a much clearer form.
Lemma 28. Let Z, X 1 , X 2 , ..., X d−1 be independent V -valued random variables. Let
Proof. We use discrete Fourier transform, that is, for ̺ ∈V = Hom(V, C * ) we definê
The assumptions of the lemma imply that 
, which is a coset of ker ̺. Therefore the support of π is contained in the coset W = ∩ ̺∈V 1 W ̺ . Now we prove thatπ(̺) =π W (̺) for every ̺ ∈V , which implies that π = π W . This is clear for ̺ ∈V 1 , so assume that ̺ ∈V 1 , that is,π(̺) = 0. This implies that ̺ is not constant on W . So there is w 1 , w 2 ∈ W such that ̺(w 1 ) = ̺(w 2 ). For w = w 1 − w 2 we have ̺(w) = 1 and W = wW . Thuŝ
Since ̺(w) = 1 this means thatπ W (̺) = 0.
Now we turn to the proof of Lemma 27.
Proof. Using the notations of the proof of Lemma 28 the conditions of the lemma imply that
for every ̺ ∈V . Using the fact that |μ(̺)| ≤ 1 we obtain
, this function only vanishes at 0 and 1. Moreover, the derivative of this function does not vanish at 0 and 1. This implies that there is an ε 1 > 0 and a C 1 > 0 such that for every 0 < ε < ε 1 the following holds. If for
In the rest of the proof we assume that ε < ε 1 . Then for every ̺ ∈V we have either 
Now take ̺ ∈V \V 1 . We know thatπ(̺) < C 1 ε. We claim that ̺ is not constant on W . To show this, assume that ̺ is constant on W , then
provided that ε 0 is small enough, which gives us a contradiction. So the argument in the proof of Lemma 28 gives usπ W (̺) = 0. Thus
This gives us that |π
This gives the statement.
Proof of Equality 13
Recall that in subsection 4.1 we have chosen an L, such that |T n | ≤ n L . The same argument that was given there shows that to establish Equality 13 it is enough to prove the following lemma.
Lemma 29. There is a C such that if W ∈ Cos(V ) and q ∈ V n is (W, n α )-typical, but not (W, C log n)-typical, then for a random (q,
) as H i = {j |q (i) (j) ∈ W }, and let the random subset H * ⊂ {1, 2, . . . , n} be defined as
Let B be the set of such j's, which are contained in exactly one of the sets H 0 , H 1 , H 2 , ..., H d−1 . Then B ⊂ H * , therefore we have
We will need the following inequality
The proof of this is straightforward. Thus, if |B| ≤ E,
for some i < j. Therefore,
The following lemma finishes the proof. (See Section 10 for its proof.)
Lemma 30. There is a constant C such that, for all a, b and E satisfying C log n < E < n α and a, b ≤ dE, if A and B are two random subset of [n] = {1, 2, ..., n} of size a and b respectively chosen independently and uniformly, then
Proof of Equality 14
Since there are only finitely many cosets in V it is enough to prove that for any coset W ∈ Cos(V ) we have lim 
and it will be called W -half for every (W, C log n)-typical vector q ∈ V n if n is large enough. Just for this proof (q, h)-tuples and random (q, h)-tuples will be denoted by Q h andQ h , because it will be important to emphasize the value of h.
and c ∈ dW we have 1 + m rq (c) 1 + |{i| r q (i) = c and
A random (q, d − 1)-tuple will satisfy the property above with probability at least 1 − n
for every (W, C log n)-typical vector q ∈ V n if n is large enough. Indeed, if m rq (c) < log 2 n this is clear. Otherwise, with high probability |{i| r q (i) = c and
, as it follows from Lemma 70 of Section 10.
As before we define
From the previous lemma we need to prove that
The set M is the set of non-negative integral points of the linear subspace of R 
For any non-negative integral vector m ∈ R V d we define
then for every q, r ∈ V n and m ∈ M(q, r) we have
Here in the last equality we used the fact that m ∈ M(q, r). Of course there are many other equivalent ways to express this probability and each of them suggests a way to extend the formula to all non-negative integral vectors, but the formula given in line (16) will be useful for us later.
Lemma 34. Consider a non-negative integral half-decent vector
There is a D, such that for any i ∈ {h + 1, h + 2, . . . , ℓ} we have
, we consider the following two cases, if u Σ ∈ dW , then m 0 (t Σ = u Σ ) ≤ m 0 W c = O(log n), and there is an i such that u i ∈ W , this imply that
, there are at least two indices i such that
The last statement of the lemma follows from the previous ones.
The following estimate will be crucial later.
Lemma 35. There is a K such that for any (W, C log n)-typical q ∈ V n and m ∈ M ♯ (q, r q ) we have
Proof. This follows from repeated application of the previous lemma and the observation that m − ∆(m) and all other m 0 we need to apply that lemma is W -half-decent.
Now we made all the necessary preparation to prove Equality 14. With our new notations we have to prove that lim
We prove it by induction on |V |. The statement is clear if W = V , because in that case D W n is empty. So we may assume that |W | < |V |, then from the induction hypothesis we can use Theorem 3 to get that that
in particular there is a finite B such that for every n we have that q∈W n ∩Tn |S(q)|P (S q,d = r q ) < B. This is clear if the coset W is a subgroup, if the coset W is not a subgroup we need to use the bijection given in the proof of Lemma 25.
We need a few notations
Using Lemma 35 we obtain that
. Also note that that the maps q → q ′ and m → m − m ∆ are injective. Therefore
Thus continuing line (17)
There is an F such that |M
, choose a constant G such that for large enough n we have Kn
, whenever m ∆ W C ≥ G. Let
Thus we have proved Equality 14.
5 The connection between the mixing property of the adjacency matrix and the sandpile group
The random (n − 1) × (n − 1) matrix A ′ n is obtained from A n by deleting its last row and last column. For q ∈ V n−1 the subgroup generated by q 1 , q 2 , . . . , q n−1 is denoted by G q . Let U q be a uniform random element of G n−1 q . The next corollary of Theorem 3 states that the distribution of A ′ n q is close to that of U q .
Corollary 36. We have lim
and r ∈ G n−1 q
). The rest of the proof is straightforward. Recall that the reduced Laplacian ∆ n of D n was defined as ∆ n = A ′ n − dI. The next wellknown proposition connects Hom(Γ n , V ) and Sur(Γ n , V ) with the kernel of ∆ n when ∆ n acts on V n−1 . Proposition 37. For any finite abelian group V we have
Proof. There is an obvious bijection between Hom(S n , V ) and
Moreover, any ϕ ∈ Hom(Z n−1 , V ) is uniquely determined by the vector q = (ϕ(e 1 ), ϕ(e 2 ), . . . , ϕ(e n−1 )) ∈ V n−1
, where e 1 , e 2 , . . . , e n−1 is the standard generating set of Z n−1 . Furthermore, RowSpace(∆ n ) ⊂ ker ϕ if and only if ∆ n q = 0, so the first statement follows. The second one can be proved similarly.
Combining Proposition 37 with with Corollary 36 we obtain
This proves the first statement Theorem 2. This implies that the distribution of Γ n follows the Cohen-Lenstra heuristic. See [21] [Theorem 3.1 and Lemma 3. 
Uniform convergence in d
We sate our results for the directed random graph model, but the arguments can be repeated for the other model as well. We write A (d) n in place of A n to emphasize the dependence on d. We start by a simple lemma.
Lemma 38. For a fixed n and q ∈ V n we have
Proof. Take any r ∈ R(q, d). Observe that for q ′ ∼ q we have r − q ′ ∈ R(q, d − 1). Let q ′ be a random uniform element of S(q), then
since this is true for any r ∈ R(q, d) the statement follows.
Using this we can deduce the following uniform version of Theorem 3.
Corollary 39. We have lim
This also implies a uniform version of Corollary 36. Therefore the limits in Theorem 2 are uniform in d. Consequently, Theorem 1 remains true if we allow d to vary with n.
Sum of m-matrices: Modifications of the proofs
A fixed point free permutation of order 2 is called a matching permutation, which we abbreviate as m-permutation. The permutation matrix of an m-permutation is called m-matrix. Then
Consider a vector q = (q 1 , q 2 , ..., q n ) ∈ V 
we define
In this section the components of a vector t ∈ V 1+h are indexed from 0 to h, i. e. t = (t 0 , t 1 , . . . , t h ).
. Note that the sums above do not include t 0 and q
(0)
. We define
For two vectors q, r ∈ V n and a, b ∈ V we define m q,r (a, b) = |{i| q i = a and r i = b}|, so m q,r can be considered as a vector in R V 2 . The vector r is called (q, β)-typical if
With these notations we have the following analogue of Theorem 10.
Theorem
Proof. The proof is analogous with the proof of Theorem 10. We need to replace the notion of (q, h)-tuple with the notion of (q, 1, h)-tuple, the notion of β-typical vector with the notion of (q, β) typical vector. Moreover some of the statements should be slightly changed. Now we list the modified statements. We start by determining the size of R S (q, h).
Proof. We define the homomorphism ϕ : V n → (V ⊗V )×V by ϕ(r) = (< q⊗r >, s(q)) for every r ∈ V n . We claim that it is surjective. First, take any a, b ∈ V . The condition MinC q = V implies that q 1 −q n , q 2 −q n , . . . , q n−1 −q n generate V . In particular, there are integers c 1 , c 2 , . . . , c n−1 such that a =
and s(r) = 0, that is, ϕ(r) = (a ⊗ b, 0). Thus, V ⊗ V × {0} is contained in the range of ϕ. Clearly, for any v ∈ V we can choose r such that s(r) = v. This implies that ϕ is indeed surjective. Since R S (q, h) = ϕ −1 (I 2 × {h · s(q)}), we have
Lemma 42. Consider q, r ∈ V n . Let m ∈ M S (q, r). Then m is a nonnegative integral vector with the following properties.
for i = 1, 2, . . . , h and a, b ∈ V m(t 0 = a and
and for a, b ∈ V m(t 0 = a and t Σ = b) = m q,r (a, b).
Moreover, for i = 1, 2, . . . , h and c ∈ V .
m(t 0 = c and t i = c) is even.
Now assume that m is a nonnegative integral vector satisfying the conditions above. Then
In particular, P ((Σ(Q) = r 1 ) ∧ (mQ = m)) > 0 so m ∈ M S (q, r). Let A S (q, r) be the affine subspace given by the linear equations (18), (19) and (20) above. Then M S (q, r) is the set of non-negative integral points of the affine subspace A S (q, r) satisfying the parity constraints in (21) above.
Lemma 43. For any q, r 1 , r 2 ∈ V n we define the vector v = v q,r 1 ,r 2 by
for every t ∈ V 1+h . Then we have
Lemma 44. Assume that n is large enough. For an α-typical vector q ∈ V n and r ∈ R S (q, h) the affine subspace A S (q, r) contains an integral vector satisfying the parity constraints in (21) of Lemma 42.
To prove this we need a few lemmas. The group V has a decomposition V =
Lemma 45. Let q ∈ V n be such that m q (v i ) > 0 for every 1 ≤ i ≤ ℓ. Let r ∈ V n such that < q ⊗ r >∈ I 2 . Then there is a symmetric matrix A over Z such that r = Aq and all the diagonal entries of A are even.
The condition that < q ⊗ r >∈ I 2 is equivalent to the following. For
and whenever o i is even we have
Due to symmetries and the fact that m q (v i ) > 0 for every 1 ≤ i ≤ ℓ, we may assume that q i = v i for 1 ≤ i ≤ ℓ. We define the symmetric matrix A = (a ij ) by
From equation (23) 
Let w = Aq. We need to prove that w i = r i for every 1 ≤ i ≤ n. It is easy to see for i > ℓ. Now assume that i ≤ ℓ. Then
Now we modify A slightly to achieve that all the diagonal entries are even. If i > ℓ, then a ii = 0 which is even. If 1 ≤ i ≤ ℓ and o i is even, then a ii = 2r i (i) − n k=1 q k (i)r k (i), which is even using the condition (24) above. If 1 ≤ i ≤ ℓ, o i is odd and a ii is odd, we replace a ii by a ii + o i , this way we can achieve that a ii is even, without changing Aq. To see this, observe
For c ∈ V we define z q,w (c) =
Clearly, z q,w can be considered as a vector in V V . Note that < q ⊗ w >= c∈V c ⊗ z q,w (c).
Lemma 46. Let q ∈ V n such that m q (c) > 10|V | 2 for every c ∈ V , and let z ∈ V V . Then there is an m-permutation w of q such that z q,w = z, if and only if
and
Proof. It is clear that the conditions are indeed necessary, so we only need to prove the other direction. Since m q (c) > 0 we can find a w 0 such that z q,w 0 = z. (Of course w 0 is not necessarily an m-permutation of q.) Condition (26) gives us that < q ⊗ w 0 >∈ I 2 . Using Lemma 45 it follows that there is a symmetric matrix A = (a ij ), such that Aq = w 0 and all the diagonal entries of A are even. For a, b ∈ V we define
Since A is symmetric and the diagonal entries are even we have m 0 (a, b) = m 0 (b, a) and m(a, a) is even for every a, b ∈ V . Let m = m 0 . Replace m(a, b) by m(a, b) − 2ℓ|V |, where ℓ is an integer chosen such that 0 ≤ m(a, b) − ℓ2|V | < 2|V |. Now for every 0 = a ∈ V we do the following procedure. We find the unique integer ℓ such that for Now increase m(a, a) Here in the last row, every term is even, so m(0, 0) is even too. From these observations it follows that there is an m-permutation w of q such that m q,w = m. We will prove that z q,w = z.
The proof of Lemma 15 also gives us the following statement.
Lemma 47. Let q 1 , q 2 , . . . , q h ∈ V n and r ∈ V n . Assume that Now we are ready to prove Lemma 44.
Proof. Fix an α-typical q, and r ∈ R S (q, h). Let W be the set of z ∈ V V satisfying the conditions (25) and (26) of Lemma 46. Observe that W is a coset of V V . Moreover, r ∈ R S (q, h) implies that z q,r ∈ hW . Thus, we can find z 1 , z 2 , . . . , z h ∈ W such that z q,r = h i=1 z i . If n is large enough then for an α-typical q, we have m q (c) > 10|V | for every b ∈ V . Then the vector m defined by
gives us an integral point in A S (q, r) satisfying the parity constraints in (21) of Lemma 42.
Lemma 48. For an α-typical q ∈ V n , a (q, β)-typical r ∈ R S (q, h), r 0 = r 0 (q) and m ∈ M S * (q, r 0 ) we have that
Proof. For any α-typical q ∈ V n , (q, β)-typical r ∈ R S (q, h) and m ∈ M S * (q, r) we have
uniformly, where f (q) is some function of q and the bilinear form B(x, y) is defined as
The statement follows from the fact that v q,r 0 ,r is in the radical of B.
Lemma 49. The following holds
Proof. Take any α-typical q ∈ V n and (q, β)-typical r ∈ R S (q, h). We define
From symmetry it follows that P (Σ(Q) = r ′ ) ∧ (Q is not γ − typical) is the same for every r ′ ∈ S(q, r). Thus,
Since there is c > 0 such that |S(q, r)| ≥ |V n | exp(−cn 2β−1 ), the statement follows as in the proof of Lemma 23.
Let S we have
This theorem follows immediately from Theorem 40 once we prove the following analogue of Lemma 24.
Lemma 51. Let q ∈ V n be α-typical, r ∈ V n , h ≥ 2 and Q is a random (q, h)-tuple. Then there is a polynomial g and a constant C (independent of q, r), such that
This will be proved after Lemma 52, because the proofs of these two lemmas share some ideas.
Once we have Theorem 50 we only need to control the non-typical vectors to obtain Theorem 4. This can be done almost the same way as in Section 4. Here we list the necessary modifications.
In Section 4 we used the fact that |S(q)|P (S q,d = r) = P (r − S q,d−1 ∼ q). This equality is replaced by the following lemma. 
Then there is a polynomial f (n) (not depending on q, r or m) such that
Consequently, there is a polynomial g(n) such that
be a random variable, such that P (X = t) = m(t) n for every t ∈ V
1+d
Using the well know properties of entropy we get
Or more generally for every
Summing up these inequalities for i = 1, 2, ..., d − 1 we get that
. This gives the first statement. To get the second one observe that
Now we prove Lemma 51.
Proof. Clearly we may assume that h = 2. The size of M S (q, r) is polynomial in n, so it is enough to prove that for a fixed m ∈ M S (q, r), we have a good upper bound on P (Σ(Q) = r and m Q = m). To show this, let X = (X 0 , X 1 , X 2 ) ∈ V 1+2 be a random variable, such that P (X = t) = m(t) n for every t ∈ V
1+2
, and let X Σ = X 1 + X 2 . Then P (Σ(Q) = r and m Q = m) can be upper bounded by some polynomial multiple of
For any non-negative integral vector m indexed by V we define
Here we need to define (ℓ + )! = ℓ! √ ℓ + 1 is good enough for our purposes.
A non-negative integral vector m indexed by V 1+d will be called W -half-decent if for every
and for every c ∈ W we have
where n = t∈V 1+d m(t).
Lemma 53. Consider a non-negative integral half-decent vector m 0 ∈ R V 1+d , such that
such that χ u (u) = 1 and χ u (t) = 0 for every
There is a D, δ > 0, such that for any i ∈ {h + 1, h + 2, ..., ℓ} we have
, then since m 0 is W -half-decent we have g ≤ log 4 n, h = O(1) and clearly f i ≤ 1, thus the statement follows.
If
, and the statement follows. If u 0 ∈ W and u ∈ W 1+d we consider two cases. First assume that u Σ ∈ dW , then g = O(n), h = O(1), moreover there are at least two indices i such that u i ∈ W . For such an i we have
), otherwise we have f i ≤ 1, from these the statement follows. Now assume that u Σ ∈ dW , then g = O(log n), h = O(1) and f i ≤ 1 for every i. The statement follows.
The prove the last statement of the lemma, take any i ∈ {h
In both cases we obtained that m i (t 0 ∈ W ) ≥ 1. Note that for d ≥ 3 we have d/2 − 1 > 0. From the previous statements it follows that for a large enough D and a small enough δ > 0 we have
With these modifications above we proved Theorem 4.
As an easy consequence of Theorem 4 we obtain following analog of Corollary 36. The random (n − 1) × (n − 1) matrix C ′ n is obtained from C n by deleting its last row and last column. Recall q ∈ V n−1 the subgroup generated by q 1 , q 2 , . . . , q n−1 is denoted by G q . Let U S q be a uniform random element of the set {w ∈ G n−1 q
Corollary 54. We have lim
Note that for q ∈ V n−1
Therefore, Theorem 2 can be proved using the following observation.
Lemma 55. If d is even, then < q ⊗dq >∈ I 2 for every q ∈ V n−1 . If d is odd, then < q ⊗dq >∈ I 2 if and only if s(q) is an element of the subgroup 8 Towards understanding the 2-Sylow subgroup in the case of even d
For a non-negative integer k, let F A(2, k) be the set of (isomorphism classes of) finite abelian 2-groups G such that the exponent of G divides 2 k . Moreover, let F A odd (2, k) be the set of groups in F A(2, k) with odd rank.
Assume that d is even. Let ∆ n be the reduced Laplacian of H n , and Γ n be the corresponding sandpile group. Observe that the mod 2 reduction of ∆ n is a symplectic matrix of odd dimension, so we have the following lemma.
Lemma 56. The group Γ n ⊗ Z/2Z has odd rank.
The next lemma shows that the limiting distribution of the 2-Sylow subgroup Γ n,2 is uniquely determined by its moments and the extra condition that it has odd rank.
5
For a measure ν on the finitely generated abelian groups and a finite abelian group V , we define Sur(ν k , V ) =
Lemma 57. (i) Let k be a positive integer. Then there is a unique probability measure
Moreover, if X n is a sequence of random finitely generated abelian groups of odd rank, such that for any V ∈ F A(2, k) we have
(ii) There is a unique probability measure ν on the set of finite abelian 2-groups of odd rank, such that Sur(ν, V ) = | ∧ 2 V |2 Rank 2 (V ) for any finite abelian 2-group V . Moreover, if X n is a sequence of random finite abelian 2-groups of odd rank 6 , such that for any finite abelian 2-group V we have lim
then for every finite abelian 2-group V of odd rank we have
(iii) We have the following formula for ν 1 . For any odd r the following holds
Proof. The statements of (i) can be obtained by slightly modifying the argument of Wood [20] [ Theorem 8.3] by making use of the fact that the ranks of the groups X n are odd. We only point out the details needed to be changed. Lemma 8.1. should be replaced by the following lemma.
Proof. We can again follow the proof of Wood. However, when we define A λ we use the function
provided by Lemma 58, instead of H m,2,µ . That is for every λ ∈ M 0 we define
To proceed with the proof we need to prove that λ∈M 0 A λ C λ is absolute convergent. We have
For each choice of d 2 , . . . d m , the remaining sum over d 1 is a constant times
2 , which converges, so it follows that λ∈M A λ C λ converges absolutely.
The rest of the proof follows by repeating the arguments of Wood [20] . To prove (ii) first we need to following lemma.
Lemma 60. For a random finite 2-group X we have P (X ∈ F A(2, k)) ≤ E| Sur(X, Z/2 k+1 Z)| 2 k .
Proof. Observe that if a finite abelian 2-group has exponent 2 k+1
, then it has at least 2 k surjective homomorphism to Z/2 k+1 Z. Thus the statement follows from E| Sur(X, Z/2 k+1 Z)| ≥ P (x ∈ AF (2, k))2 k .
Now we prove the uniqueness of the measure ν. Let ν be a measure satisfying the properties of (ii). Let X be a random group with distribution ν. Let V ∈ F A odd (2, k). Take any m > k. Then for any W ∈ F A(2, m) we have E| Sur(X ⊗ Z/2 m Z, W )| = E| Sur(X, W )| = |W |2 Rank 2 (W ) .
Using the statement of (i) we get that X ⊗ Z/2 m Z has distribution ν m . Thus
This shows that the only possible measure is the one defined as follows. For V ∈ F A odd (2, k) we set ν(V ) = ν m (V ), where m > k. A similar argument as above shows that this does not depend on the choice of m as long as m > k. An alternative way to express ν(V ) is ν(V ) = lim m→∞ ν m (V ). We need to prove that for any W ∈ F A(2, k) we have Sur(ν, W ) = |W |2 Rank 2 (W )
. Letν be the push forward of the measure ν by the map X → X ⊗ Z/2 k Z. It is enough to prove thatν = ν k . If V has exponent smaller than Tending to infinity with m, we obtain that ν k (V ) ≤ν(V ). So indeed ν k =ν.
The last statement of (ii) follows from (i) and (29). The statement of (iii) follows from (i) and the results of Heath-Brown [11] .
In Lemma 57 above we concentrated only on the prime 2 for simplicity, but the using the same argument we can handle finitely many primes simultaneously by following the argument of Wood [20] . So indeed the convergence of the moments together with Lemma 56 imply Theorem 1 for the random graphs H n and even d, where ν is the unique distribution given by (ii) of Lemma 57.
We were not able to give an explicit formula for ν, but using (iii) of Lemma 57, we can give an explicit formula for the limit distribution of the rank of Γ n,2 . That is, we have the following theorem. (1 − p
In the rest of the section we give another characterization of the distribution ν. We start by showing that Lemma 45 is true under slightly weaker conditions.
Lemma 62. Assume that n ≥ 2|V |. Let q ∈ V n be such that G q = V . Let r ∈ V n such that < q ⊗ r >∈ I 2 . Then there is a symmetric matrix A over Z such that r = Aq and all the diagonal entries of A are even. Proof. Using the condition n ≥ 2|V | and G q = V , we can choose n − ℓ components of q such that they generate V . Due to symmetry we may assume that q ℓ+1 , q ℓ+2 , . . . , q n generates V . Let us define q ′ = (v 1 , v 2 , . . . , v ℓ , q ℓ+1 , q ℓ+2 , . . . , q n ). We define the integral matrix B = (b ij ) by
1 for 1 ≤ i = j ≤ n 0 for 1 ≤ j < i ≤ n 0 for ℓ < i < j ≤ n 0 for 1 ≤ i < j ≤ ℓ
We still have not defined b ij for 1 ≤ i ≤ ℓ and ℓ < j ≤ n. Since q ℓ+1 , q ℓ+2 , . . . , q n generates V we can choose these entries such that Bq = q ′ . Since B is an upper triangular integral matrix such that each diagonal entry is 1, it is invertible and the inverse is an integral matrix. Lemma 64. Let V be a finite Abelian 2-group. Assume that 2 k is divisible by the exponent of V . Let B n be uniformly chosen from the set of symmetric matrices in M n (Z/2 k Z). The random symmetric matrix A n is obtained from B n by multiplying each diagonal entry by 2. Then we have lim
Proof. Take any q ∈ V n such that G q = V . Let C be a uniform element of M n (Z/2 k Z). Observe that A n has the same distribution as C + C T . Therefore, the distribution of A n q is the uniform distribution on the image of the M n (Z/2 k Z) → V n homomorphism C → (C + C T )q. From Lemma 62 one can see that if n is large enough then this image is {r ∈ V n | < q ⊗ r >∈ I 2 }, which has size |V | n | ∧ 2 V |2 Rank 2 (V ) −1 . It is clear that 0 is always contained in the image, thus P (A n q = 0) = |V | −n | ∧ 2 V |2
. Thus
Let Z 2 be the ring of 2-adic integers. Recall the fact that Z 2 is the inverse limit of Z/2 k Z. Thus combining the lemma above with the analogue of Proposition 37 we get the following.
Lemma 65. Let R n be a random n × n symmetric matrix over the 2-adic integers, distributed according to Haar measure. We obtain Q n from R n by multiplying each diagonal entry by 2. Let Γ n be the cokernel of Q n . For any finite Abelian 2-group V we have Moreover, if Q n ∈ M n (Z/2Z) is obtained by reducing each entry of Q n modulo 2, then Q n is a symplectic matrix. Consequently, Rank 2 (V ) ≡ n modulo 2.
The lemma above and Lemma 57 gives the following characterization of ν.
and for
a i n the inequality |∆| ≤ (d − 2)k holds. Therefore
Lemma 20, 22, 26 and 30 follows easily.
