We investigate connections between radial Fourier multipliers on R d and certain conical Fourier multipliers on R d+1 . As an application we obtain a new weak type endpoint bound for the Bochner-Riesz multipliers associated to the light cone in R d+1 , where d ≥ 4, and results on characterizations of L p → L p,ν inequalities for convolutions with radial kernels.
Introduction
This paper is a sequel to [9] in which the authors obtained a characterization of radial multipliers of FL p (R d ) provided that 1 < p < 2 and the dimension d is large enough. The main estimate in [9] was concerned with a convolution inequality for surface measure on spheres which in this paper we state as Hypothesis Sph(p 1 , d) for some p 1 > 1. Under this hypothesis we shall prove several equivalent statements on cone multipliers and radial Fourier multipliers.
In what follows we fix a radial C ∞ (R d ) function ψ • supported in a small ball centered at the origin (say, of radius ≤ (100d) −1 ) whose Fourier transform vanishes at the origin to high order (say 100d). We assume that ψ • (ξ) = 0 for 1/8 ≤ |ξ| ≤ 8. Set Theorem 0.1. ( [9] ) Hypothesis Sph(p,d) holds for d ≥ 4, 1 ≤ p < 2(d−1) d+1 .
Statement of results
In what follows L p,ν denotes the standard Lorentz space, and we shall usually assume that p ≤ ν ≤ ∞. We denote by F d f the R d Fourier transform of f , defined by F d f (ξ) = f (y)e −i y,ξ dy. We shall also write Ff or f if the dimension is clear from the context. Let γ = {γ k } k∈Z be a sequence of bounded functions supported in (−1/4, 1/4). Define
where ½ E denotes the characteristic function of E. Let T denote the operator acting on Schwartz functions in R d+1 by
Moreover, for each fixed τ ∈ (0, ∞), define an operator T τ on functions in R d by
Theorem 1.1. Let T , T τ be as in (1.2), (1.3) .
Suppose that 1 < p 1 < 2d d+1 and suppose that Hypothesis Sph(p 1 , d) holds. Let 1 < p < p 1 , p ≤ ν ≤ ∞. Then the following statements are equivalent.
(i) T maps L p (R d+1 ) boundedly to L p,ν (R d+1 ).
(ii) There is a constant C p so that for all sequences {τ k } ∞ k=−∞ satisfying τ k ∈ [2 k , 2 k+1 ), and for all f ∈ L p (R d )
From Theorem 0.1 we get
The equivalence of (iv) ⇐⇒ (v) and the implication (iii) =⇒ (iv) are in [5] . The implication (ii) =⇒ (iii) is trivial. The implication (i) =⇒ (iii) follows from a version of de Leeuw's theorem, see Lemma 2.3. It is not presently clear how to deduce the global statement (ii) directly from (i), without going through (iv) or (v). The proofs of the main implications (iv) =⇒ (i) and (iv) =⇒ (ii) are given in §4, §5; they rely on Hypothesis Sph(p 1 , d).
As a consequence of the implication (iv) =⇒ (i) we shall derive a new endpoint result for the so-called Bochner-Riesz multipliers for the cone, defined by
It is conjectured that ρ λ is a multiplier of FL p (R d+1 ) if λ > d(1/p−1/2)−1/2 and 1 < p < 2d d+1 ; this condition is necessary. This conjecture is open in the full p-range. The first sharp L p results for some range of p were proved by T. Wolff [19] in two dimensions, with extensions and improvements in [13] , [4] , [6] , [7] , [9] . For the endpoint λ = d(1/p − 1/2) − 1/2 one conjectures a weak type (p, p) inequality for p < 2d d+1 . This endpoint inequality cannot be replaced by a stronger statement such as L p → L p,ν boundedness for ν < ∞. In §6 we prove Corollary 1.3. Let d ≥ 2 and p 1 > 1, and suppose that Hypothesis Sph(p 1 , d) holds. Let ρ λ be as in (1.5) . If λ = d(1/p − 1/2) − 1/2 and 1 < p < p 1 then
for all f ∈ L p (R d+1 ). In particular, (1.6) holds for d ≥ 4 and 1 < p < 2(d−1) d+1 .
Remark. Sharp bounds in H p , p < 1 and sharp bounds for the operator acting on functions of the form f (x, t) = f 0 (|x|, t) can be found in Hong's articles [10] , [11] . More recently, Heo, Hong and Yang [8] proved a weak type (1, 1) inequality for a localized cone multiplier χ(τ )ρ (d−1)/2 (ξ, τ ), in dimension d ≥ 4. As a corresponding result for the global cone multiplier one can prove that for Re (λ) = (d − 1)/2 the operator f → F −1 d+1 [ρ λ f ] is bounded from the Hardy space H 1 to L 1,∞ , under the assumption that Sph(p 1 , d) holds for some p 1 > 1. This can be obtained by an analytic interpolation argument using the analytic family of multipliers λ → ρ λ , the H p → L p,∞ bounds in [10] for p < 1 and Re (λ) = d(1/p−1/2)−1/2, and the L p result of Corollary 1.3. For the justification of the analytic interpolation one uses an adaptation of arguments in [15] . We shall not give details here.
The equivalence of condition (ii) in the theorem with conditions (iv) or (v) immediately yields a generalization of the main result in [9] to L p → L p,ν inequalities. T
Moreover, if φ ∈ C ∞ c is compactly supported in (0, ∞) (and not identically zero) and κ t denotes the Fourier transform on R of the function φm 0 (t·) then
The equivalence of the two conditions on the right hand sides of (1.7) and (1.8) with L p rad → L p,ν boundedness (i.e. on radial functions, for p < 2d d+1 ) was proved in [5] . The L p case (p = ν) for 1 < p < 2(d−1) d+1 was proved in [9] , moreover that article has already L p → L p,ν inequalities for radial multipliers which are compactly supported away from the origin.
Preliminaries
The following dyadic interpolation lemma is convenient in dealing with the short range estimation in §4; it is proved in §2 of [9] .
be a sequence of measurable functions on a measure space {Ω, µ}, and let {s j } be a sequence of nonnegative numbers. Assume that, for all j, the inequality F j pν pν ≤ 2 jpν M pν s j holds for ν = 0 and ν = 1. Then for every p ∈ (p 0 , p 1 ), there is a constant
We need a simple fact about Lorentz spaces.
Lemma 2.2. Let (X 1 , µ 1 ), (X 2 , µ 2 ) be σ-finite measure spaces, and let µ = µ 1 ×µ 2 be the product measure on X 1 ×X 2 . Then, for 1 ≤ p < ∞, p ≤ ν ≤ ∞, and any µ-measurable function G,
The proof is a Fubini-type argument (in conjunction with Minkowski's inequality in ℓ ν/p ), we refer to §9 of [9] .
Finally we need a version of a restriction theorem for multipliers due to de Leeuw.
Proof. This is just a modification of the proof given in [12] for p = ν 1 = ν 2 . By the hypothesis
. Now let χ be a Schwartz function on R whose Fourier transform is supported in (−1, 1). so that χ(0) = 0. Given a small parameter δ we let χ δ (t) = χ(δt),
is immediate for q = r, by Fubini, and then holds for arbitrary r by real inter-
which implies the assertion.
Inequalities for spherical measures
We shall now derive a consequence of Hypothesis Sph(p 1 , d) which will be used in conjunctions with atomic decompositions. Similar inequalities have been used in [9] but they were derived using the proof of (0.3) rather than (0.3) itself.
In what follows let ℓ be a nonnegative integer and, for z = (z 1 , . . . , z d ) ∈ Z d , let
so that the R z,ℓ form a tiling of R d with dyadic cubes of sidelength 2 ℓ . We denote by χ R z,ℓ the characteristic function of R z,ℓ . We denote variables in
For each r > 0, z ∈ Z d+1 we are given an L 2 (R d+1 ) function g z,r depending continuously on r such that
Moreover, for each positive integer n we are given an L 1 function ω n supported in [1/2, 2] so that
Let ℓ > 0. Given |b| ≤ 2 we define an operator S ℓ,b acting on functions F on Z d+1 × R + by
On the set Z d+1 × R + we define the measure µ d by 
Proof. Statement (iii) follows by real interpolation from the cases p = ν = p 1 and p = ν = 1.
We consider the case p = p 1 = ν. In order to apply Hypothesis Sph(p 1 , d) we interchange the ρand the r-integrals and change variables s = rρ. This yields
and thus
For fixed t we apply Hypothesis Sph(p 1 , d) and then integrate in t. This yields
We observe that if 2 ν < s < 2 ν+1 then only the terms with ν − 1 ≤ n ≤ ν + 1 contribute to the n-sum in (3.8). Thus, for fixed (y, t),
We insert this back into (3.9) and obtain
We take L p 1 norms in (y, t) and, for fixed r, perform a shear transformation to get
By Hölder's inequality and our normalizing assumption (3.3) this is estimated by
This yields the assertion for p = p 1 = ν, with α = 0.
For p = 1 we estimate
where C is independent of ρ ∈ [1/2, 2]. Thus the last displayed expression can be estimated by
Now we use (3.4), apply the Cauchy-Schwarz inequality in t and then use the normalizing assumption (3.3) to bound the last expression by
This gives the assertion for p = ν = 1, when α = d−1 2 .
The main estimate
In this section χ 1 will be a C ∞ function supported in (5/8, 5/2) and χ will be a C ∞ function supported in (−4, −1/4) ∪ (1/4, 4) . We now consider the convolution operator T on R d+1 with multiplier
where Γ k is supported in (−4, 4) , and b k ∈ (−2, 2).
We formulate our main estimate which will, for suitable choices of Γ k , χ, χ 1 and b k , yield both the implications (iv) =⇒ (i) and (iv) =⇒ (ii) of Theorem 1.1. .1), with b k ∈ R and |b k | ≤ 2. Let 1 < p < p 1 and p ≤ ν ≤ ∞ and assume that
We apply the Fourier inversion formula on the real line to Γ k and get
By standard singular integral theory the convolution operator with Fourier multiplier ∞) . Therefore it suffices to consider the Fourier multiplier
and a similar multiplier involving an integration over (−∞, −2).
We note that these multipliers define bounded functions. Their L ∞ (R d+1 ) norms are bounded by To see (4.5) note that the function s
, which implies (4.5).
Now let ϑ be a C ∞ -function on the real line supported in (1/8, 8) so that ϑ(s) = 1 on (1/7, 7) and observe that multiplication with ϑ(β|ξ|) does not affect χ 1 (|ξ|) as long as 1/2 ≤ β ≤ 2. Thus we have to prove that the convolution operator with multiplier
as an integral over spherical means plus an error term: where ω ± n is smooth on (1/2, 2) (4.8) sup n |ω ± n (ρ)|dρ < ∞, and, for any N ,
This can be proven by an application of the stationary phase method; a more direct argument is given in Lemma 10.2 in [9] .
From the lemma we see that the convolution operator with multiplier (4.6) can be split as
where the main term is obtained by substituting the first term in (4.7) for F −1 d [e ±i|·| ϑ(2 −n | · |)] (cf. (4.11) below) and thus the rescaled term E n,k is given by
From (4.9) one gets
and since |b k | ≤ 2 this implies (assuming N is chosen sufficiently large, say N > 10d)
From this estimate it follows easily that the operator E n defined by
is a Calderón-Zygmund operator which is bounded on L p (R d+1 ) and the sum of the operator norms ∞ n=1 E n L p →L p is bounded by a constant only depending on p.
We now consider the main term. This is the operator of convolution on R d+1 with the kernel k K k where
We now let ψ • , ψ be C ∞ 0 -functions as defined in the introduction and define η • ∈ S(R d+1 ) by
Define the dyadic Littlewood-Paley operator L k by
Then
and
in (4.13) the * is used for convolution in R d .
Atomic decompositions. As in [9] we use atomic decompositions constructed from a nontangential Peetre type maximal square function (cf. [14] , [18] and [16] ),
For fixed k, we tile R d+1 by the dyadic cubes of sidelength 2 −k . We write L(Q) = −k if we want to indicate that the sidelength of a dyadic cube is 2 −k . For each integer j, we introduce the set
Let Q k j be the set of all dyadic cubes of sidelength 2 −k which have the property that |Q ∩ Ω j | ≥ |Q|/2 but |Q ∩ Ω j+1 | < |Q|/2. We also set
where M is the Hardy-Littlewood maximal operator. Ω * j is an open set containing Ω j and |Ω * j | |Ω j |.
Let W j is the set of all dyadic cubes W for which the 20-fold dilate of W is contained in Ω * j and W is maximal with respect to this property. Clearly the interiors of these cubes are disjoint and we shall refer to them as Whitney cubes for Ω * j . For such a Whitney cube W ∈ W j we denote by W * the tenfold dilate of W , and observe that the family of dilates {W * : W ∈ W j } have bounded overlap.
Note that each Q ∈ Q k j is contained in a unique W ∈ W j . For each W ∈ W j , set
note that only terms with L(W ) + k ≥ 0 occur. Since any dyadic cube W can be a Whitney cube for several Ω * j we also define "cumulative atoms",
Standard facts about these atoms are summarized in Lemma 4.3. For each j ∈ Z the following inequalities hold.
(ii) There is a constant C d such that for every assignment W → k(W ) ∈ Z, defined for W ∈ W j , and for 0 ≤ p ≤ 2,
For the proof see Lemma 7.1 in [9] (or related statements in [1] , [16] ).
With this notation it is now our task to show the inequality (4.14)
with H k,s in (4.13) and note that
with P k in (4.12).
The estimate (4.14) follows then from a short range and a long range inequality. The short range inequality is
and implies the analogous L p → L p,ν estimate since by assumption ν ≥ p.
Recall that sup k Γ k L 1 (R) C p,∞ C p,ν for p < 2d d+1 , cf. (4.5).
The long range inequality is
The short range estimate. Since j 2 jp meas(Ω j ) Sf p p it suffices by Lemma 2.1 to show that for fixed j and 1 < p < 2
Here we estimate an expression which is supported in Ω * j . Thus the left hand side of (4.18) is dominated by 
Since F d [ψ * σ ρs ](ξ) = O(2 n(d−1)/2 ) uniformly in ρ ∈ (1/2, 2) and s ∈ [2 n , 2 n+1 ]. Since sup n ω n 1 ≤ 1 we get 2 2j meas(Ω j ).
We combine this with (4.22). Since meas(Ω * j ) meas(Ω j ) it follows that the right hand side of (4.21) is dominated by a constant times 
By Minkowski's inequality this follows from estimates for fixed ℓ ≥ 0, with exponential decay:
Here α(p) > 0 for p < p 1 (in fact α will be as in Proposition 3.1).
We interpolate an L 1 (ℓ 1 ) → L 1 inequality and an L 2 (ℓ 2 ) → L 2 inequality for the operators P k . Let m denote the measure on R d+1 × Z defined as the product measure of Lebesgue measure on R d+1 and counting measure on Z. Define for (suitable) functions h on R d+1 × Z an operator P by
Now by Lemma 2.2 this also implies, under the additional restriction ν ≥ p,
Using this inequality we see that (4.25) follows from (4.26)
We need to rewrite ∞ 2 ℓ V k,s,W ds and also scale it in order to apply Hypothesis Sph(p 1 , d) (or rather its consequence stated as Proposition 3.1). Note that W :
Next (with * denoting convolution in R d )
We are now in the position to apply Proposition 3.1, with the choice of
The sum in W collapses as for given z = (z, z d+1 ) there is a unique dyadic cube W of sidelength 2 ℓ−k so that the dyadic cube
.
We now proceed to finish the proof of (4.26). By Proposition 3.1 and the Fubini-type Lemma 2.2 we get from (4.28)
where α is as in Proposition 3.1. Combining (4.27) and (4.29) we obtain after a change of variables (4.30) This finishes the proof of (4.26).
Proof of Theorem 1.1
By the remarks in the introduction (following the statement of Corollary 1.2) it only remains to be shown that (iv) implies (i) and (ii). These implications quickly follow from Theorem 4.1.
For the implication (iv) =⇒ (i) we show, for the choices b = 1 and b = √ 2 that the multiplier
defines an operator which is bounded from L p (R d+1 ) to L p,ν (R d+1 ). The choice b = √ 2 and scaling in τ then also covers the multiplier
and the assertion follows.
For the proof of (5.1) pick a smooth function χ 2 which is equal to one on [1,
√ 2] and supported in (9/10, 3/2). Recall that γ k is supported in (−1/4, 1/4) and pick a smooth function χ 1 which is equal to one on the interval ( 9 10 b− 1 4 , 3 2 b+ 1 4 ) and supported in ( 5b 8 , 2b) (in particular, for b = 1 or √ 2, χ 1 is supported in ( 5 8 , 5 2 ) as in §4). Observe that, with these definitions
where E = k∈Z [2 k , 2 k+ 1 2 ). By the Marcinkiewicz multiplier theorem the convolution with multiplier χ E (τ ) is bounded on L p,ν (R d+1 ) for all 1 < p < ∞, 0 < ν ≤ ∞. Therefore it suffices to prove that under condition (1.4) the multiplier (5.3) k γ k 2 −k (|ξ| − bτ ))χ 2 (2 −k τ )χ 1 (2 −k |ξ|) defines a convolution which maps L p (R d+1 ) to L p,ν (R d+1 ). But this follows immediately from Theorem 4.1, with the choice of Γ k = γ k , and b k = b (= 1 or √ 2) for all k ∈ Z.
Next, for the implication (iv) =⇒ (ii) we first note that since τ k ∈ [2 k , 2 k+1 ] the term γ(2 −k (|ξ| − τ k )) vanishes for |ξ| / ∈ ( 3 4 2 k , 9 4 2 k ). Now choose χ 1 so that χ 1 is supported in (5/8, 5/2) and equal to one on (3/4, 9/4). Then
Now let χ be smooth and compactly supported in (−4, 4) . We claim that the multiplier transformation with Fourier muliplier (5.4) M (ξ, τ ) = k α k γ k 2 −k (|ξ| − τ k ))χ 1 (2 −k |ξ|) χ(2 −k τ ) maps L p (R d+1 ) to L p,ν (R d+1 ). To see this we apply Theorem 4.1 with Γ k (s) = α k γ k (s − 2 −k τ k ) and b k = 0 for all k ∈ Z. The condition (1.4) for γ k is obviously equivalent with the condition (4.2) for Γ k . Now in (5.4) χ(τ ) may be chosen so that χ(0) = 1. With this choice it follows by de Leeuw's theorem (Lemma 2.3) that k α k T τ k maps L p (R d ) to L p,ν (R d ).
The cone multiplier
Proof of Corollary 1.3. It suffices to consider the multiplier ρ λ (ξ, τ )χ (0,∞) (τ ). We split for τ > 0 The multipliers a λ and a λ are treated by the Marcinkiewicz multiplier theorem. The associated convolution operators are thus bounded on L p,ν for all 1 < p < ∞, 0 < ν ≤ ∞. Therefore the corollary follows if we can show that the convolution operator with multiplier k∈Z ½ [2 k ,2 k+1 ) (τ )γ(2 −k (|ξ| − τ )) maps L p (R d+1 ) boundedly to L p,∞ (R d+1 ). By Theorem 1.1 this is the case if γ 
