All exchanges between the open ocean and the Antarctic continental shelf must cross the Antarctic Slope Current (ASC). Previous studies indicate that these exchanges are strongly influenced by mesoscale and tidal variability, yet the mechanisms responsible for setting the ASC's transport and structure have received relatively little attention. In this study the roles of winds, eddies and tides in accelerating the ASC are investigated using a global ocean/sea ice simulation with very high resolution (1/48 • grid spacing). It is found that the circulation along the continental slope is accelerated both by surface stresses, ultimately sourced from the easterly winds, and by mesoscale eddy vorticity fluxes. At the continental shelf break, the ASC exhibits a narrow (∼30-50 km), swift (> 0.2 m s −1 ) jet, consistent with in situ observations. In this jet the surface stress is substantially reduced, and may even vanish or be directed eastward, because the ocean surface speed matches or exceeds that of the sea ice. The shelf break jet is shown to be accelerated by tidal momentum advection, consistent with the phenomenon of tidal rectification. Consequently, the shoreward Ekman transport vanishes and thus the mean overturning circulation that steepens the Antarctic Slope Front (ASF) is primarily due to tidal acceleration. These findings imply that the circulation and mean overturning of the ASC are not only determined by near-Antarctic winds, but also depend crucially on sea ice cover, regionally-dependent mesoscale eddy activity over the continental slope, and the amplitude of tidal flows across the continental shelf break.
Introduction
The Antarctic Slope Current (ASC) is an approximately circumpolar, westward flow that tracks the continental shelf break and slope (see Thompson and Heywood 2008; Meijers et al. 2010; Chavanne et al. 2010; Armitage et al. 2018, and Fig. 1) . A portion of the ASC is associated with the Antarctic Slope Front (ASF), a sub-surface front that separates increasingly warm waters at mid-depth (∼300 m) offshore ) from the typically cold waters of the continental shelf (Jacobs 1991; Whitworth et al. 1998) . The ASC and ASF therefore mediate exchanges of waters across the Antarctic continental slope and exert an outsized influence on local and global ocean circulation and climate (Rintoul 2018; Thompson et al. 2018) . For example, transfer of heat from the open ocean onto the continental shelf must cross the ASF Goddard et al. 2017; Palóczy et al. 2018) FIG. 1. Speed of the time-mean depth-averaged flow in the LLC 4320 simulation, highlighting the circumpolar structure of the Antarctic Slope Current's shelf break jet. The overlays and labels indicate our division of the Antarctic margins into regions, following Stewart et al. (2018). ward heat transport and export of DSW to the global abyss should all be sensitive to changes in the near-Antarctic winds (Stewart and Thompson 2012; Spence et al. 2014 Spence et al. , 2017 Goddard et al. 2017) .
One way in which recent conceptions of the ASF/ASC have advanced upon that of Gill (1973) is in their identification of the role of mesoscale variability, which we refer to as "eddies" thoughout this article, in mediating crossslope exchanges (Klinck and Dinniman 2010; Thompson et al. 2014) . In parallel with the well-established paradigm for the ACC (Marshall and Radko 2003; Abernathey et al. 2011) , eddies might be expected to counteract wind-induced steepening of isopycnals and thereby contribute to setting the baroclinicity of the ASF (Nøst et al. 2011; Stewart and Thompson 2013) . Previous studies indicate that eddies efficiently transfer heat toward the coast via troughs in the continental shelf, particularly where cir-cumpolar deep water (CDW) floods the shelf (St-Laurent et al. 2013; Couto et al. 2017) and where DSW is exported across the continental slope Stewart and Thompson 2015b) . Stewart and Thompson (2016) examined the role of eddies in the momentum balance of the ASC, using idealized simulations, and found that they accelerated a series of jets along the continental slope, which in turn drifted offshore.
In addition to eddies, the ASC also experiences strong tidal flows, with average tidal velocities reaching O(1 m s −1 ) around localized stretches of the shelf break (e.g., Foldvik et al. 1990; Robertson 2001) . Tides can contribute substantially to exchanges of CDW and DSW across the continental shelf and slope, particularly where the slope is relatively steep (Padman et al. 2009; Wang et al. 2013; Castagno et al. 2017) . Tidal rectification can also directly contribute to the acceleration of along-slope mean flows, which are necessary to conserve momentum against the along-slope tidal "Stokes' drift" (Garreau and Maze 1992; Chen and Beardsley 1995) , for example around Georges Bank (Loder 1980) and the Yellow Sea (Lee and Beardsley 1999) . Flexas et al. (2015) found that regional simulations integrated with tidal forcing alone could produce an ASF in the Weddell-Scotia confluence, suggesting that tides play a key role on driving the ASC there. However, it remains unclear whether this tidal acceleration of the ASC is ubiquitous around the Antarctic shelf or limited to specific "hot spots" such as the Weddell Sea.
In this article we use a global simulation with very high resolution (see Stewart et al. 2018) to examine the relative roles of wind forcing and transient flows (eddies and tides) in driving the ASC. In §2 we discuss the model and our approach to analyzing it: we first review the model configuration ( §2a), compare the structure of the simulated ASC against high-resolution hydrography and current measurements ( §2b), and provide diagnostics of the ASC's mean circulation and forcing ( §2c). We then describe our temporal decomposition of the model variables into approximate mean, eddy, and tidal components ( §2d), and discuss our transformation to coordinates that approximately follow the mean flow of the ASC ( §2e). In §3 we present our main results: we first quantify the relative importance of different ASC circulation drivers via the integrated vorticity budget ( §3a) and energy budget ( §3b) in the combined Amery/East Antarctica sector (see Fig. 1 ), which we use as a reference case because the ASC is approximately zonal there. We then examine the localization of the ASC forcing as a function of along-coast distance ( §3c) and depth ( §3d), and quantify variations in this forcing between different sectors of the continent ( §3e). Finally, we discuss our results and draw conclusions in §4.
The ASC in the LLC 4320 simulation
This section describes the tools and methods required to distinguish different drivers of the ASC circulation in §3. We first provide an overview of the simulation that serves as the basis of our analysis, referred to as the Latitude-Longitude-Cap-4320 or LLC 4320 simulation (Rocha et al. 2016) , and evaluate the simulated ASC against observations. We additionally present diagnostics of the mean zonal flow and surface/bottom forcing of the ASC. These diagnostics motivate a decomposition of the model variables into mean, eddy, and tidal components and a transformation into a coordinate system that follows isobaths (see Stewart et al. 2018 ).
a. Model configuration
We draw our results from a global ocean/sea ice simulation (the LLC 4320) run at very high horizontal resolution (Rocha et al. 2016) , having a grid spacing of 1/48 • , or ∼1 km over the Antarctic continental shelf and slope. In the vertical, the model is discretized into 90 levels, with spacings ranging from 1 m at the surface to 480 m at a depth of 7000 m. Previous studies have found that this approximate model resolution is required to resolve eddy-and tidal-driven heat and volume exchanges across the continental slope (Padman et al. 2009; St-Laurent et al. 2013; Wang et al. 2013; Stewart and Thompson 2015b; Graham et al. 2016) . At this time, no other model simulation that includes tidal forcing and spans the entire Antarctic margins has achieved comparable resolution. The LLC 4320 therefore offers a unique, albeit preliminary, insight into the role of high-frequency variability over the shelf and slope. Fig. 1 shows depth-averaged, time-mean flow speed in the portion of the model domain that we have analyzed in this study. The ASC is visible as a narrow jet, with depth-averaged mean flow speeds frequently exceeding 0.2 m s −1 , that approximately tracks the entire Antarctic shelf break. The Amundsen and Bellingshausen sectors are an exception, likely due to the lack of data included in the model's bathymetry product, Smith and Sandwell (1997) version 14.1, as discussed by Stewart et al. (2018) . The model is therefore not expected to accurately represent the ASC and ASF in these sectors.
For a detailed overview of the model configuration, readers are referred to Rocha et al. (2016) . Salient properties of the simulation for the present study are as follows: The LLC 4320 simulation is a high-resolution refinement of the ECCO2 adjoint estimate, which was conducted on a global 1/6 • Cubed-Sphere grid (CS 510, Menemenlis et al. 2008) . A data-unconstrained continuation of the ECCO2 simulation was conducted on a Latitude-Longitude-Cap (LLC) grid (Forget et al. 2015) , first at 1/12 • (the LLC 1080, spanning January 2010-June 2012), then at 1/24 • (the LLC 2160, spanning January 2011-April 2013), and finally at 1/48 • (the LLC 4320, spanning September 2011-November 2012). Stewart et al. (2018) assessed the spin-up of these simulations via time series of volume-averaged model properties in a portion of the Amery sector (Fig. 1) , and found a drift in the mean potential temperature of 0.1-0.15 • C over two years of LLC 2160 output. In contrast, the volume-averaged kinetic energy did not exhibit any drift, and in §3 we similarly find that the tendency in the along-slope circulation is orders of magnitude smaller than the various terms contributing to its acceleration.
In all cases the model was forced by atmospheric fields derived from 0.14 • ECMWF operational analysis (ECMWF 2011) and a tidal potential that includes the 16 frequencies corresponding to the largest global amplitudes (see Rocha et al. 2016) . Continental runoff, including ice shelf melt and calving, is prescribed as a constant 1743 Gt/yr (Fekete et al. 2002) , distributed in a 200-km band around the coastline of Antarctica, and applied to the uppermost geopotential grid level at each horizontal location. (Meijers et al. 2010) . (a,b) Potential temperature (colors) and neutral density (black contours) calculated following Jackett and McDougall (1997) . Labels indicate neutral densities on each isopycnal in kg m −3 . (c,d) Zonal velocity contoured every 0.01 m s −1 (colors) and 0.04 m s −1 (black contours). In panels (a) and (c) the dashed black lines indicate locations at which CTD cast and lowered ADCP measurements were taken.
Apart from the prescribed time-mean surface runoff, the above simulations do not include an explicit representation of ice shelf cavities or of bottom boundary layer processes, which likely inhibit the model's ability to realistically represent DSW formation and export. The results in the main text of this article are diagnosed exclusively from the LLC 4320 simulation. However, Stewart et al. (2018) found that the mean/eddy/tidal cross-slope heat fluxes exhibited only small quantitative differences between the LLC 4320 and LLC 2160 simulations, despite the larger ∼2 km grid spacing of the LLC 2160 simulation. Therefore, due to the very high computational cost of performing analysis on the LLC 4320 simulation, we perform supplementary tests (see Appendices B and C) using output from the LLC 2160 simulation.
b. Evaluation of simulated ASF structure
Before proceeding to our analysis of the LLC 4320 simulation, we first address the model's representation of the ASC and ASF. Our ability to perform quantitative evaluation of the model state is limited by the paucity of observations; we require in situ measurements of both hy-drography and velocity that are able to resolve the narrow (tens of km wide) core of the ASC. Here we focus on measurements from the Amery sector (see Fig. 1 ) because high-resolution velocity and hydrographic measurements are available. Additionally, we use the combined Amery/East Antarctica sector as a reference case throughout §3 because the ASC, and thus its momentum forcing, are approximately zonal. In Appendix A we present an additional model-observation comparison using measurements from the western Weddell Sea. Fig. 2 shows a comparison of the LLC 4320 model state with measurements made during the BROKE West survey along 60 • E (Meijers et al. 2010 ). Here we have averaged the model fields over the ∼1-year duration of the LLC 4320 simulation because the seasonal mean model state exhibits only relatively small quantitative differences from Fig. 2(b,d) , and for consistency with the annuallyaveraged model diagnostics discussed in §3. The modeled and observed hydrographies in Fig. 2 (a-b) are qualitatively similar despite inevitable sampling biases associated with temporal variability, and despite the model output having been annually averaged. Note that we have not attempted to evaluate the temporal variability in, e.g., the transport of the ASC (Peña-Molino et al. 2016), because the LLC 4320 simulation contains only a single seasonal cycle. In particular, a strong front in temperature field, characteristic of the ASF (Jacobs 1991; Whitworth et al. 1998) , is present at the shelf break in both the model and the observations. A notable deficiency in the model is the absence of cold, dense water at the sea floor, indicating a lack of DSW production and export, likely due to the relatively short spin-up from the ECCO2 adjoint estimate combined with the absence of ice shelf cavities. The model therefore likely omits eddy generation resulting from DSW export (Lane-Serff and Baines 1998; Stewart and Thompson 2016) ; this should be regarded as a caveat to our analysis. The differences in hydrography are more pronounced in the western Weddell Sea, where DSW is present across the entire continental slope (see Appendix A). Fig. 2 (c-d) shows that the simulated and observed along-slope currents are also qualitatively similar to one another, though the quantitative differences are more evident than they are in the hydrography. Both the model and observations exhibit a narrow (∼30-40 km wide) westward jet at the shelf break, though the modeled jet exhibits a somewhat larger maximum speed (0.3 m s −1 ) than the observed jet (0.24 m s −1 ). It is unclear whether the differences visible in are the result of model biases or whether they are largely a consequence of spatiotemporal sampling limitations (e.g., Peña-Molino et al. 2016) . In either case, we conclude that the modeled ASF and ASC are at least representative of those in the ocean, with the exception of DSW influences.
c. Mean circulation and forcing of the ASC
In this study our primary aim is to distinguish different drivers of ASC circulation, so our diagnostics focus on the model momentum budget. The LLC 4320 is based on the Massachusetts Institute of Technology general circulation model (MITgcm, Marshall et al. 1997a,b) and solves the Boussinesq momentum equations in vector-invariant form,
Here u = (u, v) is the horizontal velocity vector, w is the vertical velocity, φ is the dynamic pressure, ζ =ẑ · ∇ × u is the vertical component of relative vorticity, and f is the Coriolis parameter. We denote the vertical stress as τ (z) , defined such that positive values correspond to downward momentum transfer. The divergence of the lateral viscous stress tensor is denoted G ν and is prescribed via a modified Leith formulation (Fox-Kemper and Menemenlis 2008). Finally, G t represents the tide-producing force, which is a sum of temporally oscillatory functions at each point in space, and so vanishes approximately under the long (∼1 yr) time averages considered in this paper.
To make explicit the role of surface and bottom momentum forcing, we perform most of our analysis on the depth integral of (1), defining
where z = −h(x, y) is the sea floor elevation. To examine different drivers of the time-mean circulation, we additionally define a time averaging operator
where t 0 and T denote the start and duration of the averaging period, respectively. This operator will be generalized to multiple time scales in §2d. The depth-integrated timemean momentum equation is therefore
Surface stress
−τ | z=−h
Bottom stress
where we define [•] t ≡ (•| t 0 +T − •| t 0 )/T . Note that, following (1), the surface and bottom stresses are divided by the reference density, and so have units of m 2 s −2 . The ocean surface stress is calculated via standard quadratic bulk formulae for the atmosphere-ocean and sea ice-ocean stresses, weighted by the open water fraction and sea ice concentration, respectively. For further details, see Losch et al. (2010) . Fig. 3 illustrates the mean circulation of the ASC in the combined Amery/East Antarctica sector (see Fig. 1 ). Fig. 3 (a) shows the potential temperature at 230 m depth, highlighting variations in the sharpness of the ASF as it passes troughs in the continental shelf, visible in Fig. 3 (a) as locations where the 500-m isobath deviates toward the coastline. These troughs also guide the depth-integrated mean flow closer to the coast, as can be seen in the barotropic streamfunction in Fig. 3(b) . Here the barotropic streamfunction is defined as
where y s is the southernmost latitude for which the ocean depth h is nonzero and y is a variable of integration.
FIG. 3. Diagnostics of the time-mean Antarctic Slope Front structure and Antarctic Slope Current circulation in the combined Amery/East Antarctic sector (see Fig. 1 ). (a) Mean potential temperature at 230 m depth, (b) barotropic streamfunction, (c) surface zonal velocity, (d) sea ice zonal velocity, (e) sea ice-ocean shear, and (f) sea ice concentration. In all panels black contours correspond to isobaths and are labeled with depths in meters.
FIG. 4. Various terms from (4) contributing to zonal acceleration/deceleration of the Antarctic Slope Current in the combined Amery/East Antarctica sector (see Fig. 1 ). (a,b) Zonal ocean surface stress, (c,d) zonal bottom frictional stress, (e,f) zonal acceleration due to mean vorticity advection and vertical advection, (g,h) zonal acceleration due to eddy vorticity advection and vertical advection, and (i,j) zonal acceleration due to tidal vorticity advection and vertical advection. Panels (a,c,e,g,i) show maps of the depth-integrated acceleration terms, while panels (b,d,f,h,j) show the corresponding zonal-mean accelerations as functions of latitude only. In all panels black contours correspond to isobaths and are labeled with depths in meters. Fig. 3 (b) also shows that most of the transport of the ASC occurs offshore of the ASF, at depths greater than 2000m, with only a few Sverdrups of along-slope transport at the shelf break (see Peña-Molino et al. 2016 ). However, the ASF consistently coincides with the strongest westward velocities in the ASC (Fig. 3(c) ), which exhibits a jet with a meridional width of tens of kilometers and maximum speeds exceeding 0.3 m s −1 (see also Fig. 2 ).
As discussed in §1, previous studies have typically characterized the ASC as a wind-driven circulation, so we first examine the role of wind in driving the model's ASC. In Fig. 4 (a-b) we plot the zonal stress at the ocean sur-face over the same region as shown in Fig. 3 . Note that throughout this article we plot all terms in the momentum budget in the more familiar units of N m −2 (i.e., multiplying (4) by ρ 0 ). The surface stress is directed westward almost everywhere due to the easterly winds that encircle the Antarctic margins (see, e.g., Large and Yeager 2009; ECMWF 2011) , with a zonal-mean maximum westward stress of around 0.06 N m −1 (Fig. 4(b) ). However, there is a band of weak or zero westward stress, and in some places even weak eastward stress, tracking the shelf break. The meridional width of this feature is comparable to that of the shelf break jet shown in Fig. 3 , and much smaller than the typical scales of variability in the local atmospheric circulation (Langlais et al. 2015) .
Understanding the surface stress over the shelf break jet requires consideration of the sea ice, which covers the ASC for most of the year (e.g., Cavalieri and Parkinson 2008) . Fig. 3(d) shows that the sea ice also drifts westward due to the easterly winds, with a mean speed that is typically faster than that of the sea surface, such that the westward momentum input by the wind is transferred down to the ocean via ice-ocean drag (Losch et al. 2010; Meneghello et al. 2018 ). An exception occurs over the shelf break, where the mean sea ice speed exhibits a similar jet over the shelf break as the mean ocean surface speed ( Fig. 3(c) ), and the ice-ocean shear approximately vanishes ( Fig. 3(e) ). In contrast, Fig. 4(b) shows that the zonal stress at the sea floor is elevated at the shelf break because the shelf break jet is largely barotropic (see Fig. 2 ). Longitudinal variations of the shelf break latitude obscure this elevated bottom stress in a zonal average, however, with typical zonal-mean bottom stresses of around 0.01 N m −2 . Note that the time-mean flows and surface/bottom stresses discussed here also obscure the seasonal variations in the forcing of the ASC, which are discussed in Appendix C.
d. Temporal decomposition
While the diagnostics presented in the preceding section indicate that the ASC is primarily forced by momentum transfer from the wind via the sea ice, the approximate vanishing of the surface stress in the core of the ASC ( Fig. 4(a) ) indicates that an alternative forcing mechanism must be present there. Lacking other inputs of mean momentum in (4), we anticipate that the ASC jet core may be the result of an interaction between mean and transient flows, as arise in a wide range of contexts in geophysical fluid dynamics (e.g., Andrews and McIntyre 1976; Bühler 2014) .
As discussed in §1, previous studies of the Antarctic shelf and slope emphasize both eddy and tidal variability. We therefore pose an approximate decomposition of the model variables into mean, eddy and tidal components to distinguish their relative roles in driving the ASC, following Stewart et al. (2018) . For example, the model horizontal velocity field is written as a sum of mean (u m ), eddy (u e ) and tidal (u t ) components,
We define the operator • t as an average over each consecutive model day, and we define tidal component of the flow u t such that it vanishes under this tidal-average operator. We then define the operator • e as an average of daily-averaged quantities over the ∼1 yr duration of the simulation, and define the eddy component of the flow u e such that it vanishes under this eddy-average operator. These components and averaging operators are related mathematically as follows,
Here we use • t,e as a shorthand for successive application of tidal and eddy averaging, i.e., • t e . Averages of quadratic products can also be written exactly as a sum of mean, eddy and tidal components. For example, the kinetic energy can be decomposed as
The depth-averages of the mean, eddy and tidal kinetic energies (MKE, EKE and TKE, respectively) are plotted in Fig. 5 . Both the MKE and EKE are continuously elevated along the continental slope (note the logarithmic color scale), while the TKE is elevated over localized regions of the the shelf break. Thus interactions between eddies and the mean flow may be expected to occur along the length of the ASC, while interactions between tides and the mean flow may be expected to be more spatially localized (see §3c).
There are several caveats to this decomposition: (i) A temporal separation into sub-daily and super-daily frequencies does not exactly distinguish between tidal and eddy fluctuations. However, more accurate approaches such as tidal harmonic analysis (Foreman and Henry 1989) were impractical due to the very large volume of model output. For a more detailed discussion on this issue, the reader is referred to Stewart et al. (2018) , who also quantify the effectiveness of the daily averaging as a tidal filter using spectral analysis. The qualitative differences in the distributions of EKE and TKE, and in the contributions of eddies and tides to the momentum budget (see §3), also support our approximate decomposition. (ii) In practice we compute u t using 6-hourly snapshots of the model state. Output is available at hourly intervals, but using higher frequencies would impose a substantial additional computational burden, even for operations as simple as time-averaging, again due to the very large volume FIG. 5 . An illustration of our mean/eddy/tidal decomposition using the depth-averaged kinetic energy (see equation (8)) in the combined Amery/East Antarctica sector (see Fig. 1 ). (a) Mean, (b) eddy, and (c) tidal components on a logarithmic scale. In all panels black contours correspond to isobaths and are labeled with depths in meters. of output data . In Appendix B we show that using higher-frequency output yields only small (< 10%) changes in the contributions to the momentum budget due to transient flows. (iii) The eddy component includes all variability with frequencies longer than one day, including the seasonal cycle. In Appendix C we show that the eddy momentum forcing terms discussed below are almost identical when averaged over different seasons.
We now apply our mean/eddy/tidal decomposition to the vorticity advection and vertical advection terms in the depth-integrated momentum equation (4) to perform a preliminary examination of their role in driving the ASC. We write each term as a sum of mean, eddy, and tidal components as follows:
Tidal . (10) Fig. 4 (e,g,i) shows the total advective acceleration of the ASC due to mean flows, eddies, and tides, respectively. The qualitative spatial distributions of these terms resemble their counterparts in Fig. 5 . However, the roles of these terms in accelerating the core of the ASC is difficult to discern. The zonal averages shown in Fig. 4 (f,h,j) also obscure the ASC because the latitude of the shelf break varies substantially across this sector.
e. Transformation to an ASC-following coordinate system
The mean/eddy/tidal decomposition of the advective acceleration terms (see §2d) indicates that a zonal momentum budget is insufficient to explain the formation of the ASC core. This motivates an analysis of the momentum budget of the ASC in a coordinate system that approximately follows the mean flow. We consider two possible FIG. 6. Circulation and forcing of the Antarctic Slope Current in the combined Amery/East Antarctica sector (see Fig. 1 ). Panels (a) and (b) show the surface and sea ice circulation and the circulation tendency due to surface and bottom stresses, calculated in isobath coordinates and barotropic streamfunction coordinates, respectively. In each panel the lower abscissa corresponds to an approximate measure of distance from the coast (see §2e), while the upper abscissa corresponds to isobaths/barotropic streamlines. In each panel the dashed black line corresponds to the 1 km isobath (calculated from the along-streamline averaged sea floor depth in panel (b)) and approximately separates the continental shelf break from the continental slope.
choices for this coordinate system: isobath-following coordinates, as in Stewart et al. (2018) (see also Palóczy et al. 2018) , and barotropic streamline-following coordinates. In §3 we use isobath-following coordinates exclusively, but we provide some additional diagnostics in barotropic streamline-following coordinates in Appendix D for comparison.
Our coordinate transformation is built upon the following operator,
This simply calculates the area-integral of • for sea floor depths h smaller than a specified depth h, where h is a variable of integration. Thus the result, [•] h , is a function of h only. To compute the average of scalar quantities we then take a derivative of the isobath-integral with respect to the area bounded by that isobath, i.e.,
For example, in §3b we use (12) to compute area-averaged energy conversion terms at different sea floor depths. We additionally use A(h) to define a pseudo-offshore distance y ,
where L is an approximate coastline length and is defined on a sector-by-sector basis (see Stewart et al. 2018 ). This approximate offshore coordinate serves only a cosmetic role in our figures, which are presented with both y and h abscissae.
To quantify different contributions to the ASC momentum budget we will apply (11) to the curl of (4), i.e., to the mean barotropic vorticity budget. Applying (11) to the curl of any vector F yields
whereŝ is a contour-tangent unit vector. In (14) the second equality follows from Stokes' theorem and C (h) is the contour bounding the area defined by h < h. For example, if F = u is the depth-integrated mean velocity, then (14) corresponds to the depth-integrated mean circulation along isobath h. To provide diagnostics in familiar units, we typically normalize (14) by the contour length,
We define a transformation to barotropic streamlinefollowing coordinates via an identical set of operators to (11)-(15), but replacing h by Ψ and modifying inequalities accordingly. Fig. 6 illustrates the result of applying (15) to the mean surface velocity, mean sea ice velocity, and surface and bottom stresses in the Amery/East Antarctica sector. Note that here a positive circulation corresponds to circulation counter-clockwise around Antarctica, i.e., approximately westward along the slope. The calculated along-contour averages are somewhat lower than one might expect based on visual inspection of Figs. 3 and 4 because the actual contour lengths L (h) typically exceed the zonal length of this sector by a factor of ∼2-3. The along-slope jet is also spread across a larger range of isobaths/barotropic streamlines than one might expect based on visual inspection of Fig. 3 , due to various points along the shelf break at which isobaths/barotropic streamlines converge (e.g., around 110E), which tend to coincide with elevated jet speeds. Thus both coordinate transformations emphasize the shelf break jet, as intended, but Fig. 6 and subsequent plots should be interpreted with these clarifications in mind.
Both isobath-following coordinates ( Fig. 6(a) ) and barotropic streamline-following coordinate ( Fig. 6(b) ) capture a reduction of the surface stress on the shoreward flank of the shelf break jet, though the effect is more pronounced in the former case. The differences arise, in part, because the streamlines drift across the slope slightly, typically descending ∼200 m as the flow travels westward across this sector. Below we adopt isobathfollowing coordinates for our analysis because they better isolate the surface stress reduction on the shoreward flank of the shelf break jet and because barotropic streamlinefollowing coordinates are not well defined in other sectors of the Antarctic margins. In Appendix D we discuss these technical issues further and show that the along-streamline circulation budget yields qualitatively similar results to the along-isobath circulation budget discussed in §3a.
Along-slope acceleration of the ASC
In §2 we described the LLC 4320 simulation and the analysis techniques required to diagnose the momentum balance of the ASC, namely our mean/eddy/tidal decomposition of the LLC 4320 model output variables and a transformation to isobath-following coordinates. We now apply these techniques to distinguish different inputs to the ASC's circulation and energy budgets in the Amery/East Antarctica sector (see Fig. 1 ). We then examine the vertical and along-slope localization of these inputs and their variations between different sectors of the Antarctic margins.
a. Circulation budget
In §2e we showed that a transformation to isobathfollowing coordinates captures the circulation and surface/bottom stresses along the shelf break jet. To distinguish different drivers of this circulation, we apply (14) to (4),
wheren is a contour-normal unit vector. This equation constitutes a budget for the circulation along the contour C (h) for each isobath h. This is mathematically equivalent to (and is calculated as) a mean barotropic vorticity budget integrated over the area bounded by the contour C (h).
Here we have neglected the tidal potential term from (4) because it is a sum of oscillatory functions with periods on the order of one day, and so vanishes approximately under an average over the length of the simulation. Note that we have also neglected contributions due to viscosity under the assumption that they are small compared to the frictional bottom stress, formulated as a quadratic drag, but insufficient model diagnostics are provided to test this assumption directly.
Of the terms identified in (16), we are able to evaluate all except for the pressure gradient. As discussed in Appendix B, contributions of this term to the circulation budget did not converge even as the model output frequency was refined down to hourly frequency, perhaps due to aliasing of fast surface waves in the bottom pressure. However, neither this term nor the KE gradient term can contribute to the circum-Antarctic circulation budget; if h is constant around the bounding contour C (h), e.g., around the full Antarctic continent, then both the pressure gradient and KE gradient terms vanish,
Here the first equality follows from the fact that ∂ h/∂ l = 0 by definition. However, there are local contributions from these terms in different sectors of the continent that compensate for one another. We therefore provide an estimate of the pressure gradient term via a residual of the other terms in (16), while noting that the residual may also include contributions due to viscosity and discretization errors. Note also that because the sectors shown in Fig. 1  FIG. 7 . Terms in the along-slope circulation budget (see equation (16)) in the combined Amery/East Antarctica sector (see Fig. 1 ). (a) Complete budget, (b) decomposition of the total advection into mean, eddy, and tidal components, (c) decomposition of the vorticity advection into mean, eddy and tidal components, and (d) decomposition of the vertical advection into mean, eddy, and tidal components. In each panel the lower abscissa corresponds to an approximate measure of distance from the coast (see §2e), while the upper abscissa corresponds to isobaths. In each panel the dashed black line corresponds to the 1-km isobath and approximately separates the continental shelf break from the continental slope. each span only a subset of continental shelf, the contour C (h) generally intersects the western and eastern boundaries, so the area-integrated curl of (4) includes accelerations along sections parallel to the western and eastern boundaries. However, the length of these portions of the contour are typically around 40 times smaller than the total contour length L (h).
In Fig. 7 we plot the terms in (16) for the combined Amery/East Antarctica sector (see Fig. 1 ). Panel (a) shows that the net deceleration of the along-isobath circulation by surface/bottom stresses is primarily balanced by an acceleration due to the advection terms, with an exception around the h = 1000 m isobath where the KE gradient term accelerates the circulation. This acceleration coincides with a deceleration by the residual term, which serves as an estimate of the pressure gradient acceleration, and so may account for the slight offshore drift of mean barotropic streamlines in this sector. As discussed above, the KE gradient term cannot induce any net circumpolar along-isobath acceleration, so we focus on the advection terms. Panel (b) shows that the advective acceleration of the flow is due to eddies offshore of the shelf break (h ≈ 1000 m) and due to tides shoreward of the shelf break, while mean advection decelerates the flow along all isobaths. Panels (c) and (d) show that the mean and eddy components of the advection terms are almost entirely due to vorticity advection, while the tidal component results from a compensation of acceleration by tidal vertical advection and deceleration by tidal vorticity advection. Taken together, the diagnostics shown in Figs. 6 and 7 indicate that the circulation shoreward of the shelf break is primarily a result of tidal acceleration (e.g., Chen and Beardsley 1995) , whereas over the continental slope both eddy vorticity fluxes and surface stress accelerate the ASC.
b. Energy budget
While the circulation budget discussed in §3a identified distinct roles for eddies and tides in accelerating the ASC, the partitioning of these accelerations between vorticity advection and vertical advection leaves their interpretation somewhat ambiguous. We therefore diagnose conversions to and from the mean, eddy and tidal energy reservoirs (see (8)), which also serves to corroborate the results of our circulation budget.
In Fig. 8 we plot a limited subset of the energy sources and sinks that appear in the full mean/eddy/tidal energy budget, which is presented in Appendix E. Motivated by the results of §3a, we compare energy inputs due to surface forcing with conversions to and from the MKE and potential energy (PE) reservoirs. The vertical energy flux associated with the vertical stress term in (1) can be composed exactly as Fig. 8(a) shows the result of evaluating these fluxes at both z = 0 and z = −h, and then applying our along-isobath averaging operator (12) to the result. The mean, eddy, and tidal surface energy fluxes consistently serve to increase the MKE, EKE, and TKE, respectively, while the bottom energy fluxes decrease them. Unlike the mean along-slope stress (see Fig. 6 ), the mean component of the surface energy flux does not exhibit an obvious minimum shoreward of the shelf break. This implies a non-zero correlation between the mean along-isobath flow and the mean alongisobath stress as a function of l, the along-isobath coordinate (see §3c). In Fig. 8(b-d) we plot the along-isobath average (12) of the energy conversions to and from the MKE and PE reservoirs. The rates of PE conversion to EKE and TKE are simply the eddy and tidal components of the vertical buoyancy flux,
where b = −g(ρ − ρ 0 )/ρ 0 is the buoyancy and ρ 0 is the reference density. The rates of conversion from MKE to EKE and TKE result from eddy and tidal momentum fluxes directed along the gradient of the mean flow, i.e.,
and
We have separated these energy conversions into horizontal and vertical components, associated with the horizontal and vertical components of the eddy/tidal momentum fluxes. Fig. 8(b) shows that the energy conversions are dominated by exchanges between the mean, eddy, and tidal KE reservoirs: there is a relatively weak (∼10 −3 W m −2 ) PE → EKE conversion across the continental shelf and slope, suggesting weak baroclinic eddy generation, while PE → TKE is negligibly small. Though MKE → EKE is positive at the shelf break itself, over the continental slope it is consistently large (∼2.5×10 −3 W m −2 ) and negative, corresponding to a transfer of energy from the eddy field to the mean flow that is consistent with the acceleration of the mean along-isobath circulation by eddy advection in Fig. 7(b) . Fig. 8(c) shows that this term is associated almost entirely with horizontal eddy momentum fluxes over the continental slope, lending support to our interpretation of the eddy forcing of the circulation as an eddymomentum flux convergence in §3a. The MKE → TKE term in Fig. 8(b and negative over the continental shelf, consistent with the acceleration of the mean along-isobath circulation by tidal acceleration in Fig. 7(b) . Fig. 8(d) shows that this tidal production of MKE is primarily associated with vertical momentum fluxes up the vertical gradient of the mean momentum.
c. Along-slope localization
The diagnostics presented in §3a and §3b encompass the entire Amery/East Antarctica sector, yet Figs. 3 and 4 suggest that there are substantial along-slope variations in the structure and forcing of the ASC's shelf break jet. In Fig. 9 we plot along-slope variations of key terms in the circulation and energy budgets. We use longitude as an approximate measure of along-slope distance, exploiting the approximately zonal orientation of the continental slope in this sector. We focus on the h = 300 m isobath, along which the reduction of the along-isobath surface stress and compensating along-isobath acceleration by tides are most pronounced. Performing the same calculation using other isobaths in the core of the ASC (e.g., the 400 m and 500 m isobaths) yields qualitatively similar results. Similar to the method described by Stewart et al. (2018) , we define a series of zonal "windows" of width 3 • and centered on longitudes separated by 0.5 • . The i th window defines an area A i (h) with bounding contour C i (h) for our integration operator (11). However, the zonal boundaries of the contour C i (h) are no longer negligible compared to its total length (see §3a), so we have calculated and removed these contributions in Fig. 9 . Fig. 9 shows that the along-isobath flow of the sea ice and ocean surface covary closely (Pearson's correlation coefficient r = 0.92) as a function of longitude. The sea ice-ocean shear fluctuates around zero with zonal variations on a scale of around 10 • , and very closely predicts the mean surface stress (r = 0.98) 1 , despite substantial seasonal fluctuations in the monthly-mean velocities and stresses (see Appendix C). The advective acceleration of the circulation (Fig. 9(b) ) also exhibits substantial along-slope variations. This is primarily due to localized stretches of tidal advective acceleration, which are partially compensated by mean advective deceleration; the tidal and mean advective accelerations are anticorrelated (r = −0.54). While one might expect a relationship between stretches of reduced surface stress and along-slope advective acceleration, they are also only weakly correlated (r = −0.28). Alternatively, advective acceleration may be expected to reduce the ice-ocean shear, and thus the surface stress, further downstream, but the two are even more weakly correlated under a zonal lag. Fig. 9 (c-d) shows that the net tidal advective acceleration results from relatively strong local accelerations due to tidal vertical advection that are partially compensated by local decelerations due to tidal vorticity advection (r = 0.90). Fig. 9 (e) shows that MKE → TKE is similarly localized, though there is not a clear visual correspondence between its amplitude and that of the net tidal advective acceleration of the circulation, and they are relatively weakly correlated (r = −0.47). The net tidal advective acceleration may be expected to coincide with strong tidal flows and steep slopes (e.g., Garreau and Maze 1992; Chen and Beardsley 1995) . While the tidal acceleration exhibits a relatively weak correlation with TKE (r = 0.46) and an insignificant correlation with topographic slope (r = −0.18, p = 0.02), it is strongly correlated with their 1 Unless stated explicitly, the p-values corresponding to these correlation coefficients are all smaller than 10 −3 . product (r = 0.68), consistent with the scalings of Brink (2011) for topographically rectified flows. In summary, while tidal acceleration of the ASC is evidently strongly localized as a function of along-slope distance, the extent to which it controls along-slope variations in the ASC speed and ice-ocean shear remains somewhat ambiguous.
d. Vertical structure and overturning
Thus far we have only discussed depth-integrated contributions to the along-slope circulation and energy budgets. We now address the vertical structure of the alongisobath circulation forcing, focusing on the contribution of the advection terms in (1) on the cross-isobath mean overturning circulation. Fig. 10 shows the Eulerian-mean overturning circulation diagnosed in our isobath-following coordinate system. We define the mean overturning streamfunction as
where z is a variable of integration. In Fig. 10 we plot eddy and tidal overturning streamfunctions estimated via an extended Transformed Eulerian Mean formulation, described by Stewart et al. (2018) and omitted here in the interest of brevity. Note that these streamfunctions are estimates of the overturning due to the generalized Stokes' drift associated with eddies and tides, and are distinguished from the eddy-and tidal-driven components of the mean overturning circulation discussed below. There is an approximate compensation between a relatively intense counter-clockwise mean overturning across the shelf and shelf break in Fig. 10(a) , and clockwise tidal overturning of similar magnitude in Fig. 10(c) . Stewart et al. (2018) showed that advection of along-isobath mean potential temperature by these streamfunctions largely accounted for the diagnosed mean and tidal heat fluxes across the shelf and shelf break. The vanishing surface stress shoreward of the shelf break in Fig. 6 suggests that the intense mean shelf overturning in Fig. 10(a) cannot be explained by Ekman transport. We therefore now consider the possibility that this overturning results from advective acceleration by transient flows, which have been shown to produce mean overturning circulations, e.g., in the ACC's jets (Li et al. 2016) and in idealized simulations of ASC jets (Stewart and Thompson 2016) . Exploiting the approximately zonal orientation of the continental slope in the Amery/East Antarctica sector, and correspondingly small variation in the Coriolis parameter f over this region, we write
Mean overturning due to eddy advection
·ŝ dl
Mean overturning due to tidal advection
Mean overturning due to surface stress + · · · . (23)
Here the second equality follows from taking a vertical integral of (1) and rearranging, and f 0 = −1.32 × 10 −4 rad s −1 is approximately equal to the Coriolis parameter at 65 • S. Equation (23) states that the Coriolis force associated with the mean overturning circulation balances the along-isobath surface stress, the mean, eddy, and tidal advective accelerations, and other terms in the circulation budget.
In panels (d-g) of Fig. 10 we use (23) to decompose the mean streamfunction into components driven by mean, eddy, and tidal advection, and due to the surface stress, respectively. The sum of these contributions, shown in panel (h), is qualitatively and quantitatively similar to the diagnosed mean overturning streamfunction in panel (a). The differences between panels (a) and (h) are due to contributions from the pressure gradient and KE gradient terms in (4), which we have neglected in Fig. 10 because they cannot produce any net circumpolar acceleration. Panel (i) shows that reconstructing the mean overturning from the Coriolis force yields an almost identical result to computing ψ m directly from the model output. The dominant contribution to the mean overturning circulation across the shelf and shelf break is due to the along-isobath acceleration by tidal advection (∼2.5 Sv), with weaker contributions from eddy advection (∼0.25 Sv) and mean advection (∼1 Sv). While the surface stress-driven transport vanishes over the shelf, over the continental slope it produces a substantial (∼1 Sv) mean overturning. However, in this sector the mean overturning due to eddy advection (∼4 Sv) dominates over the lower slope (isobaths deeper than h = 2500 m). Taken together, these diagnostics imply that the mean overturning across the continental shelf and slope is much stronger than might be expected due to the surface winds alone, being enhanced due to along-slope advective acceleration by transient flows.
e. Circum-Antarctic regional variations
The previous subsections have all described results diagnosed from the Amery/East Antarctica sector. To determine the generality of these results, we now extend our diagnostics to all of the regions identified in Fig. 1 . The continental slope undergoes substantial meridional excursions in some sectors, particularly the Weddell and West Antarctic Peninsula (WAP). This makes an assessment of, e.g., the along-slope localization of terms in the circulation and energy budgets more challenging at the circum-Antarctic scale. We therefore focus on the key circulation budget terms identified in §3a. As discussed in §2, we exclude the Amundsen and Bellingshausen sectors from our analysis due to qualitative differences between the model's bathymetry and the ocean's. Fig. 11 shows the along-isobath mean surface circulation, sea ice circulation, and ice-ocean shear, while Fig. 12 shows the along-isobath mean circulation forcing due to surface and bottom stresses, and due to mean, eddy, and tidal advection. Almost all sectors exhibit a transition at the shelf break: the ice-ocean shear (Fig. 11 ) and surface stress (Fig. 12) vanish shoreward of the shelf break, where tides accelerate the ASC. An exception is the Weddell, in which the ASC experiences acceleration due to tidal advection and deceleration due to the surface stress across the entire continental shelf and slope. This is likely due to perennial ice cover and strong tides in this sector (Robertson 2001); our seasonal decomposition of the Amery/East Antarctic sector in Appendix C also shows negative surface stresses in winter, when the ice cover is thick. Fig. 12 also highlights that acceleration of the ASC by eddies over the continental slope varies widely between diferent sectors, with magnitudes ranging from around 0.14 N m −2 in the WAP sector to approximately zero in the Weddell.
Discussion and conclusions a. Summary of results
In this study we have used a high-resolution global simulation, the LLC 4320, to investigate the role of transient flows in driving the ASC, and in particular the ASC's shelf break jet. The model ASC is accelerated by a westward surface stress that is ultimately input by the coastal easterly winds, but must be transferred to the ocean via the overlying sea ice over much of the year, consistent with previous studies (e.g., Mathiot et al. 2011; Heywood et al. 2014) . The imbalance between surface zonal stress and bottom frictional stress (Fig. 4) suggests that the zonal surface momentum input is primarily balanced by topographic form stress, as in the ACC (e.g., Munk and Palmén FIG. 10 . Vertical structure of the along-slope circulation forcing (see §3d), visualized via its contributions to the mean overturning circulation in the combined Amery/East Antarctica sector (see Fig. 1 ). (a-c) Components of the overturning circulation associated with the time-mean flow, approximate eddy Stokes' drift, and approximate tidal Stokes' drift, calculated following Stewart et al. (2018) . (d-g) Estimated contributions to the mean overturning circulation due to mean advection, eddy advection, tidal advection, and surface stress, respectively. (h) An estimate of the total mean overturning circulation constructed from panels (d-g). (i) Mean overturning circulation calculated from the Coriolis force alone. By our definition of the overturning streamfunction (22), the flow follows streamlines clockwise around red-shaded regions and counter-clockwise around blue-shaded regions.
1951; Stewart and Hogg 2017) . However we are unable to verify this force balance directly from the model, as discussed in Appendix B.
A central result of this study (summarized in Fig. 13 ) is that the shelf break jet, which is typically tens of km wide and coincides with the ASF, is subject to a qualitatively different momentum balance from the rest of the ASC and continental shelf currents. Here the mean westward surface stress vanishes or even reverses (see Figs. 4 and 12) . This occurs where the mean surface ocean flow speed FIG. 11 . Comparison of along-slope circulation in all eight sectors of the Antarctic margins identified in Fig. 1 . In each panel the lower abscissa corresponds to an approximate measure of distance from the coast (see §2e), while the upper abscissa corresponds to isobaths. Panels (g) and (h) use dashed lines to emphasize that the model's bathymetry differs qualitatively from the ocean's in these regions, as discussed in §2. In each panel the dashed black line corresponds to the 1-km isobath and approximately separates the continental shelf break from the continental slope. approaches or exceeds that of the overlying sea ice (see Figs. 3, 6, and 9 ). This suggests that an additional source of along-slope acceleration, due, for example, to transient momentum flux convergence by eddies (e.g., Stewart and FIG. 12. As Fig. 11 , but instead showing terms in the along-isobath circulation budget (see §3a). Thompson 2016; Li et al. 2016) or tides (Garreau and Maze 1992; Chen and Beardsley 1995) . We therefore approximately decomposed the model output into mean, eddy, and tidal components ( §2d) to identify their relative contributions to driving the along-shelf break circulation, and posed our analysis in an isobath-following coordinate system that emphasizes the shelf break jet. 13 . Schematic illustrating the roles of wind, sea ice, eddies, and tides in accelerating the Antarctic Slope Current (ASC). Over the continental slope, momentum is primarily sourced from the winds via the sea ice. The resulting shoreward Ekman transport and associated overturning circulation is compensated by an opposing eddy overturning circulation that serves to restratify the water column, analogous to the long-standing paradigm for the Antarctic Circumpolar Current (Karsten and Marshall 2002; Marshall and Radko 2003) . At the shelf break, tides accelerate the ASC to the point that the surface speed is typically comparable to that of the overlying sea ice, resulting in an approximate vanishing of the surface momentum input. Consequently, tidal acceleration drives the mean shoreward surface transport and associated overturning circulation, with tidal Stokes' drift providing the opposing, restratifying overturning circulation.
Applying this analysis framework to the LLC 4320 simulation in §3 revealed that the shelf break jet is primarily accelerated westward by tidal vertical advection, partially compensated by deceleration due to tidal vorticity advection (see (4)). This acceleration is collocated with a conversion from TKE to MKE via tidal vertical momentum fluxes (see Fig. 8 ), suggesting that this might be interpreted as the result of vertical momentum flux convergence by tides at the shelf break. The tidal acceleration is localized along the shelf break ( Fig. 9) , typically coinciding with stretches of steep continental slope and high TKE, consistent with the phenomenology of tidal rectification (Garreau and Maze 1992; Chen and Beardsley 1995) . In §3d we showed that the mean overturning circulation across the shelf break is also primarily driven by tidal acceleration (Fig. 10) . Thus, while previous studies have highlighted the importance of tides for the ASC in specific regions (e.g., Robertson 2001; Flexas et al. 2015) , our findings indicate that tides serve as a primary driver of the along-slope circulation and mean overturning of the ASF in all sectors of the Antarctic margins considered in this study (Fig. 12) .
While we found a relatively minor role for eddies at the shelf break, in the Amery/East Antarctica sector they produce a substantial acceleration of the ASC over the continental slope. These accelerations coincide with conversion from EKE to MKE via horizontal momentum fluxes directed up the mean momentum gradient (Fig. 8) , suggesting that they can be interpreted as eddy horizontal momentum flux convergence forcing the mean flow (e.g., Stewart and Thompson 2016; Li et al. 2016 ). It is not clear from our diagnostics why eddies drive the mean flow, rather than vice versa, but we speculate that the mechanism is topographic rectification of quasi-geostrophic flows (e.g., Brink 2016; Wang and Stewart 2018 ). In contrast to the tidal acceleration of the shelf break jet, the eddy acceleration of the slope current is less consistent between different sectors of the Antarctic margins (Fig. 12) . This may be a consequence of variations in the EKE over the continental slope, perhaps due to varying proximities of the continental slope to the energetic ACC to the north.
b. Implications and outlook
Together the above results imply that the ASC's shelf break current is accelerated by tidal rectification to the extent that the ocean is only weakly accelerated westward by the sea ice, if at all (e.g., Fig. 6 ). Indeed, our analysis in Appendix C suggests that over the course of a year, the shelf break jet may cycle through states in which it is accelerated by winds, weakly accelerated by the overlying sea ice, or acting to accelerate the sea ice, while in all seasons experiencing approximately the same tidal acceleration. Theoretical or comprehensive models of the ASC that exclude the effects of tides therefore likely underrepresent the strength of the shelf break jet associated with the ASF (Fig. 3) , and so may underestimate ocean and sea ice transport around Antarctica. Furthermore such models would not capture the dominance of the tides in driving the cross-shelf overturning circulation (Fig. 10) , which transports surface waters shoreward and acts to steepen isopycnals in the ASF. Various previous studies have emphasized the role of the wind in transporting surface waters across the continental shelf break (see, e.g., Nøst et al. 2011; Stewart and Thompson 2012; Spence et al. 2014; Zhou et al. 2014; Greene et al. 2017; Paolo et al. 2018) . Further work will be required to determine how tides modify the response of the ASC to wind variability (e.g., Armitage et al. 2018) and to historical and future wind trends (Hazel and Stewart 2019) .
While the LLC 4320 simulation's high spatial resolution and output frequency make it well suited to the analysis of eddy and tidal dynamics at the Antarctic margins (Padman et al. 2009; Stewart and Thompson 2015b) , it carries several substantial caveats. For example, we were unable to diagnose pressure forces directly, requiring that we infer them approximately as a residual of other terms (Fig. 7) . While no net along-isobath pressure force is possible around the entire continent (see §3a), we cannot completely exclude the possibility of local contributions that substantially influence the along-isobath circulation budget. We have also been unable to assess the effect of buoyancy forcing on the ASF, due, for example, to localized inputs of freshwater from floating ice shelves along the coast Hattermann 2018) , which are excluded by the LLC 4320 simulation's simplified distribution of continental runoff (see §2). In addition to changing the baroclinic structure of the ASF/ASC, buoyancy forcing also serves to drive overturning circulations in density space and thereby indirectly enters the along-slope circulation budget, though its vertically-integrated contribution is zero (Stewart and Thompson 2016) .
The model's omission of dense shelf water (DSW) production is likely causing it to underestimate the effect of eddies in regions such as the western Ross and Weddell Seas, where eddies may receive more of their energy as a result of buoyancy forcing than wind forcing (Lane-Serff and Baines 1998; Stewart and Thompson 2016) . The export and DSW, and the return flow of CDW and other water masses onto the continental shelf, are therefore also absent from our diagnostics of the overturning circulation in Fig. 10 . Due to the model's high horizontal resolution, it would likely simulate DSW overflows if the integration could practically be continued for a longer period (Newsom et al. 2016; Dufour et al. 2017) , though this also raises the possibility of the stratification and circulation drifting far from observations. The simulation also only represents one annual realization of the Antarctic atmospheric forcing sampled from substantial interannual vari-ability (e.g., Gordon et al. 2015; Langlais et al. 2015) . The one-year duration of the simulation appears to be sufficient to avoid distortion of the eddy and tidal statistics, based on the consistency of the eddy/tidal acceleration between seasons (see Appendix C) and the eddy/tidal heat transports between the one-year LLC 4320 and two-year LLC 2160 simulations ). However, longer simulations at higher resolution will be required to quantify drivers of seasonal and interannual variations in the ASF and ASC. Finally, the model's bathymetry product (Smith and Sandwell 1997) differs qualitatively from the real continental shelf and slope in the Amundsen and Bellingshausen sectors, precluding an accurate diagnosis of the ASC's dynamics in these sectors (see Stewart et al. 2018) .
There are also various caveats to our analysis approach. Both of the coordinate transformations (isobath-following and barotropic streamline-following) discussed in §2e produce somewhat distorted representations of the average structure and forcing of the shelf break jet and should be interpreted accordingly. As emphasized in §2d, our "eddy" and "tidal" components only approximately correspond to their representative flow phenomena, and include other flows that evolve on comparable time scales. For example, the effect of tides could be more accurately isolated via tidal harmonic analysis (Foreman and Henry 1989) and the "eddy" component may also include phenomena such as low-frequency coastal-trapped waves (Kusahara and Ohshima 2014; Spence et al. 2017 ) and the oceanic response to synoptic wind variability (e.g., Davis et al. 2018) . Our analysis options were strongly constrained by the computational cost of performing operations on the very large volume of model output (see Stewart et al. 2018 ), a problem that might be ameliorated in future by improved computational infrastructure and tools for working with large datasets. The computational burden could further be reduced by conducting regional simulations of the full Antarctic margins, which would also allow for inclusion of ice shelf cavities and updated continental shelf bathymetry.
In summary, the circum-Antarctic acceleration of the ASC's shelf break jet by tides leads to a qualitatively different momentum balance and mean overturning of the ASF than would be expected due to winds alone (e.g., Nøst et al. 2011; Stewart and Thompson 2016) , while eddies contribute substantially to the acceleration of the ASC in specific sectors of the continental slope. However, the various caveats attached to the LLC 4320 simulation and the limitations of our analysis leave many open questions to be addressed in future studies. In particular, the combined impact of DSW export and tides on the ASC may introduce qualitative changes in the dynamics, albeit likely confined to localized regions (Baines and Condie 1998) . Fig. 11 indicates that the mean along-isobath flow of the ASC varies substantially between different sectors of the continent, but the dynamical processes responsible for these variations remains to be explored. Our results also highlight the importance of mechanical interaction between the ocean and the sea ice in the ASC's shelf break jet but the implications of oceanic acceleration on sea ice drift around Antarctica remain to be explored. Finally, our results offer little insight into the sensitivity of the ASC to the modeled tidal amplitudes, atmospheric forcing, ambient offshore stratification, and sea floor geometry, and thus little insight into past and potential future changes in the ASC. We suggest that progress on these fronts will require high-resolution circum-Antarctic regional modeling, process-oriented simulations to more clearly isolate different ASC drivers, and additional observational deployments in regions of strong tidal and eddy ASC forcing. detailed recommendations that improved the manuscript. This material is based in part upon work supported by the National Science Foundation under Grant Numbers OCE-1538702, ANT-1543388, and OCE-1751386 
APPENDIX A

Additional model evaluation
Here we discuss additional evaluation of the LLC 4320 simulation, which is limited by the paucity of simultaneous high-resolution hydrographic and velocity measurements across the ASC. In Fig. A14 we present plots analogous to those shown in Fig. 2 , but using observations from the ADELIE deployment (Thompson and Heywood 2008) in the western Weddell Sea. Both the modeled and observed meridional velocities exhibit multiple, northward, primarily barotropic jets. In this section, however, the absence of AABW in the model leads to more substantial differences in the stratification over the slope and shelf break, compared to Fig. 2 .
As emphasized in §2b, quantitative agreement between the model and observations should not be expected because the former is an annual mean and the latter an approximately instantaneous snapshot. In Fig. A15 we replicate Fig. 2 using output from the LLC 2160 simulation averaged over the month of February 2012, rather than over a full annual cycle. Despite comparing the model output with observations taken in the same calendar month, Fig. A15 does not exhibit discernibly better agreement between the modeled and observed ASC states than Fig. 2. APPENDIX B
Sensitivity to model output frequency
As discussed in §2d, all diagnostics from the LLC 4320 simulation were calculated using 6-hourly instantaneous model output for computational efficiency, though hourly output is available. In Fig. B16 we test the sensitivity of the computed accelerations due to vorticity advection and vertical advection to the frequency of the model output in a subset of the Amery sector (see Stewart et al. 2018) in the LLC 2160 simulation. In each case we have subtracted the corresponding accelerations associated with the time-mean, so the curves in Fig. B16 correspond to the total acceleration due to all transient flows. While there are ∼100% differences in the result between output frequencies of 24 hours and 6 hours, higher frequencies yield only small (∼10%) changes in the computed accelerations. This is consistent with similar results presented by Stewart et al. (2018) for the cross-slope heat fluxes.
In §3a we noted that we could not directly calculate the pressure gradient term in (16). This is because, unlike all other terms in (16), the calculated pressure gradient term does not converge under refinement of the model output frequency. Fig. B17 shows the along-isobath circulation over the entire Amery/East Antarctica sector in the LLC 2160 simulation, calculated using several different output frequencies. The differences in the acceleration between hourly and 2-hourly output frequencies are comparable to those between 4-hourly and 6-hourly output frequencies, so evidently convergence has not been achieved. While it appears that the magnitude of the acceleration is Thompson and Heywood 2008) . (a,b) Potential temperature (colors) and neutral density (black contours) calculated following Jackett and McDougall (1997) . Labels indicate neutral densities on each isopycnal in kg m −3 . (c,d) Zonal velocity contoured every 0.01 m s −1 (colors) and 0.04 m s −1 (black contours). In panels (a) and (c) the dashed black lines indicate locations at which CTD cast and lowered ADCP measurements were taken. becoming progressively smaller, it is not possible to accurately extrapolate to the actual circulation forcing. We speculate that high-frequency surface waves may be the source of this issue, which highlights the need for online averaging in future model studies of Antarctic tides, particularly for the pressure field.
APPENDIX C
Seasonal cycle
The ASC and the near-Antarctic winds exhibit a pronounced seasonal cycle (Mathiot et al. 2011; Su et al. 2014; Peña-Molino et al. 2016 ) that could, in principle, comprise part of the "eddy" component of the flow as defined in this study. To distinguish the role of seasonal variability we re-calculated our circulation budget diagnostics for 12 months of the LLC 2160 simulation in the Amery/East Antarctica sector. Specifically, for each month from October 2011 to September 2012, we reproduced the analysis discussed in §2 and §3 but defining the long-time average • e as an average over that month. In Fig. C18 we plot key diagnostics of the along-slope circulation and forcing, averaging the monthly diagnostics into 3-month seasonal periods: October-December (OND), January-March (JFM), April-June (AMJ) and July-September (JAS). Fig. C18 (a-c) shows that the surface flow of the ASC and the surface stress exhibit large seasonal variations across the shelf break and shelf, with the flow speed varying by a factor of ∼2 and the stress varying from negative (eastward) values in winter to positive (westward) values in summer, with an annual-mean of approximately zero on the shoreward flank of the ASC jet. It is therefore somewhat surprising that the shear between the annual-mean sea ice flow and annual-mean surface flow so closely predicts the annual-mean stress in Fig. 9 . In contrast, the advective accelerations in Fig. C18(d-f) show very little (up to ∼20%) variation between seasons. We conclude that the eddy component is primarily associated with submonthly variability.
APPENDIX D
Barotropic streamfunction coordinates For each panel the circulation tendency was calculated as described in §2e for a sub-domain of the Amery region (see Fig. 1 ), between 70.7E and 79.0E and between 68.3S and 65.1S. In each case we calculated the total circulation tendency due to all transient flows, using the LLC 2160 simulation for computational efficiency.
In §2e we discuss two coordinate systems: one following isobaths and one following mean barotropic streamlines. We prefer the former because the latter intro-duces some practical complexities: the sectors shown in Fig. 1 were constructed to remove offshore seamounts and plateaus that would otherwise lend spurious contributions FIG. B17. Sensitivity of circulation forcing due to pressure gradients to model output frequency. For each frequency the circulation tendency was calculated as described in §2e for the combined Amery/East Antarctica region (see Fig. 1 ). These results have been calculated using the LLC 2160 simulation for computational efficiency.
to the calculated along-isobath circulation . However, to perform the analysis in barotropic streamline-following coordinates we additionally found it necessary to exclude all areas deeper than 3000m, in order to exclude localized offshore recirculations. Even with these modifications, there remain some local recirculations over the shelf that manifest as negative streamfunction coordinates in Figs. 6(b) and D19. Fig. D19 is identical to Fig. 7 but posed in barotropic streamline-following coordinates rather than isobathfollowing coordinates. In this alternative coordinate system the circulation budget yields qualitatively similar results, in that the surface stress is suppressed in the core of the ASC jet as a result of tidal advective acceleration along streamlines. However, there are also some notable differences between Figs. D19 and 7; for example, surface stress exceeds the bottom stress on the shoreward and offshore sides of the ASC jet when diagnosed in streamlinefollowing coordinates, but not in isobath-following coordinates (see also Fig. 6 ). Such discrepancies likely result from deviations of barotropic streamlines from isobaths, which become more pronounced away from the shelf break jet (Fig. 3) .
APPENDIX E
Mean/eddy/tidal energy budget decomposition
In §3 we used the transfer of energy between the mean and transient components of the flow to complement our circulation budget analysis, facilitating interpretation of the diagnosed eddy and tidal accelerations of the ASC.
While decomposition of the energy reservoirs into mean and transient components is common practice in the study of geophysical fluids (e.g., Vallis 2006), we could not find an explicit decomposition appropriate to flows across three different time scales. We therefore provide the full mean/eddy/tidal energy budget here for completeness, though we only use a small subset of these equations in our analysis (see §3b).
The MKE, EKE and TKE reservoirs are defined in (8). In addition to these, we define the potential energy, PE ≡ −bz.
By extending standard derivations (e.g., Vallis 2006), we write equations for the time-evolution of the depthintegrated MKE, 
and the depth-integrated PE,
FIG. C18. Seasonal variations in (a) circulation and (b-f) forcing of the Antarctic Slope Current in the combined Amery/East Antarctica sector (see Fig. 1 ). Panels (b-f) show the along-slope circulation tendency due to (b) surface stress, (c) bottom stress, (d) mean advection, (e) eddy advection and (f) tidal advection. In each panel the lower abscissa corresponds to an approximate measure of distance from the coast (see §2e), while the upper abscissa corresponds to isobaths. These seasonal diagnostics were performed using output from October 2011 to September 2012 in the LLC 2160 simulation for computational efficiency. In each panel the dashed black line corresponds to the 1-km isobath and approximately separates the continental shelf break from the continental slope.
FIG. D19. Terms in the along-flow circulation budget in the combined Amery/East Antarctica sector (see Fig. 1 ). (a) Complete budget, (b) decomposition of the total advection into mean, eddy and tidal components, (c) decomposition of the vorticity advection into mean, eddy and tidal components and (d) decomposition of the vertical advection into mean, eddy and tidal components. In each panel the lower abscissa corresponds to an approximate measure of distance from the coast (see §2e), while the upper abscissa corresponds to barotropic streamlines. In each panel the dashed black line corresponds to the 1-km isobath (calculated via the along-streamline averaged sea floor depth) and approximately separates the continental shelf break from the continental slope.
Here (E2) is approximate because we have neglected the time-mean tidal forcing G t t,e , and in (E6) we denote nonconservative sources and sinks of buoyancy asḃ. In (E2)-(E6) the conversion terms MKE → EKE, MKE → TKE, PE → EKE and PE → TKE are given by equations (20a), (21a), (19a) and (19b) respectively. We additionally define the rate of energy conversion from MKE to PE as
and the conversion from EKE to TKE as EKE → TKE = −u t u t t · ∇u e e − u t w t t · ∂ u e ∂ z e . (E8)
Finally, we define the flux of MKE,
the flux of EKE,
the flux of TKE,
and the flux of PE
Here U = (u, v, w) is the three-dimensional velocity vector.
