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Dedication
Among other mathematical subjects, Optics and Astronomy came
in turn, and when I read of the many charming discoveries that
had been made by means of the telescope, I was so delighted with
the subject that I wished to see the heavens and Planets with my
own eyes thro’ one of those instruments.
William Herschel [1, p. 59]
To J & K, who definitely come before L.
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Abstract
The Herschel Space Observatory (Herschel), a flagship mission of the European
Space Agency (ESA), is comprised of three cryogenically cooled instruments commissioned
to explore the far-infrared/submillimetre universe. Herschel’s remote orbit at the second
Lagrangian point (L2) of the Sun-Earth system, and its cryogenic payload, impose a need
for thorough instrument characterization and rigorous testing as there will be no possibility
for any servicing after launch.
The Spectral and Photometric Imaging Receiver (SPIRE) is one of the instrument
payloads aboard Herschel and consists of a three band imaging photometer and a two band
imaging spectrometer. The imaging spectrometer on SPIRE consists of a Mach-Zehnder
(MZ)-Fourier transform spectrometer (FTS) coupled with bolometric detector arrays to
form an imaging FTS (IFTS). This thesis presents experiments conducted to verify the
performance of an IFTS system from a space based platform, i.e. the use of the SPIRE
IFTS within the Herschel space observatory. Prior to launch, the SPIRE instrument has
undergone a series of performance verification tests conducted at the Rutherford Appleton
Laboratory (RAL) near Oxford, UK. Canada is involved in the SPIRE project through
provision of instrument development hardware and software, mission flight software, and
support personnel. Through this thesis project I have been stationed at RAL for a period
spanning fifteen months to participate in the development, performance verification, and
characterization of both the SPIRE FTS and photometer instruments.
This thesis discusses Fourier transform spectroscopy and related FTS data process-
ving (Chapter 2). Detailed discussions are included on the spectral phase related to the FTS
beamsplitter (Chapter 3), the imaging aspects of the SPIRE IFTS instrument (Chapter 4),
and the noise characteristics of the SPIRE bolometer detector arrays as measured using the
SPIRE IFTS (Chapter 5). This thesis presents results from experiments performed both on
site at the RAL Space Science and Technology Department (SSTD) Assembly Integration
Verification (AIV) instrument test facility as well as from the Astronomical Instrumentation
Group (AIG) research laboratories within the Department of Physics & Astronomy at the
University of Lethbridge.
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Thesis Format
This thesis uses the following conventions:
Equations Equation units are included in square brackets after the equation (e.g., [cm/s]
indicates that an equation has units of centimetres per second). Those units which are
not given, to avoid confusion, are listed here. If the units of a numbered equation are not
given, and the type of equation is not discussed here, the equation is unitless. The units
for an FTS interferogram in this work will typically be one of three representations. The
first possibility of interferogram units is the Volt (V), as the detector electronics measure
the changes in voltage of a current biased bolometer. Another interferogram unit is the
arbitrary data unit (ADU). The ADU is the raw number output as digitized by the FTS
detector electronics’ analog to digital conversion (ADC). The final interferogram unit is
the Watt (W), which arises from converting the measured detector voltage into the optical
power incident on the detector during the interferogram measurement. If other source
factors are known, then the interferogram may also be expressed in terms of [unit]/m2 or
[unit]/(m2 sr). Other variants of these units may also be used such as mV (10−3 V) and pW
(10−12 W). The spectrum will be in units reciprocal to the interferogram. Therefore, the
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spectrum may be in units of ADU/
√
cm−1 , V/
√
cm−1 , W/
√
cm−1 , etc. The actual units
of the interferogram/spectrum are not necessarily important provided there is consistency
between the two, i.e. the correct reciprocal units are used for both. In some equations, the
units are not important; for example, a Fourier series may be calculated for a function with
units of height, dollars, Volts, Watts, etc. where the operation is the same regardless of the
unit. The units of such generic equations will not be listed with the equation.
Units An attempt has been made to use Syste`me International d’Unite´s (SI) units and
constants. There are exceptions where non-SI units are more commonly used in this field.
One example of this is the use of cm and cm−1 (wavenumber) for optical path difference
and frequency. Another exception is the units used for angles. Radians (rad.), degrees
(deg./◦), arcminutes (′), and arcseconds (′′) will all be used depending on the context
of the discussion. In Chapter 3, the reference to some angles such as pi, pi/2, etc. in
radians provides greater clarity than the use of degrees, especially when referring to their
use in trigonometric functions. In other aspects, such as discussing small deviations from
pi, pi/2, etc. the use of degrees as units seems to be more clear. Although some may find
this interchanging of units frustrating it is the author’s view that it makes the content
easier to read. This is a very subjective choice. In Chapter 4, the units for angles are more
consistently ′′, ′, and degrees. If the unit of an angle is not stated in an equation, and the
angular units do not cancel out, the angle is assumed to be in radians. Non-SI units will
be introduced as necessary.
1Chapter 1
Introduction
Ah, but a man’s reach should exceed his grasp, or what’s a
heaven for?
Robert Browning [3, p. 157]
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In this chapter a brief introduction to Herschel and SPIRE is provided along with
a summary of the ground based performance verification testing of SPIRE conducted at the
Rutherford Appleton Laboratory. A summary of the work performed during the completion
of the Ph.D. degree requirements is provided. Finally, some of the scientific motivations for
this work are introduced.
1.1 The Herschel Space Observatory
Herschel is one of the cornerstone missions in the ESA science Horizon 2000 plan [4]
designed to study the far-infrared (FIR)/submillimetre (submm) region of the electromag-
netic spectrum. Contrary to Herschel’s uninhibited view of the FIR/submm, the Earth’s
atmosphere is highly opaque in this region of the spectrum; this is primarily due to water
vapour absorption. Although the best astronomical observatory sites in the world enjoy a
small number of narrow spectral windows during nights when the atmosphere above them is
particularly dry, the majority of the FIR/submm astronomical spectrum is unexplored [5].
The 3.5 m diameter Herschel primary mirror is the largest of its kind possible for a space mis-
sion [4]. A photograph of Herschel, taken during the final stages of ground based spacecraft
integration testing, is shown in Figure 1.1. The three instruments on Herschel (Spectral and
Photometric Imaging Receiver(SPIRE), the photoconductor array camera and spectrometer
(PACS), and the Heterodyne Instrument for the Far-Infrared (HIFI)), shown in Figure 1.2,
are complementary and provide astronomers access to the full FIR/submm band at a vari-
ety of spectral resolutions ranging from the low- to medium-resolution provided by PACS
and SPIRE, to the high-resolution provided by HIFI. Herschel’s main scientific objectives,
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Figure 1.1: Photograph of the fully assembled Herschel Space Observatory. Photo: ESA
in our own and nearby galaxies, are spectroscopy of both star forming regions and stellar
evolution [4]. For more distant sources, Herschel’s main objectives are galactic and deep
extragalactic imaging surveys [4].
The Herschel primary mirror is passively cooled during flight to ˜80 K and is
expected to have an emissivity of ˜1% (the temperature and emissivity are to be confirmed
following launch). The fact that emission from the Herschel primary mirror is the principle
source of noise for the SPIRE bolometer detectors [6] (see Chapter 5) is a testament to their
sensitivity. The Herschel optical bench, which is cryogenically cooled with a superfluid liquid
helium cryostat, is expected to maintain the Herschel instruments at operating temperatures
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Figure 1.2: The three instruments (HIFI (front-right), PACS (front-left) and SPIRE (back))
on the Herschel optical bench undergoing telescope assembly and integration testing. Photo:
Astrium
for 3 – 5 years of observation time.
Herschel’s operational orbit is about a location in the Sun-Earth system called
the second Lagrangian point (L2), some ˜1.5 million km from the Earth [7]. This orbit
provides a cool/dark environment, uninterrupted access to the full FIR/submm spectrum,
and access to virtually the entire sky over the course of a year, providing Herschel the low
background needed for photometry and the uninterrupted wavelength coverage ideal for
spectroscopy. There is strong motivation to verify instrument performance fully and con-
duct a comprehensive instrument calibration during ground based instrument performance
verification testing prior to launch because the L2 orbit is not accessible to any type of
service mission.
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1.2 The Spectral and Photometric Imaging Receiver (SPIRE)
SPIRE comprises an IFTS covering wavelengths between 194 – 672 µm, and a
three-band imaging photometer operating over the same spectral region with bands centred
at approximately 250, 350 and 500 µm [8]. The SPIRE FTS instrument is shown in Figure
1.3. A photograph of the fully assembled, flight-qualified SPIRE instrument, taken just
prior to Herschel instrument integration testing, is shown in Figure 1.4. Both the SPIRE
photometer and spectrometer use feedhorn coupled bolometer arrays [9]. The individual
bolometers are composite detectors using a neutron transmutation doped (NTD) germanium
thermistor element attached to a Silicon Nitride micromesh spider-web substrate [10, 11],
coated with a metallic film to match the impedance of free space, as the absorbing layer [12].
Spatial modulation of the telescope signal is provided to both instruments either by a two
axis beam steering mirror, or by scanning the telescope across the sky [13].
The IFTS found within SPIRE is of the Mach-Zehnder configuration [14], contain-
ing two novel broadband intensity beamsplitters [15]. The SPIRE IFTS has a field-of-view
(FOV) of 2.6’ and two spectral pass-bands of wavelengths 194 – 324 µm (spectrometer
short wavelength (SSW)) and 316 – 672 µm (spectrometer long wavelength (SLW)) [16],
each observed by an array of bolometer detectors. A schematic diagram of the SPIRE FTS
is shown in Figure 3.1 (Chapter 3). One of the two SPIRE FTS optical input ports admits
radiation incident from the astronomical source while the other optical input port of the
FTS contains a calibration source (the Spectrometer Calibrator (SCAL)) which is in place
to compensate for emission from the telescope primary mirror (see Chapter 3).
Frequency modulation of the source signal is provided by the SPIRE FTS mech-
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Figure 1.3: Photograph of the SPIRE FTS instrument. Light incident on the telescope
enters the SPIRE FTS in the upper right corner of the figure (A). The internal blackbody
source (SCAL) is in the lower right portion of the figure (B). The SPIRE FTS mechanism
is in the centre of the image (C) and the SPIRE FTS detector arrays are on the left hand
side (D). Photo: SPIRE Consortium, RAL
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Figure 1.4: Photograph of the SPIRE instrument prior to integration on the optical bench
of the Herschel cryostat. Photo: SPIRE Consortium, RAL
anism (SMEC), which modulates the optical path difference (OPD) between the two op-
tical paths of the FTS instrument [17]. The SPIRE FTS astronomical observation tem-
plates (AOTs) provide three standard spectral resolutions: low, medium, and high (i.e.
∆σ = 1.0, 0.25, 0.04 cm−1) [18]. Low-resolution mode is ideal for continuum spectropho-
tometry while high-resolution mode is optimal for mapping regions of broad molecular
rotational transitions, e.g. CO rotational dynamics in a molecular cloud.
The SPIRE science program consists of two primary themes: extragalactic and
galactic surveys. The goal of the SPIRE extragalactic deep survey is to cover a large area
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of sky to a depth that is at the confusion limit for galaxies [19]. For the galactic portion,
SPIRE will survey nearby molecular clouds to detect complete samples of pre-stellar, proto-
stellar, and young-stellar objects. Therefore, SPIRE must be sensitive enough to detect
faint objects and cover large areas in a reasonable time while having sufficient dynamic
range to measure bright and faint sources simultaneously. Similar sensitivity requirements
exist for SPIRE extragalactic observations; for these, the available spatial resolution of
SPIRE precludes the same level of cloud dynamic analysis, however, given SPIRE’s broad
spectral coverage and sensitive detectors, it is hoped that important spectral features, such
as molecular rotational transition lines, will be observed at a variety of redshifts.
Prior to the launch of Herschel, the performance of the SPIRE instrument was
verified and calibrated during a series of pre-vibration, vibration, and post-vibration ground-
based tests. These tests are referred to as cryogenic qualification model (CQM) and Proto-
flight model (PFM) test campaigns; the CQM model of the SPIRE instrument, with a
limited functionality, was verified prior to the development of the fully functional PFM
of SPIRE. Vibration testing is performed in order to simulate the expected acceleration
environment of a rocket launch. Pre- and post- vibration testing are conducted to verify
that the instrument will survive launch, and that instrument performance is not affected
by the adverse launch environment. Shortly after launch, the Herschel mission undergoes
its performance verification (PV) phase of operations where the instrument performance
capabilities under the actual observatory space background environment are tested for the
first time.
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1.3 My Contribution to SPIRE
During the defence of my M.Sc. thesis [20], one of the examiners asked how much
of the work presented in the thesis was my own. While somewhat surprised by the question,
I stated that all of the work presented was my own. It is somewhat difficult to define strict
boundaries on the division of efforts in a project such as Herschel/SPIRE, where individuals
and teams perform specific tasks that contribute towards a much greater whole. While the
work presented in this thesis is, in fact, my own, there are many research teams, each with
several expert scientists and engineers, collaboratively working on the SPIRE project. This
section is included to outline my level of involvement with the project and the work I did
towards the completion of this thesis. §1.3.1 & §1.3.2 outline my participation in SPIRE
PFM testing and subsequent data analysis, respectively. An overview of the publications
that have resulted from my participation in this work is provided in §1.3.3. At the end
of the chapter, the work I have done in the context of each subsequent thesis chapter is
summarized in §1.5.
My participation in the SPIRE project is in partial fulfillment to the Canadian
contribution to Herschel/SPIRE which provides Canadian astronomers access to the Her-
schel/SPIRE guaranteed time observation program. As a more direct recognition for my
personal contribution to the project thus far, I have been awarded the title of SPIRE Asso-
ciate Scientist and have priority access to SPIRE observation data through the SPIRE in-
terstellar medium specialist astronomy group (SAG-4) guaranteed time key project (GTKP)
(see §1.4).
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1.3.1 Participation in SPIRE Ground Based Performance Verification
Testing
I first became involved in the SPIRE project after completing my B.Sc. in Engi-
neering Physics at the University of Alberta, Edmonton in the spring of 2003. Initially, I
worked in Dr. Naylor’s laboratory as an employee of the University of Lethbridge under a
Natural Sciences and Engineering Research Council (NSERC) Undergraduate Student Re-
search Award (USRA) for a semester long work-term to get my feet wet in preparation for
graduate studies. During this work-term our research group developed, constructed, tested,
and delivered a test-facility FTS (TFTS) to the SPIRE AIV facility at RAL; developed
control software for the Test FTS (TFTS); and developed an FTS data processing toolkit
software package [21] in the Interactive Data Language (IDL). Throughout my graduate
studies I have regularly used both the TFTS and its associated control software, and the
IDL data processing toolkit.
From September 2003 to August 2005 I worked towards my M.Sc. in Physics
on the spectral characterization of the SPIRE photometer. As part of my studies, I was
stationed at RAL, in the UK, for a six month period from January to June 2004 during
the performance verification testing of the SPIRE instrument CQM. During this time I
used the TFTS coupled with the SPIRE photometer detectors to characterize the spectral
performance of the SPIRE photometer. I was also serving as a full time member of the
Instrument Control Centre (ICC) staff on the Instrument Test Team (ITT). Incidentally,
the SPIRE cryo-cooler, which contains pressurized Helium and needs special certification
in order to be transported via air courier, needed to return to Commissariat a l’Energie
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Atomique (CEA) between the CQM-1 and CQM-2 test campaigns. Sending me with the
cooler by rail was much simpler than flying it, so I spent an entire day on various trains
making sure that a key component of SPIRE remained safe during transport, and had an
opportunity to see the CEA facility in Grenoble, France.
Upon completion of my M.Sc. I was again stationed at RAL between September
and December of 2005 as an ICC staff member on the ITT. During this time the PFM-2
instrument test campaign was conducted. I also participated in the SPIRE/PACS parallel
mode testing at EADS/Astrium in Munich, Germany, conducted shortly after the comple-
tion of PFM-2 testing.
Under an NSERC postgraduate scholarship, I began my Ph.D. research project in
January 2006. While the focus of my M.Sc. research project was on using the calibrated
TFTS to evaluate the performance of the SPIRE photometer, this Ph.D. research project
focuses on the performance and calibration of the SPIRE FTS itself. I was again stationed
at RAL between November 2006 and February 2007, which included the PFM-4 instrument
test campaign. During PFM-4, in addition to my standard duties in the ITT, I was respon-
sible for developing, implementing, and analyzing all of the tests related to development
of the photometer relative spectral response function (RSRF) calibration data product for
each of the three photometer detector arrays of the SPIRE flight model. I was also heavily
involved in the implementation and analysis of the series of experiments verifying the spec-
tral performance of the SPIRE IFTS, including studies of: instrumental line-shape (ILS)
across both detector arrays, obliquity effects, input port compensation, and detector noise
performance.
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Table 1.1: Summary of SPIRE instrument testing.
Test Dates
CQM-1 2/2/2004 – 13/2/2004
CQM-2 25/8/2004 – 14/10/2004
SPIRE/PACS parallel mode 7/11/2005 – 9/11/2005
PFM-1 22/2/2005 – 8/4/2005
PFM-2 17/8/2005 – 20/10/2005
PFM-3
15/3/2006 – 13/4/2006,
25/4/2006 – 5/7/2006
PFM-4 20/10/2006 – 29/1/2007
PFM-5 2/2/2007 – 16/3/2007
While there are many aspects of the PFM test campaigns that have not been
discussed, the timeline presented here is intended to put my participation in the project
in perspective with the progression of my graduate studies. A summary of the SPIRE
instrument test campaigns is provided in Table 1.1. In short, I have been stationed full
time at RAL to participate in instrument performance verification testing for a period
spanning 15 months since joining the project. While I was stationed in the UK, my time
was primarily devoted to instrument testing itself; notwithstanding, significant effort on the
data analysis side was also required. Although some analysis was performed on site in the
UK, much of the subsequent data analysis took place off-line, upon returning to Lethbridge,
and is discussed in §1.3.2.
1.3.2 Data Analysis
For every hour spent collecting data in the laboratory, another several hours are
often needed in the analysis of the collected data. Many of the experiments that I performed
in SPIRE PFM testing involved generating scripts that would be initiated at the conclusion
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of the evening shift in the lab and left to run all night until the morning shift started up the
following day, generating a significant amount of data to work with. As a quick measure,
a properties search of the “SPIRE” directory where I store all of the CQM/PFM raw and
analyzed data on my desktop computer reveals 32,391 files within 678 Folders occupying a
total of 74.4 GB of hard disk space. A search of my “IDL” directory reveals 2,931 files within
109 folders occupying 80.4 MB of disk space; this corresponds to˜10
6 lines of scripting code
(with a reasonably large error bar on this number). Although there is some redundancy in
the storage system that I have adopted, and the true measure of data stored and created in
various formats would take more time to generate than it is worth, the approximate numbers
above speak to the sheer volume of data and analysis that I have become intimately familiar
with over the years that my efforts have been dedicated to this project.
As part of my involvement in SPIRE, I am an active participant of the SPIRE data
analysis group (SDAG). SDAG meetings provide the principle discussion forum for PFM
test analysis progress and results among the instrument teams. I prepared and presented
material related to many aspects of both the SPIRE photometer and spectrometer for
SDAG meetings. I also worked in collaboration with many others on data processing and
analysis, data archiving and distribution, interpretation of results, creation of additional
experiments, etc.
As mentioned above, I was responsible for the determination of the RSRF for each
of the three photometer detector arrays. In addition to the design and execution of the
experiments required to obtain such data, I was responsible for its subsequent analysis. This
involved processing many nights worth of FTS interferogram scans, sorting high, medium,
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and low quality observations, looking for any significant differences and/or trends across
each array, and finally averaging the results to provide one calibration file per array.
SPIRE instrument development progression requires a series of science verification
reviews (SVR), the passing of which represent significant milestones in the instrument
development progress. In preparation for an SVR, technical reports on many aspects of
the instrument performance and development are required. I participated as a co-author of
the SVR reports on the SPIRE instrument throughput [22–24].
Much of the SPIRE CQM and PFM data that I have analyzed will contribute to
the analysis of SPIRE flight astronomical observation data in one form or another. The
beamsplitter emission and port compensation work (Chapter 3) provides valuable instru-
ment characterization data and guides the requirements for calibration observations during
the flight PV phase. Chapter 3 also provides input for a specific module which has been
added to the SPIRE data processing pipeline software to correct for port compensation
anomalies. The obliquity effect results (Chapter 4) contribute important information for
the removal of instrumental effects from the final spectra. The sensitivity and noise results
(Chapter 5) provide verification of the theoretical bolometer model using ground-based per-
formance verification measurements, which in turn allows prediction of the detector noise
performance once the final space environment is known.
1.3.3 Publications
While working with the SPIRE project, I have had valuable opportunities to
present my work to a variety of audiences. Although the majority of this dissemination
of knowledge comes in the form of conference submissions, I have also submitted work in
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the form of: journal manuscript submissions, internal technical reports, telescope observa-
tion proposals, and departmental and graduate student colloquia presentations.
As mentioned above, my M.Sc. thesis [20] presents the use of an FTS external to
the SPIRE cryostat to determine the spectral characterization of the SPIRE photometer
detector arrays.
The International Society for Optical Engineering (SPIE) Astronomical Telescopes
and Instrumentation conference series is held every two years and represents the main
conference for presenting current progress on large space and astronomy projects currently
under development. I am the lead author on three submissions to SPIE conferences: one
paper discussing the use of the TFTS in SPIRE instrument testing [25], and two discussing
performance of the SPIRE FTS [16, 26]. I am also a co-author on several other SPIE
submissions discussing progress on FTS analysis and SPIRE test results [8, 27–29].
In alternate years to the SPIE conference, the Optical Society of America (OSA)
holds a topical meeting on Fourier transform spectroscopy. I have been the lead author
on three OSA-FTS submissions: a paper on the optimization of FTS phase correction [30],
FTS OPD metrology calibration [31], and a paper discussing a study of FTS beamsplitter
anomalies [32]; I was also a co-author on another OSA-FTS submission [33].
Our research group has also presented work at the Institute of Electrical and
Electronics Engineers (IEEE) Infrared Millimetre Waves – Terahertz (IRMMW-THZ) con-
ference series. I presented results on SPIRE FTS port compensation [34] and beamsplitter
emission [35], in 2007 and 2008, respectively. I have also presented work at the Canadian
Astronomy Society (CASCA) [36–38] and the Canadian Remote Sensing Society annual
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meetings [39,40].
Within the project environment, I am a co-author on several technical reports
submitted for instrument SVR meetings [22–24], and am a proposer on the SAG-4 GTKP
observation proposal [41]. A manuscript submission on FTS metrology calibration has been
published in Applied Optics [42], and, at the time of thesis submission, several manuscripts
are in preparation for submission based upon work presented in this thesis. I have also been
personally acknowledged in two published journal articles [43, 44]. In all, I have been the
lead author on four oral and seven poster presentations given at international conferences,
have been co-author on five international conference submissions, and have presented my
work on campus and in the community many times. I have also published in a peer reviewed
research journal and reviewed articles submitted to research journals as part of the peer
review process. Although Herschel was initially scheduled for launch in early 2007 [45], the
complexity in developing and testing each instrument, integrating all of the instruments
with the telescope, and the pioneering nature of the project, led to delays which pushed
the launch to 14 May 2009. An unfortunate consequence of these delays is that no Herschel
flight data is presented in this thesis. I am, however, still involved with the project and
plan to be working with Herschel data as part of my post-doctoral research.
1.4 Interstellar Medium Specialist Astronomy Group
As mentioned above, I have been given the title of associate scientist for my con-
tribution to the SPIRE project. This title provides access to guaranteed time observation
data once Herschel is in flight. In this section, the science goals of the SAG-4 GTKP, of
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which I am a member, are introduced.
Herschel observation time is primarily divided into open time and guaranteed
time. Approximately 64% of observation time is open time which is available to the entire
astronomical community. Guaranteed time, which is given to the instrument teams to
compensate for contributions to the project, is allocated 32% of observation time. The
remaining 4% is discretionary time. The SPIRE guaranteed time program is divided into
specialty areas with access to guaranteed time observations given to the various instrument
and science project teams in return for their contributions to the project. Guaranteed time
program priorities include: high redshift galaxies, galaxies in the local Universe, galactic star
formation, the interstellar medium, and local solar system objects. The SAG-4 interstellar
dust evolution proposal [41], submitted April 2007, has been accepted into the SPIRE
GTKP observation program.
The SAG-4 observations utilize both SPIRE and PACS mapping and imaging
spectroscopy to build on, with greater spatial resolution, previous surveys such as those
performed by IRAS [46, 47] and DIRBE [48]; SAG-4 will also compliment ISO [49–51]
and Spitzer [52] observations. The dust evolution observations are divided into several
categories: shock-processed dust [53], cirrus and molecular clouds [54,55], photo-dissociation
regions (PDR) [51, 56, 57], and star forming regions [58–61]. The high spatial resolution
provided by SPIRE observations of the physical and chemical conditions prevailing in the
cold phases of the interstellar medium (ISM) will enable study of the behavior of interstellar
gas and dust both before and during star formation.
Stars form through the collapse of fragmented dense cloud cores in the ISM [62].
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At each stage of the star formation process physical conditions can be traced through
dust emission; dynamical dust processes govern the stellar initial mass function (IMF) [63].
While the SPIRE specialist astronomy group (SAG)-3 GTKP will map star forming re-
gions, SAG-4 will follow up on these mappings with FTS observations which will be used to
derive changes in dust properties and gas conditions. The dust spectral energy distribution
(SED) will be constrained more precisely, an unbiased spectral survey of the lines in the
FIR/submm will be available, and a measure of gas temperature and density will be possi-
ble with appropriate spectral lines (e.g. CO). Spectroscopy of star forming regions will be
performed on pre-stellar cores, Class 0 and Class 1 protostars, and hot PDRs surrounding
galactic H II regions. Sources selected also have low-resolution Infrared Space Observatory
(ISO)/ long wavelength sensor (LWS) spectra available. In a discussion comparing theo-
retical models of ISM molecular cloud dynamics with observations, Goldsmith [64] states,
“This has not been an area in which much success has been achieved at longer wavelengths,
which suggests that there is still something fairly basic missing in our understanding . . . It is
possible that the multiple [spectral] lines available with Herschel will provide critical new in-
formation, since the different lines will have a large range of optical depths and thus sample
different portions of the cloud.” These high priority programs for Herschel require sensitive
continuum imaging in several bands to carry out surveys, a low-resolution spectroscopic
mode to obtain detailed SEDs of selected objects, and a high-resolution spectroscopic mode
to measure key spectral lines.
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1.5 Thesis Summary
An introductory review of FTS is provided in Chapter 2. This chapter includes
a discussion of Fourier theory including relevant mathematics, and an introduction to FTS
instrumentation.
Chapter 3 includes a study of FTS beamsplitter phase and emission. While an-
alyzing SPIRE spectrometer data after the conclusion of all PFM testing, a unique effect
was noticed within the recorded data. In this effect, an odd symmetry attributed to the
FTS beamsplitter is observed in FTS interferograms when both spectral inputs are well
balanced. Although there was not an opportunity to study this effect further with the
SPIRE FTS as testing was completed and the instrument team no longer had access to
the instrument, further experimentation was performed locally in University of Lethbridge
AIG laboratories with an FTS instrument similar to SPIRE. I designed and constructed
two identical, temperature controlled, blackbody sources for the two inputs of the FTS. I
assisted in the rebuilding of a single pixel submm cryogenic detector to use with our lab-
oratory FTS. Subsequently, I conducted a series of experiments to further investigate the
effects of beamsplitter emission. As a result of this study, the SPIRE FTS observing modes
were fundamentally redesigned and an additional process was included in the SPIRE FTS
data processing software pipeline [65].
The imaging aspects of the SPIRE IFTS are discussed in Chapter 4. While at
RAL, I participated in experiments designed to explore the obliquity effects associated with
an IFTS. These experiments included the use of a molecular laser and photonic mixer as
unresolved spectral line sources incident on the SPIRE FTS detector arrays. In Chapter
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4, the results are presented for an investigation of the change in ILS and shift in observed
source frequency as a function of axial detector position. Although some experiments were
performed during earlier PFM test campaigns, the results presented in Chapter 4 are from
the PFM-4 tests alone as some instrument changes took place prior to PFM-4. The obser-
vations with the molecular laser used to produce these results were recorded at RAL over
a period of several days and involved several hours of preparatory work getting the laser
operational each day. The photonic mixer was provided on loan from another group at RAL
and was only available one day during PFM-4 testing. The molecular laser scans comprise
˜1 GB of raw data and ˜7 GB of processed data products while the photonic mixer data is
comprised of˜233 MB of raw data and˜2 GB of processed data products; the processed data
products mentioned above include both intermediate data products such as interferograms
interpolated onto an evenly spaced OPD grid and low-resolution phase correction spectra,
and the desired final data products such as co-added, high-resolution, spectra.
A study of the performance of the SPIRE bolometer detectors is provided in Chap-
ter 5. The analysis presented in Chapter 5 includes both simulation work and observational
data analysis. I performed all of the theoretical bolometer simulation work presented in the
IDL language, although it was heavily based on simulations performed by Dr. Matt Griffin
in the SPIRE Sensitivity Models document [6]. The IDL model which I developed did add
to Dr. Griffin’s theoretical model, as I simulated the background radiation from the labora-
tory and cryostat environment in addition to the expected in-flight telescope environment
radiation which was included in the original model [6]. I conducted all of the FTS analysis
presented in Chapter 5 and I also performed all of the rotational carbon monoxide (CO)
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analysis and simulations.
Conclusions, the current status of Herschel, and future work are presented in
Chapter 6.
22
Chapter 2
Fourier Transform Spectroscopy
and FTS Data Processing
The major laws of spectral lines . . . as well as their significance for
chemistry appeared to me like a miracle . . . This is the highest
form of musicality in the sphere of thought.
Albert Einstein [66, p. 115]
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The popularity of Fourier transform spectroscopy (FTS) as a diagnostic tool in
the physical sciences owes much to the astronomical community which pioneered many of
the important developments in this field [67, 68]. This chapter gives an overview of FTS
and its underlying mathematical principles. Fourier series and integrals are introduced. A
description of a classical Michelson interferometer is provided. The principal advantages
of a Fourier transform spectrometer (also abbreviated as FTS) are reviewed including the
Jacquinot, Fellgett, and Connes advantages. Practical considerations in the use of an FTS
such as sampling the interferogram, natural apodization arising from the optical design
of the interferometer, and the impact of various noise contributions to the interferogram
on the derived spectrum are also discussed. Chapters 3 & 4 provide further details on
beamsplitters and imaging FTS, respectively.
2.1 A Brief History
A technique for analyzing periodic functions was developed by Jean Baptiste
Joseph Fourier (1768 – 1830), now known as Fourier’s Theorem [69, 70]. This method
expresses any function as a linear combination of orthogonal sinusoids and cosinusoids.
Originally developed to analyze heat flow in solids [71], it was not until a century later
that Fourier’s theorem became appreciated as the powerful analytical tool that it is today.
Indeed, one is hard pressed to find a branch of the physical sciences in which this theo-
rem is not applied. Other scientists contemporary to Fourier, including Euler, Lagrange,
and Gauss, also made contributions to the field of Fourier/trigonometric series as it was
emerging [72].
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The roots of Fourier transform interferometry date back to the 1880’s when Dr.
Albert Michelson [73] invented the interferometer and realized the basic concepts of Fourier
transform spectroscopy while attempting to detect the Earth’s motion through the proposed
luminiferous ether [74]. Interferometry and Fourier analysis were not exploited at that time
due to the lack of computational power and extremely poor detector sensitivity [75–77].
Michelson invented a mechanical analog computer, called a harmonic analyzer [78], capable
of performing Fourier transforms of about 80 data points, but this was not extensively used
for Fourier transform spectroscopy. Michelson measured ‘visibility curves’ [79] with his eye
and made crude estimates of the spectrum. The Michelson interferometer is described in
detail in §2.5 of this chapter.
The first interferogram (see §2.5) was recorded in 1911 by Rubens and Wood [67]
who used a microradiometer to record the interference signal. Lacking the computational
power to compute the Fourier transform of the recorded signal directly, Rubens and Wood
computed the Fourier transform of educated guesses of simple spectra for comparison with
the measured signal. It was not until 1958 that the first Fourier transform was computed
numerically by Fellgett [80], who was also the first to recognize the multiplex advantage
of Fourier transform spectrometers (§2.6.2). In 1960, Jaquinot recognized that an FTS
conveys a significant throughput advantage over other types of spectrometer (§2.6.1) [81].
The breakthrough that took FTS from the domain of a very few scientists to a common
diagnostic tool found in every chemistry undergraduate laboratory was the rediscovery of
the fast Fourier transform (FFT) algorithm by Cooley and Tukey in 1965 [2]. The FFT
algorithm was subsequently introduced to Fourier spectroscopy by Forman [82] in 1966.
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History has shown that an algorithm similar to the FFT developed by Carl F. Gauss was
found in an unpublished manuscript amongst his collected works, although its existence was
not known to Cooley and Tukey [72]. In fact, it is also possible that Gauss’ work on Fourier
series coefficient analysis pre-dates the original work of Fourier [72]. An algorithm similar
to the FFT was published in 1942 by Danielson and Lanczos [83, 84], who give credit to
Runge and Ko¨nig [85] as the source of their method [86]. The first application of FTS to
astronomy was published in 1969 by Janine & Pierre Connes [68]. Now in the 21st century,
FTS systems have been selected as the spectrometer of choice in several current and future
space astronomy missions [87–94].
2.2 Fourier Series
Fourier’s theorem states that a periodic function, f(z), of period Zo, can be ex-
pressed as a series of harmonic functions whose periods are integer submultiples of Zo (i.e.
Zo/n where n = 1, 2, 3 . . .). The trigonometric form of the Fourier Series representation is
given by
f(z) =
ao
2
+
∞∑
n=1
[an cos(nωoz) + bn sin(nωoz)] , (2.1)
where
ωo =
2pi
Zo
(2.2)
is the fundamental frequency and the functions cos(nωoz) and sin(nωoz) form a set of
mutually orthogonal basis vectors. The constants ao, an, and bn are given by
ao =
2
Zo
∫ z1+Zo
z1
f(z)dz , (2.3)
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an =
2
Zo
∫ z1+Zo
z1
f(z) cos(nωoz)dz n = 1, 2, 3, ... , (2.4)
and,
bn =
2
Zo
∫ z1+Zo
z1
f(z) sin(nωoz)dz n = 1, 2, 3, ... . (2.5)
Using Euler’s formula [95], the Fourier series may be expressed in an exponential form given
by
f(z) =
∞∑
n=−∞
dne
inωoz , (2.6)
where
dn =
1
Zo
∫ z1+Zo
z1
f(z)e−inωozdz , (2.7)
and the amplitudes of the spectral components are split between positive frequencies (+n),
and negative frequencies (−n).
The Dirichlet conditions [96] must be met in order for a Fourier series to exist (weak
condition) and be convergent (strong conditions). The weak Dirichlet condition states that
in order for a function, f(z), to have a Fourier series it must be absolutely integrable over
one period, i.e.
∫
Zo
|f(z)|dz <∞. The two strong conditions require a finite number of 1)
finite discontinuities, and, 2) extrema, in one period. Thus, any periodic waveform that can
be generated in the laboratory automatically satisfies the strong Dirichlet conditions, and
hence possesses a convergent Fourier series.
2.3 Fourier Integrals
As the spacing between harmonic frequencies decreases and the limits of the Fourier
series are extended to infinity, the Fourier series representation (Equation 2.6) can be re-
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placed by the Fourier integral representation given by
f(z) =
∫ ∞
−∞
F (σ)ei2piσzdσ , (2.8)
where the expression is known as the reverse (or inverse) complex Fourier transform [97,98].
In this case, optical path difference, i.e. z (cm), and wavenumber, i.e. σ (cm−1), are
reciprocal Fourier transform variables. Another common Fourier pair is time (t), measured
in seconds, and frequency (ν), measured in Hz. The spectrum, i.e. F (σ), is given by
F (σ) =
∫ +∞
−∞
f(z)e−i2piσzdz , (2.9)
and is known as the forward complex Fourier transform. Euler’s formula may be used
on either forward or reverse complex Fourier transforms to obtain sine and cosine Fourier
transform expressions.
2.4 Properties of Fourier Transforms
In this section, some of the important Fourier transform properties which are
relevant to this thesis will be introduced. Table 2.1 outlines the symmetry properties of
Fourier transforms and a summary of Fourier Theorems is provided in Table 2.2. For
a full review of the Fourier transform properties summarized in Table 2.2, the reader is
referred to the literature [98–100]. This section will discuss aspects of symmetry, Fourier
transform pairs, and Fourier Theorems. Due to their importance, specific functions such as
the Dirac Delta function, the boxcar function, and the cardinal sine function (i.e. the sinc
function [99]), are introduced directly.
Consider a cosinusoid of spatial frequency σo (cm−1) defined over the range z ∈
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(−∞,+∞) of the form
f(z) = cos (2piσoz) . (2.10)
The Fourier transform of f(z) is expressed as
F (σ) =
1
2
δ(σ − σo) + 12δ(σ + σo) , (2.11)
where
δ(σ′) =

∞ for σ′ = 0
0 for σ′ 6= 0
(2.12)
and ∫ +∞
−∞
δ(σ′)dσ′ = 1 (2.13)
represents the Dirac delta function [99]1, and σ′ = σ±σo. The Fourier transform of an even
cosine results in two delta functions of equal magnitude at ±σo. The Fourier transform of
a real valued even function produces a real valued result with even symmetry with respect
to the positive and negative frequencies.
Similarly, the Fourier transform of an odd function in z ∈ (−∞,+∞) of the form
f(z) = sin (2piσoz) (2.14)
is given by
F (σ) =
−i
2
δ(σ − σo) + i2δ(σ + σo) . (2.15)
The Fourier transform of a real valued odd function produces an imaginary valued result
with odd symmetry with respect to the positive and negative frequencies. Since an arbitrary
function can be decomposed into a linear combination of symmetric and antisymmetric
1Any reference to the delta function in this thesis refers to the Dirac Delta function unless otherwise
stated.
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components, there is no loss of generality in this approach. Fourier transform symmetry
properties for a variety of functions are shown in Table 2.1.
Table 2.1: Symmetry properties of Fourier transform pairs, where z and σ represent the
spatial and spectral domains, respectively.
f(z) F (σ)
Real Imaginary Real Imaginary
even 0 even 0
odd 0 0 odd
0 even 0 even
0 odd odd 0
asymmetric 0 even odd
0 asymmetric odd even
even odd asymmetric 0
odd even 0 asymmetric
even even even even
odd odd odd odd
asymmetric asymmetric asymmetric asymmetric
The boxcar function is encountered frequently in both the spatial and frequency
domains in Fourier analysis and is given by
Π(z) =

1 |z| ≤ L
0 |z| > L
, (2.16)
where 2L is the range of the function, centred about 0. The Fourier transform of f(z) = Π(z)
is the well known sinc function
F (σ) = 2L sinc(2piσL) = 2L
sin (2piσL)
2piσL
. (2.17)
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Table 2.2: Fourier theorems [100,101].
Theorem f(z) F (σ)
Addition/Superposition f1(z) + f2(z) 
 F1(σ) + F2(σ)
Scalar multiplication kf(z) 
 kF (σ)
Parseval’s
∫ +∞
−∞
|f(z)|2dz =
∫ +∞
−∞
|F (σ)|2dσ
Wiener-Khintchine f∗(z) ∗ f(−z) 
 |F (−σ)|2
Reversal f(−z) 
 F (−σ)
Symmetry F (z) 
 2pif(−σ)
Scaling (a real) f(az) 
 1|a|F (
σ
a
)
OPD shift f(z − zo) 
 F (σ)e−i2piσzo
Frequency shift (σo real) f(z)ei2piσoz 
 F (σ − σo)
OPD convolution f1(z) ∗ f2(z) 
 F1(σ)F2(σ)
Frequency convolution f1(z)f2(z) 
 F1(σ) ∗ F2(σ)
OPD modulation f(z)× cos(2piσoz) 
 12F (σ − σo) + 12F (σ + σo)
OPD differentiation
dnf(z)
dzn

 (i2piσ)nF (σ)
OPD integration
∫ z
−∞
f(z′)dz′ 
 F (σ)
i2piσ
+ piF (0)δ(σ)
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2.5 The Michelson Interferometer
The simplest form of an FTS is a Michelson interferometer [76] which operates
on the principles of the division and subsequent interference of light. The path that light
travels through a Michelson interferometer from the source to detector (Figure 2.1) is as
follows:
1. Light from a source enters the interferometer (and is collimated by a lens or mirror if
required) resulting in a plane wave.
2. The resulting plane wave is then split (ideally into two equal amplitude waves) by the
beamsplitter.
3. These waves travel and reflect from the FTS mirrors (one fixed (3a) and one movable
(3b)) and are directed back on themselves towards the beamsplitter.
4. The reflected waves are recombined at the beamsplitter where two resultant waves are
formed, one traveling back to the source, and the other one to the detector.
5. A detector placed at the focus of the final optics records the interference of the com-
bined waves of light, resulting in an intensity variation that depends on the phase
difference between the interfering waves known as an interferogram.
An FTS spectrometer may also be constructed in a Mach-Zehnder (MZ) configuration. The
MZ-FTS operates under the same principles as the Michelson FTS and is introduced in §3.1.
In the case of an ideal interferometer, when the OPD between the two paths is zero,
all frequency components exhibit zero phase difference and constructive interference occurs
simultaneously for all wavelengths; this position of the FTS translation stage is referred
to as the position of zero optical path difference (ZPD). The variation of optical path
difference by the motion of the moving mirror from one limit, through the point of ZPD, to
the other limit constitutes a scan (e.g. −L→ ZPD → +L). The optical signal recorded by
the detector for the duration of a scan is called the interferogram. The relationship between
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Figure 2.1: Diagram of a classical Michelson interferometer [102].
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the interferogram and spectrum is most easily explained using a monochromatic source; the
extension to general spectral sources is straightforward and follows.
2.5.1 Monochromatic Input Sources
Consider a monochromatic beam of frequency σo entering the interferometer. The
input beam is divided in two by the beamsplitter. The electric fields describing these two
beams, starting in phase at the point just prior to the beamsplitter, can be written as
E1(z1, t′) = E0reiρrmei2pi(σoz1−νt
′)teiτ [V/m]
E2(z2, t′) = E0teiτrmei2pi(σoz2−νt
′)reiρ [V/m]
, (2.18)
where: E0 is the amplitude of the incident electromagnetic wave of angular frequency
ω = 2piσo, t′ is the propagation time, teiτ is the beamsplitter transmission, reiρ is the
beamsplitter reflection, rm is the reflection coefficient of each mirror which is taken to
be real valued, and z1 and z2 are the lengths of the optical paths traveled by the two
beams, respectively. The total electric field at the detector (ED) is given by adding the two
individual electric fields from Equation 2.18. Since the detector is unable to respond fast
enough, the detector measures the intensity of incident radiation rather than the oscillation
of the electric field. For example, a typical bolometer has a frequency response of less than
or equal to 100 Hz while a wavelength of 100 µm corresponds to a frequency of 3 THz.
Thus, a detector placed at the output of an FTS measures a total intensity at the detector
which is proportional to the square of the magnitude of the total electric field [76] and is
given by
Io(z) =
co
2
|ET |2 = coE20RmRT [1 + cos (2piσoz)] [W/m2] , (2.19)
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where c is the speed of light, o is the permittivity of free space, z = z1 − z2 is the OPD,
Rm = r2m is the reflectance of the mirrors, and R = r
2 and T = t2 are the reflectance and
transmittance of the beamsplitter, respectively. In the case of an ideal interferometer, the
beamsplitter reflects and transmits 50% of the incident light, and the mirrors are perfect
reflectors. The interferogram is seen to be composed of a constant term and a modulation
term, which is given by the cosine function. It is customary to ignore the constant term
as it contains no spectral information. Considering only the modulated term, the above
expression is simplified by substituting B(σo) = co|Eo|2 to describe the intensity of the
monochromatic source and may be given by
Io(z) = RmRTB(σo)[cos (2piσoz)] . (2.20)
The Fourier transformation of Equation 2.20 is comprised of two symmetric delta functions
at ±σo, i.e. B(σo)δ(σ ± σo)/2, neglecting for the moment the constant amplitude terms
RmRT . In the monochromatic example, the spectrum B(σ) is only nonzero at frequencies
±σo and is zero elsewhere.
2.5.2 Polychromatic/Broad Input Sources
When a spectral source contains more than one frequency component, the linear
transform properties of the Fourier transform (Table 2.2) guarantee that the resultant in-
terferogram can be expressed as a superposition of interferograms for many monochromatic
sources of different frequencies, i.e.
I(z) = RmRT
∫ +∞
−∞
B(σ) cos(2piσz)dσ . (2.21)
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The above expression, neglecting the constant RmRT term for the moment, is simply the
cosine Fourier transform of the source spectrum B(σ). The spectrum can be recovered by
the inverse cosine Fourier transform of the interferogram as follows
B(σ) =
1
RmRT
∫ +∞
−∞
I(z) cos(2piσz)dz . (2.22)
In the ideal case, B(σ) and I(z) are real valued, allowing a savings of a factor of two by
measuring from ZPD to +L rather than −L ≤ z ≤ +L. In practical applications, opti-
cal, electronic, mechanical, and sampling effects break the symmetry of the interferogram.
Analysis of the resulting asymmetric interferogram requires the use of the complex Fourier
transform (Equations 2.9 & 2.8) and the process known as phase correction [20,30]. Phase
correction is discussed in detail in my M.Sc. thesis [20].
2.6 FTS Advantages
The FTS possesses several advantages when compared with other types of spec-
trometer. These include: high throughput (Jacquinot advantage), broad simultaneous spec-
tral coverage (Fellgett advantage), and intrinsic frequency calibration (Connes advantage),
which are discussed in turn below.
2.6.1 The Jacquinot Advantage
The high throughput of the FTS is known as the Jacquinot advantage [81]. FTS
throughput is defined as the product of the area of the input light beam A (m2) and the solid
angle Ω (sr) contained within the beam; this quantity is also known as the e´tendue or light-
grasp. The controlling factor for the throughput is usually the most expensive component of
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the spectrometer; in the case of an FTS this is typically the beamsplitter. All interferometers
possessing circular symmetry (eg. FTS or Fabry Perot interferometers) have significantly
higher throughput, compared with dispersive spectrometers such as grating spectrometers,
where the throughput is determined by the narrow entrance and exit slits, whose width
can only be increased at the expense of lower resolution. A similar relationship between
throughput and resolution exists for an FTS, but it is far less severe as will be shown in
§2.7.3.
2.6.2 The Fellgett Advantage
The multiplex advantage [80] of an FTS, also known as the Fellgett advantage, is
due to the exposure of an interferometer to all spectral components of a signal simultane-
ously. By comparison, in a dispersive spectrometer [102] only a narrow range of wavelengths
are measured by a single detector.
For the case in which the noise is independent of the signal amplitude, the ratio
of the FTS signal-to-noise ratio (S/N) compared to that of a grating spectrometer is pro-
portional to the square root of the number of resultant spectral elements [103]. Ceteris
paribus, an FTS will have a much higher S/N than a grating spectrometer. Moreover,
it should be noted that due to the narrow entrance and exit slits of a grating spectrom-
eter [102], the throughput of an FTS is typically two orders of magnitude larger than a
grating spectrometer, which leads to an even greater increase in S/N.
Advances in detector array technology allow grating spectrometers to observe en-
tire spectral ranges simultaneously. An FTS, however, can use the same detector arrays to
observe, simultaneously, many spatial components of the source, thus retaining a multiplex
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advantage [75], which is now spatial rather than spectral. Such a system is known as an
imaging FTS (see Chapter 4).
The multiplex advantage of an FTS becomes a multiplex disadvantage when de-
tectors are background limited, i.e. photon or source noise is the dominant noise source.
Even under such conditions the FTS retains the Jacquinot advantage (§2.6.1).
2.6.3 The Connes Advantage
The Connes advantage [104] is that the intrinsic frequency scale calibration of an
FTS spectrum is uniquely determined from the OPD sampling of the interferogram. In
comparison, dispersive spectrometers have nonlinear frequency scales which are determined
by the fabrication limitations of the dispersive element. Wavelength calibration of such
systems requires high-resolution observations of several monochromatic sources and fitting
a polynomial to these data which is subsequently used to establish the nonlinear scale.
Although it is not required, FTS frequency scale calibration can be verified by a single
observation of a monochromatic source such as a laser.
In addition to the absolute frequency calibration, the FTS also presents the best
instrumental line-shape of any spectrometer. The FTS ILS is determined by the maximum
OPD recorded and is independent of frequency. It is practical to compare, or even subtract,
standard reference spectra taken with different FTS instruments. This is even true for very
complex reference spectra. By comparison, the same is not true for grating spectrometers,
where the ILS is dependent on the fabrication of the dispersive element, the detector size
and position within the focal plane, and the wavelength.
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2.7 Practical Considerations
There are many situations in which the performance of an FTS is less than ideal.
This section discusses some of the considerations required in the use of real world FTS
instruments.
2.7.1 Sampling and Spectral Resolution
The Nyquist sampling theorem [105, 106] states that a DC band-limited signal
may be perfectly reconstructed if the data sampling frequency is twice that of the highest
spectral content of the signal being sampled. Other conditions on the Nyquist sampling
theorem are similar to convergence requirements in a Fourier series and are satisfied given
that the interferogram is actually measured. For the sampling of an interferogram, the OPD
sampling interval must satisfy the following
∆z ≤ 1
2σband
[cm] , (2.23)
where ∆z is the optical sampling interval (in cm) and σband is the spectral bandwidth of
the signal (in cm−1). For DC band-limited spectra, σband is equivalent to σmax, the highest
spectral frequency component (cm−1). The maximum observable or Nyquist frequency,
σNq, is given by the relation:
σNq =
1
2∆z
[cm−1] . (2.24)
It is common practice to measure the interferogram in equal increments of optical
path difference, which allows use of the FFT algorithm. The FFT algorithm [2] computes the
discrete Fourier transform ofN data points on the order ofN log2N operations, as compared
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to an order of N2 operations for the discrete Fourier transform algorithm. Therefore, the
FFT provides a time savings on the order of log2NN . Proper use of the FFT algorithm in
FTS data processing requires at least one unique data point at ZPD. Failure to sample the
position of ZPD exactly results in phase errors in the spectrum [20].
The derivation presented in §2.5 for determining the spectrum from the interfer-
ogram involved integrating the OPD from −∞ to +∞. In practice, interferograms cannot
be measured out to infinity in either direction of OPD and are measured, rather, to a finite
maximum OPD, i.e. L. As a result, independent spectral data points are evenly spaced by
a finite interval, ∆σ, which is given by
∆σ =
1
2L
[cm−1] . (2.25)
The ILS of an FTS is actually wider than ∆σ, however, again due to the finite OPD
measurement in the interferogram. A finite interferogram can be thought to be an ideal
interferogram extended out to ±∞, multiplied by a rectangular function Π(L). The convo-
lution theorem (Table 2.2) illustrates that the finite truncation of the interferogram results
in a sinc function being convolved across the spectrum in the reciprocal Fourier domain [75].
The full width at half maximum (FWHM) of the FTS ILS is given as follows
∆σFTS-FWHM ' 1.2072L [cm
−1] . (2.26)
Thus, FTS spectra have an inherent sinc ILS and the resolution of an FTS is variable
depending on the OPD length L selected for an interferogram.
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2.7.2 Noise
There are many different sources of noise introduced into the measurement of
interferograms. These noise sources can typically be categorized as optical, electrical, me-
chanical, thermal, and perhaps catastrophic.
Optical noise consists of photon noise and source noise. Photon noise (ςphoton) is
due to statistical fluctuations in photon arrival which is proportional to the square root of
the average rate of photons arrival (n [photons/s]), modified by the Bose-Einstein factor as
follows [107,108]
ςphoton =
√√√√n( ehcσ/kbT
ehcσ/kbT − 1
)
[photons/s] , (2.27)
where h is the Planck constant, c is the speed of light, kb is the Boltzmann constant, and
T is the source temperature. The Bose-Einstein correction factor becomes particularly
important at long wavelengths. Source noise arises from periodic and random variations
in source intensity over time, e.g. the proportional-integral-derivative (PID) oscillations
of a controlled blackbody source, and can have contributions of either flat, 1/f spectral
distribution, or both [76]. Other sources of optical noise include any optical contribution
that does not originate from the desired source such as cosmic rays, spacecraft pointing
errors, etc.
Other noise sources can be categorized as Johnson noise, phonon noise, shot noise,
and 1/f noise [109]. Johnson noise, which has a flat spectral profile, is associated with the
thermal motion of charge carriers in a resistive device, and has a root-mean-square (rms)
noise voltage given by
VJ rms =
√
4kbTR∆f [V] , (2.28)
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where T [K] is the temperature of the resistive component, R [Ω] is the component resistance,
and ∆f is the signal bandwidth [Hz]. Thus, Johnson noise can be minimized by narrowing
the bandwidth, lowering the temperature of the resistive element, or both. Phonons are
quantized lattice vibrations within any solid state device. The statistical variation in phonon
distribution effects the thermal conductivity and thus the bolometer operating point. Any
variations in phonon flux are thus sensed by the bolometer circuit and result in another
electrical noise component [109, 110]. Shot noise results from time-dependent fluctuations
in electrical current caused by the quantized electron charge, and occurs frequently in solid-
state devices such as tunnel junctions, Schottky diodes, and p-n junctions. 1/f noise, which
is known for its 1/f spectral profile, is perhaps the most studied and least understood
detector noise source [107]. Poor electrical contacts between a detector and connecting
electrodes is a partial explanation of 1/f noise. An empirical expression for 1/f noise is
given by [107]
i1/f rms = a
√
iαD∆f
fβ
[A] , (2.29)
where a is a proportionality constant, α and β are constant of value ˜2 and ˜1, respectively,
iD is the detector current (A), and ∆f and f are the bandwidth and frequency (Hz). The
most common method to overcome 1/f noise is to increase the signal modulation frequency
such that the 1/f noise falls off.
Ideally, an FTS is designed such that all noise is reduced to the point where pho-
ton noise dominates through careful alignment and proper choice of detectors, optics, and
readout electronics. Random noise levels may be reduced through improving interferometer
stage metrology, source stability (if possible), signal averaging, and reducing digitization
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errors. The random noise contribution to the interferogram can never be completely re-
moved but can be minimized through careful FTS design, observation planning, and data
processing techniques.
2.7.3 Natural Apodization
In the case of a point source located at the input focus of an interferometer, the
resulting collimated beam has no divergence and thus the overlap of the recombined beams
from the interferometer is independent of OPD. In reality, however, all interferograms suffer
from some degree of distortion due to the divergence of radiation within the interferometer.
In a real interferometer the entrance aperture has a finite size, meaning that a beam entering
the interferometer is divergent and the overlap between the recombined beams depends upon
OPD; this leads to the phenomenon known as natural apodization.
Consider light entering an interferometer at an angle α from the optical axis (see
Figure 2.2). Whereas the OPD for on-axis light is simply z, the off-axis OPD becomes
z cos(α) (see Appendix A). The resulting interferogram intensity is determined by integrat-
ing over the solid angle Ω. For a monochromatic source, the interferogram may be given
by
I(z) =
∫ ΩM
0
cos [2piσoz cos (θ)]dΩ , (2.30)
where θ ranges from 0 to α and ΩM is the total solid angle. Using dΩ = sin θdθdφ in a
spherical coordinate system, the above expression may be evaluated analytically for any α
as follows
I(z) = 2pi[1− cos (α)]sinc
[
2piσoz(
1− cos (α)
2
)
]
cos
[
2piσoz(
1 + cos (α)
2
)
]
. (2.31)
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Entrance
Aperture
Optical axis
Figure 2.2: Diagram of off-axis light due to a finite sized entrance aperture on an FTS.
In the case where α is small, two approximations can be made: first, the small angle
approximation, cos(α) ≈ 1−α
2
2
, and, second, a circular aperture at the focus of a collimating
mirror has solid angle Ω = piα2. The following simplification of Equation 2.31 results in
I(z) ≈ Ω sinc
[
2piσoz(
Ω
4pi
)
]
cos
[
2piσoz(1− Ω4pi )
]
. (2.32)
The finite entrance aperture of an interferometer results in the interferogram being
multiplied by a sinc function, which is equivalent to the shape of the ILS changing and a
shift in the frequency scale of the corresponding spectrum. For a monochromatic source
at frequency σo, the spectral line appears to be at σo for the on-axis signal, but for the
most oblique rays with the shortest OPD (z′ = z cos(α)) the spectral line will be shifted to
σo[1 − Ω/(2pi)]. Thus the observed line will be centred at σo[1 − Ω/(4pi)] and will have a
width increase of Ωσo/(2pi). Therefore, spectral resolution greater than Ωσo/(2pi) cannot
be achieved as the rectangular convolution has broadened all spectral features. Resolving
power of an interferometer is given as
R =
σ
∆σ
. (2.33)
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The limit on spectral resolution can be related to resolving power as follows:
R ≤ σ(
σΩ
2pi
) = 2pi
Ω
, (2.34)
where the inequality above is known as the Jacquinot criterion [76]. The Jacquinot criterion
places an upper limit on the attainable resolving power of an interferometer for a given Ω,
which in turn is determined from the entrance aperture and feed optics of the interferometer.
For a single pixel FTS in which the detector is placed on-axis, the ILS including
divergence is a sinc function convolved with a rectangle function. The situation for off-axis
detectors becomes far more complex and is discussed in Chapter 4.
2.8 Conclusions
This chapter has introduced the mathematics behind the operation of an FTS. The
classical Michelson interferometer design was introduced and the Jacquinot, Fellgett, and
Connes advantages of the FTS have been explored. Practical limitations in the application
of the FTS in areas such as natural apodization, sampling, noise, symmetry, resolution,
finite travel, and finite aperture size have been discussed. The FTS, with its simple opto-
mechanical design, broad spectral coverage, high throughput and variable resolution make it
the spectrometer of choice for measurements of weak astronomical signals at submillimetre
wavelengths as witnessed by the selection of FTS instruments for active missions such as
AKARI [89], SCUBA-2 [111], and Herschel [8], and planned missions such as SPICA [90],
FIRI [91], and SPIRIT [112].
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Chapter 3
Fourier Transform Spectrometer
Beamsplitter Emission
When we are listening to several different tones we can tell them
apart, but when we look with our eyes at a mixture of colors we
cannot tell the parts from which it was made, because the eye is
nowhere near as discerning as the ear in this connection.
However, with a spectroscope we can analyze the frequencies of
the light waves and in this way we can see the very tunes of the
atoms that are in the different stars.
Richard Feynman [113, p. 3-7]
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In Chapter 2, key practical aspects of Fourier spectroscopy were reviewed. In
this chapter, I explore the effects of beamsplitter phase and emission on the measured
interferogram signal; these effects become particularly important at long wavelengths. It
is not widely appreciated that in the Mach-Zehnder design, the input beamsplitter can
itself be a source of emission which produces a modulated signal component at the output
of the interferometer. If this is not properly accounted for in FTS data processing, it
will lead to errors in the resulting spectrum. This chapter discusses the theory behind
the contribution of FTS beamsplitter emission to the interferogram. A model based on
this theory has been developed to allow comparison with experimental data obtained with
two FTS instruments that have been shown to exhibit a modulated component of the
interferogram due to beamsplitter emission. One of these instruments is the SPIRE FTS
[17], and the other is an astronomical MZ-FTS which was developed for ground based
observations from the James Clerk Maxwell Telescope (JCMT) [114] similar in design to
SPIRE. Unless otherwise stated, the SPIRE FTS will be referred to as SPIRE and the
other FTS will be referred to as the MZ-FTS.
3.1 Dual Input/Output FTS
All FTS interferometers have two input ports and two output ports. In the case of
a Michelson interferometer, each port is a superposition of both an input and an output port.
One consequence of the Michelson interferometer is that 50% of the input flux is returned
to the source. By comparison, the MZ-FTS instrument design [14] ensures independent
access to all four ports of the interferometer. Figure 3.1 illustrates an MZ-FTS where the
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Figure 3.1: Diagram of a Mach-Zehnder FTS [14].
input ports are labeled A and B, and the output ports are labeled 1 and 2. In practice,
this design is implemented using two beamsplitters [115], however the same result could be
implemented with one large beamsplitter. A key advantage of the MZ-FTS design is that
all input radiation reaches the output ports with none returning to the source. A schematic
of the SPIRE FTS is shown in Figure 3.1, where input A represents the input port viewing
the sky and a spectrometer calibration source is positioned at the second input port (B).
Suppose sources of frequency σo with electric field intensity EA at input A and
EB at input B are incident on the FTS shown in Figure 3.1. The input irradiance of A is
IA = co2 |EA|2 while that of B is IB = co2 |EB|2 (Equation 2.19). Each output port of the
FTS sees each of the input ports through one of two combinations of optical paths, either
a symmetric or an asymmetric combination. The symmetric modulation involves each of
the interfering beams being both reflected and transmitted by a beamsplitter once. The
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asymmetric modulation involves one beam being reflected by a beamsplitter twice whereas
the other interfering beam is transmitted by a beamsplitter twice. The irradiance at each
output port due to the symmetric optical paths, i.e. output port 1 due to input B and
that of output port 2 due to input A, is comparable to that given by Equation 2.19. The
output irradiance observed for the asymmetric optical paths, however, differs from the form
of Equation 2.19. The total irradiance at either output for frequency σo including both
inputs is the superposition of that expected from either source independently and is given
by
I1(z, σo) = IARm[R2 + T 2 + 2RT cos (2piσoz + 2Φ)]
+2IBRmRT [1 + cos (2piσoz)]
, (3.1)
and
I2(z, σo) = IBRm[R2 + T 2 + 2RT cos (2piσoz − 2Φ)]
+2IARmRT [1 + cos (2piσoz)]
, (3.2)
where the substitution of Φ = ρ − τ is made (see Equations B.1 & B.2, Appendix B.1 for
further details). The extension of Equations 3.1 & 3.2 to all frequencies is given by
I1(z) =
∫ +∞
−∞
E2A(σ)RTe
+i2Φei2piσzdσ
+
∫ +∞
−∞
E2B(σ)RTe
i2piσzdσ
, (3.3)
and
I2(z) =
∫ +∞
−∞
E2B(σ)RTe
−i2Φei2piσzdσ
+
∫ +∞
−∞
E2A(σ)RTe
i2piσzdσ
, (3.4)
where the co/2, Rm, and unmodulated terms have been omitted for clarity.
Conservation of energy dictates that the total irradiance of any one source should
be found to propagate through the FTS, provided that there is no absorption within it.
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Hence, the sum of the interferogram components at each output should be equivalent to
the irradiance, if measured, at the input as follows
[I1(z) + I2(z)]
∣∣∣
EB=0
= IA
[I1(z) + I2(z)]
∣∣∣
EA=0
= IB
, (3.5)
where it is assumed that the other input is not contributing to the signal. Following the
derivation of Carli et al. [116] which assumes perfect mirrors and beamsplitters, i.e. Rm = 1
and R + T = 1, conservation of energy (Equation 3.5) may be used to determine the
beamsplitter phase shift Φ as follows
Φ = npi + pi/2 , (3.6)
where n is any integer (see Equation B.3, Appendix B.2 for further details). The phase
difference between signals at each output port for a given input, i.e. 2Φ (Equations 3.3 &
3.4), is ideally pi; hence, while at ZPD, one output exhibits total constructive interference,
while the other output exhibits total destructive interference. The complementary nature
of the input and output ports is shown in Figure 3.2. This figure presents measurements
obtained with the SPIRE FTS viewing blackbody sources at different temperatures. The
upper row of the figure demonstrates the complementary nature of the two output ports for
interferograms in which the input B (SCAL) is the dominant radiant source. It can be clearly
seen that the SLW (left) and SSW (right) interferograms exhibit a ˜pi phase difference, as
expected. The lower row in Figure 3.2 shows the corresponding data for interferograms in
which the input A (Cold Blackbody) is the dominant radiant source, again showing the ˜pi
phase difference. The columns of the figure demonstrate the complementary nature of the
output as a function of input port dominance, and again show the ˜pi phase difference.
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Figure 3.2: FTS interferograms with either input A dominant (top row) or input B dominant
(bottom row) for output 1 (left column) and output 2 (right column). These interferograms
were recorded during SPIRE PFM testing and illustrate the complementary input/output
of an FTS.
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3.2 FTS Port Compensation
The reciprocal nature of the source modulation for each input port at a given
output port lends itself to an FTS technique known as port compensation or port balancing.
For broad-band/continuum observations, the challenging dynamic range requirements of the
interferogram signal near ZPD can be reduced by placing a broadband spectral source at the
second, complementary, FTS input port. Port compensation is particularly advantageous
in cases where blackbody emission from the focusing optics of an instrument produces a
radiative background which dominates a much weaker source signal, as is often the case
in FIR and submm astronomy. Ground based observations are limited by the background
emission from the Earth’s atmosphere. Although space based observations are performed
above the atmosphere, they may still be compromised by the thermal emission from the
telescope which imposes a photon noise limit; such is the case for Herschel [34].
Ideally, the second FTS input port of SPIRE would view the Herschel telescope
looking at a dark region of sky, providing a background nearly identical to the undesired
background of the primary input port. However, the requirement of having the second input
looking at the dark sky would limit the observation range for the SPIRE FTS. One could
argue that no such dark reference position exists, especially for deep galactic observations.
Moreover, due to the volume limited confines of a space instrument, this configuration is
not practical for Herschel. To provide a suitable compensating background, the SPIRE
design calls for use of an internal calibration source (SCAL), located at the pupil, whose
radiant flux can be adjusted in flight to compensate for the emission from the passively
cooled telescope optics. The application of port compensation through the use of SCAL
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Figure 3.3: Image of an SCAL prototype. Image: Cardiff School of Physics and Astronomy.
allows the interferogram dynamic range to be optimized for measurements of astronomical
sources.
Although the Herschel primary mirror is manufactured to tight performance speci-
fications, it will not be possible to determine the temperature and emissivity of the telescope
accurately until after launch. The passively cooled telescope primary mirror is expected to
have a temperature of 80 K and an emissivity of 0.02 [6]. A telescope of higher emissiv-
ity will radiate more efficiently than one of lower emissivity, and thus will cool to a lower
equilibrium temperature. However, even at the higher temperature, the lower emissivity
telescope is preferred due to the fact that the total flux emitted in this case is lower than for
the high emissivity, low temperature, telescope. Regardless, a radiative background power
of several pW is expected to be incident on the SPIRE FTS from the telescope primary
mirror emission in the SPIRE spectral band [13, 117] (see Chapter 5). Therefore, SCAL
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Figure 3.4: Input temperatures of the CBB and SCAL (SCAL A, SCAL B, and SCAL
background) while medium-resolution (∆σ = 0.25 cm−1) interferograms were recorded with
SPIRE.
must have sufficient variability to accommodate this uncertainty. The SCAL input port is
located at a SPIRE pupil, where its effective emissivity is determined by a geometric fill
factor. SCAL employs two sources, SCAL A and SCAL B, that fill 4% and 2% of the pupil
area, respectively. The two redundant sources fill 6% of the pupil and the remaining 88%
of the pupil area is filled by the background, both at the ambient instrument background
temperature [117]. An image of an SCAL prototype is shown in Figure 3.3.
One of the experiments performed during SPIRE PFM testing was to hold the
CBB, illuminating the primary input port, at a constant temperature while heating/cooling
SCAL across its range of temperature settings. Figure 3.4 illustrates the input tempera-
tures for one such experiment where the CBB was maintained at 6.7 K (dashed curve) and
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Figure 3.5: Calculated spectral radiance for the CBB and SCAL temperatures shown in
Figure 3.4. The upper row shows the radiance for a 100% emissive SCAL A. The middle
row shows the proportional sum of SCAL A, SCAL B, and the SCAL background (4%, 2%,
and 94%, respectively) which is input to the secondary input port of SPIRE. The lower
plot shows the radiance for the CBB which is input to the sky input port of SPIRE.
3.2. FTS PORT COMPENSATION 55
SCAL A was cooled from 20.2 K to 6.1 K (solid curve) while medium-resolution interfero-
grams were recorded. The calculated spectral radiances for each input source, and for each
scan, based on these temperatures, are shown in Figure 3.5. The spectral radiance for the
SCAL input port (middle row of Figure 3.5) is determined via a geometric ratio of the black-
body contributions of SCAL A, SCAL B, and the SCAL background (BK), respectively, as
follows
BSCAL(σ) = 0.04× P (σ, TSCAL A)
+ 0.02× P (σ, TSCAL B)
+ 0.94× P (σ, TBK)
, (3.7)
where the coefficients represent the geometric pupil fill ratios for each component of SCAL,
and P (σ, Tx) represents the Planck blackbody radiance evaluated over the frequency inter-
val of interest at the SCAL A, B, and background temperatures. As the flux difference
between the two input ports of the FTS under port compensation decreases (i.e. while
SCAL A cools such that the radiant flux from SCAL matches that of the CBB, cf. the
middle and lower row of Figure 3.5) the interferogram modulation amplitude is expected
to decrease. Due to differences in the total spectral radiance of each SPIRE input during
PFM testing, interferogram amplitude under port compensation is not expected to reach
zero. The effectiveness of port compensation in SPIRE is shown in Figure 3.6 which depicts
the maximum amplitude of the modulated component of the interferogram corresponding
to the input configurations depicted in Figures 3.4 & 3.5, for both modeled and measured
data sets. As expected, interferogram modulation does not reach zero for any of the SCAL
settings shown and the optimal SCAL settings for one SPIRE array are not the optimal
settings for the other array; this is indicated by the horizontal displacement between the
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vertical bars in the figure.
The central regions of the interferograms recorded while SCAL A cooled are shown
in Figure 3.7, where a loss of even symmetry and non-zero modulation amplitude in the
recorded interferograms under port compensation are seen. Imperfect spectral nulling or an
additional component not associated with either FTS input port are two potential causes of
the observed residual interferogram modulation under port compensation. Differences be-
tween the spectral radiance of each FTS input may easily explain the non-zero modulation
amplitude, but they cannot explain the loss of even symmetry in the recorded interferogram.
Non-ideal beamsplitter characteristics provide the explanation for both the non-zero modu-
lation amplitude and loss of symmetry under port compensation. In the case of SPIRE, both
a spectral input mismatch and non-ideal beamsplitter phase are observed to effect the sym-
metry of recorded interferograms. To investigate this phenomena, I undertook a detailed
study of the effects of non-ideal beamsplitter characteristics on FTS port compensation.
These characteristics and results of this study are discussed in detail in §3.3 – §3.6.
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Figure 3.6: Theoretical model (top) and measured peak interferogram modulation (middle)
for SCAL A cooling and constant CBB temperature. The bottom plot shows the tempera-
tures corresponding to each of the above cases in the top and middle. The diamonds in the
upper and middle plots represent the minimum amplitude of each curve, i.e. optimal port
compensation. The diamonds in the lower plot show the input temperatures corresponding
to the optimal port compensation measurement for each detector array, with dashed ver-
tical bars connecting the temperatures with the interferogram measurement. In both the
theoretical model and the measured data, optimal port compensation occurs at different
input settings for each detector array.
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Figure 3.7: Interferogram signal observed while cooling SCAL A and holding the CBB
at constant temperature. As the interferograms modulation amplitude decreases, optimal
port compensation is approached. Under optimal port compensation (see Figure 3.10) the
even symmetry of the interferogram is lost and the interferogram amplitude is seen to be
non-zero.
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3.3 Beamsplitter Emission Theory
Using silvered glass as an optical medium, Hamy [118] demonstrated the impor-
tance of the phase components of an optical device’s reflection and transmission coefficients
on the symmetry of transmission and reflection fringes. While the following discussion is re-
stricted to FTS beamsplitters, other devices such as mirrors, optical filters, semi-transparent
metal films, combinations of mirrors and prisms, etc., may be considered under a similar
framework [119]. Consider a beamsplitter with transmission and reflection coefficients given
by r1eiρ1 and t1eiτ1 for one side and r2eiρ2 and t2eiτ2 for the other. The Hamy phase param-
eter (expressed here as 2Φ for the convenience of this discussion) is important in evaluating
the reflection and transmission fringe distribution, and is given by
2Φ = (ρ1 − τ1) + (ρ2 − τ2) . (3.8)
For identical behaviour on both sides of the beamsplitter, Equation 3.8 reduces to Φ = ρ−τ
(explaining the use of 2Φ notation). The application of conservation of energy arguments
allowed Dufour to determine restrictions on the range of allowed values of 2Φ, and hence
restrictions on the allowed values of Φ, for given reflection and transmission amplitudes using
a graphical method in 1950 [120]. This restriction was refined and expressed analytically
by Cownie in 1957 [121]. More recently, Troitskii (2002) has extended this work for generic
optical two-port devices [122]. For a given optical surface, reflectance (R), transmittance
(T ), and absorption (A), are related as follows
Rn + Tn +An = 1 , (3.9)
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where the subscript n indicates an optical surface or element, Rn = r2n, and Tn = t
2
n.
Assuming that t1 = t2 = t, i.e. that a device is optically reciprocal [102], a restriction on
2Φ is given by the following inequality [123]
cos (2Φ) ≤ t
4 − 2t2 + (1− r21)(1− r22)
2t2(r1r2)
. (3.10)
A knowledge of some of the parameters in Equation 3.10 grants exploration of the allowed
range for Φ. Equation 3.10 may also be expressed including absorption as follows [121]
cos (2Φ) ≤ A1A2 − (r
2
1 + r
2
2)t
2
2t2(r1r2)
. (3.11)
In the special case of r1 = r2, it follows that A1 = A2 and
| cos (Φ)| ≤ A
2tr
. (3.12)
This result agrees with Carli et al. [116] who use a conservation of energy argument for an
isothermal FTS instrument. Figure 3.8 illustrates the allowed values of Φ for symmetric
beamsplitters (A1 = A2) over a range of transmittance values typical of an FTS instrument.
If a beamsplitter has zero absorption both Figure 3.8 and Equation 3.11 confirm that
Φ = pi/2.
By its very nature, an ideal beamsplitter has a reflectance and transmittance of
50%, and zero absorption. In practice, however, some absorption will occur within the
beamsplitter. Following Kirchoff’s law of thermal radiation [124], any radiation absorbed
by a beamsplitter must be re-radiated. While absorption and radiative emission from both
beamsplitters in the MZ-FTS design contribute to the total flux received at either output,
it is only the emission from the first beamsplitter that can contribute to the modulated
interferogram signal [116]. While at visible wavelengths there is essentially zero emission at
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Figure 3.8: Range of acceptable values of Φ for A1 = A2 and 0.4 ≤ T ≤ 0.6. Angles shown
are in radians divided by pi, i.e. pi/2 is shown as 0.5.
room or cryogenic temperatures, a study of the Planck function at these temperatures shows
that there is non-zero emission at submm wavelengths. Indeed, the cosmic background
radiation (TCBR = 2.728 K) peaks at 1.062 mm [125].
For spectra EA(σ) in input port A, EB(σ) in input port B, and EBS1(σ) from
BS1, the modulated interferogram observed at either output port of the FTS is no longer
accurately expressed by Equations 3.3 & 3.4 [35]. The correct representation must include
the beamsplitter emission and phase as follows
I1(z) =
∫ +∞
−∞
E2B(σ)RTe
i2piσzdσ
+
∫ +∞
−∞
E2A(σ)RTe
+i2Φei2piσzdσ
+
∫ +∞
−∞
E2BS1(σ)
√
RT e+iΦei2piσzdσ
, (3.13)
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and
I2(z) =
∫ +∞
−∞
E2A(σ)RTe
i2piσzdσ
+
∫ +∞
−∞
E2B(σ)RTe
−i2Φei2piσzdσ
+
∫ +∞
−∞
E2BS1(σ)
√
RT e−iΦei2piσzdσ
, (3.14)
where, again, the co/2, Rm, and unmodulated terms have been omitted for clarity. For
a well-balanced interferometer (i.e. EA(σ) ≈ EB(σ)), the EB integral complements the
EA integral, because of the 2Φ term (ideally pi). In this situation, the EBS1(σ) term may
dominate the observed signal, producing an interferogram with odd symmetry. Equations
3.13 & 3.14 may be expressed in terms of sinusoidal Fourier transforms as follows
I1(z) =
∫ +∞
−∞
E2B(σ)RT cos (2piσz)dσ
+
∫ +∞
−∞
E2A(σ)RT cos [2Φ(σ)] cos (2piσz)dσ
−
∫ +∞
−∞
E2A(σ)RT sin [2Φ(σ)] sin (2piσz)dσ
+
∫ +∞
−∞
E2BS1(σ)
√
RT cos [Φ(σ)] cos (2piσz)dσ
−
∫ +∞
−∞
E2BS1(σ)
√
RT sin [Φ(σ)] sin (2piσz)dσ
, (3.15)
and
I2(z) =
∫ +∞
−∞
E2A(σ)RT cos (2piσz)dσ
+
∫ +∞
−∞
E2B(σ)RT cos [2Φ(σ)] cos (2piσz)dσ
+
∫ +∞
−∞
E2B(σ)RT sin [2Φ(σ)] sin (2piσz)dσ
+
∫ +∞
−∞
E2BS1(σ)
√
RT cos [Φ(σ)] cos (2piσz)dσ
+
∫ +∞
−∞
E2BS1(σ)
√
RT sin [Φ(σ)] sin (2piσz)dσ
. (3.16)
Phase, by definition, is of odd symmetry in the frequency domain, which means that the
sin [nΦ(σ)] sin (2piσz) integrals above (where n = 1, 2) are non-zero, i.e. the symmetry is even
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in σ, but remains odd in z. In the event that Φ 6= pi/2, the interferogram has two sources of
odd symmetry. The input component with a ±2Φ phase term will have both even and odd
contributions with amplitudes proportional to cos (±2Φ) and sin (±2Φ), respectively. The
beamsplitter contribution will also have both even and odd interferogram contributions with
amplitudes proportional to cos (±Φ) and sin (±Φ), respectively. For Φ & pi/2, sin Φ > 0 and
sin 2Φ < 0 whereas for Φ . pi/2, sin Φ > 0 and sin 2Φ > 0. Therefore, the odd interferogram
components due to the secondary output port and beamsplitter will be of opposing sign
only if Φ & pi/2.
Although zero absorption implies zero emission and a beamsplitter with zero ab-
sorption must have Φ = pi/2 according to Equation 3.6, it does not necessarily follow that
Φ = pi/2 implies zero absorption in the beamsplitter. It is evident from Figure 3.8 that
Φ = pi/2 is a valid solution for all beamsplitter A values considered practical for an FTS,
and a beamsplitter emission component may be present in interferograms where Φ = pi/2.
Importantly, the only component of odd symmetry in the interferogram when Φ = pi/2 is
due to the beamsplitter emission. Although the interferogram will appear asymmetric, the
imaginary component of the spectrum may be used to perform a preliminary correction,
and remove this component from the spectrum, if the Fourier transform is computed with
a correct knowledge of ZPD. This becomes increasingly difficult if other phase errors are
also present in the spectrum.
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3.4 SPIRE Beamsplitter Emission
As discussed earlier, beamsplitter phase/emission has been observed in port com-
pensation interferograms recorded with the SPIRE FTS during PFM testing. This section
will identify interferogram and spectral features indicative of non-ideal beamsplitter per-
formance in SPIRE. §3.7 discusses the removal of beamsplitter phase/emission from these
interferograms.
Figure 3.9 shows the spectral phase for the SPIRE interferograms shown in Figure
3.7. The phase for the SCAL dominated interferograms is seen to be flat and centred about
0◦, but the spectral phase for the CBB dominated scans, i.e. those interferograms from the
end of the test run after SCAL had cooled, has clearly not reached 180◦. Moreover, the
phase for interferograms approaching optimal port compensation is at intermediate values
between 0◦ and 180◦ and is slowly varying. As stated in §3.2, inspection of the interferogram
signal under conditions approaching optimal port compensation (see Figure 3.7) reveals a
loss of the even symmetry characteristic of FTS interferograms. This is demonstrated in
Figure 3.10 where only the input dominant and optimal port compensation interferograms
of Figure 3.7 are shown. As discussed in §3.3, in addition to the symmetric interferogram
contributions from both input ports, there are two potential interferogram contributions
having odd symmetry. One component is from the ±2Φ phase shifted input port, and the
other is caused by emission from the FTS beamsplitter.
Interferograms relating to the SCAL dominant and CBB dominant cases do not
appear to be symmetric about the same ZPD. Figure 3.11 illustrates the OPD shift observed
between input A and input B dominant interferograms. Using a mean wavelength for each
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Figure 3.9: Spectral phase for interferograms recording the port compensation transition
shown in Figure 3.7 using the same identification scheme.
Figure 3.10: Interferograms 0, 38, and 54 (SLW) and 0, 44, and 54 (SSW) from Figure 3.7
illustrating SCAL dominance (squares, scan 0), CBB dominance (diamonds, scan 54), and
port compensation (triangles, scan 38–SLW, 44–SSW) in SPIRE FTS observations.
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Table 3.1: Experimentally determined beamsplitter Φ and A for the SPIRE FTS. The
values shown are obtained from analysis of interferograms recorded with 13 SLW detectors
and 31 SSW detectors.
Array Φ 2Φ/2 Amin
SLW 99.6◦ ± 7.0◦ 95.1◦ ± 2.7◦ 0.04± 0.03
SSW 97.2◦ ± 9.2◦ 100.5◦ ± 4.0◦ 0.09± 0.04
band determined by the frequency centroid of the spectrum, the shift in interferogram OPD
can be used to determine a mean value for 2Φ. Using this method, values of Φ = 95.5◦ ±
3.4◦ for SLW detector C3, and Φ = 101.6◦ ± 5.3◦ for SSW detector D4 were determined
(i.e. the determined values of 2Φ were halved). Similarly, as illustrated in Figure 3.12,
the OPD shift between an SCAL dominant scan and an optimal port compensation scan
yields values for Φ directly. With observations of Φ taken from measured FTS data, a
minimum value for beamsplitter absorption can be determined using Equation 3.11. This
analysis was performed for all available detectors from both arrays, i.e. 13 detectors for
the SLW array and 31 detectors for the SSW array; results are given in Table 3.1. The
uncertainty associated with the Φ values in Table 3.1 reflects both the uncertainty in the
OPD shift measurement and the standard deviation from Φ values across the entire array.
The uncertainty in the A values is determined via error propagation through Equation 3.12.
3.5 Beamsplitter Emission Simulations
Computer simulations based on a variety of models were performed in order to
better understand port compensation interferogram symmetry, the phase associated with
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Figure 3.11: Input A and B dominant scans illustrating deviation from 2Φ = pi.
Figure 3.12: Normalized interferograms 0 and 38 (SLW) and 0 and 44 (SSW) illustrating
the ˜90
◦ phase shift associated with FTS beamsplitter emission.
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beamsplitter absorption and emission, and their effects on FTS experiments. This section
introduces a progression of simulations which begin with simple assumptions and inputs and
moves towards more complex models and realistic cases. Empirical beamsplitter models,
beamsplitter calibration measurements, and High Frequency Structural Simulator (HFSS)
[126] simulation data were provided by Dr. Zhang at Cardiff University School of Physics
& Astronomy [127].
The first two simulations are shown in Figure 3.13. The first simulation is shown
in the left hand column of the figure and uses constant and ideal values of R and T , i.e.
R = T = 0.5, and a monochromatic spectral input. The source is set to a wavelength of
400 µm (25 cm−1 frequency) with equal amplitude at both FTS inputs. The right hand
column of Figure 3.13 illustrates the case of R = T = 0.45 and A = 0.1 for the same
spectral input. As expected, there is a shift in the local minima for the secondary input
interferogram component related to its 2Φ phase term. The phase variation from the ideal
value of pi is demonstrated by the 14.2 µm OPD shift in the apparent position of ZPD
for IB. This shift corresponds to a beamsplitter phase of Φ = 96.4◦ which originates from
A = 0.1. While it is convenient to measure a shift in the apparent ZPD for symmetric
interferograms, the shift for interferogram components with odd symmetry is measured by
the shift of the zero crossing away from ZPD. The observed shift in the ZPD zero crossing of
the beamsplitter emission interferogram (IBS) is exactly half of the shift observed in the 2Φ
interferogram, i.e. 7.1 µm, corresponding to the Φ phase term. The pi phase shift between
the overall interferogram (IA + IB + IBS ; bottom row of the second column of Figure 3.13)
and the beamsplitter emission component (IBS ; fourth row of the second column of Figure
3.5. BEAMSPLITTER EMISSION SIMULATIONS 69
3.13) is caused by Φ > pi/2; this phase difference is not present for Φ < pi/2.
The second set of simulations use the same two beamsplitter models as above with
a rectangular input spectrum in place of the monochromatic source. Using the central
in-band frequency for phase calculations, the observed shifts of interferogram features in
OPD still correspond to the beamsplitter phase, Φ, as they do for the monochromatic case.
Figure 3.14 illustrates the resultant interferograms for the rectangular input spectrum. All
of the observed OPD shifts of each interferogram component are as expected.
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Figure 3.13: Basic model of port compensation/beamsplitter emission using R = T =
0.5 (left column) and R = T = 0.45 and A = 0.1 (right column) for a monochromatic
source. The top row shows all interferogram components IA(z), IB(z), IBS(z), and their
summation with zero absorption (left) and 10% absorption (right). The components are
shown individually in subsequent rows as follows IA(z) – second row, IB(z) – third row,
IBS(z) – fourth row, and the total interferogram (I1(z) + I2(z) + IBS(z)) – bottom row.
Vertical dotted lines illustrate the expected local extrema or zero-crossings. The left column
illustrating the A = 0 case demonstrates perfect port compensation.
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Figure 3.14: Basic model of port compensation/beamsplitter emission for a broad-band
input spectrum. The layout of this figure is similar to that of Figure 3.13.
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Figure 3.15 illustrates the reflectance (R), transmittance (T ), absorption (A), and
phase (Φ) resultant from the empirical beamsplitter model provided by Dr. Zhang, all of
which are frequency dependent. The model corresponds to the beamsplitters used in the
MZ-FTS discussed in Section 3.6. The spectral band of interest for this beamsplitter model
is ˜6 – 34 cm
−1. These simulation results, as shown in Figure 3.16, are similar to the
basic beamsplitter models shown previously (Figures 3.13 & 3.14). The absorption in these
more realistic models, however, is on the order of 1%, so the observed OPD shifts due to
beamsplitter phase are much smaller than the A = 0.1 examples above. The resultant
simulated OPD shift of the beamsplitter emission component is 0.58 µm and that of the
secondary input port is twice that, 1.16 µm.
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Figure 3.15: Empirical values for reflectance (R), transmittance (T ), absorption (A), and
phase (Φ) for the MZ-FTS beamsplitters.
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Figure 3.16: Interferogram components resulting from the empirical model of port com-
pensation/beamsplitter emission for the MZ-FTS. The top row shows all of the individual
interferogram components IA(z), IB(z), IBS(z), and their summation. The components are
shown individually in subsequent rows as follows IA(z) – second row, IB(z) – third row,
IBS(z) – fourth row, and the total interferogram (I1(z) + I2(z) + IBS(z)) – bottom row.
Vertical dotted lines illustrate the expected local extrema or zero-crossings.
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In addition to the empirical values for the MZ-FTS beamsplitters, HFSS simu-
lations [126] also provided R, T, Φ, and A. Beamsplitter properties for two simulations
are shown in Figure 3.17. The first simulation assumes perfect structure and infinite metal
conductivity, while the other includes the finite conductivity of copper, a finite thickness
for the copper grids, and frequency dependent substrate absorption. Figure 3.18 illustrates
the results from the HFSS interferogram simulation. Interferogram features are shifted in
OPD in accordance with the Φ and 2Φ phase as expected.
Although the claim was made in §3.3 that deviations from Φ = pi/2 were the result
of beamsplitter absorption, it is evident from the HFSS simulations that beamsplitter phase
is deviating from pi/2 even without any absorption (cf. the left and right hand columns of
Figure 3.18). Brasunas has noted that an absorbing beamsplitter is not necessary for such
phase anomalies to occur [128]. This behaviour is the result of the metamaterial properties
of the capacitive and inductive metal mesh subcomponents of the beamsplitters [127]. Since
the analysis of §3.4 assumes that all observed deviation from pi/2 in Φ is due to beamsplitter
absorption, the values reported for A in Table 3.1 are likely to be exaggerated; the actual
beamsplitter A is expected to be lower than the values reported in Table 3.1.
The analysis of §3.4 assumes that Φ is constant across the entire band, and that
observed shifts in interferogram OPD provide an estimate of Φ for the entire interferogram.
This section demonstrates that the OPD shift in the isolated interferogram components can
be used to infer Φ; this, however, is not necessarily the case for observed interferograms. In
the beamsplitter emission simulations, one has the luxury of calculating each interferogram
component separately, and combining them to form the final interferogram. In practice,
3.5. BEAMSPLITTER EMISSION SIMULATIONS 76
Figure 3.17: HFSS simulation results for R, T, Φ, and A. The higher than expected
absorption in the centre plot is caused by a limitation in the HFSS software which is unable
to model accurately ultra-thin substrates.
only the final interferogram is available to the experimentalist. It is evident from the HFSS
simulations, shown in Figure 3.18, that the OPD shift of the total interferogram (bottom
row of Figure 3.18) is not exactly the same as the OPD shift for the isolated beamsplitter
emission component (fourth row of Figure 3.18). In §3.4 & §3.6, the OPD shift of the
measured interferogram at optimal port compensation is assumed to be similar to that of
the beamsplitter emission component, and is thus used to obtain an estimate of Φ. The
uncertainty of Φ obtained in this manner is therefore relatively large when no additional
information is available on the relationship between each interferogram component.
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Figure 3.18: Simulated interferograms for HFSS models. The left column shows results for
a perfect structure and the right column shows results that include the simulation of finite
metal conductivity and substrate absorption.
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Figure 3.19: Image of the MZ-FTS used to verify beamsplitter emission characteristics.
3.6 Beamsplitter Emission Study
The effect of beamsplitter emission, and non-ideal beamsplitter phase, in SPIRE
interferograms was not realized until final analysis of PFM test data, after all of the SPIRE
pre-flight calibration testing had been completed. An independent study using an FTS of
design similar to that of SPIRE, using beamsplitters of similar construction to those used in
SPIRE (although of a slightly different band-pass), was performed in order to quantify the
effects of beamsplitter self-emission in a balanced FTS. Although SPIRE is tested under
vacuum at cryogenic temperatures, similar effects were observed with an MZ-FTS at room
temperature under atmospheric pressure (see Figure 3.19).
In this study I designed and built two identical, independently controlled, black-
body sources (see Figure 3.20) to be used at both FTS input ports (A & B, Figure 3.1).
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Each blackbody source was constructed using Minco [129] heaters bonded to the surface of
a 5 mm thick copper disk using Epo-Tek-920 thermal epoxy [130]. The exposed side of the
heater was then coated with a mixture of thermal epoxy, graphite (˜ 3% by mass), and car-
borundum grains of various sizes (˜ 5% by mass) to improve the source emission and reduce
specular reflections. The heat source was insulated from its machined aluminum housing
by three ˜1 cm long delrin [131] rods attached to the copper disks using brass machine
screws. Two temperature sensors are mounted to the back of the copper disk to provide
temperature readings to the blackbody electronics, for temperature control, and also to the
FTS control server, for temperature logging. The copper disks provide additional thermal
mass to the heat source and thus allow for greater temperature uniformity across the sur-
face. An Infrared (IR) image of the two blackbody sources, demonstrating the temperature
uniformity across the surface, is shown in Figure 3.21. The blackbody sources are PID
temperature controlled and operate at ambient temperature up to 100◦C (above which the
delrin loses mechanical stability and may melt). With great caution, a heat gun was used
to warm the beamsplitter above ambient temperature.
To investigate the effects of beamsplitter emission, two experiments were per-
formed. In the first experiment, highly-oversampled (δz = 16 µm OPD), low-resolution,
interferograms were recorded with one input held at a constant temperature, Tc, while the
other was allowed to cool from T > Tc to T < Tc (typically spanning a range of Tc±3 K). In
the second experiment, the beamsplitter itself was heated above ambient temperature and
allowed to cool while both input sources were maintained at the same temperature, again
while recording highly-oversampled, low-resolution, interferograms. These experiments are
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Figure 3.20: Image (left), and schematic diagram (right), of the identical IR blackbody
sources constructed for investigation of FTS port compensation and beamsplitter emission.
Figure 3.21: Infrared image of both of the identical blackbody sources set to 30◦C. The
image was recorded using a FLIR A320 [132] IR camera.
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Table 3.2: Experimentally derived beamsplitter Φ and A for the MZ-FTS.
Frequency Band Φ Amin
Open (513 µm) 101.4◦ ± 9.9◦ 0.16± 0.17
350 µm 95.8◦ ± 14.1◦ 0.09± 0.24
450 µm 102.9◦ ± 11.3◦ 0.18± 0.19
450 µm – wide 90.1◦ ± 11.3◦ 0.001± 0.19
850 µm 99.7◦ ± 5.9◦ 0.14± 0.10
Average (all) 98.0◦ ± 5.1◦ 0.12± 0.09
performed in the FIR with several narrow and wide band filters employed to characterize
this effect at a variety of frequencies and bandwidths. The first experiment is designed to
determine the point of optimal port balancing, and demonstrate the range of temperature
over which beamsplitter self-emission in a balanced FTS is significant. The second exper-
iment verifies directly that the source of the asymmetric component of the port-balanced
interferogram is in fact beamsplitter emission.
Figure 3.22 illustrates data similar to that of Figure 3.7 recorded with the MZ-FTS.
The figure demonstrates the transition between interferograms dominated by one input
port to interferograms dominated by the other input port, with optimal port compensation
occurring intermediately. A loss of symmetry under optimal port compensation similar
to that of SPIRE is observed for each of the 5 frequency bands of the detector. The
optimal compensation interferogram from each data set is normalized to the amplitude
of an input dominant interferogram in Figure 3.23. As was observed with SPIRE, the
maximum amplitude of the optimal port compensation interferogram occurs near the zero-
crossings of the primary interferogram in each case, indicating a phase shift of ˜pi/2. An
analysis similar to that of the SPIRE port-compensation interferograms was performed in
this work for the MZ-FTS beamsplitters with results shown in Table 3.2.
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Figure 3.22: Interferograms measured with the MZ-FTS verifying that port compensation
characteristics are similar to those of the SPIRE FTS. While these interferograms were
recorded, one input was held at 303 K while the other input was cooled from 306 K to
300 K. The change in temperature between each individual scan is ˜0.2 K.
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Figure 3.23: Normalized port compensation interferograms investigating the phase shift Φ
used to derive the values shown in Table 3.2.
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The above measurements provide verification that the MZ-FTS behaves in a sim-
ilar fashion to the SPIRE FTS under port compensation. The next phase of the study was
to artificially heat the first beamsplitter to enhance this effect. Several low-resolution inter-
ferograms were recorded with both input sources at the same temperature, i.e. optimal port
compensation. During this time, the beamsplitter was heated with an external convection
source and allowed to return to ambient temperature with the heat source removed from
the system. This heating of the beamsplitter produced an immediate and dramatic effect.
Results are shown in Figure 3.24, where a separate window is used for each frequency band.
In each sub-figure, the upper curve (circles) is an input A dominant scan, the lower curve
(triangles) is an input B dominant scan, and the two central curves show the beamsplitter
emission dominant interferogram. The low amplitude central curve (squares) is the resultant
interferogram with port compensation and an ambient beamsplitter, and the central curve
of larger magnitude (diamonds) is the heated beamsplitter interferogram. The dashed lines
are included for reference and help to illustrate the ˜pi/2 phase shift present for the beam-
splitter emission signal. Whereas the beamsplitter emission signal is normalized in Figure
3.23, no normalization is performed on the data presented in Figure 3.24. The beamsplitter
emission interferogram approaches the amplitude of the input dominant case when there is
a ˜2 K temperature difference between the two identical input sources. As is expected for
Φ > pi/2, there is an ˜pi phase difference between the port compensation interferogram with
an ambient beamsplitter and the interferogram heavily dominated by heated beamsplitter
emission.
The low thermal mass of the beamsplitter together with the coupling of the em-
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Figure 3.24: Interferograms measured with the MZ-FTS while the first beamsplitter was
heated and allowed to cool. The upper curve (circles) in each plot shows the input A
dominant interferogram. The lower curve (triangles) in each plot shows the input B domi-
nant interferogram. The two central curves show interferograms with balanced input ports.
The central curve of low amplitude (squares) shows the ambient beamsplitter interferogram
while the greater amplitude curve (diamonds) shows the heated beamsplitter case.
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Figure 3.25: Linearization of beamsplitter cooling used in determination of the beamsplitter
relaxation time constant.
bedded metal grids to the large beamsplitter frame allows the beamsplitter to reach thermal
equilibrium quickly. A study of the beamsplitter thermal relaxation was performed using
the interferograms recorded when the beamsplitter was heated and allowed to cool. Figure
3.25 plots the natural logarithm of the peak interferogram amplitude against time such
that the inverse of the slope yields the thermalization time constant. The intercept for each
curve is different because the beamsplitter was not heated to exactly the same temperature
at the start of each trial. The rate of cooling however, should be consistent regardless of the
starting point; therefore, the individual T ’s may be averaged. The beamsplitter thermal
relaxation time constant, T , was determined to be 16.6± 1.5 s.
It can be seen from Figures 3.4 & 3.6 that the time to record each scan in the
SPIRE port compensation interferograms was approximately 15 s. As the beamsplitters
used in SPIRE are very similar to those used in the MZ-FTS study, a thermal relaxation
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time constant of ˜16 s can be assumed for the SPIRE beamsplitters also. If the thermal
relaxation time constant were significantly longer than the time to record a single interfer-
ogram, the beamsplitter emission could be assumed to be constant. If the time constant
were significantly less than the scan time, then the beamsplitter emission could be assumed
to be negligible. Since each of these SPIRE interferograms was recorded on the order of
one thermal relaxation time constant, the beamsplitter emission cannot be ignored, nor can
it be assumed constant over the period in which each interferogram is recorded. Although
the exact contribution to the interferogram from the beamsplitter under these conditions
is difficult to measure, this can be considered as a systematic effect, and thus removal of
beamsplitter emission can be performed by subtraction of calibration measurements from
a stable instrument.
3.7 Beamsplitter Emission Correction
As discussed in Section 3.3, interferograms recorded under conditions of port com-
pensation are potentially comprised of asymmetric components in addition to the typical
symmetric components resulting from the input sources (see Equations 3.13 & 3.14). These
interferogram asymmetries are in addition to those causing standard FTS phase errors as
expected for single input FTS observations [20] and must be corrected for independently
of standard phase correction. FTS port compensation is employed under conditions of an
instrument or its environment producing a radiative background which dominates a much
weaker source signal. In such cases, the contribution from the beamsplitter emission to
the total interferogram may thus be considered to be a constant component which must
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be removed prior to phase correction and Fourier analysis. Thus, port compensation cali-
bration observations should be performed under nominal instrument operating conditions.
These calibration observations can be used to remove the undesired spectral components,
and standard phase correction and Fourier analysis may then be performed on the port
compensation corrected interferograms.
Removal of the asymmetric component of the MZ-FTS interferograms is shown in
Figure 3.26. The left-hand column shows interferograms with either input port dominant,
and the interferogram of the optimal port compensation case. The right-hand column of the
figure shows the correction of the input port dominant interferograms where even symmetry
is observed to be restored.
Figures 3.27 & 3.28 illustrate the improvement in the spectral phase across the 15−
33.5 cm−1 (SLW) and 31−52 cm−1 (SSW) bands that result when the beamsplitter emission
component is removed from the SPIRE port compensation interferograms. The upper plots
show the raw interferograms and subsequent spectral phase when the beamsplitter emission
and phase terms are present. The lower plots show the interferograms after the subtraction
of this effect; the resulting spectral phase is centered on zero or ±180◦, as expected.
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Figure 3.26: Removal of the asymmetric components of port compensation/beamsplitter
emission interferograms for the MZ-FTS. The left hand column shows three uncorrected
interferograms per frequency channel, the two input port dominant scans, and the optimal
compensation scan. The right hand column shows the two input dominant scans after the
removal of asymmetry.
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Figure 3.27: Removal of the beamsplitter emission component of SPIRE SLW interfero-
grams. The upper row illustrates the interferograms (left) and spectral phase (right) for the
data shown in Figure 3.7. The lower row shows the same interferograms after the removal
of the asymmetric component.
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Figure 3.28: Removal of the beamsplitter emission component of SPIRE SSW interfero-
grams (see Figure 3.27 caption for more details).
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3.8 Conclusions
It has been shown that an interferogram recorded under conditions of port com-
pensation may appear asymmetric if the beamsplitter phase Φ deviates from the ideal value
of pi/2. In this case the corresponding phase shift of the secondary FTS input deviates from
pi, which causes amplitude and phase errors in the resultant spectrum [133–135]. If there
is any absorption in the beamsplitter, a non-zero beamsplitter emission component may
also be present in the recorded interferogram [34, 35, 133, 134, 136–139]. In the best-case
scenario, this component has odd symmetry, but will generally be a linear combination of
even and odd components. Moreover, if the location of ZPD is not known, then isolation
of the individual interferogram components (i.e. from each input port and the beamsplit-
ter emission itself) is difficult and phase correction will not restore the symmetry of the
measured interferogram.
Results are included from a study of the effect of beamsplitter emission on port-
balanced FTS interferograms. The theory of port compensation and beamsplitter emission,
along with results from computer simulations of this effect in ideal and realistic instrumen-
tation, has also been presented. This effect has been observed in an FTS operating under
vacuum at cryogenic temperatures and in one operating at room temperature where the
temperatures of the beamsplitters and input sources have been controlled directly. While
the presence of beamsplitter phase/emission effects in the SPIRE instrument were only de-
tected during the testing of the flight-model, they are, in fact, unavoidable at these long
wavelengths. It is a testament to the sensitivity of the SPIRE detectors that the con-
tribution to the interferograms shown in Figure 3.7, which arises from a beamsplitter of
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temperature less than 10 K, can be observed easily. Since this effect is systematic, once
determined, it can be readily removed from the raw data. In light of these developments,
a specific module has been added to the SPIRE data processing pipeline to account for
beamsplitter phase/emission.
Beamsplitter emission is not usually seen in the visible or near-IR because of the
small number of photons emitted at these wavelengths for typical instrumental tempera-
tures. In the submm, however, this effect becomes evident, and perhaps even dominant,
even for instruments at cryogenic temperatures. According to Wien’s law, the peak wave-
length of emission of an object at cryogenic temperatures lies in the submm spectral region,
and the effect of beamsplitter emission from an object at such temperatures cannot be
ignored. Although simple in theory, port compensation of the SPIRE FTS is non-trivial
since it is not possible to match precisely the spectral signature of the Herschel optics over
their possible temperature and emissivity parameter space. Typically, only partial spectral
cancellation can be expected, which causes complications in the subsequent data processing
and spectral analysis. SPIRE FTS port compensation observations are scheduled early in
the performance verification phase after launch, while the Herschel telescope primary mir-
ror is cooling. This will provide important data on Herschel’s thermal properties as well
as produce calibration measurements of SPIRE beamsplitter emission in order to refine its
removal using data processing software.
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Chapter 4
Imaging Fourier Transform
Spectroscopy
Science is built up with facts, as a house is with stones. But a
collection of facts is no more a science than a heap of stones is a
house.
Jules Henri Poincare´ [140, p. 127]
95
An investigation of the physics of a scene often requires both spectral and spatial
information, i.e. a hyper-spectral image. In the case of an astronomical source such as a star
forming region, information on the composition and dynamics of a source is provided by
the spectrum while the scene morphology is interpreted from spatial information. A non-
imaging spectrometer provides spectral information of a single point in a scene; with such
an instrument, any required spatial information must be obtained by some mode of spatial
scanning over time to build up a hyper-spectral image. With the availability of detector
arrays, data in two dimensions, which may be applied either spectrally or spatially, is
acquired simultaneously. Dispersive spectrometers using a two-dimensional detector array
may use either one dimension for spectral information and the other for spatial information,
or both dimensions for spectral information. The IFTS, i.e. an FTS coupled with a two-
dimensional detector array, on the other hand, obtains two dimensions of spatial information
simultaneously while acquiring spectra.
The FTS instrument has a rich heritage in astronomy [141] and related applications
where the multiplex advantage provides efficient use of limited photons in many regions
of the electromagnetic spectrum [68]. In the infrared, initial developments in radiation
detectors produced one-of-a-kind hand-made devices. Any desired imaging or astronomical
mapping with such a device requires that pointed observations be rastered across the image
plane/sky, a process which is both tedious and time consuming, moreover, measurements are
further complicated by changes in the atmosphere over the long periods of time required
to build up a hyper-spectral image. Recent advances in detector technology have led to
the development of infrared detector arrays [12, 142, 143]. With the availability of detector
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arrays, a trade-off exists in the application of the dimensions of the array; the two dimensions
can be applied either to obtain spatial information, spectral information, or a combination
of both.
There are a variety of spectroscopic instruments capable of obtaining a hyper-
spectral image. A detector array coupled with an n-colour filter wheel can obtain n-colour
images for each detector. A detector array coupled with a diffraction grating uses one
dimension of the array for spectral information while the other dimension may be used to
collect spatial information; a pushbroom [144] type raster is required to build up the second
spatial dimension. An Echelle spectrograph [145] uses both array dimensions for spectral
resolution (course and fine), and therefore a two-dimensional raster is required to build up a
spatial image. An FTS coupled with a detector array uses both array dimensions for spatial
information and the spectral dimension is built up over time as the FTS translation stage
is scanned across its range of OPD. A Fabry-Pe´rot interferometer [146], which is capable
of levels of throughput similar to that of an FTS, provides higher spectral resolution over
a narrower spectral band than that of an FTS. A detector array may be coupled with
a Fabry-Pe´rot interferometer to perform hyper-spectral imaging. Similar to the IFTS, an
imaging Fabry-Pe´rot interferometer records spatial information on the detector array and
scans spectral information over time. A summary of obtaining hyper-spectral images with
the instruments described above is provided in Table 4.1. Examples of the two-, one-, or
zero-dimensional scanning required to build up a hyper-spectral image are shown in Figure
4.1.
This chapter discusses the use of FTS instruments in imaging spectroscopic appli-
97
Table 4.1: Spatial and Spectral resolution provided by various hyper-spectral imaging sys-
tems with a m× n detector array and a scan time,t.
Instrument
Simultaneous
Scanned
dimension
Resolution
dimensions
Spatial Spectral
Spatial Spectral
Filter wheel
2 0 spectral m× n a
(a filters)
Diffraction
1 1 spatial
m× t n
grating n× t m
Echelle 0 2 spatial t m× n
Imaging Fabry-Pe´rot 1
2d
(
1−R
pi
√
R
)(plate spacing = d, 2 0 spectral m× n
mirror reflectivity = R)
IFTS
2 0 spectral m× n 1/2L
(OPDmax = L)
Figure 4.1: Various spatial scanning methods which generate a hyper-spectral image. The
left panel illustrates the raster scan required when a spectrometer provides spectral informa-
tion for only one pointing at a time, e.g. a single pixel grating spectrometer or an Echelle
spectrograph. The central panel illustrates pushbroom scanning where spectral/spatial
information is available in one dimension and the instrument must sweep out the other
dimension in time, e.g. a grating spectrometer with a two dimensional detector array. The
right panel illustrates an imaging spectrometer which records spectral information in two
spatial dimensions simultaneously, e.g. an imaging FTS or a detector array coupled with a
filter wheel. The inset photo is a Spitzer infrared image of the starburst galaxy M82. Inset
Photo: NASA/JPL-Caltech/Univ. of AZ/C. Engelbracht
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cations. Advantages of IFTS systems are discussed in §4.1 and the practical considerations
required in the application of an IFTS are found in §4.2. The relevant theory involved in
the extension of FTS into spatial dimensions is introduced in §4.3 where alignment, field-
of-view, resolution, and ILS effects are discussed. This discussion is related to the specifics
of the SPIRE IFTS in §4.4. The experiments performed to verify the imaging aspects of
the SPIRE IFTS are described in §4.5 and the observed characteristics of the SPIRE IFTS,
including PFM test results, are given in §4.6. The application of IFTS in astronomy using
Messier 82 (M82) as a case study example is presented in §4.7.
4.1 IFTS Advantages
The Fourier transform spectrometer, with its high throughput, broad spectral
coverage, variable resolution, intrinsic calibration, and simple design, has proven to be the
spectrometer of choice in many applications. By combining an infrared detector array with
a Fourier transform spectrometer, all of the benefits of a single pixel FTS are now extended
to an imaging FTS system – an IFTS. The use of IFTS is particularly advantageous for
applications involving narrow spectral features spread over a large frequency range. In
fact, many other imaging spectrometers are not able to provide the high spectral resolution
required across a large pass-band, so IFTS is the only viable option.
The Fellgett advantage for IFTS remains the same as for the FTS (see §2.6.2).
Considering single pixel spectrometers, the FTS has a multiplex advantage over other spec-
trometers in that all spectral components of a source are recorded simultaneously. A grating
spectroscopic system coupled with an array of detectors may regain the spectral multiplex
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advantage as it measures every frequency component of a target simultaneously, albeit
across different detectors. The multiplex advantage in an FTS, however, is regained in a
spatial sense as it is able to simultaneously measure all spectral content of a source using
a single detector, so the multiple detectors in an array provide the advantage that each
detector views a different target. Depending on the nature of the noise present in an obser-
vation, one system may perform better than another, e.g. the photon noise per detector in a
grating spectrometer is less because of the reduced number of photons within each spectral
resolution element (see §4.2).
In FTS, all spectral channels are recorded simultaneously on a single detector,
allowing the multiple detectors in an array to be dedicated to imaging directly. Hence, in
IFTS, a full 2-D image is acquired per frame where successive frames are associated with
a unique translation stage OPD. Spectral resolution is determined not by the available
number of detectors in an array, but by the range of OPD in the recorded frames. With
IFTS, applications only requiring low spectral resolution, where high spectral resolution may
be a disadvantage, do not need to record any greater resolution than necessary, and can save
acquisition time in the process. For example, low-resolution spectra are required to obtain
spectral energy distribution values for dust emission in the interstellar medium. In a given
amount of observation time, a higher S/N of the dust SED continuum is achieved with many
low-resolution interferograms rather than a small number of high-resolution interferograms.
Instantaneous spectral resolution for a grating spectrometer is fixed a priori by the number
of detector elements in an array, limiting any flexibility in spectral resolution of any such
instrument. Contrary to other imaging spectrometers, the IFTS is unique in that spectral
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resolution can be varied during operation. This allows the observed spectral resolution to
match the science goals of a particular application, with the added benefit that a reduction
in spectral resolution scanned yields observation time savings or improved S/N.
Intrinsic spectrometer wavelength calibration, i.e. the Connes advantage, of FTS is
generally preserved for IFTS applications because of the single valued wavelength correction
factor (see Equation 4.1). As discussed in §4.3.3, there may be frequency dependent contri-
butions to the overall ILS, but the sinc nature of the ILS remains frequency independent,
and the frequency independence of off-axis IFTS ILS is a reasonably accurate assumption
in most practical cases [147].
4.2 Imaging FTS Practical Considerations
Instrument sensitivity is an important consideration in any spectroscopic study.
As FTS instruments view all spectral components of the source at all times, they are
also subject to all of the in-band noise at all times. Observations taken to significantly
higher spectral resolution than required then encounter diminishing returns on observation
time as more noise enters the spectrum. This is especially true for photon noise limited
observations where the Fellgett advantage can become a disadvantage. Thus, where high-
resolution spectral features will see improvement in S/N with increased spectral resolution,
typically much better than a grating spectrometer or a filter wheel, relatively broad spectral
features, where the grating resolution is adequate, may see the FTS achieve a lower S/N
than a dispersive spectrometer.
A significant challenge to IFTS is that of temporal source fluctuations. Any varia-
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tions in source intensity while FTS interferograms are recorded result in additional Fourier
components in the final spectrum. The changing OPD of the FTS translation stage produces
the modulation of the source spectrum under study. Any significant temporal fluctuations
in the source under observation, within the frequency range of interest, i.e. the interfero-
gram modulation frequency, are analogous to the application of an apodization kernel to
the interferogram – one which does not have a functional dependence on OPD and is almost
certain to be asymmetric. Thus, periodic/temporal source fluctuations are likely to give
rise to line-shifting and line-broadening in the resultant spectral features.
Although the IFTS may not be the instrument of choice for some dynamic scenes,
the derived spectra from other imaging spectrometers are not immune to detrimental effects
caused by temporal source fluctuations either. As mentioned above, grating spectrometers
do not record more than one spatial dimension simultaneously and therefore must scan an
image in at least one direction given a two-dimensional detector array. Thus, the spectra
for adjacent pixels in the scanning direction are not recorded over the same time interval.
This may cause difficulties in time-resolved imaging spectroscopy where the resultant hyper-
spectral images are not representative of the same period of time.
4.3 Obliquity Theory
This section identifies the differences between ideal, single pixel, and imaging FTS.
The analysis in this section is for circular detectors, with α and β representing the FOV
half-angle and off-axis alignment, respectively. Within the FTS instrument, these angles
represent the divergence of coherent radiation. Within this section several angles will be
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Figure 4.2: Various configurations for finite FOV and off-axis detector alignment. The on-
axis case is shown in the left panel (β = 0), the slightly off-axis case is shown in the centre
panel (α > β), and the fully off-axis case is shown in the right panel (β > α).
incorporated into the discussion: α, β, γ, θ, and φ. Unless otherwise stated, α represents
the detector FOV half-angle, β represents deviation of the detector optical axis with respect
to the FTS optical axis, γ represents the instantaneous angle between the FTS optical axis
and the detector/detector element under consideration, and θ and φ represent the usual
angles in the standard spherical coordinate system with z as the optical axis (see Figure
4.2).
There is potentially some confusion with the use of the symbol Φ to represent
beamsplitter phase in Chapter 3, and the symbol φ to represent an angle in the spherical
coordinate system in this chapter. The angle φ is only used in intermediate calculations here
(and relevant appendices), with the angle ψ being used to express the angle of the detector
FOV boundary condition (see Equation 4.5). The use of φ in this chapter is explicitly as a
spherical coordinate angle. In subsequent chapters, Φ refers to a beamsplitter phase term.
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4.3.1 Off-Axis Alignment
Oblique rays in an FTS instrument encounter a modified OPD, z′, with respect to
the on-axis OPD, z, given by [148]
z′ = z cos γ [cm] , (4.1)
where γ is the angle between the ray and optical axis. This OPD modification has several
consequences in Fourier analysis. As the effective sampling rate, ∆z, and maximum OPD,
L, are both reduced by cos γ, this effects the resultant spectral resolution (∆σ), Nyquist
frequency (σNq), and observed spectral line centre (σ′o). For parallel rays within the inter-
ferometer, the entire interferogram is modified by the same cos γ factor, and it is thus easily
taken into account. Figure 4.3 illustrates the effect of varying the off-axis angle for perfectly
collimated light in an FTS. In this section, the angle β is used to represent the alignment
of the optical axis of a detector, and thus Figure 4.3 displays the spectrometer divergence
angle as β rather than γ (Equation 4.1). As illustrated in Figure 4.2, the angle γ is used to
represent the angle away from the detector’s optical axis, while β is used specifically for the
alignment of the detector’s central axis; α represents the maximum divergence angle from
the detector’s central axis.
4.3.2 Finite Entrance Aperture/Field-of-View
As discussed in §2.7.3, a finite detector FOV, i.e. Ω 6= 0, results in a broadening of
features in the corresponding FTS spectrum. For a detector which is centred on the FTS
optical axis and has a FOV half-angle of α, the on-axis rays within the detector FOV have
no spectral shift while the most oblique rays accepted have a spectral shift of σo cosα. For
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Figure 4.3: Change in observed spectral line centre (left), and resolution (right), as a
function of off-axis detector alignment β. The insets each show the effect over an extended
range.
intermediate axial angles of γ, the observed frequency, σ, is related to the source frequency,
σo, as follows
σ = σo cos γ [cm−1] . (4.2)
Figure 4.4 illustrates the rectangular line-shape which results from a finite, non-zero, FOV.
For a monochromatic source of frequency σo, the observed line centre is shifted from σo to
σo(1 + cosα)/2. Although the frequency width of the source signal may be infinitesimally
narrow, it is observed to have a width of σo(1− cosα) (for an infinite resolving power FTS
instrument). Since interferograms cannot be measured to infinite OPD, there is a convo-
lution of the spectrum with a sinc ILS (Equation 2.32) in addition to the line-broadening
effects discussed here. Figure 4.5 illustrates the effect of non-zero detector FOV on spectral
line centre and resolution.
4.3.3 Finite Field-of-View and Off-Axis Alignment
When an off-axis detector is considered, account must be taken not only of the
non-zero pixel FOV of half-angle α, but also the off-axis angle with which it views the
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Figure 4.4: Rectangular ILS caused by finite FOV for an FTS instrument of infinite resolving
power.
Figure 4.5: Change in observed spectral line centre (left) and resolution (right) as a function
of FOV half-angle α. The insets each show the effect over an extended range.
FTS, β [149]. The combination of detector axial alignment and non-zero FOV, β and α,
respectively, is more complicated than the superposition of their effects individually. For a
detector viewing a monochromatic source off-axis by an angle β with a FOV half-angle α,
the net interferogram (similar to Equation 2.30) is given by solving the equation
I(z, σo) =
∫
Ω
cos (2piσoz cos γ)dΩ , (4.3)
where γ is the off-axis angle of the finite element dΩ (Figure 4.2). Using z as the optical
axis, the above expression may be expressed in spherical coordinates as follows
I(z, σo) =
∫∫
sin θ cos (2piσoz cos θ)dθdφ , (4.4)
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where dΩ = sin θdθdφ, and cos γ = cos θ by virtue of the coordinate system selected. Figure
4.2 illustrates three cases to consider in the evaluation of Equation 4.4 [150], namely β = 0,
α > β, and finally β > α.
Let ψ(θ) represent the integration of the φ portion of Equation 4.4. Using the
result of Equation C.1 (as derived in Appendix C), ψ(θ) is expressed as follows
ψ(θ) =
∫
dφ =

0 , β > α, θ < |α− β|
2pi , α > β, θ < |α− β|
2 cos−1
(
cosα− cosβ cos θ
sinβ sin θ
)
, θ > |β − α|
0 , θ > β + α
, (4.5)
where ψ is a function of θ for |α− β| < θ < (α+ β), and constant (either 0 or 2pi) outside
of that range. For β = 0 (the left panel of Figure 4.2), the result is simply that derived in
§2.7.3, i.e. ψ = 2pi. For β > α, ψ is a function of θ for its entire range. The final case of
α > β, β 6= 0 is a combination of the two other cases, where ψ is constant for the initial
values of θ near the optical axis and becomes a function of θ once θ > |β − α|.
The differential form of Equation 4.2 is given by [151]
dσ = −σo sin θdθ [cm−1] . (4.6)
The above expression may be used to transform ψ into a function of σ as follows
ψ(σ) =

0 , β > α, σ > σo cos (α− β)
2pi , α > β, σ > σo cos (α− β)
2 cos−1
(
σo cosα− σ cosβ
σo sinβ
√
σ2o − σ2
)
, σo cos (β + α) < σ < σo cos (β − α)
0 , σ < σo cos (β + α)
. (4.7)
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The above relation then allows Equation 4.4 to be integrated across σ instead of θ as follows
I(z, σo) =
∫
ψ(σ) cos (2piσz)dσ , (4.8)
where the integration limits depend on the axial configuration of the detector (see Figure
4.2). For α > β, σ ∈ [σo cos (α+ β), σo], and for β > α, σ ∈ [σo cos (α+ β), σo cos (β − α)].
Equation 4.8 is a representation of the cosine Fourier transform of ψ(σ). An FTS ILS, Π(σ),
corresponds to the interferogram of a monochromatic source (e.g. frequency σo), I(z, σo),
through the inverse Fourier transform as follows
I(z, σo) =
∫
Π(σ) cos (2piσz)dσ . (4.9)
Therefore, the expression ψ(σ) within Equation 4.8 is simply a representation of the FTS
ILS at frequency σo.
4.3.4 Axial Variation of Spectral Resolution
Figure 4.4 illustrates the frequency shift of a spectral feature due to natural
apodization for an on-axis detector. The ILS is uniformly broadened from σo on-axis to
σo cosα off-axis, where the FOV half-angle is α. It has been shown that the line-shape
is always confined to [σo cos θmax, σo cos θmin], where θmin and θmax are the minimal and
maximal angles accepted by a detector [151]. The detector spectral resolution is therefore
expressed as
∆σoff-axis(α, β) = σo(θmin)− σo(θmax)
= σo

1− cos (α+ β) , α > β
2 sinα sinβ , β > α
[cm−1] , (4.10)
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Figure 4.6: Variation of spectral resolution with detector off-axis position, β, for detector
FOV values of α = [0.01◦, 0.05◦, 0.1◦, 0.5◦, 1◦, 5◦, 10◦, 50◦]. The resolution shown has been
normalized to the on-axis case, i.e. β=0.
where the spectral width ∆σoff-axis is taken as the full-width to zero amplitude. The reason
that the FWHM should not be used in this description is discussed in §4.3.5. Figure 4.6
illustrates the change in spectral resolution, normalized to the on-axis case (i.e. β = 0), as
α & β vary.
4.3.5 Axial Variation of Instrument Line-Shape
As discussed in §4.3.3, the ILS across an IFTS detector array, neglecting finite
OPD considerations for the moment, is given by ψ(σ, α, β) for circular detectors (Equation
4.7). Finite OPD effects require that the infinite OPD ILS discussed here be convolved with
a sinc function; this will be included in §4.4.2 but is not important for the discussion here.
Figure 4.7 illustrates examples of the IFTS ILS, i.e. ψ(σ), for each of the three cases shown
in Figure 4.2.
An approximation of the observed spectral line centre (σ′o) may be obtained as the
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Figure 4.7: Normalized ILS profiles for α = 5◦ and β = 0◦ (top), β = 2.5◦ (middle),
and β = 7.5◦ (bottom). These ILS profiles are examples of each of the three detector
configurations shown in Figure 4.2.
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intermediate frequency of the ILS as follows
σ′o =
σo(θmin) + σ(θmax)
2
= σo

1/2 + cos (α+ β)/2 , α > β
cosα cosβ , β > α
[cm−1] , (4.11)
where the ILS is assumed to be relatively flat in order for the above approximation to be
considered valid. To account for the structure of the ILS, the effective line centre may be
identified as the area centroid of ψ(σ) as follows
σ′o =
∫
σψ(σ)dσ∫
ψ(σ)dσ
[cm−1] . (4.12)
The above expression is difficult to evaluate analytically but is easily evaluated numerically
for a given α & β. It is clear from Figure 4.7 that an equivalent rectangle ILS is easily defined
for on-axis detectors, and detectors where α β, but is not a practical approximation for
intermediate locations in an array where α ≈ β. This is particularly important in the
context of misalignment of the on-axis detector, where the off-axis angle β may be thought
of as a misalignment. Figure 4.8 illustrates the shift in σ′o across a detector array for various
α and β.
4.3.6 Detector Optical Alignment
One important consideration in IFTS is that the central pixel should be on-axis,
while no other pixels will be on-axis for a given detector array. Therefore, for the central
pixel, β = 0 ideally, and, by definition, β < α should hold true. For all off-axis pixels
β > α. Therefore, any of the equations above (e.g. Equations 4.8, 4.10, & 4.11) describing
conditions where α > β should be thought of as addressing optical alignment of the central
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Figure 4.8: Variation of expected line centre as a function of detector off-axis position, β, for
detector FOV values of α = [0.01◦, 0.05◦, 0.1◦, 0.5◦, 1circ, 5◦, 10◦]. The line centre has been
normalized to the on-axis case, i.e. β = 0. The upper plot shows the line centre variation
with β expressed in degrees. The α = [0.01◦, 0.05◦, 0.1◦, 0.5◦, 1◦] cases are virtually identical
in the β ∈ [0◦, 10◦] range. The lower plot illustrates the same trend for β normalized with
respect to α, where differences in the small α curves are more evident.
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pixel, and β can be thought of as error in optical alignment. The β > α condition addresses
all remaining off-axis pixels.
4.4 The SPIRE IFTS
This section discusses the extended FOV and off-axis effects expected and observed
within the SPIRE IFTS. The term obliquity effects will be used hereafter to refer to either
effect individually or their combined effect. The two output ports of the SPIRE IFTS each
contain detector arrays covering separate frequency ranges across the SPIRE band to allow
greater spatial sampling and detection efficiency [13]. This section will look at the expected
variation of instrument performance across the SPIRE IFTS detector arrays. The following
section (§4.7) will discuss the astronomical implications of axial variation and obliquity
effects in spectral performance for the SPIRE IFTS.
4.4.1 The SPIRE Detector Arrays
The SLW array covers a frequency range of 14.9− 33.6 cm−1 (298− 671 µm) [16],
and has 19 detectors arranged in a hexagonal close packed (HCP) configuration distributed
in three concentric rings about the central detector. The SLW beams are ˜48
′′ apart on the
sky, while the FOV of each detector is frequency dependent and varies between ˜32
′′ near
the band centre and˜40
′′ near the band edges [152]. A nominal value for the FOV half-angle
of 20′′ will be used for the SLW FOV. A 2.6′ instrument FOV causes partial vignetting of
the peripheral detectors in both the SLW and SSW arrays [153].
The SSW array covers a frequency range of 31.3− 52.1 cm−1 (191− 323 µm), and
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Figure 4.9: Angular position of SLW & SSW detectors on the sky (left and bottom axes)
and the divergence angle within the FTS (top and right axes) for both detector arrays. The
shaded pixels represent those that are co-aligned in both arrays. The 2.6′ diameter circle
(solid) represents the SPIRE instrument FOV, outside of which partial vignetting occurs
on the detectors. The dashed circles represent the off-axis concentric rings about which the
HCP detectors are aligned (SLW – 3, SSW – 5).
has 37 detectors arranged in a HCP configuration distributed in five concentric rings about
the central detector. The SSW beams are ˜27
′′ apart on the sky, while the FOV of each
detector is frequency dependent and varies between ˜15.5
′′ near the band centre and ˜17.4
′′
near the band edges [152]. A nominal FOV half-angle of 8′′ will be used for the SSW array.
The layout of both detector arrays, including the 2.6′ instrument FOV (solid curve) and
the off-axis concentric rings (dashed curves), is shown in Figure 4.9.
The conversion between sky angles (θsky) and off-axis angles within the SPIRE
IFTS (θFTS) may be determined through the Lagrangian invariant [124], between the en-
trance and exit pupils as follows [154]
θFTS = θsky
(
Dtel
Dpup
)
, (4.13)
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Table 4.2: SPIRE IFTS obliquity angle design specifications [13].
Array
α β
Detectors
αsky αFTS βsky βFTS
SLW 20′′ .96◦
0′′ 0◦ C3
48′′ 2.3◦ B2, B3, C2, C4, D2, D3
83′′ 4.0◦ A2, B1, B4, D1, D4, E2
96′′ 4.6◦ A1, A3, C1, C5, E1, E3
SSW 8′′ 0.4◦
0′′ 0◦ D4
27′′ 1.3◦ C3, C4, D3, D5, E3, E4
47′′ 2.2◦ B3, C2, C5, E2, E5, F3
54′′ 2.6◦ B2, B4, D2, D6, F2, F4
71′′ 3.4◦ A2, A3, B1, B5, C1, C6,
E1, E6, F1, F5, G2, G3
81′′ 3.9◦ A1, A4, D1, D7, G1, G4
where Dtel and Dpup represent the pupil diameters of the telescope and FTS, respectively,
resulting in a scaling of the off-axis angles seen within the SPIRE IFTS. Equation 4.13 is
another way of stating that, in a well designed optical system, throughput or e´tendue is
conserved. Table 4.2 shows expected values of detector FOV (αsky/FTS) and angular offset
(βsky/FTS) for both spectrometer arrays. Table 4.3 compares the expected βsky with values
calculated using PFM calibration test data. On-sky angles are derived assuming nominal
Herschel telescope characteristics; actual in-flight values will not be determined accurately
until the Herschel commissioning phase following the telescope launch [152].
4.4.2 The Theoretical SPIRE IFTS ILS
The theoretical ILS functions determined with Equation 4.7, corresponding to the
angles shown in Table 4.2 and infinite spectral resolution, are shown in Figure 4.10 for
the SLW array, and in Figure 4.11 for the SSW array. The on-axis/central detector for
each array has a rectangular ILS (normalized to unity amplitude) similar to that shown in
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Table 4.3: SPIRE IFTS expected and measured on-sky β.
Array
βsky
expected measured
SLW
0′′ 0.2′′
48′′ 47.9′′ ± 1.1′′
83′′ 83.0′′ ± 2.3′′
96′′ 96.3′′ ± 2.4′′
SSW
0′′ 0′′
27′′ 27.0′′ ± 0.6′′
47′′ 46.7′′ ± 1.6′′
54′′ 54.0′′ ± 2.1′′
71′′ 71.4′′ ± 2.8′′
81′′ 81.2′′ ± 3.9′′
Figure 4.4. The off-axis detectors exhibit an ILS which deviates from the on-axis rectangular
structure. Although the integrated area of the ILS (neglecting vignetting) is conserved for
both the on- and off-axis cases, the amplitude of the off-axis ILS is reduced and the width
is broadened. The inability of the instrument to see beyond 1.3′ on the sky from the optical
axis, corresponding to a 3.75◦ divergence angle within the FTS (Equation 4.13), causes the
modulation of each spectral component to be limited also (Equation 4.6). As shown by the
dashed lines in Figures 4.10 & 4.11, the ILS for the vignetted detectors is truncated. This
serves to reduce the obliquity induced frequency shift of a spectral feature, and causes a
reduction in the integrated area of the ILS, i.e. energy is no longer conserved. The effect of
vignetting on the measured data has been confirmed, as is shown in Figures 4.17 & 4.18.
Although the infinite spectral resolution ILS functions clearly change with axial
position, the widths of each ILS remain significantly less than any practical spectral reso-
lution, i.e. σo(cos θmin − cos θmax)  ∆σ. Figures 4.12 & 4.13 illustrate the expected ILS
for finite spectral resolutions, evaluated at the spectral band centre of each array and for
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Figure 4.10: The ILS functions (Equation 4.7) for the SPIRE SLW array corresponding to
the infinite spectral resolution case. Dashed curves show the theory including vignetting
for on-sky angles greater than 1.3′.
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Figure 4.11: The ILS functions (Equation 4.7) for the SPIRE SSW array corresponding to
the infinite spectral resolution case. Dashed curves show the theory including vignetting
for on-sky angles greater than 1.3′.
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all SPIRE IFTS astronomical observation template (AOT) spectral resolutions. Although
the true off-axis/finite FOV ILS is a sinc convolved with some other function, the observed
ILS for an IFTS can be reasonably approximated by a sinc of modified width and cen-
tre frequency, as is demonstrated in Figures 4.12 & 4.13. As the individual ILS functions
corresponding to finite spectral resolutions (low, medium, and high) are difficult to isolate
within Figures 4.12 & 4.13, the axial ILS functions for the high-resolution case have been
normalized in Figures 4.14 & 4.15 for SLW and SSW, respectively. In these figures, the ILS
functions for each axial detector position have been frequency normalized after a frequency
shift up to the centre frequency of the on-axis ILS was performed. The ILS width is seen
to increase as detectors are moved away from the optical axis.
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Figure 4.12: The ILS functions for the SPIRE SLW array for infinite (top), high (second
row), medium (third row), and low (bottom) spectral resolutions. Dashed curves show the
theory including vignetting for on-sky angles greater than 1.3′. Vertical bars represent the
line centre of each case. The frequency offset between the unvignetted (solid vertical bars)
and vignetted (dashed) cases is clearly significant for high spectral resolution as it is on the
order of a resolution element. The frequency shift between the vignetted and unvignetted
case is less significant for medium-resolution scans, and barely perceptible compared to a
resolution element for low spectral resolution.
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Figure 4.13: The ILS functions for the SPIRE SSW array for infinite (top), high (second
row), medium (third row), and low (bottom) spectral resolutions. Dashed curves show
the theory including vignetting for on-sky angles greater than 1.3′. As in Figure 4.12,
the difference in line centre for the vignetted and unvignetted cases is significant for high
spectral resolution. Conversely, the vignetting frequency shift is not significant for medium-
and low-resolution scans.
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Figure 4.14: Frequency normalized high-resolution ILS functions for all axial detector po-
sitions of the SPIRE SLW array. In order of decreasing amplitude, the ILS functions
correspond to the rows of Figure 4.10. The dashed curves represent the vignetted case.
Figure 4.15: Frequency normalized high-resolution ILS functions for all axial detector po-
sitions of the SPIRE SSW array. In order of decreasing amplitude, the ILS functions
correspond to the rows of Figure 4.11. Dashed curves represent the vignetted case.
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4.5 Spectral Line Sources for Ground Testing
As discussed in §4.1, the simplest way to determine the ILS of an FTS is to use an
unresolved spectral line source. The unresolved spectral line sources used in the PFM test
campaigns were a molecular laser and a photonic mixer [155,156]. This section will discuss
the use of the molecular laser to characterize the SPIRE IFTS. The photonic mixer will be
discussed in greater detail in §5.5.1.
One of the SPIRE test facility subsystems is a molecular laser (Edinburgh Instru-
ments model 295 FIR). In operation, the laser is optically pumped by a CO2 laser, which is
tuned to match the pumping transition of a particular molecular gas in the laser resonant
cavity. A beamsplitter placed in the output path of the molecular laser directs a portion
of the beam towards a pyroelectric detector, which monitors and records the laser output
power. With the selection of CO2 pump lines, variable cavity length, and the lasing molec-
ular gas, the resonant cavity is capable of providing a variety of laser lines throughout the
far-infrared. Table 4.4 lists the pump states and transition lines used during PFM testing
of the SPIRE spectrometer for either methanol (CH3OH) or formic acid (HCOOH) as the
lasing molecular gas. Each of these transitions has been well studied and the corresponding
frequencies are documented in the literature [157].
I was stationed at RAL in late 2006 for the duration of the PFM-4 test cam-
paign (see Table 1.1). Between 21 November and 8 December of 2006, approximately 154
up/down high-resolution interferogram scan pairs were recorded with the molecular laser
tuned to output one of the transitions listed in Table 4.4. This constitutes over six hours of
observation time (excluding instrument overheads and the significant time taken to prepare,
4.6. SPIRE ILS CHARACTERIZATION RESULTS 123
tune, and maintain the laser) and resulted in ˜1 GB of raw data (˜ 6631 kB per scan pair).
Including intermediate data products such as detector signal timelines, FTS translation
stage position timelines, pre- and post- phase correction interferograms, spectra, averaged
spectra, etc., the PFM-4 molecular laser observations occupy ˜7 GB of disk space (˜ 49 MB
per scan pair).
The spectra resultant from the laser observations were analyzed to determine the
observed line centre and corresponding uncertainty. These results were used to compare the
observed axial frequency shift with that expected from the theory discussed above (§4.4.2).
Table 4.4: Summary of FTS laser spectra taken during PFM test campaigns.
Gas CO2 Pump line laser line (cm−1)
HCOOH 9R 28
19.4925817(6)
19.4930921(2)
HCOOH 9R 20
23.1124893(7)
23.1143706(8)
HCOOH 9R18 25.4045183(4)
HCOOH 9R 4 33.0821464(5)
CH3OH 9R 10 42.9296823(7)
CH3OH 9P36 49.407(1) [158]
4.6 SPIRE ILS Characterization Results
During the SPIRE IFTS characterization portion of PFM testing, interferograms
of unresolved spectral sources (e.g. various HCOOH or CH3OH transition lines of the molec-
ular laser), directed towards individual pixels within both the SLW and the SSW arrays,
were recorded. While the spectrometer views the line sources, it is also subject to ambient
radiation from the test laboratory environment. Thus, the measured interferograms contain
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both interference fringes from the unresolved line, which are observed as cosinusoidal oscil-
lations throughout the length of the interferogram, and the broadband contribution from
the background, which provides a large modulated signal component near ZPD. Standard
FTS processing routines were used in the reduction of the data to generate spectra; this
included phase correction using the Forman method [20] to remove interferogram asymme-
tries, and multiple scan averaging to reduce noise. A least-squares fitting routine is used
to determine the amplitude, width, and central frequency of the sinc ILS for each spectral
line. An example of the observed SPIRE IFTS ILS is provided in Figure 4.16. This figure
shows a spectrum of an unresolved spectral feature from the photonic mixer in the SPIRE
test facility laboratory after the laboratory background continuum had been removed (see
§5.5.1). The circles represent the measured data and the solid line represents the sinc fit.
There is excellent agreement between the observed and theoretical ILS for the SPIRE IFTS.
This level of agreement is especially important when weak lines are in close proximity to
strong spectral lines.
The uncertainty in the spectral line is related to the ILS width (i.e. ∆σ) and S/N
by [159]
δσo ∝ ∆σS/N [cm
−1]. (4.14)
The measured frequencies are compared to their theoretical values with the resulting fre-
quency shift shown against on-sky angular position in Figures 4.17 (SLW) & 4.18 (SSW).
The vignetting in the theoretical model is assumed to be a complete cut-off of
anything outside of the allowed 1.3′ radius FOV, equivalent to a divergence angle of 3.75◦
within the interferometer. This example was selected to demonstrate an upper limit estimate
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Figure 4.16: Measured ILS function for the SPIRE SLW-D2 detector determined through
observations viewing an unresolved spectral source, i.e. the photonic mixer. The solid curve
shows the theoretical sinc function and the circles represent measured data.
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Figure 4.17: The observed shift in spectral frequency σ′o (asterisks) for detector on-sky
position (bottom axis) or FTS divergence angle (top axis). Also shown is the theoretical
expectation, both with vignetting (dashed curve with squares), and without (solid curve),
for the SLW array.
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Figure 4.18: The observed shift in spectral frequency σ′o (diamonds) for detector on-sky
position (bottom axis) or FTS divergence angle (top axis). Also shown is the theoretical
expectation, both with vignetting (dashed curve with squares), and without (solid curve),
for the SSW array.
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on axial line centre shift while the unvignetted case illustrates the lower limit. In practice,
vignetting caused by the SPIRE IFTS instrument FOV will not likely be an instantaneous
cut-off and is expected to vary with frequency. Therefore, the expected line centre shift is
somewhere between the vignetted and un-vignetted case, as is observed in Figure 4.17 for
measured data.
There is good agreement between the expected and observed axial frequency shift
for the SPIRE IFTS. As the obliquity ILS shift approaches the size of a spectral resolution
element, correct interpretation of the associated spectra must account for obliquity effects,
otherwise errors in the interpretation of the astronomical source under study will result [160].
For high-resolution SPIRE IFTS scans, the frequency shifts in the ILS for off-axis detectors
approaches the width of a spectral resolution element. The following section (§4.7) discusses
the importance of correct frequency shift interpretation in the context of a case study of
M82 [161].
4.7 A Case Study of IFTS in Astronomy
Spectroscopy is of fundamental importance in astronomy and astrophysics as it
provides information on the composition and physical conditions of astronomical sources.
Emission and absorption lines are the fingerprints of atoms and molecules. Spectra pro-
vide information on source composition, temperature, density, relative linear motion, and
rotation. These parameters are often used as inputs to complicated astrophysical models
to obtain estimates of star formation rates, lifetimes, etc. The goal of imaging spectroscopy
is to provide accurate spectral information for every resolved spatial component of a scene.
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Hence, all of the advantages of spectroscopy are applied to every pixel in an image. The
advantages of IFTS can only be realized, however, if all systematic sources of error, such
as instrumental obliquity factors, have been taken into account. This section discusses the
importance of understanding the axial variation within an IFTS instrument and highlights
some related implications.
Obliquity related frequency shifts in IFTS spectra may potentially masquerade
as Doppler shifts. Small frequency shifts which are significantly less than the instrument
spectral resolution will not have a noticeable effect, however, shifts comparable to or greater
than the instrument resolution must be taken into account. This effect will not be easily
measured for nearby (i.e. galactic) sources where the associated Doppler widths in molecular
clouds are˜30 km/s [162]. In this case, it is difficult to distinguish Doppler line widths from
instrumental effects. More distant sources, e.g. extragalactic, where radial velocities are
greater, will have lines exhibiting a combination of Doppler and instrumental effects. For
the large scale velocities associated with the rotation of galaxies, the resolution of the SPIRE
IFTS is in the regime where the associated velocity rotational curves will be evident. Such
information is fundamental in the determination of galactic masses, which in turn are key
in the understanding of the formation and evolution of galaxies.
Figure 4.19 illustrates the minimum resolvable redshift velocity for SPIRE obser-
vations as a function of frequency. The effective Doppler velocity due to ILS induced line
shift is shown for both SPIRE arrays in Table 4.5. Not only do obliquity effects potentially
increase the uncertainty of the spectral line centre, but they also vary across the detector
image plane. This variation across an image is a potential source of error, which, if left
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Figure 4.19: The minimum resolvable velocity shift for SPIRE using the highest available
spectral resolution (0.04 cm−1) and assuming that the minimum resolution is given by ∆σ
(solid) or ∆σ/10 (dotted).
uncorrected, will be interpreted in terms of scene dynamics. The effective Doppler shifts
shown in Table 4.5 indicate that, for an extended stationary source of frequency σo ob-
served with an IFTS, the outer-most off-axis detectors will observe a line shift equivalent to
several hundred km/s, while the on-axis detector equivalent redshift is on the order of tens
of km/s (42 km/s for SLW and 7 km/s for SSW). This is further complicated for Nyquist
sampled (spatial) maps which require several chop/jiggle positions about a pointing, or for
large maps constructed as mosaics of several imaging observations concatenated together. In
such cases, uncorrected obliquity effects will introduce spatially periodic systematic velocity
errors into a hyper-spectral image. Correction of the obliquity ILS broadening, therefore,
is necessary to ensure accuracy in many aspects of the interpretation of spectral data.
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Table 4.5: Effective Doppler velocity for uncorrected SPIRE ILS obliquity line shift.
Array βsky veffective (km/s)
SLW
0′′ 42
48′′ 264
83′′ 750
96′′ 993
SSW
0′′ 7
27′′ 80
47′′ 234
54′′ 311
71′′ 542
81′′ 696
4.7.1 The Starburst Galaxy M82
An infrared galaxy converting ISM into stars at an unsustainable rate is known as a
starburst galaxy [163]. Stellar radiation emitted within a star forming region is reprocessed
into infrared radiation by dust within surrounding molecular clouds. M82 (also known as
NGC 3034) is one of the most well-studied starburst galaxies in the local Universe, and is
one of the scheduled sources for SPIRE SAG-2 GTKP observations. In fact, SPIRE FTS
observations of M82 are scheduled during the Herschel science demonstration phase due to
SPIRE’s high sensitivity in the submm region where M82 is known to exhibit a wealth of
spectral content. The close proximity (˜ 3.63 Mpc [164]) and moderate infrared luminosity
of M82 make it the brightest infrared galaxy in our sky. Our edge-on perspective of the
galaxy yields an optical angular size of 11.2′ × 4.3′. The nuclear region of M82 is ˜4′ × 2′
and contians numerous point sources and concentrations of emission, some of which are
massive star clusters and supernovae [165]. Observations have shown the central region
to contain over 100 groupings of over 105 stars in star clusters, dusty molecular clouds,
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filaments of ionized gas, and different regions of varying star formation environments [166].
Tidal interactions with nearby M81 and dwarf starburst galaxy NGC 3077 are suspected
to have triggered a large burst of star formation in M82 approximately 107 – 108 years
ago [167], explaining much of the activity presently observed. Figure 4.20 shows a multi-
wavelength (IR – visible – X-ray) image of M82 comprised of Spitzer, Hubble, and Chandra
observations with superimposed Submillimetre Common User Bolometer Array (SCUBA)
submm contours.
In addition to the central region of M82, which hosts a variety of IR/submm
processes, the proximity of M82 allows observations of the outer regions. This includes
study of the interaction of star forming regions with the ISM and PDRs. Fine structure
emission lines of O I, O III, N II, N III, and C II, within ISO LWS observations of M82, reveal
a 225 km/s redshift [168]. SED analysis of the nucleus of M82, and regions 15′′ North and
South provides cooler temperatures and higher emissivities than the central region [165].
SCUBA observations of M82 reveal a single emission peak centred 9′′ west of the galactic
nucleus in the 850 µm band resolved into two distinct spatial peaks in the 450 and 350 µm
bands, 10′′ East and 6′′ West, respectively, of the galactic nucleus [169].
The size and distribution of M82 make it small enough to be mapped by SPIRE
(see beam sizes on Figure 4.20), but large enough to resolve internal details. SPIRE will
provide, for the first time, uninterrupted broadband spectral coverage in the submm region
of this galaxy. Even low-resolution spectra will allow distinction between continuum and
line emission, which is currently yielding SED uncertainties on the order of 50% [165]. With
the SPIRE IFTS detectors spatially separated by 27′′ and 48′′ on the sky, for SSW and SLW
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Figure 4.20: Multi-wavelength view of the starburst galaxy M82. The main image is a
composite of NASA Chandra (X-ray, top-left), Hubble (visible, upper centre-left), and
Spitzer (infrared, lower centre-left) space telescope observations. The contours shown
are 450 µm SCUBA continuum measurements ranging from 6.8 (center) – 0.5 (edge)
± 0.2 Jy/beam [165]. The image from each observatory is shown separately on the left.
Observations of M82 in the submm reveal CO rotation dynamics between the NE and SW
lobes [161] (˜ 80 km/s lower right to ˜360 km/s upper left of image as indicated by the ar-
row). The SPIRE detector beam sizes are shown in the upper right of the figure. Images –
X-ray: NASA/CXC/JHU/D.Strickland; Optical: NASA/ESA/STScI/AURA/The Hubble
Heritage Team; IR: NASA/JPL-Caltech/Univ. of AZ/C. Engelbracht; submm: CADC.
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respectively (see Figure 4.20), and the finest spectral resolution available being 0.04 cm−1,
M82 observations will exploit the utility of the SPIRE IFTS for extragalactic observations.
By comparison, ground-based observations of M82, through narrow atmospheric widows in
the submm, require weeks of observation time, whereas SPIRE observations will provide
high quality observations of both line and continuum spectra in relatively little time, on the
order of minutes (see §5.5.3).
Removal of the off-axis obliquity effect is critical to a correct understanding of
the galactic dynamics of a source such as M82. For example, the CO lobes observed to
be in rotation with respect to each other by Mao [161] are positioned such that they will
be observed on adjacent SLW detectors. Although the lobe radial velocities are observed
to be ˜80 and ˜360 km/s for the SW and NE lobes, respectively, the uncorrected observed
velocities will be different because of obliquity effects. Table 4.6 lists the observed velocities
expected for observation of CO rotation on neighboring SLW C detectors. The apparent ro-
tation between the C1-C2 and C3-C4 observations is of approximately the same magnitude,
but in the opposite direction. The range of velocity shifts shown in Table 4.6 emphasize
the need to correct for obliquity effects as discussed in detail in this chapter. Fully spatially
resolved SPIRE IFTS maps require a chop/jiggle raster which will further confuse the ap-
parent dynamics in a scene if obliquity frequency shifts are not corrected. Isolation and
removal of instrumental effects from observations is thus crucial to a correct interpretation
of observations of M82 and other extragalactic sources.
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Table 4.6: Resultant CO Doppler velocities for M82 without obliquity frequency shift
correction.
Detector vobserved (km/s)
pair SW lobe NE lobe
actual [161] 80 360
C1 & C2 1073 624
C2 & C3 344 402
C3 & C4 122 624
C4 & C5 344 1352
4.8 Conclusions
A discussion of the advantages and practical considerations for IFTS has been
provided. The theoretical IFTS instrument response has been calculated including obliquity
effects which involve modifications to the well-known FTS ILS sinc function. The SPIRE
PFM qualification test measurements of the SPIRE IFTS, performed over several months at
RAL, have verified the expected instrument performance. A general discussion of obliquity
effects in IFTS measurements has been included. A detailed analysis of the implication of
these effects for the SPIRE FTS has been presented from a theoretical and observational
standpoint. Finally, it has been shown that, while obliquity corrections may not be of
importance for galactic observations where the dominant velocity is determined by the
rotation of our solar system, obliquity corrections are crucial for extragalactic observations.
Indeed, for observations of M82, galactic dynamics could be reversed if obliquity effects are
not considered.
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Chapter 5
Signal and Noise in the SPIRE
Fourier Transform Spectrometer
I have always believed that astrophysics should be the
extrapolation of laboratory physics, that we must begin from the
present Universe and work our way backward to progressively
more remote and uncertain epochs.
Hannes Alfve´n [170]
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The accuracy of parameters derived from FTS spectra (e.g. line centre, line width,
line profile, line intensity, temperature, SED, etc.) depends upon the conditions under which
the corresponding interferograms are measured. Several factors affect the recorded signal
amplitude and noise level, and hence the observed S/N, in an FTS observation. These factors
include: the nature of the source under study and its surroundings, the optical path between
the astronomical source and the science instrument package, including: pre-optics (i.e.
telescope primary and secondary mirror), the FTS instrument itself and its associated optics,
post-optics (i.e. field lens, detector feedhorns, etc.), and, finally, the characteristics of the
radiation detectors and post detection read out electronics. A comprehensive understanding
of the instrument, with particular regard to all potential sources of noise, is necessary to
ensure optimal instrument performance. This is particularly important in space missions
with a finite lifetime; such is the case for the Herschel telescope which has a limited supply
of liquid Helium to maintain the required instrumentation operating temperatures.
This chapter discusses the performance characteristics of the composite, spider-
web, bolometer detectors [11, 12] employed in the SPIRE IFTS, and compares their theo-
retical and experimental performance. In particular, I have studied the noise performance
of the SPIRE FTS as determined through analysis of FTS interferograms obtained during
PFM testing, using techniques similar to those that will be used in the analysis of FTS
observations during flight. From this analysis, I have been able to predict the in-flight
performance of the SPIRE IFTS.
A review of general bolometer theory is provided in §5.1. The SPIRE instrument
optics are discussed in §5.2. The PFM observations are categorized as either viewing the
5.1. BOLOMETER THEORY 138
test facility or the CBB, i.e. the SPIRE instrument is either allowed to view sources within
the ˜300 K laboratory environment through a cryostat entrance window, or cold sources
within the cryostat itself. The pre-optics both during the PFM tests and flight are dis-
cussed in §5.3. Modeling of the SPIRE FTS bolometer detectors is discussed in §5.4. In the
theoretical bolometer model, each input configuration of the SPIRE instrument (§5.3) is
modeled separately. The differences in expected instrument performance during PFM test-
ing and in-flight are provided in §5.4. The observed performance of the SPIRE FTS during
PFM testing is discussed in §5.5.1 & §5.5.2. The expected noise performance of the SPIRE
detectors is given in §5.5.3. In this section I have modeled CO emission spectra from the
starburst galaxy M82, and I have also used previous measurements from the literature [161],
where available, to predict the in-orbit performance of SPIRE.
5.1 Bolometer Theory
Although the technology involved in designing state of the art bolometric systems
is highly sophisticated, at a fundamental level, a bolometer is nothing more than a very sen-
sitive thermometer. Radiant power absorbed by a bolometer causes a temperature change,
which in turn causes a change in the resistance of the device, ultimately allowing a measure
of the incident radiation on the detector. The theory presented in this section is distilled
from that of Jones [171], Low [172], Mather [173,174], Griffin and Holland [175], and Sudi-
wala et al. [176]. A bolometer, of temperature T , is thermally coupled to a heat sink, of
temperature To, by a thermal conductance, G(T, To). Incident radiation absorbed by the
bolometer causes an increase in temperature, and changes the dynamics of heat flow to the
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sink, so as to restore the bolometer to its equilibrium operating temperature. Although
the physical response to the incident radiation is a temperature change in the bolometer,
it is the bolometer resistance, R(T ), that is the measurable quantity in practice. A typical
bolometer circuit is shown in Figure 5.1 where the bolometer is connected in series with a
load resistor, RL, and a bias voltage, Vb, is applied across the network. While a bias current
I is passed through the bolometer, the potential difference across the bolometer, V , which
is a function of bolometer resistance, is measured. Thus, changes in the absorbed radiant
power result in changes in the dissipated electrical power in the bolometer. Consequently,
bolometer resistance varies both with changes in the absorbed radiant power, and as a result
of the electrical power dissipated within the bolometer.
The dissipation of electrical power through the bolometer is P = V I, and the
total power absorbed by the device is comprised of both optical and electrical components
as follows
W = P +Q [W] . (5.1)
Figure 5.1 illustrates a schematic diagram of a SPIRE bolometer and its equivalent elec-
trical circuit. The submm detectors on the SPIRE instrument are composite spider-web
bolometers [107], with neutron transmutation doped germanium as the thermistor element
bonded to a Silicon Nitride micromesh spider-web substrate [10,11] as the absorbing layer,
coated with a metallic film to match the impedance of free space.
Over its operating temperature range, the resistance of a bolometer may be ex-
pressed as
R(T ) = R∗ exp [(Tg/T )n] [Ω] , (5.2)
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Figure 5.1: Schematic diagram of a SPIRE bolometric detector (left) and its equivalent
electrical circuit (right). Incident radiant power, Q, and bias current, I, are absorbed
by the bolometer, leading to an increase in the bolometer temperature dictated by the
heat capacity, C(T ). A thermal gradient conducts energy from the bolometer to the heat
sink. The bolometer resistance changes as a function of temperature, and a measure of
the voltage across a bolometer can be used to determine the incident radiant power. Inset
Photos: SPIRE Consortium
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where Tg and n are material constants, and R∗ is a device specific constant. Tg is the
material bandgap temperature, n is the R–T power law index, another material constant,
and R∗ is the resistance parameter for a specific bolometer. For SPIRE, n=1/2 and Tg ≈
42 K. The temperature coefficient of resistance for a bolometer is given by
α =
1
R(T )
dR
dT
= − nT
n
g
Tn+1
[K−1] . (5.3)
The bolometer heat capacity C(T ) is given by
C(T ) = Co
(
T
To
)ρ
[J/K] , (5.4)
where Co is the heat capacity at a reference heat sink temperature To, and ρ is the heat
capacity index; both Co and ρ are material constants. The energy balance of a bolometer
is given by
C(T )
dT
dt
+G(T, To)(T − To) = W [W] , (5.5)
where G(T, To) is the bolometer thermal conductance at temperature T and heat sink
temperature To. Under steady state conditions, the energy balance is expressed as
W = P +Q = GS(T, To)(T − To) [W] , (5.6)
where GS(T, To) is the static thermal conductance of the bolometer, and is given by (see
§D.1 for further details)
GS(T, To) =
GSo
(β + 1)T βo
(T β+1 − T β+1o )
(T − To) [W/K] . (5.7)
The dynamic thermal conductance, GD(T, To) = dW/dT , is given by
GD(T, To) = GSo
(
T
To
)β
[W/K] . (5.8)
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The power dissipation of a bolometer to a heat sink is also effected by the temperature de-
pendance of the electrical bias in the circuit. The effective thermal conductance, GE(T, To),
includes the effect of electrothermal feedback [176] in the dynamic thermal conductance as
follows (see §D.2 for further details)
GE(T, To) =
dW
dT
− dP
dT
= GD(T, To)− αP (T, To)
[
RL −R(T )
RL +R(T )
]
[W/K] . (5.9)
5.1.1 Determination of Incident Optical Power, Q
Although the goal of using a bolometer in an FTS spectrometer is to measure the
incident radiant power on the detector, in practice, the measurable quantity is the voltage
across a current biased bolometer as a function of OPD, i.e. V (z). The incident radiant
power on the detectors can be determined from a bolometer model based on knowledge of
the bolometer voltage, the load resistance, the bias voltage, and the heat sink temperature.
From Figure 5.1, the bolometer resistance can be expressed as
R(z) =
V (z)RL
Vb − V (z) [Ω] , (5.10)
where Vb is the bias voltage and RL is the load resistance. The bolometer bias current, I,
can be expressed as
I(z) =
V (z)
R(z)
[A] , (5.11)
and the bolometer temperature is given by
T (z) =
Tg[
ln
(
R(z)
R∗
)]1/n [K] , (5.12)
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where R∗, Tg, and n are material constants as described earlier. The electrical power
dissipated in the bolometer is given by
P (z) = V (z)I(z) [W] . (5.13)
The key parameter of interest in bolometer operation is the bolometer temperature, T ,
which is critical in determining other desired quantities. The total power dissipated across
the bolometer, W (z), depends upon the temperatures of the bolometer and the heat sink,
T (z) and To, and is given by
W (z) =
T (z)− To
GE(T (z), To)
[W] , (5.14)
and the radiant optical power, Q(z), is the difference between the total and electrical powers
Q(z) = W (z)− P (z) [W] . (5.15)
Alternatively, the measured bolometer voltage can be converted into total absorbed
power directly using the bolometer responsivity S [V/W] (Equation 5.17 in §5.1.2). The
task of separating the optical and electrical power components still remains, however. The
responsivity, S, is a nonlinear function of power and is sensitive to the heat sink temperature,
which places stringent requirements on the thermal stability of the heat sink. Converting
the measured voltage into a temperature difference, as described above, provides a more
direct connection to the thermal stability requirements of the heat sink than converting a
measured voltage into an incident radiant power using the responsivity. In order to obtain
noise performance in accordance with the derivations below, the noise equivalent power
(NEP) (§5.1.3) may be converted into a noise equivalent temperature using the dynamic
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thermal conductance. To give an example of the thermal stability required for SPIRE, the
temperature stability of the heat sink must be better than ˜1 µK/
√
Hz (NEP/GD) if the
NEP is 10−16 W/
√
Hz (§5.5).
5.1.2 Bolometer Dynamic Response
The dynamic impedance of a bolometer element, ZD = dV/dI, is given by (see
§D.3 for further details)
ZD = R
[
GD + αP
GD − αP
]
[Ω] . (5.16)
Bolometer responsivity, S, is a measure of the variation in the output voltage measured
across a bolometer as a function of the incident radiant power, i.e. S = dV/dQ. The DC
detector responsivity is dependent upon bolometer bias conditions and optical loading, and
can be expressed as (details of this derivation are provided in §D.4)
S =
[
ZD −R
2V
] [
RL
ZD +RL
]
=
αV
GE
[
RL
ZD +RL
]
[V/W] . (5.17)
The speed of a bolometer response to changing input (either optical or electrical input) is
often represented by two time constants, one being thermal and the other being electrical.
An effective time constant τE , which takes electrothermal feedback into account, is given
by
τE =
C(T )
GE(T, To)
[s] , (5.18)
and a physical/thermal time constant τD given by
τD =
C(T )
GD(T, To)
[s] . (5.19)
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One advantage of electrothermal feedback is that it reduces the effective time constant.
Mather [173] has shown, however, that the Johnson noise NEP depends on the real physical
time constant τD rather than the effective time constant τE .
It is evident from Equations 5.18 & 5.19 that the detector response time (i.e. the
detector time constant) is inversely proportional to the thermal conductance. As will be
shown in §5.1.3, Johnson noise is linearly proportional to the thermal conductance (Equation
5.20). Thus, there is a trade-off between detector speed and noise; increases in the thermal
conductance produce a smaller time constant, and thus a faster detector response, but come
at the cost of increased noise.
5.1.3 Sources of Noise
As discussed in §2.7.2, there are many sources of noise present in a bolometric
measurement. Noise sources include: the photon noise due to the statistical nature of
photon arrival from the source under study, Johnson noise from the resistive bolometer
element and load resistor, phonon noise from the thermal contact with the heat sink, and
noise from the detector electronics (e.g. lock-in amplifier). A useful measure of noise in an
infrared detection system is the NEP, which is defined as the radiant power required to
produce a S/N of unity, normalized to half a second of integration time [76]. For example, a
detection system with an overall NEP of 10−16 W/
√
Hz requires a radiant signal power of
0.1 fW and an integration time of 0.5 s to obtain an S/N of unity. The term noise equivalent
power is a misnomer because the SI units of power are W and the units of NEP are W/
√
Hz .
Assuming that noise sources are uncorrelated, the total NEP is the quadrature sum of the
individual sources. This section discusses the main sources of noise in the SPIRE FTS and
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derives the overall noise performance of the instrument.
Johnson noise Johnson noise is due to the thermal motion of charge carriers in a resistive
device. Following the non-equilibrium theory of Mather [173], the DC Johnson noise NEP
is given by
NEPJ =
√
4kbTG2D(T, To)
α2P (T )
[W/
√
Hz ] , (5.20)
where kb is the Boltzmann constant. The Johnson noise associated with the load resistor is
included below (Equation 5.22).
Phonon noise Phonons are quantized lattice vibrations within any solid state device. The
statistical variation in phonon distribution effects the thermal conductivity, and thus the
bolometer operating point. Any variations in phonon flux are thus sensed by the bolometer
circuit, and result in another electrical noise component [109, 110]. The DC phonon noise
NEP is given by [176] (details of this derivation are provided in §D.5)
NEPphonon =
√
4kbGSo
T βo
(T 2β+3 − T 2β+3o )(β + 1)
(T β+1 − T β+1o )(2β + 3)
[W/
√
Hz ] . (5.21)
Load resistor Johnson noise The noise associated with the load resistor is also Johnson
noise due to thermal motions of its electric charge carriers. The DC load resistor NEP is
given using the bolometer responsivity, S, as follows [173]
NEPload =
√
4kbTo
RL
∣∣∣∣ ZDRLZD +RL
∣∣∣∣ 1S [W/√Hz ] . (5.22)
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Electronic amplifier noise The electronic pre-amplifier will also contribute to the elec-
trical noise. The amplifier rms noise voltage, i.e. VA−rms, typically given in units of
nV/
√
Hz , is converted into an amplifier NEP as follows
NEPamp =
VA−rms10−9
S
[W/
√
Hz ] . (5.23)
For the case in which the above noise sources are not correlated, the combined effect of all
non-optical sources becomes
NEPelec =
√
NEP2J + NEP
2
phonon + NEP
2
load + NEP
2
amp [W/
√
Hz ] . (5.24)
Photon noise In addition to the noise sources presented above, there is also source
noise associated with the radiation incident on the detectors. For each radiation source,
a full radiative transfer analysis is required. Emission from each component preceding
the detectors, and its propagation through all subsequent components down the optical
chain must be taken into account. Incident radiation from a source, e.g. source i with a
blackbody/greybody emission at temperature Ti and emissivity i, results in an absorbed
radiant power Qi as follows
Qi =
∫ σmax
σmin
i(σ)P (σ, Ti)ti(σ)ηi(σ)AΩ(σ)dσ [W] , (5.25)
where i(σ)P (σ, Ti) [W/(m2 sr cm−1)] represents the blackbody spectral radiance, ti(σ)
represents the transmission through the optical path from source to detector, AΩ(σ) [m2 sr]
is the instrument throughput, and ηi(σ) represents the net efficiency of the optical system.
The parameter ηi(σ) has several components including aperture efficiency, feed efficiency,
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etc. This efficiency parameter changes depending on the source of the radiation, e.g. stray
light from within an instrument c.f. blackbody emission from a telescope primary mirror,
and will be discussed in greater detail in §5.2, §5.3, and §5.4. The total background power,
Q, exposed to a detector, is the sum of the individual components
Q =
n∑
i=0
Qi [W] . (5.26)
The NEP due to a source of photon noise is determined as follows [173]
NEPν−i =
√√√√√√√4h2c3
∫ σmax
σmin

 AΩitiηiσ4
exp (
hcσ
kbTi
)− 1

1 + itiηi
exp (
hcσ
kbTi
)− 1

 dσ [W/√Hz ] ,
(5.27)
where h is Planck’s constant, and AΩ, , t, and η are all frequency dependent variables as
above (details of this derivation are provided in §D.6). The total optical NEP, for incoherent
sources, is obtained via the quadrature summation of the individual components as follows
NEPphoton =
√√√√ n∑
i=0
NEP2ν−i [W/
√
Hz ] . (5.28)
5.2 SPIRE Optical Efficiencies
In order to model the performance of the SPIRE instrument, the reflection, trans-
mission, absorption and emission of each optical element, all potentially frequency depen-
dent, must be taken into account. This section outlines the main optical components of the
SPIRE FTS. The parameter values presented here are based upon those found within the
SPIRE Sensitivity Models document [6].
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Figure 5.2: Optical configuration of the SPIRE FTS. There are several optical filters
(CFil1, SFil2, SFil3L/S, SFil4L/S, SFil5L/S), mirrors (CM3, BSM, SM5–12, and the rooftop
mirrors within the SMEC), two beamsplitters (BS1/2), and field lenses (SLensL/S) in the
optical path between the source and the two detector arrays.
The Herschel/SPIRE optics train consists of several mirrors and filters between
the primary mirror and the cryogenically cooled detectors, constituting the pre-optics (i.e.
the Herschel primary and secondary mirrors), instrument optics, and post-optics. This
work accounts for the pre-optics separately, as they are not part of the SPIRE instrument
itself, and were not present during PFM testing. A schematic of the optical path through
the SPIRE spectrometer is shown in Figure 5.2. In addition to the radiative transfer of
source radiation processed by the various optical components of SPIRE, another source of
radiation is straylight, originating from either within or outside of the instrument. The
reflection/transmission efficiency (η), emissivity (), and temperature (T ) assumed for each
optical component of the SPIRE FTS are listed in Table 5.1.
In addition to component specific efficiencies, several coupling efficiency terms
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Table 5.1: Assumed reflection/transmission efficiencies for components of the SPIRE FTS
for which test data were not available.
Component T (K) η 
fold mirror (CM3, SM5-SM12) 5.5 0.995 0.05
BSM 5.5 0.95 0.012
SMEC rooftop 5.5 (0.95)2 ' 0.9 0.05
BS1/2 5.5 (0.487/0.5)2 ' 0.95 0.03
Field lens (SLensL/S) 0.310 0.9 N/A
must also be taken into account. These factors include: instrument throughput (AΩ), feed
efficiency (ηfeed), aperture efficiency (ηA), spillover efficiency (ηS), and FTS modulation
efficiency (ηmod). These factors are discussed below and values for SPIRE are summarized
in Table 5.2.
The product of the per-mode throughput and the feedhorn/cavity efficiency (i.e.
allowed spectral mode content) determines the coupling of background power to the de-
tector [9]. The feedhorn geometry dictates the allowed modes and their respective cut-on
frequencies [11], and the throughput per mode is inversely proportional to the square of the
frequency. Theoretically, the overall mode content appears as a series of steps in frequency
as additional modes cut-on. In practice, however, the variation is not so discontinuous [6],
and a linear approximation of the mode content starting at unity at the lower frequency
band edge, and ending at n at the upper band edge, where n = 4 for SLW and n = 3 for
SSW, has been used in this analysis. The product of the mode content and throughput per
mode gives the feedhorn throughput AΩ(σ). The mode content and throughput for each
array of the SPIRE FTS is shown in Figure 5.3.
The feed efficiency represents the absorption efficiency of various modes of incident
radiation with respect to the combination of the feedhorn, cavity, and bolometer element.
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Figure 5.3: Optical throughput of the SPIRE FTS. The upper plot shows the λ2 mode
content (dashed - discrete cut-on, solid - linear approximation) for the SLW array (left) and
SSW array (right). The lower plots illustrates the resultant AΩ throughput, shown here
in units of m2 sr. The throughput shown here does not take into account coupling to the
telescope.
Although there are different theoretical feed efficiencies for each mode based upon the
feedhorn and mode geometry [11], the variation of the theoretical coupling efficiency of each
mode is small. During PFM testing, attempts were made to describe the modal content
of observed data recorded with the SPIRE FTS; no simple relationship between observed
spectra and theoretical mode content and mode coupling efficiency was found. Therefore,
the average value of all expected mode coupling efficiencies is used for simplicity.
Spillover efficiency is a measure of the detector throughput illuminated by the
telescope. The remainder (i.e. 1 − ηS) is assumed to terminate on the inside of the 2 K
detector box. The same uniform spillover efficiency is assumed for both bands.
The FTS modulation efficiency is due to the interferogram modulation amplitude
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Table 5.2: Estimated SPIRE FTS detector coupling efficiency factors.
Parameter
Array
SLW SSW
AΩ (mm2 sr) 0.32 – 0.46 0.09 – 0.11
ηfeed 0.70 0.73
ηS 0.75 0.75
ηmod 0.5 0.5
of ˜±Io/2 about a DC offset of Io/2, where Io is the unmodulated signal amplitude. Al-
though the modulated amplitude is reduced, it is important to note that the photon noise
is related to the total signal level and not just the modulated portion, so ηmod is not used
in the background noise determination.
The fraction of the total power from a point source diffraction pattern coupled to
a detector which is centred on the source is known as the aperture efficiency. This reduction
of intensity is not observed for extended sources as the detector is effectively exposed to the
superposition of a dense spatial distribution of point sources, and therefore the diffraction
pattern is flat.
The overall transmission of an extended greybody source ( = i, T = Ti) observed
with SPIRE is given by
Qi(σ) = i(σ) P (σ, Ti) AΩ(σ) Filt(σ) ηS ηfeed ηmod
×(0.95) (0.995)9 (0.95)2 (0.4870.5 )2 (0.9) dσ
[W] , (5.29)
where P (σ, Ti) is the Planck function, Filt(σ) is the overall filter profile, and the optical
component efficiencies are taken from Table 5.1. While this analysis of the SPIRE FTS
is based upon the best estimates of the expected operating conditions and the combined
effect of propagation through all of the individual components, the performance of the
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fully configured system, at its operating temperature, must be obtained through calibration
observations of well known astronomical point and extended sources; this type of observation
will not be possible until after launch. Measurements made with SPIRE during PFM testing
were conducted with the instrument in an evacuated cryostat at cryogenic temperatures,
however, it was impossible to simulate the expected in-flight conditions fully. The following
section outlines the differences between operating conditions during PFM testing and flight,
and discusses corresponding modifications of the bolometer model which account for these
differences.
5.3 SPIRE Optical Input Configurations
In PFM testing of SPIRE, space-like conditions for the instrument were simulated
in a laboratory setting. Although many factors are well controlled within the SPIRE cryo-
stat, such as the various temperature stages (i.e. 77 K, 10 K, 5 K, 2 K, 0.3 K), the infrared
input wavefront curvature and optical background levels present during instrument testing
will vary from in-flight conditions. As it was not feasible to house a 3.5 m diameter mirror
in the SPIRE test facility, a telescope simulator [177,178], consisting of a series of powered
mirrors manipulated by linear actuators, was used to reproduce the wavefront expected
from the SPIRE pre-optics. In addition to the telescope simulator (which is outside of
the SPIRE test cryostat) the pre-instrument filters in the cryostat include a high density
polyethylene (HDPE) cryostat window, three low-pass filters [127], and two neutral density
filters (9.2% and 3.7% transmission), all tilted or wedged to avoid interference caused by
multiple reflections, in place to bring the background radiation intensity from the laboratory
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Figure 5.4: The input configuration for the SPIRE FTS in-flight (left) and during PFM
testing (centre and right). The centre illustration shows a T ∼ 300 K,  ∼ 1 background
source, a representation of the additional mirrors of the telescope simulator, the cryostat
window, and the various filters inside the cryostat (and outside of the SPIRE instrument).
The right illustration shows the CBB source and flip mirror used to switch the internal view
from the lab to the CBB.
to representative levels [179]. In addition to radiation sources outside of the SPIRE cryo-
stat, an internal blackbody source (i.e. the CBB [179]), thermally linked to the 4 K stage,
was placed inside the cryostat just outside of the SPIRE instrument. The CBB is placed
on the interior of all of the additional cryostat filters and windows mentioned above. A
flip mirror allowed SPIRE to alternately view the CBB or the cryostat window/laboratory.
Each of these input configurations is illustrated in Figure 5.4. Labeled photographs of each
of the input sources in Figure 5.4 are shown in Figures 5.5 (the Herschel primary mirror),
5.6 (the laboratory background and telescope simulator), and 5.7 (the CBB). The principle
uncertainties in the sensitivity performance estimation of Herschel/SPIRE, which will only
be known after Herschel is launched, are the temperature and emissivity of the telescope
primary mirror. The internal blackbody source, SCAL, in place at the secondary FTS in-
put port to compensate for the background emission from the primary input port (largely
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Figure 5.5: Image of the fully constructed Herschel telescope. The arrows show the telescope
primary and secondary mirrors as sources of ˜80 K background radiation. Photo: ESA.
emission from the primary mirror), was designed for a ˜60 K,  ≈ 0.04 primary mirror [13].
Mirror development occurred in parallel with instrument testing, and it is now expected
that the Herschel telescope will have a lower total emissivity  ≈ 0.02, corresponding to a
temperature of T ∼ 80 K [8]. The final mirror temperatures and emissivities, which vary
inversely with respect to each other, will only be known after the in-flight performance
verification phase which follows shortly after Herschel is launched, however, and may range
from  ≈ 0.04− 0.005 (T ≈ 60− 90 K) [19]. The expected incident radiant power for each
instrument configuration, i.e. viewing the CBB, the laboratory, or the telescope primary
mirror in flight, including all optical efficiencies, is shown in Figure 5.8. The background
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Figure 5.6: Image of the telescope simulator in the SPIRE test facility clean room at RAL.
The arrows indicate the path of light from the laser optical bench through the simulator
towards the SPIRE cryostat. When in use, the photonic mixer was positioned on the laser
optical bench. Photo: RAL.
Figure 5.7: Image of the CBB inside of its housing. A stepper motor switches the flip mirror
such that SPIRE views the CBB or the laboratory. Photo: Cardiff AIG.
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Table 5.3: Incident background radiant power levels for the SPIRE FTS for each case
presented in Figure 5.8.
Input Configuration
Q (pW)
SLW SSW
CBB 8.82 1.12
Lab 5.46 2.78
Sky, T = 60 K,  = 4% 4.40 3.31
Sky, T = 80 K,  = 1% 5.01 4.15
Sky, T = 90 K,  = 0.5% 5.44 4.58
optical power levels for each of the cases in Figure 5.8 are determined by integrating across
the spectral bands and are shown in Table 5.3.
5.4 SPIRE Bolometer Models
Each of the background power conditions shown in Figure 5.8 is associated with
a different bias condition that optimizes detector performance in terms of sensitivity and
noise. This section uses the bolometer theory presented in §5.1 to explore the effect of
varying input optical power and bias condition on the detector responsivity and NEP. The
material parameter constants, and other input variables, for the SPIRE FTS bolometers of
each detector array are listed in Table 5.4 [6, 180].
As discussed in §5.1, the bolometer bias conditions depend upon the background
radiant power incident on the bolometer, Q, and the bolometer equilibrium operating tem-
perature, T . The bolometer bias current can be expressed as a function of Q and T as
follows
I(Q,T, To) =
√
GS(T, To)(T − To)−Q
R∗ exp [(Tg/T )n]
[A] . (5.30)
It is instructive to determine the expected background power level, Q, and subsequently
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Figure 5.8: The spectral density of the incident background power for in-flight and labora-
tory configurations of the SPIRE FTS. The nominal (i.e. T ∼ 80K,  ∼1% – solid curve)
and extreme cases (i.e. T ∼ 60K,  ∼4% – long dashes, T ∼ 90K,  ∼0.5% – short dashes)
of the expected in-flight radiation background from the telescope primary optics are shown.
The lab background is shown with asterisks and represents a T ∼ 300K,  ∼100% back-
ground, with the additional filters in place in the cryostat. The background power for the
SPIRE instrument viewing the CBB (T ∼ 10K,  ∼ 100%) is shown in diamonds. All of
the spectra shown include optical throughput and transmission efficiencies.
5.4. SPIRE BOLOMETER MODELS 159
Table 5.4: Input parameters for SPIRE FTS bolometer simulations.
Parameter Description
Array
SLW SSW
To (K) Bolometer heat sink temperature 0.31 0.31
TL0 (K) Detector array housing (Level-0) temp. 1.8 1.8
TL1 (K) Instrument temp. (Level-1) 5.5 5.5
VA−rms
(
nV/
√
Hz
)
JFET plus amplifier noise 10 10
TG (K) Bolometer band-gap temp. 41.0 42.1
R∗ (Ω) Bolometer resistance parameter 92.2 79.3
RL (MΩ) Load resistor 23.2 19.2
GSo (pW/K) Static thermal conductance at 0.3 K 163 194
β Thermal conductivity index 1.23 1.30
n R-T power law index 0.5 0.5
Co (pJ/K) Heat capacity at 0.3 K 1.00 1.02
ρ Heat capacity index 1 1
determine the detector responsivity and NEP for a variety of bias currents. The desired
bias current is that which results in optimum values for noise performance and sensitivity
for a given Q; this leads to the selection of load resistor, RL, and bias voltage, Vb. An
example of the bolometer model NEP results is shown for the 9.0 K CBB configuration
in Figure 5.9, which illustrates the DC NEP values from the various noise sources in the
model. Similar results were determined for the other input configurations (e.g. laboratory
and expected telescope primary mirror).
The NEP contributions for the other input configurations were also modeled and
used to determine the overall DC NEP in each case. The overall DC NEP results for each
configuration modeled are shown in Figure 5.10. The vertical bars on the figure represent
the bias current for which there is a minima in the total NEP. These results will be used
in §5.5 to compare the expected instrument noise performance with that observed during
PFM testing. The detector responsivity for each case shown in Figure 5.10 is illustrated
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Figure 5.9: The DC NEP contributions for the SPIRE FTS viewing a 9.0 K CBB for both
the SLW and SSW detector arrays. The vertical bar represents the minimum total NEP
case, and thus the desired bias current. The NEP contributions shown are the total NEP
(asterisks), total non-optical NEP (filled diamonds), amplifier NEP (circles), phonon NEP
(squares), Johnson NEP (triangles), load resistor NEP (diamonds), and photon NEP (solid
curve). It is evident that photon noise is the dominant unique noise source for the SLW
array, whereas other noise sources are greater than the photon NEP for the SSW array.
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Figure 5.10: The total DC NEP for the SPIRE FTS viewing the lab during PFM testing
(asterisks), the CBB (9.0 K – diamonds, 6.7 K – squares), and the expected performance
in-flight (nominal – solid, low  primary – dashed, high  primary – dotted). The vertical
bars represent the NEP minima, and thus the ideal bias current.
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in Figure 5.11. The vertical bars in this figure represent the minimum NEP operating
point, and are observed to be slightly offset from the responsivity maxima. The minimum
noise bias current, I, and the value of other bolometer performance indicators such as
bolometer voltage, V , input bias voltage, Vb, NEP, detector responsivity, S, and overall
rms noise voltage, Vrms−total, at the minimum noise bias current are given for both detector
arrays in Table 5.5. Although the input radiant power levels are similar (Table 5.3), it is
readily evident that there are differences between a uniformly attenuated high emissivity,
high temperature, source (i.e. the ˜300 K test facility); an unattenuated high emissivity
cold source (i.e. the CBB); and a low emissivity intermediate source (i.e. the telescope pre-
optics) in terms of NEP. In particular, note the differences between the background power
and photon NEP for room and CBB viewing configurations. For the SLW array, although
Qroom < QCBB, it seems to be the opposite relationship for the NEP, i.e. NEPphoton−room >
NEPphoton−CBB.
A study of Figure 5.8 shows, especially for the SLW array, that the spectral power
density associated with observing the room through the cryostat filters is equivalent to that
expected from the telescope primary optics in flight; despite this apparent close agreement,
the photon NEP values for the two cases are dissimilar. This serves to illustrate that the
optical/spectral simulation of the space-based environment of a far-infrared instrument in
a laboratory setting is challenging!
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Figure 5.11: Simulation of the total DC detector responsivity, S, for the SPIRE FTS for
various optical input configurations: viewing the lab during PFM testing (asterisks), viewing
the CBB during PFM testing (diamonds), and the expected performance in-flight (nominal-
solid, low  primary-dashed, high  primary-dotted). The vertical bars again represent the
bias current level associated with the minima for the total NEP.
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Table 5.5: Results from SPIRE FTS bolometer simulations at various input configurations.
Input
T ∼ 80 K T ∼ 90 K T ∼ 60 K Lab CBB CBB
Configuration (300 K) (9.0 K) (6.7 K)
SL
W
I (nA) 1.27 1.28 1.25 1.28 1.35 1.07
V (mV) 4.54 4.48 4.66 4.47 4.42 4.92
Vb (mV) 34.01 34.22 33.61 34.15 35.75 29.72
Q (pW) 5.01 5.44 4.40 5.46 6.20 2.13
NEPphoton 7.10 7.35 6.58 13.51 7.45 4.24
(10−17W
√
Hz )
NEPelec 6.87 6.97 6.67 6.98 7.19 6.05
(10−17W
√
Hz )
NEPtotal 9.88 10.13 9.37 15.21 10.35 7.39
(10−17W
√
Hz )
S (108 V/W) 2.10 2.06 2.19 2.06 1.97 2.53
Vrms−total 20.69 20.80 20.43 31.20 20.33 18.64
(nV
√
Hz )
SS
W
I (nA) 1.27 1.34 1.25 1.20 1.12 1.07
V (mV) 5.16 5.16 5.32 5.35 5.76 5.82
Vb (mV) 29.63 30.84 29.38 28.47 27.22 26.43
Q (pW) 4.15 4.58 3.31 2.78 0.61 0.09
NEPphoton 8.41 8.84 7.50 15.25 3.04 1.12
(10−17W
√
Hz )
NEPelec 7.06 7.17 6.85 6.72 6.20 6.08
(10−17W
√
Hz )
NEPtotal 10.98 11.39 10.15 16.67 6.90 6.18
(10−17W
√
Hz )
S (108 V/W) 2.09 2.05 2.19 2.25 2.54 2.62
Vrms−total 22.92 23.18 22.12 37.40 17.46 16.14
(nV
√
Hz )
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5.5 Performance of the SPIRE FTS
As mentioned in §5.4, it was impossible to simulate the flight environment of
SPIRE. Therefore, the measured performance of the SPIRE FTS during PFM testing can-
not provide a direct indication of the expected in-flight performance of the instrument. The
observed instrument performance can, however, be compared to theoretical models which
have been developed specifically for the laboratory conditions present during testing. This
section evaluates the observed noise performance of the SPIRE FTS during PFM testing,
and compares these results with the expectations dictated by the theoretical bolometer sim-
ulations. The results of the comparison between the observed and expected NEP for the
PFM observations are then used to predict the in-flight noise performance of the SPIRE
FTS.
5.5.1 Observations Viewing the SPIRE Test Facility
As mentioned in §4.5, a photonic mixer [155,156] was used during PFM testing as
an additional unresolved spectral line source. The photonic mixer accepts two compact near-
infrared lasers operating at a wavelength of ˜1.55 µm (standard in the telecom industry) as
input via a polarization maintaining fibre. The laser inputs are tuned to wavelengths chosen
such that they are spectrally separated from each other by several hundred gigahertz (GHz),
where the difference frequency output by the mixer forms the desired infrared/submm signal.
Although the specific frequency of the photonic mixer source is not as precisely defined as
is the energy/frequency of the transitions in a molecular laser, the photonic mixer provides
a continuous range of tunable, stable, output frequencies which is much less limited than
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the discrete transitions available from a molecular laser.
The unresolved spectral feature from the photonic mixer is isolated by obtaining
the difference between PFM FTS observations recorded in rapid succession with and with-
out the photonic mixer included in the input. Fitting and removal of this line from the
residual spectrum, even under conditions where the continuum background is two orders
of magnitude greater than the unresolved line source (8.5 pW cf. 0.01 – 0.1 pW for these
observations), provides isolation of the noise present within a derived spectrum. This sec-
tion presents results from the extraction of the spectral noise from PFM observations with
the laboratory (i.e. ˜300 K background) as a background. The spectral noise is used to
determine an effective NEP which is in turn compared to the simulation results presented
in §5.4.
At a fundamental level, the FTS is a spectrum analyzer and can thus be used
to evaluate the spectral nature of noise sources. To understand instrument performance
better, it is instructive to evaluate the spectral noise distribution, specifically comparing in
and out of band spectral regions. A region below the spectral band will give an indication
of the total noise, excluding photon noise, which is heavily effected by 1/f noise (§2.7.2).
A spectral region above the spectral passband will provide an estimate of the overall noise
excluding photon noise that is well isolated from 1/f noise. The spectral region within the
spectral passband provides an estimate of the total overall noise present. Since SPIRE FTS
data is four times oversampled, a spectral region well above the high optical frequency cut-
off is available to be used for determination of the system noise excluding photon noise. The
frequency bands used in this evaluation are 15 – 33 cm−1 (in-band), and 150 – 180 cm−1
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(out-of-band) for SLW, and 32 – 53 cm−1 (in-band), and 165 – 190 cm−1 (out-of-band) for
SSW.
In Fourier transform spectroscopy, the NEP can be expressed in terms of instru-
ment parameters as follows [181]
NEPmeasured = ς
√
∆σ
2vstage
[W/
√
Hz ] , (5.31)
where ς (W/cm−1) is the spectral noise, vstage (cm OPD/s, 0.2 cm/s for SPIRE) is the
velocity of the FTS translation stage, and ∆σ (cm−1) is the spectral resolution (see §D.7
for further details of this relation). In this analysis, Equation 5.31 is used with the residual
spectral noise estimates to obtain a measure of the NEP for every spectral data point. Thus,
the average in-band NEP gives an estimate of the total NEP, including NEPphoton, and an
average of the above band NEP values gives an estimate of NEPelec. The photon NEP is
determined by the quadrature subtraction of NEPelec from the NEPtotal.
In order to compare the measured noise performance with that expected from sim-
ulations, an estimate of the noise present must be extracted from experimental observations.
The spectral noise estimate is obtained by first subtracting the background only observation
from the spectrum, fitting a sinc function to the residual spectrum, and then subtracting
the best-fit sinc from the residual spectrum. Let B(σ) represent the background continuum
from the laboratory, and A sinc(σo, δσo) represent the unresolved source from the photonic
mixer while the interferograms were recorded. For an individual scan, e.g. scan i, the
spectral noise is assumed to be ςi. The background-only scan (j) ideally contains the same
background spectrum, B(σ), while the noise, ςj , is independent. Assuming that both scans
are recorded under similar conditions, and thus the noise amplitudes are equivalent, the
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overall noise present in the residual noise spectrum will be
√
ς2i + ς
2
j =
√
2 ς. Since the
photonic mixer only illuminated a few detectors per observation, the detectors which did
not observe the photonic mixer during the observation did not need a sinc function sub-
tracted from the residual spectrum; the difference between the two observations provided
the residual spectral noise.
Figure 5.12 shows the process of noise extraction from one of the photonic mixer
spectra recorded by the SPIRE FTS during PFM testing. The upper plot of the figure
contains the original spectrum including the continuum background from the laboratory
in addition to the unresolved feature due to the photonic mixer. The central plot shows
the spectrum after the subtraction of a complementary scan where the photonic mixer was
blocked, i.e. the removal of the background continuum. The lower plot shows the residual
noise spectrum where the unresolved spectral feature (sinc fit, if applicable) and background
continuum have been removed.
The NEP from spectra recorded viewing the laboratory is illustrated for SLW-
D2 in Figure 5.13. Values of NEPelec as derived from out of band NEP averaging for
both SLW & SSW arrays are shown in Figure 5.14. NEPelec is determined to be 13 ±
5 · 10−17 W/√Hz across the SLW array, and 8 ± 2 · 10−17 W/√Hz for the SSW array;
both of these values are in good agreement with the model predictions listed in Table
5.6. NEPtotal for both arrays is also shown in Figure 5.14 where the average value is
98± 72 · 10−17 W/√Hz for SLW and 49± 33 · 10−17 W/√Hz for SSW. These values are
not in agreement with the bolometer model. It is important to note that the laboratory is
not a passive environment and is not well represented by a perfect blackbody at a constant
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Figure 5.12: Determination of NEP from laboratory SPIRE FTS spectra for detector SLW
-D2. The top figure illustrates spectra taken with the laboratory continuum background
and with (solid) and without (dashed) the photonic mixer signal. The middle plot shows the
continuum subtraction (solid in figure, circles in inset), and fit (solid in figure and inset), of
the unresolved spectral feature. The lower figure shows the residual noise used to determine
the NEP after both the continuum and unresolved feature have been subtracted. The boxed
regions in each plot show the area plotted within the insets.
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temperature. During the acquisition of these data, there were scientists operating test
equipment and controls in the control room facility adjacent to the clean-room test facility
and in the clean-room facility itself. Since the NEPelec values are within agreement with
the bolometer model, the excess noise in these data is assumed to be due to fluctuations
of the laboratory continuum background. Temperature fluctuations on the order of a few
tenths of a degree and humidity fluctuations on the order of a few percent may provide a
partial explanation for the background continuum variation. Additionally, variations in the
background scene (e.g. air currents, varying optical paths and sources) may be the result of
the experimentalist operating the photonic mixer within the clean room test facility. The
observed noise values for the SPIRE FTS viewing the laboratory, along with results for the
CBB scans (to be discussed in §5.5.2), are presented in Table 5.6.
5.5.2 Observations Viewing the CBB
To evaluate the performance of the detectors while viewing a more stable thermal
environment, a low temperature continuum source inside the cryostat, i.e. the CBB, was
used during PFM testing of the SPIRE instrument. The CBB was designed as an ideal
blackbody source of emissivity  = 1 [179]. A flip mirror inside the SPIRE test cryostat
allowed the SPIRE FOV to alternately view the laboratory external to the cryostat and
the CBB within the cryostat (see Figure 5.2). Since in this configuration, while the flip
mirror is set to view the CBB all of the emission incident upon the detectors originates
from within the cryostat under space-like conditions, it is expected that these results will
provide a more reliable measure of the FTS noise performance. A series of high-resolution
(∆σ ∼ 0.04 cm−1) interferograms were recorded with the CBB set to 6.7, 7.2, 7.7, 8.2, 8.7,
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Figure 5.13: Spectral NEP derived from SPIRE FTS spectra of the photonic mixer and
laboratory background for detector SLW-D2. An average within the band is used to deter-
mine NEPtotal while an out of band average is used to estimate NEPelec. The insets show a
cumulative histogram representation of the spectral NEP data points with a box outlining
the zoomed region of the second inset.
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Figure 5.14: NEPelec and NEPtotal for both SPIRE FTS detector arrays while viewing the
laboratory. NEPelec estimates are determined by averaging out of band spectral NEP values
for each bolometer. NEPtotal estimates are obtained by averaging the in-band spectral NEP
values for each bolometer.
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and 9.0 K and SCAL switched off at the ambient instrument temperature (˜ 5 K).
The analysis for these observations is similar to the analysis outlined in §5.5.1,
where the difference between successive spectra derived from a series of high-resolution
interferograms provides an estimate of the residual noise in a given spectrum. The noise of
the CBB discussed in this section is derived from the difference between a single spectrum
and the average of the spectra recorded under the same observation; between eight and
sixteen scans were averaged in each case for these data. Figure 5.15 illustrates the noise
extraction and NEP derivation for detector SLW-C4. The total NEP for each detector in
the SPIRE arrays for the 6.7 K and 9.0 K CBB temperature settings is shown in Figure
5.16. These results are in excellent agreement with the performance predicted from the
theoretical bolometer model (Table 5.5).
The CBB noise measurements were taken under such controlled conditions that it is
possible to compare the noise observations at varying CBB temperatures with the expected
theoretical change in photon noise over the same range of CBB temperatures. The variation
of observed photon NEP as a function of CBB temperature is illustrated in Figure 5.17.
Each data point in this figure is determined from averaging sixteen high-resolution scans;
thus, ˜1600 interferograms were analyzed for the SLW array, and ˜2800 for the SSW array.
Although the large error bars reflect the uncertainty in the nature of a noise measurement,
the observed photon NEP is in agreement with theoretical expectations. There is excellent
agreement found in the SLW array, and the agreement in the SSW array falls off at lower
CBB temperatures. This is primarily due to the extremely low signal levels in this band
causing errors in the extraction of photon noise from the total noise observed. Figure 5.8
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Figure 5.15: Determination of SPIRE FTS NEP for spectra recorded while viewing the
CBB for detector SLW-C4. The upper plot shows individual spectra and the average of
several spectra over-plotted for the 6.7 K and 9.0 K CBB temperature cases. The centre
plot shows the difference between the individual spectrum and the corresponding average.
The lower plot shows the resultant spectral NEP for each case.
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Figure 5.16: The NEP for the SPIRE FTS detectors viewing the CBB for both the 6.7 K
and 9.0 K observations.
illustrates the spectral input for a 6.7 K and 9.0 K CBB. It is clear that the radiant power
from the CBB falls off dramatically at low CBB temperatures and high frequencies.
A summary of NEPtotal for the CBB scans, and both NEPtotal and NEPelec for
the laboratory scans, is provided in Table 5.6. With the exception of the photon noise
observed with SPIRE viewing the laboratory, all noise observations are in agreement with
that predicted by theoretical bolometer models. Although it was not possible to do a full end
to end test of the SPIRE instrument, including a cooled 3.5 m diameter telescope primary
mirror within a laboratory setting, the series of tests which have been conducted support the
theoretical bolometer model. The sensitivities predicted by the bolometer model for PFM
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Figure 5.17: Variation of NEPphoton with CBB temperature. The squares illustrate the
average photon NEP per detector at each temperature while the diamonds show the array
average at each CBB temperature. The solid line shows the theoretical variation of detector
NEPphoton with CBB temperature. The SLW array shows excellent agreement with theory.
As photon noise is not the dominant noise source in the SSW array at these temperatures,
the extraction of NEPphoton from NEPtotal is less reliable.
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Table 5.6: Comparison of average NEP values determined from SPIRE PFM interferograms
for each SPIRE FTS array and predicted results from the theoretical bolometer model.
NEP (10−17W/
√
Hz )
Input Configuration
measured
theoretical
model
SL
W
CBB (9.0 K) 6± 1 8.2
CBB (6.7 K) 4.5± 0.5 6.8
Lab (NEPelec) 13± 5 7.0
Lab (NEPtotal) 98± 72 15.2
Sky, T = 80 K N/A 9.9
SS
W
CBB (9.0 K) 6± 2 6.9
CBB (6.7 K) 5± 2 6.2
Lab (NEPelec) 8± 2 6.7
Lab (NEPtotal) 49± 33 16.7
Sky, T = 80 K N/A 11.0
testing were confirmed and there is strong evidence that photon noise was measured for the
CBB at 9.0 K, which in turn supports the utility and accuracy of the theoretical bolometer
model used in this analysis. Thus, this same confidence may now be placed in the accuracy of
the predictions of the theoretical model for the SPIRE FTS detectors in flight configuration
with the telescope primary mirror as the dominant source of background emission once the
in-flight operating environment parameters are known. Additionally, the verification of the
accuracy of this bolometer model also places confidence in its application towards other
applications of SPIRE data analysis such as absolute calibration of astronomical sources
and detector non-linear responsivity correction (Figure 5.11) [33].
5.5.3 In-Flight Sensitivity Predictions
As shown in Table 5.5, and as verified by the analysis shown in §5.5.1 & §5.5.2, the
total NEP for the SPIRE FTS detector arrays is expected to be 9.88 and 10.98 ·10−17 W/√Hz
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Table 5.7: Observed M82 CO line intensities (
∫
Tdv [K km/s]) [161,182].
Line
Region
NE-Lobe Centre SW-Lobe
CO J = 7− 6 (σo = 29.90701 cm−1) 132.3± 5.8 177.7± 5.4 167.2± 6.4
CO J = 4− 3 (σo = 15.37866 cm−1) 465.3± 12.9 493.3± 12.1 503.0± 12.6
for the SLW and SSW arrays, respectively. In this section, the expected NEP values for the
SPIRE FTS detector arrays are used in conjunction with astronomical observation data to
estimate the time required to obtain observations with a desired S/N. The examples in this
section use CO emission lines in M82 [161] as sources.
Table 5.7 lists the integrated line intensities,
∫
Tdv, from Mao et al. [161] for the
CO J = 7−6 and J = 4−3 rotational transitions for the centre, north-east lobe, and south-
west lobe of M82. The intensities are given in units of K km/s, i.e. the antenna temperature
integrated across the Doppler-shifted velocity profile. The line intensity is converted into
an effective FTS-observed temperature, Teff , distributed across an FTS resolution element
as follows
Teff =
∫
Tdv
∆v
[K] , (5.32)
where ∆v is the FTS resolution in velocity units, e.g. km/s, and is given by
∆v =
c∆σ
σ
[km/s] . (5.33)
It is important to verify that all of the integrated line intensity falls within a single FTS res-
olution element, i.e. that the lines under observation are unresolved, otherwise the effective
antenna temperature must be scaled to the appropriate resolution.
The S/N for FTS observations in the case of source power given in units of antenna
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temperature, TA, is given by [183]
S/NT =
kbTAc∆σ
2NEP
√
t , (5.34)
where t is the total observation time. The effective noise temperature, ςT , is given by [181]
ςT =
4NEP
kbc∆σ
√
t
[K] . (5.35)
Thus, the required observation time, treq, can be expressed as a function of the desired S/N
and effective antenna temperature as follows
treq =
[
4 NEP (S/N)
kb c ∆σ Teff
]2
[s] . (5.36)
The astronomical observation template for high-resolution SPIRE FTS scans requires that
interferograms be recorded in multiples of two (i.e. the FTS translation stage starts and ends
at the same place). Although it is possible to observe a single up/down interferogram scan
pair of a source, the associated telescope overheads make this measurement very inefficient
[18]; the recommended minimum number of up/down scan pairs, N , is eight. Table 5.8 lists
the resultant spectral S/N for observations of the CO lines observed by Mao [161] for one
(N = 1) and eight (N = 8) up/down scan pairs. Table 5.9 shows the approximate number
of scans required to obtain an S/N greater than 1000 for each of the above CO transitions.
Approximate observation times, excluding any telescope overheads, are also shown for the
S/N > 1000 case in Table 5.9.
Not all of the CO lines within the SPIRE bands have been observed thus far as wa-
ter vapour in the earth’s atmosphere is highly absorptive at these frequencies. Observations
of a family of transitions simultaneously using the broadband spectral coverage provided by
an FTS will prove useful in providing constraints to temperature profiles used in theoretical
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Table 5.8: Predicted S/N in terms of number of interferogram scan pairs (N) for SPIRE
FTS observations of M82. The uncertainty in brightness temperature, δT , is 2.5 mK for
N = 1, and 0.89 mK for N = 8.
N CO Line
Position
NE-Lobe Centre SW-Lobe
1
CO J = 7− 6 262.8± 11.5 352.9± 10.7 332.1± 12.7
CO J = 4− 3 475.2± 13.2 503.8± 12.4 513.7± 12.9
8
CO J = 7− 6 743.2± 32.6 998.2± 30.3 939.2± 36.0
CO J = 4− 3 1344.1± 37.3 1424.9± 35.0 1453.0± 36.4
Table 5.9: Integration time (treq, seconds) required to achieve S/N greater than 1000 for
SPIRE FTS observations of M82. Also shown are the corresponding number of interfero-
grams, N , and uncertainty in brightness temperature, δT .
CO Line
Position
NE-Lobe Centre SW-Lobe
CO J = 7− 6
S/N = 3621± 317 S/N = 2007± 122 S/N = 2267± 174
N ∼ 29 N ∼ 16 N ∼ 18
δT = 0.66 mK δT = 0.89 mK δT = 0.83 mK
CO J = 4− 3
S/N = 1107± 61 S/N = 985± 48 S/N = 947± 47
N ∼ 9 N ∼ 8 N ∼ 8
δT = 1.19 mK δT = 1.26 mK δT = 1.29 mK
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Table 5.10: Expected integrated CO line intensities for SPIRE FTS observations of a molec-
ular cloud similar to M82.
Line [182]
∫
Idσ (fW)
(cm−1) TCO = 70 K TCO = 100 K
SL
W
15.37866 (J = 4− 3) 0.80 1.02
19.22223 (J = 5− 4) 1.68 2.39
23.06506 (J = 6− 5) 3.35 5.50
26.90701 (J = 7− 6) 3.49 6.78
30.74793 (J = 8− 7) 2.55 5.99
SS
W
34.58767 (J = 9− 8) 0.98 2.84
38.4261 (J = 10− 9) 0.65 2.39
42.26305 (J = 11− 10) 0.41 1.95
46.09839 (J = 12− 11) 0.23 1.44
49.93197 (J = 13− 12) 0.11 0.91
53.76364 (J = 14− 13) 0.01 0.07
models. A simulation of CO in M82 was performed in order to estimate the S/N that would
be achieved with a single pair of high-resolution SPIRE FTS spectra for each CO transition
within the SPIRE FTS band. A CO column density of 1018 cm−2 was used [184] for CO
rotation temperatures in the range of 70 – 100 K [161]. The continuum emission from dust
has been reported to have temperatures ranging from 27 K [165] to 48 K [168], while the
CO temperatures are thought to be between 70 K and 130 K [161]. The integrated line
intensities for two CO temperatures, 70 K and 100 K, are shown for each CO line in Ta-
ble 5.10. Figure 5.18 shows the simulation results for a single SPIRE FTS high-resolution
observation. Many of the CO lines in the SLW array will be observed with high S/N with
one high-resolution scan pair.
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Figure 5.18: Expected S/N of CO lines for a single pair of high-resolution interferograms of a
source such as M82. Results are shown for both a 100 K and 70 K CO gas temperature [161].
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5.6 Conclusions
Bolometer theory relevant to the detectors employed within the SPIRE FTS in-
strument was introduced. The theoretical performance of the SPIRE instrument was de-
termined by a combination of parameters of all of the subsystems. Although it was not
possible to perform a full end to end test with the complete telescope under flight condi-
tions, an extensive series of tests were conducted with the SPIRE instrument in the test
facility cryostat viewing either the laboratory background external to the cryostat or the
CBB within the cryostat.
As expected, the noise observed during observations of the laboratory background
was greater than the noise observed during observations of the CBB. While the noise present
during laboratory observations was not inconsistent with that predicted by the theoretical
model, the laboratory background is not well synthesized by a stable, single temperature,
blackbody source. The CBB observations, on the other hand, which used a blackbody source
placed under near-flight conditions within the evacuated SPIRE test cryostat operating at
cryogenic temperatures, produced estimates of the spectral noise which agree well with the
theoretical model.
The observed variation in noise as a function of increasing CBB temperature (6.7 –
9.0 K) is shown to agree with the photon noise predicted by the theoretical model. Thus
photon noise from the˜9.0 K CBB was measured directly; this serves to illustrate the superb
performance of the SPIRE bolometer detectors.
Since the current instrument theoretical model has been shown to reliably predict
the noise performance of the SPIRE instrument in the laboratory, it will accurately pre-
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dict the performance of SPIRE once the final temperature and emissivity of the Herschel
telescope primary mirror are known. Under nominal flight conditions the SPIRE FTS is
expected to have total noise corresponding to DC NEP values of 9.88 · 10−17 W/√Hz for
the SLW array, and 10.98 · 10−17 W/√Hz for the SLW array.
It is expected that the CO lines in M82 will be observed with S/N values of 250 –
500 (SLW), and 50 – 150 (SSW), for a single up/down high-resolution interferogram scan
pair. A single high-resolution scan pair corresponds to less than 3 minutes of observation
time (there is an additional ˜5 minutes of telescope overhead time [18]), compared to the
several days required to scan multiple transitions individually, to similar S/N levels, with a
heterodyne spectrometer from a ground-based observatory [161,181,185].
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Chapter 6
Conclusions
The vastness of the heavens stretches my imagination - stuck on
this carousel my little eye can catch one-million-year-old light. A
vast pattern - of which I am a part . . . What is the pattern, or the
meaning, or the why? It does not do harm to the mystery to
know a little more about it. For far more marvelous is the truth
than any artists of the past imagined!
Richard Feynman [113, p. 3–6]
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This thesis has presented experiments, and related analyses, which were conducted
to verify the performance of an IFTS system from a space based platform, specifically the
SPIRE IFTS within the Herschel space observatory. Although it was not possible to test
SPIRE in a true space environment prior to launch, attempts were made to simulate near-
flight conditions within the laboratory at RAL. Results from PFM tests of SPIRE, and
related follow-up investigations, have been presented. This thesis, and the work performed
during its completion, provides important information regarding the performance verifica-
tion, calibration, and use of the SPIRE IFTS and should prove invaluable in the analysis of
SPIRE IFTS astronomical observations, especially for those not familiar with FTS instru-
mentation. This chapter reviews the work presented in this thesis and presents the current
status of Herschel/SPIRE.
6.1 FTS Beamsplitter Phase
As discussed in Chapter 3, the SPIRE FTS uses an internal calibration source
to compensate for emission from the telescope primary mirror. Under conditions of port
compensation, recorded interferograms have been shown to have components of both even
and odd symmetry. Emission from the FTS beamsplitter is one of the potential asymmetric
interferogram components. Beamsplitter phase deviations from the ideal (φ = pi/2) have
been shown to produce an odd interferogram component resulting from one of the FTS
input ports. Although beamsplitter phase has been noted as a source of spectral errors
[133], this work illustrates that it cannot be corrected using standard FTS phase correction
methods. Simulations and laboratory experiments investigating beamsplitter emission have
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been performed and corresponding results were presented.
As a result of this characterization of the asymmetries in SPIRE port compensa-
tion interferograms, calibration measurements to correct for this effect are not needed as
frequently while SPIRE is operating, yielding a savings in telescope observation time. This
work will be incorporated into correction algorithms for the SPIRE FTS data processing
pipeline [65], once in-flight telescope conditions are known after launch.
6.2 IFTS Obliquity Corrections
A study of the obliquity effects related to detector axial position and divergence
within the SPIRE IFTS was presented in Chapter 4. The ILS in IFTS instruments was given
for infinite and finite spectral resolutions. Although similar approaches relating detector
geometry to ILS are found in the literature [151], this work is unique in that it presents an
analytical expression for the ILS as a function of detector position on the sky. The PFM
qualification test measurements of the SPIRE IFTS, performed over several months at RAL,
have verified the expected instrument performance. A detailed analysis of the implication
of obliquity effects for the SPIRE IFTS has been presented from both a theoretical and
observational standpoint, using observational data of the starburst galaxy M82 as a case
study.
This work will prove useful in the analysis and interpretation of the hyper-spectral
data provided by the SPIRE IFTS in-flight. While obliquity corrections may not be of
importance for observations of our own galaxy, correction of these effects is crucial for
extragalactic observations. Indeed, for observations of M82, as shown in Table 4.6, the
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internal galactic dynamics could be reversed if obliquity effects are not considered.
6.3 SPIRE Bolometer Detector Performance
Bolometer theory relevant to the detectors employed within the SPIRE FTS in-
strument was introduced in Chapter 5. Although it was not possible to perform a full end to
end test with the complete telescope under flight conditions, a theoretical bolometer model
was adapted to include the SPIRE instrument configuration within the laboratory test fa-
cility at RAL. For observations viewing the CBB, there is excellent agreement between the
observed bolometer performance and that predicted by the theoretical model. The observed
variation in noise as a function of increasing CBB temperature (6.7 – 9.0 K) is shown to
agree with the photon noise predicted by the theoretical model. Thus photon noise from
the ˜9.0 K CBB was measured directly; this serves to illustrate the superb performance
of the SPIRE bolometer detectors and instills confidence in the predictions made by the
theoretical model.
The SPIRE instrument theoretical bolometer model will thus accurately predict
the performance of SPIRE once the final temperature and emissivity of the Herschel tele-
scope primary mirror are known shortly after launch. The accuracy of the bolometer model
will also be important in determining the overall instrument calibration, and is necessary
for correction of detector nonlinearity in recorded interferograms [33].
It is expected that the CO lines in M82 will be observed with S/N values of 250
– 500 (SLW), and 50 – 150 (SSW), for a single up/down high-resolution interferogram
scan pair. This corresponds to less than 3 minutes of observation time, compared to the
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several days required to scan multiple transitions individually, to similar S/N levels, with a
ground-based heterodyne spectrometer [161,181,185].
6.4 Current Status of Herschel
Although there have been several changes to Herschel’s official launch date, starting
with a projected launch date of early 2007, Herschel was finally launched at 13:12 UTC on
14 May 2009 from the Guiana Space Centre in French Guiana. The launch was successful
and Herschel is making good progress as it is in transit to its mission orbit. As of 1 June
2009, both Herschel and Planck separated as planned, the SMEC survived launch and
performed smoothly during its first use in zero-gravity, various electronics and engineering
tests have been performed, the ˜300 mK SPIRE detector cooler has been recycled three
times, and the first SPIRE interferograms (of the instrument cryo-cover) were recorded on
29 May 2009. It will take approximately two months from launch for Herschel to reach its
operational orbit at L2 and enough liquid Helium cryogen should remain for 3 – 5 years of
telescope observation. Herschel is poised to perform ground-breaking science in the sparsely
explored FIR/submm region of the electromagnetic spectrum in areas including star and
galaxy formation and evolution, and the molecular chemistry of the Universe.
The instrument PV phase will start on operational day 64 (OD64, the 64th day
after launch) after Herschel has reached its L2 orbit. The first spectrometer AOT interfer-
ograms of the dark sky will be recorded on OD68. PV sources for the SPIRE spectrometer
include dark sky, Uranus, Ceres, NGC 6543 (the Cat’s Eye Nebula), NGC 7027 (a white
dwarf centred planetary nebula [186]), Gamma Dra, and Sagittarius A [187]. Following
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the PV phase will be the science demonstration phase in which, in addition to many other
sources, M82 will be observed with the SPIRE FTS.
As 2009 is the international year of astronomy, celebrating both the 400th an-
niversary of Galileo pointing his telescope towards the sky, and the 150th anniversary of
the discovery of the relationship between laboratory emission lines and solar absorption
lines by Bunsen and Kirchoff, the launch of Herschel early in the year is a very appropriate
event.
6.5 Future Work
Calibration of the SPIRE FTS and subsequent analysis of the science demonstra-
tion phase data will be top priority as data become available. As Herschel is in many ways
its own pathfinder, initial observations must be analyzed quickly to allow for the execution
of follow-up observations during Herschel’s finite lifetime. As mentioned in Chapter 1, I
have been awarded associate scientist status on the SAG-4 interstellar medium GTKP ob-
servation program. In addition to participating in instrument calibration and performance
verification work, and comparing instrument performance during flight to that of ground
based calibration measurements from an instrumentation perspective, I will become involved
in the analysis of SPIRE science data with an astronomy perspective. A knowledge of both
astronomy and instrumentation is important to the development of future telescopes and
related instrumentation, paving the way for future missions such as SPICA [90], FIRI [91],
SPIRIT [112], and many others [87–94].
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Appendix A
Off-Axis Optical Path Difference
Correction
Section 2.7.3 cites the off-axis correction factor for an FTS to be cos (α) for colli-
mated light which is off-axis by an angle α without a derivation. This section provides that
derivation.
Figure A.1 illustrates off-axis light traversing an FTS (with the transmissive path
reflected onto the reflective path for clarity) at an angle α with respect to the optical axis.
All marked angles represent α. The optical path difference in this configuration will be
the difference between the two total paths traveled. It is clear that on-axis light would
experience an OPD of ±(2z2− 2z1) within the FTS. Off-axis light traveling through the z2
arm of the FTS travels a revised distance of
z′2 = 2
z2
cos (α)
.
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The same for the z1 arm is given as follows
z′1 = 2
z1
cos (α)
+ d1 ,
where d1 is determined below. The length of do, i.e. the hypotenuse for the triangle in
Figure A.1 involving d1, is given as
do = 2z2 tan (α)− 2z1 tan (α) .
d1 is then given by sin (α)do as follows
d1 = 2 tan (α)(z2 − z1) sin (α) = 2 sin
2 (α)(z2 − z1)
cos (α)
.
The overall OPD for off-axis light in an FTS is thus given by
z′ = z′2 − z′1
z′ =
[
2z2
cos (α)
]
−
[
2z1
cos (α)
+
2 sin2 (α)(z2 − z1)
cos (α)
]
z′ =
[
2(z2 − z1)
cos (α)
]
−
[
2 sin2 (α)(z2 − z1)
cos (α)
]
z′ =
2(z2 − z1)− 2 sin2 (α)(z2 − z1)
cos (α)
z′ =
2(z2 − z1)[1− sin2 (α)]
cos (α)
z′ =
2(z2 − z1)[cos2 (α)]
cos (α)
z′ = z cos (α)
, (A.1)
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Figure A.1: Diagram of off-axis light to derive the FTS obliquity correction term.
where z = 2(z2 − z1).
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Appendix B
Derivation of Beamsplitter Phase Φ
In the interests of brevity, several equations are given in Chapter 3 without a
detailed derivation. This section provides further detail on some of these relations.
B.1 Derivation of Dual Input Interferogram Outputs, Eq.
3.1 & 3.2
For the following derivations, let z1 represent one optical path through the spec-
trometer, z2 represent the other optical path, and z1 − z2 = z represent the OPD. As time
variations cancel out when the intensity is calculated they are omitted. The beamsplitter
reflection is given by reiρ, with reflectance R = r2. The beamsplitter transmission is given
by teiτ , with transmittance T = t2. Recall that Φ = ρ− τ .
Consider a monochromatic source of frequency σo incident on an MZ-FTS. For
an electric field intensity EA in input A and EB in input B of a MZ-FTS, there are four
electric field components per output to consider. For output 1, let E1i, E1ii, E1iii, and E1iv
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represent each component as follows
E1i = EAr2ei2ρei2piσoz1 ,
E1ii = EAt2ei2τei2piσoz2 ,
E1iii = EBrtei(ρ+τ)ei2piσoz1 , and
E1iv = EBrtei(ρ+τ)ei2piσoz2 .
The total electric field at output 1 is given by the sum of all components
E1 = E1i + E1ii + E1iii + E1iv .
The irradiance at output 1 is given by the total field multiplied by its complex conjugate.
I1 = (E1i + E1ii + E1iii + E1iv)∗(E1i + E1ii + E1iii + E1iv)
As EA and EB are incoherent with respect to each other, only the terms above involving
E∗AEA and E
∗
BEB are included resulting in
I1 = (E1i + E1ii)∗(E1i + E1ii) + (E1iii + E1iv)∗(E1iii + E1iv) ,
where
(E1i + E1ii)∗(E1i + E1ii) = E2A[R
2 + T 2 +RTe−i2(ρ−τ)e−i2piσo(z1−z2)
+RTei2(ρ−τ)ei2piσo(z1−z2)]
= E2A[R
2 + T 2 + 2RT cos (2piσoz + 2Φ)]
,
and
(E1iii + E1iv)∗(E1iii + E1iv) = E2B[2RT +RTe
−i2piσo(z1−z2) +RTei2piσo(z1−z2)]
= 2E2BRT [1 + cos (2piσoz)]
.
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Therefore,
I1(z, σo) = IA[R2 + T 2 + 2RT cos (2piσoz + 2Φ)]
+2IBRT [1 + cos (2piσoz)
. (B.1)
Similarly, for output 2,
E2i = EBr2ei2ρei2piσoz2 ,
E2ii = EBt2ei2τei2piσoz1 ,
E2iii = EArtei(ρ+τ)ei2piσoz2 , and
E2iv = EArtei(ρ+τ)ei2piσoz1 .
I2 = (E2i + E2ii)∗(E2i + E2ii) + (E2iii + E2iv)∗(E2iii + E2iv) ,
where
(E2i + E2ii)∗(E2i + E2ii) = E2B[R
2 + T 2 +RTe−i2(ρ−τ)ei2piσo(z1−z2)
+RTei2(ρ−τ)e−i2piσo(z1−z2)]
= E2B[R
2 + T 2 + 2RT cos (2piσoz − 2Φ)]
,
and
(E2iii + E2iv)∗(E2iii + E2iv) = E2A[2RT +RTe
i2piσo(z1−z2) +RTe−i2piσo(z1−z2)]
= 2E2ART [1 + cos (2piσoz)]
.
Therefore,
I2(z, σo) = IB[R2 + T 2 + 2RT cos (2piσoz − 2Φ)]
+2IART [1 + cos (2piσoz)]
. (B.2)
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B.2 Derivation of Ideal Beamsplitter Phase Difference Φ, Eq.
3.6
Start by evaluating Equation 3.5 for EB = 0.
I1(z)|EB=0 = IA[R2 + T 2 + 2RT cos (2piσoz + 2Φ)] ,
and
I2(z)|EB=0 = 2IART [1 + cos (2piσoz)] .
IA = IA[R2 + T 2 + 2RT cos (2piσoz + 2Φ)] + 2IART [1 + cos (2piσoz)]
Divide by IA as follows
1 = R2 + T 2 + 2RT cos (2piσoz + 2Φ) + 2RT + 2RT cos (2piσoz)
1 = R2 + 2RT + T 2 + 2RT cos (2piσoz + 2Φ) + 2RT cos (2piσoz)
1 = (R+ T )2 + 2RT cos (2piσoz + 2Φ) + 2RT cos (2piσoz)
.
For zero absorption, R+ T = 1. Subtract 1 from both sides and divide by 2RT.
cos (2piσoz) = − cos (2piσoz + 2Φ)
2piσoz = 2piσoz + 2Φ− (2n+ 1)pi , where n is any integer
Φ = npi + pi/2 .
(B.3)
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Appendix C
Off-Axis Natural Apodization
Integral
§4.3.3 discusses the effect of natural apodization for detectors of a finite FOV which
are centred off-axis. The following is the derivation for Equation 4.5.
Assume that a detector has a field-of-view of half angle α centred off of an optical
axis by angle β as is shown in Figure C.1. For convenience the angle β is selected to be
in the y − z plane, i.e. a counter clockwise rotation about the x axis. The generic integral
for ILS given in Equation 2.30 is valid for both on axis, and off axis cases provided the
integration with respect to ΩM is determined correctly. Recall
I(z) =
∫
ΩM
cos (2piσz cos γ)dΩ ,
where γ is the off-axis angle of the finite element dΩ.
If the integration across ΩM were performed with respect to θ and φ the following
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Figure C.1: Diagram of off-axis coordinate system used to derive the IFTS ILS.
is true
dΩ = sin θdθdφ .
It is evident from Figure C.2 that for each incremental step dθ, γ is equivalent to θ and
cos(2piσz cos γ) = cos(2piσz cos θ). There is no φ dependance on γ and the integration limits
for φ change with θ as is demonstrated by the constant θ/rotating φ slices shown in the
figure.
In the θ, φ coordinate system of Figures C.1 & C.2, the θ integration limits are
θ ∈ [β − α, β + α] and the φ integration limits are determined by some function f(θ, α, β).
It is the goal of this section to explore this function and identify integrable solutions.
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Figure C.2: Diagram of constant θ slices through the solid angle integral.
In terms of the x′, y′, z′ coordinate system also shown in Figure C.1, the detector
FOV boundary is given by the equation
r2 = x′2 + y′2 + r2 cos2 (α) ,
where r is the distance from the origin to the surface of interest. A rotation matrix is
defined to translate from x, y, z to x′, y′, z′ as follows
Rβ =

1 0 0
0 cosβ − sinβ
0 sinβ cosβ
 ,
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where
(x′, y′, z′) = [Rβ]

x
y
z
 .
This results in the following relations
x′ = x = r(sin θ)(cosφ)
y′ = (cosβ)y − (sinβ)z = (cosβ)r(sin θ)(sinφ)− (sinβ)r(cos θ)
z′ = (sinβ)y + (cosβ)z = (sinβ)r(sin θ)(sinφ) + (cosβ)r(cos θ)
With the above relations, the detector FOV boundary can be described in terms of θ, β,
and α rather than x′, y′, z′. The overall expression to be simplified and solved for φ is as
follows
r2 = x′2 + y′2 + r2 cos2 α
1 = (x
′
r )
2 + (y
′
r )
2 + cos2 α
1 = (sin2 θ cos2 φ)
+(cos2 β sin2 θ sin2 φ+ sin2 β cos2 θ
−2 sinβ cosβ sin θ cos θ sinφ)
+ cos2 α
.
The above relation may be reduced to a quadratic equation in sinφ of the form
a sin2 φ+ b sinφ+ c = 0
where
a = sin2 β sin2 θ ,
b = 2 sinβ cosβ sin θ cos θ ,
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and
c = cos2 β cos2 θ − cos2 α .
The solution to the above quadratic equation is
sinφ =
− cosβ cos θ ± cosα
sinβ sin θ
.
Given that practical values of the angles α, β, and θ all are within 0 and pi/2, it is expected
that sinφ > 0 for at least a portion of the integration of Equation 2.30. This means that
only the + cosα case is a valid solution
sinφ =
cosα− cosβ cos θ
sinβ sin θ
. (C.1)
The range of φ in Equation 4.4 is symmetric about pi/2. Therefore, φ′ = φ− pi/2
is defined such that its origin is about the y-axis and
cosφ′ =
cosα− cosβ cos θ
sinβ sin θ
. (C.2)
231
Appendix D
Bolometer Theory Derivations
There are several equations used in Chapter 5 in which the equations presented
do not necessarily follow intuitively from the previous step or explanation offered in the
text. This chapter is intended to provide further details to the derivation of some of the less
obvious equations. Further details are available in Jones [171], Low [172], Mather [173,174],
Griffin and Holland [175], and Sudiwala et al. [176].
D.1 Bolometer Static Conductance GS(T, To), Equation 5.7
The thermal conductance of a bolometer is determined by the thermal link that
it has to the heat sink. The thermal link is, in turn, determined not only through the
geometry, i.e. length L and cross sectional area A, of the link, but also by the thermal
conductivity of the link material. The thermal conductivity of the thermal link, can be
expressed by a power law as follows [174,176]
k(T ) = ko
(
T
To
)β
[ Wm K] , (D.1)
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where ko = k(To). For a cross sectional area A(x) along the length of the thermal link x,
the power dissipation, W is given by
W =
∫ T
To
k(T ′)dT ′∫ L
0
1
A(x)
dx
[W] .
Evaluation of the above expression, assuming a constant cross sectional area on the thermal
link, results in the following
W =
A
L
koTo
β + 1
(
T β+1
T β+1o
− 1
)
[W] .
The above expression is combined with the steady state power dissipation (Equation 5.6)
and results in Equation 5.7 as follows
GS(T, To) =
A
L
ko
(β + 1)

T β+1
T β+1o
− 1
T
To
− 1

=
GSo
(β + 1)T βo
(T β+1 − T β+1o )
(T − To)
[W/K] , (D.2)
where GSo(T, To) = ko(A/L).
D.2 Bolometer Dynamic Conductance with Electrothermal
Feedback GE(T, To), Equation 5.9
GE(T, To) is determined by the evaluation of dW/DT − dP/dT . The result of
dW/dT = GD(T, To) is straightforward and provided in Equation 5.8, and will not be
detailed here. The format of dP/dT as presented in Equation 5.9 is shown below. The
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electrical power input to the bolometer is given by
P (T ) =
V (T )2
R(T )
[W] ,
and the voltage divider across the bolometer and load resistor is used to relate the power
to the bias voltage Vb, which does not vary with T .
P (T ) =
(
Vb(
R(T )
RL+R(T )
)
)2
R(T )
=
V 2b R(T )
(RL +R(T ))2
[W] .
The only temperature dependent function in the above expression is now R(T ) and the
derivative with respect to temperature is as follows
dP (T )
dT
= V 2b
d
dT
(
R(T )
(RL +R(T ))2
)
= V 2b
[
dR(T )
dT
(
1
(RL +R(T ))2
)
−
(
2R(T )
(RL +R(T ))3
dR(T )
dT
)]
= V 2b
1
(RL +R(T ))3
dR(T )
dT
(RL +R(T )− 2R(T ))
= V 2b
1
(RL +R(T ))3
dR(T )
dT
(RL −R(T ))
[W/K] .
The bias current I is given by
Vb
RL +R(T )
and Equation 5.3 allows dR/dT to be substituted
with αR(T ), yielding
dP (T )
dT
= I2αR(T )
(
RL −R(T )
RL +R(T )
)
= αP (T )
(
RL −R(T )
RL +R(T )
) [W/K] .
D.3. ZD, EQ. 5.16 234
This result can now be used to determine the electrothermal feedback dynamic conductance
as follows
GE(T, To) =
dW
dT
− dP
dT
= GD(T, To)− αP (T, To)[RL −R(T )
RL +R(T )
] [W/K] . (D.3)
D.3 Bolometer Dynamic Impedance ZD, Equation 5.16
The dynamic impedance of the bolometer is given by
ZD =
dV
dI
[Ω] .
Since all changes are to be traced to changes in temperature, the above differential will be
related to changes in temperature as follows
ZD =
dV/dT
dI/dT
[Ω] .
Recall that since P = W −Q, for constant Q
dP
dT
=
dW
dT
= GD(T, To) [W/K] ,
and
dR
dT
= αR(T ) [Ω/K] .
Since V =
√
P (T )R(T ) , it is true that
dV
dT
=
1
2
1√
P (T )R(T )
(
dP
dT
R(T ) + P (T )
dR
dT
)
=
1
2
√
R(T )
P (T )
(GD(T, T0) + αP (T ))
[V/K] .
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Similarly for I =
√
P (T )/R(T ) ,
dI
dT
=
1
2
√
R(T )
P (T )
(
dP
dT
1
R(T )
− P (T )
R2(T )
dR
dT
)
=
1
2
1√
P (T )R(T )
(GD(T, To)− αP (T ))
[I/K] .
Therefore,
ZD =
dV/dT
dI/dT
=
1
2
√
R(T )
P (T )
(GD(T, T0) + αP (T ))
1
2
1√
P (T )R(T )
(GD(T, To)− αP (T ))
= R(T )
(
GD(T, To) + αP (T )
GD(T, To)− αP (T )
)
[Ω] . (D.4)
D.4 Bolometer Responsivity S, Equation 5.17
Recall, as derived in §D.3, that
ZD = R(T )
(
GD(T, To) + αP (T )
GD(T, To)− αP (T )
)
[Ω] .
A dimensionless parameter H(T ), called the slope parameter by Jones [171], may be defined
H(T ) =
GD(T, To)
αP (T )
(D.5)
such that
ZD = R(T )
(
H(T ) + 1
H(T )− 1
)
[Ω] .
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It can also be shown [171] that
H(T ) =
1
I2(T )
dW
dR
.
With an equivalent method to the derivation of the dynamic impedance above, using
dP
dT
= αP (T )
(
RL −R(T )
RL +R(T )
)
[W/K] ,
and
dR
dT
= αR(T ) [Ω/K] ,
it can be shown that
dV
dT
= α
√
P (T )R(T )
(
RL
RL +R(T )
)
[V/K] ,
and
dI
dT
= −α
√
P (T )R(T )
(
1
RL +R(T )
)
[A/K] .
This produces the following result for dV/dI
dV
dI
=
dV/dT
dI/dT
= −RL [Ω] . (D.6)
For a varying optical load, the slope parameter may be rearranged to give the
bolometer responsivity.
H =
1
I2
dW
dR
=
1
I2
d(IV +Q)
dR
=
1
I2
d(IV +Q)
d(
V
I
)
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H =
1
I2
IdV + V dI + dQdV
I
− V dI
I2

=
1
I2
(
1
1/I2
)(IdV )(1 + VI dIdV + dQIdV )
IdV − V dI

=
IdV
IdV
1 + VI dIdV + dQIdV
1− V
I
dI
dV

=
1 +R
1
dV/dI
+
1
IdV/dQ
1−R 1
dV/dI

The relation shown in Equation D.6 above, i.e. dV/dI = −RL, is incorporated into the
algebra involving H above, and the expression is rearranged to solve for S = dV/dQ as
follows
H =
1−
R
RL
+
1
IS
1 +
R
RL

H +H
R
RL
= 1− R
RL
+
1
IS
1
IS
= H − 1 + R
RL
(H + 1)
IS =
1
H − 1 + R
RL
(H + 1)
S =
1
I
 1
H − 1 + R
RL
(H + 1)
 [V/W] .
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Another equivalent expression for H given by Jones [171] is
H =
(
ZD +R
ZD −R
)
,
which can be used to further simplify the expression for the detector responsivity above as
follows
S =
1
I
 1ZD +R
ZD −R − 1 +
R
RL
(
ZD +R
ZD −R + 1
)

=
1
I
(ZD −R) 1
(ZD +R)− (ZD −R) + R
RL
[(ZD +R) + (ZD −R)]
=
1
I
(ZD −R) 1
2R+
2RZD
RL
=
(ZD −R)
2IR
1
1 + ZD/RL
=
(ZD −R)
2V
(RL)
1
RL + ZD
[V/W] .
This results in the following
S =
(
ZD −R
2V
)(
RL
RL + ZD
)
[V/W] . (D.7)
Equation D.7 can in turn be further reduced using the relation for the dynamic impedance,
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namely ZD = R
(
GD + αP
GD − αP
)
,
S = (
1
2V
)
(
R[
GD + αP
GD − αP ]−R
) RL
RL +R[
GD + αP
GD − αP ]

= (
1
2V
)(
1
GD − αP ) (R(GD + αP )−R(GD − αP ))
×(GD − αP )
(
RL
RL(GD − αP ) +R(GD + αP )
)
= (
1
2V
)(2αRP )
(
RL
GD(RL +R)− αP (RL −R)
)
= (αV )(
1
RL +R
)
 RL
GD − αP (RL −R
RL +R
)

= (αV )(
RL
RL +R
)(
1
GE
)
=
αV
GE
(
RL
RL +R
)
[V/W] .
D.5 Phonon NEP, Eq. 5.21
The nonequilibrium noise analysis of Mather [173] expresses the phonon NEP as
NEPphonon =
√
4kb(θT )2GD(T, To) [W/
√
Hz ] ,
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where θ accounts for the temperature gradient between the heat sink and the bolometer
element and is determined as follows
(θT )2 =
1
GD(T )
∫ T
To
[TGD(T )]2dT∫ T
To
GD(T )dT
[K2] .
Solving the above relation for θ2 results in the following
(θ)2 =
1
T 2
T βo
GSoT β
∫ T
To
G2So(
T 2β+2
T 2βo
)dT∫ T
To
GSo(
T β
T βo
)dT
=
T βo
GSoT β+2
G2So/T
2β
o
GSo/T
β
o
∫ T
To
G2So(T
2β+2)dT∫ T
To
(T β)dT
=
1
T β+2
β + 1
2β + 3
T 2β+3 − T 2β+3o
T β+1 − T β+1o
.
Substituting this back in the relation for NEPphonon results in the following
NEPphonon =
√
4kbGSo
T βo
β + 1
2β + 3
T 2β+3 − T 2β+3o
T β+1 − T β+1o
[W/
√
Hz ] . (D.8)
D.6 Photon NEP, Eq. 5.27
Random fluctuations in the rate of radiation absorption give rise to photon noise.
The spectral density χ of fluctuations in absorbed power is [188]
χ = 2
∫
Qνhν[1 + κ(ν)] [W2/Hz] , (D.9)
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where Qν is the radiant power absorbed per unit optical bandwidth, and the effective photon
mode occupation number is κ(ν) [173]. The effective photon mode occupation is given by
κ(ν) =
ηt
exp (
hν
kbTS
)− 1
, (D.10)
where  is the source emissivity, t is the transmissivity of the optical system, η is the
detector absorptivity, and TS is the source temperature. The absorbed radiant power per
unit bandwidth, Qν , is given by
Qν = 2(ηt)AΩ(ν)
hν3
c2
1
exp (
hν
kbTS
)− 1
[W/Hz] . (D.11)
The photon NEP is related to χ as follows
NEPν−i =
√
χ
=
√
2
∫
Qνhν[1 + κ(ν)]dν
=
√√√√√2
∫
2(ηt)AΩ(ν)
hν3
c2
1
exp (
hν
kbTS
)− 1
hν[1 + κ(ν)]dν
=
√√√√√√√4
∫
h2ν4
c2
(ηt)AΩ(ν)
exp ( hνkbTS )− 1
1 + ηt
exp (
hν
kbTS
)− 1
 dν
=
√√√√√√√4h2c2
∫
(ηt)AΩ(ν)ν4
exp (
hν
kbTS
)− 1
1 + ηt
exp (
hν
kbTS
)− 1
 dν
[W/
√
Hz ] ,
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and substituting ν = cσ and dν = cdσ results in the following
NEPν−i =
√√√√4h2c3 ∫ (ηt)AΩ(σ)σ4
exp ( hcσkbTS )− 1
[
1 +
ηt
exp ( hcσkbTS )− 1
]
dσ [W/
√
Hz ] , (D.12)
where this relationship is equivalent to Equation 5.27 provided that η(σ) as used in §5.1.3
is equivalent to η(σ) as used in this section.
D.7 Determination of NEP from FTS Observations, Equa-
tion 5.31
This section reviews the derivation of Equation 5.31. The noise present in an
FTS spectrum is given by ς [W/cm−1]. The noise power is determined by multiplying the
spectral noise density by the spectral resolution as follows
ςpower = ς∆σ [W] .
NEP is determined by multiplying the signal noise (W) by the square root of the observation
time required to obtain the measurement (
√
s = 1/
√
Hz ). The scanned OPD is related to
the spectral resolution (Equation 2.25) via
L =
1
2∆σ
[cm OPD] ,
and the time to record the scan is simply the OPD divided by the stage speed
tscan =
(
1
2∆σ
)
/vstage [s] .
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Therefore, the measured NEP in an FTS spectrum is given as follows
NEPmeasured = (ς∆σ)
√√√√ 12∆σ
vstage
= (ς∆σ)
√
1
2∆σvstage
= ς
√
∆σ2
2∆σvstage
= ς
√
∆σ
2vstage
[W/
√
Hz ] . (D.13)
