Fredholm integral equations of the form y(x) = r(x)÷f_ g(x, t)F(l., y(t))dt,
(ii) g E C(9I), where 9t -I x I. If M k 1, then the partial derivatives _g (x,t) -gj,k(x,t) with j > 0, k _> 0, and 1 < j+k < M, are all in PC (12) . By this we mean that they are continuous in each of the two halves S_ = {(x,t) : 0 < t < x _< 1} and S+ = {(x,t) : 0 5 x < t _< 1} of _, but they are discontinuous across the diagonal S+ N S_ of ft, i.e., across x = t, where they have finite jump discontinuities. For future reference let us define 6k(x) = go,k (x,x+)-go,k(x,x-) , k = 1,2,...,M. By the assumptions above, (_k(x) are continuous on I and thus bounded there.
(iii) F(t, w) E C(A) and also Fo,l(t, w) -o_-5F(t, w) E C(A), where A = I × J with J = [R1, R_]
for some R1 and R2 that can be finite or infinite. For M >_ 3 we also assume that Fj.k (t, w) ----0t_;___;_ _,t ,0j+_ p(. w), with j + k < M -2, are all in C (A) .
(Starting with our discussion of improved quadrature methods in Section 3, we will assume this with j + k _< M for M _> 1.)
Thus, for each value of M, the assumptions in (i)-(iii) contain those for lower values. In particular, we have r E C(I), 9 E C(l'l) , and F, F0.1 E C (A) , for any M _> 0. These minimal smoothness conditions on r, g, and F, along with other conditions not pertaining to smoothness, are sufficient to guarantee the existence and uniqueness of (i) a continuous solution y(x) of (1.1), cf. Theorem 2.1, and (ii) a quadrature method (approximate) solution of (1.1), cf. Theorem 5.1.
Theorem 2.1 in the next section states, furthermore, that y(x) E CM(I)
for each M > 0 under the conditions of (i)-(iii). In particular, y E C _ (I) when M = co.
Integral equations of the kind described in this introduction arise, for example, when one applies
To illustrate this point let us consider 
yCm+X)(x) = r(x) + g(x,t)[k2yC'_)(t) -f(t, yC'_)(t))]dt
, ra ---0, 1, ..., (1.7)
with y(°)(x) chosen suitably.
A standard procedure for solving (1.1) numerically is the quadrature method; see, e.g., Baker [B, p. 6S6] . In this method we start with a numerical quadrature formula IN [C] --)":if=0 (_j¢ (xj) for the integral flo ¢(t)dt. Here 0 _ x0 < xl < .--< XN _< 1. Next, we replace the integral 1 x fg g( , t)F (t, y(t) where, for each i, yi is the approximation to y(xi).
Subsequently, this system may be solved, e.g., by successive approximations as in OnecanalsouseNewton'smethodforsolvingthe systemin (1.8),but this requiresthe computation of the Jacobianmatrix and the solutionof a linear systemof N -k 1 equations at each iteration, which may make the solution very expensive computationally. See, e.g., [K] and [B] . We shall come back to this subject in Section 8, where we will discuss other options as well.
In general, the accuracy of the yi in (1. For this reason, the trapezoidal rule that has a low accuracy of O(N -2) has been used in previous work, see [K] .
When the approach above, with IN taken as the trapezoidal rule, is applied to the integral equation (1.4)-(1.6), the resulting Yi have errors of order O(N -2) as shown in [K] , provided that y E C2(I) and {y('_)(x))_=0 defined by (1.7) is a contractive sequence.
The same approach was
In the present work we propose to improve the accuracy from O(N -2) to O(N -2p) for arbitrary integers p __ 2, by replacing the trapezoidal rule by "numerical quadrature formulas" that have higher accuracy in the presence of the nonsmooth kernels g(x, t) that we consider here. Specifically, these formulas are obtained by adding suitable correction terms to the trapezoidal rule approximations at the endpoints t --0 and t = 1 and also at t --x, the point where g(x, t) fails to be smooth.
These terms are derived from a careful analysis of the Euler-Maclaurin expansion associated with the error in the trapezoidal rule. Due to the nature of the correction terms, what we obtain are not real numerical quadrature formulas in the sense described in the paragraph following (1.7).
An important point that will be seen later is that given N, the amount of computational work per iteration is practically independent of the order of accuracy N -2p of the quadrature formula used. This means we can increase the order of accuracy by keeping the cost per iteration almost the same. and F, F0,1 E C(A) , for which we are able to state an existence and uniqueness theorem for the solution of (1.1) do not seem to suffice for a corresponding theorem for the approximate solution defined by (1.8).
In 
The following theorem gives a set of sufficient conditions for {y(m)(Z)}_= 0 to converge, establishing the existence and uniqueness of a continuous solution to (1.1) at the same time. 
Assume also that r E O(I), g E C(ft), and F, Fo.: E C(A).
Denote the operator Lo_-norm of g(x, t) on _ and the L_-norm of Fo,,(t, w) 
(ii) {y(")(x)}_= o converges uniformly on I to a function y(x) such that y E C(I) and y(x) e g
for x e I.
Oil) y(x) is the unique solution of (1.1). (iv) If, in addition, r(x), g(x, t), and F(t, w) are as described in (i)-Oii) of the first paragraph of Section 1 with arbitrary M, then y E CM(I).
The proof of parts (i)-(iii) of this theorem are almost identical to that of Theorem 4.1.2 in [K, pp. 108-109] , provided suitable additions and modifications are made in the latter.
The result of part (iv) can be verified by splitting the integral f0: in (1.1) into the sum fo + f_, and then differentiating under the integral sign and using induction on M. (The case M = 0 is already covered in parts (i)-(iii).) In the course of the proof it also becomes clear that only those g_,k(x, t) for which j > 1 and j + k _< M -1 and gM,o(x, t) are required to be in PC(f_) for M > 1.
Our next theorem essentially states that, under the conditions of Theorem 2.1, the sequence {y('_) (x)}_= 0 is equicontinuous on I. We state it in terms of the moduli of continuity of r and y('_)
on I and of g on ft.
For the sake of completeness we give the precise definition of this concept.
be defined on a subset X of 1_ =. Then its modulus of continuity wv on X is defined as
We refer the reader to Cheney [C] for this and other details on moduli of continuity. 
and thus wy(,.
Proof. From (2.1) we have for m = 1, 2, ...,
The result in (2.9) now follows by taking absolute values on both sides of (2.10) and invoking (2.7) and (2.8) along with the result that y(_)(z) E J for z E I. The rest follows from the fact that
and g e C(n).
[] 3 Derivation of the Improved Quadrature Formulas
Let us denote ¢(t) = g(x,t)F(t, y(t)
) with x being held fixed. Let us also assume that, in case
is the unique solution of (1.1) in the sense of Theorem 2.1, i.e., y E CM(I) and y(x) E J when x E I.
Thus, we are assuming that the conditions (i)-(iii) of Section 1 and the conditions (2.3) and (2.5) of Theorem 2.1 are satisfied. We will retain all these assumptions throughout the remainder of this work. We conclude that ¢(t) is continuous for t E I, but not continuously differentiable. We also 
_'''¢(x._ _j and T+(h)
where T(h) is the trapezoidal rule approximation for f_ ¢(t)dt.
Euler-Maclaurin Expansions for T(h)
Let us first consider the cases i = 1, ..., N -1. For each such case x = xi E (0, 1), and we have the following (Euler-Maclaurin) expansions for T_(h) and T+(h):
and
In (3.3) and (3.4) B_ are the Bernoulli numbers. Combining (3.3) and (3.4), we have being absent from (3.5) in both cases.
we have assumed that M _> 2p (p >_ 1). We shall make this assumption throughout the remainderof this sectioneventhough it doesnot coverall possiblecases.(Wewill considerthe remainingcasesfollowingTheorem6.1in Section6.)
The combinedEuler-Maclaurinexpansion of (3.5)guidesthe derivationof the improvednumericalquadratureformulasbelow.For a discussion of the Euler-Maclaurinexpansion see,e.g.,Davis
and Rabinowitz [DR] .
Corrections to the Trapezoidal Rule
It is clearfrom the Euler-Maclaurinexpansions givenin (3.3)-(3.5)that f_
While for x---x0 = 0 and x = x_ = 1 this result is immediate, for x = x_ E (0, 1) it comes somewhat as a surprise, as ¢'(t) is not continuous on [0, 1] for such values of x. We now aim at improving the accuracy of T(h) by taking its Euler-Maclaurin expansion into account.
To motivate our approach let us take
be used as part of a quadrature method for integral equations as in (1.8), since ii-_F(t, y(t)) and hence ¢(k)(t), k _> 1, are not known. We, therefore, modify Tp(h) by using suitable approximations for the ¢(k)(t). Below we illustrate this approach in detail for p = 2.
Modification of T2(h)
We again start by taking x = xi E (0, 1). Letting p = 2 in (3.6), we thus have
and, therefore,
We can maintain an error of the order of h 4 by approximating the quantity inside the curly brackets on the right-hand side of (3.7) with an error of h 2. As we want to be able to preserve the form of the equations in (1.8), we need to express the relevant approximations solely in terms of the F(xj, y(xj)), j = 0, 1, ..., N. Although this canbe achieved in variousways,wesuggest the followingroute that seems to be the simplest mathematically and also very effective computationally.
We start by breaking up ¢'(t) in the form
We compute g(x, t) and go,_(x, t) exactly since g(x, t) is given. Thus, only _F(t, y(t)) remains to be approximated.
Approximations to -_F(t, y(t)) at t = 0 and t = 1 are provided by the one-sided three-point differentiation formulas
Lit and 1 1
and we use these in the approximations for ¢'(0) and ¢'(1). For a detailed discussion of differentiation formulas see, e.g., Hildebrand [H] .
Combining all the above, we obtain the "numerical quadrature formula" T2(h) given by
where Fj -F(xj, y(xj)) for short, and we have used the fact that B2 = 1/6. This completes the treatment for x = xi E (0, 1).
Remark.
One might think that the break-down of ¢'(t) as in (3.8) in order to apply the differentiation formulas of (3.9) and (3.10) to dF (t, y(t) ) is redundant, and that these formulas can be directly applied to ¢'(t). While this is true for x --xi, i --2, 3, ..., N-2, it fails to be true for x ----xl and x = xN-1. The reason for this failure is that when
does not exist, hence ¢(t) is not differentiable on (0,2h) or (1 -2h, 1), respectively. Thus, the approximations to ¢'(0) and¢'(1) by (3.9)and (3.10),respectively, cannothaveerrorsof the order of h 2. (Actually, the errors are O(1) as h -+ 0, at best.) Finally, the simplicity of the correction term in (3.11) coming from the point t = x is also a consequence of (3.8).
When x = x0 = 0 and x ----x N "--1, the integrand ¢(t) is M times continuously differentiable
for t E I, hence ¢'(x+) -¢'(x-) --0 in (3.7). Consequently, (3.12) is now modified to read
(3.14)
The "numerical quadrature formula" that is defined through (3.12)-(3.14) thus satisfies f3 ¢(t)dt-
T_(h) -= O(h 4) as h --4 O, uniformly in the x, and N (if M _> 4).

Modification of Tp(h), p > 3
Again let us begin by taking x -x, E (0, 1), and consider Tp(h) in (3.6). It is sufficient to replace the coefficients of h _' in the two summations there by approximations whose errors are of order h 2p-2', s = 1, ...,p-1. Then, the resulting modified Tp(h), which we call _bp(h), will maintain an error of order h 2p. We do this as follows: First, we break up ¢(2'-1)(t) in the form
Next, we approximate Ff;F(t, y(t)), # = 1, ..., 2s -1, at t -0 and t --1, by one-sided (2p-2s+tt)-point differentiation formulas, involving x_, 0 < j < 2p -2s + # -1, when t -0, and xj, _,_l_u(x, t) at t = 0 and t--1 are computed exactly.
As for the term [¢(2'-1) (x+) -¢(2"-1)(x-)], we have from (3.15) and from the assumption that 52__1__(x) are computed exactly.
Note that all of the differentiation formulas above will have errors of order h 2p-2_, s ---1, ..., p-1, under the assumption that M > 2p -1, as can easily be shown.
The "numerical quadrature formula" Tp(h) that is obtained by the approximation procedures above obviously satisfies f_o
In the next sections we shall refer to _bp(h) as a numerical quadrature formula even though it is not one in the true sense of the expression.
3.4
The New Quadrature Method from
T2(h)
We close this section by giving the new quadrature method for (1.1).
following system of equations yi = r(x,) + It is defined through the
Here Fi --F(xi, Yi) and Yi is the approximation to y(xi).
If we now write the system in (3.17) as (3.17) 18) then the methodof successive approximations takesthe form 
where WQ is the modulus of continuity of Q(t) on I.
Proof.
We have and (4.1)
Subtracting (4.3) from (4.2), we obtain N-_ 1 (F'+' F'+' [Q(t) -Q(_,)]dt + i--0
Taking absolute values on both sides of (4.4), we next obtain
The result in (4.1) now follows from (2.7) and from the fact that zi+_
Our next result is an application of Theorem 4.1 with Q(t) = g(x, t)F(t, u(t)).
(4.4) (4.5) Theorem 
Assume that g E C(12) and that F, F0,x E C(A), and define G(x, t) = g(x, t)F(t, u(t)).
Assume also that u(t) is such that u(t) E J for t E I, and G(x, t), as a function of t, is integrable on I when x E I. Denote by Ta(h; x) the trapezoidal rule approximation for f_ G(x, t)dt. Then
G(x,t) -G(x,t') = F(t,u(t))[g(x,t) -g(x,t')]+g(x,t')[F(t,u(t)) -F(t',u(t'))]
(4.8)
F(t,u(t))-F(t',u(t'))=[F(t,u(t))-F(t,u(t'))]+[F(t,u(t'))-F(t',u(t'))] (4.9)
and, finally, by the mean value theorem,
F(t, u(t)) -F(t, u(t')) --F0,1(t, _)[u(t) -u(t')] for some _ E g. (4.10)
The result now follows by taking absolute values in (4.8)-(4.10) and maximizing over I, _, and A.
We leave the details to the reader. O constantmultiplesof g(x,, 0), g(x,, 1), go.l(x,,O) , go,_(z,, 1), and 51(x,), and thus are uniformly bounded in i,j, and N ifg E C(f_) and g0,1 E PC(f_).
Bound on Error in T2(h)
We now proceed to the corrected rules T_(h; x,) with G(x, t) -g(x, t)F(t, u(t))
Thus, if F E C(A), we have for all i 12_ (h; z,) -T a (h; xi)l < (C_2)h + C_2)h2)llFII (4.12)
for some positive constants C_ 2) and C_ _) that depend on g but are independent of F, i, and h. 
Let u E C(I) and u(t) E J fort E I. Then, fori=O,l,...,N, we have
f I I/_(h;x,)l = G(xl, t)dt- T_(h;xi) <_ D2(h)-Faw,,(h),(4.
13) where a > 0 is a constant and D2(h) is a function that goes to 0 monotonically as h --+ O, and both are independent of i, N, and u(t).
T_(h;x,) = TC(h;x,) + _ A,,kh F(xj,u(x_)).
(4.14)
j=0
Here max JF0,1(t, w)l.
the "_jka(P) depend on g but not on F, and can be bounded independently of i, j, and N, and the
A(P) number of the nonzero _'ijk is fixed and thus independent of N. As a result, under the conditions that u(t) E J for t • I, and F, Fo._ • C(A), (_.13) can be generalized to I/)_(h; x_)l = G(z,t)dt-_f(h; <_ D,(h)+_a_u(h). (4.15) where a > 0 is a constant and Dp(h) is a function that goes to 0 monotonically as h --+ O, and both are independent of i, N, and u(t). While a is the same for all p, Dp(h) depends on p. Specifically
(t,_)E/tJ
Lemma
Assume that g(x, t) is as in Theorem 4.4 so that we can define Tfl(h; xi) as in (.[.14).
Define also Remark. As will follow from the proof below, such an _ can be picked and once this is done any smaller _ will render the theorem valid. Thus, r/can be picked arbitrarily small. 
From Theorem 2.2 we have w_(_.,(h) <_ max{w_(o)(h),w_(h)
Obviously, with this ho we have
At this point it is worth recalling that Zp,i(h; {w(xh)))is the corrected trapezoidal rule T_(h; x,) for the integral f3 g(x,,t)F(t, w(t))dt.
Let us set m = 0 in (5.6) and (2.1). Upon subtraction we obtain
y_l)_ y(1)(x, ) = Zp._(h; {y(°)(xk)})-flg(x,,t)F(t,y(°)(t))dt, (5.11)
, SO and, by (4.15), (5.7), (5.8), and (5.10), this gives The result now follows by the fact that #(h) < 1 since h _< h0, which implies that {y}'_), i = 0, 1, ..., N}_=0 is a contractive sequence arid thus has a limit.
The proof of part (iii) follows from the continuity of the function F on A'. O Sincewe can pick r/arbitrarily closeto 0 and thus IIF0,111' arbitrarily close to IIF0,111, we see that for very large N, hence very small h, #(h) in (5.3) is arbitrarily close to # in (2.5). That is to say, the discrete successive approximation procedure converges practically at the same rate as the continuous one does.
6
Accuracy of Numerical Solution
With the existence and uniqueness questions resolved, we now turn to that of the accuracy of the numerical solution yi, i = O, 1, ...,N of (5.5). Our proof proceeds along the same lines as that of Theorem 4.2.1 in [K, pp. 114-115] . 
where
t)F(t, y(t) ).
Proof. Subtracting (1.1) with z = xi from (5.5), we can write
Since y(z) E J for x E I and yi E J', i = 0, 1, ..., N, Lemma 5.1 applies to the expression in the first brackets. The expression in the second brackets is nothing but /_(h; xi), the error in T_(h; x,).
Thus, taking absolute values, we have
The result in (6.1) follows by maximizing both sides of (6.3) and by using the fact that #(h) < 1.
We leave the details to the reader. El
Since for all N _> No we have/z(h) < #(h0) < 1 and thus 1/(1-/z(h)) < 1/(1-#(h0)), we realize from Theorem 6.1 that the accuracy of the numerical approximations y_ is determined strictly by that of the numerical quadrature formula underlying the quadrature method.
In shown.This result coversall cases exceptsomein which M is an odd integer. In case M --2p -1 In light of the contents of the previous two paragraphs we now discuss the various possible cases to which Theorem 6.1 applies.
The case M ---0. Here r E C(I), g E C(12), and F, F0,1 E C(A')
, and no other differentiability properties for r, g, and F are given. From Theorem 2.1 y E C(I) only. Thus the quadrature rule that can be used for this case is only _bl(h) _-T(h), namely, the trapezoidal rule itself. 
Applying Theorem 4.2, we obtain IleH <_ B_°) wg(h) + B(_°) wE(h) + B(3°) wy(h) = o(1) as
From Theorem 2.1 y E CI(I)
only. The quadrature rule that can be used for this case is order of accuracy is h 6, were used, then we would be able to achieve errors of order 10 -12 with N --100. We also note again that the computational cost per iteration of all three quadrature methods is practically the same, and this makes the high-accuracy methods practical.
Example 2. In a problem concerning the analysis of heat and mass transfer in a porous catalyst, see Kubecek and Hlavacek [KH] , the following two-point BVP is obtained: In Tables 2a and 2b we give some numerical results obtained for the cases (a) 5 = 10, /3 -0.5, "f = 2 and (b) 5 = 100, _3 --0.5, 7 -" 2, respectively. These tables show the numerical solution with N --200, the differences dl 5°) lYs0,_ yl00,2il and Yi, i -0, 1, ..., N, is the same as that of the underlying numerical quadrature formula.
One can also achieve an increase in accuracy by extrapolation provided an asymptotic expansion for the error involving negative powers of N is known. However, for one extrapolation the problem will haveto besolvedfor agivenN and then again for 2N. The improvement will only be able to be achieved on the course grid at an expense that is almost 4 times that of the improved quadrature. Whateverthe valueof #, we canalsoemployvector extrapolationmethods,suchas the minimal polynomialextrapolation(MPE) or the reducedrank extrapolation(RRE), to accelerate the convergence of the sequences of successive approximationsfrom (5.6). As no Jacobianmatrices needto becomputedandno largescalelinearsystemsneedto besolvedin applyingMPE or RRE, this approachto the solutionof the nonlinearequationsin (5.5)via successive approximations and vectorextrapolationmethodsmayturn out to be moreeconomical than that of Newton'smethod, at least in somecases.For the subjectof vectorextrapolationmethodswe refer the reader,for example, to the reviewpaperby Smith,Ford,andSidi [SFS] ,andto Sidi [S],wherea FORTRAN programthat implements MPE andRREin a numericallystablewayis alsogiven.Morereferences to developments pertainingto MPE and RREcan be foundin thesetwo papers.
Clearly, the problemof actual solutionof (5.5) is of importancein itself and shouldbe the subjectof a separate publication.
One last remarkthat we wouldlike to makeis that the approachof the presentwork can be applied to systems of nonlinear Fredholm integral equations, and hence to systems of nonlinear two-point BVP's, almost with no modification. 
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