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Loopy belief propagation (LBP), which is equivalent to the Bethe approximation in statistical
mechanics, is a message-passing-type inference method that is widely used to analyze systems based
on Markov random fields (MRFs). In this paper, we propose a message-passing-type method to
analytically evaluate the quenched average of LBP in random fields by using the replica cluster
variation method. The proposed analytical method is applicable to general pair-wise MRFs with
random fields whose distributions differ from each other and can give the quenched averages of
the Bethe free energies over random fields, which are consistent with numerical results. The order
of its computational cost is equivalent to that of standard LBP. In the latter part of this paper,
we describe the application of the proposed method to Bayesian image restoration, in which we
observed that our theoretical results are in good agreement with the numerical results for natural
images.
Keywords: random field model, loopy belief propagation, replica method, cluster variation method, Bayesian
image restoration
I. INTRODUCTION
Loopy belief propagation (LBP) [1], which is a
message-passing-type inference method, is widely preva-
lent in various fields, including computer science, as a
powerful tool for statistical procedures in systems based
on Markov random fields (MRFs) [2, 3]. LBP is equiv-
alent to the Bethe approximation in statistical mechan-
ics [4, 5] and is also known as the cavity method. An
analysis of the statistical behaviors of LBP is important
to develop an understanding of LBP. In this paper, we
focus on LBP in pair-wise MRFs with random fields and
we present a statistical analysis of it, namely, an analysis
of the quenched average of LBP over random fields. The
topic of pair-wise MRFs in random fields is an important
research field in statistical mechanics [6, 7]. As described
below, a statistical analysis of LBP in random fields is
also important for the field of Bayesian signal processing
in computer science.
Bayesian image restoration [8], in which images de-
graded by noise are restored using the Bayesian frame-
work, is an important generic technique for various types
of signal processing. Suppose that there is an original
image and that the original image is degraded through a
specific noise process. We observe only the degraded im-
age as the input, and we want to produce the restored im-
age as the output. From the statistical mechanics point of
view, the standard framework of Bayesian image restora-
tion corresponds to the framework of a two-dimensional
ferromagnetic spin model in random fields [9, 10]. In this
correspondence, the input image, namely, the degraded
image, is regarded as the random fields in the Bayesian
image restoration system.
Since the model used in the Bayesian image restora-
tion system is designed by using an intractable pair-wise
MRF, LBP is often applied to implement it. Hence, in
the evaluation of the statistical performance of the im-
plemented image restoration system, we encounter the
evaluation of the quenched average of LBP over the ran-
dom fields, namely, over the input images. For this pur-
pose, for Ising systems, the authors proposed an ana-
lytical evaluation method for it [11, 12]. In the previous
method, the evaluation of the quenched average of LBP is
reduced to solving simultaneous integral equations with
respect to the distributions of the messages. However,
the method is not very practical, because the computa-
tional cost of solving the integral equations is consider-
able and its approximation accuracy is poor. Further-
more, the method cannot evaluate the quenched average
of the free energy and is formulated only in Ising systems.
In this paper, we propose a new analytical method for
evaluating the quenched average of LBP over random
fields based on the idea of the replica cluster variation
method (RCVM) [13, 14]. The presented method allows
the quenched average of the Bethe free energies over ran-
dom fields in general pair-wise MRFs to be evaluated,
unlike the previous method.
The remaining part of this paper is organized as fol-
lows. A brief explanation of LBP is given in section II.
Section III constitutes the main part of the paper. The
proposed method is shown in section III C, and some
numerical results for checking its validity are shown in
section III D. In section III E, we show a case that is ex-
actly solvable by the present method. In section IV, we
explain the framework of the framework of Bayesian im-
age restoration and compute the statistical performance
2of the Bayesian image restoration system using the pro-
posed method. Finally, section V closes the paper with
concluding remarks.
II. LOOPY BELIEF PROPAGATION IN
RANDOM FIELDS
A. Model Definition
Let us consider an undirected graph G(V,E) consist-
ing of n vertices and some edges, where V = {1, 2, . . . , n}
is the set of vertices, and E = {{i, j}} is the set of edges
between a pair of vertices, where {i, j} denotes the undi-
rected edge between vertices i and j. On the graph, with
the discrete random variables S ∈ {Si | i ∈ V }, let us
define the pair-wise MRF expressed by
P (S | h, β) :=
1
Z(h, β)
exp
(
− βH(S;h)
)
, (1)
where
H(S;h) := −
∑
i∈V
φi(Si, hi)−
∑
{i,j}∈E
ψi,j(Si, Sj)
is the Hamiltonian of the MRF. Here, φi(Si, hi) is a spe-
cific function of the variable Si and the random field hi
on vertex i, and φi,j(Si, Sj) is a specific function on edge
{i, j}. The notations, Z and β, are the partition function
and inverse temperature, which takes a positive value, re-
spectively. In this paper, only random fields h are treated
as the quenched parameters.
B. Loopy Belief Propagation
It is known that LBP is derived from the minimum
condition of the variational Bethe free energy [5]. In
this section, we give a brief explanation of the deriva-
tion of LBP according to the cluster variation method
(CVM) [15, 16]. The free energy of the MRF in equation
(1) is defined by
F (h, β) :=
∑
S
H(S;h)P (S | h, β)
+
1
β
∑
S
P (S | h, β) lnP (S | h, β). (2)
In the Bethe approximation in the CVM, we approximate
the MRF by
P (S | h, β) ≈
(∏
i∈V bi(Si)
)(∏
{i,j}∈E bi,j(Si, Sj)
)
∏
{i,j}∈E bi(Si)bj(Sj)
,
(3)
where bi(Si) and bi,j(Si, Sj) are the one-vertex and two-
vertex marginal distributions (or the beliefs) of the MRF.
This approximation corresponds to the cluster decompo-
sition shown in figure 1. The right-hand side of equation
(3) is the product of the marginal distributions of the
clusters divided by the product of the marginal distribu-
tions of the double-counted clusters. By applying this
approximation to P (S | h) in the logarithmic function of
the last term in equation (2), we obtain the variational
Bethe free energy expressed by
Fbethe[{bi, bi,j}] :=
∑
S
H(S;h)P (S | h, β) +
1
β
∑
S
P (S | h, β) ln
(∏
i∈V bi(Si)
)(∏
{i,j}∈E bi,j(Si, Sj)
)
∏
{i,j}∈E bi(Si)bj(Sj)
= −
∑
i∈V
∑
Si
φi(Si, hi)bi(Si)−
∑
{i,j}∈E
∑
Si,Sj
ψi,j(Si, Sj)bi,j(Si, Sj) +
1
β
∑
i∈V
H1[bi]
+
1
β
∑
{i,j}∈E
(
H2[bi,j ]−H1[bi]−H1[bj ]
)
, (4)
where
H1[bi] :=
∑
Si
bi(Si) ln bi(Si)
and
H2[bi,j ] :=
∑
Si,Sj
bi,j(Si, Sj) ln bi,j(Si, Sj)
are the one-vertex and two-vertex negative entropies.
LBP is obtained by the variational minimization of
the variational Bethe free energy with respect to the
beliefs. By minimizing the variational Bethe free en-
ergy under the normalizing constraints,
∑
Si
bi(Si) =∑
Si,Sj
bi,j(Si, Sj) = 1, and the marginalizing con-
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FIG. 1. (a) Square graph with four vertices. (b) Cluster
decomposition of the Bethe approximation of the CVM for
(a). The vertices and two connected vertices are selected as
the clusters.
straints, bi(Si) =
∑
Sj
bi,j(Si, Sj) and bj(Sj) =∑
Si
bi,j(Si, Sj), we obtain the message-passing equation
of LBP:
Mi→j(Sj) ∝
∑
Si
expβ
(
φi(Si, hi) + ψi,j(Si, Sj)
)
×
∏
k∈∂i\{j}
Mk→i(Si), (5)
where Mi→j(Si) is the message (or the effective field)
from vertex i to vertex j. Using the messages satisfying
the message-passing equation, we can compute the beliefs
that minimize the variational Bethe free energy as
bi(Si) ∝ exp
(
βφi(Si, hi)
) ∏
j∈∂i
Mj→i(Si), (6)
bi,j(Si, Sj) ∝ expβ
(
φi(Si, hi) + φj(Sj , hj)
+ ψi,j(Si, Sj)
) ∏
k∈∂i\{j}
Mk→i(Si)
∏
l∈∂j\{i}
Ml→j(Sj),
(7)
where ∂i is the set of vertices connected to vertex i: ∂i =
{j | j ∈ V, {i, j} ∈ E}. The Bethe free energy of the
MRF is the minimum of the variational Bethe free energy,
Fbethe(h, β) := min
{bi,bij}
Fbethe[{bi, bi,j}],
and is obtained by substituting the beliefs obtained by
equations (6) and (7) into the variational Bethe free en-
ergy in equation (4). In LBP, the beliefs obtained by
equations (6) and (7) are regarded as the Bethe approx-
imations of the true marginal distributions of the MRF.
When an undirected graph G(V,E), on which the MRF
is defined, has no loops, the Bethe free energy and the
beliefs are equivalent to the true free energy and the true
marginal distributions of the MRF, respectively.
The main proposal presented in this paper is a method
for evaluating the quenched average of the Bethe free
energy over the random fields:
[Fbethe(h, β)]h :=
∫
dh
(∏
i∈V
pi(hi)
)
Fbethe(h, β), (8)
where the notation [· · · ]h represents the average value
over the random fields, and pi(hi) is the distribution of
the field on vertex i, where these distributions can vary
by vertex in general.
III. PROPOSED METHOD
According to equation (8), in principle, we have to
perform the averaging operation after constructing the
Bethe free energy to obtain [Fbethe]h (see figure 2(a)).
However, it is not straightforward to directly integrate
the Bethe free energy. Thus, we adopt another strategy.
In this paper, we propose an approximate method
based on the idea of the RCVM [13, 14]. Figure 2(b)
shows the procedure of our method. In the method, we
Bethe approximation
averaging operation
averaging operation
(replica method + CVM: RCVM)
Bethe approximation
(a) (b)
FIG. 2. Procedures of obtaining the quenched average of the
Bethe free energy. (a) Principled procedure. (b) Procedure
of the proposed method based on the RCVM.
first take the average of the free energy using the replica
method and CVM, namely, the RCVM (section III A),
and then, we apply the Bethe approximation to the re-
sulting form of the RCVM (section III B). If the exchange
of the order of the two operations, the Bethe approxima-
tion and the quenched averaging operation, is allowed,
we can expect to obtain a good approximation of the
quenched average of the Bethe free energy.
A. Replica Cluster Variation Method
First, we obtain the quenched average of the true free
energy of the MRF in equation (1), that is,
[F (h, β)]h = −
1
β
∫
dh
(∏
i∈V
pi(hi)
)
lnZ(h, β).
In the context of the replica method [9, 17], we have
[F (h, β)]h = −
1
β
lim
x→0
Zx − 1
x
, (9)
where
Zx :=
∫
dh
(∏
i∈V
pi(hi)
)
Z(h, β)x.
4By assuming that x is a natural number, we obtain
Zx =
∑
Sx
expβ
(∑
i∈V
ei(Si) +
∑
{i,j}∈E
x∑
α=1
ψi.j(S
α
i , S
α
j )
)
,
where Sx = {Sαi | i ∈ V, α = 1, 2, . . . , x}, Si = {S
α
i | α =
1, 2, . . . , x}, and the function ei(Si) is defined by
ei(Si) :=
1
β
ln
∫
dh pi(h) exp
(
β
x∑
α=1
φi(S
α
i , h)
)
.
We regard Zx as the partition of the x-replicated system
and define the x-replicated free energy as
Fx := −
1
β
lnZx
= −
∑
i∈V
∑
Si
ei(Si)Qi(Si) +
x∑
α=1
∑
Sα
Hint(S
α)Qα(Sα)
+
1
β
∑
Sx
Px(Sx) lnPx(Sx), (10)
where
Px(Sx) :=
1
Zx
expβ
(∑
i∈V
ei(Si)−
x∑
α=1
Hint(S
α)
)
is the Gibbs distribution of the x-replicated system, and
S
α = {Sαi | i ∈ V }. The energy function Hint(S) is
defined by
Hint(S) := −
∑
{i,j}∈E
ψi.j(Si, Sj)
and is just the interaction term of the original system.
The distributions, Qi(Si) and Q
α(Sα), are the marginal
distributions of the distribution Px(Sx). The factor
graph representation of the x-replicated system is shown
in figure 3(a).
In accordance with the cluster decomposition based
on the CVM shown in figure 3(b), by using the marginal
distributions, {Qi(Si), Q
α(Sα)}, together with the one-
variable marginal distributions of Px(Sx), {Qαi (S
α
i )}, we
approximate the Gibbs distribution of the x-replicated
system as
Px(Sx) ≈
(∏
i∈V
∏x
α=1Q
α
i (S
α
i )
)(∏
i∈V Qi(Si)
)(∏x
α=1Q
α(Sα)
)
(∏
i∈V
∏x
α=1Q
α
i (S
α
i )
)2 =
(∏
i∈V Qi(Si)
)(∏x
α=1Q
α(Sα)
)
∏
i∈V
∏x
α=1Q
α
i (S
α
i )
. (11)
As in equation (3), Px(Sx) is approximated by the prod-
uct of the marginal distributions of the clusters divided
by the product of the marginal distributions of the
double-counted clusters. By applying this approximation
to Px(Sx) in the logarithmic function in the last term in
equation (10), we obtain the expression of the variational
free energy as
FRCVMx [{Qi, Q
α, Qαi }] :=
∑
i∈V
Vi[Qi] +
x∑
α=1
Vint[Q
α]
−
1
β
∑
i∈V
x∑
α=1
H1[Q
α
i ], (12)
where the functionals, Vi[Qi] and Vint[Qα], are defined as
Vi[Qi] := −
∑
Si
ei(Si)Qi(Si) +
1
β
∑
Si
Qi(Si) lnQi(Si),
(13)
Vint[Q
α] :=
∑
Sα
Hint(S
α)Qα(S) +
1
β
∑
Sα
Qα(Sα) lnQα(Sα).
(14)
In the context of the CVM, the x-replicated free en-
ergy in equation (10) is approximated by the minimum
of the variational free energy in equation (12) with re-
spect to the marginal distributions {Qi, Qα, Qαi }, i.e.,
Fx ≈ min{Qi,Qα,Qαi } F
RCVM
x [{Qi, Q
α, Qαi }]. Note that,
at the minimum point, the normalization constraints for
{Qi, Qα, Qαi } and the marginal constraints,
Qαi (S
α
i ) =
∑
Si\{Sαi }
Qi(Si) (15)
and
Qαi (S
α
i ) =
∑
Sα\{Sα
i
}
Qα(Sα), (16)
should hold.
In order to minimize the variational free energy with
respect to {Qi(Si)}, by using the Lagrange multipliers,
we perform the variational minimization of
L[{Qi}] :=
∑
i∈V
Vi[Qi]−
∑
i∈V
ai
(∑
Si
Qi(Si)− 1
)
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FIG. 3. (a) Factor graph representation of Px(Sx) when n = 2. (b) Cluster decomposition for (a). In the decomposition, the
three different types of clusters are employed: the clusters consist of Sαi , of Si, and of S
α.
−
∑
i∈V
x∑
α=1
∑
Sα
i
Λαi (S
α
i )
( ∑
Si\{Sαi }
Qi(Si)−Q
α
i (S
α
i )
)
with respect to {Qi(Si)}. From the result of this mini-
mization, we obtain
Qi(Si) ∝ expβ
(
ei(Si) +
x∑
α=1
Λαi (S
α
i )
)
. (17)
The Lagrange multipliers, Λi = {Λ
α
i (Si) | α =
1, 2, . . . , x}, are determined such that they satisfy equa-
tion (15). By substituting equation (17) into equation
(13), while noting the marginal constraints in equation
(15), we obtain the partially minimized variational free
energy,
FRCVMx [{Q
α, Qαi }] := min
{Qi}
FRCVMx [{Qi, Q
α, Qαi }],
as
FRCVMx [{Q
α, Qαi }] =
∑
i∈V
extr
Λi
{ x∑
α=1
∑
Sαi
Λαi (S
α
i )Q
α
i (S
α
i )
−
1
β
ln
∫
dh pi(h)
x∏
α=1
∑
Sα
i
expβ
(
φi(S
α
i , h)
+ Λαi (S
α
i )
)}
+
x∑
α=1
Vint[Q
α]−
1
β
∑
i∈V
x∑
α=1
H1[Q
α
i ], (18)
where the notation “extr” denotes the extremum with
respect to the assigned parameters.
B. Bethe Approximation and Replica Symmetric
Ansatz
The functional Vint[Q
α] can be interpreted as the vari-
ational free energy for the interaction term of the original
system (see equation (14)). Since this variational free en-
ergy is intractable in general, we approximate it by the
Bethe approximation. As in equation (3), we approxi-
mate Qα(Sα) by
Qα(Sα) ≈
(∏
i∈V Q
α
i (S
α
i )
)(∏
{i,j}∈E Q
α
i,j(S
α
i , S
α
j )
)
∏
{i,j}∈E Q
α
i (S
α
i )Q
α
j (S
α
j )
,
(19)
where the distributions, Qαi (S
α
i ) and Q
α
i,j(S
α
i , S
α
j ), are
the marginal distributions of Qα(Sα), so that the
marginal constraints,
∑
Sα
i
Qαi,j(S
α
i , S
α
j ) = Q
α
j (S
α
j )
and ∑
Sα
j
Qαi,j(S
α
i , S
α
j ) = Q
α
i (S
α
i ),
are satisfied. By applying equation (19) to Qα(Sα) in the
logarithmic function in the last term of equation (14), we
obtain the Bethe approximation of Vint[Qα] as
Vbetheint [{Q
α
i , Q
α
i,j}]
:= −
∑
{i,j}∈E
∑
Sαi ,S
α
j
ψi,j(S
α
i , S
α
j )Q
α
i,j(S
α
i , S
α
j )
+
1
β
∑
i∈V
H1[Q
α
i ] +
1
β
∑
{i,j}∈E
(
H2[Q
α
i,j ]−H1[Q
α
i ]−H1[Q
α
j ]
)
.
(20)
By substituting the Bethe approximation in equa-
tion (20) into equation (18), we obtain the Bethe ap-
proximation of equation (18): FRCVMx [{Q
α, Qαi }] ≈
FLBPx [{Q
α
i , Q
α
i,j}]. After the Bethe approximation, we
make the replica symmetric (RS) assumption [9, 17] in
FLBPx [{Q
α
i , Q
α
i,j}], and subsequently, by taking the limit
as x → 0, we finally reach the variational free energy
expressed as
FLBP(RS)[{Qi, Qi,j}] =
∑
i∈V
extr
Λi
{∑
Si
Λi(Si)Qi(Si)
6−
1
β
∫
dh pi(h) ln
∑
Si
expβ
(
φi(Si, h) + Λi(Si)
)}
−
∑
{i,j}∈E
∑
Si,Sj
ψi,j(Si, Sj)Qi,j(Si, Sj)
+
1
β
∑
{i,j}∈E
(
H2[Qi,j ]−H1[Qi]−H1[Qj ]
)
. (21)
The detailed derivation of this variational free energy is
shown in appendix A. We expect that the minimum of
this variational free energy is the approximation of the
quenched average of the Bethe free energy in equation
(8): [Fbethe(h, β)]h ≈ F
LBP(RS)
min , where
F
LBP(RS)
min := min
{Qi,Qi,j}
FLBP(RS)[{Qi, Qi,j}]. (22)
At the minimum of the variational free energy,
FLBP(RS)[{Qi, Qi,j}], the normalization constraints,
∑
Si
Qi(Si) =
∑
Si,Sj
Qi,j(Si, Sj) = 1, (23)
and the marginal constraints,
∑
Si
Qi,j(Si, Sj) = Qj(Sj) (24)
and
∑
Sj
Qi,j(Si, Sj) = Qi(Si), (25)
should hold.
C. Message-passing Equation
In this section, we show the message-passing equation
for minimizing the variational free energy in equation
(21) obtained in the previous section.
The message-passing equation for our method is ob-
tained as
µj→i(Si) ∝
∑
Sj
Qj(Sj) exp
(
βψi,j(Si, Sj)
)
µi→j(Sj)
−1,
(26)
Qi(Si) =
∫
dh pi(h)
expβ
(
φi(Si, h) + Λi(Si)
)
∑
Si
expβ
(
φi(Si, h) + Λi(Si)
) ,
(27)
βΛi(Si) =
∑
k∈∂i
lnµk→i(Si). (28)
The quantity µi→j(Sj) is the message from vertex i to
vertex j, and the Lagrange multipliers {Λi(Si)} in equa-
tion (28) satisfy the extremal conditions in the first term
in equation (21). By using the messages and {Qi(Si)},
the two-vertex marginal distributions {Qi,j(Si, Sj)} are
obtained as
Qi,j(Si, Sj) ∝ Qi(Si)Qj(Sj) exp
(
βψi,j(Si, Sj)
)
× µj→i(Si)
−1µi→j(Sj)
−1. (29)
The detailed derivation of equations (26)–(29) is shown
in appendix B. The order of the computational cost of
the proposed message-passing equation is equivalent to
that of standard LBP in section II B.
When the distributions of the random fields are Dirac
delta functions, pi(h) = δ(h− hi), namely, the fields are
not the quenched parameters but the fixed parameters,
the method presented in equations (26)–(29) is reduced
to the standard LBP in equations (5)–(7). In this case,
F
LBP(RS)
min in equation (22) is equivalent to the Bethe free
energy Fbethe(h, β).
After numerically solving the simultaneous equations
in equations (26)–(29), by substituting the solutions,
{Qi(Si)}, {Qi,j(Si, Sj)}, and {Λi(Si)}, into equation
(21), we obtain the minimum values of the variational
free energy, F
LBP(RS)
min , and regard it as the approxima-
tion of [Fbethe(h, β)]h in equation (8).
For the moment, we suppose that the function
φi(Si, hi) can be divided as φi(Si, hi) = φ
(0)
i (Si, hi) +
φ
(1)
i (Si). The variations in the quenched average of the
Bethe free energy in equation (8) with respect to φ
(1)
i (Si)
and ψi,j(Si, Sj) are
δ[Fbethe]h
δφ
(1)
i (Si)
= −[bi(Si)]h (30)
and
δ[Fbethe]h
δψi,j(Si, Sj)
= −[bi,j(Si, Sj)]h, (31)
respectively, which are the quenched average of the beliefs
obtained from LBP. On the other hand, the variations in
F
LBP(RS)
min with respect to φ
(1)
i (Si) and ψi,j(Si, Sj) are
obtained as
δF
LBP(RS)
min
δφ
(1)
i (Si)
= −Qi(Si) (32)
and
δF
LBP(RS)
min
δψi,j(Si, Sj)
= −Qi,j(Si, Sj), (33)
respectively. By comparing equations (30) and (31) with
equations (32) and (33), it can be expected that, if
F
LBP(RS)
min is a good approximation of [Fbethe(h, β)]h, the
marginal distributions, Qi(Si) and Qi,j(Si, Sj), are also
good approximations of the quenched averages of the be-
liefs, [bi(Si)]h and [bi,j(Si, Sj)]h, respectively.
7D. Numerical Experiment
In this section, we describe the evaluation of the va-
lidity of our method by using numerical experiments. In
the experiments, we used the model expressed as
P (S | h) =
1
Z(h)
exp
(∑
i∈V
hiSi +
∑
{i,j}∈E
JijSiSj
)
,
(34)
which is defined on a certain graph, where Si takes q real
values in the interval [−1, 1] as Si ∈ {2S/(q − 1) − 1 |
S = 0, 1, 2, . . . , q − 1}, i.e., Si ∈ {+1,−1} when q = 2,
Si ∈ {+1, 0,−1} when q = 3, and so on. The fields h are
i.i.d. random fields drawn from the Gaussian distribution
with a mean of zero and a variance of σ2, N (hi | 0, σ2).
We compared the free energy per variable obtained by
our method, F
LBP(RS)
min /n, with the quenched average of
the Bethe free energy (per variable) shown in equation
(8), which was obtained by numerically averaging the
Bethe free energy in equation (4) over the random fields,
and we compared the behaviors of the quenched average
of the magnetizations obtained by the two different meth-
ods. The magnetizations obtained from LBP and our
method are given by MLBP := n
−1
∑
i∈V
∑
Si
Si[bi(Si)]h
and MRLBP := n
−1
∑
i∈V
∑
Si
SiQi(Si), respectively.
1. Square Lattice
We show the results when the model in equation (34)
is defined on a graph of an 8 × 8 square lattice with
the free boundary condition and when all of the interac-
tions are unique, Jij = J . Figures 4–6 show the plots
for q = 2, q = 3, and q = 4. “LBP” represents the
results obtained by the numerically averaged Bethe free
energy, and “RLBP” represents the results obtained by
our method. Each plot of LBP is numerically averaged
over 10000 realizations of the random fields. In al-
most all cases, the results of our method are consistent
with the numerically averaged Bethe free energies, as ex-
pected. However, in the cases of large J , mismatches
between the two methods are observed.
Figure 7 shows the plot of the quenched average of
the magnetizations, MLBP and MRLBP, when the model
shown in equation (34) is defined on a graph of a 14× 14
square lattice with periodic boundary conditions and
when q = 2. We observe that the two methods show
the different nature of the magnetizations. The magneti-
zation obtained by standard LBP continuously increases
with the increase in J , whereas that obtained by the pro-
posed method drastically increases, like a first-order tran-
sition, around J ≈ 0.88. This different physical picture
probably causes the mismatches between the two meth-
ods in the cases of large J in figures 4–6.
Our formulation allows for the approximate evaluation
of the quenched average of Bethe free energy over the
random fields with disordered interactions. We show the
results when the model in equation (34) is defined on a
graph of a 14×14 square lattice with free boundary condi-
tions and when the interactions {Jij} are independently
drawn from N (Jij | 0, δ2). Figure 8 shows the results of
the free energies versus σ for q = 5. Each plot obtained
by LBP is numerically averaged over 100 realizations of
the random fields and over 200 realizations of the interac-
tions, and that obtained by our method is averaged over
200 realizations of the interactions. Since the error bars
of our method are quite small compared to LBP, we omit
them in the figure. The results obtained by our method
are consistent with the numerically averaged Bethe free
energies.
To see the effect of the disorder in the interactions
on the behavior of the magnetization, we show the plot
of the quenched average of the magnetizations when the
model shown in equation (34) is defined on a graph of
a 14 × 14 square lattice with periodic boundary condi-
tions and when q = 2 and the interactions {Jij} are in-
dependently drawn from N (Jij | c, δ2) in figure 9. We
observe that the magnetizations obtained by our method
show the first-order transition, as in figure 7. However,
the values of the magnetizations after the transition are
quite small compared to those in figure 7.
2. Random Regular Graph
A random regular graph (RRG) is a random graph in
which the degrees of all vertices are fixed by the con-
stant d. Figure 10 shows the results when the model in
equation (34) is defined on an RRG with 200 vertices
and d = 4 and when Jij = J and q = 2. Each plot
obtained by LBP is numerically averaged over 100 real-
izations of the random fields and over 100 realizations of
the structure of graph, and that obtained by our method
is averaged over 100 realizations of the structure of graph.
Since the error bars of our method are quite small com-
pared to LBP, we omit them in the figure, as in figure
8. The behaviors of the quenched magnetizations,MLBP
and MRLBP, obtained by the two methods in this case
are shown in figure 11. The behaviors of the quenched
magnetizations in this figure are similar to those shown
in figure 7.
LBP is asymptotically justified on an RRG [7], be-
cause an RRG is quite sparse. Therefore, we can expect
that the results obtained by LBP are close to the exact
solutions. Except for the RS assumption, our method
consists of two approximations: the approximation in
equation (11) and the approximation in equation (19).
Since the latter approximation is the Bethe approxima-
tion, it can be justified on a sparse graph such as an RRG.
This suggests that the mismatch between the two meth-
ods in the right panel in figure 10 is mainly caused by
the first approximation, and that the first approximation
produces the metastable state that causes the first-order
transition in figure 11.
As in section IIID 1, we again see the case with the
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FIG. 4. Quenched Bethe free energies per variable for q = 2. The left panel shows the free energies versus σ with J = 0.2, and
the right panel shows the free energies versus J with σ = 1. The error bars are the standard deviation.
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FIG. 5. Quenched Bethe free energies per variable for q = 3. The left panel shows the free energies versus σ with J = 0.2, and
the right panel shows the free energies versus J with σ = 1. The error bars are the standard deviation.
disordered interactions. Figure 12 shows the plots of the
quenched Bethe free energies versus σ for q = 5 when the
model in equation (34) is defined on an RRG with 200
vertices and d = 4 and when the interactions {Jij} are in-
dependently drawn from N (Jij | 0, δ
2). Each plot in the
figure is obtained in the same manner as the case in fig-
ure 8. As is the case in figure 8, the results of our method
are consistent with the numerically averaged Bethe free
energies. Figure 13 shows the plot of the quenched av-
erage of the magnetizations when the model in equation
(34) is defined on an RRG with 200 vertices and d = 4
and when q = 2 and {Jij} are independently drawn from
N (Jij | c, δ2). It can be observed that the transition
of the magnetization obtained by our method is nearly
continuous with the increase in the magnitude of the dis-
order. This suggests that the disorder in the interactions
violates the metastable state of the quenched Bethe free
energy obtained by our method in the case of an RRG.
E. Exactly Solvable Case – Ferromagnetic
Mean-field Model in Random Fields
In this section, we consider the ferromagnetic mean-
field model in random fields expressed as [6]
P (S | h, β) ∝ expβ
(∑
i∈V
φ(Si, hi) +
1
n
∑
i<j
g(Si)g(Sj)
)
,
(35)
where the second summation represents the summation
over all of the distinct pairs of vertices, and {hi} repre-
sents the i.i.d. random fields drawn from the distribu-
tion ph(hi). By using the Hubbard–Stratonovich trans-
formation, the free energy (per variable) of this model,
f := F (h, β)/n, can be expressed as
f = −
1
nβ
ln
∫
dm expn
{
−
β
2
m2
+
1
n
∑
i∈V
ln
∑
S
expβ
(
φ(S, hi) +mg(S)−
g(S)2
2n
)}
−
1
2nβ
ln
nβ
2pi
.
For a sufficiently large n, we can compute the integration
by using the saddle point method and the summation
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FIG. 6. Quenched Bethe free energies per variable for q = 4. The left panel shows the free energies versus σ with J = 0.2, and
the right panel shows the free energies versus J with σ = 1. The error bars are the standard deviation.
J
0.5 0.6 0.7 0.8 0.9 1.0
m
ag
n
et
iz
at
io
n
0.0
0.2
0.4
0.6
0.8
1.0
LBP
RLBP
FIG. 7. Quenched magnetizations versus J , where q = 2 and
σ = 1.
over i ∈ V in the exponent by using the law of large
numbers, so that the free energy can be expressed as
f =
β
2
m2 −
1
β
∫
dh ph(h) ln
∑
S
expβ
(
φ(S, h) +mg(S)
)
(36)
in the thermodynamic limit, where m is the solution to
the saddle point equation:
m =
∫
dh ph(h)
∑
S g(S) expβ
(
φ(S, h) +mg(S)
)
∑
S expβ
(
φ(S, h) +mg(S)
) . (37)
Since the free energy in equation (36) does not depend
on {hi}, the quenched average of the free energy over the
random fields, [F ]h/n, coincides with equation (36).
Since ψi,j(Si, Sj) = g(Si)g(Sj)/n, the message-passing
equation in equation (26) can be expanded as
lnµj→i(Si)
= ln
∑
Sj
Qj(Sj) exp
(
βψi,j(Si, Sj)
)
µi→j(Sj)
−1 + c0
=
β
n
g(Si)
∑
Sj
g(Sj)Qj(Sj)µi→j(Sj)
−1
∑
Sj
Qj(Sj)µi→j(Sj)−1
+ c1 +O(n
−2),
(38)
where c0 and c1 are constants unrelated to Si. From
this equation, we ensure that all of the messages are con-
stants unrelated to S for a sufficiently large n, because
µj→i(Si) = exp(c1+O(n
−1)) ≃ exp(c1). Therefore, from
equations (28) and (38), we obtain
Λi(Si) =
g(Si)
n
∑
j∈∂i
∑
Sj
g(Sj)Qj(Sj) + c2 = mg(Si) + c2
(39)
for a sufficiently large n, where c2 is a constant unrelated
to Si, and we redefine m := n
−1
∑
i∈V
∑
Si
g(Si)Qj(Si).
By substituting equation (39) into equation (27), we ob-
tain the same expression for m as equation (37). Since
all of the messages are constants, from equation (29), we
have
Qi,j(Si, Sj) = Qi(Si)Qj(Sj).
By substituting this equation and equation (39) into
equation (21), we find that the equality f = F
LBP(RS)
min /n
holds in the thermodynamic limit. From this result, we
can conclude that our message-passing method can ex-
actly compute the quenched average of the free energy of
the model in equation (35) in the thermodynamic limit.
IV. APPLICATION TO BAYESIAN IMAGE
RESTORATION
In this section, we describe the estimation of the sta-
tistical performance of the Bayesian image restoration
system using LBP by using the proposed method. In
images, each pixel is allocated in a two-dimensional grid
and has an intensity value corresponding to the color at
its position. For an image I ∈ {Ii | i ∈ V }, the entry
Ii ∈ {0, 1, . . . , q − 1} represents the intensity of the ith
pixel.
Suppose that the original image I is degraded to h
through a specific noise process. In the Bayesian image
restoration system, we assume that the original image is
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FIG. 8. Quenched Bethe free energies per variable versus σ for q = 5. The left panel shows the free energies when δ = 0.2, and
the right panel shows the free energies when δ = 0.4. The error bars are the standard deviation.
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FIG. 9. Quenched magnetizations versus c for δ = 0.2 and
δ = 0.5 when q = 2 and σ = 1.
the sample drawn from the specific distribution Ppri(S)
known as the prior distribution. We observe only the de-
graded image as the input, and we want to estimate the
original image from the input degraded image. To do the
image restoration, we compute the posterior distribution
of the original image, Ppost(S | h) ∝ Plike(h | S)Ppri(S),
where Plike(h | S) is the noise process referred to as
the likelihood. We use the posterior distribution to pro-
duce the restored image as the output. The scheme of
Bayesian image restoration is shown in figure 14.
A. Bayesian Image Restoration using LBP
For the original image I, suppose that the degraded
image h is generated by adding additive white Gaussian
noise, i.e., hi = Ii + ηi, where ηi is the random noise
drawn from the Gaussian distribution N (η | 0, σ2).
We define the prior distribution of the images S as
Ppri(S | α) ∝ exp
(
α
∑
{i,j}∈E
ξ(Si, Sj)
)
, (40)
which is defined on a square lattice corresponding to the
configuration of pixels. The energy function ξ(Si, Sj) de-
fines the relationship among neighboring pixels, and it of-
ten takes a form that emphasizes the smoothness among
neighboring pixels, e.g., ξ(Si, Sj) = −|Si−Si|. The posi-
tive parameter α controls the strength of the smoothness.
For the original image, the distribution of the degraded
image, i.e., the likelihood, is expressed as
Plike(h | S = I, σ
2) =
∏
i∈V
N (hi | Ii, σ
2). (41)
From equations (40) and (41), given a specific degraded
image h, the posterior distribution of the original image
is obtained by
Ppost(S | h, α, σ
2) ∝ Plike(h | S, σ
2)Ppri(S | α)
∝ exp
(
−
∑
i∈V
(Si − hi)2
2σ2
+ α
∑
{i,j}∈E
ξ(Si, Sj)
)
. (42)
The posterior distribution is the special case of equation
(1). The degraded image is regarded as the random fields
in the posterior distribution.
In maximum posterior marginal (MPM) estimation,
the ith pixel of the restored image is obtained by
SMPMi := argmax
Si
Ppost(Si | h, α, σ
2), (43)
where Ppost(Si | h, α, σ2) is the marginal distribution of
the posterior distribution in equation (42) [10]. In prac-
tice, we approximate the true marginal distributions by
the beliefs obtained by LBP for the posterior distribu-
tion,
SMPMi ≈ S
MPM(LBP)
i := argmax
Si
bi(Si), (44)
where the belief bi(Si) is obtained by LBP described
in section II B with φi(Si, hi) = −(Si − hi)2/2σ2,
ψi,j(Si, Sj) = αξ(Si, Sj), and β = 1. The performance
of the restoration is often measured by the mean square
error (MSE) between the original image and the restored
image,
D(I,h, α, σ2) :=
1
n
∑
i∈V
(
Ii − S
MPM(LBP)
i
)2
.
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FIG. 10. Quenched Bethe free energies per variable for q = 2 on the RRG. The left panel shows the free energies versus σ with
J = 0.2, and the right panel shows the free energies versus J with σ = 1. The error bars are the standard deviation.
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FIG. 11. Quenched magnetizations versus J on the RRG,
where q = 2 and σ = 1.
This MSE is for the specific input degraded image that is
drawn from the likelihood in equation (41), and it should
take different values for different degraded images in gen-
eral.
For the original image I, we attempt to estimate the
average value of the MSE in equation (45) over all pos-
sible degraded images,
Dav(I, α, σ
2) :=
[
D(I,h, α, σ2)
]
h
, (46)
where pi(h) = N (h | Ii, σ
2), because the average value
corresponds to the statistical performance of the pre-
sented Bayesian restoration system for the original image.
By considering the input degraded image as the quenched
parameter, the right-hand side of equation (46) can be re-
garded as the quenched average of the MSE obtained by
LBP. Thus, we approximate it using the message-passing
method presented in section III C.
Using the proposed message-passing method, we ap-
proximate equation (46) as
Dav(I, α, σ
2) ≈
1
n
∑
i∈V
∫
dhN (h | Ii, σ
2)
(
Ii − ri(h)
)2
,
(47)
where
ri(h) = argmax
S
(
φi(S, h) + Λi(S)
)
.
The detailed derivation of this approximation is shown
in appendix C.
B. Numerical Experiment
In this section, we describe the estimation of the per-
formance of Bayesian image restoration for the 64 × 64
original colored images shown in figure 15. Colored im-
ages consist of three different channels: red, green, and
blue (RGB) channels, I = {Ired, Igreen, Iblue}. The pix-
els in each channel in the original images have eight
intensities, i.e., q = 8. In the following experiments,
we assume that the three different channels are inde-
pendently degraded by the same noise process in equa-
tion (41), and we restore the generated degraded im-
ages, h = {hred,hgreen,hblue}, by separately applying
the Bayesian image restoration based on the posterior
distribution in equation (42) to the RGB channels. The
value of σ2 used in the restoration is the same as that
used in the noise process, and we use the same values
of the parameters, α and σ2, in the restorations for the
three different channels. The total MSE of the restora-
tion is obtained by the average of the MSEs of the RGB
channels, i.e., D(I,h, α, σ2) = {D(Ired,hred, α, σ2) +
D(Igreen,hgreen, α, σ
2) +D(Iblue,hblue, α, σ
2)}/3.
For the original colored images in figure 15, we eval-
uated the average of the MSE, Dav(I, α, σ
2), by using
two types of methods: LBP and the proposed analyti-
cal method in equation (47). In LBP, we approximated
Dav(I, α, σ
2) by the sample average of D(I,h, α, σ2)
over 10000 different degraded images, which are gener-
ated from the original image I through the noise process
shown in equation (41).
At first, we show the results obtained by setting the
function ξ(Si, Sj) as ξ(Si, Sj) = −(Si − Sj)
2/2 in the
prior distribution in equation (40). In figures 16 and 17,
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FIG. 12. Quenched Bethe free energies per variable versus σ for q = 5 on the RRG. The left panel shows the free energies when
δ = 0.2, and the right panel shows the free energies when δ = 0.4. The error bars are the standard deviation.
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FIG. 14. Scheme of Bayesian image restoration.
we show the plots of Dav(I, α, σ
2) versus α and σ, re-
spectively, obtained by the two different methods: the
sample average of the LBP restorations, “LBP,” and the
proposed analytical method, “RLBP.” Figure 16 shows
the plots of Dav(I, α, σ
2) versus α when σ = 0.5, and
figure 17 shows the plots of Dav(I, α, σ
2) versus σ when
α = 0.4. Each plot obtained by LBP restoration is aver-
aged over 10000 realizations of the stochastically gener-
ated degraded image. We can observe that the results
obtained by our method in equation (47) are in good
agreement with those obtained by LBP restoration.
Next, we show the results obtained by setting the func-
tion ξ(Si, Sj) as ξ(Si, Sj) = −|Si−Sj|2. Figure 18 shows
(a) (b) (c)
FIG. 15. Original 3-bit colored images I: (a) lenna, (b) par-
rots, and (c) sailboat.
the plots of Dav(I, α, σ
2) versus α when σ = 0.5, and fig-
ure 19 shows the plots of Dav(I, α, σ
2) versus σ when
α = 0.4. The results obtained by our method are in
good agreement with those obtained by LBP restoration
in figures 16 and 17.
V. CONCLUSION AND REMARKS
In this paper, we proposed an analytical method based
on the idea of the RCVM to approximately evaluate the
quenched average of the Bethe free energy, obtained by
LBP, of the pair-wise MRF in equation (1) in random
fields h. Since our message-passing-type formulation al-
lows any form of the functions φi(Si, hi) and ψi,j(Si, Sj)
in the Hamiltonian and allows any form of the distri-
butions of the random fields {pi(hi)}, except for the
cases where correlations among fields exist, the proposed
method is applicable to a wide range of applications in
physics and in computer science. In the argument in sec-
tion III E, we found that this approximation is justified
in the ferromagnetic mean-field model in random fields.
Although the results obtained by our analytical
method in almost all cases were consistent with those
obtained by the numerical method, as seen in the artifi-
cial model presented in section IIID and in the Bayesian
image restoration presented in section IVB, some mis-
matches, especially in the behaviors of the phase transi-
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FIG. 16. Plots of Dav(I, α, σ
2) versus α when σ = 0.5 and ξ(Si, Sj) = −(Si − Sj)
2/2 for the original images shown in figure
15: the left, middle, and right plots show the results for figures 15(a), 15(b), and 15(c), respectively. The error bars are the
standard deviation.
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FIG. 17. Plots of Dav(I, α, σ
2) versus σ when α = 0.4 and ξ(Si, Sj) = −(Si − Sj)
2/2 for the original images shown in figure
15: the left, middle and right plots show the results for figures 15(a), 15(b), and 15(c), respectively. The error bars are the
standard deviation.
tions of the magnetizations in section IIID, between the
results obtained by our method and by the numerical
method were observed. As mentioned in section III D 2,
the mismatches are considered to be mainly caused by
the approximation based on the CVM in equation (11).
However, a detailed understanding of its mathematical
meaning is still unclear, even though it is one of the most
important components of our method, because the ap-
proximation is for the system replicated by the replica
method; thus, the development of a mathematical un-
derstanding of how it affects the present method is not
straightforward. It should be considered in future stud-
ies.
We employed the Bethe approximation in equation
(19) for the purpose of evaluating the quenched average
of the Bethe free energy. Our approximate framework,
however, allows us to employ other mean-field approx-
imations instead of the Bethe approximation, and the
resulting form can be expected to be an approximation
of an employed approximation method. Thus, in accor-
dance with the presented framework, it is expected that
we can evaluate the quenched averages of the employed
mean-field methods for random fields.
Appendix A: Derivation of Equation (21)
By substituting equation (20) into equation (18), we
obtain the Bethe approximation of FRCVMx [{Q
α, Qαi }] as
FLBPx [{Q
α
i , Q
α
i,j}] :=
∑
i∈V
extr
Λi
{ x∑
α=1
∑
Sα
i
Λαi (S
α
i )Q
α
i (S
α
i )
−
1
β
ln
∫
dh pi(h)
x∏
α=1
∑
Sα
i
expβ
(
φi(S
α
i , h) + Λ
α
i (S
α
i )
)}
+
x∑
α=1
Vbetheint [{Q
α
i , Q
α
i,j}]−
1
β
∑
i∈V
x∑
α=1
H1[Q
α
i ]. (A1)
At the minimum point of this variational free en-
ergy, we make the RS assumption; that is, the rela-
tions Qαi (Si) = Qi(Si) and Q
α
i,j(Si, Sj) = Qi,j(Si, Sj)
hold for any α. Under this assumption, the minimum of
FLBPx [{Q
α
i , Q
α
i,j}] is equivalent to the minimum of the RS
variational free energy expressed as
FLBP(RS)x [{Qi, Qi,j}] :=
∑
i∈V
extr
Λi
{ x∑
α=1
∑
Sα
i
Λαi (S
α
i )Qi(S
α
i )
14
0.0 0.5 1.0
D
av
0.2
0.25
0.3
LBP
RLBP
α
0.0 0.5 1.0
D
av
0.15
0.2
0.25
0.3
LBP
RLBP
α
0.0 0.5 1.0
D
av
0.2
0.22
0.24
0.26
0.28 LBP
RLBP
α
FIG. 18. Plots of Dav(I, α, σ
2) versus α when σ = 0.5 and ξ(Si, Sj) = −|Si−Sj | for the original images shown in figure 15: the
left, middle, and right plots show the results for figures 15(a), 15(b), and 15(c), respectively. The error bars are the standard
deviation.
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FIG. 19. Plots of Dav(I, α, σ
2) versus σ when α = 0.4 and ξ(Si, Sj) = −|Si−Sj | for the original images shown in figure 15: the
left, middle, and right plots show the results for figure 15(a), 15(b), and 15(c), respectively. The error bars are the standard
deviation.
−
1
β
ln
∫
dh pi(h)
x∏
α=1
∑
Sα
i
expβ
(
φi(S
α
i , h) + Λ
α
i (S
α
i )
)}
+ xVbetheint [{Qi, Qi,j}]−
x
β
∑
i∈V
H1[Qi]. (A2)
From the convexity of the first term of this equation with
respect to Λi and the extremal conditions of Λi, it can
be ensured that the relation Λαi (Si) = Λi(Si) holds for
any α at the extremal points of Λi. Therefore, equation
(A2) can be reduced to
FLBP(RS)x [{Qi, Qi,j}] =
∑
i∈V
extr
Λi
{
x
∑
Si
Λi(Si)Qi(Si)
−
1
β
ln
∫
dh pi(h) exp
(
x ln
∑
Si
expβ
(
φi(Si, h) + Λi(Si)
))}
+ xVbetheint [{Qi, Qi,j}]−
x
β
∑
i∈V
H1[Qi], (A3)
and we regard the minimum of this variational free energy
as the Bethe approximation of the true x-replicated free
energy in equation (10).
From equations (9), (10), and (A3), our desired varia-
tional free energy is obtained by
FLBP(RS)[{Qi, Qi,j}]
:= −
1
β
lim
x→0
exp(−βF
LBP(RS)
x [{Qi, Qi,j}])− 1
x
. (A4)
This leads to equation (21).
Appendix B: Derivation of the Message-passing
Equation
To perform the conditional minimization of the varia-
tional free energy in equation (21), we use the Lagrange
multipliers as
LLBP(RS)[{Qi, Qi,j}] := F
LBP(RS)[{Qi, Qi,j}]−
∑
i∈V
ai
(∑
Si
Qi(Si)− 1
)
−
∑
{i,j}∈E
bi,j
( ∑
Si,Sj
Qi,j(Si, Sj)− 1
)
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−
∑
{i,j}∈E
{∑
Si
λj,i(Si)
(∑
Sj
Qi,j(Si, Sj)−Qi(Si)
)
+
∑
Sj
λi,j(Sj)
(∑
Si
Qi,j(Si, Sj)−Qj(Sj)
)}
,
where the Lagrange multipliers, {ai, bi,j} and {λi,j(Sj)},
correspond to the normalization constraints in equa-
tion (23) and the marginal constraints in equations
(24) and (25), respectively. From the minimum condi-
tions of LLBP(RS)[{Qi, Qi,j}] with respect to Qi(Si) and
Qi,j(Si, Sj), we obtain
Qi(Si) ∝ exp
β
|∂i|
(
Λi(Si) +
∑
k∈∂i
λk,i(Si)
)
(B1)
and
Qi,j(Si, Sj) ∝ expβ
(
ψi,j(Si, Sj) + λi,j(Sj) + λj,i(Si)
)
,
(B2)
respectively, where the notation | · · · | denotes the num-
ber of entries of the assigned set. By introducing the
messages in the form
µj→i(Si) := exp
{ β
|∂i| − 1
(
Λi(Si)− β
−1 lnQi(Si)
+
∑
k∈∂i
λk,i(Si)
)
− βλj,i(Si)
}
,
we obtain
exp
(
βλj,i(Si)
)
= Qi(Si) exp
(
− βΛi(Si)
)
×
∏
k∈∂i\{j}
µk→i(Si). (B3)
From equations (B1) and (B3), we obtain the relation
βΛi(Si) =
∑
k∈∂i
lnµk→i(Si) + ci, (B4)
where ci is a constant unrelated to Si. Since the value of
ci does not affect our results, without loss of generality,
we set {ci} to zeros.
By substituting equations (B1) and (B2) into the
marginal constraints in equations (24) and (25) and using
equation (B3), we obtain the message-passing equation
as
µj→i(Si) ∝
∑
Sj
Qj(Sj) expβ
(
− Λj(Sj) + ψi,j(Si, Sj)
)
×
∏
k∈∂j\{i}
µk→j(Sj)
∝
∑
Sj
Qj(Sj) exp
(
βψi,j(Si, Sj)
)
µi→j(Sj)
−1.
(B5)
Here, from the first line to the second line of this equa-
tion, we use the relation in equation (B4). From the
extremal conditions for {Λi(Si)} in the first term in equa-
tion (21), we obtain equation (27). From equations (B2),
(B3), and (B4), the two-vertex marginal distributions
{Qi,j(Si, Sj)} can be expressed as equation (29).
Appendix C: Approximation in Equation (47)
Using the belief obtained by LBP and any real value
γ, we define the new distribution as
ζi(Si | γ) :=
bγi (Si)∑
Si
bγi (Si)
=
exp γ
(
βφi(Si, hi) +
∑
j∈∂i lnMj→i(Si)
)
∑
Si
exp γ
(
βφi(Si, hi) +
∑
j∈∂i lnMj→i(Si)
) . (C1)
Assuming bγi (Si) has a unique maximum with respect to
Si, we obtain the equality
[(
argmax
Si
bi(Si)
)k]
h
= lim
γ→∞
∑
Si
Ski
[
ζi(Si | γ)
]
h
, (C2)
for any k.
As mentioned in section III C, the distribution Qi(Si)
in equation (27),
Qi(Si) =
∫
dh pi(h)qi(Si | h),
where
qi(Si | h) :=
expβ
(
φi(Si, h) + Λi(Si)
)
∑
Si
expβ
(
φi(Si, h) + Λi(Si)
) ,
is regarded as the approximation of the quenched average
of the belief, [b(Si)]h. According to equation (C1), we
define the distribution as
ρi(Si | h, γ) :=
qi(Si | h)γ∑
Si
qi(Si | h)γ
=
exp γβ
(
φi(Si, h) + Λi(Si)
)
∑
Si
exp γβ
(
φi(Si, h) + Λi(Si)
) .
As mentioned in section III C, when the distributions of
the random fields are Dirac delta functions, pi(h) = δ(h−
hi), the proposed method is reduced to standard LBP.
Thus, in this case, since qi(Si | hi) = bi(Si), the equality
ρi(Si | hi, γ) = ζi(Si | γ) holds. From this relation, it
is expected that the quenched average of ζi(Si | γ) is
approximated as
[
ηi(Si | γ)
]
h
≈
∫
dh pi(h)ρi(Si | h, γ).
Using this approximation, we approximate the right-
hand side of equation (C2) by
lim
γ→∞
∑
Si
Ski
[
ζi(Si | γ)
]
h
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≈ lim
γ→∞
∑
Si
Ski
∫
dh pi(h)ρi(Si | h, γ)
=
∫
dh pi(h)ri(h)
k, (C3)
where
ri(h) := argmax
S
(
φi(S, h) + Λi(S)
)
.
Using equations (44), (C2), and (C3), we obtain the
approximation as
[(
S
MPM(LBP)
i
)k]
h
≈
∫
dh pi(h)ri(h)
k, (C4)
for any k, where pi(h) = N (h | Ii, σ2). By using this
approximation,
Dav(I, α, σ
2) =
1
n
∑
i∈V
(
I2i − 2Ii
[
S
MPM(LBP)
i
]
h
−
[(
S
MPM(LBP)
i
)2]
h
)
is approximated by
Dav(I, α, σ
2) ≈
1
n
∑
i∈V
(
I2i − 2Ii
∫
dh pi(h)ri(h)
−
∫
dh pi(h)ri(h)
2
)
=
1
n
∑
i∈V
∫
dh pi(h)
(
Ii − ri(h)
)2
.
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