For each submanifold of a stratified group, we find a number and a measure only depending on its tangent bundle, the grading and the fixed Riemannian metric. In two step stratified groups, we show that such number and measure coincide with the Haus-dor¤ dimension and with the spherical Hausdor¤ measure of the submanifold with respect to the Carnot-Carathéodory distance, respectively. Our main technical tool is an intrinsic blow-up at points of maximum degree. We also show that the intrinsic tangent cone to the submanifold at these points is always a subgroup. Finally, by direct computations in the Engel group, we show how our results can be extended to higher step stratified groups, provided the submanifold is su‰ciently regular.
Introduction
In this paper we study how a submanifold inherits its sub-Riemannian geometry from a stratified group equipped with its Carnot-Carathéodory distance. Our aim is finding the sub-Riemannian measure ''naturally'' associated with a submanifold.
This measure for hypersurfaces is exactly the G-perimeter, which is widely acknowledged as the appropriate measure in connection with intrinsic regular hypersurfaces, trace theorems, isoperimetric inequalities, the Dirichlet problem for sub-Laplacians, minimal surfaces, and more. Here we address the reader to some relevant papers [1] , [2] , [4] , [5] , [8] , [9] , [10] , [11] , [12] , [13] , [14] , [15] , [16] , [17] , [21] , [25] , [26] , [28] , [29] , [22] , [23] , [30] , [31] , [33] , [34] , [36] , [38] , [41] , [44] , [45] , [46] , [47] and the references therein.
Our question is: what does replace the G-perimeter in arbitrary submanifolds? Clearly, once the Hausdor¤ dimension of the submanifold is known, the corresponding spherical Hausdor¤ measure should be the natural candidate. However this measure is not manageable, since it cannot be used in minimization problems, due to the lack of lower semicontinuity with respect to the Hausdor¤ convergence of sets. It is then convenient to find an equivalent measure, that can be represented as the supremum among a suitable family of linear functionals, in analogy with the classical theory of currents.
In the recent works [24] , [35] , higher codimensional submanifolds in the Heisenberg group have been considered along with their associated measure. Here we emphasize exam-Recall that d r are the intrinsic dilations of the group and that D R is the closed ball of center the identity of the group and radius R with respect to the fixed homogeneous distance, see Section 2 for details. The limit set P S ðxÞ corresponds to the one introduced in Definition 2.4. In particular, Theorem 1.1 shows that the intrinsic tangent cone to S at x exists, according to [24] , Definition 3.4 , and that it is exactly equal to P S ðxÞ.
The geometrical interpretation of our approach consists in foliating a neighbourhood of the point x in S with a family of curves which are homogeneous with respect to dilations, up to infinitesimal terms of higher order. In mathematical terms, we are able to represent S in a neighbourhood of x as the union of curves t ! gðt; lÞ in S satisfying the Cauchy problem (3.10) . These curves have the property
where l varies in a fixed compact set of R p and the di¤eomorphism G defined in (3.26) parametrizes P S ðxÞ by R p with respect to the graded coordinates, see Remark 3.12. Our key tool is Lemma 3.10 that shows the crucial representation (1.2) of the curves parametrizing the submanifold. The proof of this lemma is in turn due to the technical Lemma 2.5, which is available since P S ðxÞ is a subgroup of G. From (1.1) we obtain the following Theorem 1.2. Let S be a C 1; 1 smooth p-dimensional submanifold of degree d ¼ dðSÞ and let x A S be of the same degree. Then we have
wherem m p is the p-dimensional measure on S with respect to the Riemannian metricg g.
Recall that y À t d S ðxÞ Á is the metric factor defined in (2.17) , which also depends on the homogeneous distance we are using to construct S d . The p-vector t d S ðxÞ is the part of t S ðxÞ having degree d, where t S ðxÞ is a unit tangent p-vector to S at x with respect to the metric induced byg g, see Section 2. In Corollary 3.6 we show that t d S ðxÞ is a simple p-vector. By (1.3) and standard theorems on di¤erentiation of measures, [19] , we immediately deduce We stress that the measure defined in (1.6) does not depend on the Riemannian metricg g. In fact, parametrizing a piece of S by a mapping F : U ! G, we have
where the projection ðÁÞ d is defined in (2.3) and j Á j is the norm induced by the fixed left invariant metric g. This integral formula can be seen as an area-type formula where the Jacobian is projected on vectors of fixed degree. From (1.4) and the fact that yðÁÞ is uniformly bounded from below and from above, one easily deduces that m is the ''natural'' replacement of S d and that it might be convenient to consider sub-Riemannian filling problems, [27] .
For a non-horizontal submanifold S, namely dðSÞ ¼ Q À k, the limit (1.3) and formula (1.4) can be extended to C 1 regularity, then a corresponding sub-Riemannian coarea formula can be obtained, see [36] . Moreover, in this case the negligibility condition (1.5) holds, [34] .
One can check that in two step stratified groups the formula
holds, then the blow-up estimates of [37] immediately show that d-negligibility holds in two step groups for submanifolds of arbitrary degree. As a consequence, dðSÞ is the Hausdor¤ dimension of S. However d-negligibility remains an interesting open question in stratified groups of step higher than two, when dðSÞ < Q À k. As an interesting point to be investigated, we emphasize the correspondence between d S ðxÞ, dðSÞ and the numbers D 0 ðxÞ, D H ðSÞ introduced by Gromov in [27] , 0.6.B, where he also indicates how, for a smooth manifold, D H ðSÞ must correspond to the Hausdor¤ dimension of S.
In the last part of this work, we study some examples of 2-dimensional submanifolds of di¤erent degrees in the Engel group. Despite d-negligibility is an open question in groups of step higher than two, our formula (1.4) shows the validity of (1.5) for these examples. This fact suggests that d-negligibility should hold in any stratified group for submanifolds of arbitrary degree, possibly requiring higher regularity.
Preliminaries
A stratified group G with topological dimension q is a simply connected nilpotent Lie group with Lie algebra G having the grading
For every r > 0, a natural group automorphism d r : G ! G can be defined as the unique algebra homomorphism such that d r ðX Þ :¼ rX for every X A V 1 :
This one parameter group of mappings forms the family of the so-called dilations of G. Notice that simply connected nilpotent Lie groups are di¤eomorphic to their Lie algebra through the exponential mapping exp : G ! G, hence dilations are automatically defined as group isomorphisms of G and will be denoted by the same symbol d r .
We will say that r is a homogeneous distance on G if it is a continuous distance of G satisfying the following conditions: Important examples of homogeneous distances are the well known Carnot-Carathéodory distance and the homogeneous distance constructed in [23] .
In the sequel, we will denote by H d and S d , the d-dimensional Hausdor¤ and spherical Hausdor¤ measures induced by a fixed homogeneous distance r, respectively. Open balls of radius r > 0 and centered at x with respect to r will be denoted by B x; r and the corresponding closed balls will be denoted by D x; r . The number Q denotes the Hausdor¤ dimension of G with respect to r.
According to (2.1), we say that an ordered set of vectors
is a basis of the layer V k for every k ¼ 1; . . . ; i.
Definition 2.1. Let ðX 1 ; X 2 ; . . . ; X q Þ be an adapted basis of G. The degree dð jÞ of X j is the unique integer k such that X j A V k . Let
. . . ; j p Þ and 1 e j 1 < j 2 < Á Á Á < j p e q. The degree of X J is the integer dðJÞ defined by the sum dð j 1 Þ þ Á Á Á þ dð j p Þ.
Notice that the degree of a p-vector is independent from the adapted basis we have chosen. In the sequel, we will fix a graded metric g on G, namely, a left invariant Riemannian metric on G such that the subspaces V k 's are orthogonal. It is easy to observe that all left invariant Riemannian metrics such that ðX 1 ; . . . ; X q Þ is an orthonormal basis are graded metrics and the family of X J 's forms an orthonormal basis of L p ðGÞ with respect to the induced metric. The norm induced by g on L p ðGÞ will be simply denoted by j Á j.
The degree of t is defined as the integer dðtÞ ¼ maxfk A N : such that t k 3 0g:
In the sequel, also an arbitrary auxiliary Riemannian metricg g will be understood. We define t S ðxÞ as the unit tangent p-vector to a C 1 submanifold S at x A S with respect to the metricg g, i.e. jt S ðxÞjg g ¼ 1. The degree of x is defined as
and the degree of S is dðSÞ ¼ max
We will say that x A S has maximum degree if d S ðxÞ ¼ dðSÞ. It is not di‰cult to check that these definitions are independent from the fixed adapted basis X 1 ; . . . ; X q , then they only depend on the tangent subbundle TS and of the grading of G, namely they depend on the ''geometric'' position of the points with respect to the grading (2.1). According to (2.3), we define t d S ðxÞ as the part of t S ðxÞ with maximum degree d ¼ dðSÞ, namely,
If g is a fixed graded metric, then we will simply write As a consequence of Corollary 3.6, we will see that P S ðxÞ is a subgroup of G.
Graded coordinates.
In the sequel the adapted basis ðX 1 ; . . . ; X q Þ will be fixed. The exponential mapping exp : G ! G induces a group law CðX ; Y Þ on G for every X ; Y A G. We have
Recall that CðX ; Y Þ can be computed explicitly thanks to the Baker-Campbell-Hausdor¤ formula: for each multi-index of nonnegative integers a ¼ ða 1 ; . . . ; a l Þ we define
and we will say that l is the length of a. If b ¼ ðb 1 ; . . . ; b l Þ is another multi-index of length l such that a l þ b l f 1, and if X ; Y A G we set
We used the notation ðad X ÞðY Þ :¼ ½X ; Y , agreeing that ðad X Þ 0 is the identity. According to [48] , the Baker-Campbell-Hausdor¤ formula is stated as follows: For every adapted basis ðX 1 ; . . . ; X q Þ, we can introduce a system of graded coordinates on G given by
where exp : G ! G is the exponential mapping. Then the group law
is translated with respect to coordinates of R q as
where the Baker-Campbell-Hausdor¤ formula (2.8) implies that P ¼ ðP 1 ; . . . ; P q Þ and Q ¼ ðQ 1 ; . . . ; Q q Þ are polynomial vector fields.
It is also easy to check that dilations read in these coordinates as d r ðxÞ ¼ ðrx 1 ; . . . ; r dð jÞ x j ; . . . ; r i x q Þ for every r > 0:
From definition of dilations and the Baker-Campbell-Hausdor¤ formula, it follows that Q i ðx; yÞ are homogeneous polynomials with respect to dilations, i.e. P i À d r ðxÞ; d r ðyÞ Á ¼ r dðiÞ P i ðx; yÞ and Q i À d r ðxÞ; d r ðyÞ Á ¼ r dðiÞ Q i ðx; yÞ: ð2:12Þ
As a result, we get where ðe 1 ; . . . ; e q Þ denotes the canonical basis of R q and dðiÞ > 1.
Given a system of graded coordinates F : R q ! G, we say that a function p : G ! R is a polynomial on G if the composition p F À1 is a polynomial on R q ; we say that p is an homogeneous polynomial of degree l if it is a polynomial and p À d r ðxÞ Á ¼ r l pðxÞ for any x A G and r > 0. It is not di‰cult to prove that p is a homogeneous polynomial of degree l if and only if p F À1 is a sum of monomials
dð jÞl j ¼ l:
Moreover, the notions of polynomial, homogeneous polynomial (and its degree) do not depend on the choice of graded coordinates F . Observe also that homogeneous polynomials of degree 0 are constants.
Any left invariant vector field X j of our fixed adapted basis has a canonical representation as left invariant vector field ðF À1 Þ Ã ðX j Þ of R q , where F is defined in (2.9). We will use the same notation to indicate this vector field in R q . The left invariance of X j in R q implies that
As a consequence, we have
By di¤erentiating (2.12) we get
i.e. X ij are homogeneous polynomials of degree dðiÞ À dð jÞ.
Next we present a key result in the proof of Lemma 3.10.
Lemma 2.5. Let J H f1; 2; . . . ; qg be such that F ¼ spanfX j : j A Jg is a subalgebra of G, where ðX 1 ; . . . ; X q Þ is an adapted basis of G. Then for every index i B J, the polynomial Q i ðx; yÞ lies in the ideal generated by fx l ; y l : l B Jg, namely, we have
where R il , S il are homogeneous polynomials of degree dðiÞ À dðlÞ.
Proof. Let us fix x; y A R q and consider
y j X j :
By (2.7), (2.10) and the Baker-Campbell-Hausdor¤ formula (2.8), we have
Therefore, defining p i : G ! R as the function which associates to every vector its X i 's coe‰cient, we clearly have P i ðx; yÞ
Thus, formulae (2.8) and (2.11) yield
Observe that C ab ðX ; Y Þ is a commutator of X and Y , whose length is equal to ja þ bj; as the sum of commutator with length 1 gives X þ Y we get
When the commutator C ab ðX ; Y Þ has length h f 2, we can decompose it into the sum of commutators of the vector fields fx l X l ; y l X l : 1 e l e qg. Let us focus our attention on an individual addend of this sum and consider its projection p i . Clearly, this addend is a commutator of length h. If this term is a commutator containing an element of the family fx l X l ; y l X l : l B Jg, then its projection p i will be a multiple of x l or y l for some l B J, i.e. the projection p i of this term is a polynomial of the ideal fx l ; y l : l B Jg:
On the other hand, if in the fixed commutator only elements of fx l X l ; y l X l : l A Jg appear, then it belongs to F. In view of our hypothesis, we have F X spanfX i g ¼ f0g, hence its projection through p i vanishes. This fact along with (2.13) proves that Q i ðx; yÞ has the form (2.16). r
The next definition introduces the metric factor associated with a simple p-vector. Notice that this definition generalized the notion of metric factor first introduced in [33] .
Definition 2.6 (Metric factor). Let G be a stratified Lie algebra equipped with a graded metric g and a homogeneous distance r. Let t be a simple p-vector of L p ðGÞ. We define LðtÞ as the unique subspace associated with t. The metric factor is defined by
where F : R q ! G is a system of graded coordinates with respect to an adapted orthonormal basis ðX 1 ; . . . ; X q Þ. The p-dimensional Hausdor¤ measure with respect to the Euclidean norm of R q has been denoted by H p jÁj and B 1 is the open unit ball centered at e, with radius r with respect to the fixed homogeneous distance r. C ij ðyÞX i ðyÞ, we have where a k are integers satisfying 0 e a k e m k and a 1 þ Á Á Á þ a i ¼ p. The ðm k À a k Þ Â a kmatrix valued continuous functions O k vanish at x and Ã denote continuous bounded matrix valued functions.
Blow-up at points of maximum degree
Proof. Observing that the degree of a point in S is invariant under left translations, it is not restrictive assuming that x coincides with the unit element e of G.
Step 1. Here we wish to find the graded basis ðX 1 ; . . . ; X q Þ of G and the basis v 1 ; . . . ; v p of T e S required in the statement of the lemma and that satisfy (3.1) when y ¼ e. Let us fix a basis ðt 1 ; . . . ; t p Þ of T e S and use the same notation to denote the corresponding basis of left invariant vector fields of G. We denote by p k the canonical projection of G onto V k . Let 0 e a i e m i be the dimension of the subspace spanned by
Taking linear combinations of t j we can suppose that the first a i vectors fp i ðt j Þg 1ejea i form an orthonormal set of V i , with respect to the fixed graded metric g. Then we set
whenever 1 e j e a i . Adding proper linear combinations of these t j to the remaining vectors of the basis, we can assume that ft iÀ1 j :¼ t jþa i g 1ejepÀa i are linearly independent and that
Now consider the p À a i vectors
and let 0 e a iÀ1 e m iÀ1 be the rank of the subspace of V iÀ1 generated by these vectors. Taking linear combinations of t iÀ1 j , we can suppose that p iÀ1 ðt iÀ1 j Þ with j ¼ 1; . . . ; a iÀ1 form an orthonormal set of V iÀ1 and that defining ft iÀ2
Then we set
A T e S for every j ¼ 1; . . . ; a iÀ1 . Repeating this argument in analogous way, we obtain integers a k with 0 e a k e m k for every k ¼ 1; . . . ; i and vectors
Notice that a 1 þ Á Á Á þ a i ¼ p and that
is a basis of T e S. We complete the X k j 's to a graded basis
of G, that will be also denoted by ðX 1 ; . . . ; X q Þ. It is convenient to relabel the basis (3.2) as :
Performing suitable linear combinations of v j 's, we can assume that where oð1Þ denotes a matrix-valued continuous function vanishing at e. Observing that Id a k þ oð1Þ are still invertible for every y in a smaller neighbourhood U 0 H U of e, we can replace the v j 's with linear combinations to get :
The same argument leads us to define a new frame with matrix The previous lemma allows us to state the following definitions.
Definition 3.4. Let S be a C 1 smooth submanifold and let x A S be a point of maximum degree. Then we can define the degree s : f1; . . . ; pg ! N induced by S at x as follows:
where a i are defined in Lemma 3.1.
Definition 3.5. Let S be a C 1 smooth submanifold and let x A S be a point of maximum degree. Then we will denote by ðX 1 1 ; . . . ; X 1 m 1 ; . . . ; X i 1 ; . . . ; X i m i Þ and ðv 1 1 ; . . . ; v 1 a 1 ; . . . ; v i 1 ; . . . ; v i a i Þ the frames on G and on a neighbourhood U of z in S, respectively, which satisfy the conditions of Lemma 3.1. We will also indicate these frames by ðX 1 ; . . . ; X q Þ and ðv 1 ; . . . ; v p Þ:
is a simple p-vector which is proportional to
then we also have P S ðxÞ ¼ expðspanfX 1 1 ; . . . ; X 1 a 1 ; . . . ; X i 1 ; . . . ; X i a i gÞ:
Proof. By expression (3.1), t S ðxÞ is clearly proportional to
where R is a linear combination of simple p-vectors with degree less than dðX 1 1 5Á Á Á5X i a i Þ. 
defined on an open neighbourhood A H R p of zero, such that jð0Þ ¼ 0 and S I FðAÞ, where F is the mapping defined by
and satisfying 'Fð0Þ ¼ Cð0Þ, with C given by Lemma 3.1.
Proof. Representing p S ðxÞ with respect to our graded coordinates, we obtaiñ p p S ðxÞ : R q ! R p ;
x 7 ! ðx 1 1 ; . . . ; x 1 a 1 ; . . . ; x i 1 ; . . . ; x i a i Þ:
Taking its restriction p : S ! R p ;
we wish to prove that p is invertible near 0, i.e. that dpð0Þ : T 0 S ! R p is onto. According to (3.1) and the fact that p is the restriction of a linear mapping, it follows that dp À v k j ð0Þ Á ¼ q x k j for every k ¼ 1; . . . ; i and j ¼ 1; . . . ; a k . This implies the existence of F ¼ p À1 jU having the representation (3.8), hence one can easily check that dp À q x k j F ð0Þ Á ¼ q x k j also holds for every k ¼ 1; . . . ; i and j ¼ 1; . . . ; a k . As a consequence, invertibility of dpð0Þ :
. It follows that each column of 'Fð0Þ equals the corresponding one of Cð0Þ. r From now on, we will assume that S is a C 1; 1 submanifold of G. Lemma 3.9. Let x A S be such that d S ðxÞ ¼ dðSÞ. Then P S ðxÞ is a subgroup.
Proof. Posing d ¼ dðSÞ, due to Corollary 3.6, t d S ðxÞ is proportional to the simple p-vector
We define F as the space of linear combinations of vectors fX k j g k¼1;...; i j¼1;...; a k . It su‰ces to prove that each bracket ½X k j ; X l i lies in F for every 1 e k, l e i, 1 e j e a k and 1 e i e a l . Taking into account Remark 3.3, we can find Lipschitz functions f r , c s , which vanish at x whenever dðrÞ ¼ k or
For a.e. y belonging to a neighbourhood U of x, we have
By Frobenius theorem we know that this vector is tangent to S, i.e. it is a linear combination of v 1 1 ; . . . ; v i a i and lies in V 1 l Á Á Á l V kþl , hence Lemma 3.1 implies that it must be of the form ½v k j ; v l i ¼ P sðrÞekþl a r v r :
Projecting both sides of the previous identity onto V kþl , we get
From (3.1) the projections p kþl À v r ðyÞ Á converge to a linear combination of vectors X kþl i as y goes to x, where 1 e i e a kþl . We can find a sequence of points ðy n Þ contained in U, where ½v k j ; v l i is defined and y n ! x as n ! y. Then the coe‰cients a r are defined on y n and up to extracting subsequences it is not restrictive assuming that a r ðy n Þ, which is bounded since S is C 1; 1 , converges for every r such that sðrÞ e k þ l. Thus, restricting the previous equality on the set fy n g and taking the limit as n ! y, it follows that ½X k j ; X l i is a linear combination of fX kþl i g 1eiea kþl . This ends the proof. r Let us consider the parameters l ¼ ðl 1 1 ; . . . ; l 1 a 1 ; . . . ; l i 1 ; . . . ; l i a i Þ A R p and a point e A S with d S ðeÞ ¼ dðSÞ. We aim to study properties of solution gðt; lÞ of the Cauchy problem q t gðt; lÞ ¼ P k¼1;...; i j¼1;...; a k l k j v k j À gðt; lÞ Á t kÀ1 ;
gð0; lÞ ¼ 0;
> < > : ð3:10Þ
where the vector fields v k j are defined in Lemma 3.1 with x ¼ e.
For every compact set L H R p , there exists a positive number t 0 ¼ t 0 ðLÞ such that gðÁ; lÞ is defined on ½0; t 0 for every l A L.
The next lemma gives crucial estimates on the coordinates of gðÁ; lÞ. Notice that graded coordinates arising from the corresponding graded basis ðX 1 ; . . . ; X q Þ will be understood.
Lemma 3.10. Let gðÁ; lÞ be the solution of (3.10). Then for every k ¼ 1; . . . ; i and every j ¼ 1; . . . ; m k there exist homogeneous polynomials g k j of degree k, that vanish when k ¼ 1, have the form g k j ðl 1 1 ; . . . ; l 1 a 1 ; . . . ; l kÀ1 1 ; . . . ; l kÀ1 a kÀ1 Þ when k > 1, satisfy g k j ð0Þ ¼ 0 and, finally, the estimates where CðÁÞ is given by Lemma 3.1. Now we fix l A L and write for simplicity g in place of gðÁ; lÞ. The coordinates of g will be also denoted as ðg 1 1 ; . . . ; g 1 m 1 ; . . . ; g i 1 ; . . . ; g i m i Þ:
Step 1. We start proving (3.11) for the coordinates of g belonging to the first layer, i.e. g 1 j ðtÞ ¼ l 1 j t if 1 e j e a 1 ;
( ð3:14Þ
In view of (3.13), we get
C sr ðgÞX js ðgÞl l r :
For 1 e j e a 1 we have 1 ¼ dð jÞ e dðsÞ, then (3.12) imply that X js ¼ d js , whence
where the second equality follows from (3.1), which implies C jr ðxÞ ¼ d jr . This shows the first equality of (3.14).
Now we consider the case a 1 þ 1 e j e m 1 . Due to (3.12) and 1 ¼ dð jÞ e dðsÞ, we have
C jr ðgÞl l r : ð3:15Þ From (3.1), we have C jr ðyÞ ¼ oð1Þ whenever sðrÞ ¼ 1, hence C jr À gðtÞ Á ¼ oðtÞ. From the same formula, we deduce that C jr ðxÞ is bounded whenever sðrÞ f 2, and for the same indices r we also havel l r ¼ OðtÞ, hence the second sum of (3.15) is equal to OðtÞ. We have shown that _ g g 1 j ¼ OðtÞ for every a 1 þ 1 e j e m, therefore the second equality of (3.14) is proved.
Step 2. We will prove (3.11) by induction on k ¼ 1; . . . ; i. The previous step yields these estimates for k ¼ 1. Let us fix k f 2 and suppose that (3.11) holds for all integers less than or equal to k À 1. Next, we wish to prove (3.11) for components of g with degree k and for any fixed 1 e j e m k . We denote by i the unique integer between 1 and q such that X i ¼ X k j and accordingly we have g i ¼ g k j , where dðiÞ ¼ k. Taking into account (3.12) and that C sr vanishes when dðsÞ > sðrÞ, it follows that
dðsÞedðiÞ dðsÞesðrÞ X is ðgÞC sr ðgÞl l r : ð3:16Þ
We split this sum into three sums
dðsÞ<dðiÞ dðsÞ<sðrÞ X is ðgÞC sr ðgÞl l r : ð3:17Þ
We first consider the case 1 e j e a k . Then (3.1) implies that C ir ðxÞ ¼ d ir , therefore the first term of (3.17) coincides withl l i ðtÞ ¼ l k j t kÀ1 . Now we deal with the remaining terms. Our inductive hypothesis yields
OðtÞt l if a l þ 1 e s e m l ;
( ð3:18Þ
whenever l e k À 1, where g l s is a homogeneous polynomial of degree l. Due to (3.12) , X is are homogeneous polynomials of degree dðiÞ À dðsÞ ¼ k À dðsÞ > 0, then applying (3.18), we achieve
Notice that N is are homogeneous polynomials of degree k À dðsÞ since it is a composition of the homogeneous polynomial X is and of the homogeneous polynomials l l s =l þ g l s ðl 1 1 ; . . . ; l lÀ1 a lÀ1 Þ with degree l.
Let us focus our attention on the second sum of (3.17). By definition ofl l, we havẽ l l r ¼ l sðrÞ lðrÞ t sðrÞÀ1 , for some 1 e lðrÞ e a sðrÞ , hence this second term equals P Summing up the results obtained for the three sums of (3.17), we have shown that
whence the first part of (3.11) follows.
Next, we consider the case a k þ 1 e j e m k . In this case we decompose (3.16) into the following two sums
dðsÞ<k dðsÞesðrÞ X is ðgÞC sr ðgÞl l r : ð3:20Þ
The first term of (3.20) can be written as Let us now consider the second term of (3.20) . According to (3.19) , we know that X is À gðtÞ Á ¼ Oðt kÀdðsÞ Þ. Unfortunately, this estimate is not enough for our purposes, as one can check observing thatl l r ¼ Oðt sðrÞÀ1 Þ and C sr ¼ Oð1Þ for some of s, r. To improve the estimate on X is we will use Lemma 3.9, according to which the subspace spanned by
is a subalgebra. Then we define F ¼ spanfX k s : 1 e k e i; 1 e s e a k g along with the set J, that is given by the condition
We first notice that i B J, due to our assumption a k þ 1 e j e m k . This will allow us to apply Lemma 2.5, according to which we have
x l R il ðx; yÞ þ y l S il ðx; yÞ Á :
As a result, assuming that s A J, we obtain the key formula
where q y s R il ðx; 0Þ is a homogeneous polynomial of degree k À dðsÞ À dðlÞ. By both inductive hypothesis and definition of J, we get
for every l B J such that dðlÞ < k. By these estimates, we achieve As a result, the second term of (3.22) is also equal to some Oðt k Þ, hence taking into account (3.23) we get that the second term of (3.20) is Oðt k Þ. Thus, taking into account (3.20) and (3.21) we achieve _ g gðtÞ ¼ Oðt k Þ, which proves the second part of (3.11) and ends the proof. r Remark 3.11. Analyzing the previous proof, it is easy to realize that the functions Oðt k Þ appearing in the statement of Lemma 3.10 can be estimated by t k , uniformly with respect to l varying in a compact set: there exists a constant M > 0 such that jg k j ðt; lÞ À ½l k j =k þ g k j ðl 1 1 ; . . . ; l kÀ1 a kÀ1 Þt k j e Mt kþ1 if 1 e j e a k ; jg k j ðt; lÞj e Mt kþ1 if a k þ 1 e j e m k ð3:25Þ for all l belonging to a compact set L and every t < t 0 : here and in the following, we have set g l :¼ gðÁ; lÞ.
Our next step will be to prove that our curves gðÁ; lÞ cover a neighbourhood of a point with maximum degree. To do this, we fix graded coordinates with respect to the basis ðX k j Þ and consider the di¤eomorphism G : R p ! R p arising from Lemma 3.10 and that can be associated with any point of maximum degree in a C 1; 1 smooth submanifold. We set
Þ; ð3:26Þ
where ðg 1 ; . . . ; g p Þ ¼ ðg 1 1 ; . . . ; g 1 a 1 ; . . . ; g i 1 ; . . . ; g i a i Þ and g k j are given by Lemma 3.10. Then Gð0Þ ¼ 0 and by explicit computation of the inverse function, the definition (3.26) implies global invertibility of G.
Remark 3.12. The di¤eomorphism G also permits us to state Lemma 3.10 as
where GðlÞ belongs to R p Â f0g, precisely, it lies in the p-dimensional subspace P S ðxÞ with respect to the associated graded coordinates.
We will denote by cðt; lÞ the projection of gðt; lÞ on P S ðxÞ, namely cðt; lÞ ¼p p S ðxÞ À gðt; lÞ Á ; ð3:28Þ
wherep p S ðxÞ represents p S ðxÞ of (3.7) with respect to graded coordinates arising from (3.6) . In the sequel, the estimates
will be used. They follow from Lemma 3.10 and the definitions of c and G.
Lemma 3.13. There exists t 0 > 0 such that for every t 1 A 0; t 0 ½, there exists a neighbourhood V of 0 such that V X S H fgðt; lÞ : l A G À1 ðS pÀ1 Þ and 0 e t < t 1 g:
Proof. We fix t 0 > 0 as in Lemma 3.10, where we have chosen L ¼ G À1 ðS pÀ1 Þ. Let t 1 A 0; t 0 ½ be arbitrarily fixed. Taking into account Corollary 3.8, it su‰ces to prove that the set fcðt; lÞ : l A L; 0 e t < t 1 g covers a neighbourhood of 0 in R p . For each t A 0; t 1 ½, we define the ''projected dilations'' D t ¼p p S ðxÞ d t corresponding to the following di¤eomorphisms of R p D t ðy 1 ; . . . ; y p Þ ¼ ðt sð1Þ y 1 ; . . . ; t sðiÞ y i ; . . . ; t sðpÞ y p Þ:
Now we can rewrite (3.29) as
where OðtÞ is uniform with respect to l varying in G À1 ðS pÀ1 Þ, according to Remark 3.11. Then we define the mapping
and (3.30) implies L t ðuÞ ¼ u þ OðtÞ:
As a consequence, L t ! Id S pÀ1 as t ! 0, uniformly with respect to u A S pÀ1 . Then, for any su‰ciently small 0 < t < t 1 , we have L t ðS pÀ1 Þ X B jÁj 1=2 ¼ j and L t is homotopic to Id S pÀ1 in R p nfAg for all A A B jÁj 1=2 . Here we have used the notation B jÁj r to denote the Euclidean ball of radius r > 0 centered at the origin. In particular, since Id S pÀ1 is not homotopic to a constant, L t is not homotopic to a constant in R p nfAg for all A A B jÁj 1=2 . Now, we are in the position to prove that fcðt; lÞ : l A G À1 ðS pÀ1 Þ and 0 e t < tg covers the open neighbourhood of 0 in R p given by D t À F À1 ðB 1=2 Þ X P S ðeÞ Á that leads us to the conclusion. By contradiction, if this were not true, then we could find a point A A B 1=2 such that A 3 D 1=t À c l ðtÞ Á for all l A G À1 ðS pÀ1 Þ and 0 e t < t, but then H : ½0; t Â S pÀ1 ! R p nfAg;
ðs; uÞ 7 ! D 1=t À c À s; G À1 ðuÞ ÁÁ would provide a homotopy in R p nfAg between the constant 0 and L t , which cannot exist. r
As important consequence of Lemma 3.10, we are in the position to give the Proof of Theorem 1.1. We first notice that P S ðxÞ is a subgroup of G, due to Lemma 3.9. Setting S x; r :¼ d 1=r ðx À1 SÞ, it is su‰cient to prove (see [3] , Proposition 4.5.5) that S x; r X D R converges to P X D R in the Kuratowski sense, i.e. that (i) if y ¼ lim n!y y n for some sequence fy n g such that y n A S x; r n X D R and r n ! 0, then y A P S ðxÞ X D R ;
(ii) if y A P S ðxÞ X D R , then there are y r A S x; r X D R such that y r ! y.
It is not restrictive assuming that x ¼ e. To prove (i), we set z n ¼ d r n ðy n Þ A S X D r n R . From (3.27), we can find t 1 > 0 arbitrarily small such that
where j Á j is the Euclidean norm and OðtÞ is defined in (3.27) . Then for n su‰ciently large and taking t 1 < t 0 Lemma 3.13 yields a sequence ft n g H 0; t 1 ½ and l n A G À1 ðS pÀ1 Þ such that gðt n ; l n Þ ¼ d r n y n . Due to (3.27), we achieve
hence (3.31) implies that t n =r n is bounded. Up to subsequences, we can assume that Gðl n Þ ! z and t n =r n ! s, then y n ! d s z ¼ y. From Remark 3.12, we know that GðlÞ A P S ðxÞ with respect to our graded coordinates, hence y A P S ðxÞ. To prove (ii), we choose y A P S ðxÞ X D R and set l ¼ G À1 ðyÞ. By Lemma 3.10 there exists r 0 > 0 depending on the compact set G À1 À D R X P S ðxÞ Á such that the solution r ! gðr; l 0 Þ of (3.10) is defined on ½0; r 0 for every l 0 A G À1 À D R X P S ðxÞ Á . Clearly, gðr; l 0 Þ A S, then (3.27) implies that
This ends the proof. r
Proof of Theorem 1.2. Without loss of generality we assume that x is the identity element e and consider graded coordinates F : R q ! G centered at 0 with respect to X k j . Notice that balls F À1 ðB x; r Þ in R q through graded coordinates will be simply denoted by B x; r . According to Corollary 3.8, we parametrize S by the C If we also prove that
for small r, we will have w d 1=r ðF À1 ðB r ÞÞ ! w P S ðeÞXB 1 in L 1 À P S ðeÞ Á . This fact and (3.32) imply that belongs to B 1 definitely as r goes to zero, namely, y A D 1=r F À1 ðB r Þ for r > 0 small enough. We observe that N linearly depends on jyj and is independent from r > 0, then the constant M M in (3.37) can be fixed independently from y varying in the bounded set P S ðeÞ X B 1Àe , whence (3.34) follows. r
As it has been mentioned in the introduction, it is easy to find groups where nonhorizontal submanifolds of a given topological dimension cannot exist.
Example 3.14. Let us consider the 5-dimensional stratified group E 5 with a basis X 1 ; . . . ; X 5 subject to the only nontrivial relations
and the grading
Then m ¼ 2 and a 2-dimensional submanifold has codimension k ¼ 3. As a result, m À k < 0 hence any 2-dimensional submanifold S satisfies dðSÞ < Q À k ¼ 11 À 3 ¼ 8.
In other words, all 2-dimensional submanifolds of E 5 are horizontal.
Some applications in the Engel group
In this section we wish to present examples of 2-dimensional submanifolds of all possible degrees in the Engel group E 4 .
We represent E 4 as R 4 equipped with the vector fields 
It follows that
where we have set
In the sequel, we will use (4.2) to obtain nontrivial examples of 2-dimensional submanifolds with di¤erent degrees in E 4 .
Remark 4.1. Recall that 2-dimensional submanifolds of degree 2 in E 4 cannot exist, due to non-integrability of the horizontal distribution spanfX 1 ; X 2 g.
The next example wants to give a rather general method to obtain nontrivial examples of 2-dimensional submanifolds of degree 3. Clearly, the submanifold fð0; x 2 ; x 3 ; 0Þg is the simplest example, as one can check using (4.2).
Example 4.2.
Having degree three means that the first order fully non-linear conditions
> > > > > > : ð4:3Þ must hold. By elementary properties of determinants, one can realize that the previous system is equivalent to requiring that 'F 3 À F 1 'F 2 is parallel to 'F 4 À ðF 1 Þ 2 2 'F 2 ; ð4:4Þ 'F 2 is parallel to 'F 4 À F 1 'F 3 ; ð4:5Þ 'F 1 is parallel to 'F 4 À F 1 'F 3 þ ðF 1 Þ 2 2 'F 2 : ð4:6Þ
We restrict our search to submanifolds with F 1 ðx; yÞ ¼ x and F 23 u 3 0 on U. This implies that 'F 2 3 0 and so (4.5) is equivalent to the existence of a function l : U ! R such that 'F 4 À x'F 3 ¼ l'F 2 : Imposing the further assumptions lðuÞ ¼ Àx 2 =2 it follows that
whence also (4.6) is satisfied; since
it follows that also (4.4) is satisfied, namely, the system (4.3) holds whenever we are able to find F satisfying (4.7). Clearly, we have an ample choice of families of functions F 2 , F 3 , F 4 satisfying (4.7). We choose the injective embedding of R 2 into R 4 defined by Recall that S r is the subset of points in S with degree equal to r. With this notation we have S 4 ¼ fFðx; yÞ : y A 0; 2½g W fFðx; yÞ : y A Rn½0; 2 and jy À xj 2 3 y 2 À 2yg; S 3 ¼ fFðy þ s ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi y 2 À 2y p ; yÞ : s A f1; À1g and y A Rn½0; 2g; S 2 ¼ fFð0; 0Þ; Fð2; 2Þg:
We will check that the curves Rn½0; 2 C y ! gðyÞ ¼ Fðy þ s ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi y 2 À 2y p ; yÞ with s A f1; À1g have degree constantly equal to 2. Due to (4.1), we achieve
where one can check that _ g g 4 À g 1 _ g g 3 þ ðg 1 Þ 2 2 _ g g 2 ! ¼ 0 and ð_ g g 3 À g 1 _ g g 2 Þ ¼ Às ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi y 2 À 2y p 3 0: ð4:9Þ It follows that S 3 is the union of two curves with degree constantly equal to 2. Applying (1.4) we get that S 2 K S 3 is positive and finite on bounded open pieces of S 3 , hence S 4 ðS 3 Þ ¼ 0. In particular, we have proved that Clearly, S cannot be a subgroup of E 4 , since all p-dimensional subgroups of stratified groups are homeomorphic to R p , see [48] . This fact, may occur since the origin in S has not maximum degree, as one can check in Example 4.3.
