cilities, as well as a delightful array of local menus and scenery.
This paper summarizes some of the trends and needs in supercomputing, as distilled by the author from the papers presented at the conference and related discussions.
TRENDS
Because six years had elapsed since the previous NATO workshop on supercomputing, certain trends were easily recognized at the Trondheim conference. Consider, for example, parallel processing. In 1983, the CRAY X-MP/24 had just been introduced, and no supercomputer center was routinely using multitasking. Today, centers such as the European Centre for Medium-range Weather Forecasting (ECMWF) and the National Center for Atmospheric Research (NCAR) support multitasking as a part of their daily workload. Also in 1983, no supercomputer center had an experimental parallel processing system that included even tens of processors. At the 1989 workshop, every supercomputer center represented was involved with one or more experimental parallel processors, with some of the associated systems containing several thousand processors. The trend is self-evident-today parallel processing is much on our minds, tomorrow it will be much on our computers. There is simply no other way to achieve the performance levels required by the next generation of simulations. In the 1990s, supercomputers likely will be shared-memory parallel processors, and will contain at least 16 processors.
To restate this trend, in the near future, supercomputing and parallel processing will be synonymous. Incidentally, Harry Jordan (University of Colorado) asserted that massively parallel, shared-memory systems can be built and that the unsubstantiated, but widely held opinion that they cannot is a deterrent to progress in this area. In order to encourage scientists to use parallel processing on supercomputers, several centers offer charging algorithms that favor multitasking, so a trend may be in the making. Furthermore, John Levesque (Pacific-Sierra Research Corporation) conjectured that we may be able to use previously acquired performance data to advantage in parallel processor applications. For believe that parallel processing is much more difficult than it really is. We, as a community, need to counter this impression because it partially accounts for user resistance to parallel processing. (The beginnings of a countertrend?)
The future role of super-workstations evoked a lively discussion. There was wide agreement that single-user workstations will soon offer performance that is within an order of magnitude of a single CRAY X-MP processor. Gene Levin (RIACS at NASA Ames), in his comparisons of the Ardent and X-MP, substantiated this view. Furthermore, the close coupling of high-speed processing and powerful graphics on super-workstations will make them particularly attractive, provided their cost is not too high. Under Presenters the caveat of reasonable cost, there was general agreement that some of the simulation being done today on supercomputers will migrate to super-workstations in the 1990s. Several participants noted that this migration has already begun. (Henace another trend?) It was also noted that many of the important problems that cannot be solved on current supercomputers will be solvable with the next generation of equipment. These problems are far beyond the capability of superworkstations.
NEEDS
Concurrency in algorithms is prerequisite to successful parallelization. Put negatively, if the algorithm does not contain concurrency, then the sophistication of parallelizing compilers and the elegance of parallel architecture are of no avail. Thus, support for research and development of concurrent algorithms merits high priority. We need more theory, more paradigms, and better performance-measurement tools for parallel computation. Jack Dongarra (Argonne National Laboratory) reported on the LAPACK project that is developing a collection of linear algebra routines formulated to exploit parallel processing. Similar efforts are needed for other widely used software collections. Finally, and in general, all supercomputer centers will need to gain more expertise in parallel processing and to provide user support to go with it.
Bruce McCormick (Texas A&M) observed that super-workstations will encourage the use of interactive and dynamically adapted algorithms, which in turn affords new opportunity for numerical analysts. Put another way, classical numerical analysis evolved in the era of batch computation, but interactive computation combined with graphical display makes feasible numerical techniques that were not fea-sible under batch processing. Bruce speculates that such numerical techniques could have far-reaching irnplications for numerical analysis.
Garry Rodrigue (Lawrence Livermore Laboratory) lamented the state of computer documentation in that it is often tedious to fmd specific details about system usage, hardware behaviors, etc. There is an almost urgent need for better structure and organization of information, along with associated tools, such that users can quickly and easily get the details they need.
SUMMARY
The next five years will be a period of dramatic change in supercomputing as parallel processing and visualization become routine capabilities.
