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Abstract 
 
The focus of this thesis is on the field of Air Traffic Management and how to improve 
efficiency in Air Traffic Control towers using information visualization for self-assessment. 
Research in this field is important in order to find new and improved solutions that will help 
Air Traffic Controllers (ATCOs) handle the increasing amount of air traffic. This thesis aims 
at developing a visualization solution to meet these challenges. The tool enabled ATCOs to 
assess traffic patterns for delays and find solutions were those delays could have been 
avoided. Evaluation of the tool indicated that self-assessment through an interactive 
visualization could be a solution to assess traffic patterns. The research conducted here could 
be useful for future studies on improving processes in safety critical control rooms and in the 
field of information visualization. 
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Acronyms and terminology 
Term Definition 
AC Aircraft 
APRON Airport ramp where aircraft is parked, loaded, refuelled etc. Also stands 
for a controller’s position in a control tower setting, which 
responsibility is to control aircraft on ground to and from gates and 
terminals. 
ATC Air traffic control is a service provided by ground-based controllers 
who direct aircraft on the ground and in the air. The primary purpose of 
ATC systems worldwide is to separate aircraft to prevent collisions, to 
organize and expedite the flow of traffic, and to provide information 
and other support for pilots when able. 
ATCO Air traffic controller 
ATM Air traffic management 
ATOT Actual time of take-off. The time that the flight has taken off from the 
runway. 
CDC Clearance delivery controller 
CTOT Calculated Take-Off Time. This is a time slot for when the aircraft 
should take-off. The slot ranges from 5 minutes before and not later 
than 10 minutes after the CTOT time.  
EUROCONTROL European Organization for the Safety of Air Navigation 
GND Ground controller 
HCI Human-Computer Interaction 
ILS Instrument Landing System 
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OE Operational Error 
OSL Oslo International Airport 
RWY Runway 
SESAR Single European sky ATM research program 
SESAR Program The program which defines the research and development activities and 
projects for SJU 
TWR Tower control unit 
USBG University of Salzburg 
ZeFMaP Zero failure management at maximum productivity in safety critical 
control rooms 
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 Introduction 1
The amount of air traffic increases around the globe and Air Traffic Management (ATM) 
faces a great challenge in upholding a sufficient level of efficiency. In the future, air traffic 
control centres will need to handle an increased amount of flights while airports and airspace 
fill up, without compromising safety regulations. Meeting this continuously growing demand 
for air transportation requires not only new and better technology, but also a re-thinking of 
ATM as a whole. To achieve this, international, large-scale projects have been initiated in 
both Europe and the United States. The European initiative, called Single European Sky ATM 
Research (SESAR) aim at developing new and improved technologies to increase the airspace 
capacity while maintaining a safe and fluent flow of air traffic. To support this goal several 
research projects contributes in the development of assisting process improvement tools. In 
this thesis we developed a tool for improving efficiency in air traffic control rooms by 
visualizing air traffic data. The goal of this thesis is to find if visualization can be used to 
improve the efficiency of Air Traffic Controllers (ATCOs) through self-assessment.  
 Motivation 1.1
This thesis is written as a part of the ZeFMaP (Zero Failure Management at Maximum 
Productivity in Safety Critical Control Rooms) project which is a collaborative project of 
SINTEF, Frequentis and the University of Salzburg. The aim of the ZeFMaP project is to 
increase productivity in safety critical control rooms by applying productivity improvement 
measures and techniques (Zeh et al., 2012). As stated by Zeh et al. (2012) there is room for 
improvement in tower control room at airports. The ZeFMaP project wants to improve 
productivity by implementing productivity measures that will help ATCOs in their work. 
The motivation for this thesis is to develop a visualization tool that can be used outside 
control rooms and help to improve productivity. The tool is to help ATCOs self-assess their 
work processes and how they handle flights at airports. The self-assessment process will 
support for better routines among ATCOs as they easier can see where improvements can be 
made. 
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As shown in the literature review in chapter 2, there is a lack of research done on the use of 
such visualization tools in the field of ATM. To find out if visualization tools can be an option 
for improving, evaluation methods have to be in place to find whether such tools can generate 
insight. As you will see later there have been conducted studies that focus on evaluating 
insight gained from visualizations, but there are few conclusive results regarding the accuracy 
of measuring insight. Development of a functional visualization tool is necessary to be able to 
conduct an evaluation with participants from the ATM field.   
Knowledge and insight is considered to be a subjective experience and is therefore, as stated 
by North (2006), highly difficult to assess and measure. The literature review will reveal that 
there are methods that can be used to measure insight through evaluation methods. In this 
thesis an adapted insight evaluation method will be used to test the tool. The result from this 
thesis fills an unexplored gap in the fields of information visualization and ATM by 
developing and evaluating a solution that utilize visualizations to improve the efficiency of 
ATCOs. 
Earlier research has been done on automating ATM systems, reducing time consumption in 
control rooms, speeding up communication between controls etc., but there has been few 
studies on how or if post-self-evaluation could help to improve on efficiency. This thesis aim 
at filling a small portion of this gap and maybe lead the way for tools that could also be used 
outside the control room itself.  
 Objectives 1.2
The goal of this thesis is to investigate whether and how information visualization can be used 
as a self-assessment tool to improve the efficiency of ATCOs and students of ATM within the 
context of control tower. The tool that is developed in this thesis focuses on evaluating 
workflow of ATCOs and airport ground movement. To fulfil this goal, the research work is 
divided into the following objectives:  
 Develop a visualization solution for visualizing ATC workflows that enables 
the ATCOs to identify bottlenecks in traffic scenarios. 
 Evaluate the solution to assess its ability to generate the required insight, and 
by that, indirectly increase the efficiency of air traffic controllers. 
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To realize the first objective a literature review on earlier work has to be done in the areas of 
graphical output, visualizing data, data management, visual models, and textbooks that 
provide practical advice on visualization techniques. The input and results from the 
aforementioned objectives will be used to address the following research questions:  
 Can information visualization be used as a self-assessment tool for improving 
the efficiency of air traffic controllers and students of air traffic management? 
North (2006) argues that the main goal of visualization is to create insight with it users. 
Hence, evaluation of visualization solutions should focus on how well they achieve this 
purpose. Therefore, to answer the research question, a method to evaluate how insight can be 
measured is needed.  
There is made an assumption in this thesis, regarding the research question. To better the 
efficiency one has to know where improvements can be made, this can be done through self-
assessment. The knowledge of where these improvements can be made is referred to as 
insight. Conducting a study to see if such a tool actually could improve efficiency is outside 
the scope of this research.   
 Research method 1.3
In order to reach the goal of this thesis a series of steps been conducted. First, a review of the 
state of the art in information visualization and evaluation methods was conducted. The thesis 
proceeded with refining flight data from a simulation session and designing a visualization 
that was to be evaluated by ATCOs. The design was evaluated and improved based on the 
results from the first evaluation. The newly implemented design was then to be evaluated by 
usability experts in a heuristic evaluation before starting the development of a functional 
visualization tool. Finally, the tool was evaluated by ATCOs using an adapted evaluation 
method that suited both the timeframe for this thesis and that could measure insight. 
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 Research context 1.4
The ZeFMaP project aims at increasing efficiency in safety critical control room settings, 
such as those found in airport tower control rooms. By introducing new methods for work that 
can help improve on efficiency, the project can help ATM meet the future demand for higher 
air traffic capacity in the sky and at airports.  
This thesis is looking for an alternative tool that can be used outside the control rooms, 
mainly by students or novice ATCOs. This tool can be used by students after a simulation 
session to evaluate their traffic handling, without taking up time in the simulator or an 
instructor from other students. Such a tool could allow students and ATCOs to go through 
their own traffic scenario and others scenario to identify bottle necks. Thereby be able to 
handle mistakes that might arise during other sessions. This is not meant as a real time tool, 
but to be used as a post-evaluation tool that is easy accessible and easy to use.  
During the ZeFMaP project there have been conducted two simulations. Both simulations 
were developed from real traffic scenarios from Hamburg airport. The main goal of the first 
simulation was to test the experimental set-up and material whereas the main goal of the 
second simulation was to collect the data needed for validation of an optimization tool. 
 
Figure 1 - ATCO positions setup, (Eide et al., 2012)  
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There were five participants that contributed in the simulation. They were stationed at the 
following air traffic controller positions: Clearance Delivery Control (CDC), Approach 
Manager (APRON1), Approach Manager (APRON2), Ground Controller (GND), and 
Runway Controller (TWR). The positions can be seen, from left to right in Figure 1. 
Participants were all educated air traffic controllers, but not all had experience from tower 
situations. During the simulations the controllers were subjected to realistic work scenarios 
that were played out in a simulator. 
 Contributions 1.5
This thesis work contributes with the following: 
An interactive visualization tool was developed to assess whether ATCOs could use such 
visualizations for self-assessment. The tool consisted of different elements that ATCOs could 
use to gain information on a traffic situation at Hamburg airport. The results, ideas, future 
work and documentation of the development phase are described.  
In this thesis a study was organized to find whether the visualization tool could provide its 
user with insight. The method used was an adapted method from earlier research done on the 
use of visualization and its effect on generating insight among users. The method used in this 
thesis evaluated whether ATCOs could assess traffic patterns and come up with solutions to 
problems, by using the tool. The method, planning and results from the study are described. 
Results from the evaluation of the visualization tool indicated that self-assessment can be 
conducted using the tool. The participants were positive towards the possibilities of using the 
tool in an ATM and especially in a student environment. The results from the final evaluation 
provide the thesis with a good foundation towards concluding that the tool can be successful 
in its purpose of facilitating self-assessment and possibly efficiency. 
The tool developed might be interesting for the future of ATM and in similar context that 
involves complex decision making processes. The results found in this thesis might be useful 
for developers who might build similar applications for the ATM industry. The evaluation of 
insight gained by using the tool might be interesting for researchers and practitioners working 
in the area of training. 
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 Structure of the thesis 1.6
This section provides a brief overview of the different chapters in this thesis so that the reader 
more easily can find areas of interest. 
 Chapter 2 is a description of the review done on related work towards this 
thesis. The review covers areas of human-computer interaction, information 
visualization, air traffic management and usability evaluation. 
 Chapter 3 is a description of the design and implementation of the 
visualization tool. It includes a description of the development process and 
evaluations that were conducted on prototypes that led to a functional 
visualization tool. 
 Chapter 3.2 is a description of the final evaluation conducted on the 
visualization tool. The findings from the evaluation are presented. 
 Chapter 5 is a discussion on the use of the visualization tool and the results 
gathered from chapter 4.  
 Chapter 6 presents conclusions and summarized the work done in this thesis. 
It also includes possibilities of future work. 
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 Related work 2
This chapter gives an overview of the earlier work done by researchers that can be related to 
this thesis. The chapter includes descriptions of related work in the fields of ATM, 
information visualization, HCI and usability evaluation. These are divided into their own 
sections and follows after a brief description of how the literature review was conducted. 
 Method 2.1
This section describes how the search for related work was conducted. Search began by 
looking for different keywords that could be related to the research question and objectives. 
The search began by using single keywords; these can be seen in Table 1. The search resulted 
in to many findings and to broad a spectre, as many of the articles and books found were not 
related to the thesis. To get more accurate results the keywords were combined so that the 
search would provide a smaller set of results. 
Table 1 - Term search and findings 
Search Hits 
Visualization 2 050 000 
Design 5 380 000 
Air traffic control 1 780 000 
Air traffic controllers 169 000 
Evaluation 4 930 000 
Insight 3 180 000 
Knowledge 3 930 000 
Human Computer Interaction 3 850 000 
8 
 
Development 6 110 000 
Workflow 556 000 
There were still a lot of data to cover, but an assumption was made that the most relevant 
content was presented in the first few pages of the search list. One page holds nine results and 
searching the three first pages for relevant material gives 27 hits from each of these 
combinations. Making the selection from these on which that were suitable for this thesis was 
made on the title and the short description in Google Scholar. Results from this search can be 
seen in Table 2. 
Table 2 - Refined search 
Search Hits Selection on title 
Air traffic control visualization 46 300 4 
Evaluating air traffic controllers 33 800 6 
Evaluating visualization 55 500 12 
Developing visualization 96 700 3 
Evaluating insight ATC 22 700 4 
Evaluating visualization ATC 14 100 5 
Insight + learning 1 290 000 3 
Evaluate insight 2 530 000 4 
After this rough selection the articles were read and studied. Some articles were deducted and 
rejected, while some proved useful for further use. The articles that were found useful were 
read and kept. Other articles were found in the related material and references in the selected 
articles, this proved to be a good way to collect related work. Using this method several 
research articles were found which came to good use in the thesis. 
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 Information visualization 2.2
Visualization is an effective way of supporting analytical reasoning and sense-making of large 
amounts of data, and has been used to create insight into productivity and workflow in other 
industries. The books from Graham Wills (2012), Edward Tufte (2006), Edward Tufte (1983), 
Colin Ware (Ware, 1999), Aigner (2011), Tory and Moller (2004) and Myatt and Johnson 
(2011), describes how visualization can help to inform users through visual elements and how 
visualization best can be developed to do so. 
Letters, graphs, glyphs, pictures, drawings, mind-map, computer graphics, art, comic books, 
all of these and several other terms fall under what we call visualization. They are all used in 
different ways to impose meanings, feelings, and information on people. It is a visualized 
description of a topic, data, or information. Visualization aims at being an objective 
interpretation of information, but is often interpreted subjectively by the viewer (North, 
2006). To visualize is not only to present information but also to rearrange the available data 
to form new combinations that reveals new information that was not earlier visible to the user 
(Wills, 2012). By letting the viewer interact with elements and data in the visualization they 
can form new information and gain insight. Interactivity enables viewers to create 
visualizations on their own terms and find insight through exploration. Visualization is 
defined by Merriam-Webster dictionary as: 
“The act or process of interpreting in visual terms or of putting into visible form.” 
(Merriam-Webster, 2012). 
By processing, organizing and presenting data in a given context, it can be transformed into 
information. The goal of visualization is to give the user insight into a subject of interest 
(North, 2006, Carpendale, 2008, Saraiya et al., 2005). Visualization should give the reader, or 
viewer, an overview of the true nature of a situation that has been visualized. Insight is 
defined in Merriam-Webster dictionary as: 
“The capacity to discern the true nature of a situation; the act or outcome of grasping 
the inward or hidden nature of things or of perceiving in an intuitive manner.”  
(Merriam-Webster, 2012).  
Figure 2 - Napoleons march taken from Charles Minard, is one of the more famous 
visualizations created. The purpose of this visualization is to give the viewer insight into 
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Napoleons march against Moscow, and the retreat when they were defeated (Wills, 2012). 
This visualization show the reader a detailed graph visualizing the geography, time, men lost 
along the way, and temperature. With all this information available in one graph we can create 
an understanding of why and how Napoleons army failed to conquer Russia, and why so 
many men were lost. This is an example of how visualization can be used to tell a story and 
give understanding of certain events. Visualization does not have to be as complex as this 
one, but should contain enough important information to provide a clear picture.  
 Minard developed the following three guidelines to serve as rules of thumb for developing 
good visualizations. These are derived from Wills (2012):  
 Start with a goal, what is going to be presented in the visualization. 
 Define the questions that need answering to support that goal.  
 Gather data for visualization that answer those questions.  
In his book, Wills (2012) list some terms on visualization that are used to explain elements in 
visual design, these are also used by other authors. In this thesis some of these terms will be 
used in accordance with their meaning. The terms are listed below are some of those that are 
being used in this thesis. 
 Aesthetic: are used to divide the different data in the coordinate frame using 
colour, shape, size, etc.  
 Data: is described as the variables that are to be used.  
 Elements: are the graphical objects used to represent the data it could be lines, 
columns, area, points, tags, mosaic, etc. 
Figure 2 - Napoleons march (Minard, 1869) 
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 Guides: are the axes or legend of a graph, they annotate the main graphic with 
meaning. 
 Interactivity: is to give the user the ability to zoom in or get more information 
from an interactive graph.  
2.2.1 Views on visualization 
Many authors have written about the language of visualization and how it affects us as 
viewers. There also seems to be a broad agreement among these authors on how 
visualizations should be developed and designed to reach the proper audience. Wills (2012) 
argues that the most intuitive and effective way to visualize data is to arrange it along a time 
axis, if this is possible. The human mind can better relate to continuous data, or time data, as 
this is how we perceive the world, through time. Aigner et al. (2011) also supports this 
argument as space and time, or time-oriented data, is something humans more easily can 
relate to and utilize to explain happenings and events in life. 
Wills (2012) and Aigner et al. (2011) agree, along with Tufte and Graves-Morris (1983), that 
visualization is a more effective way of representing data than to search through larger 
quantities of textual data. At a more basic level, our understanding from visualization comes 
from the cognitive processes of representation and abstraction (Myatt and Johnson, 2011). 
These two processes represent the basic functionality of human conception of visual elements. 
Representation refers to the element itself; a cross marks the treasure on a map, an arrow 
shows the direction etc. The abstraction level is used as a level of representation to show the 
necessary information through representation. A good example here is a metro map over a 
city, New York, London, Oslo, Madrid or Copenhagen. These maps are similar in their form 
in that they do not represent actual geographical location as they are, but visualize only 
stations in relation to one another. Abstraction is when information is represented at a 
reasonable level so that it conveys the right information.  
There are again two levels of representation, internal and external. The external is what we 
use every day, such as maps, lists, signs, menus, interfaces and so on. Internal refers to the 
human cognitive interpretation of the external information that is input through seeing, 
hearing, feeling, smelling, tasting and our previous experiences that can be hard-coded in out 
biological machinery (Myatt and Johnson, 2011). An example of this is rearrangement of 
information through processing external information.Myatt and Johnson (2011) exemplifies 
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this through a shopping list. The list is written down as one finds out what is needed on the 
next run to the grocery store. When you arrive at the grocery store this list might have to be 
rearranged according to where the different products are placed in the store. This can also be 
done the other way around by writing the list according to where the products are placed, then 
the external input is knowing where the products are and internal is writing the list according 
to where the products are placed in the aisles (Myatt and Johnson, 2011). 
Aigner et al. (2011) argues that the human visual system and mind is highly adapted to 
conceive patterns. Therefore, he argues that all information visualization should strive create 
patterns from data that are more easily conceived by the human visual system. Visualization 
can exploit that humans are pattern seekers by visualizing large data sets into a visual 
experience. By using aesthetic elements like symbols, colours, lines, groups, points and 
legends viewers can trace data and find the patterns in the data and form connections which 
are translated into information. These views seem to be adapted from Shneiderman (1996) 
thoughts on seeking out patterns. Shneiderman found what he calls the “visual information 
seeking mantra” which summarizes the basic guidelines of all information visualization:  
“Overview first, zoom and filter, then details-on-demand.”  
(Shneiderman, 1996, p. 337) 
This mantra can be used as a design guideline and as a description of how information should 
be presented for the users (Craft and Cairns, 2005). Overview should give the user the ability 
get a full picture of the dataset, users’ needs to get a proper overview to see how it is all 
connected. This can only be achieved from a bird’s-eye-view or a vantage point where 
patterns can be sought out. Zooming and filtering should allow the user to seek out 
information that he or she needs. This can be through selecting and unselecting certain 
elements, zooming in or out, panning the dataset or changing the perspective so that new 
context arises from the dataset. Details-on-demand should allow the user to get detail on a 
certain variable in the visualization. If information visualizations display too much 
information at once, they can get unmanageable and bewildering. By allowing the user to 
click on an item and then display the value when they see fit increases visibility and structure 
in the visualization (Shneiderman, 1996, Craft and Cairns, 2005).  
Shneiderman (1996) have found three options that would further improve the use of 
visualization. These are; relation, history and extract. Relation refers to the internal relation 
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between data values or subcategories of one value. This could be subcategories of data values; 
a flight has a number, size definition, gate, time table, communication channel and etc. By 
giving the user the ability to see these relations allows them to perceive even more complex 
patterns and uncover new structures in the data. History would mean to give the user the 
ability to easily recover from mistakes and revert back to a previous state. Extracting data 
allows users to save their search in the dataset so that the next time they do not need to 
manipulate the dataset again. In some cases a visualization or dataset might contain enormous 
amounts of data and can be hard to refine, this option eases the repeatability process.  
To be able to exploit this pattern-seeking ability there are some dependencies that should be 
considered before designing and developing visualization. Aigner et al. (2011) developed the 
following list of criteria for designing visualizations:  
 Expressiveness: is to represent exactly the right information contained in the 
data, nothing more, and nothing less. 
 Effectiveness: is a measure of how well visualization utilizes the cognitive 
capabilities of the human visual system, context related information, 
application background and the ability to intuitively recognize and interpret 
visual representation. 
 Appropriateness: is a measurement to evaluate the cost-value ratio to assess 
the benefit of a visualization process with respect to achieving a given task. 
These criteria can also be found in the text from (Wills, 2012), (Tufte and Graves-Morris, 
1983), (van Wijk, 2006) in slightly different words. These criteria mentioned above lead to 
two questions:  
 What has to be presented? 
 Why does it have to be presented? 
These should be seen as guiding questions for developing visualizations. What, is to get the 
developer to specify the data that has to be collected or used in the visualization. Why helps to 
construct an overview of how the visualized data is going to be used, while removing 
unnecessary data from the dataset.  
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2.2.2 Insight 
Another term that is consistent in the literature is insight. The goal of visualization is to create 
insight among the viewers (North, 2006). If a visualization does not manage to achieve this, it 
has failed in is purpose. One exception here would be art, as it is considered to be abstract 
(van Wijk, 2006). When viewers of visual representation review the data elements, they make 
up their own subjective interpretation and understanding. This evaluation process usually 
takes time, depending on a-priori knowledge that the viewer have on the subject of the 
visualization (van Wijk, 2006). Hence, an interpretation is considered to be subjective and 
hard to evaluate. 
In her article “Learning by Learning: The value of Insight” Picard (2003) talks about the 
mediation process of creating insight. Picard argues that insight is best created through a 
process of discovering and learning, rather than just a classroom setting. She based her 
arguments on Bernard Lonergan’s four levels of coming to know: experience, understanding, 
judging and decision. Experience is the about getting the data, collecting information so that it 
can support both understanding and judging. Understanding is about creating insight from 
experience by answering a question or hypothesis, or raising a new question that lead in a new 
direction. Judging is where we are to reflect upon the correctness of the understanding: “Were 
the data collected from the experience level valid and correct, do I have the right 
understanding?” This level is where we agree or not whether it is correct insight. Level four is 
the decision level. This is the level where action takes place, where it is decided whether or 
not one shall act upon the new found insight and use it to either improve or learn. This is 
where the knowledge learned in judging can be adapted by its finder (Picard, 2003).  
Insight, as seen by Picard (2003), does not come from nowhere; it is generated from a 
question as the answer to a question, this brings together and integrates elements in the data. 
Insight is only something that can occur in what she calls the “ready mind”, which is a mind 
that is wondering and wanting to understand something (Picard, 2003). 
As there are numerous visualization methods and techniques, it can often be difficult to 
decide which to choose. There are creative methods that look more like works of art, and 
simpler methods using column diagrams. When it comes to which method that is best fitting 
depends on the target group, each visualization should be developed towards the domain users 
to best enable insight gathering (Saraiya et al., 2005).   
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Tufte and Graves-Morris (1983), Aigner et al. (2011), Wills (2012), van Wijk (2006), Wong 
and Bergeron (1997), Graham et al. (2000) and Ware (2001) are some of the authors that 
writes about information visualization design. This thesis focuses on using visualization 
among ATCOs and should use design that is aimed at satisfying their needs and visual 
preferences. By designing for one specific group you are more likely to succeed in creating 
insight with your design. The design should be based upon what the user group find 
recognizable, that being elements, legends, colours, graphs, and other visual elements. By this 
the authors try to convey that all visualizations must be adapted toward the user group and use 
familiar elements. 
Measuring insight and evaluating of visualizations 
Creating insight is considered to be the main objective of visualizations, and as previously 
mentioned; insight is created through interpretation, which again is a subjective process. This 
makes insight very difficult to measure (North, 2006). The viewer learns by looking at 
visualization, they make their own insight from their contextual understanding. Therefore, it 
is of grave importance that the visualization contains clear and unambiguous data. North 
(2006) argues, insight is deep, it builds up over time and it takes several iterations with 
questions, hypothesis and answering before we can say we have gained full insight. Insight is 
also seen as a qualitative process which can be hard to quantify (Saraiya et al., 2005).  
Visualization tries to explain as much as possible about a given situation, but the more data 
that is put into a single graph the more complex it becomes and insight can be harder to obtain 
(North, 2006). Structured and organized information can help to resolve some of this 
complexity and ease the insight gaining process. Some of the important characteristics of 
insight are, as provided by North (2006): 
 Complexity is referring to the amount of data in a synergistic way, which is 
how the data relations are connected and is made understandable to the user. 
 Deep insight is something that can only be built up over time, building on itself 
over time to create depth. This can be done by questioning the current 
knowledge and by that create further insight. 
 Qualitative insight is not exact as it can be subjective and have several layers 
of resolution. 
 Insight is unexpected and unpredictable; we never know when it is created. 
 Relevant insight is created when the data is connected to existing domains of 
knowledge and is given meaning.  
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The complexity of visualization is directly related to the number of variables that has to be 
considered by the user. Single value visualizations requires little effort to understand, while 
detecting patterns in multivariate visual representations demands more and some basic 
knowledge about the area of interest. Shneiderman and Plaisant (2006) also supports this 
view, proposing that a user needs to come up with his/her own hypothesis, evaluate this 
hypothesis, and create new ones that will lead to the right insight. 
“Users might find surprising results that shakes their established beliefs, provoke new 
insight, and possibly lead to important discoveries.”  
(Shneiderman and Plaisant, 2006, p. 2) 
North (2006) evaluates a controlled experiment in his paper and mentions the use of usability 
testing, heuristic evaluation, cognitive walkthrough, and longitudinal studies which can 
resemble (Shneiderman and Plaisant, 2006) Multi-dimensional In-depth Long-term Case 
studies (MILC). North (2006) approach was to give the participants a set of benchmarks that 
the visualization was going to be evaluated from. Benchmarks are tasks that the participants 
are to conduct, for example find the highest value in a dataset. The primary dependent 
measure taken was how long the user took to complete the benchmark and the accuracy of 
their response. The correctness of the measures relies all on how well benchmark tasks 
represent insight and understanding. On the other side there are some problems with 
benchmark tasks as (North, 2006) did. North (2006) found that evaluation methods that were 
used did put restrictions on the participants and their ability to gain insight. North, list four 
points that puts restriction on the participants ability to generate insight when using this type 
of evaluation. 
 The tests must be predefined by the administrators, and participants must 
follow a strict set of instructions during the tests. This means that the users 
have little room to explore unexpected insight, which is one of the 
characteristics of insight. 
 To measure time as a primary dependent measurement there has to be a 
definite time restriction on the participant, no more than a minute or so. 
Another aspect is that by stopping the time at the moment when the user 
finishes the specific task, there is little room for creation of deep insight.  
 Accuracy of the answers needs to be measured. This can be done by presenting 
multiple choice questions which are quantitative, but this does not support 
qualitative subjectiveness. Multiple choice answers can be manipulated by 
using an elimination method. 
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 Benchmark test require answers that participant can easily identify. This leaves 
little room for exploring the complexity of the visualization and participant 
might lose relevant insight (North, 2006). 
These four issues prove that assessing deep insight might not be possible using this type of 
benchmark for evaluation of insight. Better methods needs to be developed to better assess 
insight. This also supported in the paper by (Saraiya et al., 2005), here they find that insight 
should be measured more directly by focusing on the visualization ability to create insight.  
”We need new evaluation methods that attempt to measure insight more directly. We 
also need to preserve the positive aspects of the controlled experiment methodology to enable 
rigorous comparison of visualizations.” 
 (North, 2006, p. 8) 
North (2006) comes up with two possible solutions: (1) more complex benchmark tasks, and 
(2) eliminating benchmark tasks. The complex version forces the user to verbally and 
textually interpret the visualization, this ensures that the user have understood and gained 
insight. This model is harder to evaluate as the answers can be hard to quantify, but on the 
other hand the user cannot eliminate answers like in the multiple choice solution. The second 
suggestion is to exclude benchmarks in evaluation methods. Such a methods would follow the 
following three characteristics, provided by North (2006): 
 Open-ended-protocol. 
 Qualitative insight analysis. 
 Emphasis on domain relevance. 
Open-ended means that the users are free to explore the data in their own way and thereby 
creating their own foundation for insight. Qualitative analysis is performed on data that is 
recorded from the evaluation using a think-aloud method. Findings are then marked as an 
insight occurrence. Coding this data should be done by independent domain experts that can 
assess whether users gained deep or shallow insight into the different parts of the 
visualization. The coding will then be translated from subjective, qualitative data to quantified 
data (North, 2006). The latter method seems like the most prosperous, even though it is more 
subjective in its initial form. It might be more beneficial to let the users roam freely in the 
data and gain their own insight rather than guiding them by specific benchmark tasks. This 
method will take longer to complete as experts needs to handle more data and code it into 
quantified data. 
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In Saraiya et al. (2005), they also came to a similar conclusion, that strict benchmark test were 
to narrow and guided. In her research on bio-informatics visualization she found that open 
ended evaluation was the best way to find if letting domain users roam free in the data could 
provide and facilitate insight. The domain users explored the visualization for a couple of 
hours and all data was recorded and later analysed. The results proved that insight had been 
created, but argues that users need tasks to be motivated in the search for insight, so to use 
domain users as evaluators would gain the best results. This method, as she argues, cannot 
replace benchmark evaluation for the specific tasks. For users to get deep insight there should 
be applied characteristics of insight that could be quantifiable. Saraiya et al. (2005) has a list 
of measures that could be used for converting qualitative data to quantifiable measures: 
 Observation: the actual findings about the data. 
 Time: the amount of time taken to reach the insight. Initial training not 
included, just benchmark. 
 Domain value: the value of the insight gathered, was it shallow or deep. 
Shallow would be to see which flight that were delayed/early. Deep would be 
to combine the radar with the visualization to find errors. E.g. flight EDF101 
never contacting APRON1. 
 Hypothesis: can the user form a statement that might hold up when examining 
the data? If the user can form such a question or statement he/she have gained 
some insight in understanding how the data is connected. If the hypothesis 
holds true, the user can say to have gained insight, however small it might be. 
 Direct vs. unexpected: the user can answer direct question from the 
facilitator. Such questions could provide the user with unexpected discoveries 
that should be shared with the facilitator.  
 Correctness: some insight might be incorrect observations, for example when 
the user tries out a hypothesis and it fails. This would be an incorrect 
translation of the data. 
 Breath vs. depth: is the observation detailed and deep or does the user gain a 
broad understanding of all the data points? 
 Category: insight can be grouped into four individual categories; overview, 
patterns, groups, details. This was specifically for the study conducted by 
Saraiya.   
Some of these categories are similar to those proposed by North. The similarities that the 
authors have in their findings leads to a conclusion that these characteristics could be used in 
an evaluation for measuring insight. One of the hypothesis from Saraiya et al. (2005) was that 
users who already were in the field of bioinformatics would gain more insight than 
inexperienced users. This hypothesis proved to be correct as the initial study used students 
19 
 
who were not familiar with bio-informatics and their results were lower than in the main 
study. 
There are three characteristics that should be considered when choosing an evaluation 
method; these three dictates what method would best suit the goal of the evaluation. The three 
are as following; generalizability, precision, and realism. These three factors should be in an 
evaluation method, but unfortunately, existing methods only support one or two of these 
factors and often at expense of the other (Carpendale, 2008). To generalize means that the 
results given through methods like sample surveys or formal theories are meant to be 
applicable for other people as well as the studied ones. Precision is has been measured and 
that the results are conclusive. Methods that offer high precision are laboratory experiments 
and other form of controlled experiments. Realism is to which extent the evaluation is based 
on real life events and happenings. The study is to be conducted in a real life setting where the 
studied context is most likely to be used (Carpendale, 2008), one of the best methods to 
support realism could be field study.  
Melanie Tory and Torsten Möller (2005) introduces heuristic evaluation as a method to 
improve on visual interfaces by testing them on HCI experts. They were given typical domain 
user task that they were to perform using the suggested interfaces and evaluate using HCI 
expert experience. Tory and Möller (2005) concluded that heuristic evaluations work, but it 
should be used in early stages of the development to uncover great user interface and usability 
issues. Domain users should rather be used in the final stage of development since HCI 
experts might not fully realize how end users would use the system (Tory and Moller, 2005). 
This article does not focus on visualization through graphs, but it is likely that the evaluation 
method used can be applicable to this thesis as well.  
Shneiderman (2006) proposes what he calls, MILCs, Multi-dimensional In-depth Long-term 
Case Studies. These are studies that are conducted over a much longer time to get a more 
detailed image of how visualization are being used, and to reveal more problems than the 
short term benchmark studies. Shneiderman argues, that more details and problems will be 
revealed when conducting long term case studies, but it also requires much more resources. 
One argument against this method is that short term controlled experiments works great for 
early stage development as it is easier to realize. It is more iterative and can be conducted 
with fewer resources versus the long term studies. It seems that MILC is more suitable for 
evaluating already distributed and finished products. This is also supported by Saraiya et al. 
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(2006) where she in her report finds that longer studies results in a better understanding of the 
user group process in analysing visualization and how they create insight. These further led 
researchers to be better equipped in developing new and informed visualization solutions, as 
well as developing new and better evaluation tools for the future of information visualization. 
 Air Traffic Management 2.3
ATM is a term that covers Air Traffic Control (ATC), Airspace Management (ASM) and Air 
Traffic Flow Management (ATFM) (J.M, 1993). ATC is defined by Manning and Stein 
(2005) to ensure the safe, orderly, and expeditious flow of air traffic. This definition is also 
supported by Fewings (2010) as the main goal ATM. In ATC there are several different 
activities, such as conflict detection and resolution, traffic sequencing, workload management 
and coordination of traffic (Loft et al., 2004).  
An important tool in aviation is the control tower that handles arriving and departing flights at 
airports. There are also control centres that handle flights that are either located outside the 
immediate responsibility area of an airport (Manning and Stein, 2005). Airports and control 
centres are used to control the airspace within a given range and make sure that safe and 
efficient traffic flow is maintained. Equipment that is used in towers are radars that covers 
ground activities, air activity, radio communication, meteorological surveillance and light 
control for taxi-ways and run-aways (Fewings, 2010).  
In an ATC tower the ATOCs have their own sectors. A sector consists of a defined area for 
which a controller can assign orders to an aircraft (AC) to apply horizontal or vertical 
separation so that conflicts are avoided. A sector is defined depending on the radar coverage 
from the tower or after the size and need at an airport (Durso and Manning, 2008). Each 
controller in the tower can have its own sector, for example, outer marker = 3 – 5 mil from the 
tower, inner marker = 0 – 3 mil from the tower (Durso and Manning, 2008). When an AC 
enters a new sector the controller performs a so called hand-over. That is when a flight strip is 
passed on to the controller that controls the next sector in the ACs flight or ground path. Here, 
ATCOs have their own zone. For example; tower has the runway, arriving and departing 
flights and the runway-exits and runway entrances. 
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Flight strips are information containers that are handled by the ATCOs at each position. A 
flight strip helps the ATCOs to maintain a mental picture for planning an AC route through an 
airport. The strips contain information on where the flight is heading, what has been done and 
next assignment. When an AC is requested to make contact with the next ATCO position the 
strip is handed over so that all necessary information follows the flight.  
In the ZeFMaP project the flight strips have been used as a direct way of communicating with 
the AC, since it is a simulator without pilots. The flight strips used in the ZeFMaP project 
were electronic and displayed on a touchscreen, where controllers can drag flight strips over 
to ATCO positions through the overview window. The overview window of the flights can be 
seen in Figure 3. A short example of the workflow of an arriving AC is presented below.  
 
Figure 3 - The overview window, here ATCOs can drag strips to other ATCO positions 
The ATCO starts off with an empty flight strip that is placed in the “Arrival” section of the 
overview window. The empty flight strip is presented below. 
 
Figure 4 - Empty flight strip 
When the AC enters the responsibility area of the TWR it changes to the correct radio 
frequency to contact the TWR. This frequency enables the status “Established on ILS” in the 
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request/information field so that the ATCO is aware that the flight is on-approach. Illustration 
can be seen below. 
 
Figure 5 - Flight strip, arriving flight registered 
When the ATCO acknowledges this, he moves the flight strip to the “TWR arrival” section, 
as can be seen in the figure below. The ATCO now has two choices; (1) give “clearance to 
land” or (2) give the order to the AC to “Go around and contact approach”. The second option 
can be given if the runway is busy or the airport too crowded. The two options can be seen 
greyed out in the illustration above. 
 
Figure 6 - Overview window, moving the flight strip to next ATCO 
When the flight has landed the process continue, with the ATCO filling in information in the 
flight strip, which orders the AC to make contact with the next ATCO, stop at holding point 
(cross section), or go to gate, etc. The flight strip is continuously moved into other section of 
the overview window when the AC moves into a new ATCO position or need new clearance. 
When the flight is at its final destination or outside the airports responsibility area the flight 
strip is dragged into the garbage bin, which can be seen in the lower right corner of the 
illustration above. 
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A conflict is when two or more AC gets within a certain pre-defined distance off each other in 
a sector or AC loose separation, this is called operational error (OE). One of the ATCO tasks 
therefore to apply conflict detection in their work routines to prevent ACs to get too close to 
each other and avoid accidents (Durso and Manning, 2008, Fewings, 2010). A typical work 
scenario in a control tower directing a departing flight could be as described as in Figure 7 - 
ATCO work process, departure. In the figure a flight is requesting departure clearance, which 
is confirmed or denied after flight-data has been checked by CDC. When flight receives 
confirmation from CDC, the flight is handed over to APRON1. APRON1 is to guide the flight 
from terminal to runway. A series of instructions are provided by APRON1 to the flight. The 
flight is handed over to TWR when it enters the responsibility area which is near the runway. 
TWR then guides the flight onto the runway and gives a take-off clearance when the runway 
is cleared for traffic. This workflow is not a set standard, there are local differences at each 
airport and routines may be different according to the layout of the airport and workflow 
routines.  
 
2.3.1 Simulation and training 
Simulation is used in ATM as a cost-effective way of training new and experienced ATCOs 
in using the necessary tools, so that they can achieve a safe and fluent flow of air traffic 
CDC 
• AC request 
departure clearance. 
• CDC checks that 
flight strip data is 
the same as flight 
plan, corrects if 
necessary. 
• Hand-over on OK 
APRON1 
• Request push back 
for AC 
• Give AC taxi way 
instructions to 
runway. 
• Hand-over flight 
when AC is near 
runway. 
TWR 
• Guides flight onto 
runway. 
• Gives departure 
clearance when 
runway is cleared 
and gives "ready for 
takeoff" order to AC. 
Figure 7 - ATCO work process, departure 
24 
 
(Hitchchock, 1998). A simulator is a versatile tool that can provide its user with different real 
or artificial scenarios that are designed to train and test the abilities of their users. It offers the 
possibility to run scenarios over and over, so that the ATCO can simulate how it would feel to 
be in a situation. This ability is unique to the simulator as a training tool (Hitchchock, 1998). 
Traditionally, training in ATM has been conducted as a classroom exercise where students are 
to learn about the general knowledge and advance as that knowledge grows. Students who did 
not advance were taken out of the program, as they were deemed not fitted (Fisher and 
Kulick, 1998). The Training curriculum has been modified and rearranged several time and 
better routines for training has been adapted. In Figure 8 you can see the traditional structure 
of a training program. This structure has later been changed into new and modernized 
versions. This structure did not provide the students with a connection between the general 
knowledge and the job tasks that were required of them when managing ACs. The students 
had all the general knowledge memorized and had to make their own mental model of how to 
use in a real life setting. The training did not include practical training with learning, which 
made it hard to retrieve the information (Fisher and Kulick, 1998). This model has later been 
changed to include more practical learning, by using simulation as a tool for learning both 
general knowledge and site-specific knowledge. Simulation is a tool that is provided 
throughout the whole training period to learn new equipment and new routines along with the 
theoretical framework, with both fully educated ATC and ATM students. 
 
Simulation has proven to be an adaptable tool that is useful for many situations where real life 
training might be considered a risk or too expensive. Manning and Stein (2005) argues that 
simulation is one of the best tools that can be used in training of ATCOs. This is because of a 
simulator ability to freeze scenarios and directly evaluate other solutions. Some simulators 
also have the ability to record whole sessions that can be replayed at a later time for further 
evaluation. There are advantages and disadvantages connected to the use of simulation in 
training and as an experimental tool; these are listed in Table 3. 
General 
knowledge 
Academic 
simulation 
labs 
Site-
specific 
knowledge 
Facility 
simulation 
labs 
On-the-job 
training 
Figure 8 - Traditional ATC training (Fisher and Kulick, 1998) 
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Table 3 - Advantages and disadvantages of simulation 
 Advantages Disadvantages 
Training Running costs are low. 
No risk for harming civilians and 
equipment.  
Close to reality scenarios and 
variable conditions are easy to 
manufacture. 
The possibility to freeze any given 
scenario to analyse the situation 
with the controller. 
May not give controller the “real” 
feeling of having responsibility. 
 
Scenarios Ability to repeat traffic scenario. 
Good for emergency training. 
Controllers could learn the traffic 
pattern. 
Experiment All data can be collected and 
analysed.  
Experiments can be repeated with 
high accuracy and reliability due to 
controlled environment. 
One can control every variable 
during the experiment. 
Data collection through; data 
input/output, observation, 
interview, questionnaires, sensors. 
There is too much data; one would 
need a detailed plan for which data 
to collect. 
Specify which data collection 
methods that is relevant for the 
experiment. 
Too much control might not reveal 
the unexpected results that one hope 
to find during a simulation. 
Software and 
Hardware 
Excellent for testing out new tools 
and their compatibility. 
Feedback through observations, 
interviews, data collection. 
Reveal bugs and issues. 
 
Fidelity It is possible to run experiments 
and simulations using high and low 
fidelity. 
Good for specific training, e.g. 
equipment or GRN-control. 
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 Human-Computer Interaction 2.4
Human-Computer Interaction has been subjected to research since early 1900 under the name 
human-machine interaction. (Dix et al., 2004). This research primarily focused on the 
physical sides of human and machine and how it affected performance. The term HCI was 
first used when computers became more accessible and graphical interfaces the new standard 
during the 1980 (Lazar et al., 2010).  
From early 1980 the focus was on how people interacted with office programs like word 
processing, databases and statistical programs. There was a shift in HCI when personal 
computers became available and affordable, which led to more common use from home. 
Higher broadband speeds, more internet services became available for everyone that had an 
Internet connection and a computer available. Blogs, pictures and personal web sites 
flourished forcing the HCI to focus on user generated content (Lazar et al., 2010). The 
research focus shifted from simple task analysis to collaboration, connections, emotion, and 
communications. HCI went from being work related analysis to be a research area on how 
people like an interface and if they are willing to use it. The field of  HCI is used 
interchangeably with the term usability which also refers to the system ability to support the 
users task in a manner that does not force the user to adopt an unacceptable mode of work 
(Dix et al., 2004). 
2.4.1 Principles of usability 
Principles are not to be considered as fully developed and accurate rules that need to be 
followed. They are more abstracted design rules of the accumulated knowledge given by 
experience. Principles have a high generality, which means that they are suited for several 
purposes and are generalizable, while standards are the more specific design rules that are 
recommended to be followed. 
Nielsen (1992) explains usability as, how well the user can use the system to achieve that 
goal. The focus of HCI and usability lies with the users and all the aspects of a system that 
they may interact with. Nielsen (1992) defines usability by explaining five different 
components that it is associated with:  
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 Ease of learnability: the system or tool should be easy to learn for the user. It 
should not be mandatory for a user to read through a manual or have an in 
depth course to learn a new system. 
 Efficiency: once the user has learned to use the system they should be able to 
use it in a productive manner. 
 Memorability: the system should be easy to remember, so when users get 
back after some time away they do not have to start from scratch again.  
 Errors: there should be a low error rate so that the users do not make many 
errors during their session, and if they do make them they should be able to 
easily recover from them. 
 Satisfaction: the system should be pleasant to use so that users want to 
continue using it. 
These components described by Nielsen are also adapted by other usability researchers. Dix et 
al. (2004) lists three general principles of usability that could help to ensure a safe and 
successful development process. These resemble Nielsen five components of usability: 
 Learnability: the ease with which new users can begin effective interaction 
and achieve maximal performance. 
 Flexibility: the multiplicity of ways in which the user and system exchange 
information. 
 Robustness: the level of support provided to the user in determining 
successful achievement and assessment of goals. 
There seems to an agreement among researchers on what makes a good and usable system. 
The researchers Dix et al. (2004) and Nielsen (1992), are divided by roughly a decade but still 
use many of the same principles. Although, it is obvious that there has been a shift in focus; 
from Nielsen’s work related focus to Dix’s pure interaction and enjoying using the system.  
In most cases not all rules and principles will be applicable as they do not fit the intended 
purpose of the application. Some of the principles and rules will be in conflict with each 
other, which mean that it is impossible to follow them all. Extracting those that fit with the 
project could grant a smoother process (Dix et al., 2004). These three principles can further be 
divided into the subcategories that are described in appendix 8.1, Table 9, Table 10, and Table 
11. 
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2.4.2 User-centred design 
User-centred design is a term that covers a research area that is not all that clearly defined and 
vague in its form. User-centred design has a heavy emphasis on usability engineering, which 
means to design systems from the users point of view to enhance the user experience (Dix et 
al., 2004). Further this can be explained, that one should look for specifications and 
functionality that the user needs and wants. The term user-centred emphasizes the users are to 
be the centre of attention and that their needs should affect how the system is designed 
(Norman and Draper, 1986).  
Gulliksen et al. (2003) have gathered 12 principles that should facilitate for communication, 
assessment and development of users-centred design. These principles are gathered from 
several other experts and cover areas of analysis, design, evaluation, construction and 
implementation. The principles are listed in appendix 8.1.4 which are adopted from Gulliksen 
et al. (2003). 
To summarize these principles, the focus is to involve the user at every stage of development 
to ensure that their requirements are registered and maintained. Gulliksen et al. (2003) argues 
that it would be more or less impossible to implement all of these principles in one strategy, 
but that they should be complied with as much as possible. The principles of involving users 
are also supported by other researchers as such Greenbaum and Kyng (1991), Bødker and 
Grønbæk (1992) and Bannon (1991) who found that by using users to evaluate prototypes 
they uncovered unexpected issues. 
These principles also focus on the importance of iterative work processes. In a development 
process the development should be conducted with several iterations with evaluations in-
between to uncover issues that must be fixed. Figure 9 illustrates how an iterative design 
process can progress. A system can never start off fully specified, this is due to the 
unexpected issues and new needs that will arise during the development process (Dix et al., 
2004). The only way to get all of the necessary functions is to develop prototypes and test 
them, before continuing with new and improved functions. By cycling through several design 
solutions it is possible to reject and add new and better functions that will finally become the 
finished system, this is iterative work.  
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There are drawbacks of iterative design. One of the most prominent and dangerous to the 
process would be what Dix et al. (2004) calls the hill-climbing problem. Every design starts at 
zero to begin with. This new design is to be evaluated in an iterative process and during this 
process issues are discovered until one reaches a maximum of issues found. This maximum is 
only a local one, meaning that had there been another design the maximum of found issues 
could have been vastly larger and the possible improvements could have been better. This 
shows that it is essential to have a good initial design. So to start off with several prototypes, 
evaluate them and reject one by one as development progresses could be the most efficient 
way to go (Dix et al., 2004). 
2.4.3 Prototyping 
In this section a few different prototype methods will be explained to give an overview of the 
field of prototyping. The main objective of a prototype is to help with the evaluation of 
interface design, both hardware and software. Prototypes provide the developer with the 
possibility to test a system in real life situations and get feedback. This feedback can again be 
used to improve design decisions and discard flaws. 
Specifications 
Design  and 
prototype 
Evaluate and 
measure 
Improvment 
suggestions 
Figure 9 - Iterative design process 
30 
 
According to Dix et al. (2004), there are three main approaches to prototyping. First there is 
the throw-away method. Here the prototype is build and tested, results are gathered and the 
prototype is discarded and a new iteration begins. The second method is called incremental 
and here the system a prototype is built in modules which are evaluated as they finish. If the 
system is deemed not complete, a new increment is begun to finish the next module. Third is 
the evolutionary method, here the prototype is not discarded but built upon with each 
iteration. The prototype evolves and becomes more and more functional until it is released as 
a complete system. This method is much how a system is maintained in the final life cycle as 
a finished product. 
 Usability evaluation 2.5
Usability evaluation, or usability testing, aims at collecting information on problems that 
exists in prototypes by involving users to do real-life tasks using a prototype. A usability 
evaluation could be done on most prototypes, ranging from paper mock-ups and wireframes 
to software or hardware that has already been implemented (Lazar et al., 2010). There are 
three main goals that should be fulfilled when conduction usability evaluation: 
 Assess the extent and accessibility of the system’s functionality. 
 Assess the users’ experience of the interaction. 
 Assess and identify any problems with the system. 
These three goals are adopted from Dix et al. (2004) and sits well with the main purpose from 
Lazar et al. (2010) which is that usability evaluations should improve the quality of interface 
and system by finding interface flaws.  
2.5.1 Evaluation goals  
The goals listed by Dix et al. (2004) also have a clear reference to  the design principles 
mentioned in the HCI sections. All design principles and goals have the same main mission; 
to make a prototype as usable, for the different users, as possible. 
The first goal focus at assessing to what extent a prototype has the appropriate functionality 
and how accessible they are for the user. This means that the functions of the system should 
suit the user expectation on where to find them and that they do what the user a-priori thinks it 
should do. 
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The second goal relates closely to the design principles provided by Dix et al. (2004), which 
are directly related to design and how that affects user experience. This goal has to measure 
the users’ enjoyment when interacting with a prototype, how well he or she likes to use the 
prototype. One of the key findings to look for would be where the interaction overloads the 
user in some way. 
The third goal is to measure and identify specific problems with the design of a prototype. A 
problem could be when a function is used and it causes unexpected results and confuses the 
user, for example when ambiguous words are used. These findings would also affect the first 
and second goal, depending on the issue (Dix et al., 2004).  
Another approach to understanding the goal of usability evaluation is presented by Wixon 
(2003). Wixon argues that usability evaluation is mainly an industrial approach to improve on 
user interface. Further Wixon (2003) argues that usability evaluation is not a part of research 
as it has more resemblance with engineering. This is also brought up by Lazar et al. (2010), 
who argues; as an industrial approach there is little concern for using just one research 
method and having strict control. The industrial approach weights time, resources, risks and 
trade-offs heavier than theoretical framework and methodology for driving the development 
process.  This industrial view on usability is also mentioned by van Wijk (2006), where there 
is a prominent focus on the need for efficient cost-value measurement on visualizations. 
Where methods like experimental design aims at providing the same test platform for all users 
to find statistically significant differences, usability evaluation aims at improving the design 
of a prototype with each iteration to discard interface flaws (Lazar et al., 2010). 
Lazar et al. (2010) lists three types of usability testing that is used at different stages of the 
development. First is the formative testing, here the prototype is in its early stage. Paper 
mock-ups, wireframes and other low-fidelity prototypes are here tested for how a user can 
perceives the interface. The data gathered here is often more informal and not focused on how 
well the user solves a task. The second type is summative testing, here the prototype has been 
implemented with high-level design choices and is functional, a high-fidelity prototype. The 
focus of the evaluation is here to test for specific design flaws. Finally there is the validation 
testing where the prototype is nearly finished and ready for launch. Here the focus of the 
evaluation is to see if the implemented design choices are functional within some benchmarks 
that are set, for example that most of the users can execute a task within a time limit. 
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2.5.2 Evaluation methods 
Dix et al. (2004) and Lazar et al. (2010) divides usability evaluation into two main groups, 
expert and user evaluation. Expert evaluation is conducted using expert in the field of HCI or 
usability to assess a design and interface to find usability problems. User evaluation aims at 
using domain user to assess design, interface and functionality of the prototype. Nielsen 
(1995b) suggest using several evaluators when conducting these evaluations. Nielsen found 
through his research on usability evaluations, that by using several individual evaluators there 
were uncovered more problems than was found by one single evaluator. 
Expert evaluations 
The methods that are described in this section are those that fit under the definition of expert 
evaluation. The methods that will be described in this section are heuristic evaluation, 
cognitive walkthrough and model-based evaluation as presented by Dix et al. (2004) and 
supplementing the methods with information from other researchers. Heuristic evaluation will 
be emphasis as it is used as a method in chapter 3.1.2. 
Heuristic evaluation 
Heuristic evaluation is a method used to uncover design flaws and usability problems in the 
user interface. The method is conducted using a few evaluators to examine the interface and 
design evaluating from a set of usability principles, called heuristics (Nielsen, 1995b, Dix et 
al., 2004). 
Nielsen argues that heuristic evaluations are not possible, or at least not efficient, to have just 
one person as an evaluator. This is because of people’s subjective views on what a usability 
error might be or how severe an error is. By using several evaluators the possibility for 
finding several flaws is increased. The selection of evaluators can be random, but they all 
should have some sort of expertise on the subject at hand (Nielsen, 1995b).  
Nielsen (1995b) has done research on using expert evaluations and how they can be 
conducted efficient. He has found in his experiments that there is a limit to how many 
evaluators that should be part of the evaluation. He found that too few didn’t give a broad 
enough spectre of errors, and too many gave to many similar results. The recommendation 
from the results were to use no more than three to five as that gives the best efficiency 
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regarding to analysis, time spent conducting the experiment (Nielsen, 1995b). This 
cost/efficiency-ratio sits well with the engineering perspective that Wixon (2003) argues that 
usability evaluation has with an industrial approach. Nielsen suggests using a set of ten basic 
heuristics that are considered to be the general principles of user interface design. These 
heuristic can be found in appendix 8.2.3. 
The evaluators are to critically evaluate the prototype and rate the problems they find 
according to a severity scale. There are four points that influence how severe a problem is and 
what rating the problem is given (Nielsen, 1995c): 
 How frequent is the problem? 
 How easy the user can overcome the problem? 
 Whatever it is a persistent, will it bother the user, or is it a one-time problem? 
 The severity of the problem as perceived by the user? 
The severity of the problem can then be rated at a five point scale, ranging from zero (not a 
problem) to four (catastrophe / must fix at once). The ratings from the evaluation then dictates 
which problems that are to prioritized, regarding to their rating, and in what order they should 
be solved. The severity ratings are listed below, as provided by Nielsen (1995c):  
0 = I don’t agree that it is a usability problem at all. 
1 = Cosmetic problem only. 
2 = Minor usability problem. 
3 = Major usability problem. 
4 = Usability catastrophe. 
Nielsen (1995b) argues that Heuristic evaluation is suitable for early stage prototypes and also 
for nearly finished products. Heuristic evaluation does not require a fully functional prototype 
to be evaluated. Evaluators are not to use the system to perform real tasks, but to find flaws in 
the user interface design and are therefore suited to evaluate prototypes that exists only on 
paper. 
“Since the evaluators are not using the system as such (to perform a real task), it is 
possible to perform heuristic evaluation of user interfaces that exist on paper only and have 
not yet been implemented (Nielsen 1990). This makes heuristic evaluation suited for use early 
in the usability engineering lifecycle.” (Nielsen, 1995b) 
Nielsen (1995b) also suggests having a discussion with the participants after the evaluation 
session to identify further usability problems. To get the best results out from a heuristic 
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evaluation it could be beneficial to create a task list. A task list is recommended in early stage 
prototypes to guide the evaluators through the prototype. The task list should be goal-
oriented, be unambiguous and should not need any further explanation. Tasks should also be 
directly aimed at testing and utilizing the interface (Lazar et al., 2010). 
Cognitive walkthrough 
A walkthrough refers to a situation where evaluators go through a set of task in a given 
scenario which is the prototype to be tested. Cognitive walkthrough has been used mainly to 
establish how easy the prototype is to learn (Dix et al., 2004). This requires that the prototype 
is fairly detailed. Details like where the menu is placed and the wording can make a big 
difference, as ambiguous words can confuse users. The evaluators are to go through list of 
tasks. This list should contain tasks that the end users will want to do, both frequent and 
rarely, but important task (Lazar et al., 2010). The task list should be complemented with a 
list of actions that is required to complete the task.  
The evaluators should be experts in HCI and know a great deal about interface design. It is 
also important that they have an understanding of who the end users are and what types of 
task they might want to perform using the prototype.  
When conducting a cognitive walkthrough the issues that are found should be registered on an 
evaluation form that consists of both good and bad findings in the interface. The findings 
should be appended with the severity rating of the issue indicating whether the issues might 
occur often and how serious it will be for the user. The finding are later gathered and 
reviewed by the facilitator of the evaluation and prioritized which that are possible to fix and 
not. 
User evaluation 
The methods that are described below use domain experts or end users to evaluate prototypes 
and interfaces. Methods that fits under user evaluation ranged from laboratory experiments to 
field studies (Dix et al., 2004). This section will focus on methods that fall under field studies 
and observational techniques. Here the domain users evaluate and use the prototype design so 
that the designer can better identify the users need (Lazar et al., 2010). Both Lazar (2010) and 
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Dix (2004) frequently mention that users are to be reminded often that they are testing the 
interface and that it is not them that are being evaluated. 
Think aloud and cooperative evaluation 
The think aloud method is a form of observation were the user is asked to talk about the 
procedures that he or she is doing. This gives the observer a deeper insight into why and how 
the participants do a certain action. The participants should talk about what they think is 
happening, what they are doing and what they are trying to achieve (Dix et al., 2004). This 
should be recorded so that the evaluator can easily analyse the participants’ thoughts after the 
evaluation. The facilitator should be careful not to remind the participant too often on 
thinking aloud, as that might lead to the participants feeling watched and their cognitive flow 
is interrupted (Lazar et al., 2010).  
A similar version of thinking aloud method is the cooperative evaluation. Here the user is 
considered to be more of a collaborator in the evaluation, rather than an experimental 
participant. The facilitator is here able to ask the participant question during the exercise if 
there is unclear behaviour. The participants are also encouraged to ask the facilitator questions 
if there are any objects or tasks that needs to be resolved (Dix et al., 2004). This process is 
more relaxed than the original think aloud method, as it allows the participant to be a part of 
the process, rather than just a subject in the evaluation.  
Interview 
Conducting an interview after an evaluation session can provide the facilitator with new and 
undiscovered information about the usage of the prototype. The facilitator is here able to dig 
deep into how the user felt using the prototype and how they felt while conducting the tasks 
(Dix et al., 2004). An interview session is divided into three degrees of control; structured, 
semi-structured and unstructured. The structured follow a pre-defined script and rarely allows 
for input outside the script. In semi-structured the facilitator has a script, but lets the 
conversation flow freely if the interviewee roams of outside the pre-defined script. 
Unstructured is more like a regular conversation where the facilitator only provides the topics 
of the conversation (Lazar et al., 2010). 
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During the interview the facilitator can record the audio from the session, take notes and use 
other material to provide the participant with context. The facilitator can ask the interviewee 
to use a paper and pen to draw a quick example of how a prototype might look like. At the 
end of the interview it is possible to add a debrief session. Here the facilitator can ask 
questions that did not fit into the earlier conversation or topics, for example if the participants 
have anything else they would like to add (Lazar et al., 2010). 
Multi-dimensional In-depth Long-Term Case study 
Shneiderman and Plaisant (2006) describes this method as a suitable method for evaluating 
and measuring the impact information visualization has on users. Further, in the same article 
it is argued that this method can provide the researchers with a better understanding of how 
insight is created and how that raises efficiency. Multi-dimensional refers to using several 
data gathering methods, like interview, surveys, data logging etc. In-depth means that the 
researchers are to work closely with the domain users, so close as they almost become 
partners (Shneiderman and Plaisant, 2006). 
Longitudinal studies aim at measuring changes in a user environment over a prolonged period 
of time. The goal is to see how patterns of use can change during a period of time (Grønmo, 
2004). This is measured through some variables that are relatively frequent gathered and 
analysed by the researcher. Through this data gathering the researcher can see if there are any 
fine changes in the usage of a prototype for example.  
This method is a combination of field study and case study where participants behaviour are 
subjected to research as well as the information visualization program (Shneiderman and 
Plaisant, 2006). Saraiya et al. (2005) mentions the use of longitudinal studies used to measure 
the effectiveness of visualizations.  
Group-based expert walkthrough 
Følstad (2007) argues that this method is a good way to involve users as evaluators since the 
structure of the methods does not require training and user who are accustomed to usability 
evaluations. The method is structured so that the facilitator guides the evaluators personally 
and using structured documentation in the session. This method can be used on early stage 
prototypes to evaluate the usability of a tool. 
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Preparations are vital as the evaluators are to conduct the task without thinking too much 
about reviewing for example heuristics along with completing the tasks. Preparations include 
preparing task scenarios, presentation material and documentation, this is to be delivered to 
the evaluators and task leader before the evaluation begins. The scenario task list should 
contain a very detailed description on how to complete these tasks and how the system is to 
respond to each interaction. The documentation handed out to the participants should have a 
numbered reference to each interaction with either image or text.  
The final result of the evaluation is a written report on the findings from the evaluation. The 
findings usually include usability issues, suggested design improvements, and other 
comments that could be of help in advancing the development. All of the findings are to be 
rated according to a severity scale, much like in heuristic evaluation. 
2.5.3 Summary of evaluation methods 
This section is a summary of the described methods from the related chapter, usability 
evaluation. Following is a description of some of the terms used in the summary form found 
below. Table 4 is taken from Dix et al. (2004, p. 360-362) where there is a comparison of 
different evaluation methods. 
The different columns consists of four sets, were some of them have subsections. The method 
column contains the name of the evaluation that is found in the literature. Stage represents at 
which level the prototype should be when conducting such an evaluation. Data collection 
characteristics have three sub-sections; setting, data collected, and intrusive. Setting is where 
the method is designed to be used for evaluation. Data collected is what type of data that can 
be collected from an evaluation method, quantitative or qualitative. Intrusive refers to which 
level a method requires the evaluator to gain close access to a person’s personal space and 
how much that contact may affect the results of the evaluation. Resource requirements consist 
of another three sub-sections, time, equipment, and expertise. Time refers to the overall time 
it takes to complete a method rated on a scale from low to high. Equipment is how much 
resources are needed to conduct the evaluation. Expertise refers to the level needed for 
conducting that particular evaluation method. 
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Table 4 - Summary of methods 
Method Stage Data collection characteristics Resource requirements 
 Stage Setting Data 
collected 
Intrusive Time Equipment Expertise 
Expert evaluation 
Heuristic 
evaluation 
All Laboratory Qualitative No Medium Low High 
Cognitive 
walkthrough 
All Laboratory Qualitative No Medium Low Medium 
Model based 
walkthrough 
Design Laboratory Qualitative No Medium Low High 
User evaluation 
Think aloud Implement
ation 
Laboratory 
field 
Qualitative Yes High Low Medium 
Interview All Laboratory 
field 
Qualitative 
Quantitative 
No Low Low Low 
MILC Implement
ation 
Field Qualitative Yes High Medium High 
Group-based 
expert 
walkthrough 
All Laboratory Qualitative 
Quantitative 
No Low Low High 
2.5.4 Analysing data 
As seen in summary section, the methods described are mostly qualitative. This section is 
focused on how to analyse qualitative data, as that is what will be collected in the method 
chapters.  
There are few, if none, generic standardized analysis tools for qualitative data. Instead the 
analysis is more based on general strategies (Grønmo, 2004). The goal of data analysis is to 
find patterns in the dataset that can be used as results in a conclusion or to develop further 
hypothesis (Lazar et al., 2010). To get there from raw qualitative data one has to organize the 
material into information. This can be done through coding and further interpret this into 
categories and concepts. The coding process start with getting a broad picture of the material 
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and finding characteristics that would describe sections of the data (Grønmo, 2004). This can 
then again be used to create categories and concepts.  
Categories are collections of phenomena with a certain characteristic that was coded in the 
previous step. The categories must be more specific than the already coded material. The 
research question should form which categories that are relevant to the research project and 
further rate which are more valuable than others. Concepts are somewhat different as they 
provide the description of one or a group of categories (Lazar et al., 2010). When finding 
concepts it is important to find terms that can be related to earlier or future research so that the 
data material can be used by others who conducts similar research (Grønmo, 2004). 
2.5.5 Defining validity 
Validity refers to the data material relation to the research question posted for the study. The 
validity can be said to have a high rating if the data material that has been gathered through 
different methods are relevant to the research question (Grønmo, 2004). Validity can then be 
said to be a measurement for how well the methods are suited for collecting data that is 
relevant to the research question. Lazar et al. (2010) defines it as; to which extent the results 
from an evaluation holds true for the general population one would like to generalize. Both of 
these revolve around the same meaning, that the data gathered must prove some relation to the 
object of your research. 
A higher rating on the validity would mean that the selection of information, participants, 
tasks, material, consistent terminology, what data is gathered and the data gathering itself is 
done so that it is relatable to the research question. If one can show that the interpretation is 
firmly grounded in the data, you can go a long way towards establishing validity (Lazar et al., 
2010). Validity can be divided into smaller subsections, for example internal and external 
validity. 
Internal validity is a measurement for how an evaluation is conducted and if it is conducted in 
a satisfactory way. This is to ensure that there is a clear relation between a cause and effect. 
Meaning that there is a higher degree of control during the evaluation or experiment, for 
example when conducting experiments in a laboratory setting. This would affect the realism 
of the evaluation and the external validity. External validity is a measure for how the results 
of an evaluation mirror reality and can be generalized to the intended population of the 
40 
 
evaluation. The external and internal validity is two opposing forces that can be hard to 
combine, but both are necessary to consider when conducting evaluations.  
 Findings from related work 2.6
Reviewing the collected material one can see that there is a clear consensus on the use of 
visualization as a method to create insight among viewers. By simplifying data through visual 
elements and smart pattern design viewers are better equipped to gain new knowledge from 
the data. Several principles and criteria for developing good visualizations have been listed 
and should be considered as the development of the tool beings. To ensure a smooth 
development process it is recommended that there is used an iterative process. Using an 
industrial approach for rapidly developing and evaluating prototypes can be beneficial when 
time is a restricting factor. It is recommended to conduct usability evaluation on low-fidelity 
prototypes before developing a high-fidelity tool to mitigate usability issues. 
The literature indicates that to measure insight gained from visualization one has to conducted 
in-depth studies over an extended period of time. Research shows that the subjectiveness of 
insight is hard to measure and difficult to quantify. A few methods have been recommended, 
such as MILC and longitudinal studies. These require lots of time and resources, but are 
regarded as sufficient and accurate. Other studies, like short term benchmark methods are 
good for specific task and function evaluation, but in relation to the longitudinal studies it is 
less accurate for measuring for long term effects, like for instance improving effectiveness. 
Open ended evaluations on visualisations seemed to generate more accurate and deeper 
insight when the participants were domain users. This indicates that visualizations perform 
better when they are developed for a specific audience. Several measurement characteristics 
have been listed, so that some quantifiable data can be gathered through short-term 
evaluations. These should be used when conducting future evaluations. The methods 
described in this chapter are suitable for evaluating the usability of a prototype and can be 
supplemented with evaluation framework that will also measure insight. 
The reviewed literature shows that there is little research done on the use of such a 
visualization tool in the ATM industry that aims at enabling self-evaluation. This thesis will 
help to append some more information to the area of using visualization as a self-assessment 
tool and provide a small foundation for further research.   
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 Visualization tool 3
This chapter describes the visualization solution that was developed in terms of functionality 
and user interface. The first part of this chapter is a description of the tool and its functions. 
Here the different elements of the tool will be explained, as well as a description of the 
development and programming of the tool. In the second part the data gathering for 
specifications and requirements is described as a chronological sequence, from the data 
gathered in the first simulation conducted in the ZeFMaP project and to the results from the 
heuristic evaluation.  
Design overview 
The tool has three main elements, when combined they result in an interactive visualization 
that are to test whether ATCOs can self-assess using the visualization tool. The three elements 
are; radar video window, a graphical representation of the traffic scenario in the radar video 
and controls for video and time-manipulation. The visualization tool and layout of the 
elements can be seen in Figure 10. 
On the left side of the visualization tool, the radar video is placed. This video is a small 
extract of the traffic scenario from the second simulation conducted in the ZeFMaP project. 
The video is navigable so that users can move the video around on the left half side of the 
screen to get a better view of the traffic scenario.  This can be done by left-clicking the video 
with the mouse, moving it around and placing the video in a new position. To get better detail 
from the video, it is also possible to zoom in to get a better look at a section of the airport. 
This can be done by either scrolling the wheel on the mouse, or performing a scroll gesture on 
the track-pad if using a laptop. 
On the right hand side of the visualization tool, the graphical representation of the traffic 
scenario is placed, referred to as flight progress chart. This graph is a Gantt chart that 
visualizes each flight, on the y-axis, according to a timeline, on the x-axis, and the coloured 
bars represent which ATCO that had a flight according to the given time. The timeline is 
synced with the video using a progress bar that overlays the visualization. This gives the 
viewer a clear and detailed position for where a flight is and which ATCO is in charge at any 
given time. 
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The third element in the visualization tool is positioned under the Gantt chart. This element 
contains the controls for the video and progress bar. There are five elements in this section; a 
play/pause button, a button for skipping 30 seconds forward, a button for skipping 30 seconds 
backwards, a reset video button, and an input field where the user can insert a time value they 
wish to skip to. These elements are implemented to support Shneiderman (1996) information 
seeking mantra of letting the user interact with the data and rearrange it the way they see fit. 
Flight progress chart 
The flight progress chart consists of stacked bars that represent which ATCO that had a flight 
at any given time. One bar is represented with a specific colour; the colour defines which 
controller that had a flight at any time along that bar. The bar expands over a certain amount 
of time, which can be seen on the x-axis, this represents how long one controller had a flight. 
When a bar changes to a new colour there has been requested a handover. A handover 
happens when an ATCO has guided a flight through his responsibility area and the flight is 
soon to enter a new area belonging to another ATCO. The handover process is complete when 
the flight strip is received by the next controller. This process is initiated by the current 
controller issuing an order that the flight is to contact the next ATCO, which will guide the 
flight further. The CTOT (Calculated Take-Off-Time) represents the time a flight is planned 
to take off. This time is a time-slot that spans from 5 minutes before the CTOT to 10 minutes 
after, giving a total of 15 minutes. The Actual Take-Off-Time (ATOT) is the registered point 
where the flight has gone beyond the responsibility area of the TWR controller. Figure 11, 
Figure 12 and Figure 13 explains the process of how the flight progress chart visualizes the 
handling of flights. 
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Figure 10 - The final visualization tool, full size can be seen in appendix 9.3 
  
Flight progress chart 
Control panel 
Radar video 
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Figure 11 - Arriving flight to APRON1 
 
 
Figure 12 - Departing flight from APRON2 
 
 
Figure 13 - Departing flight from APRON1 
Radar image ATCO zones 
The traffic scenario that is presented in the tool is taken from the second simulation conducted 
at USBG. The airport used in the simulation was Hamburg airport. On that particular airport 
they have four controller zones that are to efficiently order traffic around the airport. The four 
zones consists of; APRON1, APRON2, GND and TWR. These four responsibility areas can 
be seen in Figure 14, below. 
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Figure 14 - ATCO responsebility areas 
 Data gathering for the tool 3.1
The process of developing the visualization tool began in October 2012 with the goal that it 
should be completed as a functional tool in February 2013. The process was planned so that it 
was to be iterative with several evaluations on low-fidelity prototypes along the development 
phase. There were three main deliverables that each had their own evaluation with either 
domain experts or HCI experts. After each one of these evaluations, larger implementations 
and changes was incorporated into the visualization tool. 
This part of the chapter will describe how the first to evaluations were conducted and the 
results. The results presented after each evaluation were issues and improvements, some of 
these were implemented into the tool to improve it for the final evaluation. Some of the 
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suggested functionality could not be implemented due to technical limitations and the time 
available. 
3.1.1 Initial interviews 
This study was as a part of the post-run interview after the second simulation. The interview 
consisted of a 15 minute individual session where five controllers were asked to solve three 
benchmarks using the visualization. Two of the participants were experienced ATCOs and 
had worked in TWR situations. Two others were experienced ATCOs but had not worked in a 
TWR setting before and the final participants was an ATCO student with no experience from 
TWR situations.  
The visualization had been generated using data from the first simulation that was conducted 
at USBG in June 2012. The visualization consisted of a single stacked bar graph with 
information on how long an ATCO had a flight. The information in this visualization was not 
arranged in real time as it was in the final visualization tool. The graph can be seen in Figure 
15. 
The participants were handed a printed sheet, with the graph shown in Figure 15, and then the 
interviewer explained the purpose of the visualization. The participants were then asked to 
solve the following benchmarks: 
 Circle the longest time elapsed where an aircraft was under the control of 
APRON2? 
 Circle the longest time elapsed where an aircraft was under the control of 
TWR? 
 Can you explain the progress of flight DLH3RT, from CDC to take-off? 
The benchmarks were read aloud and the participants were to respond by circling the right 
answer and/or answer verbally. The interview session was audio recorded and the facilitator 
took notes during the session. The data gathered was analysed in two steps; (1) comparing the 
benchmark results with the predefined correct answers, (2) transcribing and summarizing the 
interviews. 
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Result 
The first and second benchmark proved to require very little effort to solve from the 
participants point of view. All five participants answered correctly and agreed that such tasks 
were easy to solve using the visualization. 
The third benchmark required a bit more insight into air traffic control as they were to 
interpret how a flight have progressed through the airport, and if there was any abnormalities 
during this path. This led to some confusion among the ATCOs, and they all agreed on that 
there was too little information to in the graph alone to solve this benchmark. The participants 
came up with educated guesses, but highlighted that they in no way could assert to whether 
the answer was correct from just using the visualization. There was a general agreement that 
they needed more information to solve such tasks. In general all of the participants found the 
visualization interesting and useful for its intended purpose. One participant did however not 
think that such a visualization would be used and thought it better to get direct feedback in a 
simulator from an instructor. A quote from this participant is included below. 
“I would rather go back to the position and play through the scenario at a certain position so 
we could talk through the problem. Like, we could have done this better or that better. But I 
wouldn’t use like a sheet of paper.” 
The participants found that the visualization in itself did not contain enough information to 
assess a traffic pattern in detail. They needed more information to better be able to assess the 
scenario. Some of the participants proposed using a radar image to supplement the 
visualization with more information. The radar would be a good supplement as this is a tool 
ATCOs already know how to read and use. This way they do not have to learn new tools to 
use such a tool. A quote from one of the participants who suggested is included below. 
“… Why these aircraft was so long on apron1, the graph can’t tell you that. You maybe want 
to have, well ok, what was the radar situation at this time when you look at it.” 
It was clear that most of them were interested and enthusiastic about an application that could 
be used for self-assessment. The visualization must be appended with more information if it is 
to be useful for ATCOs. 
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Figure 15 - Graph showing time consumption for each ATCO, (Eide et al., 2012) 
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3.1.2 Heuristic evaluation 
As part of the development, a heuristic evaluation was conducted to find and solve user 
interface problems. The evaluation was conducted using seven experienced HCI experts that 
had little or no experience in ATM or from the ZeFMaP project. This formative usability 
evaluation was conducted to find early issues that existed in the visualization tool. 
The paper prototype tool 
A low-fidelity prototype was created using Pixelmator, a graphic design tool and Microsoft 
Excel for sorting the data and creating the graph. The slides created, seven in total, were 
printed out in four sets onto A3 sized paper. They were then stitched together in the correct 
order and numbered, so that finding the usability problem discovered by the evaluator would 
be easy to track. The slides were designed so that flipping through the pages presented an 
interactive process with the tool, just like a storyboard. The storyboard approach was to 
resemble how the actual process of using the tool would be. Each page corresponded to a task 
from the task list which is presented in appendix 8.2.4.  
There was included another function into the paper visualization tool that was a part of the 
ZeFMaP project. This feature was an algorithm constructed to calculate the optimal route for 
flights along the ground to and from gates. The tool was to include a couple of the slides with 
this optimized route calculation, were ATCOs could change between viewing layers of 
optimized route and their own route. Slides three through six illustrate how this feature could 
be implemented. The route was to be drawn onto the visualization tool so that evaluators and 
ATCOs could alternate between viewing which route that is the most beneficial at each 
possible route change. All slides can be viewed in appendix 8.2.7. The layout of the tool and 
an image of the design can be seen in Figure 16 below. 
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Figure 16 - The paper prototype visualization tool 
Participants 
Seven evaluators took part in the evaluation. All of these were considered to be HCI experts 
and six had conducted or taken part in a heuristic evaluation before. The one who had not 
taken part in this sort of evaluation before did require some explanation on the process of 
evaluating with heuristics. The evaluators had been given out the chosen heuristics a couple 
of days in advance so that they could familiarize themselves with the heuristics that the 
prototype visualization tool was to be evaluated against. 
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Procedure 
The session lasted for roughly 90 minutes divided into three parts: introduction, evaluation, 
and discussion. Evaluators were free to ask questions during the whole session. The 
evaluators were given a sheet with the chosen heuristics for reference; these can be seen in 
appendix 8.2.2. An evaluation form was also handed out; this can be seen in appendix 8.2.1.  
The session started with a 15 minute introduction of the visualization tool and ATCO 
workflow from the simulation. The evaluators were urged to ask questions if they had any. 
The tool was handed out to the evaluators and explained in detail, using projected slides of the 
tool onto a screen. The ATCO workflow was explained using a video from the simulation 
conducted at USBG in November. At the end of the introduction the task list was listed at the 
projected screen so every evaluator got to see how the evaluation was going to be conducted. 
The evaluation session lasted for about 45 minutes. During this session the evaluators were to 
evaluate the user interface and usability of the visualization tool by thinking how they would 
solve task from the list. The tasks were meant to provide a sensation that the prototype tool 
was an interactive prototype. There were six tasks the evaluators were going to perform using 
the seven slides they had been handed. They were urged to ask questions to any part that was 
not understandable. When the evaluators had spent enough time on one task the intended 
action, for solving the task, was explained so that they could evaluate the interaction up 
against their own perception on how to conduct the tasks. The findings were then written 
down on the evaluation form. 
After the evaluation session there was time for a 30 minutes discussion on the design aspects 
of the prototype visualization tool, as well as future implementations in the tool. The 
discussion was mostly led by the evaluators who discussed among themselves on their 
different views on design issues regarding the prototype. During this discussion notes and 
audio was recorded by the facilitator of the evaluation. 
Heuristics 
Nielsen proposes ten heuristics that acts as guidelines for development as well as for 
evaluating user interface. In this evaluation it was decided not to include all of the ten 
heuristics from Nielsen (1995a). The prototype visualization tool was in its early stages and 
did only exist as a low-fidelity flip board prototype and it was decided to leave out some of 
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the heuristics. This was due to restriction in time available for conducting the evaluation and 
as the prototype was at a stage where it was not possible to re-enact features that the heuristics 
were meant to test.  
The heuristics that were chosen are listed below, a full set of the ten heuristics from Nielsen 
can be found in appendix 8.2.3.  
Table 5 - Heuristics for evaluation 
Heuristics Description 
Visibility of system 
status 
The system should always keep users informed about what is 
going on, through appropriate feedback within reasonable time. 
User control and 
freedom 
Users often choose system functions by mistake and will need a 
clearly marked "emergency exit" to leave the unwanted state 
without having to go through an extended dialogue. Support undo 
and redo. 
Consistency and 
standards 
Users should not have to wonder whether different words, 
situations, or actions mean the same thing. Follow platform 
conventions. 
Flexibility and 
efficiency of use 
Accelerators -- unseen by the novice user -- may often speed up 
the interaction for the expert user such that the system can cater 
to both inexperienced and experienced users. Allow users to 
tailor frequent actions. 
Aesthetic and 
minimalist design 
Dialogues should not contain information which is irrelevant or 
rarely needed. Every extra unit of information in a dialogue 
competes with the relevant units of information and diminishes 
their relative visibility. 
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Gathering data 
Each evaluator was to evaluate for themselves and write down their findings. This is to ensure 
that the evaluation stays as subjective as possible through the whole process. Data gathering 
was done by using the evaluation forms and notes from the discussion session.  
There is no need to interpret the evaluators’ actions during the session, only their findings. 
The evaluators find the issues in the prototype and the observer need only to focus on the 
evaluator’s comments and finding. In this evaluation there were seven evaluators. Their 
findings written by hand on the evaluation form and transcribed after the session was over. 
The results were then organized after heuristic, slide, and rating to get a clear view of the data.  
The discussion session at the end of the evaluation was conducted so that the evaluators could 
discuss among each other. If the discussion became irrelevant to the focus of the session the 
facilitator of the evaluation could direct the discussion back on track by asking about certain 
aspects of the prototype visualization tool. 
Analysis 
The analysis was conducted using the gathered data and transforming it into information by 
rinsing the data of duplicates. Duplicate findings were put together and got an average rating. 
The results were then categorized into 13 individual groups where the number of incidents 
was registered along with their average rating. 
Result 
The evaluation forms were collected and translated from Norwegian to English while 
maintaining the actual meaning of the problem. The list consists of 83 usability problems and 
can be found in appendix 8.2.6. The usability problems found were sorted and then divided 
into their respective slides where duplicates from each slide were removed. That cut the list 
down to a total of 50 problems on all seven slides.  
To further reduce the list of usability problems the duplicates across slides were grouped. The 
groups were sorted after the usability problems similarity and problem area. The list was 
reduced down to 13 grouped problems; nine of these were groups of usability issues and four 
individual issues that did not fit any group. The most frequent usability problem was when the 
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evaluators were to select layers. They found it difficult to choose a layer as there was not any 
checkbox to select. The second most reported problem also regarded the layers, and that they 
lacked a legend to explain the colours used to draw each route. There was no explanation on 
which route was ATCO or Optimized. 
 
Figure 17 – Findings from heuristic evaluation 
Findings from the heuristic evaluation can be viewed in the Table 6 or Figure 17. The 
usability problems are here divided into groups where blue represents the number of problems 
in one group and red represents the average severity rating the evaluators gave that problem.  
The discussion that took place after evaluation gave a lot of interesting feedback on how the 
usability could be improved. Some thought that the one page layout was fine since you got the 
complete overview and didn’t lose any information. Other thought that it should be divided 
into two pages, (1) where flights are selected and (2) where the radar would take over as this 
would give more detail to the radar. Most of the issues that brought up during the discussion 
were also found during the evaluation session and are therefore not summarized further. 
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Group definition 
The usability problems were grouped after their similarity and problem area after 
interpretation from the facilitators understanding of the problems. Only the problems that are 
grouped are described below, single problems are described in appendix 8.2.5.  
 Checkbox: these are issues that can be directly linked to the layer selection 
area in the prototype. Issues mostly related to the visibility of selecting a 
certain layer and making it more visible by using standard checkboxes. 
 Layers: these issues also relate to the layers area but focuses on the colours 
used and the need for an explanation or legend of which colour is optimized 
and ATCO route. 
 Selecting flights: issues directly related to the selection of flights and the 
manipulation of these. Inconsistencies and logical breaches as well as design 
decisions for visually presenting a selected flight in the radar screen. 
 Timeline: issues regarding using and manipulating the timeline and how it 
affects the graph and selected flights. 
 Zoom tool and layer selection: users should have the ability to manipulate the 
prototype using a grouped tool. They should not have to search through the 
prototype looking for the tools. Group zoom-bar and layer selection and make 
them easy to understand. 
 Data and information: inconsistencies in data set and in-prototype 
information.  
 Colours: colour choices on the overall layout of the prototype.  
 Optimal route usage: these issues related directly to the additional prototype 
which was added as an addition at request from the ZeFMaP team. 
 Graph: to get a better understanding of the graph certain information should 
be added. Issues regarding this are placed in this group. 
Table 6 – Number of issues found in each group 
Category Priority Number of problems Average severity 
Checkbox 1 9 3 
Layers 2 8 3 
Selecting flights 3 8 3 
Data and information 4 3 4 
Timeline 5 6 3 
Zoom & layer selection 6 6 3 
Mark handovers 8 1 3 
Sort flights 9 1 2 
Optimal route usage 10 2 2 
Graph 11 2 1 
Colours 12 2 1 
Estimated time 13 1 1 
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 Developing the tool 3.2
Initial studies showed that more information was needed in the visualization tool before an 
ATCO could derive accurate and more detailed information from it. They suggested that to 
implement a radar image over the current traffic scenario would improve on the information 
one could gain from the visualization. During the second simulation at USBG all data was 
recorded, this included a video feed from the radar that the ATCOs used during the 
simulation. This radar video showed all the flights that arrived and departed during the second 
simulation run. It was decided that a functional visualization tool had to be developed to 
utilize the possibility the radar video had to enhance the experience of the visualization tool. 
The development continued by creating a framework for the functional tool. There were few 
requirements set for the tool other than that it were to support familiar and easy readable data 
for an ATCO. As argued by many of the mentioned authors in the review chapter, one of the 
most important factors to designing a visualization is to know who you are designing for and 
adapt it as much as possible to their needs and preferences (Wills, 2012, Ware, 1999, van 
Wijk, 2006, Tufte and Graves-Morris, 1983, Tory and Moller, 2004, Shneiderman and 
Plaisant, 2006, Saraiya et al., 2006, Saraiya et al., 2005, North, 2006, Myatt and Johnson, 
2011, Aigner et al., 2011).  
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3.2.1 Specifications 
From the data gathered in the first and second study there were formed some specifications 
for the tool. These specifications are listed in Table 7. 
Table 7 - Specifications for visualization tool 
Number Specification Description 
1 Synchronized radar and 
visualization. 
Data set that is visualized must be time-stamped 
equally to the radar video. 
2 Navigable radar video. The user must be able to efficiently navigate in the 
video, using drag-and-drop and zooming. 
3 Time must be 
manipulative. 
Users must be able to jump back and forth in time to 
efficiently evaluate the traffic pattern. 
4 Video and Gantt chart 
must be in sync. 
There must be a timeline that shows the user where 
the video is in relation to the visualized flights. 
5 Clear guides There must be a clear legend to support the users in 
finding information. The x and y axis must also 
contain easy readable information. 
6 Non ambiguous aesthetic The representation must be aimed at ATCOs so that 
they more easily can relate to the visualized 
information. 
3.2.2 Programming the tool 
The developer had most experience with using web programming languages and therefore it 
was decided to use HTML5, CSS3, and JavaScript for development. This proved to be an 
efficient way of rapidly delivering prototypes for quick evaluations. Before starting the 
development it was decided that only a small section of the recorded data from the second run 
should be used in the visualization tool. The traffic scenario that was extracted from the 
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second simulation was chosen since it had a few delayed flights. This was done so that it 
would be possible for the ATCOs to find errors in the traffic pattern.  
The heuristic evaluation resulted in that the graph had to show elapsed time and not just how 
long each flight was with one controller. It had to be able to display the exact time the ATCO 
got the flight and be synchronized with the radar video. After some research, we found that 
the best choice for creating the flight progress chart would be to use a Gantt chart, which 
visualizes time and phases according to elapsed time. There were few, if any, frameworks that 
supported the requirements that were set for the Gantt chart. A regular Gantt chart can 
visualize a phase that goes over given time, but it is not stackable as was needed for this 
project to visualize the hand-overs from one ATCO to another.  
To proceed with developing a visualization that would suit the requirements, the data from the 
second simulation was rearranged to better fit a Gantt chart. The data was rearranged using 
Microsoft Excel, here all the time differences for a flight between each ATCO were calculated 
and put into a matrix. These values where then sorted so that each flight were registered at 
one ATCO with a time registered in hours, minutes and seconds (00:00:00). The data matrix 
can be found in appendix 9.1. Excel does not support the generation of Gantt charts, but it is 
possible to modify a stacked bar chart into one. This can be done by filling in a dummy-value, 
as can be seen in the data matrix as “Start Time”. This value is used to accelerate the bar to a 
position further from the x-axis origin point. It is possible to adjust the graphics for this 
particular bar so it becomes transparent and invisible. When this is done it will look like the 
following bars begin at a later point in time. The resulting graph can be seen in full size at 
appendix 9.2.  
The radar video was implemented using standard HTML5 video codec. The radar video was 
extracted from the second simulation at USBG and included fairly detailed visual information 
of all the flight traffic on ground. To make the video scalable and interactive it was 
implemented a plugin that allowed the video to be zoomed using the scroll wheel of the 
mouse or a scroll gesture on a track-pad. The video was made navigable by implementing a 
drag and drop function. This allowed the user to easily navigate the video by clicking and 
dragging the video image around; similar to the navigation found in for example Google 
Maps. 
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 Evaluating the tool 4
 Introduction 4.1
To answer the research question there was conducted a summative evaluation on the 
functional visualization tool, using domain experts as participants. Domain experts in this 
evaluation were ATCOs. It was conducted a benchmark evaluation using the visualization 
tool to see if it was possible for domain experts to gain insight from the information in the 
visualization. The study was conducted at Gardermoen on the March 14, 2013. There were 
five domain experts that worked at Gardermoen airport that agreed to join the evaluation and 
testing of the tool.  
The goal was that domain experts were going to use the visualization tool while conducting 
three benchmarks and in an environment that is close to a real world situation. The literature 
mentioned the use of case studies that should be conducted in real life environment with 
domain users (Shneiderman and Plaisant, 2006). 
This study have several similarities with Bentley et al. (1992), where a study was conducted 
that is based on ethnographical studies in air traffic control. Bentleys used ethnography to 
develop the design of a user interface, to interactive data base system that would inform the 
ATCOs with vital information that would help them carry out their work. 
 Aim of the study 4.2
The goal of this evaluation is to measure if the visualization tool manages to create insight 
and to get feedback on further improvements. The main goal is to use the data gathered, to 
answer the research question; can such a tool be used for self-assessment among air traffic 
controllers and students, to create insight? Initial results proved that there are some who 
believe that such a tool could be helpful in a learning environment and prove useful to assess 
certain situations. Some have been more sceptical towards using such tool to improve 
efficiency. It is important to conduct this evaluation to see how domain experts will respond 
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to a functional tool that lets them interact with basic functionality and see if they can gain 
insight from it.  
To clarify the goal of the experiment; this evaluation aims at finding out if the tool can create 
insight with the domain experts. If this evaluation is successful in creating insight and the 
visualization tool is well received by the domain users, we can say that the research question 
can be said to be confirmed.  
If the second research objective proves to be confirmed and manages to create the required 
insight among ATCOs it is assumed that it could also facilitate for better efficiency. This 
assumption comes from that more knowledge allows people to make better decisions.  
 Method 4.3
Saraiya et al. (2005) found eight characteristics which can form a solid foundation on which 
data that can be quantified. The characteristics are listed in section 0. There was limited time 
to conduct the evaluation. The limited time resulted in a short and modified benchmark 
evaluation where only some of the characteristics were measured. The entire session was 
observed by recording using screen capture software and a second digital recorder for the 
interview session. Time was not used as a measurement, due to the minimal time each 
participant had with the visualization tool and to solve tasks. The benchmarks used in the 
evaluation had several possible right answers, so to use time as a measurement would have 
been unnecessary, as there was no correct response to the benchmarks. 
Domain value was a factor that could be recorded and analysed from the screen capture and 
audio recording. The participants were told to think aloud during the benchmark session so 
that it would be possible to analyse what the participants thought along with how they used 
the visualization tool to gain information. Before the evaluation there was set a baseline for 
what would be considered to be shallow and deep insight. Shallow insight was considered to 
just use one of the elements, radar video or visualization, to gather information and come up 
with a hypothesis or answer. Deep insight was then considered to use both of these elements 
combined to come up with a more complex understanding of the traffic pattern.  
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Hypothesis was considered to be one of the characteristics that could be recorded and 
measured, as the participants were told to think aloud. This was to gain more knowledge on 
how they used the different information and how they interpreted it. Due to time restrictions it 
was decided that the facilitator could ask the participants questions along the way to lead 
them onto the right track. Questions could lead the participants into what Saraiya calls direct 
vs. unexpected insight where a push in the right direction can force the user to see something 
new. 
Correctness of the participants’ response was considered to be difficult to measure because of 
the open ended nature of the benchmarks. A domain expert might see things that the 
facilitator and observer have not seen and therefore they cannot verify the correctness of the 
participants answer and insight. 
Insight could also have been measured in breadth vs. depth, but later analysis proved that the 
time restrictions on using the visualization tool could scarcely create any deep insight. This 
meaning that the participants could not have gained a deep insight into the data points when 
they did not know the airport or the tool. 
4.3.1 Participants 
The participants who took part in the evaluation were gathered through a convenience sample. 
The participants consisted of five domain experts, who all worked as ATCOs at Gardermoen 
airport and worked in the tower control room. They had all volunteered to take part in the 
evaluation after being contacted by SINTEF. The participants had a varied work experience 
ranging from 14 to 2 years. One of the five had worked at Gardermoen for less than a year, 
and was considered to be in training for this specific airport. 
4.3.2 Benchmarks  
Benchmarks are tasks that aim at measuring how well the visualization tool is able to generate 
insight with the participants. The benchmarks do not offer one correct answer, but are open to 
several solutions. There are, however, expected results that the facilitator had found from 
reviewing the data in the visualization. If the ATCOs find the expected results one can say 
that the tool also offers some insight to none domain users. 
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Table 8 - Benchmarks 
Scenario Task Expected result 
Find the flight with the 
largest delay. 
The ATCO should use the 
visualization to find the 
flights that has the longest 
delay according to CTOT.  
Use the visualization to find 
flight DLH8UV. 
Find a possible reason for 
why this delay arose. 
Use the radar video feed and 
visualization to find out why 
this delay arose. 
Several solutions, the most 
obvious is that DLH4WA 
that had a later CTOT was 
sent out just before DLH8UV 
and delayed the flight at a 
holding point. 
Can you find another solution 
that might have avoided this 
delay? 
Use the radar to find another 
route, order of flights etc. 
Several solutions might be 
possible. The facilitator 
predicts that the answer is to 
let DLH4WA wait until 
DLH4UV had passed. 
4.3.3 Interview 
To get more information on how the evaluators felt about using the visualization tool it was 
arranged to have a short interview after the benchmark session. This interview sought to find 
if such a tool could be usable and what kind of changes were needed to make it even more 
usable and better. An interview guide was set up to steer the session into a semi-structured 
interview due to restrictions in time. Questions are listed below: 
 Do you think that such a tool could be usable and help, for example, students 
to achieve better efficiency? 
 Is there any information that you think should be available to better be able to 
evaluate the tasks that you have just solved?  
 Are there any other functions that could help solve the tasks you have just 
completed? 
 What was your feeling using this tool to solve these tasks? 
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The last two questions regarded the optimization tool that was evaluated in the heuristic 
evaluation. The participants were given a mock-up of the optimization tool. The function of 
the optimization tool was described and the participants were asked a couple of questions on 
their thoughts about such a solution. Questions are listed below: 
 Would you take use of such a tool? 
 Do you have any similar tool available at your disposal today? 
4.3.4 Procedure 
The evaluation session was conducted at Oslo International Airport (OSL), Gardermoen. The 
evaluation was set up in an office at the control tower. The visualization tool was set up at a 
desktop screen that measured 23” and had a resolution of 1920*1080 pixels. This was 
according to the initial thoughts on how big an ideal screen would be. For each participant 
there was a time limit of 30 minutes since as the ATCOs had to work alongside the 
evaluation. 
The evaluation started off with a 5 minutes introduction on the ZeFMaP project, its goal and 
visions, and how ZeFMaP could contribute to the future of ATM. After the introduction the 
facilitator held a short introduction about the tool, its intended use and how it was thought to 
be used by ATCOs and students. This led on to introducing the different functions of the tool 
and the ATCO could try to interact with the visualization tool. After the introduction a 
consent form was given to the ATCO to sign, consent form can be seen in appendix 8.3.1. 
This consent form was to be signed so that the data gathered could be used in the analysis of 
the evaluation. 
After the introduction, the evaluation session started by giving a short explanation of the 
evaluation and how it was going to be conducted. The session was set to last for 10-15 
minutes. The ATCO was then given one benchmark at a time and was told to explain their 
thoughts as they conducted the task. 
After the benchmark session there was held a short interview with each controller that lasted 
for approximately 10 minutes. The interview looked at how the participants felt the usage of 
the visualization tool and how he/she positioned him/herself towards using such a tool. The 
interview was recorded for later analysis. 
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The facilitator of the evaluation had the leading role and was to ensure that the time limit was 
not exceeded in any of the benchmarks and questions during the interview. Present was also 
an observer that asked follow-up questions when it was needed. 
4.3.5 Gathering data 
There were used several data gathering methods during the evaluation to gain as much data as 
possible for later analysis. The whole session was recorded using an external digital recorder 
to capture all that the ATCO said during the benchmarks and interview. Along with audio 
recording there was also taken a recording of the screen with screen capture software installed 
on the computer so that all the interactions with the visualization tool could be recorded. The 
observer of the evaluation also took notes during the evaluation to mark any points in time 
that might prove valuable later in the analysis. 
 Analysis 4.4
The screen capture included audio from the benchmark session so that it would be easier to 
hear and see what the evaluator did and thought. The goal of the analysis was to find out if the 
participants had gained any new insight during the evaluation session. As mentioned earlier, 
in related work, insight is a subjective experience that is hard to measure and especially in this 
evaluation with the time restrictions that were in place. Before conducting the analysis, new 
criteria for insight was defined to better evaluate the results that were gathered.  
The criteria defined how the results could prove insight among the participants. The criteria 
set boundaries for when one could say that shallow or deep insight had been gained. By using 
the tool to explain their solutions to the benchmarks, it was possible to see which of the tools 
elements that were used. The argument is that by utilizing both visualization and radar, the 
ATCOs could get a deeper understanding of the traffic scenario, than they would have by just 
using one element. Three main characteristics were set on the usage of the visualization tool: 
 Using just the radar image to gain information. 
 Using just the visualization to gain information. 
 Using both the visualization and radar image to gain better information. 
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These three characteristics were recorded through the screen capture and audio, as well as 
notes taken by an observer. The participants were to solve the three different benchmarks at 
their own accord, using either or both of the elements in the visualization tool.  
Due to the time limitations real deep insight cannot be created, as deep insight takes time to 
accumulate and can be created unexpectedly (Shneiderman and Plaisant, 2006, Saraiya et al., 
2005, Plaisant et al., 2008, Picard, 2003, Pawlak et al., 1996, North, 2006, Chen and 
Czerwinski, 2002, Carpendale, 2008). In this analysis the term insight is modified to suit the 
evaluation method and time restrictions. This is done so that the results will show that there 
has been created more advanced insight by using several data points rather than just one. That 
being said, the modified definition of deep insight used in this analysis would mean that the 
participant has gained more information by using both visualization and radar image.  
This opens up the question if it is possible to gain the same amount of information from just 
using one of the elements and thereby obsoleting the use of the other? This question is one 
that cannot be answered directly in this thesis due to time limitations. As the first initial study 
proved, using just visualization could not create any solid knowledge on similar benchmarks. 
Based on this observation it is assumed that coming to a conclusion by using just one of the 
elements would mean that the insight created was shallow. 
To make sure that the suggestions the ATCOs came up with were not just guesses, they were 
told to use the tool to explain how they came to a conclusion. By describing their thought 
process in detail and it was easier to see which element they had used. 
The data from the screen capture was arranged in a spread sheet where an interaction with the 
visualization tool was described along with the corresponding audio transcription when the 
participants thought aloud on the interaction. These results were then counted and sorted, this 
resulted in the graph Figure 18 - Graph showing number of solutions found. The graph shows 
how many solutions were found by each participant on each benchmark. The solutions that 
are registered in the graph are findings on the characteristics, observation and hypothesis, 
provided by Saraiya et al. (2005). The interview was recorded and transcribed so that a 
summary could be written up in the result section. 
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 Results 4.5
This section is divided into two parts. The first describes the results from the benchmark 
evaluation of the visualization tool itself. The second part describes the results from the 
interviews. 
4.5.1 Benchmark evaluation 
The analysis led to interesting findings on how the participants used the visualization tool to 
gain insight into the workflow and decisions of the ATCOs that handled the traffic scenario. 
As the functional version of the visualization tool had never earlier been tested on ATCOs it 
was interesting to see how easily they caught up with the information displayed both in the 
flight process chart and in the radar image. The results in this section are presented and 
summarized in the order that the benchmarks were conducted. Unfortunately the screen 
capture from participant number 3 was corrupted on and could not be played back. Due to 
this, we have not analysed any data from participant number 3, except observer notes.  
The first benchmark showed that the participants could easily identify delays using the flight 
progress chart. All five participants immediately identified the flight which had the longest 
delay in the dataset. None of the five participants used the radar image to find out which flight 
that had the biggest delay. This result was as expected when developing the benchmark tasks. 
Although the participants easily found the flight with the longest delay, they had some trouble 
grasping the representation of CTOT in the flight progress chart, as this was not explained 
well enough prior to the test. CTOT is a point in time that denotes when a flight is scheduled 
to take off from the runway. The CTOT slot ranges from 5 minutes before the given CTOT to 
10 minutes after, giving a window of 15 minutes when the flight can take off. In the graph this 
was used as a marker for when the flight ideally should have taken off. Here the terminology 
was not clear enough from the facilitators’ side and this led to some confusion for two of the 
participants and had to be explained to them. The graphical representation of the CTOT slot 
should have been better visualized by showing the entire time frame that the flight was given. 
The second benchmark test which consisted of finding a possible underlying cause of why the 
delay occurred in the first place, proved to be a bit harder. Again, the participants used the 
flight progress chart to solve the tasks, except one of the participants who did not hesitate to 
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use the radar image. By using the flight progress chart the ATCOs identified several possible 
causes for the delay. Despite the fact that several causes were identified, the participants all 
came to the conclusion that there was no clear way to tell whether the identified causes were 
valid or not. Based on the feedback from the participants, this was largely due to the fact that 
none of the ATCOs had previous knowledge of the layout of the airport. The facilitator urged 
participants to use the radar image to find more plausible causes for the delay. When the 
participants used both elements of the visualization tool (i.e. bot radar image and flight 
progress chart) their answers became more detailed and they seemed to become more certain 
that their answers were valid. Before the evaluation began the facilitator had predicted that 
one of the solutions the participants would see and most likely would conclude with was that 
flight DLH4WA got clearance to early, causing flight DLH8UV to have to wait in line, and 
thereby delaying the flight even more. This result was only found by one participant, number 
2, who gave this as one possible solution to the delay. This scenario was proposed to the other 
participants by the facilitator. The participants agreed that it would be a possible solution to 
reduce the delay, but also highlighted that there was a queue at the runway and that DLH4WA 
asked for clearance to late according to its CTOT.  
The third benchmark was to find optional solutions where the delay might be reduced or 
avoided. In the second benchmark the participants agreed that by letting DLH8UV pass 
before DLH4WA would reduce the delay some, but that it would most likely not avoid the 
delay completely as the flight requested departure clearance too late in the first place. When 
the participants were to further explore other solutions they all consented that the lack of 
knowledge about the airport and details on each flight severely reduced their ability to 
evaluate other solutions. The participants said that to have detailed information on the actual 
events that led to the delay they could have used the communication between the pilot and 
ATCO. If this were to be added as functionality in the tool, more details could have been 
derived and made it easier to evaluate the events that led to the delay. The radar image did not 
show potential paths were flights could stop and let other flights pass and not knowing about 
the workflow that might be implemented on a relatively large airport like this.  
In sum, the results from the benchmark tests shows that information visualization can be used 
as a self-assessment tool for ATCO and ATM students to review and assess workflow and 
performance in TWR control rooms. Whether the solutions the participants found are correct 
or not, cannot be verified in a small-scale study as the one reported here. However, it is clear 
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that the ATCOs that participated in the study were able to use the visualization tool to assess 
the traffic scenario and to find plausible solutions to the benchmark tasks. This shows that the 
visualization tool is capable of generating valuable insight. The second benchmark resulted in 
the participants giving more detailed descriptions of possible solutions when using both the 
radar and graph. This indicated that the ATCOs understood more of the traffic scenario when 
combining these elements. A summary of results found can be seen in Figure 18. 
 
Figure 18 - Graph showing number of solutions found 
4.5.2  Interview summary 
The interview that was conducted right after the benchmark evaluation focused at capturing 
the ATCOs opinion about the usefulness of the tool, and their suggestion for how the tool can 
be improved in the future. 
The interview session gave a lot of useful input regarding the usefulness of the visualization 
tool. All five ATCOs came forwards with several suggestions for how the tool could be 
further improved. The participants agreed that such a tool could have its uses in a learning 
environment, but maybe less use in a professional environment where ATCOs have routines 
to keep track of their workflow. As a learning tool it would be beneficial in a situation where 
the student and instructor are to discuss a traffic sample that has been simulated. Then the 
student and instructor can go back and have an accurate image of what happened during a 
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scenario and leave out contradicting opinions. It was suggested that the tool should be used 
immediately after a simulation session so that the ATCO or student had the situation fresh in 
mind to better evaluate the scenario. Some of the ATCO thought that such a tool could affect 
the students in a negative way if they do not have the basic knowledge on ATM routines. 
Without the funding knowledge on how aircraft traffic is to be handled it can be difficult to 
assess what would be the right decision and what a wrong decision is. A quote on this topic 
from interview is included below. 
«This makes it much more concrete than just thinking back on the situation. It is easier 
to understand by using such a tool. … This requires that you have quite a lot of knowledge so 
that you do not create a source off error in yourself.” 
It was also suggested that other functions and more information should be available as it 
would make it easier to evaluate more accurately what has happened. The information should 
include audio recording between the controllers and flights (e.g. to avoid confusion on why a 
flight left late the gate too late). As a couple of the participants pointed out, an ATCO could 
have done a perfect job even though a flight is late. The flight might have had special needs, 
something could have happened and the taxi order had to be changed and thereby delaying 
one or several other flights. This is an important factor as delays does not directly relate to an 
ATCO doing a poor job. Another point of improvement should be the radar image. The radar 
image must be of better quality so that it is easier to see details on what is going on around the 
airport. Another suggestion was to add more of the traffic that is happening on the ground 
onto the radar screen. This would allow ATCOs to further see if there is any other traffic that 
might hinder a flight. The colours in the graph should also be the same as those found in the 
radar image. Some of the ATCOs got confused when they thought that the colours in the 
graph had a connection to the colours the flight had in the radar image. The ATCOs also 
wanted the radar to display other ground movement on the airport, like service vehicles, 
snowploughing, luggage trucks etc. 
When the participants were asked about their own performance and how they thought it went 
solving the benchmarks most of them regarded their performance as average. They thought 
that the short introduction gave sufficient information on how to use the visualization tool and 
its elements so that they could perform the tasks. Two participants stated that it was unusual 
to use such a tool, and found it hard to solve the tasks as they were not familiar with the 
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airport or traffic pattern. Most of them had not seen such a tool in their line of work. A quote 
on this topic is included below. 
«Not this type. We do runs in a simulator where we can freeze the situation, but we 
cannot rewind. I think it can be used, but I do not know how actively it would be used. When 
you have worked for a while you have accumulated routines so that you know what you have 
done wrong independently of a solution like this. So the tool will be most useful for students.” 
The final questions concerned the optimization solution that was a part of the heuristic 
evaluation and how they would react and use such a tool. When they were asked to use such a 
solution in a post-self-evaluation as the visualization tool was intended for students, they 
thought it could be useful as it would make the students more independent from an instructor. 
The student could then evaluate him or her-self without the need for another person’s 
expertise. When the optimization were suggested to be included in a real-time system in an 
actual tower scenario the ATCOs became wary. There were several concerns brought up. 
Mostly there was the insecurity that an algorithm could possibly take into account all the 
variables that are needed to evaluate a traffic pattern at an airport; this including flights, 
ground vehicles, persons, snowploughing, holding points, in and outgoing traffic etc. The 
second most brought up concern was the possibility that the ATCO might get lazy with such a 
system being implemented. This could lead to the ATCOs not considering issues that might 
arise when selecting the calculated route. The thought of giving up control and letting a 
computer calculate the best route was also a factor, the sensation of not being in control. 
When the participants thought of using such a system at Gardermoen they quickly rejected it 
as the airport is too small and have very few taxiways that can be varied. They thought that 
such a tool would be more relevant at bigger and more complex airports.  
 Threats to validity 4.6
There are several aspects of the study that can be questioned with respect to validity. In this 
section we describe relevant threats to validity.  
4.6.1 Internal validity 
The results gathered from the evaluation indicated that the ATCOs were able to assess and 
find suggestion to how the delay could have been mitigated. To be sure that the suggestions 
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were not made on experience alone they were asked to use the tool to explain what they saw 
and how they used it. This was to ensure that the insight was gained from the tool. 
4.6.2 External validity 
The visualization tool focuses on creating insight among ATCOs and ATM students in their 
own environment. To generalize the findings from this study one would have to also conduct 
a study that evaluates students as well to see if it is possible to find similar results there. 
Larger studies could help to further generalize the results. 
The visualization tool was evaluated with data from Hamburg airport, which none of the 
participants were familiar with and thereby rendering them as novice, as a student might be. 
This led the participants not being able to confirm their suggested solutions, as they were not 
familiar with traffic patterns and passageways at the airport. This could also hold true if a 
similar evaluation was conducted on other ATCOs that do not know the layout of the airport.  
The participants that took part in the study were only given a five minute presentation of the 
tool before testing was conducted. Furthermore, they were unfamiliar with the scenario they 
were presented with in the tool (including both airport infrastructure and flight patterns). This 
limited amount of training and familiarity could have a negative impact on the participants’ 
ability to make efficient use of the tool, which would impact negatively on the results. 
The evaluation was conducted in a realistic setting as the visualization tool is intended to be 
used. The ATCOs did not have enough time with the tool to completely familiarize 
themselves with its functions and find a good way to assess the traffic pattern. In the short 
time they had with the tool they did, however, manage to come up with suggestions to the 
tasks. This could indicate that the tool is easy to use and provide easy readable data. To 
improve on the generalizability of the study it could be beneficial to give the participants 
some time with the tool to learn how to use it and provide traffic scenarios from airports that 
they know. 
4.6.3 Construct validity 
The evaluation method used to test the tool is developed from the literature review on similar 
research done on insight and visualization. Those methods used in the reviewed literature 
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were more sophisticated and done over a longer period of time, than what was possible here 
in this study. The method used in this study tried to utilize the same principles and adapt them 
to the time frame that was set for this evaluation. This argues that the construct validity could 
have been better, although the method was the same as from the literature, only adapted 
towards this setting. The time limitations surly have affected the results, but which way they 
skewed cannot be said on the basis of one study. 
4.6.4 Conclusion validity 
The findings from this evaluation can be said to be limited due to the size of the study. To see 
whether there is a relation between the insights gained and if the tool was the facilitator of this 
insight, further studies have to be conducted. The results gathered in this evaluation showed 
that the ATCOs were able to derive some suggestions as to what could have happened. These 
suggestions can be said to have come from their own experience, even though they were 
asked to use the tool to explain their suggested solutions, and that the tool did not provide this 
information. Further studies would have to be conducted to see if this is the case. Arguably, as 
this was a new and unfamiliar airport they still managed to get an overview of the traffic 
scenario and make use of their own knowledge as ATCOs to come up with the suggestions. 
Further, the tool itself was also unfamiliar to the participants. This would have possibly 
affected the participants to be a bit insecure when using the tool to evaluate. The participants 
were urged to ask questions if they had any regarding the use of the tool or on the information 
it contained, but a new tool takes some time getting used to.  
 Summary 4.7
This study proved that it is possible to create insight using such a tool. Whether such a tool 
could actually improve upon efficiency cannot be tested due to the time available for this 
master thesis. As stated earlier in this thesis it has been posted an assumption that a tool which 
can create insight would also eventually lead to better efficiency amongst its users. 
The insight created here cannot be said to have been deep, as described by Saraiya et al. 
(2005), because of the very restricted time available each participant had with the tool and the 
time they had getting to know an entirely new airport. But during the short time the 
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participants had with the tool they proved that by combining several elements they could get a 
better picture of the scenario they were to evaluate. By combining the data they managed to 
come up with several solutions that might prove to be right in such a situation. They managed 
to give fine details from both the visualization and the radar image and thereby creating an 
understanding of the traffic pattern. The insight created here might be shallow, but as taking 
into account the time restrictions and their lack of knowledge about Hamburg airport it could 
be possible to prompt that the insight was quite efficiently gathered and thereby be defined as 
deep.  
The interview revealed that there might be a future for such a tool for students of air traffic 
control. It might not be necessary or beneficial for more experienced controllers who can 
more easily recognize errors as they occur.  
The tool should be implemented with the requested functions and improvements that the 
ATCOs have commented on. To be able to select a flight and listen in on the communication 
could reveal more of the fine details that would help ATCOs and students assess the traffic 
pattern. The radar video should be improved with better details, more ground traffic and 
colouring that matches the graph to make it easier to read.   
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 Discussion 5
In this chapter we discussed how such a visualization tool can help to further support self-
assessment, utilizing methods to measure insight, how to further support the use of such a tool 
and how it improves on efficiency. 
 Visualization for self-assessment 5.1
The results from the final evaluation that was conducted on the visualization tool indicated 
that the tool can be a useful mean to support self-assessment in TWR control room settings 
and with ATM students. Using the tool, all participants managed to find possible solutions to 
the proposed benchmark tasks, which suggest that the tool is capable of generating insight. 
This insight can help ATCOs identify bottlenecks, traffic patterns and potential improvements 
in their work. These positive results were achieved despite the fact that the ATCOs that 
participated in the study did not have any previous knowledge about the layout and details of 
the traffic pattern at Hamburg airport. 
When asked if they could see a use for such a tool during training sessions, all ATCOs agreed 
that the tool could provide students and novice ATCOs with easy accessible data and traffic 
flow evaluation. There was, however, provided a warning by some of the ATCOs: For the 
tool to provide correct self-assessment, the user has to have some basic knowledge about what 
to evaluate. To give the visualization tool to student without basic ATM knowledge could 
possibly direct the student to assess traffic patterns wrong and come to erroneous solutions, 
due to lack of knowledge about ATC processes. Students with minor knowledge would not 
gain as much insight from such visualizations, since the basic knowledge of traffic flow and 
ATC is not there to support analytical reasoning. Similar results were found in Saraiya et al. 
(2005), where Saraiya found that users with domain knowledge gained more accurate insight, 
and gained a deeper understanding of the data presented in the visualization. By comparing 
the results from the main study and the early data gathering it is clear that the participants that 
had basic or advance knowledge about the data visualized performed better than those who 
did not. This is only logical, but suggests that visualizations are more efficient at creating 
insight with domain users that have some basic knowledge. It was therefore suggested that the 
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visualization tool should only be used for self-assessment among students and ATCOs having 
that basic knowledge. 
The tool performed well in the evaluation and all ATCOs managed to derive information and 
find situations where delays could have been mitigated. In the ten minute session that the 
ATCOs had with the tool they found several solutions that were explained by using 
visualization tool. This indicates that the suggestions were not just guesses from previous 
experiences. The result and feedback gathered would indicate that using the visualization tool 
for self-assessment could be possible in certain settings.  
The feedback gathered indicated that the ATCOs thought that the tool would be beneficial to 
use in a learning environment with ATM students. They did not think that ATCOs with 
sufficient experience from an airport would gain as much by using the tool. This because of 
the routines ATCOs adapt for error checking their decisions in their workflow.  
As have been mentioned by several of authors, the best way to accurately measure the effect 
of visualization and new tools, there has to be conducted a long term study that goes in depth 
to see how it affects work processes (Shneiderman and Plaisant, 2006). In this thesis there 
was no time to test the tool over an extended period of time, the focus was on developing and 
evaluate if it would be possible to use as a self-assessment tool. The literature review 
indicated that visualization is, in fact, a useful and effective way of presenting large amounts 
of data.  
In the interview session ATCOs supported that such a tool would be a welcome supplement to 
the already existing methods for evaluating traffic scenarios. Based solely on the results 
gathered from this evaluation it is difficult to say whether it would improve on efficiency for 
ATCOs or students of ATM. However, insight was created and taking into account the 
assumption made, that insight facilitates for efficiency improvement, it is quite possible that 
the visualization tool could contribute positively in a learning environment. 
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 Supplement in training and future use 5.2
Simulation is a tool used frequently in ATM training on both students and educated ATCOs 
to learn new equipment and routines. It is a powerful tool that provides both evaluation of 
traffic scenarios and training in how to handle them. Some simulators have the ability to 
freeze a scenario, and some even have the ability to rewind back in time to watch the whole 
scenario (Manning and Stein, 2005). While the visualization tool proposed in this thesis also 
has this ability, it also contributes with new functionality. The flight progress chart visualizes 
traffic scenarios and adds more information so that the user is better suited to assess where 
delays or errors have been made.  
The tool is different from a regular simulator in that it is not restricted to a classroom setting. 
The tool can be used anywhere the student or ATCO is. This enables students to evaluate 
traffic scenarios outside the simulator and without an instructor. Again, there should be some 
control to what extent the students should be allowed to assess scenarios without having the 
basic knowledge, as that could contribute to erroneous insight. 
Another way to use the tool could be to solve mandatory training tasks with the tool. The 
solutions to the training tasks would then be presented to the instructor who would then give 
feedback to the student to ensure that they have gained correct insight. This would resemble 
the procedure that is conducted in a simulator, but requires fewer resources while as there is 
no need to occupy the simulator or instructor while solving the tasks. 
Using the tool to solve such tasks and later get a confirmation from an instructor might be 
more fruitful than discussing directly with the instructor in a simulator. A student puts a lot of 
trust in his instructor to deliver accurate and good information. Sometimes it can be hard to 
argue with someone who has more knowledge on a subject even though you might have good 
arguments for what was done. By letting the student prepare an answer and a solution the 
discussion that follows can prove to be much more rewarding. The student can then prepare 
questions and arguments in good time and hopefully get better feedback when discussing their 
solutions. It would also be possible to compare the answers with other students to find 
positive and negative aspects in their solution. 
It is important to engage the users into using the tool at a regular basis. This can be done by 
implementing challenges into the scenarios that the students are to evaluate. Social and game-
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like elements can provide the tool with a sense of challenge that would generate interest. The 
challenges can consist of finding the shortest, most efficient, fuel reducing, safe or most 
efficient traffic pattern for a queue of flights. This can again be displayed on a public high 
score list were the students would collect points by using the tool in different manners. 
Introducing game like elements can extend the interest period and the focus users put into the 
use of the tool by providing challenges with other users (Groh, 2012, Zichermann and 
Cunningham, 2011). 
Adding elements that would make it more enjoyable to use is an important part of any 
learning tool. Another important element that must be in place is data for creating accurate 
visualizations of the scenarios. Simulators have the ability to freeze any scenario so that 
student and instructor can evaluate the session as it is happening. This tool supports the same 
function, but after the scenario has already taken place. The student must be able to take the 
data from the simulator session and implement it into the tool. This would mean a 
standardization of the recorded data, or a translator of some sort that would accept most of the 
commonly used file types.  
It would also have to be adapted in a manner that would make the tool resemble air traffic 
control equipment so that ATM students can feel that this is a tool that is related to their 
domain area. Through such a tool they could also learn to use some of the more standardized 
equipment that is used in real life settings.  
The visualization tool can also facilitate for discussion among the students so that they can 
cooperate on finding optimal solutions for a scenario. This tool could be used on a regular 
laptop, put up on a big screen, projector and other digital displays where students could get 
together and discuss on the possible solutions. Such cooperation facilitates for a mutual 
understanding and a learning environment that includes shared knowledge. It would also be 
possible to include instructors in this discussion. The tool can be used cooperatively online 
with students on one side and instructors on the other side. This can be done in real time, by 
using services like Skype, chat, or some functionality that is included in the tool to connect 
two parties that also supports all the functions from the tool. By supporting active and 
continuous communication between instructor and students it facilitates for a safe 
environment where students can get support when he or she feels uncertain about a scenario 
and how to handle a certain event.  
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The results from the final evaluation also showed that there was need for additional 
functionality to better support for analysis and assessment of a scenario. It was suggested to 
include audio communication between pilot and ATCO to better be able to determine why 
such situations might arise. There could have been a situation inside the terminal that forced 
the pilot to wait with requesting for departure, and thereby delaying the flights passage onto 
the taxiway. The audio would have to be recorded and applied to each individual flight, so 
that when an ATCO select a flight from the graph one would only hear the communication 
between the ATCO and the pilot of the flight. Such functionality would further improve the 
usability and efficiency of the tool. 
When more functionality and information is added to a system, the complexity rises. The 
complexity of visualization has been argued in related work by several of the researchers and 
authors. Complexity in visualization rises when more data is added and the user will have a 
harder time gaining insight, if the information is not organized in proper manner. Therefore, 
the tool must be developed as an interactive visualization that allows the user to gain, as 
Shneiderman (1996) argues; overview first, zoom and filter, then details-on-demand. This 
information seeking mantra is vital for the creation of insight, as it allows the user to go in-
depth at his own accord. 
 Evaluation of visualization 5.3
The literature reviewed in chapter 2 shows that to evaluate the impact of visualization one has 
to review how the human mind absorbs and organizes data. This process of organizing data 
and making connection between different elements to make new knowledge is called insight. 
As the literature shows there are few exact measurements that can accurately evaluate the real 
impact of insight as it is a subjective process. This process can take time, often it can take up 
to several iterations with the data set to achieve the correct understanding of the information 
(North, 2006).  
The research question searches for answer on if information visualization can help to improve 
on efficiency among ATCOs and ATM students through self-assessment. To improve 
efficiency one has to generate the knowledge on where improvements can be made. Insight is 
also referred to in the literature on information visualization; the goal of visualizing 
information is to create insight (North, 2006). Insight can be understood as the process of 
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learning something new. To gain insight the user has to view the data and make assumptions 
on the connections and see whether they hold true. This process of arranging data and 
processing it into information is completely subjective, and therefor hard to measure (Saraiya 
et al., 2005). 
In the final evaluation insight was measured through providing the participants with three 
benchmarks that they were to solve, and an interview session. Their answers were recorded 
and analysed to find if they managed to come up with suggestions to the proposed 
benchmarks, and thereby have gained insight. When a participant came up with a plausible 
solution it was said that he or she had gained insight, there was no measure of correctness for 
that answer as there might be several solutions to a problem. For an answer to be regarded as 
a solution the ATCO had to explain their thoughts and how they used to tool to come to that 
conclusion. 
The literature review found several possible evaluation methods that have been used to 
evaluate the effect of visualization on their viewer. Saraiya et al. (2005) found that 
visualizations that are developed for the specific domain users result in better data gathering 
and more insight, than if it was evaluated by none domain users. Through an open ended 
evaluation method that lasted for a couple of hours the users were free to roam the data and 
gain insight without constricting themselves to pre-planned benchmarks (Saraiya et al., 2005). 
This method provided the user with the free exploration and discovery, as suggested by 
several of the other authors, and thereby creating insight among the user of the visualization. 
In the last evaluation method in this thesis there had to be taken another approach as time was 
a restricting factor. The domain users did only get 10 minutes with the visualization tool and 
the evaluation had to be design with more restrictions on the participants. Saraiya et al. (2005) 
argues that an open ended evaluation does not replace the need for more controlled 
benchmarks evaluations when testing specific tasks or functions. A benchmark evaluation 
suited the timeframe that was available for the evaluation and was argued in the literature as 
an acceptable method of measuring the effect of visualization.   
Relevant literature argues that to properly evaluate the effect and use of visualization there 
has to be conducted a longitudinal study (Saraiya et al., 2005, Saraiya et al., 2006), 
(Shneiderman and Plaisant, 2006, Isenberg et al., 2008, Plaisant et al., 2008). There seems to 
be a broad agreement that insight is created over time and is hard to measure during shorter 
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sessions, as it can be discovered even after the user have stopped looking at the visualization. 
The findings in this thesis would agree with the related work done on evaluation of 
visualization and insight. A longitudinal study would be better able to determine whether 
insight has been created, and better at recording if that insight would improve on efficiency. 
Efficiency can only be proven to have risen if comparable or continual studies are conducted 
over an extended period of time with the tool. 
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 Conclusion 6
The overall aim of this thesis was to find whether information visualization could be used as a 
self-assessment tool for ATCOs and ATM students. This research question has been answered 
by; (1) developing a visualization solution for visualizing ATC workflows that enables the 
ATCOs to identify bottlenecks. (2) Evaluating the solution to assess its ability to generate the 
required insight that increases the efficiency of air traffic controllers.  
This chapter revisits the research question and objectives, summarizes the findings and 
concludes. Future work is also proposed.  
 Conclusion 6.1
The overall research question posted in this thesis was: Can information visualization be used 
as a self-assessment tool for improving the efficiency of air traffic controllers and students of 
air traffic management? To answer the research question a review on related work was 
conducted to find previous research done on the subject of information visualization. The 
review consisted of general guidelines for developing usable visualization (Aigner et al., 
2011, Shneiderman, 1996, Wills, 2012) and how to conduct evaluation on visualizations 
(Saraiya et al., 2005, North, 2006). The material found indicated that there is an agreement 
among the researchers on what methods that suits evaluation of visualization. The methods 
ranged from function specific benchmark evaluation to longitudinal studies to better measure 
the effect visualization tools can have on a population (Shneiderman and Plaisant, 2006, 
Saraiya et al., 2006). There seemed to be lacking research done in the area of visualization in 
the field of ATM.  
A visualization tool was developed with the purpose of answering the research question. The 
question was answered through an evaluation with ATCOs as participants. They were to find 
solutions to three benchmarks by using the tool. After the evaluation session it was conducted 
an interview to get the ATCOs opinion about the usefulness of the tool, and their suggestions 
on how the tool could be improved. 
The results from the evaluation indicated that the visualization tool did provide the user with 
enough insight to come up with solutions to the benchmarks. They used the tool to explain 
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their solutions and founded their conclusion in the data from the tool. Although, the solutions 
they came up with could not be verified as neither the ATCOs nor facilitator had detailed 
knowledge about the airports layout. The results indicated that it is possible for ATCOs to use 
the visualization tool to assess traffic pattern, even without domain knowledge on the airport.  
In the interview the ATCOs were excited about the use of such a tool in training of ATCOs 
and students. They were a bit more reserved when it came to use such a tool evaluating work 
routines from in TWR situation. As they argued, ATCOs have their own personal routines to 
evaluate for mistakes before making a decision. They thought that the tool could contribute in 
a training environment and facilitate for learning outside a classroom setting. The ATCOs did 
provide a concern on using such a tool with students without basic ATM knowledge, as this 
could possibly produce erroneous knowledge and learning with students. 
The ATCOs suggested that to further facilitate for self-assessment the tool should be fitted 
with audio recording between pilot and ATCO. The ATCOs saw the communication as vital 
to be able to conclude if a delay were intended, or if it could have been avoided. The audio 
recording would help to find out why an ATCO chose to make a certain decision. 
Enhancement should also be added to the radar image which should show more details on all 
ground movement. 
The results gathered from the final evaluation indicate that the visualization tool does 
facilitate for assessment of traffic patterns and possibly self-assessment. There was also a 
positive attitude towards using the visualization tool in training of ATCOs and students, this 
was also found in the initial interviews. As discussed in chapter 5, to support future use of the 
visualization tool new functionality could be included in the tool to support learning and 
training outside the classroom and simulators.  
 Limitations of work 6.2
The evaluation of the visualization tool was conducted using a short term benchmark 
evaluation. As mentioned by Saraiya et al. (2005), short term benchmarks are suited to test for 
specific functions, but are less accurate when it comes to measuring insight and actual long 
term effect. This is due to the short time the users have with the tool. There is little room for 
exploring the visualization from the user’s side which reduces their ability to gain insight 
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(North, 2006). The short time frame and specific benchmark tasks restrict the information that 
can be derived from the results. Saraiya et al. (2005) lists some characteristics that can be 
used to measure insight gained from visualization. These proved to be hard to implement into 
the analysis of the results from the final evaluation. The results from this evaluation do 
indicate that the tool is capable of facilitating for assessment, but as there is not conducted a 
long term study we cannot say how it will actually affect the end users and their work 
processes. 
 Future work 6.3
The visualization tool is not fully implemented with all features. Some functions have been 
suggested by participants in the evaluations and the author of this thesis. Usability issues that 
were found in the heuristic evaluation should be implemented along with the suggested 
functions from the final evaluation. By implementing these functions the tools ability to 
facilitate for self-assessment would be improved and users get a better user experience. The 
visualization tool should also be evaluated and tested in longer studies using both ATCOs and 
ATM students as participants. Longitudinal studies should be conducted to find out how and 
if the visualization tool contributes with better efficiency in ATC settings and its effect on 
work processes.  
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 Appendix 8
 Tables 8.1
8.1.1 Table 9 – Subcategories of Learnability (Dix et al., 2004) 
Principle of 
Learnability 
Definition Related principles 
Predictability Support for the user to determine the effect of 
future action based on past interaction history 
Operative visibility 
Synthesizability Support for the user to assess the effect of 
past operations on the current state 
Immediate/eventual 
honesty 
Familiarity The extent to which a user’s knowledge and 
experience in other real-world or computer 
based domains can be applied when 
interacting 
Guess ability, affordance 
Generalizability Support for the user to extend knowledge of 
specific interaction within and across 
applications to other similar situations 
 
Consistency Likeness in input-output behaviour arise from 
similar situations or similar task objectives 
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8.1.2 Table 10 – Subcategories of Flexibility (Dix et al., 2004) 
Principle of 
Flexibility 
Definition Related principles 
Dialog 
initiative 
Allowing the user freedom from artificial 
constraints on the input dialog imposed by the 
system 
System/user pre-
emptiveness 
Multi-
threading 
Ability of the system to support user 
interaction pertaining to more than one task at 
the time 
Concurrent vs. 
interleaving multi-
modality 
Task 
migratability 
The ability to pass control for the execution of 
a task so that it becomes either internalized by 
the user or the system or shared between them 
 
Substitutivity Allowing equivalent values of input and 
output to be arbitrarily substituted for each 
other 
Representation 
multiplicity, equal 
opportunity 
Customizability Modifiable user interface by the user or 
system 
Adaptability, adaptivity 
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8.1.3 Table 11 – Subcategories of Robustness (Dix et al., 2004) 
Principle of 
Robustness 
Definition Related principles 
Observability Ability of user to evaluate the internal state of 
the system from its perceivable representation 
Brows-ability, 
static/dynamic defaults, 
reachability, persistence, 
operation visibility 
Recoverability Ability of the user to take corrective action 
once an error has been recognized 
Reachability, 
forward/backward 
recovery, commensurate 
effort 
Responsiveness How the user perceives the rate of 
communication with the system 
Stability 
Task 
conformance 
The degree to which the system services 
support all of the tasks the user wishes to 
perform and in the way that the user 
understands them 
Task completeness, task 
adequacy 
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8.1.4 Table 12 - Principles of usability (Gulliksen et al., 2003) 
Principle Description 
User focus Focus on the goals of the activity, work domain and context of use so 
that the users’ interests are always guiding the development. The 
members of the project team must understand all of the above to 
ensure that the user is in focus. 
Active user 
involvement 
Representative users should participate in the development process 
throughout the project. This should be established early on in the 
project so that plans can be set in motion. The representative user 
does not need to be there the whole time, but should be an asset at 
milestones for evaluation.  
Evolutionary 
systems 
development 
The system development should be both iterative and incremental. 
Each iteration should contain at least one user evaluation, it does not 
have to be long but should be conducted so that improvements are 
made with each iteration. Incremental means that the system should 
be delivered as each part of the system is finished. It is not necessary 
to deliver the whole system at once. This is so that the users can get 
test it out over a prolonged period and give feedback for the next 
increment. 
Simple design 
representation 
It is important that the design is made easy to understand by the users. 
The design includes both visual elements like menus and graphics as 
well as terminology used at the different elements. During 
prototyping several prototype elements should be used to ensure that 
users understand and can comment on design choices. By utilizing 
several elements the user is able to get a better picture of what you are 
developing and they are paying for. 
Prototyping Early and continuously prototypes should be used to visualize and 
evaluate design solutions in cooperation with domain users. Use 
several prototypes to illustrate and elicit requirements from the 
domain users. Start with low fidelity prototypes that illustrate the 
conceptual design before proceeding with details and code. Use more 
than one prototype to encourage creativity among developers, 
designers and domain users. 
Evaluate use in 
context 
When evaluating the domain users should be involved and the 
evaluation should be conducted in context. The domain users should 
be observed while they look at early prototypes, their reactions and 
comments should be recorded and analysed for further specifications.  
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Explicit and 
conscious design 
activities 
Interaction design and interface design should be the main priority as 
that is what the users sees as the system. The system under 
development should be a result of the interaction design, not the other 
way around where the interface design is a result of some coding. 
A professional 
attitude 
A system is developed by a multidisciplinary team where there is a 
whole range of different set of skills. It is important that one utilizes 
these skills in a professional and efficient for a smooth development. 
Usability champion Usability experts should be involved early and continuously 
throughout the development. They should be given the authority to 
decide on matters that affects the usability. 
Holistic design A system should be developed with all aspects that are related to it in 
parallel. By including work routines, tasks, practices, manuals, 
training, interface, organization, etc. One person or team should be 
put in charge of leading the integration of all of these aspects. 
Process 
customization 
User-centred design is not a process that fits all; it has to be adapted 
to fit that specific organization based on their needs.  
A user-centred 
attitude should 
always be 
established 
It is important that the whole development team has focus on user-
centred design throughout the project. This ensures that all are 
committed to involve users to improve on usability. 
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  Heuristic evaluation 8.2
This appendix section contains supplements from the used in the heuristic evaluation. 
8.2.1 Heuristic evaluation form 
#Illustratio
n/prototype 
Heuristic # Description Severity 
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8.2.2 Selected heuristics 
Heuristics Description 
Visibility of system 
status 
The system should always keep users informed about what is 
going on, through appropriate feedback within reasonable time. 
User control and 
freedom 
Users often choose system functions by mistake and will need a 
clearly marked "emergency exit" to leave the unwanted state 
without having to go through an extended dialogue. Support undo 
and redo. 
Consistency and 
standards 
Users should not have to wonder whether different words, 
situations, or actions mean the same thing. Follow platform 
conventions. 
Flexibility and 
efficiency of use 
Accelerators -- unseen by the novice user -- may often speed up 
the interaction for the expert user such that the system can cater 
to both inexperienced and experienced users. Allow users to 
tailor frequent actions. 
Aesthetic and 
minimalist design 
Dialogues should not contain information which is irrelevant or 
rarely needed. Every extra unit of information in a dialogue 
competes with the relevant units of information and diminishes 
their relative visibility. 
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8.2.3 Heuristics 
Heuristics Description 
Visibility of system 
status 
The system should always keep users informed about what is 
going on, through appropriate feedback within reasonable time. 
Match between system 
and the real world 
The system should speak the users' language, with words, phrases 
and concepts familiar to the user, rather than system-oriented 
terms. Follow real-world conventions, making information appear 
in a natural and logical order. 
User control and 
freedom 
Users often choose system functions by mistake and will need a 
clearly marked "emergency exit" to leave the unwanted state 
without having to go through an extended dialogue. Support undo 
and redo. 
Consistency and 
standards 
Users should not have to wonder whether different words, 
situations, or actions mean the same thing. Follow platform 
conventions. 
Error prevention Even better than good error messages is a careful design which 
prevents a problem from occurring in the first place. Either 
eliminate error-prone conditions or check for them and present 
users with a confirmation option before they commit to the action. 
Recognition rather 
than recall 
Minimize the user's memory load by making objects, actions, and 
options visible. The user should not have to remember information 
from one part of the dialogue to another. Instructions for use of the 
system should be visible or easily retrievable whenever 
appropriate. 
Flexibility and 
efficiency of use 
Accelerators -- unseen by the novice user -- may often speed up 
the interaction for the expert user such that the system can cater to 
both inexperienced and experienced users. Allow users to tailor 
frequent actions. 
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Aesthetic and 
minimalist design 
Dialogues should not contain information which is irrelevant or 
rarely needed. Every extra unit of information in a dialogue 
competes with the relevant units of information and diminishes 
their relative visibility. 
Help users recognize, 
diagnose, and recover 
from errors 
Error messages should be expressed in plain language (no codes), 
precisely indicate the problem, and constructively suggest a 
solution. 
Help and 
documentation 
Even though it is better if the system can be used without 
documentation, it may be necessary to provide help and 
documentation. Any such information should be easy to search, 
focused on the user's task, list concrete steps to be carried out, and 
not be too large. 
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8.2.4  Task list for evaluation 
Slide number Task details 
1 Select flight GWI7085  Turn to next slide 
2 The flight is now selected and clearly marked on both radar and graph. 
Choose both ATCO and Optimized layer  Turn to next slide  
3 The ATCO route is marked GREEN, while optimal calculated route is 
marked RED. Use time slider to  advance radar video to 57:40  Next slide 
4 Layers dynamically updates as video is search. Uncheck ATCO layer  
Next slide 
5 Now only optimized layer is displayed. Uncheck OPTIMIZED layer and 
check off ATCO  Next slide 
6 Now only optimized layer is displayed- Uncheck ATCO layer to get back to 
RADAR view only  Next slide. 
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8.2.5  Collected data 
These are the data collected from the heuristic evaluation forms. They are translated from 
Norwegian but their meaning is the same. In total there was 83 problems collected. 
Slide# Heuristic # Description Severity 
1 3 Faulty data. Same flight appears twice in the graph. 4 
1 2 Undo. Not sure how to undo choices. For example unselecting flight. 2 
1 5 I think it would be better to use a lighter background. 2 
1 3 The timeline should be divided into sections. 2 
1 4 There should be a better way to show the optimal route. Include 
“time saved” by taking this route. Why is optimal better? 
3 
1   Not sure how to select flight. Do you click the colour or the flight 
number? Got an explanation. 
1 
1   What is interactive in the graph? Both numbers and visual graph? 
Black background and white text => bad contrast. 
0 
1   Missing a choose all button 2 
1 5 Radar/ATCO/Optimized box is too close to the graph. 2 
1 3 Handling of the slides is different. 2 
1 3 +/- Zoom buttons are oriented in a different direction than the zoom 
bar itself. This is confusing. 
1 
1 2 Focus/zoom: does it only work on selected flights or can it be used 
without selecting flights 
3 
1 3 Timeline- Not sure where to click when to use the time controller. 
Where is the interactive point? 
1 
1 2 How to deselect a flight? 2 
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1 other It is TWR that takes arrival flights, not CDC. 4 
1 5 Black background can have bad contrast 1 
1 1 Layers are too close to the graph. It looks like the “V”, check sign is 
related to the flight. 
2 
1 2 It is not apparent how one selects flights. There are no visible click 
buttons.  
1 
1 4 Flight number should be more visible. 2 
1 5 Unnecessary to have a checkbox for radar if this is always visible 
anyway. 
1 
1 3 There is not any interval visible for the sliders. 0 
1 5 It would be better to group the zoom tool and layer selection. 0 
1   Not sure if this would work in a learning environment. A) It is not 
clear whether there is a deviation from estimated arrival time. 
2 
1   B) There is no data that combines the difference between the 
optimal and ATCO route. It should also be visible in the graph when 
this occurs. 
4 
1   C) One should use this tool as a collaborative tool. Several people are 
working the same dataset and here you could exploit that some are 
better than others. Student 1 chose this route which was better than 
student 5. Also the instructor’s route could be visible.  
4 
2   It should be a box where you could click to choose a layer. 2 
2 3 Time slider and circle around AC should resemble each other. 2 
2 2 If you click the wrong flight, how to you return to the previous state. 3 
103 
 
2 3 Using “v” marks to check of selected layer is not standard. Why not 
use a checkbox? 
2 
2 5 “Grey” out on black background. 0 
2 2 Why is there a radar button? Should it be possible to turn it off? This 
is not logical. 
2 
2 5 The circle used to mark selected flight can hide other things on the 
radar. Rather mark the flight with a brighter colour to mark it. 
1 
3 1 Radar should have been marked “Checked”, V marked etc. 2 
3 3 Why isn’t radar checked of in the layers menu? It is still visible. 2 
3 3 What is the orange circle? Is that start or stop? Where the AC is 
planned to stop should be marked on the radar as well. 
2 
3 1 The radar layer is still visible even if it is not selected. Not logical.  2 
3 3 Is the radar layer checked off automatically when ATCO or optimized 
layer is selected? 
1 
3 1 There is no way to see which route is ATCO or Optimized. Colours 
need explanation. 
3 
3 1 The colour of the routes is not explained well enough. The colours 
should be explained as a legend or in the checkbox for layers. 
3 
3 3 Routes should be colour in the same way as in the graph, use colours 
as who controls the different flights. 
1 
3 1 Not clear which layer line is optimal and ATCO route. Put in legend. 4 
3 1,3 There should be a guide/legend for the vertical lines and the 
timeline. 
2 
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3 4 One should be able to click in the timeline to move the slider. As well 
as directly input a time. Not just slide it. 
4 
3 3 Red and green colour indicates wrong/right selection.  2 
3 1 It is not obvious which route that is ATCO. Can be solved by using 
colours. 
1 
3 5 Unnecessary to have time slider. You could rather just use the graph 
as a time slider.  
2 
3 3 It would be better to sort the colours of the ATCO in the radar screen 
so it became apparent which controller was in control at that point. 
2 
4 4 Check “+1€” 2 
4   Confusing with updated optimal route. 2 
4 3 The routes colours should also be added to the check box to easier 
connect which is what. 
4 
4 3 There should be a scrolling capability on the radar and graph. For 
instance if you were to zoom in. 
2 
4   Timeline: can the user choose precision? 0 
4   Timeline The vertical lines in the graph should be explicitly detailed 
in what sort of detail they are divided into, 5 minute, 20 minutes etc. 
1 
4 1 There should be a marker on the selected flight where the timeline 
is. It is difficult to be specific in selecting the right time. 
2 
4 5 Legend should only include controller position that is being used. 2 
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5   When viewing the optimal time layer it should show how much time 
is saved by choosing that route over the other. 
1 
5   Missing target, or goal position for flight. Flight position and flight 
goal should be clearly marked. 
2 
5   The symbol for current position is to large. 1 
5 3 Colour on GND and APRON1 is the same for ATCO and Optimized 
route. Use distinct colours. 
1 
5 1 Why isn’t handover points marked on the route layers? If the tool is 
for learning, it might benefit from making it apparent where the 
handover was done/requested. 
3 
5 3 It should be clearer what the time for estimated arrival at gate is.  1 
6   Don’t understand the correlation between the panel (ATCO and 
Optimized route) and colour on the curve. 
4 
6 3 It is easier to see whether a layer is turned off if it is checkboxes.  2 
6 5 Zoom bar takes up too much of the screen. Make it smaller. 1 
7 3 The radar is always on. So it is unnecessary to have a checkbox there. 
There should only be two choices, optimal and ATCO route. 
4 
7   Double click to choose another flight?   
7   Radar view: Miss target. Why is it only showing “now” status? 3 
7 3 What is the radar layer? Use radio buttons or checkboxes. 2 
7 1 The radar picture is always there so it makes no sense to have a 
checkbox for it. 
3 
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7 1 The colour used on the selected flight does not correspond with the 
selection colour used in the graph. 
3 
1, 2 3 Not consistent that all the flights start off as selected, but when one 
flight is selected all the others are greyed out. 
1 
1, 2, 
3, 4, 
5, 6, 
7 
4 The timeline should show “real time”, meaning the clock, not just 
the elapsed time. Then you could see the traffic at a given time 
instead of just elapsed time. Could use both with an ON and OFF 
switch.  
3 
1, 2, 
3, 4, 
5, 6, 
7 
3 What is red and green line? What is optimal, and what is ATCO? The 
colour in the graph resembles the ones used in ATCO and optimal 
route. The colours should be different! 
3 
1, 2, 
3, 4, 
5, 6, 
7 
  There should be an alternative to sort the flights after certain 
criteria’s. 
2 
1, 2, 
3, 4, 
5, 6, 
7 
1,3 Radar checkbox should be checked off as long as the radar is 
displayed or remove that option as it is always visible anyway. 
1 
1, 2, 
3, 4, 
5, 6, 
7 
5 Divide the whole thing. Once selection screen of flights and the next 
screen could show the selection using the whole screen for radar.  
3 
1, 2, 
3, 4, 
5, 6, 
7 
1,3 Selection of flights should be done either by checkbox or in another 
manner. Checking off several flights at once is also a possibility. 
3 
1,2,3 3 When flights are “greyed” out how do you then choose another 
flight? 
2 
1,2,3 1,5 The white vertical lines need explanation or legend. 0 
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2, 3   There is a mismatch between colours in radar and colour in graph. 3 
2, 3   Green route = ATCO or Optimized? 3 
2, 3 1,3 There should be a visible number on the vertical lines in the graph so 
one knows what the interval is. 
2 
3   Red route = ATCO or Optimized?   
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8.2.6  Table of findings 
Number Groups Problems Severity 
1 Checkbox 9 3 
2 Layers 8 3 
3 Selecting flights 8 3 
4 Timeline 6 3 
5 Zoom and layer selection 6 3 
6 Data and information 3 4 
7 Colours 2 1 
8 Optimal route usage 2 2 
9 Graph 2 1 
10 Mark handovers 1 3 
11 Estimated time 1 1 
12 Sort flights 1 2 
13 Divide radar and graph 1 3 
1 Checkbox 9 3 
2 Layers 8 3 
 
  
109 
 
8.2.7 Slides from heuristic evaluation 
 
1 
 
2 
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 Final evaluation 8.3
8.3.1 Consent form 
Samtykkeskjema 
Dette samtykkeskjema består av en kort prosjektbeskrivelse basert på masteroppgaven, samt en forklaring på 
hvilke opplysninger som blir samlet inn og hvordan disse vil bli behandlet. 
Prosjektbeskrivelse 
Gjennom masteroppgaven min har jeg utviklet en visualiseringsløsning som er tenkt å kunne brukes for 
selvevaluering hos flygelederstudenter. Målet er at visualiseringene skal kunne forbedre arbeidsflyten ved å 
visualisere hvor det oppstår flaskehalser, eller forbedringspunkter i arbeidsprosessen. Masteroppgaven er en del 
av et større internasjonalt prosjekt, ZeFMaP, som sikter på å forbedre effektiviteten innen flytrafikk ledelse.  
Evaluering 
Dagens evaluering er ment for å måle hvor godt det foreløpige verktøyet er med på å skape innsikt hos brukeren, 
innsikt kan sies å være når ny kunnskap skapes ut fra en mengde data. Under evalueringen vil flygelederen få 
utdelt noen oppgaver hvor verktøyet skal brukes for å løse disse oppgavene. Oppgavene er designet slik at det 
ikke finnes et riktig svar, men mange mulige løsninger. Vi er ute etter å teste hvordan du som flygeleder og 
ekspert løser og kommer frem til en, eller flere løsninger ved å bruke verktøyet.  
Etter evalueringen vil det bli holdt et kort intervju om dine tanker rundt bruken av verktøyet og dine erfaringer 
med det. 
Innsamling 
Gjennom denne sesjonen vil det ikke samles inn direkte personopplysninger om deg og din person. Dataene som 
samles inn vil kun brukes til dette prosjektet og vil bli slettet ved prosjektets sluttføring. Lydopptak vil bli 
transkribert før de slettes fra alt av opptaksutstyr og lagringsenheter slik at ingen skal kunne kjenne deg igjen på 
bakgrunn av stemme. Transkriberingen vil ikke inneholde personopplysninger eller beskrivelser av deg som 
person, men kun dine ord slik det ble sagt under intervju, observasjon. Eventuelle utsagn sagt under intervju eller 
observasjon som kan være personidentifiserende anonymiseres ved transkribering.  
Det vil bli gjort et skjermopptak av din bruk av prototypen som skal brukes i senere analyse. Det vil samtidig bli 
tatt notater av observatørene under evalueringen og intervju.  
Deltagelse i evalueringen er helt frivillig og du kan trekke deg når du selv måtte ønske. All data som da er samlet 
inn vil bli slettet om dette er ønskelig.  
Ved å skrive under sier du deg enig til å delta i evalueringen og punktene nevnt over. 
 
 
Signatur Sted/Dato 
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8.3.2 Results from interview 
Evaluat
or 
Spørsmål A Spørsmål B Spørsmål C Spørsmål 
D 
Spørsmål E Spørsmål F 
1 Ja, absolut. Om 
det 
bakgrunnsmateria
let er på den 
eneheten du 
faktisk har jobbet. 
Det må være 
informasjon fra 
en sessjon man 
selv har deltatt i. 
Det er også veldig 
viktig at man får 
slik data rett etter 
en simulering. 
Radarbilde med 
lyd av 
kommunikasjon
en mellom fly 
og ATCO, og 
mellom ATCO 
og ATCO. En 
grafisk 
visualisering er 
nytting når man 
skal se 
forsinkelser.  
Svarte i 
forrige 
spørsmål. 
Det var 
ukjent, og 
litt 
usikkerpå 
hvordan 
dere har 
satt dere 
inn i 
begreper, 
for 
eksempel 
CTOT.  
Det kunne 
vært nyttig, 
men på et 
tidlig 
tidspunk. Det 
er mye 
informasjon 
og ta hensyn 
til. Og det er 
kanskje ikke 
til mest nytt 
her på 
Gardermoen 
pga få 
taxiruter. 
DMAN finnes jo. 
Collaborate 
Decision making er 
jo på vei. Dette gjør 
at vi får 
oppdatering av alt 
som skjer gjennom 
et verktøy hvor alle 
involverte får en 
melding. 
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2 Ja, hvis du kan 
spole tilbake til 
sitasjoner hvor 
ting har gått galt. 
Da slipper du å 
være uenig med 
instruktører om 
hva som gikk 
galt. 
Mer detaljer i 
radarbildet. På 
både flights og 
gates. Vet ikke 
om CTOT 
skiller mellom 
en slot tid, eller 
block off time. 
Ingen. Ikke av 
denne 
typen. Vi 
kjører runs 
i simulator 
hvor vi 
kan fryse 
situasjoner
, men ikke 
spole 
tilbake. 
Jeg tror 
det kan bli 
brukt, men 
vet ikke 
hvor 
aktivt. 
Etter at du 
har jobbet 
en stund 
så har du 
opparbeid
et deg 
rutiner så 
du vet hva 
du har 
gjort feil 
uavhengig 
av en sånn 
løsning. 
Så 
verktøyet 
har nok 
mest nytt 
for 
studenter. 
Det kan 
hende du 
følger dette 
litt slavisk, 
man stoler 
blind på 
maskinen. 
Det å 
forholde seg 
til en annens 
plan kan 
gjøre at man 
bli forstyrret. 
Det er greit 
med forslag, 
men kanskje 
mest i 
bakgrunnen 
når man føler 
at man har 
brukt for det. 
Kan passe 
bra i en post-
evaluering 
sessjon. Men 
av erfaring 
så blir man 
mindre 
kreativ av å 
få forslag 
levert på den 
måten. 
Ingen 
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3 Ligner veldig på 
det systemet 
FlyPark har oppe 
i tårnet for å se 
hvilke gates som 
er ledig til hvilken 
tid.  
Dette er uvant 
for meg, men 
jeg ser hvilke 
flights som er 
aktive i henhold 
til progresjons 
linjen. Men jeg 
trenger mer tid 
for å sette meg 
inn i et slikt 
verktøy. 
Radaren burde 
ha med mer 
informasjon om 
kommunikasjon
en som fåregår, 
flere detaljer 
rundt hva som 
skjedde på 
flyplassen som 
kunne ha 
forårsaket dette. 
Med mer 
detaljer, som 
for eksempel 
lyd fra 
kommunikasj
on måtte man 
trykket seg 
inn på hver 
flight for å 
høre hva som 
ble sagt i 
hvilken 
situasjon. 
Dette er 
veldig nyttig 
for studenter 
for da hører 
de seg selv 
og hvor 
lettfattelig de 
selv er.  
Det var 
ikke så 
veldig lett. 
Jeg lette 
egentlig 
etter hva 
det var jeg 
skulle se 
på. Jeg 
konkludert
e med en 
gang at 
den 
flighten 
med lengst 
orange 
linje var 
den som 
var mest 
forsinket. 
Dette er jo 
fra en mer 
kompleks 
flyplass hvor 
dette kunne 
vært nyttig. 
Man liker jo 
alltid og tro 
at man har 
det beste 
svaret, men 
om 
datamaskine
n får tilgang 
til alle 
mulige data 
så vil nok 
den klare og 
regne en 
bedre rute. 
Når det er 
sagt så er det 
utrolig 
mange 
faktorer som 
skal regnes 
med.  
Vi har et 
varselssytem, en 
radar som passer på 
alt som er på 
rullebanen. Den 
passer på at det ikke 
er noe på rullebanen 
mens flights er 
incomming. Den 
sier ifra når flights 
kommer med tette 
mellomrom eller 
om noen er i veien. 
Faren ved dette er 
at man slapper mer 
av i forhold til å 
passe på selv, det 
kan også være faren 
med en 
optimaliseringsløsni
ng, man slapper for 
mye av. 
4 Dette blir jo mye 
mer konkret enn å 
tenkte tilbake. Det 
er lettere og se 
ved å bruke et 
slikt  verktøy. Det 
er fint mulig og 
bruke dette aleine, 
du trenger ikke å 
ha en instruktør 
på deg som 
forteller deg hva 
du gjorde feil. 
Dette forutsetter 
nok at du har en 
del forkunnskap 
slik at du ikke 
skaper en 
feilkilde hos deg 
selv. Men ser at 
dette kan være 
nyttig. 
Jeg ble veldig 
interessert i hva 
som ble sagt. 
De 
kommandoene 
som fulgte 
flighten. Skulle 
gjerne sett mer 
av 
kommunikasjon
en mellom 
flight og 
ATCO.  
Det kommer 
klart frem av 
visualiseringe
n hva som er 
forsinket ut 
fra CTOT og 
hvor lenge 
flighten er 
hos hver 
ATCO. 
Skulle gjerne 
hatt en 
tydligere og 
mer detaljert 
video 
sammen med 
bedre 
framrate.  
Det fikk 
greit nok 
det.  
Dette 
eksister jo så 
vidt jeg vet. 
Hvor du går 
inn i et 
radarbildet 
og får 
presentert en 
mulig 
taxirute. Men 
det er en 
forutsettning 
at det tar 
med alle data 
og er veldig 
nøyaktig, da 
begynner 
man kjapt og 
tvile på 
systemt.  
Jeg har hørt prat om 
at det finnes 
lignende systemer. 
Men jeg har ikke 
noe navn. Har ikke 
sett noe som ligner 
på det 
evalueringsverktøye
t.  
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5 Det kan jeg 
absolut se. 
Instruktør og 
student vil ha et 
veldig godt bilde 
og diskutere ut 
ifra.  
Det beste ville 
nok vært å 
bruke playback 
muligheter i 
simulatorer. Da 
har du samme 
interface og 
jobbe med og 
kanskje kunne 
vært bedre. Det 
kan være mye 
som ikke er fly 
som også skjer 
rundt på en 
flyplass. Slike 
ting kunne vært 
fint og hatt 
med.  
Har ikke nok 
erfaring med 
dette til å si 
noe om det. 
Med den 
korte 
introen var 
det 
forholdsvi
s enkelt å 
forstå. Så 
det var 
relativt 
greit og få 
et intrykk 
av 
systemet. 
På en travel 
flyplass må 
du ha 
standariserte 
ruter. Du kan 
ikke 
improvisere 
med dissa da 
blir det 
kaotisk. 
Beregningen 
måtte ta 
hensyn til 
alle mulige 
hendelser og 
variabler på 
flyplassen 
for at dette 
skulle funke. 
Har ikke så 
stor tro et 
optimaliserin
gs verktøy 
når 
studentene er 
mer erfarne. 
Da tror jeg 
man vil få 
mindre og 
mindre brukt 
for det. 
ingen. 
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 Appendix visualization tool 9
  Data matrix simulation 2, second run 9.1
 
  
Start time CDC APRON1 APRON2 GND TWR CTOT
DLH5AA 00:00:00 00:01:34 00:04:44
EFD101 00:00:13 00:00:25 00:03:03 00:04:17 00:10:25
HLX18M 00:02:20 00:00:44 00:02:49 00:01:11
GWI7085 00:03:38 00:01:05 00:02:36 00:02:43
DLH74C 00:04:18 00:00:15 00:06:27 00:04:06 00:15:25
HLX2LQ 00:06:44 00:00:33 00:02:48 00:04:46
DLH107 00:08:08 00:01:09 00:02:49 00:02:48
DLH8EN 00:08:59 00:01:55 00:06:03 00:02:25 00:25:25
MAH542 00:10:05 00:00:39 00:02:35 00:01:43
DIHML 00:13:03 00:01:25 00:03:14 00:03:19
KLM96B 00:14:35 00:00:08 00:04:17 00:05:03 00:20:25
DLH148 00:15:06 00:00:09 00:03:23 00:03:36 00:20:25
BAW966 00:15:39 00:00:36 00:03:52 00:05:27
MAK311 00:16:11 00:00:05 00:04:05 00:04:47 00:20:25
DLH057 00:16:29 00:00:09 00:03:11 00:03:17 00:20:25
AFR2211 00:17:36 00:01:47 00:01:53 00:04:55 00:25:25
DLH4WA 00:18:50 00:00:07 00:04:46 00:04:39 00:40:25
SAS651 00:19:36 00:00:27 00:05:18 00:03:19
DLH8UV 00:20:37 00:00:22 00:02:50 00:05:44 00:23:25
RUS74A 00:20:52 00:00:36 00:03:59 00:02:01
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  Flight progress chart from data matrix 9.2
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 Visualization tool 9.3
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