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論 文 内 容 要 旨          
 本論文では，リスク考慮型ストレージシステムの高可用化に関する研究をまとめる。 
 今や社会インフラと言える情報サービスは，例えば大規模災害の直後などの深刻な状況であっても継続提供が
求められる。一般に情報サービスが継続提供されていることを示す指標として可用性が用いられる。すなわち情
報システムの可用性が高いということは，そのサービスが途切れることなく安定して利用できるということであ
る。本研究では，ストレージシステムを高可用化することを目的とする。 
 本研究の課題は，装置停止とネットワーク停止が同時に発生してもサービスが継続できる高可用なストレージ
システムの実現である。ストレージシステム高可用化の従来研究では，装置停止とネットワーク停止の同時発生
という大規模災害で起きうる損壊状況において，可用性を維持できない場合があった。例えば，大規模災害対策
に広く用いられるディザスタ・リカバリシステムでは，広域網の損壊のため，被災地のサービス利用者が，被災
直後に実行された代替サービスにアクセスできなくなる場合があった。 
 本研究では，この研究課題に対し，リスク考慮型ストレージシステムでアプローチする。リスク考慮型ストレ
ージシステムは，サービス利用者の近隣の地域内でそのデータの複製を保持することで，災害直後にデータにア
クセスできるようにする。これにより，大規模災害などで装置停止とネットワーク停止が同時に発生するような
大規模災害の直後であっても，データを利用可能にする。なお，本研究では，広域ネットワーク越しに十分に遠
隔にある拠点へデータを複製する従来の手法を併用する前提とする。なぜなら，リスク考慮型ストレージシステ
ムは可用性向上を目的に構成するものであり，データを失わないよう保護するという観点とは異なるからである。 
 リスク考慮型ストレージシステムは，地域分散とリスクアウェア複製の2つの要素で構成される。 
 地域分散は，ストレージシステムを構成するストレージ装置を，市内や県内などの地域の範囲で分散配置する
ことを意味する。従来研究，特にディザスタ・リカバリシステムとの違いは次の 2点である。1点目は，データ
複製先への距離である。ディザスタ・リカバリシステムでは，十分に遠い拠点の間でデータを複製する。一方，
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地域分散では，市内や県内などの地域の範囲でデータを複製する。この違いにより，大規模地震によってネット
ワークが停止しても，ネットワーク復旧を待つことなく物理的に近い拠点からデータを取得できる。2 点目は，
ストレージ装置が設置される拠点の数である。ディザスタ・リカバリシステムでは，2ないしは 3拠点程度でシ
ステムを構成することが一般的である。一方，地域分散では，数 10 から数千拠点でシステムを構成することを
目指す。より多数の拠点を用いることで，近隣の拠点であっても，同一の災害により損壊する拠点が多い状況で
も喪失するデータを減らす。 
 リスクアウェア複製は，地域分散したストレージシステムにおいて，災害により損壊するリスクを考慮してデ
ータの複製先を選択する方法である。地域分散したストレージシステムにおいて，同一の災害により損壊する拠
点が多い状況において，少ないデータ複製量でも喪失データ量を低減する。例えば，ある場所において，地震が
あらかじめ湾岸部で起きることがわかっていると仮定する。このとき，湾岸部の2つの拠点同士でデータを複製
してしまっては同時に損壊するリスクが高い。なぜなら，共に湾岸部に設置されているため距離が近く，同じ地
震で同時に損壊する可能性が高いからである。したがって，リスクアウェア複製では，リスクの低い湾岸部から
遠い拠点だけを複製先にする。 
 第2章では，ストレージシステム高可用化の従来研究における問題点と，リスク考慮型ストレージシステムに
おける技術課題を示す。まず，3つの従来研究の問題点を示す。第 1の従来研究は，ストレージ装置内に格納さ
れたハードディスクドライブなどの複数のデバイス間でデータを複製する装置内冗長化である。一方のデバイス
が停止しても他方が代わりにサービスを行うことで可用性を担保する。この仕組みから，複数のデバイスが格納
されるストレージ装置ごと損壊する場合は，可用性を担保できない問題がある。第 2の従来研究は，1つの拠点
に設置されたストレージ装置の間でデータを複製する拠点内冗長化である。一方のストレージ装置が停止しても
他方が代わりにサービスを行うことで可用性を担保する。この仕組みから，複数のストレージ装置が設置される
拠点ごと損壊する場合は，可用性を担保できない問題がある。第3の従来研究は，異なる複数の拠点に設置され
たストレージ装置の間でデータを複製する拠点間冗長化は，一方の拠点が停止しても他方の拠点が代わりにサー
ビスを行うことで可用性を担保する。しかし，それらの拠点間を結ぶ広域網が損壊する場合は，一方の拠点内の
サービス利用者がそのサービスを受けることができない問題がある。このように装置停止とネットワーク停止の
同時発生が起こる大規模災害のような損壊状況では，これらの従来研究ではストレージシステムの可用性を維持
できない。そこで，これを解決するリスク考慮型ストレージシステムのアプローチにおいて，システム規模とシ
ステム運用の観点から次の3つの技術課題に取り組む。 
 第1の技術課題は，全拠点を均等に安全にする高可用化アルゴリズムの確立である。これは，構成されたリス
ク考慮型ストレージシステムにおいて発生しうる，各ストレージ装置のデータ喪失リスクの大きなばらつきを抑
えるための課題である。地域分散ストレージシステムを構成する各ストレージ装置には，リスクのばらつきがあ
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る。どのストレージ装置も，最も低いリスクのストレージ装置に複製をしたい。その一方で，1 つの拠点がもつ
空き容量には限りがあり，全てのストレージ装置の複製を受け入れることはできない。その結果，最も低いリス
クをもつストレージ装置に複製できない装置が発生するため，構成後のリスク考慮型ストレージシステム内のデ
ータ喪失リスクは，ストレージ装置によって大きなばらつきが発生するのである。そこで，このばらつきを抑え，
均等に安全にするようなアルゴリズムの確立に取り組む。 
 第2の技術課題は，短い複製先組み合わせ時間と高い可用性の両立である。これは，大規模なストレージシス
テムにおいて発生しうる，複製先組み合わせ時間の長期化を抑制するための課題である。ここで，大規模なスト
レージシステムとは，ストレージ装置の数が多い場合と，複製先として選択するストレージ装置の数が多い場合
を示す。このような大規模なストレージシステムでは，複製先の候補となるストレージ装置の組み合わせが多い
ため，その組み合わせの中からリスクの低い組み合わせを選び出すのにかかる時間が大きくなる。結果として，
現実的に解を得ることができない場合がある。そこで，そのような大規模ストレージシステムであっても実用的
な時間で複製先の組み合わせを得る方法に取り組む。 
 第3の技術課題は，少ないデータ再配置量と高い可用性の両立である。これは，運用中のストレージシステム
において発生しうる，サービス性能の低下を抑制するための課題である。運用中のストレージシステムは，すで
にデータ提供サービスを開始しているストレージシステムを指す。一般に，運用中のストレージシステムは，空
き容量が低下していく場合が多い。空き容量がなくなると，データを複製できなくなる。このとき，ストレージ
容量を追加してもう一度複製先を組み合わせると，大量のデータ再配置が発生する場合がある。なぜなら，スト
レージ装置は日々蓄積された大量のデータを格納していることに加え，一部のストレージ装置の複製先が切り替
わることによって他のストレージ装置の複製先が次々と切り替わる現象が発生するからである。データ再配置は
ストレージシステムにとって大きな負荷であり，データ提供サービスの性能を長期間にわたり悪化させる。そこ
で，運用中のストレージシステムにおいて，データ再配置量を低減する方法に取り組む。 
 以降の章では，これら3つの技術課題を解決する方法を示す。 
 第3章では，第1の技術課題である全拠点を均等に安全にする高可用化アルゴリズムを確立するために，複製
先組み合わせ方式を示す。まず，解くべき問題として複製先組み合わせ問題を定義し，さらにその問題を目的関
数と2つの制約条件をもつ整数計画問題として定式化する。目的関数は，データ喪失リスクで重み付けした各拠
点のデータ量の総和とする。また，2 つの制約条件は，各拠点が複製先とする拠点の数を制約する複製数制約条
件と，各拠点が複製先として受け入れる拠点の数を制約する容量制約条件とする。この整数計画問題の解を，汎
用の最適化アルゴリズムである分枝限定法を使って得られることを示す。評価では，提案方式は，無作為方式に
比べて災害リスクのばらつきが抑えた解を得られること，無作為に複製先を決めるのに比べて地震シミュレーシ
ョン下での可用性を20ポイントと大きく改善できることを示す。 
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 第4章では，第2の技術課題である短い複製先組み合わせ時間と高可用性の両立のために，反復型複製先組み
合わせ方式を示す。まず，提案方式は，与えられた複製先が2以上である大規模な複製先組み合わせ問題を分割
し，それぞれの複製数を1に制約する複数の分割問題を生成する。次に，提案方式は，その分割問題を逐次的に
解く。このとき，分割問題の解として得られた複製先の組み合わせを，次の分割問題の解から除外し，かつ，デ
ータ消費量とデータ喪失確率の改善を考慮した新しいパラメータに更新し，次の分割問題を解く。評価では，第
3章で述べた提案方式と同等の高い可用性を維持しつつ，例えば80拠点のシステムではその複製先組み合わせ時
間を1500分の1に削減できることを示す。 
 第5章では，第3の技術課題である少ないデータ再配置量と高い可用性の両立のために，複製先部分再組み合
わせ方式を示す。提案方式は，リスク削減効率の高い一部のデータだけを再配置する2つの方式である。第1の
方式は，複製先を再度組み合わせる拠点を，拠点を組み合わせるのと同時に，整数計画法で選択する同時選択方
式である。この方式は，第3章で述べた提案方式の整数計画問題に，新しくデータ再配置量を制約する条件を付
け加えることで実現される。第2の方式は，複製先を再度組み合わせる拠点を，拠点を組み合わせるのに先立っ
て事前に，災害リスクの高い順に選択しておく事前選択方式である。この方式は，第3章で述べた提案方式の整
数計画問題に，事前選択されなかった拠点に関する複製先組み合わせを代入しておくことで実現される。評価で
は，事前選択方式が第3章で述べた提案方式と同等の可用性を，34%と少ないデータ再配置量で効率よく得られ
ることを示す。 
 第6章では，本研究を総括する。本研究により，大規模かつ運用中などのあらゆる利用形態において，リスク
考慮型ストレージシステムを実現できる。このリスク考慮型ストレージシステムは，大規模災害の直後などのよ
うに装置停止とネットワーク停止の同時発生があっても，復旧が進んでいない被災地内でデータを短時間で取得
できる高可用なストレージシステムである。 
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