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Nesta dissertac¸a˜o, apresentamos e demonstramos uma versa˜o do Teorema Ergo´dico Multi-
plicativo de Oseledets para espac¸os de Lebesgue. Seguimos uma tradic¸a˜o de provas iniciada
por M. Raghunathan que explora o Teorema Ergo´dico Subaditivo de Kingman, o qual tambe´m
apresentamos e demonstramos. Pelo meio, analisamos o Teorema de Furstenberg-Kesten visto
como um corola´rio do u´ltimo e uma forma seminal do primeiro.
Palavras chave: Teoria Ergo´dica, Teorema Ergo´dico Multiplicativo, Teorema Ergo´dico Subadi-
tivo, Teorema de Furstenberg-Kesten, Fibrado Vetorial, Difeomorfismo, Cociclo Linear, Expoente




In this dissertation, we present and prove a version of Oseledets’ Multiplicative Ergodic The-
orem for Lebesgue spaces. We follow an approach by M. Raghunathan exploring Kingman’s
Subadditive Ergodic Theorem, which we also present and prove. Along the way, we analyse
Furstenberg-Kesten’s Theorem, seen as a corollary of the last and a seminal form of the first.
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A Teoria Ergo´dica, a´rea na qual se insere este trabalho, e´ a disciplina da Matema´tica que es-
tuda sistemas dinaˆmicos munidos de medidas invariantes. Ha´ va´rias definic¸o˜es possı´veis para
o que se entende ser um sistema dinaˆmico. Em geral, os seguintes elementos devem estar
presentes: um espac¸o de fase X, constituı´do pelos possı´veis estados do sistema, que normal-
mente tem alguma estrutura extra (por exemplo topolo´gica, mensura´vel ou diferencia´vel); um
tempo, que pode ser contı´nuo ou discreto, extensı´vel apenas para o futuro ou simultaneamente
tambe´m para o passado; uma lei de evoluc¸a˜o temporal, que nos indica os estados do sistema
num dado instante a partir dos estados do sistema em instantes anteriores. O objetivo geral
da Teoria de Sistemas Dinaˆmicos e´ estudar a evoluc¸a˜o de tais sistemas com o tempo. Neste
trabalho, adotaremos um modelo de dinaˆmica discreta. A lei de evoluc¸a˜o temporal e´ neste caso
uma transformac¸a˜o
T : X Ñ X
que ao estado x P X no instante t associa o estado Tx no instante t   1. O tempo e´ assim
naturalmente modelado pelos nu´meros naturais N, quando o processo e´ irreversı´vel ou na˜o-
invertı´vel, ou enta˜o pelos inteiros Z, quando estamos na presenc¸a de uma dinaˆmica reversı´vel
ou invertı´vel. O desafio gene´rico para o presente modelo e´ estudar o comportamento das o´rbitas
tTnxunPN,Z.
Para a Teoria Ergo´dica, o espac¸o de fase deve ser um espac¸o de medida pX,A, µq, nor-
malmente finita ou quando muito σ-finita, preferencialmente com boas propriedades adicionais
- uma classe importante nesta a´rea sa˜o os chamados espac¸os de Lebesgue. Neste trabalho,
lidaremos apenas com espac¸os de probabilidade (i.e., aqueles em que µpXq  1) que sa˜o, por
1
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assim dizer, o proto´tipo dos espac¸os de medida finita. A transformac¸a˜o T deve preservar a
estrutura mensura´vel do espac¸o querendo isso dizer que
T1pEq P A, para todo E P A.
A invariaˆncia (ou preservac¸a˜o) da medida significa assim que
µpT1pEqq  µpEq, para todo E P A.
A preservac¸a˜o de uma medida per se fornece informac¸a˜o diversa sobre o sistema. Um exemplo
cla´ssico disso mesmo e´ devido a H. Poincare´ quando estudava o movimento dos astros, no final
do se´culo XIX. Este notou propriedades de recorreˆncia assinala´veis nos sistemas da Mecaˆnica
Celeste, de facto va´lidas para quaisquer sistemas com medidas invariantes, substanciadas no
seu ce´lebre Teorema de Recorreˆncia. Este afirma que quase todos os pontos de um conjunto
mensura´vel E P A arbitra´rio retornam (e infinitas vezes!) a esse conjunto, i.e.,
µptx P E : tTnpxqun¥N  XzEuq  0, para todo N P N.
As origens da Teoria Ergo´dica remontam (pelo menos) a` famosa hipo´tese ergo´dica do fı´sico
L. Boltzmann formulada no contexto da Mecaˆnica Estatı´stica (mais precisamente, na Teoria
Cine´tica dos Gases), tambe´m nos finais do se´culo XIX. A afirmativa moderna que folcloriza esta
hipo´tese (em verdade, uma consequeˆncia da hipo´tese ergo´dica original de Boltzmann, sobre as
traje´torias visitarem todos os estados compatı´veis com um dado nı´vel de energia) e´ a seguinte.
!A me´dia temporal de grandezas observa´veis ao longo de o´rbitas tı´picas coincide
com a me´dia espacial."
De facto, hoje sabemos bem que esta hipo´tese e´ falsa em geral, e os sistemas especiais
para os quais ela e´ va´lida dizem-se ergo´dicos. Terı´amos de esperar ate´ aos anos 30 para ver
o desenvolvimento sistema´tico da Teoria Ergo´dica como disciplina matema´tica, a partir de uma
formalizac¸a˜o mais se´ria da hipo´tese ergo´dica. Por essa altura, e´ devida a G. Birkhoff ([6], 1931)
uma versa˜o do ce´lebre Teorema Ergo´dico. A` luz da hipo´tese ergo´dica, o objeto principal deste








φ  T ipxq.
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Naturalmente, na˜o ha´ raza˜o nenhuma para esperar que estas me´dias existam sempre e muito
menos saber para onde convergem. Todavia, para grandezas φ P L1pµq, Birkhoff mostrou que
esse e´ o panorama tı´pico do ponto de vista da medida pelo que quando o sistema e´ ergo´dico







φ  T ipxq 
»
φdµ.
Sensivelmente pela mesma altura, outra versa˜o do Teorema Ergo´dico foi provado por J. Von
Neumann ([40], 1932), esta formulada num contexto funcional e menos geral do espac¸o L2pµq,
inspirado em trabalhos de B. Koopman sobre grupos de operadores unita´rios em espac¸os de
Hilbert que deram forma a` hipo´tese ergo´dica. A par do resultado de Birkhoff, estas constituem
as verso˜es cla´ssicas do Teorema Ergo´dico.
Na segunda metade do se´culo XX, a Teoria Ergo´dica comec¸ou a mudar dum paradigma fun-
cional para um probabilı´stico, muito devido a` introduc¸a˜o do conceito de entropia por A. Kolmo-
gorov em torno de 1958, mais ou menos ao mesmo tempo que Y. Sinai, movidos pelo conceito
homo´nimo proposto por C. Shannon no aˆmbito da Teoria da Informac¸a˜o em meados dos anos
20. Isto marcou um ponto de viragem da teoria, com novos desenvolvimentos.
No final da de´cada de 60, surgiram generalizac¸o˜es do Teorema Ergo´dico que constituem o
leit-motiv da presente dissertac¸a˜o. A primeira deve-se ao matema´tico J. Kingman e e´ conhecida
como o Teorema Ergo´dico Subaditivo. Apesar do nome ergo´dico, este teorema foi um corola´rio
de trabalhos transversais a` Teoria Ergo´dica. Segundo consta, foi publicado em ([20], 1968),
numa altura em que o autor se encontrava a estudar processos subaditivos, introduzidos anos
antes no aˆmbito dos processos estoca´sticos por Hammersley e Welsh. Sugerimos ([19], 1973)
para um apanhado geral de Teoria Ergo´dica Subaditiva, fundada pelo autor. Em termos simples,
este estabelece, a` semelhanc¸a do Teorema Ergo´dico, a existeˆncia em quase todo o ponto de










φ  T ipxq.
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A demonstrac¸a˜o de Kingman usava uma ideia de reduc¸a˜o, decompondo processos subaditivos
como somas de processos aditivos e subaditivos na˜o-negativos. Provas simplificadas e mais fo-
cadas foram entretanto aparecendo na literatura matema´tica: bastara´ mencionar a de B. Weiss
e Y. Katznelson ([18], 1982) inspirada nos me´todos de ana´lise na˜o-standard de T. Kamae para
a demonstrac¸a˜o do Teorema Ergo´dico cla´ssico ([14], 1982); a de J. Steele ([36], 1989) e a de K.
Schu¨rger ([35], 1991), esta u´ltima mais geral. A prova da presente dissertac¸a˜o ([3], 2009) e´ um
acre´scimo nesta linha, com um ponto possivelmente original ao considerar somas de Birkhoff
especiais sem contudo depender do Teorema Ergo´dico.
Curiosamente no mesmo ano, o ainda jovem matema´tico russo V. Oseledets, aluno de dou-
toramento de Y. Sinai, publicou o seu famoso Teorema Ergo´dico Multiplicativo ([28], 1968), um
subproduto da sua tese doutoral que havia demonstrado em 1965 e apresentado no ano se-
guinte por ocasia˜o do Congresso Internacional de Matema´ticos em Moscovo. A motivac¸a˜o dos
objetos presentes no enunciado deste resultado remonta a trabalhos anteriores de A. Lyapunov
([23], a versa˜o original em Russo e´ datada de 1892), no contexto da Teoria de Equac¸o˜es Dife-
renciais Ordina´rias, mais precisamente, sobre a estabilidade das soluc¸o˜es associadas. Entre
eles, encontramos os agora chamados expoentes de Lyapunov e uma noc¸a˜o de regularidade
correlata tambe´m visı´vel e desenvolvida nos trabalhos de O. Perron ([29], 1930). Uma monogra-
fia aprofundada sobre a teoria desenvolvida a partir destes trabalhos e´ ([9], 1966), de D. Bylov,
R. Vinograd, D. Grobman e V. Nemyckii. O Teorema de Oseledets vem afirmar que tal regu-
laridade, geralmente rara do ponto de vista topolo´gico, e´ tı´pica do ponto de vista da medida,
sem contudo descreveˆ-la. As ideias da prova de Oseledets teˆm um cara´ter eminentemente
alge´brico (envolvem produtos exteriores, etc.), reduzindo o caso dos cociclos lineares gerais ao
dos cociclos triangulares e usando o Teorema Ergo´dico cla´ssico para estes u´ltimos.
Muitas demonstrac¸o˜es alternativas e verso˜es mais gerais surgiram desde enta˜o. Entre
as principais, colocamos a` cabec¸a a de M. Raghunathan ([31], 1979), baseada no Teorema
Ergo´dico Subaditivo - mais precisamente, via Teorema de Furstenberg-Kesten ([12], 1960), dele
facilmente dedutı´vel, em combinac¸a˜o com a decomposic¸a˜o em valores singulares de uma ma-
triz - com uma extensa˜o para corpos locais, como o dos nu´meros p-a´dicos. Seguiram-se outras:
temos verso˜es de dimensa˜o infinita de D. Ruelle ([33], 1982) para espac¸os de Hilbert e de R.
Mane˜ ([25], 1983) para espac¸os de Banach (ver tambe´m [24], [34]); a de V. Kaimanovich ([13],
1989) para grupos de Lie semisimples e inspirada nesta a de A. Karlson e G. Margulis ([16],
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1999) para alguns espac¸os com curvatura na˜o-positiva (ver tambe´m [10]); por fim, em tempos
mais recentes, destacamos a de A. Karlsson e F. Ledrappier para o grupo de isometrias de
espac¸os me´tricos pro´prios ([15], 2006). E mais se poderiam acrescentar: sugerimos [2] para
uma lista mais ou menos exaustiva bem como um tratado completo no assunto. A demonstrac¸a˜o
apresentada nesta dissertac¸a˜o, desenhada por J. Bochi ([7], 2008), segue uma tradic¸a˜o inici-
ada com Raghunathan e continuada por outros (i.e., via Teorema Ergo´dico Subaditivo), com a
ressalva de que os ca´lculos matriciais para a construc¸a˜o de espac¸os invariantes tı´picos des-
sas provas, marcas indele´veis do cara´ter alge´brico das mesmas, se transformam agora numa
construc¸a˜o direta de subespac¸os complementares de maior taxa de crescimento exponencial e
no estudo da ac¸a˜o dos cociclos sobre o espac¸o projetivo euclideano (que permite realizar ime-
diatamente os menores expoentes como limites), ideias descendentes de R. Mane˜ ([24], 1987)
e P. Walters ([41], 1993), respetivamente.
Para completar esta introduc¸a˜o, na˜o poderı´amos deixar de mencionar os trabalhos de Y.
Pesin ([30], 1977) que a par dos de Lyapunov, Perron e Oseledets ja´ referidos marcaram
os inı´cios da Dinaˆmica Na˜o-Uniformemente Hiperbo´lica como disciplina independente, atu-
almente uma das a´reas fervilhantes e abrangentes da investigac¸a˜o em Teoria Ergo´dica Di-
ferencia´vel/Sistemas Dinaˆmicos, versando sobre sistemas com expoentes de Lyapunov na˜o-
nulos. Uma introduc¸a˜o neste to´pico e´ o livro do pro´prio e de L. Barreira ([5], 2007).
Estrutura da dissertac¸a˜o
Podemos dizer que o objetivo principal deste trabalho e´ a demonstrac¸a˜o duma versa˜o do
Teorema de Oseledets explorando o Teorema de Kingman. Isso significa que apesar de ser
nosso intuito a apresentac¸a˜o e demonstrac¸a˜o de ambos, uma eˆnfase prima´ria deve ser dado ao
primeiro em detrimento do segundo que sera´, por assim dizer, parte de um caminho possı´vel
para chegar ao primeiro. Quer-se com isso evidenciar ainda a assimetria de originalidade e
esforc¸o envolvidos em ambos, substancialmente maiores para o primeiro.
O leitor que deseja apenas um contacto superficial com os resultados principais desta
dissertac¸a˜o sem maior compromisso tem no Capı´tulo 1 uma apresentac¸a˜o dos mesmos. Os
Capı´tulos 2 e 3 sa˜o inteiramente devotados a`s demonstrac¸o˜es dos Teoremas de Kingman e
Oseledets, respetivamente, se for desejada uma compreensa˜o mais aprofundada. Dada a na-
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tureza deste trabalho, primamos por apresentar provas detalhadas e portanto mais extensas e
dissecadas do que habitualmente se encontram noutros textos.
Por fim, incluı´mos alguns apeˆndices: os dois primeiros, A e B, sobre definic¸o˜es e factos
gerais de Medida, Integrac¸a˜o e Teoria Ergo´dica que achamos proveitosos; um terceiro, C, sobre
cociclos lineares, com noc¸o˜es e propriedades que achamos adequado colocar numa secc¸a˜o
separada da restante dissertac¸a˜o, em jeito de complemento.
Capı´tulo 1
Apresentac¸a˜o dos resultados
Este capı´tulo e´ dedicado a` apresentac¸a˜o dos resultados principais desta dissertac¸a˜o. Pre-
tendemos mostrar o fio condutor que liga o Teorema de Kingman ao de Oseledets, passando
pelo de Furstenberg-Kesten, sem esquecer o Teorema Ergo´dico (de Birkhoff). A exposic¸a˜o dos
to´picos para o Teorema de Kingman e´ primariamente baseada em [27] e [38]. Por sua vez, para
o Teorema de Oseledets foram usadas [7], [24], [38] e [39]. Refiram-se tambe´m [2], [5] e [42]
como fontes valiosas neste contexto.
1.1 Teorema de Kingman
Nesta secc¸a˜o, o ambiente sera´ um espac¸o de probabilidade pX,A, µq com uma transformac¸a˜o
mensura´vel T : X Ñ X que preserva a probabilidade µ. Para motivar o primeiro dos teore-
mas principais deste trabalho, comec¸aremos com uma ana´lise mais aprofundada do Teorema




φ  T ipxq
satisfazem a seguinte propriedade de aditividade:
φm n  φm   φn  T
m, para todo m,n P N. (1.1)
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existe em quase todo o ponto e que em me´dia coincide com a me´dia espacial
³
φdµ. Na˜o e´
dificil verificar que este facto ocorre para toda a sucessa˜o de func¸o˜es φn : X Ñ R que satisfac¸a
a propriedade (1.1) e a condic¸a˜o φ1 P L1pµq: bastara´ notar que tais sucesso˜es sa˜o somas
temporais de Birkhoff geradas precisamente pela func¸a˜o φ1.
E´ legı´timo questionar se esta convergeˆncia q.t.p. vale para sucesso˜es φn : X Ñ R mais
gerais. Este e´ o conteu´do do Teorema Ergo´dico Subaditivo de Kingman, ao relaxar a aditividade
em (1.1) para subaditividade. Introduzamos alguma nomenclatura conveniente.
Definic¸a˜o 1.1. Dizemos que uma sucessa˜o panqnPN em r8,8q : RY t8u e´ subaditiva, se
am n ¤ am   an, para todo m,n P N.
Da definic¸a˜o acima, deduzimos que para uma sucessa˜o subaditiva vale an ¤ na1, e portanto
an










O seguinte facto elementar, particularmente elegante, exibe uma propriedade importante das
sucesso˜es subaditivas, fornecendo informac¸a˜o extra sobre o ı´nfimo e a convergeˆncia, sendo
associado em alguns textos a Michael Fekete.










Extenderemos a ideia de subaditividade mais geralmente a uma sucessa˜o de func¸o˜es com
respeito a uma transformac¸a˜o, a qual generaliza a aditividade das somas de Birkhoff.
Definic¸a˜o 1.2. Dizemos que uma sucessa˜o de func¸o˜es φn : X Ñ R e´ subaditiva com respeito
a uma transformac¸a˜o T : X Ñ X, se
φm n ¤ φm   φn  T
m, para todo m,n P N.
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CAPI´TULO 1. APRESENTAC¸A˜O DOS RESULTADOS







relac¸a˜o que se mante´m verdadeira considerando as func¸o˜es φ n e φ
 
1 . Assim, na suposic¸a˜o de
todas as func¸o˜es serem mensura´veis, a integrabilidade de φ 1 implica a de φ
 
n para todo n P N
e portanto, nessas condic¸o˜es, a sucessa˜o panqnPN definida por
an 
»
φn dµ P r8,8q











φn dµ P r8,8q. (1.2)
Este limite associado a sucesso˜es subaditivas desempenha, no primeiro dos teoremas princi-
pais deste capı´tulo, um papel similar ao da me´dia espacial no Teorema de Birkhoff [B.3].
Teorema A. (Kingman) Sejam pX,A, µq um espac¸o de probabilidade e T : X Ñ X uma
transformac¸a˜o mensura´vel que preserva µ. Seja pφnqnPN uma sucessa˜o subaditiva de func¸o˜es
mensura´veis com respeito a T tal que φ 1 P L
1pµq. Enta˜o existe uma func¸a˜o mensura´vel





, para µ-q.t.p. x P X.
Ale´m disso, φ  P L1pµq e tem-se
1. φ  T  φ em µ-quase todo o ponto e
2.
³
φdµ  L P r8,8q,
onde L e´ o limite dado por (1.2). Ale´m disso, quando o sistema e´ ergo´dico φ e´ constante igual
a L em quase todo o ponto.
1.1.1 O Teorema de Furstenberg-Kesten
Em direc¸a˜o ao Teorema de Oseledets, veremos uma aplicac¸a˜o do Teorema de Kingman.
Como exemplo motivacional, que retomaremos mais adiante, consideremos um difeomorfismo
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CAPI´TULO 1. APRESENTAC¸A˜O DOS RESULTADOS
f : M ÑM de uma variedade diferencia´velM com uma me´trica de Riemann }}x (diferencia´vel)
que faz de cada fibra (espac¸o tangente) TxM do fibrado tangente TM um espac¸o normado. Um
dos aspetos essenciais no estudo da dinaˆmica, i.e., o comportamento de fnpxq para iterados de
ordem elevada, prende-se com a expansa˜o e contrac¸a˜o gerada por f . Em certas circunstaˆncias,
esse estudo e´ linearizado em termos do comportamento de Dfnx : TxM Ñ TfnpxqM e o pro-
blema geral torna-se agora tentar compreender, para cada direc¸a˜o v P TxM , como }Dfnx v}fnpxq
varia com n. Aqui estamos essencialmente preocupados com a frequeˆncia de um comporta-
mento assinto´tico preciso destes iterados.
Numa primeira instaˆncia, analisemos o comportamento de }Dfnx }, onde }  } e´ a norma do
operador linearDfnx : TxM Ñ TfnpxqM induzida pela me´trica de Riemann. Pela regra da cadeia,
Dfnx  Dffn1pxq     Dffpxq Dfx
e portanto, pela submultiplicatividade da norma, temos
}Dfnx } ¤ }Dffn1pxq}    }Dffpxq}}Dfx}.
Em vista desta propriedade, uma formulac¸a˜o conveniente do problema e´ feita atrave´s da lingua-
gem exponencial. Facilmente se deduz da desigualdade acima que a sucessa˜o
φnpxq  log }Df
n
x }
e´ subaditiva com respeito a f . Assim, sob hipo´teses adequadas, poderı´amos tentar usar o
Teorema Ergo´dico Subaditivo para concluir a existeˆncia de alguma convergeˆncia do tipo
1
n
log }Dfnx } Ñ φpxq
de modo que }Dfnx }  enφpxq, para iterados de ordem elevada. De facto, o que fizemos aqui
para a norma poderı´amos fazer tambe´m para a conorma da derivada definida por
mpDfnx q : inf
}v}x1
}Dfnx  v}fnpxq.
Uma vez que as aplicac¸o˜es Dfnx : TxM Ñ TfnpxqM sa˜o isomorfismos lineares temos mpDfnx q 
}pDfnx q
1}1 e portanto a sucessa˜o
ϕnpxq  log }pDf
n
x q
1}   logmpDfnx q
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e´ tambe´m subaditiva com respeito a f . Valem concluso˜es semelhantes e assim balizamos de
alguma forma o problema inicial.
Vejamos como extender este exemplo no contexto da Teoria Ergo´dica. Considere-se o
espac¸o GLpR, dq das matrizes quadradas invertı´veis d d com entradas no corpo dos nu´meros




induz nesse espac¸o uma topologia e por conseguinte uma σ-a´lgebra de Borel, que permite
enta˜o falar naturalmente de mensurabilidade em aplicac¸o˜es que envolvam este espac¸o. Defini-




Uma vez que L e´ invertı´vel, temosmpLq  }L1}1, como ja´ foi observado. Dada uma aplicac¸a˜o
A : X Ñ GLpR, dq, uma transformac¸a˜o T : X Ñ X e n ¥ 0, escrevemos
Apnqpxq : ApTn1xqApTn2xq   ApTxqApxq.
Uma aplicac¸a˜o do Teorema Ergo´dico Subaditivo e´ mostrada no pro´ximo resultado atribuı´do a
Furstenberg e Kesten ([12]), que de facto e´ anterior no tempo (1960).
Teorema 1.1. (Furstenberg-Kesten) Seja pX,A, µq um espac¸o de probabilidade e T : X Ñ X
uma transformac¸a˜o mensura´vel de X que preserva µ. Seja A : X Ñ GLpR, dq uma aplicac¸a˜o










em µ-quase todo o ponto x P X. Ale´m disso, λmin e λmax sa˜o pT, µq-invariantes,
•
»
























Este teorema e´ um corola´rio do Teorema Ergo´dico Subaditivo essencialmente pelos motivos da
discussa˜o anterior. Devido a` submultiplicatividade da norma matricial, as sucesso˜es
φnpxq  log }A
pnqpxq} e ϕnpxq  log }pA
pnqpxqq1}
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sa˜o ambas subaditivas. A condic¸a˜o de integrabilidade e´ trivialmente satisfeita em ambos os
casos pelo que da relac¸a˜o
logmpApnqpxqq   log }pApnqpxqq1}
o resultado segue.
Portanto, o Teorema de Furstenberg-Kesten afirma que a norma e a co-norma dos iterados
de ordem elevada admitem tipicamente taxas de variac¸a˜o exponencial precisas
}Apnqpxq}  enλmaxpxq e mpApnqpxqq  enλminpxq.
Retomando por um pouco a motivac¸a˜o do exemplo dos difeomorfismos, nomeadamente para o
estudo de }Dfnx  v}fnpxq, temos em geral
mpApnqpxqq  }v} ¤ }Apnqpxq  v} ¤ }Apnqpxq}  }v},














Dado que o Teorema de Furstenberg-Kesten define genericamente os extremos da desigual-
dade acima, cabe questionar naturalmente um comportamento semelhante para o membro in-
terme´dio. A ana´lise desta questa˜o e´ feita no pro´ximo dos teoremas principais deste capı´tulo,
o Teorema de Oseledets. Este refina substancialmente o resultado de Furstenberg-Kesten, ao
afirmar que num ponto x P X tı´pico e´ possı´vel filtrar/decompor Rd em subespac¸os de tal modo
que o comportamento da dinaˆmica restrita a cada um deles esta´ bem caraterizado em termos
da linguagem exponencial.
1.2 Teorema de Oseledets
Nesta secc¸a˜o, apresentamos o Teorema de Oseledets, tambe´m conhecido por Teorema
Ergo´dico Multiplicativo, para os cociclos lineares (ou morfismos de fibrados vetoriais). A classe
de espac¸os de probabilidade pX,A, µq que consideramos presentemente e´ a dos espac¸os de
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Lebesgue. Esta e´ uma classe importante em Teoria Ergo´dica, quer pelas boas propriedades
que possui em relac¸a˜o aos demais espac¸os de probabilidade, quer porque cobre a maior parte
dos exemplos de relevo. A menos de isomorfismo mod 0, a noc¸a˜o de equivaleˆncia padra˜o, ha´
va´rios representantes que poderı´amos tomar. O mais conveniente para aqui e´ aquele em que
X representa um espac¸o me´trico compacto e A  B|µ a σ-a´lgebra de borelianos completada
em relac¸a˜o a` probabilidade µ.
Como e´ usual, consideramos uma transformac¸a˜o mensura´vel T : X Ñ X que preserva µ
. Seja pi : E Ñ X um fibrado vetorial mensura´vel de dimensa˜o finita munido com uma me´trica
de Riemann }  }x em cada fibra Ex  pi1pxq dependendo de forma mensura´vel do ponto de
base x P X. Um cociclo linear sobre T e´ um automorfismo (mensura´vel) de fibrados vetoriais










e as ac¸o˜es nas fibras Fx : Ex Ñ ETx sa˜o isomorfismos lineares de espac¸os vetoriais que
dependem de forma mensura´vel de x. O pro´ximo exemplo, ja´ abordado, e´ possivelmente o
representante mais intrı´nseco deste conceito, a sua inspirac¸a˜o.
Exemplo 1.1. Cociclo dinaˆmico ou cociclo derivado: consideramos um difeomorfismo f : M Ñ
M de uma variedade diferencia´vel riemanniana M e a derivada F  Df a atuar no fibrado
tangente E  TM .
O modelo acima introduzido e´ bastante abrangente, mas para os nossos propo´sitos na˜o neces-
sitaremos de trabalhar com tanta generalidade. De facto, na formulac¸a˜o dos resultados teo´ricos
desta secc¸a˜o assumiremos que os fibrados sa˜o triviais, ou seja, da forma E  X Rd. Citando
[39], esta e´ uma hipo´tese razoa´vel na medida em que frequentemente a restric¸a˜o do fibrado a
um subconjunto de X com medida total e´ (isomorfo a) um fibrado trivial: no presente modelo,
em que X e´ um espac¸o me´trico compacto isso sempre acontece (veja-se a Proposic¸a˜o C.1).
Nesse caso, cada ac¸a˜o Fx traduz-se num elemento Apxq de GLpR, dq, dependendo de forma
mensura´vel do ponto x, e o cociclo consiste assim dum produto semi-direto, i.e., da forma
F px, vq  pTx,Apxq  vq.
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Notamos que a ac¸a˜o Fnx e´ dada precisamente por Apnqpxq com o significado
Apnqpxq : ApTn1xqApTn2xq   ApTxqApxq.
Quando T e´ invertı´vel, tambe´m o e´ o cociclo F , e podemos considerar os iterados revertendo o
tempo Fnpx, vq  pTnx,Apnqpxq  vq, onde
Apnqpxq : rApTnxqs1    rApT1xqs1  rApnqpTnxqs1.
Suporemos tambe´m que a me´trica de Riemann }  }x e´ independente da fibra, fixando para o
efeito alguma norma }  } em Rd e usando o mesmo sı´mbolo para denotar a norma induzida no
espac¸o dos operadores lineares L : Rd Ñ Rd, como vem sendo ha´bito. Para uma exposic¸a˜o
mais completa destes objetos matema´ticos, sugerimos o Apeˆndice C.
Estamos interessados no estudo da dinaˆmica gerada pelos cociclos a` luz da seguinte
Definic¸a˜o 1.3. Dado um cociclo linear sobre T definimos o expoente caraterı´stico de Lyapunov
ou simplesmente o expoente de Lyapunov associado ao par px, vq P X  Rd por




log }Apnqpxq  v} P RY t8u.
Quando T e´ invertı´vel, definimos tambe´m outro expoente de Lyapunov revertendo o tempo




log }Apnqpxq  v} P RY t8u.
Em ambos os casos, fazemos a convenc¸a˜o logp0q  8 .
Interessa-nos especialmente o caso em que os expoentes sa˜o realizados como limites, pelo
que tudo o que agora se segue deve ser lido nessa o´tica. Os expoentes de Lyapunov precisam-
nos as taxas de variac¸a˜o exponencial assinto´ticas da norma dos iterados Fnx : Ex Ñ ETnpxq.
Expoentes positivos ou negativos predizem, respetivamente, crescimento ou decrescimento ex-
ponencial da norma, ao passo que expoentes nulos traduzem a falta de comportamento expo-
nencial, por vezes dito na literatura de subexponencial. A existeˆncia de expoentes de Lyapunov
para cociclos e´ assim um dado importante no estudo da dinaˆmica, nomeadamente no que toca
a` expansa˜o, contrac¸a˜o e subsequentes questo˜es de estabilidade que motivaram A. Lyapunov
a introduzi-los na Teoria das EDO’s ([23]). Vamos analisar um exemplo elementar que elucida
isso mesmo mas que, num sentido a explanarmos adiante, na˜o pode ser tido como um retrato
da situac¸a˜o geral.
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Exemplo 1.2. Consideremos um isomorfismo linear f : Rd Ñ Rd. Observe-se que Dfx  f
para todo x P Rd pelo que o cociclo derivado e´ constante. Sejam eλ1 ¡ eλ2 ¡    ¡ eλk (λi P R)
os valores absolutos distintos dos valores pro´prios de f e seja Ei a soma direta dos espac¸os
pro´prios generalizados associados aos valores pro´prios cujo valor absoluto e´ eλi . Como con-





log }Dfnx pvjq}  λj , para todo vj P Ejzt0u e 1 ¤ j ¤ k.
Assim, expoentes de Lyapunov λ1 ¡    ¡ λk existem para todos os pares px, vq. Em particular,
se λ1   0 a origem (e portanto todos os pontos) e´ assintoticamente exponencialmente esta´vel.
O modelo espectral do exemplo acima inspira uma adaptac¸a˜o para transformac¸o˜es mais
gerais. Introduzimos agora o que se deve entender por isso atrave´s duma noc¸a˜o de regularidade
que sera´ fruto do Teorema de Oseledets, em linha com [24] e apresentada com uma estrutura
mais cla´ssica noutros textos (e.x. [2] e [5] sob o tı´tulo de regularidade de Lyapunov ).
Definic¸a˜o 1.4. Um ponto x P X diz-se positivamente regular, se existirem k  kpxq nu´meros
reais λ1pxq ¡    ¡ λkpxq e uma filtrac¸a˜o linear
Rd  V 1x ¡ V 2x ¡    ¡ V kx ¡ V k 1x  t0u (1.3)





log }Apnqpxq  vi}  λipxq, para todo vi P V ixzV
i 1
x .
Quando o sistema e´ invertı´vel, seria possı´vel ainda introduzir uma regularidade negativa em
termos ana´logos, que na˜o implica nem e´ implicada pela positiva. Mesmo quando coexistem,
os expoentes e a filtrac¸a˜o que enta˜o se obteriam revertendo o tempo na˜o esta˜o a priori rela-
cionados com os acima definidos. Para gerar uma maior compatibilidade entre a regularidade
positiva e a negativa que combine as respetivas filtrac¸o˜es temos a seguinte noc¸a˜o.
Definic¸a˜o 1.5. Dizemos que x P X e´ (simplesmente) regular, se existirem k  kpxq nu´meros
reais λ1pxq ¡    ¡ λkpxq e uma decomposic¸a˜o
Rd  E1x `    ` Ekx (1.4)





log }Apnqpxq  vi}  λipxq, para todo vi P Eixzt0u.
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Quando existem, as filtrac¸o˜es-decomposic¸o˜es em (1.3) e (1.4) e os expoentes de Lyapunov
sa˜o u´nicos. Adotaremos a notac¸a˜o R pT q e RpT q para designarmos o conjunto dos pontos
positivamente regulares e simplesmente regulares (quando aplica´vel) de T , respetivamente.
Conve´m observar que quando T e´ invertı´vel tem-se RpT q  R pT q com V ix  `kjiEjx. Os
espac¸os V ix e Eix dizem-se os espac¸os de Oseledets, nomenclatura que transita para as res-







de modo que o espectro de Lyapunov em x e´ o conjunto dos expoentes de Lyapunov em x
contados com a sua multiplicidade
Sx : tpλipxq, kixq : i  1, ..., kpxqu.
Note-se que quando x P RpT q, V ix  Eix ` V i 1x e portanto a multiplicidade dos expoentes λipxq
coincide com a respetiva dimensa˜o dos subespac¸os de Oseledets Eix. Os conjuntos R pT q e
RpT q sa˜o T -invariantes: se x e´ regular, enta˜o Tx e´ regular e tem-se









No Exemplo 1.2, vemos que todos os pontos sa˜o regulares e, ale´m disso, que os expoentes
de Lyapunov na˜o dependem de x. Com a mesma abordagem, vemos que a regularidade e´ uma
caracterı´stica de pontos perio´dicos mas em geral e´ difı´cil verificar se um determinado ponto e´
ou na˜o regular. Assim, e´ legı´timo questionarmo-nos sobre o tamanho de R pT q e RpT q. Ha´
duas maneiras cla´ssicas de abordar esta questa˜o, sempre que fac¸am sentido: uma pela via
topolo´gica e outra pela via da medida, na˜o coincidentes normalmente. Citando [24] ou [37],
situac¸o˜es como a do Exemplo 1.2 sa˜o muito especiais, acontecendo somente para aplicac¸o˜es
particulares. Nos mesmos textos se refere que, no exemplo do cociclo dinaˆmico, pontos regula-
res formam frequentemente um conjunto de primeira categoria de Baire (ate´ mesmo finito) e por-
tanto um conjunto magro segundo essa perspetiva. A resposta pela via da medida e´ o conteu´do
do Teorema de Oseledets. Este afirma que, sob uma condic¸a˜o de integrabilidade razoa´vel, a
situac¸a˜o e´ precisamente a oposta: pontos regulares formam um conjunto de probabilidade total.
Vamos apresentar duas verso˜es deste teorema: a primeira, mais fraca, e´ para transformac¸o˜es
gerais do espac¸o de probabilidade, referente a` regularidade positivaR pT q, a que chamaremos
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por esse motivo versa˜o unilateral ; uma segunda, para transformac¸o˜es invertı´veis e a regulari-
dade em RpT q, que por analogia se designara´ versa˜o bilateral. Suporemos tambe´m que o
sistema e´ ergo´dico. Usando a decomposic¸a˜o ergo´dica e alguns cuidados te´cnicos extra no tra-
tamento das questo˜es de mensurabilidade, seria possı´vel demonstrar verso˜es na˜o ergo´dicas
das que em seguida enunciamos. A ergodicidade simplificara´ um pouco a argumentac¸a˜o sem
com isso esconder o aspeto e as dificuldades essenciais do teorema.
Teorema B. (Oseledets) Seja pX,A, µq um espac¸o de probabilidade de Lebesgue e T uma
transformac¸a˜o ergo´dica de X. Seja A : X Ñ GLpR, dq uma aplicac¸a˜o mensura´vel satisfazendo
log  }A1} P L1pµq. Nestas condic¸o˜es, existem nu´meros reais λ1 ¡    ¡ λk e, em µ-quase
todo o ponto x P X, ha´ uma u´nica filtrac¸a˜o linear
Rd  V 1x ¡ V 2x ¡    ¡ V kx ¡ V k 1x  t0u
tal que, para todo 1 ¤ i ¤ k, se tem










Ale´m disso, os espac¸os V ix dependem de forma mensura´vel do ponto x do espac¸o.
Figura 1.1: FILTRAC¸A˜O DE OSELEDETS
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A dependeˆncia mensura´vel dos espac¸os de Oseledets, geralmente na˜o contı´nua, e´ um ponto
delicado que remetemos para o Capı´tulo 3. A versa˜o bilateral tem concluso˜es substancialmente
mais fortes. Esta e´ talvez aquela a que se associa mais frequentemente o resultado de Osele-
dets, e fornece algo mais do que a regularidade tal como foi introduzida na Definic¸a˜o 1.4.
Teorema C. (Oseledets) Seja pX,A, µq um espac¸o de probabilidade de Lebesgue e T uma
transformac¸a˜o ergo´dica invertı´vel e bimensura´vel de X. Seja A : X Ñ GLpR, dq uma aplicac¸a˜o
mensura´vel satisfazendo log  }A1} P L1pµq. Enta˜o existem nu´meros reais λ1 ¡    ¡ λk e, em
µ-quase todo o ponto x P X, ha´ uma u´nica decomposic¸a˜o
Rd  E1x `    ` Ekx
tal que, para todo 1 ¤ i ¤ k, se tem
























EjTnxq  0, sempre que I X J  H.
Ale´m disso, os espac¸os Eix dependem de forma mensura´vel do ponto x do espac¸o.
Figura 1.2: DECOMPOSIC¸A˜O DE OSELEDETS
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As decomposic¸o˜es de Oseledets teˆm uma estrutura muito rica com mais propriedades do que
as que surgem no teorema. Em primeiro lugar, os espac¸os de Oseledets Eix teˆm dimensa˜o
constante 1 ¤ di ¤ d (q.t.p.), o que acontece tambe´m na versa˜o unilateral. A convergeˆncia em 2
e´ uniforme sobre a bola unita´ria Bix : tvi P Eix : }vi}  1u. Isso pode ser expresso em termos
















O comportamento da norma e conorma (globais) e´ dado pelo Teorema de Furstenberg-Kesten.
De facto, os expoentes λmaxpxq e λminpxq que este fornece correspondem respetivamente aos



















Diretamente relacionada com o ponto 3, ha´ ainda uma outra propriedade que envolve detemi-


















A tı´tulo informativo, referimos que a fo´rmula acima tem conexo˜es com a entropia do sistema,
se tomada sobre os expoentes positivos (bastara´ mencionar a fo´rmula de Pesin [30] e a desi-
gualdade de Ruelle [32]) e costuma ser introduzida na noc¸a˜o de regularidade (de Lyapunov)
cla´ssica como dissemos, embora isso seja algo que este trabalho na˜o pretende aprofundar.
Em ambas as verso˜es, notamos que a satisfac¸a˜o da condic¸a˜o de integrabilidade, os expo-
entes de Lyapunov, o seu nu´mero e os subespac¸os de Oseledets, na˜o sa˜o afetados se substi-
tuirmos a me´trica de Riemann }  }x fixada (neste caso, a partir da norma em Rd) por qualquer




cpxq}v}x, para µ-q.t.p. x P X e todo v P Ex.
Como e´ bem sabido, me´tricas de Riemann independentes de x pertencem a` mesma classe e
por isso os objetos do (e o) teorema na˜o dependem da norma escolhida em Rd.
Para concluir esta apresentac¸a˜o, referimos que o Teorema de Oseledets e´ va´lido ainda em
contextos mais gerais mencionados na introduc¸a˜o: como dissemos, e´ va´lido para medidas
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invariantes na˜o necessariamente ergo´dicas, caso em que os expoentes, o seu nu´mero e mul-
tiplicidades se tornariam func¸o˜es mensura´veis em x definidas q.t.p.; e´ va´lido para espac¸os de
probabilidade gerais e ainda para fibrados na˜o triviais; ha´ tambe´m verso˜es para fluxos (tempo
contı´nuo): aconselhamos [2] para um tratamento completo. Uma abordagem mais ambiciosa
e aprofundada requereria uma incursa˜o nas te´cnicas da a´lgebra exterior (poteˆncias exteriores,
valores singulares, etc.), o que esta´ para ale´m dos objetivos desta dissertac¸a˜o.
Capı´tulo 2
Teorema Ergo´dico Subaditivo
Neste capı´tulo, demonstraremos o Teorema de Kingman. Comec¸amos por dar uma breve
explicac¸a˜o do esquema da prova para facilitar a leitura, seguida de diversas secc¸o˜es que pen-
samos conter os pontos-chave da mesma, incluindo breves comenta´rios sobre os lugares para-
lelos na literatura. Para ale´m do texto original de A. A´vila e J. Bochi ([3], 2009), acompanhamos
de perto os textos de M. Viana ([38], 2010) e ([27], 2013).
2.1 Estrutura da prova
Recordamos que uma sucessa˜o subaditiva de func¸o˜es mensura´veis φn : X Ñ R para um












φn dµ P RY t8u,
sob a hipo´tese de integrabilidade φ 1 P L






existe em quase todo o ponto e que em me´dia e´ igual a L. Para analisarmos a existeˆncia e o
comportamento de φ num conjunto de probabilidade total vamos comec¸ar por definir as func¸o˜es
mensura´veis φ, φ  : X Ñ RY t8u por
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E´ facto elementar de ana´lise que φpxq existe (podendo eventualmente ser infinito) se e somente
se φpxq  φ pxq, caso em que φpxq  φpxq  φ pxq. Posto isto, demonstraremos antes a
coincideˆncia φ  φ  em quase todo o ponto. Claramente, φ ¤ φ , relac¸a˜o que permanece




φ  dµ. A ideia da prova consiste em demonstrar as
seguintes desigualdades invertidas
»
φ  dµ ¤ L ¤
»
φ dµ.




φ  dµ e portanto φ  φ  em quase todo o ponto, como tambe´m
que a me´dia de ambas e´ L, o que prova o teorema. Como veremos, a desigualdade do lado
direito - na verdade, provaremos mesmo a igualdade - e´ a mais importante, de tal modo que
a do lado esquerdo e´ uma consequeˆncia desta, um ingrediente possivelmente inovador desta
prova. Numa primeira fase, assumiremos que as func¸o˜es satisfazem uma certa hipo´tese de
limitac¸a˜o inferior, que sera´ removida a posteriori atrave´s de um me´todo de truncagem, num
contexto que ficara´ claro no correr da demonstrac¸a˜o. De resto, a abordagem de mostrar as
desigualdades invertidas esta´ ja´ presente, por exemplo, em [14] e [18], sendo uma ideia algo
padra˜o, mas engenhosa.
2.2 Lema de Fekete
Por uma questa˜o de completude do trabalho, incluı´mos aqui uma demonstrac¸a˜o do Lema de
Fekete que pode ser encontrada de forma semelhante em diversos textos (por exemplo, [27]).










Prova: A esseˆncia e dificuldade do lema restringem-se a sucesso˜es reais: de facto, se ak  8
para algum k, enta˜o a subaditividade implica que
al ¤ alk   ak  8, para todo l ¡ k,
pelo que a igualdade e´ trivialmente satisfeita (e´ 8 em ambos os lados). Cingimo-nos portanto
ao caso em que an P R, para todo o natural n. Dados n, k P N, aplicamos um algoritmo da
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divisa˜o modificado a n e k, obtendo uma escrita u´nica n  qnk  rn, onde qn P N0 e´ o quociente
e rn P t1, . . . , ku o resto (no algoritmo tradicional, o resto toma o valor 0 em vez de k, mas isto
e´ apenas uma convenieˆncia para o que se segue, resultante de excluirmos o zero da nossa










Uma vez fixado k, rn fica limitado, donde se deduz que qn Ñ 8 quando n Ñ 8. E´ igualmente
verdade que arn fica tambe´m limitado, pois toma apenas um nu´mero finito de valores. Logo























o que finaliza a prova, tendo em conta a relac¸a˜o entre os limites inferior e superior. 2
Nota 2.1. O Lema de Fekete, tal como o pro´prio Teorema de Kingman, tem tambe´m uma versa˜o
para sucesso˜es panqn P RY t8u superaditivas, i.e., tais que











Basta para o efeito tomar a sucessa˜o sime´trica panqn e aplicar o Lema de Fekete (subaditivo),
um truque que ocorrera´ algumas vezes neste texto.
2.3 Invariaˆncia
Uma vez explicado o esquema da demonstrac¸a˜o, vamos analisar a pT, µq-invariaˆncia de φ
expressa no item 1 do teorema. Para tal, usaremos o seguinte resultado elementar de Teoria
Ergo´dica, cuja prova optamos por incluir.
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Lema 2.2. Seja pX,A, µq um espac¸o de probabilidade e T : X Ñ X uma transformac¸a˜o men-
sura´vel que preserva µ. Se f : X Ñ R e´ uma func¸a˜o mensura´vel tal que f  T pxq ¥ fpxq para
todo x P X, enta˜o f  T  f em µ-quase todo o ponto.
Prova: Dado a P R arbitra´rio, seja Ca  tx P X : fpxq ¥ au. Por hipo´tese,
Ca  T1pCaq  tx P X : f  T pxq ¥ au.
Como T preserva µ, temos µpCaq  µpT1pCaqq donde se retira que µpT1pCaqzCaq  0. Observe-
se que T1pCaqzCa  tx P X : fpxq   a ¤ f  T pxqu. Consideremos o conjunto A  tx P X :
fpxq   f  T pxqu. Queremos verificar que µpAq  0 e, para tal, tomemos uma enumerac¸a˜o dos
racionais trnun e definamos, para cada natural n, An  tx P X : fpxq   rn ¤ f  T pxqu. Pelo




n1 µpAnq  0 ñ µpAq  0, como
querı´amos mostrar. 2
Usando a subaditividade da sucessa˜o de func¸o˜es pφnqn, temos






φ1   φn1  T
n
 φ  T.
Decorre do lema anterior que φ  T  φ em µ-quase todo o ponto, valendo considerac¸o˜es
ana´logas para φ . Logo, a func¸a˜o φ descrita acima e´ pT, µq-invariante. De facto, podemos
apurar um pouco mais este resultado. Mais geralmente, para cada j P N, vale
φpxq ¤ φ  T
jpxq,
pelo que φ  φ  T j em µ-quase todo o ponto (note-se que T j preserva µ quando o mesmo
sucede para T ). Uma vez que a intersec¸a˜o numera´vel de conjuntos com probabilidade total tem
ainda probabilidade total, o conjunto
I  tx P X : φpxq  φ  T
jpxq, para todo j P Nu
tem tambe´m probabilidade total. Dito de outro modo, φ  φ e´ constante ao longo das o´rbitas
por T de quase todos os pontos.
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2.4 Resultado principal
Vamos apresentar o resultado que e´ considerado pelos autores de [3] como o corac¸a˜o da
prova, ou seja, o seu ingrediente fundamental, visı´vel ja´ em [36]. Ele servira´, em primeiro lugar,
para provar a (des)igualdade L ¤
³
φ dµ e, por consequeˆncia, tambe´m
³
φ  dµ ¤ L.
Hipo´tese de limitac¸a˜o. Vamos assumir inicialmente que a sucessa˜o pφn{nqnPN esta´ uniforme-
mente limitada inferiormente, i.e., existe um nu´mero real c ¡ 0 tal que
φn
n
¥ c , para todo n P N. (2.2)
Isto implica em particular que φ ¥ c. Esta hipo´tese sera´ mantida na demonstrac¸a˜o de
ambas as desigualdades invertidas e do resultado principal para a seu tempo ser removida por
um processo de truncagem.
Considerac¸o˜es iniciais. Antes disso, vamos introduzir alguma notac¸a˜o conveniente. Dado
 ¡ 0, considere-se a sucessa˜o de conjuntos pEkqkPN definida por
Ek : tx P X :
φjpxq
j
¤ φpxq   , para algum j P t1, . . . , kuu.
Trata-se de uma sucessa˜o mono´tona crescente, ou seja, Ek  Ek 1 para todo k P N. Observe-
se que cada x P X pertence a Ek para todo k suficientemente grande (veja-se a definic¸a˜o de








Ekq  µpXq  1.




φpxq   , se x P Ek
φ1pxq, se x R Ek
.
Uma vez que se x R Ek por definic¸a˜o φ1pxq ¡ φpxq   , temos em geral a desigualdade
ψk ¥ φ   , para todo o natural k.
O resultado. A estimativa fundamental desta prova, a que nos referimos ha´ pouco, consiste no
seguinte:
FCUP 26
CAPI´TULO 2. TEOREMA ERGO´DICO SUBADITIVO










Prova: Comec¸amos por observar que o conjunto de probabilidade total a considerar em que
vale a estimativa acima e´ precisamente o conjunto I dos pontos x P X em cujas o´rbitas φ e´
constante (que um tal conjunto tem probabilidade total, foi explicado anteriormente). Para ver
isso, seja x P I arbitra´rio. Vamos associar a x um sucessa˜o de inteiros
m0 ¤ n1   m1 ¤ n2   m2 ¤   
construı´da indutivamente da seguinte maneira: m0  0 (condic¸a˜o inicial) e, em geral, uma vez
construı´do mj1, definimos nj como o menor inteiro maior ou igual a mj1 tal que Tnj P Ek.
Notamos que tal inteiro pode na˜o existir, caso em que o processo pa´ra e a sucessa˜o e´ finita. De




¤ φpxq    (2.4)
simplesmente por definic¸a˜o de Ek. Definimos mj  nj   sj , o que permite agora continuar o
processo. Com isto fica explicada a construc¸a˜o. Conve´m subinhar que se mj1 ¤ i   nj , enta˜o
por construc¸a˜o T ix R Ek, nada se podendo inferir de ana´logo para nj ¤ i   mj . No entanto,
no que se seguira´ teremos bem presente a distinc¸a˜o entre o comportamento de T nestes dois
tipos de intervalos de tempo para a avaliac¸a˜o das func¸o˜es ao longo da o´rbita de x.
Figura 2.1: DECOMPOSIC¸A˜O DA O´RBITA
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Para n ¡ k, seja l o maior inteiro tal que ml ¤ n. Na˜o podemos a priori comparar nl 1
com n (ver Figura 2.1), mas sabemos certamente por construc¸a˜o que nl 1   k ¡ n, pois de
outro modo haveria uma contradic¸a˜o com a definic¸a˜o de ml. Numa primeira tentativa de obter
a estimativa (2.3), vamos usar a subaditividade de pφnqn de acordo com a decomposic¸a˜o n 











Para majorarmos a primeira parcela e as parcelas do primeiro somato´rio no lado direito desta







para todo j  1, . . . , l, mantendo-se uma desigualdade em termos inteiramente ana´logos para
φnmlpT










onde I  lj1rmj1, njqYrml, nq (usamos a notac¸a˜o ra, bq para designar o conjunto dos inteiros
z tais que a ¤ z   b). Para majorarmos as parcelas do u´ltimo somato´rio em (2.5), vamos usar a
relac¸a˜o (2.4) (reescrevendo sj  mj  nj), a constaˆncia de φ ao longo da o´rbita de x e o facto











Cada uma das parcelas φ1pT ipxq) do primeiro somato´rio em (2.6), mais precisamente aquelas
em que i P
l
j1rmj1, njq Y rml,mintnl 1, nuq, e´ igual respetivamente a ψkpT
ipxqq, porque











Como nl 1 ¡ nk por construc¸a˜o e maxtψk, φ1upxq ¥ φ1pxq por definic¸a˜o, a prova da estimativa
principal (2.3) esta´ concluı´da. 2
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2.5 Igualdade inferior
Neste ponto, vamos provar aquilo a que chamamos igualdade inferior, por analogia com o
conceito de limite inferior nela envolvido. Aqui surgem os me´todos de truncagem, ideias tambe´m
presentes em [18] e [36]. Em concreto,
Lema 2.4. Sob as hipo´teses do Teorema de Kingman [A], temos
»
φ dµ  L. (2.7)
Prova: Numa primeira instaˆncia, mantemos a hipo´tese de limitac¸a˜o uniforme das func¸o˜es ex-
pressa em (2.2). Comec¸amos por observar que, nessas condic¸o˜es, φ e´ integra´vel e vale³
φ dµ ¤ L . Com efeito, pelo Lema de Fatou [A.3], aplicado a` sucessa˜o de func¸o˜es na˜o
negativas pφn{n  cqnPN, temos precisamente
»





  c dµ  L  c.
No sentido de provarmos a desigualdade mais importante
³
φ dµ ¥ L, para daı´ concluirmos














A partir deste ponto jogamos com a informac¸a˜o assinto´tica. Fixado k e tomando o limite quando
nÑ8 em ambos os lados da inequac¸a˜o, obtemos L ¤
³















Logo, quando k Ñ 8 obtemos L ¤
³
φ    dµ 
³
φ dµ   (recordem-se as propriedades da
sucessa˜o pEkqkPN). Como  ¡ 0 e´ arbitra´rio, concluı´mos finalmente que L ¤
³
φ dµ. Isto prova
(2.7), sob a hipo´tese de limitac¸a˜o uniforme.
Demonstremos agora o caso geral (i.e., sem a hipo´tese de limitac¸a˜o). Com esse intuito,
usaremos um me´todo de truncagem considerando, para cada c ¡ 0, as func¸o˜es
φcn  maxtφn,cnu e φ
c
  maxtφ,cu. (2.8)
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Por definic¸a˜o, para cada n P N, temos φcn{n ¥ c. Ale´m disso a sucessa˜o de func¸o˜es pφcnqn e´
subaditiva e tem-se φc  lim infnÑ8 φcn{n. Usando o que ja´ provamos para o caso da limitac¸a˜o
uniforme, »





Note-se que c ¤ c1 implica φcn ¥ φc
1
n e tambe´m φc ¥ φc
1
. Assim, para cada n P N fixado, obtemos
uma sucessa˜o mono´tona de func¸o˜es
φ1n ¥ φ
2
n ¥    ¥ φ
j
n ¥   
tal que limj φ
j
n  φn. Aplicando o Teorema da Convergeˆncia Mono´tona [A.4],
»
φn dµ  lim
jÑ8
»
φjn dµ  inf
j
»






φ dµ  infc¡0
³
φc dµ. Para concluir, juntamos estas observac¸o˜es
numa so´, o que fornece
»
φ dµ  inf
c¡0
»

















φn dµ  L.
Isto conclui a demonstrac¸a˜o. 2
Nota 2.2. Observamos, tal como o e´ feito em [3], que a igualdade inferior
³
φ dµ  L, por si
so´, ja´ implica o Teorema Ergo´dico de Birkhoff. Este feno´meno deve-se ao facto da sucessa˜o




φ  T j
















φ  dµ  L
de onde decorre φ  φ  em µ-quase todo o ponto. Esta ’simetria da aditividade’ na˜o vale em
geral para sucesso˜es subaditivas: de facto, as sucesso˜es aditivas sa˜o precisamente aquelas
para as quais a pro´pria sucessa˜o e a sucessa˜o sime´trica sa˜o subaditivas.
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2.6 Desigualdade superior
A` semelhanc¸a do que fizemos na secc¸a˜o anterior, vamos provar a seguinte desigualdade
superior, que envolve agora o limite superior. E´ neste ponto que a prova se revela possivelmente
inovadora, usando para o efeito a igualdade inferior ja´ obtida e explorando somas de Birkhoff
convenientes de modo que a subaditividade na˜o e´ afetada pela passagem ao sime´trico.
Lema 2.5. Sob as hipo´teses do Teorema de Kingman e de limitac¸a˜o em (2.2), temos»
φ  dµ ¤ L. (2.9)
Comec¸amos por introduzir dois resultados te´cnicos auxiliares: o primeiro deles e´ um facto
standard de Teoria Ergo´dica que servira´ para provar o segundo, mais relevante dentro deste
contexto.
Proposic¸a˜o 2.1. Seja T : X Ñ X uma transformac¸a˜o mensura´vel que preserva µ. Enta˜o, para





φ  Tnpxq  0, para µ-q.t.p. x P X. (2.10)
Podemos obter este resultado como consequeˆncia imediata do Teorema Ergo´dico de Birkhoff
aplicado a ψ  φ  T  φ. Uma vez prentendendo obter uma prova do Teorema Ergo´dico Suba-
ditivo completamente independente deste, usaremos antes o Lema de Borel-Cantelli [A.1].
Prova da Proposic¸a˜o 2.1: E´ necessa´rio e suficiente mostrar que, para cada  ¡ 0 fixado,
A : tx P X : |φpT
nxq| ¥ n para infinitos valores de n P Nu




tem tambe´m probabilidade zero, e e´ claro que




q satisfaz (2.10): se x P XzA, enta˜o |φpTnpxqq|{n    para
todo n suficientemente grande, por definic¸a˜o.
No sentido de provar o que nos propomos, comec¸amos por observar que
µptx P X : |φpTnpxqq| ¥ nu  µptx P X : |φpxq| ¥ nu  µptx P X : 1|φpxq| ¥ nu
simplesmente porque T preserva µ. Usando o crite´rio de integrabilidade [A.6], juntamente com
a hipo´tese de φ P L1pµq, decorre
8¸
n1
µptx P X : |φpTnpxqq| ¥ nu 
8¸
n1
µptx P X : 1|φpxq| ¥ nu ¤ 1
»
|φ| dµ   8.
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Aplicando o Lema de Borel-Cantelli, obtemos imediatamente µpAq  0. 2










Prova: Comec¸amos por observar que a desigualdade ’¤’ e´ imediata pois pφkn{knqn e´ uma
subsucessa˜o de pφn{nqn.
No sentido de provarmos a desigualdade ’¥’, para cada n P N escrevemos n  kqn   rn,
onde qn P N0 e rn P t1, . . . , ku. Uma vez que rn esta´ limitado por k (que esta´ fixado) temos
qn Ñ 8 quando n Ñ 8. Assim, da relac¸a˜o n{qn  k   rn{qn obtemos enta˜o n{qn Ñ k quando
nÑ8. Por subaditividade,
φn ¤ φkqn   φrn  T
kqn ¤ φkqn   ψ  T
kqn (2.11)
onde ψ  maxtφ 1 , . . . , φ
 
k u ¥ maxtφ1, . . . , φku. Note-se que ψ P L
1pµq, pelo que podemos
aplicar o Lema 2.1 para concluir
lim
nÑ8
ψ  T kqn
n
 0 µ-q.t.p..
No conjunto de probabilidade total onde vale a igualdade acima, dividimos (2.11) por n e toma-

































Juntando estas duas u´ltimas concluso˜es, a prova fica concluı´da. 2
Nota 2.3. Usando o Teorema de Birkhoff, podemos demonstrar alternativamente o Lema 2.6 da
seguinte maneira: escrevendo φn  φ1n   ψn onde φ1n : φn 
°n1
j0 φ1  T
j , obtemos φn como
soma de um processo subaditivo na˜o-positivo φ1n, e um processo aditivo ψn 
°n1
j0 φ1  T
j .
Segue da subaditividade que φ1n e´ mono´tona decrescente em n e portanto a igualdade do Lema
2.6 para φ1n e´ va´lida em todos os pontos. Quanto a ψn, esta decorre do Teorema de Birkhoff.
Esta ideia de decomposic¸a˜o esteve presente nos trabalhos originais de Kingman.
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Prova do Lema 2.5: Para cada natural k fixado, considerem-se as somas temporais de Birkhoff






Como foi analisado anteriormente, pΦk,nqn e´ uma sucessa˜o (sub)aditiva de func¸o˜es mensura´veis
com respeito a T k. Uma vez que Φk,1  φk ¤ c  k   8, pela hipo´tese de limitac¸a˜o, temos
que Φ k,1 e´ limitada, logo integra´vel. Definindo Φk, : lim infnÑ8 Φk,n{n, decorre do Lema 2.4 para
estas func¸o˜es que »






Uma vez que T k preserva µ, temos tambe´m
»






Φk,n dµ  
»
φk dµ.




φk dµ. Por outro lado,
observando que a subaditividade de pφnqn implica φkn ¤ Φk,n e usando o Lema 2.6,



























Isto vale para qualquer k P N. Tomando o ı´nfimo em k, temos
³
φ  dµ ¤ L. 2
Nota 2.4. Na˜o seria necessa´ria uma hipo´tese de limitac¸a˜o uniforme ta˜o forte: bastaria apenas
que cada func¸a˜o φn estivesse limitada por baixo, i.e.,
inf
xPX
φnpxq ¡ 8, para todo n P N,
como e´ constatado em [27]. Pretende-se somente salvaguardar a integrabilidade de certas
func¸o˜es, tendo sempre presente pelo caminho a igualdade inferior (2.7) ja´ obtida.
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2.7 Conclusa˜o
Finalizamos a demonstrac¸a˜o do Teorema Ergo´dico Subaditivo, analisando o caso em que as
func¸o˜es na˜o esta˜o mais sujeitas a nenhum tipo de limitac¸a˜o. Consideremos as func¸o˜es φcn e φc
ja´ definidas em (2.8), bem como
φc   maxtφ ,cu.




φc  dµ P R,
pelo que φc  φc  em quase todo o ponto. Uma vez que φc Ñ φ e φc  Ñ φ  quando c Ñ 8,
concluı´mos que φ  φ  em quase todo o ponto e, deste modo, a demonstrac¸a˜o do Teorema
Ergo´dico Subaditivo.
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Capı´tulo 3
Teorema Ergo´dico Multiplicativo
E´ objetivo do presente capı´tulo demonstrar os Teoremas de Oseledets B e C. A organizac¸a˜o
deste capı´tulo segue a do anterior, comec¸ando com a explicac¸a˜o da estrutura da prova seguida
das va´rias fases (secc¸o˜es) que a compo˜e. Baseamo-nos essencialmente no texto de J. Bochi
([7], 2008) que por sua vez combina numa u´nica prova elementos de P. Walters ([41], 1993) e
de R. Mane˜ ([24], 1987), esta u´ltima reproduzida tambe´m por M. Viana ([37]).
3.1 Estrutura da prova
Numa primeira instaˆncia, comec¸amos por provar uma versa˜o mais fraca do Teorema B para
sistemas na˜o necessariamente ergo´dicos (Secc¸a˜o 3.2), usando a noc¸a˜o de expoente de Lya-
punov cla´ssica em termos de limites superiores




log }Apnqpxq  v} P RY t8u.
Assim definidos, os expoentes existem sempre, pelo que o intuito aqui e´ perceber a construc¸a˜o
das filtrac¸o˜es de Oseledets e as questo˜es de mensurabilidade, va´lidas para o restante da prova.
Um trabalho mais sofisticado sera´ requerido para a realizac¸a˜o dos limites q.t.p., ou seja,
para a parte existencial que na versa˜o anterior na˜o constituia obsta´culo. Para isso estudamos
alguma Teoria Ergo´dica de produtos semi-diretos que, em termos pra´ticos, se traduz na ac¸a˜o
dos cociclos lineares sobre o espac¸o projetivo euclideano (Secc¸a˜o 3.3). Essa e´ uma ideia algo
natural porque a natureza intrı´nseca dos expoentes de Lyapunov prende-se com direc¸o˜es. Com
35
FCUP 36
CAPI´TULO 3. TEOREMA ERGO´DICO MULTIPLICATIVO
as ferramentas anteriores, a atenc¸a˜o sera´ dirigida para o fibrado minimal do cociclo onde o ob-
jetivo e´ imediatamente concretizado (Secc¸a˜o 3.4). Para estender indutivamente este raciocı´no
aos (eventuais) demais expoentes, sera´ necessa´rio construir fibrados complementares de maior
crescimento exponencial, com tratamento separado para as verso˜es unilateral (Secc¸a˜o 3.6) e
bilateral (Secc¸a˜o 3.7), fazendo um estudo do comportamento subexponencial (Secc¸a˜o 3.5).
3.2 Versa˜o limite superior
Nesta secc¸a˜o, vamos demonstrar uma versa˜o mais fraca da versa˜o unilateral (Teorema B),
a qual chamaremos de versa˜o limite superior. O motivo para esta nomenclatura prende-se com
a noc¸a˜o cla´ssica de expoente de Lyapunov




log }Apnqpxq  v} P RY t8u, (3.1)
com a convenc¸a˜o logp0q  8. Para ale´m de existirem sempre, estes expoentes gozam de
boas propriedades alge´bricas de modo a possibilitar uma construc¸a˜o clara dos espac¸os de
Oseledets. Recordamos que estamos a tomar como modelo de espac¸o de probabilidade de
Lebesgue pX,A, µq um espac¸o me´trico compacto X com a σ-a´lgebra dos borelianos A  B|µ
completada em relac¸a˜o a` probabilidade µ. Propomo-nos provar o seguinte resultado (inspirado
em [41]), onde a hipo´tese do espac¸o ser me´trico compacto na˜o e´ um requerimento essencial,
conquanto a probabilidade seja completa.
Teorema 3.1. Sejam pX,A, µq um espac¸o de probabilidade completo e T : X Ñ X uma
transformac¸a˜o mensura´vel que preserva µ. Seja A : X Ñ GLpR, dq uma aplicac¸a˜o mensura´vel
tal que log  }A1} P L1pµq. Nestas condic¸o˜es, em µ-quase todo o ponto x P X, existem k  kpxq
nu´meros reais λ1pxq ¡    ¡ λkpxq e uma u´nica filtrac¸a˜o linear
Rd  V 1x ¡ V 2x ¡    ¡ V kx ¡ V k 1x  t0u
tais que, para todo 1 ¤ i ¤ k, se tem
1. kpxq  kpTxq, λipxq  λipTxq, Apxq  V ix  V iTx e
2. λpx, viq  λipxq, sempre que vi P V ixzV i 1x .
Ale´m disso, kpxq, λipxq e os espac¸os V ix dependem de forma mensura´vel de x.
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3.2.1 Condic¸a˜o de integrabilidade
Comec¸amos por analisar o papel que a hipo´tese log  }A1pxq} P L1pµq desempenha para
as concluso˜es do teorema. Notamos de passagem que esta e´ mais forte do que a` primeira vista
possa parecer, no sentido em que
log  }A1pxq} P L1pµq ô | log }A1pxq} | P L1pµq ô log }A1pxq} P L1pµq.
Dito isto, vejamos que qualquer uma das condic¸o˜es de integrabilidade acima serve para asse-
gurar tipicamente a finitude dos expoentes de Lyapunov λpx, vq.
Lema 3.1. Seja pX,A, µq um espac¸o de probabilidade e T : X Ñ X uma transformac¸a˜o
mensura´vel que preserva µ. Seja A : X Ñ GLpR, dq uma aplicac¸a˜o mensura´vel tal que
log  }A1} P L1pµq. Enta˜o λpx, vq P R, para quase todo o ponto x P X e todo v P Rdzt0u.
Prova: Trata-se de uma consequeˆncia do Teorema Ergo´dico de Birkhoff [B.3]. Com efeito,
observando que
}Apnqpxq  v} ¤ }Apnqpxq}  }v} ¤ p
n1¹
i0
}ApT ixq}q  }v}
e
}Apnqpxq  v} ¥ }Apnqpxq1}1  }v} ¥ p
n1¹
i0















A condic¸a˜o de integrabilidade log  }A1} P L1pµq implica que os extremos da desigualdade
acima sa˜o nu´meros reais em quase todo o ponto, donde se obtem a conclusa˜o do lema. 2
Este e´ essencialmente o u´nico papel da hipo´tese log  }A1} P L1pµq na versa˜o limite superior.
De facto, todos os pontos sa˜o regulares no sentido do Teorema 3.1 (i.e., conquanto os expo-
entes possam ser 8) e, ale´m disso, todos os objetos (expoentes de Lyapunov, seu nu´mero e
espac¸os de Oseledets) variam mensuravelmente com x P X. Esse e´ o trabalho das pro´ximas
subsecc¸o˜es.
Conve´m ainda fazer uma pequena observac¸a˜o. Nestes resultados, quando falarmos em
propriedades que valham q.t.p., podemos sempre assumir que conjunto onde elas valem e´
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tambe´m T -invariante. Este cuidado adicional para garantir a regularidade ao longo das o´rbitas
na˜o restringe o conteu´do dos mesmos em termos da medida pois dado um conjunto Y  X tal





o conjunto dos pontos de Y cuja T -o´rbita esta´ contida em Y . Se a transformac¸a˜o for invertı´vel,
podemos escolher Z tal que T1pZq  Z. Assim, podemos assumir que o conjunto de probabili-
dade total onde os expoentes associados a vetores na˜o-nulos sa˜o finitos e´ tambe´m T -invariante.
3.2.2 Filtrac¸o˜es lineares
Dirigimos agora a atenc¸a˜o para as propriedades alge´bricas principais dos expoentes λpx, vq.
Uma vez desejando estudar o seu comportamento em cada fibra Ex  Rd e analisar a maneira
como se obteˆm os subespac¸os de Oseledets V ix , e´ mais expressivo escreveˆ-los na forma λxpvq,
pra´tica que adotaremos por um momento. Antes disso, deixamos os seguintes factos sobre
sucesso˜es de nu´meros reais que sera˜o u´teis para refereˆncia futura.



























Lema 3.3. Seja λ : X  Rd Ñ R Y t8u a func¸a˜o expoente de Lyapunov definida por (3.1).
Enta˜o, para todos x P X, α P Rzt0u e v, w P Rd, valem
1. λxp0q  8,
2. λxpα  vq  λxpvq,
3. λxpv   wq ¤ maxtλxpvq, λxpwqu, com igualdade se λxpvq  λxpwq, e
4. λxpvq  λTxpApxq  vq.
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Prova: Vamos provar separadamente cada um dos itens expressos no lema.
1. Resulta da convenc¸a˜o logp0q  8.
2. Dado que }Apnqpxq  pαvq}  }α  Apnqpxq  v}  |α|  }Apnqpxq  v}, para todo o natural n, as
propriedades do logaritmo implicam







log }Apnqpxq  v}  λxpvq.
3. Observando que }Apnqpxq  pv   wq} ¤ }Apnqpxq  v}   }Apnqpxq  w}, a desigualdade segue
do Lema 3.2 aplicado a an  }Apnqpxq v} e bn  }Apnqpxq w}. Para deduzir a igualdade no
caso em que λxpvq  λxpwq, podemos usar os resultados ja´ obtidos. Suponhamos, sem
perda de generalidade, que λxpvq   λxpwq, de modo que maxtλxpvq, λxpwqu  λxpwq.
Enta˜o
λxpv   wq ¤ λxpwq  λxpv   w  vq ¤ maxtλxpv   wq, λxpvqu,
uma vez que λxpvq  λxpvq, pela propriedade (2). Se λxpv   wq   λxpvq, as de-
sigualdades acima implicam λxpwq ¤ λxpvq, o que contradiz a nossa hipo´tese. Logo,
λxpv   wq ¥ λxpvq, e deduz-se das mesmas desigualdades que λxpv   wq  λxpwq.
4. A prova deste item reduz-se ao seguinte ca´lculo












log }Apn 1qpxq  v}
 λxpvq.
2
Em certos textos, faz-se um estudo abstrato destes expoentes relaxados (veja-se [4], [5]) e
geralmente uma aplicac¸a˜o λ : V Ñ RY t8u, onde V e´ um espac¸o vetorial de dimensa˜o finita,
que satisfac¸a as treˆs primeiras propriedades do lema diz-se um expoente caraterı´stico. As pro-
priedades alge´bricas subjacentes aos expoentes de Lyapunov permitem construir diretamente
as filtrac¸o˜es de Oseledets expressas no enunciado. Isso e´ algo que podemos fazer em todos
os pontos ainda que sem a garantia dos expoentes serem finitos.
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Lema 3.4. Em todo o ponto x P X, existem k  kpxq P N nu´meros λ1pxq ¡    ¡ λkpxq
(possivelmente tomando valores em t8u) e uma filtrac¸a˜o linear
Rd  V 1x ¡ V 2x ¡    ¡ V kx ¡ V k 1x  t0u
tais que, para todo 1 ¤ i ¤ k, se tem
1. kpxq  kpTxq, λipxq  λipTxq, Apxq  V ix  V iTx e
2. λpx, viq  λipxq ô vi P V ixzV i 1x .
Ale´m disso, para cada x P X, os expoentes, o seu nu´mero e os subespac¸os sa˜o u´nicos.
Prova: Decorre da propriedade (2) do Lema 3.3 que se λxpvq  λxpwq, os vetores na˜o nulos v
e w sa˜o linearmente independentes. Assim, λxpq pode tomar no ma´ximo d valores distintos em
Rdzt0u, digamos
λ1pxq ¡    ¡ λkpxqpxq,
onde kpxq designa o nu´mero desses valores distintos (i.e., expoentes de Lyapunov em x). Por
(2) e (3) do Lema 3.3, os espac¸os
V ix : tv P Rd : λxpvq ¤ λipxqu, i  1, . . . , kpxq,
sa˜o subespac¸os vetoriais de Rd (note-se que 0 P V ix pois λxp0q  8). Por definic¸a˜o, sa˜o
tambe´m encaixados
Rd  V 1x ¡ V 2x ¡    ¡ V kx ¡ V k 1x  t0u
sendo claro que vi P V ixzV i 1x ô λxpviq  λipxq. Finalmente, do ponto (4) do mesmo lema e do
facto de Apxq P GLpR, dq, deduz-se que a filtrac¸a˜o de Oseledets em x se transporta para a de
Tx, mais precisamente
kpxq  kpTxq, λipxq  λipTxq e Apxq  V ix  V
i
Tx.
Resumindo o que foi dito, temos
tλ1pxq, . . . , λkpxqu  tλ P R : λ  λxpvq para algum v P Rdzt0uu
e
V jx  tv P Rd : λxpvq ¤ λjpxqu
de modo que os expoentes, o seu nu´mero e os subespac¸os esta˜o unicamente determinados.
2
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3.2.3 Mensurabilidade
Para concluir a demonstrac¸a˜o do Teorema 3.1, analisaremos as questo˜es de mensurabili-
dade ainda pendentes, comec¸ando por elucidar o significado da dependeˆncia mensura´vel dos
expoentes, do seu nu´mero e dos espac¸os de Oseledets.
A mensurabilidade do nu´mero de expoentes kpxq traduz-se na mensurabilidade da aplicac¸a˜o
k : X Ñ N, onde N se encontra munido com a σ-a´lgebra das suas partes PpNq. Na˜o e´ dificil
verificar que isso equivale a` mensurabilidade dos conjuntos
Ki : tx P X : kpxq ¥ iu,
para todo o natural 1 ¤ i ¤ d, que sa˜o precisamente aqueles em que os expoentes λi esta˜o
definidos, respetivamente. Dizer que estes sa˜o mensura´veis significa que λi : Ki Ñ R e´ men-
sura´vel com respeito a` σ-a´lgebra restrita a Ki dada por
Ai : tAXKi : A P Au  A,
o que implica mesmo a mensurabilidade com respeito a A, se com isso se quer dizer que
λ1i pBq P A para todo B P BpRdq, a σ-a´lgebra dos borelianos de Rd. Por fim, resta esclarecer
a dependeˆncia mensura´vel dos espac¸os de Oseledets. Isso e´ feito em termos da linguagem
dos fibrados vetoriais (mensura´veis). Considere-se uma aplicac¸a˜o x ÞÑ Vx que a cada ponto
x P X associa um subespac¸o vetorial linear Vx de Rd (i.e., toma valores nas grassmannianas).
Dizemos que esta aplicac¸a˜o e´ mensura´vel se
• x P X ÞÑ dimVx e´ mensura´vel e
• para cada natural k tal que Dk : tx P X : dimVx  ku  H, existem aplicac¸o˜es
mensura´veis v1, . . . , vk : Dk Ñ Rd de modo que, para todo x P Dk, o conjunto
Bx : tv1pxq, . . . , vkpxqu
e´ uma base de Vx.
Nestas circunstaˆncias, a famı´lia de subespac¸os tVxuxPX tem uma estrutura natural de fibrado
vetorial mensura´vel sobre X de acordo com a Definic¸a˜o C.1, terminologia que sera´ adotada.
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Do ponto de vista da medida, interessa essencialmente a maneira como os fibrados esta˜o defi-
nidos num conjunto de probabilidade total, identificando por esse motivo dois fibrados tUxuxPX
e tVxuxPX , escrevendo U  V , se
Ux  Vx, para q.t.p. x P X.
Dizer que os subespac¸os de Oseledets V ix dependem de forma mensura´vel de x significa assim
que a aplicac¸a˜o x ÞÑ V ix e´ mensura´vel no seu domı´nio de definic¸a˜o Ki com a σ-a´lgebra restrita
Ai ou, equivalentemente, que V i : tV ixuxPKi e´ um fibrado mensura´vel. Apesar de intrı´nseca, a
definic¸a˜o acima na˜o e´ ta˜o conveniente para efeitos de demonstrac¸o˜es. Optaremos pelo seguinte
crite´rio alternativo para a mensurabilidade onde, pela primeira (e u´ltima!) vez, precisamos de
assumir a completude do espac¸o, mas na˜o necessariamente que seja me´trico compacto, de
probabilidade ou sequer de medida finita.
Teorema 3.2. Seja pX,A, µq um espac¸o de medida completo e x ÞÑ Vx uma aplicac¸a˜o que a
cada ponto x P X associa um subespac¸o vetorial Vx de Rd. Enta˜o sa˜o equivalentes:
1. x ÞÑ Vx e´ mensura´vel.
2. tpx, vq P X  Rd : x P X, v P Vxu P Ab BpRdq.
Nota 3.1. E´ possı´vel ainda (e comum) exprimir a mensurabilidade dos subespac¸os em termos
das grassmanianas de Rd (ver por exemplo [24]). Sendo variedades diferencia´veis, e portanto
com uma estrutura topolo´gica, permitiriam-nos definir a mensurabilidades nos termos mais con-
vencionais em que a imagem inversa de borelianos e´ mensura´vel. Na˜o adotaremos tambe´m
essa abordagem, mas referimos pore´m que tal definic¸a˜o poderia ser incluida no Teorema 3.2 e,
de facto, e´ equivalente a` definic¸a˜o dada sem pressupor a completude do espac¸o de probabili-
dade (veja-se [41]), uma desvantagem do crite´rio acima.
Para demonstrarmos o crite´rio acima e as demais questo˜es de mensurabilidade, usaremos
o seguinte resultado de Teoria de Medida, que se baliza numa lista de resultados de projec¸a˜o
e selec¸a˜o/secc¸a˜o mensura´veis, constituindo uma versa˜o particular de um resultado mais geral
[ver [8], 2º vol., pa´g. 39, Teorema 6.9.12].
Teorema 3.3. Seja pX,A, µq um espac¸o de medida completo, M um espac¸o me´trico completo
separa´vel e piX : X M Ñ X a projec¸a˜o natural. Nestas condic¸o˜es, para todo C P Ab BpMq,
tem-se
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1. pipCq P A e
2. existe uma func¸a˜o mensura´vel ξ : pipCq ÑM tal que o gra´fico
Γξ : tpx, ξpxqq P X M : x P pipCqu
esta´ contido em C.
Nota 3.2. O ponto 1 do Teorema 3.3 na˜o e´ va´lido para espac¸os mensura´veis gerais, como se
poderia pensar por analogia com o caso topolo´gico onde as projec¸o˜es dum produto de espac¸os
num dos fatores sa˜o abertas, i.e., enviam abertos em abertos. Esta questa˜o, investigada ini-
cialmente no contexto do plano (!a projec¸a˜o de um boreliano do plano nos eixos sera´ ainda
boreliana?"), foi posteriormente refutada a custo do esforc¸o de diversos matema´ticos, com des-
taque para M. Suslin (1894 1919) que desenvolveu a noc¸a˜o dos agora chamados conjuntos e
espac¸os de Souslin (veja-se [8] para um tratamento detalhado desta teoria). Espac¸os me´tricos
completos e separa´veis sa˜o exemplos pra´ticos importantes de espac¸os de Souslin.
Prova do Teorema 3.2. (1) ñ (2): Uma vez que x ÞÑ dimVx e´ mensura´vel, cada conjunto
Dk : tx P X : dimVx  ku e´ mensura´vel e tem-se X  9
d
i1Di. Claramente,
tpx, vq P X  Rd : x P Dd, v P Vxu  Dd  Rd P Ab BpRdq
pelo que resta analisar os casos em que 1 ¤ k   d. Sejam v1, . . . , vk : Dk Ñ Rd aplicac¸o˜es
mensura´veis tais que o conjunto tv1pxq, . . . , vkpxqu e´ uma base de Vx. Note-se que a condic¸a˜o
x P Dk e v P Vx e´ equivalente a` dependeˆncia linear dos vetores v1pxq, . . . , vkpxq e v. Isto por sua
vez e´ equivalente ao facto do determinante da matriz de Gram, definida por
Gpx, vq : Atpx, vq Apx, vq,
ser nulo, onde Apx, vq  rv1pxq    vkpxq vs e´ a matriz de dimenso˜es d  pk   1q cujas colunas
sa˜o os vetores assinalados. A func¸a˜o fkpx, vq  detGpx, vq e´ mensura´vel, logo
tpx, vq P X  Rd : x P Dk, v P Vxu  f1k p0q P Ab BpRdq.
Como 1 ¤ k   d e´ arbitra´rio, a prova desta implicac¸a˜o esta´ concluı´da tomando a unia˜o desses
conjuntos (disjuntos) mensura´veis.
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(2)ñ (1): Observe-se que mostrar a mensurabilidade de x ÞÑ dimVx equivale a mostrar a
mensurabilidade dos conjuntos Ri : tx P X : dimVx ¥ iu, para todo natural 1 ¤ i ¤ d. Temos
a seguinte cadeia encaixada
X  R0  R1      Rd  Rd 1  H.
Por hipo´tese,
C : tpx, vq P X  Rd : x P X, v P Vxu P Ab BpRdq.
Comec¸emos por definir E0 : X t0u P AbBpRdq e considere-se Π1 : CzE0 P AbBpRdq. Se
Π1  H nada mais ha´ a provar. De outro modo, pelo Teorema 3.3, temos piXpΠ1q P A e note-se
que piXpΠ1q  R1. Logo, ainda pelo Teorema 3.3, existe uma func¸a˜o mensura´vel v1 : R1 Ñ Rd
tal que v1pxq P Vxzt0u. Pela implicac¸a˜o ja´ demonstrada, aplicada a
x P R1 ÞÑ xv1pxqyR ,
conclui-se que o conjunto E1 : tpx, vq P X  Rd : x P R1, v P xv1pxqyRu e´ mensura´vel. Logo
Π2 : Π1zE1 e´ mensura´vel. Mais uma vez, se Π2  H nada mais ha´ a provar. De outro modo,
piXpΠ2q  R2 P A e existe uma aplicac¸a˜o mensura´vel v2 : R2 Ñ Rd tal que v2pxq P Vxz xv1pxqyR.
Tomando a aplicac¸a˜o
x P R2 ÞÑ xv1pxq, v2pxqyR ,
conclui-se que E2 : tpx, vq P XRd : x P R2, v P xv1pxq, v2pxqyRu P AbBpRdq. Por induc¸a˜o, ob-
temos assim a mensurabilidade de todos os conjuntos Ri bem como a existeˆncia de aplicac¸o˜es
mensura´veis v1, . . . , vj nos seus domı´nios de definic¸a˜o tais que, para todo o natural k e x P Dk,
o conjunto tv1pxq, . . . , vkpxqu e´ uma base de Vx. 2
Estamos agora em condic¸o˜es de demonstrar a mensurabilidade dos expoentes, do seu nu´mero
e dos espac¸os de Oseledets.
Lema 3.5. Tem-se o seguinte:
1. k : X Ñ N e´ mensura´vel,
2. x P Ki ÞÑ V ix e´ mensura´vel e
3. λi : Ki Ñ RY t8u e´ mensura´vel.
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Prova: Recordamos que mostrar a mensurabilidade de k equivale a mostrar a mensurabilidade
dos conjuntosKi : tx P X : kpxq ¥ iu, nos casos em que 1 ¤ i ¤ d. Comec¸amos por observar
que K1  tx P X : kpxq ¥ 1u  X e´ mensura´vel e claramente a aplicac¸a˜o x P X ÞÑ V 1x  Rd




log }Apnqpxq  v}
e´ mensura´vel pois e´ a composta de func¸a˜o contı´nua com uma func¸a˜o mensura´vel. Desse
modo, conclui-se que λpx, vq  lim supnÑ8 λnpx, vq e´ mensura´vel. Daı´ decorre imediatamente
a mensurabilidade de λ1 pois
λ1pxq  max
vPRd
λpx, vq  max
1¤i¤d
λpx, eiq
e fixado v P Rd arbitra´rio a restric¸a˜o λvpxq  λpx, vq e´ mensura´vel. Com isto mostramos a
mensurabilidade de K1, V 1 e λ1. Agora procedemos indutivamente para mostrar a mensurabi-
lidade dos outros expoentes e subespac¸os de Oseledets. Seja E0  X  t0u e considere-se o
subconjunto de X  Rd dado por
Λ1 : tpx, vq P X  Rd : λpx, vq   λ1pxquzE0.
Dado que λ e λ1 sa˜o mensura´veis, Λ1 P A b BpRdq. Pelo Teorema 3.3, tem-se piXpΛ1q P A e
note-se que pipΛ1q  K2. Se K2  H, nada mais ha´ a provar. De outro modo, considerando a
func¸a˜o x P K2 Ñ V 2x obtemos pelo Teorema 3.2 que a mesma e´ mensura´vel pois
tpx, vq : x P K2, v P Vxu  tpx, vq P K2  Rd : λpx, vq   λ1pxqu P A2 b BpRdq.
Assim, por definic¸a˜o, em cada fatia mensura´vel na˜o vazia Dk  K2 existem aplicac¸o˜es men-





e´ mensura´vel, o que implica a mensurabilidade global de λ2 em K2 com respeito a A2. Mos-
tramos a mensurabilidade de K2, V 2 e λ2. Por um argumento ana´logo ao que foi feito acima
segue indutivamente a mensurabilidade dos restantes. 2
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Nota 3.3. A completude do espac¸o de probabilidade surgiu aqui misteriosamente como hipo´tese
conveniente para o tratamento das questo˜es de mensurabilidade, fornecendo um crite´rio sim-
ples e elegante. Numa primeira vista, poderı´amos pensar que a mensurabilidade nada deveria
ter a haver com qualquer medida que se coloque no espac¸o mensura´vel pX,Aq, mesmo sendo
certo que a completude de µ coloca certas retric¸o˜es a A. De qualquer forma, podemos melho-
rar as hipo´teses do Teorema 3.1: ele e´ tambe´m va´lido para quaisquer espac¸os de probabilidade
pX,A, µq tais que pX,Aq admite uma medida ν com respeito a` qual pX,A, νq e´ completo.
Com isto termina a prova do Teorema 3.1. Notamos que as multiplicidades dos expoentes
de Lyapunov λi dadas por x P Ki ÞÑ dimV ix  dimV i 1x sa˜o tambe´m mensura´veis. Apesar de
na˜o ser estritamente essencial para o natural seguimento da prova, aproveitamos a ocasia˜o para
demonstrar rapidamente a seguinte proposic¸a˜o sobre a mensurabilidade do conjunto dos pontos
positivamente regulares, um facto que poderia ser u´til se ambiciona´ssemos provar verso˜es na˜o-
ergo´dicas do Teorema de Oseledets. Se o leitor desejar, pode saltar esta parte avanc¸ando para
o Corola´rio 3.1 da versa˜o limite superior.
Proposic¸a˜o 3.1. R pT q P A.
Prova: Notamos que x P R pT q se, e somente se, λ px, vq existe e e´ finito, para todo v P Rdzt0u
(uma implicac¸a˜o e´ o´bvia, a outra segue diretamente da discussa˜o sobre filtrac¸o˜es lineares).
Para analisar a parte da existeˆncia no membro direito da equivaleˆncia acima, consideramos o
conjunto








log }Apnqpxq  v}u.
Note-se que de Γ P A BpRdq. Temos ainda
Ω : tx P X : λ px, vq existe para todo v P Rdu  pipΓqzpipppipΓq  RdqzΓq,
que, pelo Teorema 3.3, e´ mensura´vel. Para a parte da finitude dos expoentes, sejam
∆0 : tx P X : λ1pxq  8u e
∆i : tx P k
1piq : λipxq  8u, para 1 ¤ i ¤ d.
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Todos estes conjuntos sa˜o igualmente mensura´veis. Finalmente,




e´ tambe´m mensura´vel. 2
Regressando a` prova, o ponto de partida para as verso˜es mais ambiciosas dos Teoremas
de Oseledets B e C sera´ o seguinte corola´rio (versa˜o ergo´dica) do Teorema 3.1.
Corola´rio 3.1. Nas mesmas hipo´teses do Teorema 3.1, se adicionalmente T for ergo´dica, exis-
tem nu´meros reais
λ1 ¡    ¡ λk
e, em µ-quase todo o ponto x P X, ha´ uma filtrac¸a˜o linear
Rd  V 1x ¡ V 2x ¡    ¡ V kx ¡ V k 1x  t0u
tal que, para todo 1 ¤ i ¤ k, se tem
1. Apxq  V ix  V iTx e
2. λpx, vq  λi, sempre que vi P V ixzV i 1x .
Ale´m disso, os espac¸os V ix dependem de forma mensura´vel do ponto da base x e tem dimensa˜o
constante dimRpV ixq  di.
Nota 3.4. Muitos dos resultados que aqui vemos, tais como o Corola´rio 3.1, poderiam ser
reformulados facilmente para morfismos em subfibrados invariantes mensura´veis tVxuxPX de
dimensa˜o constante. De facto, e´ sempre possı´vel reduzi-los ao caso do fibrado trivial, i.e.,
X  Rm, conjugando o morfismo com alguma mudanc¸a de coordenadas mensura´vel (tempe-
rada) O : X Ñ OpR,mq tal que Opxq Vx  Rm, obtendo assim um cociclo cohomo´logo com esta
propriedade (ver Apeˆndice C para detalhes). Esta ideia de reduc¸a˜o estara´ implı´cita em diversos
pontos ao longo da prova.
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3.3 Teoria Ergo´dica de produtos semi-diretos
Nesta e na pro´xima secc¸a˜o, vamos explorar ideias patentes em [41] que culminam no Lema
3.7. A ideia natural na sequeˆncia da secc¸a˜o precedente e´ mostrar que os expoentes de Lyapu-
nov relaxados λpx, vq sa˜o genericamente limites, com alguma informac¸a˜o adicional no caso das
transformac¸o˜es invertı´veis.
Seja pY,Bq um espac¸o mensura´vel e considere-se X  Y munido com a σ-a´lgebra produto
AbB. Uma transformac¸a˜o mensura´vel S : XY Ñ XY diz-se um produto semi-direto sobre
T : X Ñ X se pi  S  T  pi, ou seja, se for da forma Spx, vq  pTx, Sxvq.
X  Y
S







Esta definic¸a˜o e´ parecida com a dos cociclos, mas aqui ignoramos a exigeˆncia de qualquer
tipo de linearidade. Observamos que sendo S mensura´vel, as aplicac¸o˜es Sx : Y Ñ Y sa˜o
mensura´veis para todo x P X. Para os nossos propo´sitos, vamos considerar o caso em que
Y  P e´ um espac¸o me´trico compacto, B  BpP q e´ a σ-a´lgebra dos borelianos de P e as
aplicac¸o˜es Sx : P Ñ P sa˜o bijec¸o˜es contı´nuas, para todo x P X.





E´ facto estabelecido que pC0pP q, }  }C0q e´ um espac¸o de Banach separa´vel. Seja F o espac¸o
vetorial real de todas as aplicac¸o˜es mensura´veis φ : X  P Ñ R tais que
1. φpx, q : φx P C0pP q, para todo x P X, e
2. x P X ÞÑ }φx}C0 P L1pµq
quocientado pela relac¸a˜o de equivaleˆncia
φ  ψ ô φx  ψx, para µ-quase todo o ponto x P X.
Adotamos a pra´tica recorrente, ainda que na˜o inteiramente rigorosa do ponto de vista te´cnico,
de pensar os elementos de F simplesmente como func¸o˜es no sentido usual sem considera´-los
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como classes de equivaleˆncia. Como complemento ao ponto 2, notamos que se φ : X P Ñ R
e´ mensura´vel enta˜o a aplicac¸a˜o x P X ÞÑ }φx}C0 P R e´ mensura´vel: tome-se um subconjunto




E´ tambe´m verdade que x P X ÞÑ φx P CpP q e´ mensura´vel para a σ-a´lgebra induzida pela





A verificac¸a˜o de que }} e´ uma norma e´ rotineira pelo que a omitimos. As func¸o˜es contı´nuas sa˜o
densas em F com respeito a esta norma pelo que temos o seguinte facto, cuja demonstrac¸a˜o,
apesar de longa e em parte padronizada, optamos por incluir.
Proposic¸a˜o 3.2. pF , }  }q e´ um espac¸o de Banach separa´vel.
Prova: Seja pφnqn uma sucessa˜o de Cauchy em F . Queremos ver que existe uma func¸a˜o
φ P F tal que }φn  φ} Ñ 0 quando n Ñ 8. Como pφnqn e´ de Cauchy, podemos extrair um
subsucessa˜o pφnkqk tal que, para todo k P N, se tem








}φni 1px, q  φnipx, q}C0 e ψpxq 
8¸
i1
}φni 1px, q  φnipx, q}C0 .
Cada func¸a˜o ψk e´ mensura´vel, logo ψ  limk ψk e´ mensura´vel. Aplicando o Lema de Fatou
[A.3], temos »
ψ dµ ¤ lim inf
kÑ8
»




}φni 1  φni} ¤ 1





pφni 1  φniqpx, vq
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e´ absolutamente convergente. Seja φ a soma da se´rie nos pontos onde ela converge e alguma




pφni 1  φniq  φnk ,
temos limk φnk  φ, para quase todo o ponto x P X e para todo v P P . Vejamos que φ P F e
}φn  φ} Ñ 0 quando nÑ8. Para cada ponto x onde ha´ convergeˆncia, temos
}φpx, q  φnkpx, q}C0 ¤
8¸
ik
}φni 1px, q  φnipx, q}C0 Ñ 0
quando k Ñ 8. Logo, φx  φpx, q, sendo o limite uniforme de func¸o˜es contı´nuas, e´ ainda uma
func¸a˜o contı´nua. Dado  ¡ 0, existe N P N tal que para todos m,n ¡ N se tem }φn  φm}   .








}φnkpx, q  φnpx, q}C0 dµ   .
Logo, }φ}   8, pelo que φ P F e tambe´m }φn  φ} Ñ 0 quando n Ñ 8. Com isto provamos a
completude de F relativamente a` norma.
Vejamos agora a separabilidade. Para isso, vamos mostrar que, para toda a func¸a˜o φ P F e
 ¡ 0, existe uma func¸a˜o ψ contı´nua tal que }φ ψ}   . A separablidade de F segue assim do
facto de C0pX  P q ser separa´vel (pois X  P e´ me´trico compacto). Fixemos  ¡ 0. Para todo
x P X, φx e´ uniformemente contı´nua e por isso existe δpxq ¡ 0 tal que
dpv1, v2q   δpxq ñ |φxpv1q  φxpv2q|  

6
, para todo v1, v2 P P .




}φx}C0 dµ, para todo o boreliano B.
Seja Aδ : tx P X : δpxq ¤ δu e tome-se δ0 ¡ 0 tal que νpAδ0q   {6. Tomemos uma partic¸a˜o
da unidade δ0-fina, ou seja, uma colec¸a˜o de func¸o˜es contı´nuas h1, . . . , hn : P Ñ r0, 1s tais que
• h1pvq        hnpvq  1, para todo v P P , e
• Ai : tv P P : hipvq ¡ 0u tem diaˆmetro menor que δ0, para todo 1 ¤ i ¤ n.
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(ver Proposic¸a˜o A.8, acerca da existeˆncia de tal partic¸a˜o). Fixemos um ponto vi em cada Ai e
tomemos um func¸a˜o contı´nua fi : X Ñ R tal que
»
X
|φpx, viq  fipxq| dµ  

2n
(ver Proposic¸a˜o A.9, acerca da densidade de func¸o˜es contı´nuas em L1pµq). Por fim, considere-





Vamos ver que }φ ψ}   , o que concluira´ a prova. Note-se que
}φx  ψx}C0 : sup
vPP















|φpx, vq  φpx, viq|   sup
1¤i¤n





|φpx, vq  φpx, viq|  
n¸
i1
|φpx, viq  fipxq|.
Logo, tem-se }φ ψ} :
³














































Portanto, }φ ψ}    como pretendido. 2
Consideremos o espac¸o Mpµq das probabilidades em X  P que se projetam em µ (i.e.,
tais que piν  µ). Este e´ um subconjunto do espac¸o das probabilidades PpX P q que, como e´
sabido, e´ (sequencialmente) compacto para a topologia fraca*, onde uma sucessa˜o de probabi-
lidades pνnqn converge para uma probabilidade ν se e somente se
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φdν para toda a func¸a˜o φ P C0pX  P q .
Devido a` densidade das func¸o˜es contı´nuas em F , tem-se a convergeˆncia supracitada para
toda a func¸a˜o φ P F . Temos ainda o seguinte facto, que revela uma propriedade importante de
Mpµq.
Proposic¸a˜o 3.3. Mpµq e´ fechado no espac¸o das probabilidades PpXP q (e portanto compacto
para a topologia fraca*).
Prova: Seja pνnqn uma sucessa˜o de probabilidades em Mpµq convergente para alguma proba-
bilidade ν P PpX  P q. Queremos ver que ν P Mpµq, ou seja, que piν  µ. Para isso basta





f  pi dν  lim
nÑ8
»
f  pi dνn  lim
nÑ8
»











ψ  Si  ψ   ψ  S        ψ  Sn1




ψ  Si  ψ  S1      ψ  Sn.
Passamos a apresentar o lema que resume o essencial desta secc¸a˜o.





ψpnqpx, vq  c, para todo v P P .
Enta˜o a mesma afirmac¸a˜o e´ va´lida substituindo o limite superior pelo limite usual. Ale´m disso,














No caso em que S e´ invertı´vel, as mesmas concluso˜es sa˜o va´lidas tambe´m quando nÑ 8.
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Prova: Seja Inpxq  infvPP ψpnqpx, vq. Tomando um subconjunto enumera´vel denso tvkuk de
P , concluimos que Inpxq  infk ψpnqpx, vkq e´ mensura´vel. Observe-se que |I1pxq| ¤ }ψx}C0 e
portanto I1 e´ integra´vel. Ale´m disso, pInqn e´ uma sucessa˜o superaditiva de func¸o˜es mensura´veis
com respeito a T , i.e.,
Im n ¥ Im   In  T
m,
pelo que e´ possı´vel aplicar o Teorema Ergo´dico Subaditivo de Kingman [A] a` sucessa˜o pInqn
(que e´ agora subaditiva) para concluir a convergeˆncia da sucessa˜o p 1nInpxqqn para uma certa
constante b P RY t8u em quase todo o ponto.
Para cada x P X, seja unpxq P P um vetor que minimiza a func¸a˜o contı´nua ψpnqpx, q, ou
seja, tal que Inpxq  ψpnqpx, unpxqq. Afirmo que e´ possı´vel escolher un a depender de forma
mensura´vel de x. Para isso, considere-se
∆n  tpx, vq P X  P : ψ
pnqpx, vq  Inpxqu P A BpP q.
Claramente, piXp∆nq  X. Pelo Teorema 3.3, existe uma func¸a˜o mensura´vel un : X Ñ P tal
que px, unpxqq P ∆n, para todo x P X, como pretendido.
Para o natural seguimento da demonstrac¸a˜o, vamos provar a existeˆncia de uma probabi-
lidade S-invariante em X  P , atrave´s dos argumentos caraterı´sticos do Teorema de Krylov-
Bogolubov [B.1]. Nessa linha de ideias, considerem-se as probabilidades ν0n e νn em Mpµq
definidas por









Seja pνnj q uma subsucessa˜o convergente, digamos para ν. Vejamos que ν e´ S-invariante. Para
isso, basta ver que, para toda ψ P F , se tem ³ψ  S d ν  ³ψ dν. Com efeito,
|
³
ψ  S d ν 
³
ψ dν|  limj |
³





ψ dpSνnj  νnj q|
 limj |
³
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Pela convergeˆncia na topologia fraca*, temos
³
ψ dν  limj
³
























Inj dµ  b, em virtude do Teorema Ergo´dico Subaditivo. Note-se que
o Teorema Ergo´dico de Birkhoff implica que





existe para ν-quase todo o ponto px, uq P X  P . Uma vez que ψpnqpx, uq ¥ Inpxq, decorre que
ψpx, uq ¥ b em ν-quase todo o ponto. Mais uma vez pelo Teorema de Birkhoff, temos
³
ψ dν ³
ψ dν  b e portanto ψ  b em ν-quase todo o ponto. Por hipo´tese, lim supnÑ8
1
nψ
pnqpx, vq  c







ψpnqpx, vq  c µ-q.t.p. x P X.
Notamos que, em geral, para uma probabilidade S-invariante ν 1 em Mpµq qualquer vale³
ψ dν1 ¥ b  c, uma vez mais pelo argumento com o Teorema de Birkhoff acima utilizado.
Suponhamos agora que S e´ invertı´vel (o que e´ equivalente a T ser invertı´vel), mas na˜o neces-
sariamente sobrejetiva. Conve´m notar que S1 e´ tambe´m ν-invariante e portanto o conjunto
dos pontos para os quais a o´rbita (positiva) por S1 esta´ definida tem probabilidade ν total - em
particular e´ na˜o vazio, pelo que expresso˜es do tipo limnÑ8 1n infvPP ψ
pnqpx, vq fazem sentido
nalgum conjunto - o mesmo valendo para qualquer outra probabilidade S-invariante. Assim,
podemos repetir o raciocı´nio anterior para S1, considerando agora inpxq  infvPP ψpnqpx, vq.









ψ dν1 ¥ c q.t.p..














ψpnqpx, vq ¤ c q.t.p..
Isto conclui a demonstrac¸a˜o. 2
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Nota 3.5. Se na hipo´tese do resultado acima coloca´ssemos lim supnÑ8
1
nψ




pnqpx, vq ¤ c), poderı´amos concluir limnÑ8 infuPP 1nψ




pnqpx, vq ¤ c), onde nÑ 8 e´ permitido se S for invertı´vel.
3.4 Fibrado minimal V k
Apo´s uma digressa˜o geral, retornamos ao Corola´rio 3.1, que fornecia os expoentes de Lya-
punov λ1 ¡    ¡ λk e os subespac¸os V 1x ¡    ¡ V kx . Para aplicar a teoria desenvolvida
na secc¸a˜o precedente, concentramos a nossa atenc¸a˜o no menor expoente λminpAq  λk e no
fibrado vetorial mensura´vel Ex  V kx que tem dimensa˜o positiva dimE  m. Denota´-lo-emos







|E pxq  v}  λminpAq, para q.t.p. x P X e todo v P Exzt0u.
Na verdade, vale algo mais forte, de acordo com o seguinte







|E pxq  v}  λminpAq.
Se, adicionalmente, T for invertı´vel, vale a mesma conclusa˜o tambe´m quando n Ñ 8. Em
qualquer caso, a convergeˆncia e´ uniforme sobre Bx : tv P Ex : }v}  1u.
Os expoentes de Lyapunov dependem essencialmente da direc¸a˜o dos vetores da fibra, na˜o
da sua magnitude. Por essa raza˜o, para captarmos a informac¸a˜o importante da dinaˆmica basta-
nos olhar para um espac¸o de direc¸o˜es, a saber, o espac¸o projetivo euclideano PpRnq.
Prova: Sem perda de generalidade, podemos assumir Ex  Rm (ver Nota 3.4). Seja P  PpRmq
o espac¸o projetivo de Rm e S : X  P Ñ X  P o cociclo projetivo sobre T induzido em X  P
por A|E , ou seja, o cociclo definido por
Spx, rvsq  pT pxq, rA|Epxq  vsq,
onde rvs P P designa a classe de v P Rm. Considere-se ainda a func¸a˜o ψ : X  P Ñ R dada
por ψpx, rvsq  log }A|Epxqv}}v} . Note-se que tais func¸o˜es se encontram bem definidas, i.e., na˜o
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Figura 3.1: ESPAC¸O PROJETIVO NO PLANO IDENTIFICADO COM A RETA Y=1











|E pxq  v}
}A
pjq














ψpnqpx, rvsq  λminpAq, para q.t.p. x P X e todo rvs P P .







|E pxq  v}  λminpAq, para q.t.p. x P X e todo v P Ex
(onde n Ñ 8 se T for invertı´vel). Decorre do mesmo lema e do facto do logaritmo ser cres-












|E pxqq  λminpAq.
2
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Se k  1, a demonstrac¸a˜o do teorema terminaria aqui. Em geral, necessitamos de estabe-
lecer a existeˆncia dos limites nos restantes fibrados V j e Ej , 1 ¤ j ¤ k 1. Isso sera´ o trabalho
das secc¸o˜es seguintes, separando o caso das transformac¸o˜es gerais do das invertı´veis.
3.4.1 Expoentes de Lyapunov extremais
Antes de prosseguirmos, faremos uma pequena observac¸a˜o respeitante aos expoentes
de Lyapunov extremais λminpAq  λk e λmaxpAq  λ1 e a sua relac¸a˜o com o Teorema de
Furstenberg-Kesten (Teorema 1.1), o que sera´ u´til futuramente. Com as ideias atra´s apresenta-
das, podemos provar que









log }Apnqpxq}  λmaxpAq.
Prova: Provaremos apenas a primeira igualdade, sendo a outra inteiramente ana´loga. Pelo





log }Apnqpxq  v} ¥ λminpAq, para q.t.p. x P X e todo v P Rdzt0u.
Usando a informac¸a˜o contida na Nota 3.5 e as ideias da demonstrac¸a˜o do Lema 3.7 que envol-





logmpApnqpxqq ¥ λminpAq, para q.t.p. x P X.





logmpApnqpxqq ¤ λminpAq, para q.t.p. x P X.
Com isto fica provado o lema. 2









log }Apnqpxq}  λminpAq,
uma vez que mpApnqpxqq  }Apnqpxq}1.
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3.5 Crescimento subexponencial
Nesta secc¸a˜o, desenvolveremos te´cnicas para lidar com informac¸a˜o assinto´tica do tipo da
que e´ dada pelos expoentes de Lyapunov. Principiamos com a noc¸a˜o quintessencial.
Definic¸a˜o 3.1. Uma func¸a˜o mensura´vel φ : X Ñ R diz-se ter crescimento subexponencial para





φ  Tn  0 µ-q.t.p..
A presenc¸a de comportamento subexponencial torna certas quantidades negligı´veis do ponto
de vista da presente teoria, pelo que e´ u´til saber com que frequeˆncia isso sucede. Temos a se-
guinte condic¸a˜o (comparar com a Proposic¸a˜o 2.1, onde e´ usada uma hipo´tese mais forte).
Lema 3.9. Seja Y  X um conjunto mensura´vel T -invariante e φ : Y Ñ R uma func¸a˜o men-





φ  Tnpxq  0, para q.t.p. x P Y .





φ  Tnpxq  0, para q.t.p. x P Y .
Prova: Seja ψ  φ  T  φ e denotemos por ψ o limite das me´dias temporais de Birkhoff de ψ.
Pelo Teorema Ergo´dico Subaditivo de Kingman [A], temos
1
n








ψ  T j Ñ ψ, para q.t.p. x P Y .
Vejamos que ψ  0, para quase todo o ponto x P Y . Dado um natural k, considere-se
Yk : tx P Y : |φpxq| ¤ ku.
Claramente, Y 
8
k1 Yk. Pelo Teorema da Recorreˆncia de Poincare´, para quase todo x P Yk,
existem naturais n1pxq   n2pxq      tais que Tnipxqpxq P Ykpô |φpTnipxqpxqq| ¤ kq, para todo





φ  Tnpxq  0, para quase todo x P
8
k1 Yk  Y ,
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o que implica o pretendido. Quando T e´ invertı´vel, a func¸a˜o φ  T1  φ e´ semi-integra´vel e
portanto aplica-se a argumentac¸a˜o anterior. 2
Vamos aplicar o resultado anterior no contexto do Teorema de Oseledets, substanciando a
condic¸a˜o de integrabilidade log  }A1} P L1pµq, ate´ agora quase oculta. Usualmente, conside-




O ponto crucial aqui e´ que na presenc¸a de comportamento subexponencial tais func¸o˜es sa˜o
finitas q.t.p e, nessas circunstaˆncias, valem majorac¸o˜es do ge´nero
}Apnqpxq} ¤ Cpxq  e
n, para todo n P N,
que nos permitem avaliar o comportamento da norma dos iterados em termos da exponencial.
O pro´ximo resultado generalizara´ um pouco mais estas ideias, onde MpR, dq designa o conjunto
das matrizes quadradas de dimensa˜o d com entradas no corpo dos nu´meros reais.
Lema 3.10. Seja B : X Ñ MpR, dq uma aplicac¸a˜o mensura´vel tal que log  }B} P L1pµq.





log }Bpnqpxq} ¤ γ q.t.p.. (3.2)
Enta˜o para todo  ¡ 0 existe uma func¸a˜o mensura´vel b : X Ñ R  tal que
}BpnqpT ixq} ¤ bpxq  e
pγ qn |i|,
para quase todo x P X, todo n ¥ 0 e i P N0 ou i P Z (se T for invertı´vel).
Nota 3.7. Sob a hipo´tese de integrabilidade log  }B} P L1pµq, o Teorema Ergo´dico Subadi-
tivo assegura sempre a existeˆncia de um tal γ P R. De facto, como estamos a supor que a





log }Bpnqpxq}  θ q.t.p..
Basta tomar algum γ ¥ θ.
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Prova: Seja  ¡ 0 escolhido ao arbı´trio e Y o conjunto T -invariante de probabilidade total dos




e´ mensura´vel. Decorre diretamente da definic¸a˜o que }Bpnqpxq} ¤ cpxqepγ qn, para todo n P N.
Ale´m disso,
cpxq ¤ maxt1, epγ q}Bpxq}u  cpTxq
e portanto, tomando os logaritmos, temos
log cpTxq  log cpxq ¥ maxtlog  }Bpxq}  pγ   q, 0u.





log cpT ixq  0, para q.t.p. x P Y (ou x P X) (3.3)
(onde i Ñ 8 somente se T for invertı´vel). Por fim, aplicamos a ideia do supremo outra vez:
considere-se o conjunto T -invariante de probabilidade total Z  Y onde (3.3) vale e defina-se




Por definic¸a˜o, cpT ixq ¤ bpxq  e|i|, para todo i P N0,Z. Assim,
}BpnqpT ixq} ¤ cpT ixq  epγ qn ¤ bpxq  e
pγ qn |i|,
para quase todo x P Z, todo n ¥ 0 e i P N0,Z. Extendendo b a uma func¸a˜o mensura´vel definida
em X, o resultado segue. 2
Nota 3.8. Quando B na˜o toma valores no conjunto das matrizes quadradas, na˜o podemos falar
de Bpnqpxq e aplicar estritamente as concluso˜es do lema anterior. Mas, sob a condic¸a˜o de
integrabilidade log  }B} P L1pµq, podemos ainda assim assegurar a existeˆncia de uma func¸a˜o
b : X Ñ R  tal que
}BpT ixq} ¤ bpxq  e
|i|, para q.t.p. x P X e todo i P N0,Z,
ou seja, crescimento subexponencial para log }B}.
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3.6 Versa˜o unilateral
Nesta secc¸a˜o, vamos provar o Teorema de Oseledets no caso das transformac¸o˜es gerais,
na˜o necessariamente invertı´veis. Para obtermos os expoentes como limites uniformes nos fi-
brados V i diferentes do fibrado minimal E  V k, necessitaremos contudo de mais algumas
ferramentas.
Assumiremos, sem perda de generalidade, que a norma em Rd vem de um produto interno
x, y. Uma tal suposic¸a˜o permitira´ falar de ortogonalidade, uma noc¸a˜o especialmente vantajosa
para os ca´lculos. O panorama geral e´ o seguinte: consideramos U  tUxuxPX e V  tVxuxPX
subfibrados mensura´veisA-invariantes deXRd, de dimensa˜o constante, satisfazendo Ux  Vx
para todo x P X (ou para todo x num conjunto de probabilidade total). Usando o produto interno,
introduzimos o fibrado mensura´vel W  tWxuxPX definido como o complemento ortogonal de
U em V de modo que Vx  Wx k Ux (soma direta ortogonal) para todo x P X. Note-se que








representac¸a˜o essa a ser interpretada da seguinte maneira: B : W Ñ W e C : W Ñ U sa˜o os
morfismos induzidos por A atrave´s das expresso˜es
B  ρW A e C  ρU A,
onde ρW e ρU sa˜o as projec¸o˜es ortogonais nos fibrados indexados. Deste modo, B define
um novo cociclo e o problema e´ agora relacionar os expoentes de Lyapunov de B com os
de A|V . O pro´ximo resultado, baseado em [41], resolve (parcialmente) esta questa˜o, sob a
hipo´tese dos expoentes de Lyapunov serem menores no fibrado U , a situac¸a˜o relevante neste
contexto. Adotamos a convenc¸a˜o de designar por u, w e v elementos gene´ricos de Ux, Wx e
Vx, respetivamente.










log }Apnqpxq  v} ¡ λ, para todo v P VxzUx.
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log }Bpnqpxq  ρW pvq}, para todo v P VxzUx. (3.4)
Ale´m disso, se existir o limite do lado direito para algum w  ρW pvq P Wxzt0u, enta˜o existe o
limite do lado esquerdo para todo v1 P ρ1W pwq  VxzUx e, nesse caso, coincidem.
Prova: Escrevemos um elemento geral de VxzUx por v  w   u para alguns u  ρU pvq P Ux e
w  ρW pvq P Wxzt0u. Comec¸amos por observar que, no conjunto de probabilidade total onde









log }Apnqpxq  w},
devido a` propriedade de dominac¸a˜o do maior expoente de Lyapunov (ver Lema 3.3). Assim,
para a primeira parte, consideramos apenas o caso em que u  0, i.e., ρW pvq  v na igualdade









log }Bpnqpxq  w}, para todo w PWxzt0u. (3.5)
Decorre da definic¸a˜o que Apnq|V pxq  v  B
pnqpxq  w   rCnpxq  w  A
pnq







i 1xq  CpT ixq Bpiqpxq. (3.6)
Em particular, Apnq|V pxq  w  B
pnqpxq  w   Cnpxq  w. Uma vez que Bpnqpxq  wKCnpxq  w e
estamos a supor que a norma vem do produto interno, decorre do Teorema de Pita´goras a
relac¸a˜o }Apnqpxq w}2  }Bpnqpxq w}2 }Cnpxq w}2. Aplicando o Lema 3.2 a esta relac¸a˜o, para















log }Cnpxq  w}
(
. (3.7)
Seja pkqk uma qualquer sucessa˜o estritamente decrescente e convergente para 0. Comec¸amos
por observar que
}A|U pxq} ¤ }Apxq} e }Cpxq} ¤ }A|V pxq} ¤ }Apxq},
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pelo que log  }A|U}, log  }C} P L1pµq. Assim, pelo Lema 3.10 e pela Nota 3.8 que se lhe segue,
para cada natural k, existe um conjunto Yk  Y de probabilidade total e func¸o˜es mensura´veis





pk λqn ki e }CpT ixq} ¤ ckpxqeki,
para todo x P Yk e n, i ¥ 0. Afirmamos que para todo x P Y0 
8
k1 Yk, que tem probabilidade
total, vale (3.5). Suponhamos, por reduc¸a˜o ao absurdo, que na˜o, i.e.,








log }Apnqpxq  w}  Λ,
para alguns x P Y0 e w P Wxzt0u. Seja k ¡ 0 escolhido tal que maxtτ, λu   3k   Λ. Definindo
b  bpx,w, kq  supn¥0 e
pk τqn}Bpnqpxq  w} P R , temos diretamente
}Bpnqpxq  w} ¤ b  epk τqn, para todo n P N0.
Para obter uma contradic¸a˜o concentramos agora a atenc¸a˜o em Cnpxq de acordo com a fo´rmula
dada em (3.6), vendo que, num certo sentido, e´ demasiado pequeno. Com efeito,






i 1xq}  }CpT ixq}  }Bpiqpxq  w}





i 1xq}  }CpT ixq}  }Bpiqpxq  w}
¤ n  d1pxq  max
0¤i¤n1
epk λqpni1q kpi 1qekiepk τqi
 n  d1pxq  max
0¤i¤n1
ekpn 2iqepni1qλ τi




¤ n  d3pxq  e
3kn  emaxtλ,τun







log }Cnpxq  w} ¤ maxtλ, τu   3k   Λ.
Isto contradiz (3.7) e assim fica provado (3.5) (e por conseguinte (3.4)). Para finalizar, veremos





















log }Bpnqpxq  w},
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onde Dnpxq  v  Cnpxq  w   A
pnq
|U pxq  u. Juntando este facto ao que provamos, conclui-se a
segunda parte do teorema. 2
Estamos agora em condic¸o˜es de concluir a versa˜o unilateral do Teorema de Oseledets.
Considere-se o fibrado minimalE  V k introduzido anteriormente e sejaEK o ortogonal deE de







onde A induz em EK um cociclo Bpxq : EKx Ñ EKTx. Pelo Lema 3.11, os expoentes de Lyapunov
para B (no sentido do Corola´rio 3.1) sa˜o precisamente
λ1 ¡    ¡ λk1,
com a correspondente filtrac¸a˜o de Oseledets V 1 X EK ¡    ¡ V k1 X EK. Olhemos para o
fibrado minimal E1  V k1 X EK do cociclo B, bem como o menor expoente λminpBq  λk1.
Uma vez que }Bpxq} ¤ }Apxq} e }Bpxq1} ¤ }Apxq1}, podemos aplicar os resultados da








pxq  v}  λk1, para q.t.p. x P X e todo v P E1xzt0u.





log }Apnqpxq  v}  λk1, para q.t.p. x P X e todo v P V k1x zE.
A prova da versa˜o unilateral do Teorema de Oseledets segue por induc¸a˜o, repetindo, sempre
que necessa´rio (no ma´ximo um nu´mero finito de vezes), este argumento.
3.7 Versa˜o bilateral
Nesta secc¸a˜o, demonstraremos o Teorema de Oseledets para as transformac¸o˜es invertı´veis
T : X Ñ X. Numa primeira instaˆncia, poderı´amos tentar adaptar a prova das transformac¸o˜es
gerais considerando, por exemplo, no primeiro passo da induc¸a˜o, Ek1  E1. O problema
com tal abordagem e´ que o fibrado minimal E1 na˜o e´ necessariamente A-invariante, tal como
e´ exigido no enunciado do teorema. Surge deste modo a motivac¸a˜o para o seguinte resultado,
origina´rio de [24], onde, por simplicidade de notac¸a˜o, F  X  Rd.
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Lema 3.12. Se E  F , existe um subfibrado mensura´vel G de F tal que
1. Apxq Gx  GTx, para q.t.p. x P X, e
2. G` E  F .
Prova: Denotamos por L o espac¸o dos morfismos L : EK Ñ E tais que as aplicac¸o˜es
Lpxq : EKx Ñ Ex
sa˜o lineares e dependem de forma mensura´vel de x. O gra´fico de L P L e´ o subfibrado men-
sura´vel HL cuja fibra sobre x e´ definida por
HLx  tLpxq  v   v : v P E
K
x u.
Note-se que se trata de um subfibrado complementar a E. Definimos a imagem de um sub-
fibrado G como o subfibrado cuja fibra sobre x e´ ApT1xq  GT1x, de modo que um fibrado
A-invariante coincide com a sua imagem. Seja Γ : LÑ L a transformac¸a˜o gra´fico dada por
ΓpLqpxq  Dpxq   ΦpLqpxq,
onde Dpxq  CpT1xq  rBpT1xqs1 e a aplicac¸a˜o Φ : L Ñ L e´ definida pela expressa˜o
ΦpLqpxq  ApT1xq  LpT1xq  rBpT1xqs1, com o significado de (3.8). O ponto chave nesta










Demonstraremos que Γ tem um ponto fixo q.t.p., ou seja, existe um elemento L tal que
ΓpLqpxq  Lpxq, para quase todo o ponto x P X. O gra´fico desse ponto fixo sera´ um subfibrado
mensura´vel A-invariante (q.t.p.) complementar a E, como desejado. Para isso, provaremos que
existem uma func¸a˜o mensura´vel a : X Ñ R e um nu´mero real τ ¡ 0 tais que
}ΦnpDqpxq} ¤ apxq  eτn, para q.t.p. x e todo n ¥ 0.
Com isso, a se´rie
°8
n0 Φ
npDq converge em quase todo ponto para um elemento L P L que fica
fixo (q.t.p.) pela transformac¸a˜o gra´fico pois
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Temos ΦnpLqpxq  Apnq|E pT




nxq}  }DpTnxq}  }Bpnqpxq}.
Seja  ¡ 0 tal que λk1   λk   4   0 . Majoremos cada um dos fatores no lado direito. Pelo





npλk 2q, para q.t.p. x P X e todo n ¥ 0.
Note-se que log  }D} e´ integra´vel pois
log  }Dpxq} ¤ log  }CpT1xq}   log  }BpT1xq1}
¤ log  }ApT1xq}   log  }ApT1xq1}
e portanto, outra vez pelo Lema 3.10, existe uma func¸a˜o mensura´vel a2 : X Ñ R  tal que
}DpTnxq} ¤ a2pxqe
n, para q.t.p. x P X e todo n ¥ 0.





log }Bpnqpxq}  λminpBq, para q.t.p. x P X.
Dado que log  }B1} ¤ log  }A1}, podemos aplicar o Lema 3.10 agora ao cociclo B1 sobre
T1 e obter uma func¸a˜o mensura´vel a3 : X Ñ R  tal que
}Bpnqpxq} ¤ a3pxqe
pλk1 qn, para q.t.p. x P X e todo n ¥ 0
(recordamos que λminpBq  λk1). Estamos agora em condic¸o˜es de majorar }ΦnpDqpxq}. Com
efeito,
}ΦnpDqpxq} ¤ pa1  a2  a3qpxqe
pλk1 λk 4qn, para q.t.p. x P X e todo n ¥ 0,
tal como pretendı´amos, e assim fica concluı´da a demonstrac¸a˜o do lema. 2
Concluimos agora a demonstrac¸a˜o do Teorema de Oseledets para as transformac¸o˜es in-
vertı´veis. Considere-se o fibrado minimal Ek  V k dado pelo Corola´rio 3.1. Se k  1, nada
mais ha´ a demonstrar, em virtude do Lema 3.7 (note-se que o mesmo assegura convergeˆncia
uniforme sobre Bx  tv P Ekx : }v}  1u). De outro modo, pelo Lema 3.12, existe um subfibrado
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mensura´vel A-invariante G que e´ complementar a Ek. Os expoentes de Lyapunov para o coci-
clo A|G no sentido do Corola´rio 3.1 sa˜o precisamente λ1 ¡    ¡ λk1, com a correspondente
filtrac¸a˜o de Lyapunov
V 1 XG ¡    ¡ V k1 XG.
Definindo Ek1  V k1XG, podemos reaplicar o mesmo argumento, e assim a prova da versa˜o
bilateral segue por induc¸a˜o a menos de termos verificado o ponto 3 referente aos aˆngulos entre
os subespac¸os de Oseledets e a unicidade dos mesmos. Assumimos a unicidade, deixando a
sua verificac¸a˜o para o fim.
3.7.1 Aˆngulos entre os subespac¸os de Oseledets
Seja Rd  E1x `    ` E
kpxq
x a decomposic¸a˜o de Oseledets de um ponto regular x P X. Os
aˆngulos entre os espac¸os invariantes da decomposic¸a˜o de Oseledets apresentam comporta-
mento subexponencial, no sentido da seguinte proposic¸a˜o.











EjTnxq  0, sempre que I X J  H.
Nota 3.9. Se k  1, a proposic¸a˜o e´ trivialmente satisfeita pois assumimos que I e J sa˜o na˜o
vazios (o que torna a condic¸a˜o vazia).
Deduziremos esta proposic¸a˜o do Lema 3.9 e do seguinte facto de A´lgebra Linear/Geometria
Analı´tica.







¤ }L}  }L1}.
Prova: Recordamos que, dado α P R, temos }w αv} ¥ }w} sin?pv, wq, com igualdade quando
α  xv, wy{}v}2.
Seja β  xLv, Lwy{}Lv}2 e z  w   βv. Pela observac¸a˜o anterior, temos por um lado
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Figura 3.2: DESIGUALDADE
o que prova a primeira desigualdade. A outra e´ ana´loga escolhendo β  xv, wy{}v}2. 2
Estamos agora em condic¸o˜es de provar a Proposic¸a˜o 3.4.
Prova: Sejam I e J dois subconjuntos disjuntos na˜o vazios de t1, . . . , ku. Seja Y o conjunto
T -invariante de probabilidade total de pontos regulares cuja existeˆncia foi provada. A func¸a˜o








xq e´ mensura´vel. Pela Proposic¸a˜o 3.5,
|φpTxq  φpxq| ¤ log  }Apxq}   log  }Apxq1}
e portanto, pela condic¸a˜o de integrabilidade do Teorema de Oseledets, a func¸a˜o φ  T  φ e´
integra´vel. Pelo Lema 3.9, temos φpTnxq{n Ñ 0, para quase todo ponto x P Y (ou x P X). Isto
conclui a demonstrac¸a˜o. 2
3.7.2 Unicidade das decomposic¸o˜es de Oseledets
Por fim, complementamos este estudo com a verificac¸a˜o da unicidade das decomposic¸o˜es
de Oseledets, num aˆmbito um pouco mais geral do que o do teorema (i.e., mostramos tambe´m
a unicidade dos expoentes em x, do qual, em geral, dependem). Sejam λ1pxq ¡    ¡ λkpxq os
expoentes de Lyapunov e
Rd  E1x `    ` Ekx
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uma decomposic¸a˜o de Oseledets de um ponto regular x P X. Note-se que




log }Apnqpxq  v} para algum v P Rdu
e portanto os expoentes de Lyapunov esta˜o unicamente determinados. Detalhamos um pouco
mais a unicidade dos subespac¸os. Dado um vetor arbitra´rio v P Rdzt0u, escrevemos v 
°k
i1 vi,





log }Apnqpxq  v}  λmpxq,





log }Apnqpxq  v}  λM pxq,









log }Apnqpxq  v} ô m M ô v P Eix, para algum 1 ¤ i ¤ k.
Daqui segue a unicidade das decomposic¸o˜es.
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Apeˆndice A
Medida e Integrac¸a˜o
Neste apeˆndice, mencionamos as definic¸o˜es e ferramentas ba´sicas da Teoria da Medida e
Integrac¸a˜o. Na˜o faremos uma exposic¸a˜o exaustiva, mas somente aquela que achamos opor-
tuna sem, regra geral, incluirmos demonstrac¸o˜es. Os textos principais que recomendamos
como base e complemento ao que aqui se apresenta sa˜o [1], [8] e [27], sendo o interme´dio o
mais abrangente neste to´pico.
A.1 Espac¸os mensura´veis
Ao longo deste apeˆndice, X designa um conjunto e A uma famı´lia de subconjuntos (partes)
de X.
Definic¸a˜o A.1. Dizemos queA e´ uma σ-a´lgebra deX, se forem satisfeitas as seguintes condic¸o˜es:
1. H P A,
2. se A P A, enta˜o XzA P A e
3. se tAiuiPN  A, enta˜o

iPNAi P A.
Fica claro da sua definic¸a˜o que qualquer σ-a´lgebra A e´ uma colec¸a˜o na˜o vazia que conte´m
X. Por completude, citaremos mais algumas das propriedades de fecho satisfeitas por σ-
a´lgebras, que se podem deduzir das acima enunciadas.
Proposic¸a˜o A.1. Sejam tAiuiPN elementos de A. Enta˜o
71
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sa˜o ainda elementos de A.
Por exemplo, tH, Xu e PpXq sa˜o trivialmente σ-a´lgebras de qualquer conjunto X e sa˜o,
respetivamente, a menor e a maior no sentido de inclusa˜o. E´ facto elementar que a intersec¸a˜o
arbitra´ria de σ-a´lgebras e´ ainda uma σ-a´lgebra. Estas duas observac¸o˜es motivam a seguinte
definic¸a˜o.
Definic¸a˜o A.2. Dada uma famı´lia C de subconjuntos de X, definimos a σ-a´lgebra gerada por
C como a intersec¸a˜o (na˜o vazia) de todas as σ-a´lgebras que contem C ou, equivalentemente,
como a menor σ-a´lgebra que contem C no sentido da inclusa˜o.
Um exemplo que merece especial destaque sa˜o as σ-a´lgebras definidas em espac¸os to-
polo´gicos.
Exemplo A.1. Se X for um espac¸o topolo´gico, designamos por σ-a´lgebra de Borel a σ-a´lgebra
gerada pelos subconjuntos abertos (ou fechados) de X. Os seus elementos designam-se por
borelianos. Por definic¸a˜o, qualquer aberto e´ um boreliano, mas em geral na˜o vale o recı´proco,
i.e., a topologia esta´ contida (estritamente, em geral) na σ-a´lgebra de Borel.
Quando A e´ uma σ-a´lgebra de X, dizemos que o par pX,Aq e´ um espac¸o mensura´vel, e
aos elementos de A chamamos conjuntos mensura´veis.
A.2 Espac¸os de medida
Os espac¸os mensura´veis sa˜o os ambientes ideais para se definir aquilo que se entende por
uma medida.
Definic¸a˜o A.3. Uma func¸a˜o µ : AÑ r0, 8s diz-se uma medida, se forem va´lidas as seguintes
condic¸o˜es:





i1 µpAiq sempre que os conjuntos Ai forem dois a dois disjuntos.
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A propriedade p2q e´ conhecida como a σ-aditividade da medida. O conceito de medida
pode ainda englobar valores negativos (medidas com sinal), mas isso na˜o e´ objeto da presente
dissertac¸a˜o.
Exemplo A.2. Seja X um conjunto qualquer e A  PpXq a σ-a´lgebra das partes de X. Fixado




1 se p P A
0 se p R A
.
Esta func¸a˜o define uma medida conhecida como a medida de Dirac concentrada em p.
Ha´ dois tipos de medidas que assumem um papel de relevo na teoria: um deles sa˜o as
medidas finitas - aquelas que satisfazem µpXq   8 - com especial eˆnfase para as medidas de
probabilidade, i.e., aquelas que satisfazem µpXq  1; o outro sa˜o as medidas σ-finitas, ou seja,
aquelas para as quais existe uma sucessa˜o de subconjuntos pAnqnPN de X tais que µpAiq   8
para todo i P N e X 
8
i1Ai. E´ frequente em aplicac¸o˜es provar certos resultados para
medidas finitas e depois extendeˆ-los para medidas σ-finitas. E´ possı´vel provar da definic¸a˜o que
qualquer medida satisfaz as propriedades seguintes:
Proposic¸a˜o A.2. Sejam tAiuiPN  A. Enta˜o
1. se Ai  Aj , enta˜o µpAiq ¤ µpAjq (monotonia);










4. se Aj  Aj 1, enta˜o µp
8
i1Aiq  limnÑ8 µpAiq (continuidade);
5. se Aj  Aj 1 e µpA1q   8, enta˜o µp
8
i1Aiq  limnÑ8 µpAiq (continuidade).
O pro´ximo resultado, conhecido como o Lema de Borel-Cantelli, e´ muito usado em Teoria
das Probabilidades e deduz-se das propriedades acima.
Teorema A.1. Seja µ uma probabilidade definida numa σ-a´lgebraA de conjuntos deX, pAnqnPN
uma sucessa˜o de conjuntos mensura´veis e
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o conjunto dos pontos x P X que pertencem a An para infinitos valores de n. Nestas hipo´teses,
se
°
nPN µpAnq   8, enta˜o µpAq  0.
Dizemos que uma propriedade e´ tı´pica ou gene´rica em X (do ponto de vista da medida) se
vale em µ-quase todo o ponto (abreviado para µ-q.t.p.), i.e., o conjunto dos pontos onde ela na˜o
vale tem medida nula. Conjuntos de medida total sa˜o nesta perspetiva os conjuntos grandes.
Isto e´ o ana´logo do caso topolo´gico, em que as propriedades tı´picas (ou gene´ricas) sa˜o aquelas
que valem numa intersec¸a˜o numera´vel de abertos densos (conjuntos residuais ou gene´ricos)
que, como se sabe, e´ ainda densa em espac¸os de Baire. Conjuntos de medida nula, tambe´m
ditos conjuntos nulos, desempenham um papel ana´logo aos conjuntos de primeira categoria
de Baire, onde se incluem os complementares dos residuais, no sentido em que sa˜o ambos
pequenos nas respetivas o´ticas. Salientamos que estas noc¸o˜es de generecidade na˜o sa˜o em
geral coincidentes, no caso em que a estrutura mensura´vel e´ compatı´vel com a topolo´gica,
como se pode constatar no conjunto dos pontos regulares de certos difeomorfismos.
Definic¸a˜o A.4. Dizemos que o terno pX,A, µq e´ um espac¸o de medida, quando µ e´ uma medida
definida na σ-a´lgebra A de subconjuntos de X.
Exemplo A.3. Dados dois espac¸os de medida pX,A, µq e pY,B, νq, existe uma estrutura natural
de espac¸o de medida no produto XY munido com a σ-a´lgebra AbB e medida µbν produtos
(ver a construc¸a˜o em [1], [8] ou [27]). Em particular,
µb νpABq  µpAq  νpBq, para todo A P A e B P B.
Exemplo A.4. Um espac¸o de medida importante e´ aquele em que X  Rd, A a σ-a´lgebra dos
borelianos e µ  λ a medida de Lebesgue (ver [1], [8] ou [27] para a sua construc¸a˜o). Na
verdade, a medida de Lebesgue pode ser estendida coerentemente a uma famı´lia estritamente
maior do que a classe dos borelianos, dita a classe dos conjuntos mensura´veis de Lebesgue.
Definic¸a˜o A.5. Um espac¸o de medida diz-se completo, se todo o subconjunto de um conjunto
nulo e´ tambe´m mensura´vel.
Todo o espac¸o de medida pode ser transformado num espac¸o completo, atrave´s dum pro-
cesso conhecido como o completamento (de Lebesgue) (ver descric¸a˜o em [8]).
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Exemplo A.5. O espac¸o do exemplo A.4 munido com a σ-a´lgebra dos conjuntos Lebesgue-
mensura´veis e´ o completado do mesmo espac¸o munido com a σ-a´lgebra dos borelianos.
Usamos a notac¸a˜o Aµ para a σ-a´lgebra completada de A em relac¸a˜o a` medida µ. Introduzi-
mos agora a noc¸a˜o de equivaleˆncia natural entre espac¸os de medida (ver [8]).
Definic¸a˜o A.6. Sejam pX,A, µq e pY,B, νq espac¸os de medida. Um isomorfismo pontual entre
estes espac¸os e´ uma bijec¸a˜o T : X Ñ Y tal que
• T pAq  B, ou seja, A P A e B P B sa˜o equivalentes, sempre que T pAq  B, e
• µ  T1pBq  νpBq, para todo B P B.
Como frequentemente estamos apenas preocupados com o que acontece em subconjuntos
de probabilidade total, a seguinte noc¸a˜o de isomorfismo revela-se a mais adequada.
Definic¸a˜o A.7. Sejam pX,A, µq e pY,B, νq espac¸os de medida. Estes espac¸os dizem-se iso-
morfos mod 0 se existirem conjuntosN P Aµ eM P Bν com µpNq  νpMq  0 e um isomorfismo
pontual T : XzN Ñ Y zM , onde XzN e Y zM se encontram munidos com as restric¸o˜es de µ, ν
e das σ-a´lgebras Aµ, Bν respetivamente.
Assim, o intuito e´ classificar os espac¸os de medida a menos de isomorfismo. Uma classe
muito importante de espac¸os de probabilidade foi estudada por V. Rohlin que lhes chamou
espac¸os de Lebesgue. A definic¸a˜o que apresentamos e´ ja´ consequeˆncia de definic¸o˜es mais
intrı´nsecas destes espac¸os, mas, em termos pra´ticos, uma das mais vulgares.
Definic¸a˜o A.8. Um espac¸o de probabilidade pX,A, µq diz-se um espac¸o de Lebesgue-Rohlin se
for isomorfo mod 0 ao intervalo r0, 1s com a medida ν  cλ 
°8
n1 αnδ1{n, onde c  1
°8
i1 αn,
αn  µpanq e tanunPN e´ a famı´lia dos a´tomos de µ (i.e., pontos com medida positiva).
Poderı´amos tomar como modelo de espac¸o de Lebesgue qualquer espac¸o me´trico com-
pacto com uma probabilidade boreliana (completada), e mais geralmente qualquer espac¸o de
Haussdorff separa´vel e localmente compacto (ver [17], pp. 759).
A.3 Func¸o˜es mensura´veis
As func¸o˜es mensura´veis desempenham na Teoria de Medida um papel semelhante ao que
as func¸o˜es contı´nuas desempenham na Topologia, paralelo ja´ evidente na sua definic¸a˜o.
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Definic¸a˜o A.9. Sejam pX,Aq e pY,Bq dois espac¸os mensura´veis. Uma func¸a˜o f : X Ñ Y diz-se
pA,Bq-mensura´vel (ou simplesmente mensura´vel se as σ-a´lgebras estiverem subentendidas),
se
f1pBq P A, para todo B P B.
Para aqui, interessara´ especialmente o caso em que Y  R (ou R  R Y t8u) e B e´ a
σ-a´lgebra dos borelianos (eventualmente acrescentados com t8u na quando Y  R). Nesse
caso, a mensurabilidade de f e´ equivalente a` mensurabilidade dos conjuntos f1pp8, csq para
c P R. O pro´ximo exemplo introduz uma classe importante de func¸o˜es mensura´veis, uma das
mais simples depois das func¸o˜es constantes.




1 se x P B
0 se x R B
.
Note-se que χB e´ mensura´vel se e somente se B for mensura´vel pois, para todo A  R, temos
χ1B pAq P tH, B,XzB,Xu.
Listamos algumas das propriedades mais importantes de que fizemos uso implicitamente
ao longo do texto.
Proposic¸a˜o A.3. Sejam f, g : X Ñ r8,8s func¸o˜es mensura´veis e a, b P R. Enta˜o sa˜o
mensura´veis
paf   bgqpxq : afpxq   bgpxq e pf  gqpxq  fpxq  gpxq.




fnpxq, ipxq  inf
nPN
fnpxq,
fpxq : lim sup
nÑ8
fnpxq e fpxq : lim inf
nÑ8
fnpxq
Em particular, se fpxq  limn fnpxq existir, enta˜o e´ mensura´vel.
Segue da proposic¸a˜o anterior, a mensurabilidade da seguinte classe de func¸o˜es que extende
as func¸o˜es caraterı´sticas, tambe´m ela muito importante.
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Exemplo A.7. Uma func¸a˜o s : X Ñ R diz-se simples, se existirem constantes α1, . . . , αk P R e





No sentido inverso, toda a func¸a˜o mensura´vel e´ limite de uma sucessa˜o de func¸o˜es simples,
de acordo com a seguinte
Proposic¸a˜o A.4. Seja f : X Ñ r8,8s uma func¸a˜o mensura´vel. Enta˜o existe uma sucessa˜o
de func¸o˜es simples psnqn tais que |sn| ¤ |f |, para todo n, e
lim
nÑ8
snpxq  fpxq, para todo x P X.
Se f e´ na˜o-negativa, podemos tomar 0 ¤ s1 ¤ s2 ¤    ¤ f .
A.4 Integrac¸a˜o
Faremos aqui uma breve revisa˜o da contruc¸a˜o da integral de Lebesgue, que pode ser vista
nas fontes citadas no inı´cio deste apeˆndice. Principiamos pela definic¸a˜o da integral nas func¸o˜es
simples, extendendo-a progressivamente a`s func¸o˜es mensura´veis. Mantemo-nos no ambiente
dum espac¸o de medida pX,A, µq.
Definic¸a˜o A.10. Seja s 
°k
i1 αiχAi uma func¸a˜o simples. Define-se a integral (de Lebesgue)





Usando a Proposic¸a˜o A.4, podemos extender coerentemente esta definic¸a˜o de integral para
func¸o˜es mensura´veis na˜o-negativas.
Definic¸a˜o A.11. Seja f : X Ñ r0,8s uma func¸a˜o mensura´vel na˜o negativa. Define-se a integral
de f por »




onde 0 ¤ s1 ¤ s2 ¤    e´ uma sucessa˜o na˜o decrescente de func¸o˜es simples tais que
limn snpxq  fpxq, para todo x P X.
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No sentido de lidarmos com uma func¸a˜o mensura´vel f : X Ñ r8,8s geral, definimos as
func¸o˜es f  e f por
f pxq  maxtfpxq, 0u e fpxq  maxtfpxq, 0u.
Estas func¸o˜es sa˜o na˜o-negativas, por definic¸a˜o, e mensura´veis pela Proposic¸a˜o A.3 .







desde que pelo menos uma das integrais do lado direito seja finita, com as convenc¸o˜es usuais
8 a  8 e a8  8, para todo a P R.
Definic¸a˜o A.13. Dizemos que uma func¸a˜o f : X Ñ r8,8s e´ integra´vel, se for mensura´vel e
a sua integral for um nu´mero real.
Uma func¸a˜o f tal que f  ou f e´ integra´vel diz-se semi-integra´vel, ou quasi-integra´vel, ou
ainda integra´vel em sentido lato (esta e´ a classe de func¸o˜es para a qual faz sentido falar da
integral tal como a definimos acima). Denotamos o conjunto das func¸o˜es integra´veis por L1pµq.
Este espac¸o tem uma estrutura de espac¸o vetorial real e um conjunto de outras propriedades
que sumariamos no seguinte resultado.
Proposic¸a˜o A.5. O espac¸o L1pµq das func¸o˜es integra´veis e´ um espac¸o vetorial real. A aplicac¸a˜o
I : L1pµq Ñ R definida neste espac¸o por Ipfq  ³ f dµ e´ um funcional linear positivo, ou seja:
•
³














|f |dµ, se |f | P L1pµq. Ale´m disso, |f | P L1pµq se, e somente se,
f P L1pµq.
Podemos estar interessados em integrar apenas numa regia˜o do domı´nio X. Dada uma
func¸a˜o mensura´vel f : X Ñ r8,8s e um conjunto mensura´vel E, definimos a integral de f
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Viramos agora a nossa atenc¸a˜o para resultados de integrac¸a˜o particularmente u´teis. Sejam
pX,Aq e pY,Bq espac¸os mensura´veis e f : X Ñ Y uma aplicac¸a˜o mensura´vel. Dada uma
medida µ em A, a fo´rmula
fµpBq  µpf
1pBqq, para todo B P B,
define uma medida em B chamada a imagem (pullback) da medida µ pela aplicac¸a˜o f . Temos
o seguinte teorema de mudanc¸a de varia´vel.
Teorema A.2. Uma func¸a˜o mensura´vel g : Y Ñ R e´ integra´vel com respeito a` medida fµ se e






g  f dµ.
Temos ainda o seguinte crite´rio de integrabilidade.
Proposic¸a˜o A.6. Seja φ : X Ñ R uma transformac¸a˜o mensura´vel. Enta˜o
8¸
n1
µptx P X : |φpxq| ¥ nuq ¤
»
|φ| dµ ¤ 1 
8¸
n1
µptx P X : |φpxq| ¥ nu.
Em particular, φ e´ integra´vel se, e somente se, a se´rie
°8
n1 µptx P X : |φpxq| ¥ nuq for
convergente.
A.5 Teoremas de convergeˆncia
Os pro´ximos resultados sa˜o muito importantes para estudar questo˜es de convergeˆncia de
func¸o˜es sob integrais.
Teorema A.3. (Lema de Fatou) Seja φn : X Ñ r0,8s uma sucessa˜o de func¸o˜es mensura´veis
na˜o negativas. Enta˜o »
lim inf
nÑ8




Teorema A.4. (Convergeˆncia Mono´tona) Seja φn : X Ñ r0,8s uma sucessa˜o de func¸o˜es
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Teorema A.5. (Convergeˆncia Dominada) Seja φn : X Ñ R uma sucessa˜o de func¸o˜es men-
sura´veis que converge, em µ-quase todo o ponto, para φ. Suponhamos que existe uma func¸a˜o








Para 1 ¤ p   8, definimos o espac¸o Lppµq como o conjunto das func¸o˜es mensura´veis
f : X Ñ r8,8s tais que |f |p e´ integra´vel. Este espac¸o possui uma relac¸a˜o de equivaleˆncia
natural
f  g ô fpxq  gpxq, para µ-q.t.p. x P X.
de modo que func¸o˜es numa mesma classe possuem a mesma integral. Esta relac¸a˜o permite
ainda definir a integral de func¸o˜es na˜o necessariamente mensura´veis, conquanto coincidam
q.t.p com uma tal func¸a˜o.
Definic¸a˜o A.14. Dado p P r1,8q, definimos o espac¸o Lppµq pelo quociente Lppµq{ .
Em termos pra´ticos pensamos nos elementos de Lppµq simplesmente como func¸o˜es (i.e.,
elementos de Lppµq), o que e´ formalmente incorreto, mas conveniente. Mais uma vez, os




define uma norma nestes espac¸os. Ale´m disso, a norma e´ completa pelo que
Proposic¸a˜o A.7. pLppµq, }  }pq e´ um espac¸o de Banach.
Observe-se que em Lppµq a norma acima passaria a ser uma pseudo-norma, sendo esta
uma das razo˜es pela qual se toma o quociente.
A.7 Medidas em espac¸os me´tricos
Neste trabalho, usamos frequentemente medidas em espac¸os me´tricos compactos. Dei-
xamos aqui dois resultados relativos a` existeˆncia de partic¸o˜es da unidade e da densidade de
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func¸o˜es contı´nuas nos espac¸os Lppµq, na˜o apresentados no aˆmbito mais geral, mas somente
para o que nos interessa presentemente. Foram retirados de [1], que contem verso˜es mais
gerais.
Proposic¸a˜o A.8. Seja X um espac¸o me´trico compacto. Se U1, . . . , Un forem conjuntos abertos
tais que X 
n
i1 Ui, enta˜o existem h1, . . . , hn P C
0pXq tais que 0 ¤ hi ¤ χUi , para 1 ¤ i ¤ n,
e h1pxq        hnpxq  1, para todo x P X.
Proposic¸a˜o A.9. Seja X um espac¸o me´trico compacto e µ uma probabilidade nos borelianos
de X. Enta˜o C0pXq e´ denso em Lppµq, para 1 ¤ p   8.
FCUP 82
APEˆNDICE A. MEDIDA E INTEGRAC¸A˜O
Apeˆndice B
Teoria Ergo´dica
E´ objetivo do presente apeˆndice fornecer algumas bases rudimentares de Teoria Ergo´dica.
O texto que mais recomendamos como base e complemento ao que aqui expomos e´ [27].
B.1 Medidas invariantes
A Teoria Ergo´dica estuda sistemas dinaˆmicos que preservam alguma medida. Eis o que
matematicamente se entende por isso, no contexto das transformac¸o˜es.
Definic¸a˜o B.1. Uma medida µ diz-se invariante para uma transformac¸a˜o mensura´vel T : X Ñ
X, se, para todo o conjunto mensura´vel A P A, for va´lida a igualdade
µpT1pAqq  µpAq.
Uma vez que T e´ mensura´vel, T1pAq e´ um conjunto mensura´vel sempre que A o for, pelo
que a definic¸a˜o acima tem sentido. Isto poderia ser reformulado em termos de pontos fixos do
pullback atra´s introduzido, dizendo que Tµ  µ. Do Teorema A.2, decorre o seguinte crite´rio
de invariaˆncia
Proposic¸a˜o B.1. Seja T : X Ñ X uma transformac¸a˜o mensura´vel e µ uma probabilidade em




φ  T dµ,
para toda a func¸a˜o φ P L1pµq.
83
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Durante o texto mencionamos a topologia fraca*. Uma boa descric¸a˜o desta topologia (atrave´s
da Ana´lise funcional: espac¸os duais, Teorema da Representac¸a˜o de Riesz, Teorema de Banach-
Alaoglu, etc.) e´ feita em [27]. De facto, a partir dum argumento de ponto fixo do pullback nesta
topologia, pode-se deduzir o seguinte teorema.
Teorema B.1. (Krylov-Bogolubov) Qualquer transformac¸a˜o contı´nua de um espac¸o me´trico
compacto possui alguma medida de probabilidade de Borel invariante.
B.2 Ergodicidade
O espac¸o das probabilidades invariantes por T possui uma estrutura natural de espac¸o
vetorial real convexo. Os extremos desse convexo, que passamos a apresentar, sa˜o o elemento
central da Teoria Ergo´dica. Um conjunto mensura´velA  X diz-se T -invariante, se T1pAq  A.
Definic¸a˜o B.2. Uma transformac¸a˜o mensura´vel T : X Ñ X diz-se ergo´dica para uma probabi-
lidade invariante µ, se, para todo o conjunto T -invariante A, valer µpAq  0 ou µpAq  1.
Tambe´m se diz que a medida µ e´ ergo´dica para T ou que o sistema pX,A, µ, T q e´ ergo´dico,
com o mesmo significado. A ergodicidade de uma transformac¸a˜o traduz-se na impossibilidade
de decompor o sistema em duas partes invariantes com significado essencial do ponto de vista
da medida invariante (i.e., medida positiva), desempenhando um papel ana´logo ao dos sistemas
minimais em Dinaˆmica topolo´gica, ou os nu´meros primos em Teoria dos Nu´meros. Ha´ va´rias
caraterizac¸o˜es equivalentes da ergodicidade, u´teis em termos pra´ticos. Nesta linha de ideias,
dizemos que uma func¸a˜o mensura´vel φ : X Ñ R e´ T -invariante, se φ  T  φ, e dizemos que e´
pT, µq-invariante, se a invariaˆncia se da´ em µ-q.t.p..
Proposic¸a˜o B.2. Seja T : X Ñ X uma transformac¸a˜o mensura´vel que preserva a probabilidade
µ. Enta˜o sa˜o equivalentes:
1. O sistema pT, µq e´ ergo´dico.
2. Toda a func¸a˜o φ : X Ñ R mensura´vel T -invariante e´ constante num conjunto de probabi-
lidade total.
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φ  T ipxq 
»
φdµ µ-q.t.p..
A validade da proposic¸a˜o acima permanece inalterada se substituirmos a T -invariaˆncia pela
pT, µq-invariaˆncia. Uma longa lista de crite´rios alternativos se poderia adicionar (ver [27]).
B.2.1 Resultados cla´ssicos
Referimos os resultados cla´ssicos que marcaram os inı´cios desta disciplina: o Teorema da
Recorreˆncia de Poincare´ e o Teorema Ergo´dico de Birkhoff. Estes surgiram em diversos pontos
do texto, integrando partes de demonstrac¸o˜es, pelo que e´ conveniente a sua menc¸a˜o.
Teorema B.2. (Recorreˆncia de Poincare´) Sejam pX,A, µq um espac¸o de probabilidade e T :
X Ñ X uma transformac¸a˜o que preserva µ. Enta˜o, para todo A P A, a o´rbita de quase todo o
ponto de A retorna infinitas vezes a A. Mais precisamente, se
Ar  tx P A : Tnx P A para infinitos valores de nu,
enta˜o µpArq  µpAq.
Apesar de ser um resultado interessante por si mesmo, nada diz acerca da frequeˆncia com que
os pontos retornam. Esta informac¸a˜o e´ melhorada no seguinte resultado.
Teorema B.3. (Birkhoff) Sejam pX,A, µq um espac¸o de probabilidade e T : X Ñ X uma








em µ-quase todo o ponto. Ale´m disso, a func¸a˜o φ satisfaz






Em particular, se T e´ ergo´dica, φ e´ constante (igual a
³
φdµ), em µ-quase todo o ponto.
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Notamos que este teorema e´ va´lido ainda se φ for semi-integra´vel, caso em que algumas quan-
tidades podera˜o na˜o ser finitas (tal como no Teorema Ergo´dico Subaditivo).
No caso particular em que φ  χE e´ a func¸a˜o caraterı´stica de um conjunto mensura´vel
E  X, temos um melhoramento do Teorema da Recorreˆncia com informac¸a˜o de natureza





#ti  0, . . . , n 1 : T ix P Eu.
Portanto para sistemas ergo´dicos esta frequeˆncia e´ tanto maior quanto maior for o tamanho de
E, de acordo com a fo´rmula χEpxq  µpEq.
Apeˆndice C
Cociclos lineares
Neste apeˆndice, descreveremos algumas das propriedades ba´sicas dos cociclos sobre fi-
brados. Como base e complemento do que aqui se expo˜e mencionamos [5] e [38] .
C.1 Fibrados vetoriais
Visando introduzir a noc¸a˜o de cociclo, apresentamos a noc¸a˜o de fibrado vetorial mensura´vel,
o ana´logo dos fibrados vetoriais contı´nuos ou diferencia´veis na Teoria de Medida. A definic¸a˜o
aqui proposta e´ adaptada de [26], mas tambe´m visı´vel em [5].
Definic¸a˜o C.1. Dizemos que E e´ um fibrado vetorial mensura´vel real sobre X, se
1. E, dito o espac¸o total, e X, dito o espac¸o de base, sa˜o ambos espac¸os mensura´veis;
2. existe pi : E Ñ X mensura´vel, dita a projec¸a˜o natural, e
3. para todo x P X, o conjunto Ex  pi1pxq, dito a fibra sobre x, tem estrutura de espac¸o
vetorial real.
Ale´m do mais, deve ser satisfeita a seguinte
• condic¸a˜o de trivialidade local : para todo x P X, existem
1. um conjunto mensura´vel Ax  X tal que x P Ax,
2. um inteiro d ¥ 0 e
87
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3. uma aplicac¸a˜o bijetiva bimensura´vel (i.e., mensura´vel e com inversa mensura´vel)
h : Ax  Rd Ñ pi1pAxq
de tal modo que para cada a P Ax, a correspondeˆncia v Ñ hapvq : hpa, vq define um
isomorfismo linear entre o espac¸o vetorial Rd e o espac¸o vetorial pi1paq.
Quando E  X  Rd, dizemos que o fibrado e´ trivial, o que corresponde a` possibilidade de
escolher Ax  X na definic¸a˜o acima. A pro´xima proposic¸a˜o, retirada de [5], mostra que, do
ponto de vista da medida, todo o fibrado vetorial mensura´vel sobre um espac¸o me´trico compacto
e´ trivial.
Proposic¸a˜o C.1. Seja pi : E Ñ X um fibrado vetorial mensura´vel sobre um espac¸o me´trico
compacto pX,B, µq. Enta˜o existe um subconjunto Y  X tal que µpY q  1 e pi1pY q e´ (isomorfo
a) um fibrado vetorial trivial.
C.2 Cociclos lineares
Nesta secc¸a˜o, consideramos um espac¸o de probabilidade pX,A, µq e uma transformac¸a˜o
mensura´vel T : X Ñ X que preserva µ. Para incluir toda a informac¸a˜o, assumiremos que a
transformac¸a˜o e´ invertı´vel, deixando ao leitor a tarefa de reter o essencial para as transformac¸o˜es
gerais. Mais uma vez, denotamos por GLpR, dq o conjunto das matrizes invertı´veis d  d com
entradas nos nu´meros reais.
Definic¸a˜o C.2. Uma func¸a˜o A : X  ZÑ GLpR, dq diz-se um cociclo multiplicativo linear sobre
T , ou simplesmente cociclo, se as seguintes propriedades se verificarem:
1. Apx, 0q  Id, para todo x P X,
2. Apx, n  kq  ApT kx, nqApx, kq, para todo n, k P Z, e
3. Ap, nq : X Ñ GLpR, dq e´ mensura´vel, para todo n P Z.
Note-se que nestas condic¸o˜es, ApTnx, nq1  Apx,nq, para todo x P X e todo n P Z.
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ApTn1xqApTn2xq   ApTxqApxq, se n ¡ 0
Id, se n  0
pApTnxqq1    pApTxqq1, se n   0
.
A aplicac¸a˜o A diz-se o gerador do cociclo. Observe-se que cada cociclo A e´ gerado pela func¸a˜o
Apq  Ap, 1q.
Um cociclo linear sobre T gerado por A induz uma extensa˜o linear F : X  Rd Ñ X  Rd
dada sob a forma de produto semi-direto
F px, vq  pTx,Apxq  vq.
Por simplicidade, chamamos a tais extenso˜es tambe´m de cociclos. Assim definida, F e´ uma
aplicac¸a˜o mensura´vel, de modo que se pi : X  Rd Ñ X designa a projec¸a˜o natural (i.e.,
pipx, vq  x), enta˜o o diagrama







e´ comutativo. Uma interpretac¸a˜o u´til e interessante, a` luz da Teoria de Fibrados, e´ a seguinte:
a ac¸a˜o induzida de F na fibra sobre x, pi1pxq, para a fibra sobre T pxq, pi1pT pxqq, e´ dada pela
matriz Apxq, sendo portanto um isomorfismo linear de espac¸os vetoriais (ver figura C.1).
Os cociclos/extenso˜es lineares, tal como os definimos acima, sa˜o casos particulares de
morfismos de fibrados vetorias. Um morfismo de fibrados vetoriais F : E Ñ E sobre uma










e´ comutativo e as ac¸o˜es Fx : Ex Ñ ET pxq induzidas nas fibras sa˜o isomorfismos lineares. Como
vimos na Proposic¸a˜o C.1, morfismos sobre transformac¸o˜es de espac¸os me´tricos compactos
sa˜o essencialmente cociclos/extenso˜es lineares do ponto de vista da medida e, neste trabalho,
chamamos indistintamente cociclos aos morfismos mais gerais.
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Figura C.1: AC¸A˜O NAS FIBRAS
Exemplo C.2. Um exemplo que se impo˜e pela sua importaˆncia dentro deste panorama prende-
se com a derivada de um difeomorfismo arbitra´rio f duma variedade M
Df : TM Ñ TM
a atuar no fibrado tangente, que consiste de todos os pares px, vq tais que x P M e v P TxM .
Quando f e´ um difeomorfismo, a ac¸a˜o induzida nas fibras Dfx : TxM Ñ TfpxqM e´ um isomor-
fismo de espac¸os vetoriais. Para algumas variedades, o fibrado tangente e´ trivial, como e´ o
caso de qualquer aberto de Rd ou o do toro d-dimensional T d. Estas variedades dizem-se por
isso paraleliza´veis. E´ facto elementar da Teoria de Fibrados que uma variedade diferencia´vel
d-dimensional e´ paraleliza´vel se, e somente se, existirem d campos de vetores diferencia´veis
V1pxq, . . . , Vdpxq definidos em M , tais que em cada ponto p P M , os vetores tV1ppq, . . . , Vdppqu
sa˜o linearmente independentes e formam, por isso, uma base de TpM (ver [26]). Nestas
hipo´teses, podemos ver a derivada como uma extensa˜o linear sobre f , em virtude da bem
conhecida regra da cadeia
Dfnx  Dffn1pxq     Dffpxq Dfx,
onde a matriz Apxq P GLpdq a considerar e´ a que representa a aplicac¸a˜o Dfx : TxM Ñ
TfpxqM com respeito a`s bases em questa˜o. Noutras variedades, como por exemplo a esfera
2-dimensional S2  R3, ja´ na˜o podemos aplicar esta construc¸a˜o. No caso especı´fico da esfera,
isso deve-se ao facto de qualquer campo de vetores tangencial contı´nuo nela definido se anular
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em algum ponto. Vale, contudo, a descric¸a˜o mais geral para morfismos de fibrados vetoriais
sobre alguma transformac¸a˜o.
C.3 Cohomologia e equivaleˆncia temperada
Vamos introduzir uma noc¸a˜o de equivaleˆncia entre cociclos que preserva expoentes de Lya-
punov entre cociclos equivalentes. Mais uma vez, supomos que a transformac¸a˜o e´ invertı´vel,
deixando ao leitor a tarefa de reter o essencial para as transformac¸o˜es gerais.
Seja Y  X um conjunto mensura´vel T -invariante na˜o vazio.
Definic¸a˜o C.3. Dizemos que uma aplicac¸a˜o mensura´vel L : X Ñ GLpR, dq e´ temperada em Y





log }LpTnpxqq1}  0, para todo x P Y .
Uma condic¸a˜o imediata para que uma func¸a˜o L seja temperada em qualquer conjunto men-
sura´vel T -invariante na˜o vazio Y  X com respeito a qualquer transformac¸a˜o invertı´vel e´ que
as func¸o˜es x P X ÞÑ }Lpxq}, }Lpxq1} sejam limitadas.
Exemplo C.3. Considere-se uma aplicac¸a˜o mensura´vel L : X Ñ OpR, dq, onde OpR, dq de-
signa o conjunto das matrizes quadradas ortogonais de dimensa˜o d com entradas no corpo dos
nu´meros reais. Segue do que foi dito que L e´ uma aplicac¸a˜o temperada pois }L1pxq}  1, para
todo x P X.
Temos ainda o seguinte crite´rio, retirado de [5], que e´ mais uma aplicac¸a˜o do Teorema de
Birkhoff.
Proposic¸a˜o C.2. Seja T : X Ñ X uma transformac¸a˜o mensura´vel que preserva uma probabi-
lidade µ e L : X Ñ GLpR, dq uma transformac¸a˜o mensura´vel. Se log }L1} P L1pµq, enta˜o L e´
temperada num conjunto de probabilidade total com respeito a f .
Em termos simples, cociclos equivalentes sa˜o aqueles que se podem obter um do outro
por uma mudanc¸a de coordenadas temperada. Para formalizar esta noc¸a˜o, sejam A,B : X Ñ
GLpR, dq os geradores de dois cociclos A e B sobre uma transformac¸a˜o invertı´vel T e Y  X
um conjunto mensura´vel.
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Definic¸a˜o C.4. Os cociclos A eB dizem-se equivalentes em Y ou cohomo´logos em Y , se existir
uma func¸a˜o mensura´vel L : X Ñ GLpR, dq que e´ temperada em Y com respeito a T e tal que
Apxq  LpTxq1 Bpxq  Lpxq, para todo x P Y .
A noc¸a˜o de cohomologia em Y e´ uma relac¸a˜o de equivaleˆncia, que denotamos por Y . A
equac¸a˜o que relaciona os geradores de cociclos cohomo´logos diz-se a equac¸a˜o de cohomolo-
gia. Mais geralmente,
Apx, nq  LpTnxq1Bpx, nqLpxq, para todo x P Y e n P Z.
Denotando por FT,A o cociclo (extensa˜o linear) sobre T gerado por A facilmente se veˆ que










ÝÝÝÝÑ Y  Rd
comuta. O que mais importa desta noc¸a˜o para a presente dissertac¸a˜o e´ o facto dos expoentes
de Lyapunov serem invariantes por equivaleˆncia temperada, de acordo com a seguinte
Proposic¸a˜o C.3. Sejam A e B cociclos tais que A Y B por uma aplicac¸a˜o temperada L :









log }Bpnqpxq  Lpxq  v}.
Ale´m disso, se existir algum dos limites em algum dos lados da igualdade acima, enta˜o existe o
limite respetivo no outro e, nesse caso, coincidem.






















log }Bpnqpxq  Lpxq  v}.
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log }Apnqpxq  v}.









log }Bpnqpxq  Lpxq  v}.
A mesma igualdade e´ va´lida substituindo o limite superior pelo limite inferior, exatamente pelo
mesmo argumento. Isto conclui a demonstrac¸a˜o. 2
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