We provide rigorous probability interpretations of the statement "the probability that two random integers are co-prime is 6/π 2 ". In order to properly define a "uniform" probability measure on natural numbers, we consider two settings. In the first setting, we construct a countably additive probability measure on a σ-field smaller than the power set. In the second setting, we consider finitely additive probabilities defined on the power set, where the probability of interest may be different from 6/π 2 , depending on how "uniformity" is interpreted.
Introduction
For two integers a, b, let gcd(a, b) be the largest positive integer that evenly divides both a and b. It is a well-established result in number theory that
2 , gcd(a, b) = 1} n 2 = 6 π 2 .
(1) (Hardy and Wright, 2008, Theorem 331) , where [n] = {1, 2, ..., n}. They then write "it is natural" to interpret (1) as a probability, and conclude (Theorem 332) that the probability that two randomly chosen integers are co-prime is 6/π 2 . (2) While it may be natural to hope for this conclusion, there are some difficulties. The set of sequences that have limiting relative frequencies is not a field, because it is not closed under intersection (this result is attributed to Herman Rubin by Patrick Suppes (1967) . See (Van Frassen, 1977, p. 134) ). Consequently, it is not clear what probability space is being referred to in the step from relative frequency to probability. A hope is not a proof. This paper offers two probability settings, one countably additive, the other finitely but not countably additive, in which (1) may be interpreted as a probability.
The heuristic probability interpretation of (1) naturally suggests something like a uniform distribution. Thus the problem reduces to defining a uniform probability measure on N, the set of all positive integers.
In classical probability theory, a probability space consists of a trio (Ω, F , P ), where Ω is the sample space, F is a σ-field of subsets of Ω, and P : F → [0, 1] is a mapping that satisfies P (Ω) = 1 and countable additivity: If (A i : 1 ≤ i < ∞) are disjoint elements of F , then P (∪ i≥1 A i ) = i≥1 P (A i ).
It is not hard to see that there does not exist a countably additive probability measure on (N, 2 N ) that behaves like a uniform distribution. If we assume that P is such a uniform measure, then uniformity requires P ({i}) to be the same for all i ∈ N. If P ({1}) = 0, then countable additivity implies P (N) = 0, contradicting the requirement of P (N) = 1. If P ({1}) > 0, then P (N) = ∞, also contradicting P (N) = 1. Therefore, in order to define a "uniform measure" on N, it is necessary to sacrifice some properties of F or P required in the classical probability theory. In Section 2, we relax the requirement of F = 2 N to construct a countably additive probability measure on a smaller σ-field. In this case, the claim (2) holds in the standard probabilistic sense. The main results for this setting are Theorem 2, which defines the σ-field and the probability, and Theorem 3, which establishes (2) for such a probability space. On the other hand, in Section 3 we keep the requirement of F = 2 N , but relax the countable additivity of P to finite additivity. In this case, there are more than one way to define finitely additive uniform measures on (N, 2 N ), and (2) is not always true! Roughly speaking, if uniformity is interpreted as limiting relative frequency as in (1), then claim (2) holds for finitely additive uniform measures on (N, 2 N ). However, if uniformity is interpreted as requiring residual sets of the form R j,k = {x : x ≡ j mod k} for some j, k ∈ N to have probability k −1 , then it is possible for the set of co-prime integers to have probability 0. The same holds if uniformity is interpreted as shift-invariance. The main results for this setting are summarized in Theorem 7.
Countably additive probability
For i ∈ N let p i be the ith prime number and define
For finite disjoint subsets I, J of N let
Remark: it is allowed to have I = J = ∅, and we define A ∅,∅ = N.
Lemma 1. C is a field of subsets of N.
Proof of Lemma 1.
For example when I = {2}, J = {1, 3}, then the corresponding subset of A is {x :∈ {0, 1} N : x 1 = 0, x 2 = 1, x 3 = 0}, the cylinder in {0, 1} N with base (0, 1, 0).
It is easy to check ∅ and A ∅,∅ = N are in C. We proceed to make the following three observations.
(a) C is closed under finite unions.
Let
Now we are ready to define the uniform probability measure on C.
We further define P (∅) = 0 and P (N) = 1.
Equation (3) reflects the uniformity of P : For distinct prime numbers p and q (i) the probability of being divisible by a prime number p is p −1 ;
(ii) being divisible by p and being divisible by q are independent events.
Theorem 2. P is a probability on C and can be uniquely extended to F = σ(C).
Proof of Theorem 2. We only need to prove countable additivity of P on C. The second part follows from Carathéodory's extension.
are disjoint with I k , J k finite and disjoint. Now define Q to be the product measure on A with marginal Q i being Bernoulli(1−p −1 i ). The existence and uniqueness of Q is guaranteed by Kolmogorov's extension.
Then P and Q agree on C. Since Q is a probability measure we have
Now consider subset G ⊂ N 2 consisting of all pairs of co-prime positive integers
Theorem 3. Let P 2 be the product measure of P on N 2 . Then
Proof of Theorem 3. gcd(x, y) = 1 if and only if (x, y) ∈ (A {i},∅ × A {i},∅ ) c for all i. By independence between A {i},∅ as i changes,
In other words, E n is the set of positive integers whose prime factorization only involves the first n prime numbers.
Then we have E n ↑ N and hence
Consequently,
3 Finitely additive probability
General background
In this section we will provide probabilistic interpretation for claims like (2) under the settings of finitely additive measures. In contrast to the classical countably additive probabilities, a finitely additive probability µ satisfies a weaker condition: if A 1 , A 2 , . . . , A n are disjoint sets with specified probabilities µ(
Every countably additive probability is finitely additive, but the converse is false.
Although reducing countable additivity to finite additivity may lose some convenience in calculating limits, it is often easier to extend a finitely additive probability defined on a subclass C to the power set. The following theorem, from Kadane and O'Hagan (1995) (relying on results of Bhaskara Rao and Bhaskara Rao (1983)) gives a necessary and sufficient condition for such an extension of a finitely additive probability.
Theorem 4. Let C be any collection of subsets of a set Ω such that Ω ∈ C. Let µ be a nonnegative real function defined on C such that µ(Ω) = 1. Then µ can be extended to a finitely additive probability on all subsets of Ω if and only if, for all collections of sets A 1 , . . . , A a and B 1 , . . . , B b in C,
implies that
where I A is the indicator function of A.
A second result, also in Kadane and O'Hagan (1995) , gives upper and lower bounds on the probability of a set D (not in general in C):
Theorem 5. Let C be any collection of subsets of a set Ω such that Ω ∈ C. Let µ be a nonnegative real function defined on C such that µ(Ω) = 1, and let µ be extendable to a finitely additive probability on all subsets of Ω. Let M be the set of such extensions. Consider a further set D ⊂ Ω. Then
over all A 1 , A 2 , . . . , A a , B 1 , B 2 , . . . , B b ∈ C and all a, b, h = 1, 2, 3, . . . , such that
3.2 Finitely additive uniform probabilities on N.
While there is only one sense of uniformity on a finite set (each element has the same probability), the same is not true on N. Three such senses have been studied in the literature.
1. Limiting relative frequency. Define
be the collection of subsets of N with a limiting relative frequency. Then it is natural to require µ(C) = lim n→∞ #(C∩[n])/n for C ∈ C F . Kadane and O'Hagan (1995) proved that such a µ is extendable. We denote the collection of all such finitely additive measures by M F .
2. Shift invariance. Another way of defining uniform measure on N is to require µ to be shift invariant. Formally, let s :
Denote the set of finitely additive shift invariant probabilities by M S .
3. Residual class. Let C R be the residual class, consisting of sets of the form
for some j ∈ [k]−1 and k ∈ N. Uniformity naturally requires that µ(
for all k ∈ N and j ∈ [k] − 1. Kadane and O'Hagan (1995) proved that such a µ is extendable. We denote the collection of all such extended finitely additive measures by M R .
The results in Kadane and O'Hagan (1995) and Schirokauer and Kadane (2007) jointly imply that that
and that each of these inclusions is strict.
3.3 Finitely additive uniform probabilities on N 2 .
Now we extend the three types of finitely additive uniform probabilities to N 2 , and present our main result for finitely additive uniform distributions. The proof of the main result and some intermediate claims, such as extendability, are deferred to later sections.
1. Limiting relative frequency on N 2 . Define
and µ(C) be the limit in (10) for C ∈ C 
The following lemma extends its counterpart in N, with an almost identical proof.
It is possible to also establish strict inclusions by considering direct products of the examples given in Kadane and O'Hagan (1995) ; Schirokauer and Kadane (2007) . Now we state our main result for finitely additive probabilities.
Theorem 7. Let G = {(x, y) ∈ N 2 : gcd(x, y) = 1} be the set of pairs of positive integers that are co-prime. Then
where the numbers u(G, M), ℓ(G, M) are defined in Theorem 5.
Proof of Theorem 7. The proof of Theorem 7 essentially contains the organization of results proved in the next three sections.
First, Lemma 6 implies that
To prove (11), Theorem 9 implies that ℓ(G,
2 . Therefore, (11) follows from (13).
Next, (12) is a direct consequence of (13) and Theorem 18, which proves ℓ(G, M 2 S ) = 0.
Theorem 7 implies that if we interpret uniformity by limiting relative frequency, then G has measure 6/π 2 in all finitely additive uniform probabilities on N 2 . However, if we interpret uniformity by either shift invariance or proportion of residual classes, then the measure of G can be any where between 0 and 6/π 2 . Both the lower and upper bounds in these cases are new.
Limiting relative frequency
In this section we prove the subset of claims in Theorem 7 involving M 2 F , as well as extendability of (C 2 F , µ) where µ maps C ∈ C 2 F to the limiting relative frequency of C as defined in (10).
We first establish extendability.
Proof of Theorem 8. Let A 1 , . . . , A a and B 1 , . . . , B b be elements of C 2 F such that
The next result finishes the proof of the subset of claims in Theorem 7 involving M 2 F . Theorem 9. lim
As a consequence G ∈ C 2 F and µ(G) = 6/π 2 for all µ ∈ M 2 F .
Theorem 9 is a slight generalization of a Theorem in Hardy and Wright (2008) , which focuses on the case of n 1 = n 2 . The proof is similar.
Proof of Theorem 9. Without loss of generality, assume n 1 ≤ n 2 . Let q n 1 ,n 2 be the number of pairs of integers (a, b)
where ν(·) is the mobius function such that ν(k) = (−1) s when k is the product of s distinct primes, and ν(k) = 0 otherwise (ν(1) = 1).
Residue classes
In this section we first address the extendability of C 2 R , and then prove that u(G, M R ) = 6/π 2 . The lower bound ℓ(G, M 2 R ) = 0 will be proved as a consequence of ℓ(G, M 2 S ) = 0, which is established in the next section.
Proof of Theorem 10. We first establish a 1-1 map between R j 1 ,k 1 ×R j 2 ,k 2 and R j 2 k 1 +j 1 ,k 1 k 2 , which is realized by writing an arbitrary
Now each element of C 2 R can be mapped 1-1 to an element of C R . By the result of Kadane and O'Hagan (1995) , the set of residue classes can be extended. Therefore so can C 2 R .
The rest of this section focuses on proving u(G, M R ) = 6/π 2 . We begin by introducing a general way of identifying (14), (15), respectively.
Proof of Theorem 11. For the lower bound, according to Theorem 5,
where the inf is taken over all A 1 , ...A a , B 1 , ..., B b ∈ C 2 R , and h = 1, 2, 3, ... such that
be the pair of least common multiples of the moduli pairs of the residue sets A 1 , ..., A a , B 1 , ..., B b . Then
where the sup is take over all (T 1 , T 2 ) and d k 1 ,k 2 such that (16) holds. For a given (T 1 , T 2 ), the supremum is achieved by setting 
and
where the sup is take over all (T 1 , T 2 ) and ( (17) holds. For given (T 1 , T 2 ), the right hand side of the above equation is minimized by setting
Lemma 12. If (x, y) ∈ G, then for every n ∈ N there exists a ∈ N such that gcd(ax + y, n) = 1.
Proof of Lemma 12. Let p 1 , ..., p ℓ , q 1 , ..., q k , r 1 , ..., r h be all distinct prime factors of n such that
Then one can pick any a that satisfies a ≡ (0, ..., 0, 1, ..., 1, 0, ..., 0) mod (p 1 , ..., p ℓ , q 1 , ..., q k , r 1 , ..., r h ) .
Existence of such an a is guaranteed by the Chinese Remainder Theorem.
Lemma 13. Let k 1 , k 2 be two positive integers, and (
Proof of Lemma 13. The necessity is obvious. We only need to prove sufficiency.
By construction and the assumption that gcd(k 1 , j 1 , k 2 , j 2 ) = 1 we have gcd(p 1 , p 2 ) = gcd(r 1 , s 1 ) = gcd(r 2 , s 2 ) = 1 .
Then apply Lemma 12 to (n, x, y) = (p 2 , r 1 , s 1 ), there exists a 1 ∈ N such that gcd(p 2 , a 1 r 1 + s 1 ) = 1 .
Apply Lemma 12 again to (n, x, y) = (p 1 (a 1 r 1 + s 1 ), r 2 , s 2 ), there exists an a 2 ∈ N such that gcd [p 1 (a 1 r 1 + s 1 ), a 2 r 2 + s 2 ] = 1 .
Now combine (18), (19) and that gcd(p 1 , p 2 ) = 1 we have
Proof of Theorem 14. Let (k 1 , k 2 ) ∈ N 2 and denote cd(k 1 , k 2 ) the set of prime common divisors of k 1 and k 2 . Then Lemma 13 implies that G ∩ (R j 1 ,k 1 × R j 2 ,k 2 ) = ∅ if and only if j 1 , j 2 are not both divisible by any p ∈ cd(k 1 , k 2 ). As a result,
Now apply Theorem 11,
Shift invariance
Combining Lemma 6 with Theorem 9 and Theorem 14 we have
Therefore, the proof of Theorem 7 will be complete if we can show
which is the focus of the current section.
We prove the claim in a more general setting. Let d ≥ 2 be a positive integer. For
be the shift operator in the ith coordinate:
We call a function µ : 2 
Then we can claim that W and R1 intersect trivially. To see this, let c = 0 and
as n → ∞. Kadane and O'Hagan (1995) , µ 0 can be extended to 2 N d . Let µ 1 be such an extended finitely additive probability and let
where Φ is the functional constructed in Lemma 15.
Lemma 16 ensures that µ is a shift-invariant finitely additive probability. On the other hand, µ 1 (s −a (X)) = µ 0 (s −a (X)) = 0 for all a ∈ N d . By construction, µ(X) = Φ(0) = 0. Then (a, b) / ∈ s −A (G).
