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Abstract
This paper concerns a time fractional version of the conventional Lengyel–
Epstein CIMA reaction model. We define the invariant regions of the sys-
tem and establish sufficient conditions for the unique equilibrium’s local and
global asymptotic stability. Numerical results are presented to illustrate the
effect of the fractional order on system dynamics.
Keywords: Fractional calculus, fractional Lengyel–Epstein system,
asymptotic stability, fractional Lyapunov method.
1. Introduction
In this paper, we are interested in a fractional version of the Lengyel–
Epstein reaction–diffusion system proposed in [1, 2] as a model of the chlorite–
iodide malonic–acid (CIMA) chemical reaction [3]. The considered model has
attracted the interest of many researchers since its inception in 1991. The
reason for this interest is the fact that the CIMA reaction is one of the earli-
est experiments that confirmed the theoretical propositions of Alan Turing in
1952 [4] concerning the chemical basis for morphogenesis and more generally
pattern formation. The CIMA reaction can be described by three chemical
reaction schemes as follows
MA+ I2 → IMA+ I− +H+,
CIO2 + I
− → 1
2
I2 + CIO
−
2 ,
CIO−2 + 4I
− + 4H+ → CI− + 2I2 + 2H2O.
(1.1)
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Considering the empirical rate laws corresponding to these processes and
ignoring constant factors, the model for this reaction was reduced to the
conventional Lengyel–Epstein model with two dependent variables u and v
representing the time evolution of the concentrations of [I−] and
[
CIO−2
]
,
respectively. The general dynamics of the Lengyel–Epstein system have been
examined in a number of studies. Sufficient conditions for its local and
global asymptotic stability can be found in [5, 6, 7, 8]. In [6, 9], the authors
establish sufficient conditions for the Turing or diffusion–driven instability of
the system. More details on the formation of patterns in the Lengyel–Epstein
model can be found in [10]. Also, results related to the Hopf–bifurcation for
the Lengyel–Epstein system are presented and analyzed in [11, 6, 9]. In
addition, many studies have also examined modified versions of the system
including [12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24] with the aim of
relaxing existing asymptotic stability and Turing instability conditions.
In [25], the authors considered the model
∂u
∂t
= ∇γu+ a− u− 4uv
1 + u2
,
∂v
∂t
= σ
[
c∇γv + b
(
u− uv
1 + u2
)]
,
(1.2)
which accounts for anomalous diffusion in a fractal medium for example.
The term ∇γ denotes the Riesz fractional operator with 1 < γ < 2. The
authors established sufficient conditions for the existence of Turing patterns
and examined their nature. Note that system (1.2) is fractional in the spatial
sense. In our work, we aim to propose and study the dynamics of the time–
fractional system corresponding to the Lengyel–Epstein model.
The following section states some of the necessary notation and theory
related to fractional systems. Section 3 describes the proposed system and
examines its invariant regions. Section 4 establishes conditions for the asymp-
totic stability of the proposed system. Section 5 illustrates the analytical
conditions through numerical examples. Finally, Section 6 summarizes the
findings of this study and poses open questions for future investigation.
2. Fractional Calculus
In this section, we start with some of the necessary notation and stability
theory related to the subject.
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Definition 1. [34] The Riemann–Liouville fractional derivative of order δ
of an integrable function f (t) is defined as
t0D
−δ
t f (t) =
1
Γ (δ)
∫ t
t0
f (τ)
(t− τ)1−δ dτ . (2.1)
where 0 < δ ∈ R+ and Γ (δ) = ∫∞
0
e−ttδ−1dt is the Gamma function.
Definition 2. [26] The Caputo fractional derivative of order δ > 0 of a
function f of class Cn for t > t0 is defined as
C
t0
Dδt f (t) =
1
Γ (n− δ)
∫ t
t0
f (n) (τ)
(t− τ)δ−n−1dτ , (2.2)
with n = min {k ∈ N | k > δ} and Γ representing the gamma function.
Note that the constant (u∗, v∗) is an equilibrium for the Caputo fractional
non–autonomous dynamic system{
C
t0
Dδtu = F (u, v) , in R+,
C
t0
Dδt v = G (u, v) , in R+,
(2.3)
if and only if
F (u∗, v∗) = G (u∗, v∗) = 0. (2.4)
The following lemmas hold.
Lemma 1. Let u (t) be a continuous and differentiable real function. For
any time instant t ≥ t0,
C
t0
Dδtu
2 (t) ≤ 2u (t)Ct0 Dδtu (t) , (2.5)
with δ ∈ (0, 1].
Lemma 2. [29] An equilibrium point (u∗, v∗) of (2.3) is locally asymptoti-
cally stable iff
|arg (λi)| > δpi
2
, i = 1, 2, (2.6)
where λi are the eigenvalues of the Jacobian matrix J (u
∗, v∗) and arg (·)
denotes the argument of a complex number.
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Lemma 3. If an equilibrium point (u∗, v∗) of (2.3) is locally asymptotically
stable for the standard system{
ut = F (u, v) , in R+,
vt = G (u, v) , in R+,
(2.7)
then, it is also locally asymptotically stable for (2.3).
Proof 1. Assuming that (u∗, v∗) is a locally asymptotically stable equilibrium
for (2.7), then all the eigenvalues of the Jacobian matrix have negative real
parts, i.e.
|arg (λi)| > pi
2
, i = 1, 2.
Since δ < 1, it is trivial to see that (2.6) holds, which leads to the local
asymptotic stability of (u∗, v∗) as an equilibrium of (2.3).
Corollary 1. In the diffusion case, if an equilibrium point (u∗, v∗) of (2.3)
is locally asymptotically stable for the integer system{
ut − d1∆u = F (u, v) , in R+ × Ω,
vt − d2∆v = G (u, v) , in R+ × Ω,
then it is also locally asymptotically stable for{
C
0 D
δ
tu− d1∆u = F (u, v) , in R+ × Ω,
C
0 D
δ
t v − d2∆v = G (u, v) , in R+ × Ω.
3. System Model
In this paper, we consider the time fractional Lengyel–Epstein system{
C
0 D
δ
tu− d1∆u = a− u− 4uv1+u2 =: F (u, v) , in R+ × Ω,
C
0 D
δ
t v − d2∆v = σb
(
u− uv
1+u2
)
=: G (u, v) , in R+ × Ω, (3.1)
where Ω is a bounded domain in Rn (n = 2, 3 in practice) with smooth
boundary ∂Ω, ∆ =
n∑
i=1
∂2
∂x2i
, 0 < δ ≤ 1 is the fractional order, C0 Dδt denotes
the Caputo fractional derivative over (0,∞) as defined in (2.2), and d1, d2, a
4
and σ are strictly positive constants. We assume the nonnegative initial
conditions
0 ≤ u (0, x) = u0 (x) , 0 ≤ v (0, x) = v0 (x) , in Ω, (3.2)
with u0, v0 ∈ C2 (Ω) ∩ C
(
Ω
)
, and impose homogeneous Neumann boundary
conditions
∂u
∂ν
=
∂v
∂ν
= 0 on R+ × ∂Ω, (3.3)
where ν is the unit outer normal to ∂Ω.
Before we study the local and global asymptotic stability of the solutions
of the proposed system, let us define its invariant region. We start with a
definition of the term invariant region following the lines of [31, 7]. Note
that when F (u, v) = 0, the curves in the u–v plane are called u–isoclines.
Similarly, they are called v–isoclines when G (u, v) = 0. in addition, if the
vector field (F,G) does not point outwards at the boundary of a certain
rectabgle ∂<, then < is said to be an invariant rectangle. This is similar to
following definition.
Definition 3. A rectangle < is said to be an invariant rectangle if the vector
field (F,G) on the boundary ∂< points inside, i.e.{
F (0, v) ≥ 0 and F (r1, v) ≤ 0 for 0 < v < r2,
G (u, 0) ≥ 0 and G (u, r2) ≤ 0 for 0 < u < r1.
(3.4)
The following proposition describes the invariant region of the proposed
system (3.1).
Proposition 1. System (3.1) admits the region of attraction
<a = (0, a)×
(
0, 1 + a2
)
. (3.5)
4. Asymptotic Stability Conditions
4.1. Local Stability
In this section, we derive sufficient conditions for the local asymptotic
stability of the equilibrium point of (3.1). The free diffusions system corre-
sponding to (3.1) is {
C
0 D
δ
tu = a− u− 4uv1+u2 ,
C
0 D
δ
t v = σb
(
u− uv
1+u2
)
.
(4.1)
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Proposition 2. System (4.1) has the unique equilibrium
(u∗, v∗) =
(
α, 1 + α2
)
, (4.2)
with
α =
a
5
. (4.3)
Subject to
Υ =
(
3α2 − 5− σbα
1 + α2
)2
− 20 σbα
α2 + 1
≥ 0,
(u∗, v∗) is asymptotically stable if
trJ < 0,
and unstable if
trJ > 0,
where
J =
(
3α2−5
1+α2
− 4α
1+α2
σb 2α
2
1+α2
−σb α
1+α2
)
.
Alternatively, if Υ < 0, then (u∗, v∗) is asymptotically stable whenever trJ ≤
0 or
|arg (λ1)| > δpi
2
and |arg (λ2)| > δpi
2
, (4.4)
where
λ1,2 =
1
2
[
3α2 − 5− σbα
1 + α2
± i√−Υ
]
. (4.5)
Proof 2. The Jacobian matrix in (u∗, v∗) is given by
J (u∗, v∗) =
(
3α2−5
1+α2
− 4α
1+α2
σb 2α
2
1+α2
−σb α
1+α2
)
.
Its determinant and trace are given by
det J (u∗, v∗) = 5σb
α
α2 + 1
,
6
and
trJ (u∗, v∗) =
3α2 − 5− σbα
1 + α2
,
respectively.
The characteristic equation of the Jacobian matrix is
λ2 − (trJ)λ+ det J = 0,
and its discriminant is
Υ = (trJ)2 − 4 det J.
We study the different cases separately. First, if Υ > 0, then the eigenvalues
λ1,2 are real and can be rewritten as
λ1,2 =
1
2
[
trJ ±
√
Υ
]
.
Note that det J > 0. Hence, the negativity of the eigenvalues rests on the
sign of the trace trJ :
• If trJ < 0, then
λ1 =
1
2
[
trJ −
√
Υ
]
< 0,
and, therefore, arg (λ1) = pi. Since both eigenvalues are real, the trace is
negative, and the determinant is positive, it is evident that |arg (λ2)| =
|arg (λ1)| = pi > δpi2 as δ ∈ (0, 1]. It follows that the equilibrium (u∗, v∗)
is asymptotically stable.
• If trJ > 0, we have
trJ −
√
Υ > 0,
leading to
λ1 =
1
2
[
trJ −
√
Υ
]
> 0,
and thus
|arg (λ1)| = 0.
So, (u∗, v∗) is asymptotically unstable.
• If trJ = 0, then
Υ > 0⇒ −4 det J > 0,
7
which is a contradiction. Hence, this case does not show up.
Next, we consider the case of the discriminant Υ being equal to zero.
Since det J > 0, then it is impossible that trJ = 0. The eigenvalues reduce
to
λ1,2 =
1
2
trJ.
The sign of the eigenvalues is identical to that of the trace. Consequently,
(u∗, v∗) is asymptotically stable for all δ ∈ (0, 1] if trJ < 0 and unstable if
trJ > 0.
Finally, if the discriminant Υ < 0, then
λ1,2 =
1
2
[
trJ ±
√
Υ
]
=
1
2
[
trJ ± i√−Υ
]
.
We, now, have three cases:
• If trJ < 0, then by means of Lemma 3, (u∗, v∗) is asymptotically stable.
• If trJ = 0, then ∣∣∣∣arg(λ1,2 = ±12i√−Υ
)∣∣∣∣ = pi2 .
Hence, for δ < 1, (u∗, v∗) is asymptotically stable.
• If trJ > 0, then (u∗, v∗) is asymptotically stable subject to (4.4).
The proof is complete.
Now, let us move on to the complete system (3.1). For this, we are going
to use the eigenfunction expansion method [32]. We denote the eigenvalues
of the spectral problem with Neumann boundary conditions by 0 = λ0 ≤
λ1 ≤ λ2 ≤ · · · ≤ λk ≤ · · · and the corresponding normalized eigenfunctions
by φ0, · · · , φk, · · · . Let us set
Ji =
(
F0 − d1λi F1
σG0 σG1 − d2λi
)
, (4.6)
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and
L =
(
d1∆ + F0 F1
σG0 d2∆ + σG1
)
, (4.7)
where
F0 =
3α2 − 5
1 + α2
, F1 = − 4α
1 + α2
, G0 = b
2α2
1 + α2
, and G1 = −b α
1 + α2
. (4.8)
In addittion, if d1 > d2, we define λ01 < λ02 as the roots of
Υi = (d1 − d2)2 λ2i + 2 (d1 − d2) (−F0 + σG1)λi + Υ. (4.9)
The following proposition describes the conditions for the asymptotic stabil-
ity of the steady state assuming F0 > 0.
Proposition 3. If d1 = d2, then the asymptotic stability conditions are iden-
tical to the free diffusions case as stated in Proposition 2. Alternatively, if
d1 6= d2, trJ < 0 and Υ > 0, then (u∗, v∗) is an asymptotically stable constant
steady state if d1 < d2 and{
λ1d1 ≥ F0, or
λ1d1 < F0 and 0 < d2 < d˜,
(4.10)
where
di = σb
α
1 + α2
(λid1 + 5)
(F0 − λid1)λi , (4.11)
and
d˜ = min
i≥0
di. (4.12)
If d1 > d2, the euilibrium (u
∗, v∗) is asymptotically stable if λ1d1 ≥ F0 and
the eigenvalues
ξ1,2 (λi) =
1
2
[
trJi ± i
√
4 det Ji − (trJi)2
]
(4.13)
satisfy
|arg (ξ1 (λi))| > δ
pi
2
and |arg (ξ2 (λi))| > δ
pi
2
(4.14)
for all λi ∈ (λ01, λ02).
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Proof 3. In order to study the local asymptotic stability in the PDE sense,
we will linearize the system. Following the standard linear operator theory
(see [32]), and keeping in mind the fractional nature of the system, we can
state that (u∗, v∗) is asymptotically stable if the eigenvalues of the linearized
system satisfy the conditions of Lemma 2.
Suppose that (φ (x) , ψ (x)) is an eigenfunction of L corresponding to the
eigenvalue ξ. Then,(
d1∆ + F0 − ξ (λi) F1
σG0 d2∆ + σG1 − ξ (λi)
)(
φ
ψ
)
=
(
0
0
)
.
With
φ =
∑
0≤i≤∞,1≤j≤mi
aijΦij and ψ =
∑
0≤i≤∞,1≤j≤mi
bijΦij,
we obtain∑
0≤i≤∞,1≤j≤mi
(
F0 − d1λi − ξ (λi) F1
σG0 σG1 − d2λi − ξ (λi)
)(
aij
bij
)
Φij =
(
0
0
)
.
It holds that(
F0 − d1λi − ξ (λi) F1
σG0 σG1 − d2λi − ξ (λi)
)
= Ji − ξ (λi) I,
with Ji as defined in (4.6). The characteristic equation of matrix Ji is
ξ2 (λi)− trJi ξ (λi) + det Ji = 0, (4.15)
where
trJi = − (d1 + d2)λi + trJ,
and
det Ji = (λid1 − F0)λid2 + σbα
1 + α2
(λid1 + 5) .
In order to investigate the stability of (u∗, v∗), we examine the nature of the
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eigenvalues by taking the discriminant of (4.15), which is given by
Υi = (trJi)
2 − 4 det Ji
= (d1 − d2)2 λ2i + 2 (d1 − d2) (−F0 + σG1)λi +
(
(−F0 + σG1)2 + 4σF1G0
)
= (d1 − d2)2 λ2i + 2 (d1 − d2) (−F0 + σG1)λi + Υ.
The sign of Υi is important for the stability of (u
∗, v∗). The discriminant of
Υi with respect to λi is
∆λ = 32 (d1 − d2)2 σb α
3
(1 + α2)2
.
We have a number of cases for ∆λ:
• If d1 = d2, we notice that
Υi = Υ0 = Υ.
Hence, the exact same conditions for OFDE stability as described in
Proposition 2 apply here.
• If d1 6= d2, then ∆λ > 0. Hence, Υi has two real roots and we have two
cases:
– If d1 < d2, then using trJi > 0, we have
2 (d1 − d2) (−F0 + σG1) > 0.
Thus, since Υ > 0, the solutions λ01 and λ02 of the equation Υi = 0
are both negative regardless of i. Hence, Υi > 0 for all i and the
roots of (4.15)
ξ1 (λi) =
trJi −
√
(trJi)
2 − 4 det Ji
2
,
and
ξ2 (λi) =
trJi +
√
(trJi)
2 − 4 det Ji
2
.
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are real. Note that
trJ < 0⇒ trJi < 0,
which leads to ξ1 (λi) < 0. Also, if λ1d1 ≥ F0, then ξ2 (λi) < 0.
This leads to
|arg (ξ1 (λi))| = |arg (ξ2 (λi))| = pi,
which guarantees the asymptotic stability of (u∗, v∗).
Alternatively, if λ1d1 < F0 and 0 < d2 < d˜, then
λid1 < F0 and d2 < di for i ∈ [1, iα] .
It follows that det Ji > 0 for all i ∈ [1, iα]. Furthermore, if i >
iα then λid1 ≥ F0 and det Ji > 0. The argument leads to the
asymptotic stability of (u∗, v∗) again.
– If d1 > d2, we have
2 (d1 − d2) (−F0 + σG1) > 0,
and since Υ > 0, we have 0 < λ01 ≤ λ02. Hence,
λi ≥ λ02
or
λi ≤ λ01
⇒ Υi ≥ 0,
which takes us back to the previous case. Again, for λ1d1 ≥ F0,
we have det Ji > 0 and thus ξ1 and ξ2 are negative. Next, if
λ01 < λi < λ02, we have Υi < 0 and det Ji > 0. The eigenvalues
are, thus, complex, see (4.13). Hence, (u∗, v∗) is an asymptoti-
cally stable equilibrium subject to (4.14) for all λi in the interval
(λ01, λ02).
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4.2. Global Stability
In this section, we derive conditions for the global asymptotic stability.
First of all, let us define the function
fa (u) =
a− u
ϕ (u)
, (4.16)
where
ϕ (u) =
u
1 + u2
. (4.17)
Obviously, we have
fa (u
∗) =
4α
ϕ (α)
. (4.18)
Also, setting
U = u− u∗ and V = v − v∗, (4.19)
we obtain the modified system{
C
t0
DδtU − d1∆U = ϕ (U + u∗) [(fa (U + u∗)− fa (u∗))− 4V ] ,
C
t0
DδtV − d2∆V = σbϕ (U + u∗) [U (U + 2u∗)− V ] .
(4.20)
Theorem 1. Subject to
0 < a2 ≤ 27, (4.21)
equilibrium (u∗, v∗) is globally asymptotically stable.
Proof 4. In order to establish the global asymptotic stability, we use the
Lyapunov method. Let
L (t) =
∫
Ω
[
σb
3
U3 + σbu∗U2 + 2V 2
]
dx. (4.22)
Taking the fractional Caputo derivative of (4.22) and using (2.5), we obtain
C
t0
DδtL (t) =
∫
Ω
[(
σb
3
)
C
t0
Dαt U
3 + (σbu∗) Ct0D
α
t U
2 + 2Ct0D
α
t V
2
]
dx
≤
∫
Ω
[
σbU2Ct0D
α
t U + 2 (σbu
∗)U Ct0D
α
t U + 4V
C
t0
Dαt V
]
dx,
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see [33]. Further simplification yields
C
t0
DδtL (t) ≤
∫
Ω
[
σbU (U + 2u∗) Ct0D
α
t U + 4V
C
t0
Dαt V
]
dx
≤
∫
Ω
ϕ (U + u∗) {σbU (U + 2u∗) [(fa (U + u∗)− fa (u∗))− 4V ]
+4V σb [U (U + 2u∗)− V ]} dx+
∫
Ω
σbU (U + 2u∗) d1∆Udx
+
∫
Ω
4V d2∆V dx
≤
∫
Ω
σbϕ (U + u∗) {U (U + 2u∗) (fa (U + u∗)− fa (u∗))
−4U (U + 2u∗)V + 4V U (U + 2u∗)− 4V 2} dx
+ σb
∫
Ω
U (U + 2u∗) d1∆Udx+ 4d2
∫
Ω
V∆V dx,
leading to
C
t0
DδtL (U, V ) ≤ σb
∫
Ω
ϕ (U + u∗)
{
U (U + 2u∗) (fa (U + u∗)− fa (u∗))− 4V 2
}
dx︸ ︷︷ ︸
I1(t)
+
+ σbd1
∫
Ω
U (U + 2u∗) ∆Udx+ 4d2
∫
Ω
V∆V dx︸ ︷︷ ︸
I2(t)
. (4.23)
We note that the function fa is strictly decreasing over the interval (0, a)
when 0 < a2 ≤ 27. Hence, by the mean value theorem, there exists some c
between u and u∗ such that
fa (U + u
∗)− fa (u∗) = Uf ′a (c) .
Substituting in I1 (t) yields
I1 (t) = σb
∫
Ω
ϕ (U + u∗)
{
U2 (U + 2u∗) f ′a (c)− 4V 2
}
< 0.
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For I2 (t), we have
I2 (t) = σbd1
∫
Ω
U (U + 2u∗) ∆Udx+ 4d2
∫
Ω
V∆V dx
= −σbd1
∫
Ω
∇ (U2 + 2u∗U)∇Udx− 4d2 ∫
Ω
|∇V |2 dx
= −σbd1
∫
Ω
2 (U + u∗) |∇U |2 dx− 4d2
∫
Ω
|∇V |2 dx < 0.
Hence,
C
t0
DδtL (U, V ) < 0
and Ct0D
δ
tL (t) = 0 if and only if (U, V ) = (0, 0). Therefore, by the direct
Lyapunov method, the constant steady state (u∗, v∗) is globally asymptotically
stable subject to (4.21).
5. Numerical Examples
In this section, we present some numerical examples to show the effect of
δ on the dynamics of the fractional Lengyel–Epstein system (3.1). Consider
the parameter set (a, b, σ, d1, d2) = (15, 1, 7, 1, 10) and initial conditions{
u (x, 0) = 1 + 0.3 sin
(
x
2
)
,
v (x, 0) = 2 + 0.6 sin
(
x
2
)
.
(5.1)
The solutions of system (3.1) with zero Neumann boundary conditions and
different values of δ were obtained numerically for t ∈ [0, 10] and x ∈ [0, 20]
with ∆t = 0.001 and ∆x = 0.5. Figures 1 and 2 show the one–dimensional
spatio–temporal states u (x, t) and v (x, t), respectively. We see that for δ =
1, the solution is oscillatory in nature and thus asymptotically unstable. This
is confirmed by means of the phase–space plot taken at a single spatial point
x = 10 as depicted in Figure 3. The solution converges to an ellipse signifying
a periodic nature. As δ is made smaller, the solution becomes asymptotically
stable and converges to the unique spatially homogeneous constant steady
state
(u∗, v∗) =
(
a
5
, 1 +
(a
5
)2)
= (3, 10) . (5.2)
Furthermore, we see that the smaller δ, the faster the solution converges to
the steady state. This strong dependence of the asymptotic stability on δ is
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very interesting as it gives us a new perspective into the control and dynamics
of the CIMA chemical reaction.
In addition to these one–dimensional examples, we have also examined
the two–dimensional case. We consider the parameter set (a, b, σ, d1, d2) =
(15, 1.2, 8, 1, 24) with initial conditions{
u (x, y, 0) = 3.5 (1 + 0.2wu (x, y)) ,
v (x, y, 0) = 10.5 (1 + 0.2wv (x, y)) .
(5.3)
with wu (x, y) and wv (x, y) being Gaussian distributed random functions
with zero mean and unit variance. Figure 4 shows snap shots of the concen-
trations u (x, y, t) and v (x, y, t) taken at time instances t = 0, t = 5, and
t = 20 with δ = 1. We see that the diffusion–driven or Turing instability
leads to the formation of patterns in the form of dots and stripes. Reduc-
ing the fractional order to δ = 0.98 leads to a different type of patterns as
shown in Figure 5. This means that the fractional order has an impact on
the Turing patterns evolving over time, which is an interesting observation.
Reducing the fractional order further to δ = 0.95 also yields slightly different
patterns as shown in Figure 6.
6. Concluding Remarks
In this paper, we have considered a time–fractional version of the Lengyel–
Epstein system modeling the chlorite–iodide malonic acid (CIMA) chemical
reaction. The Lengyel–Epstein model is well known for exhibiting Turing
patterns, which makes it of interest to researchers in mathematics, chem-
istry, and biology. Introducing fractional time derivatives has recently been
shown to model natural phenomena more accurately especially in chemical
reactions. We have established sufficient conditions for the local asymptotic
stability of the system’s unique equilibrium in the ODE and PDE senses
through the linearization method. In addition, we have employed the direct
Lyapunov method to establish the global asymptotic stability of the steady
state solution.
Through numerical investigation, we have seen that a periodic solution in
the standard case, which corresponds to pattern formation, became asymp-
totically stable when the differentiation order decreased below 1. This is an
important observation that requires closer investigation and analysis as it
16
provides a new perspective into the control and applications of the Lengyel–
Epstein system. We have also seen that the presence of diffusion alters the
stability conditions of the system, which is not at all unlike the standard
case. Furthermore, we saw that the type of patterns that form as a result
of the diffusion–driven instability changes as the fractional order is varied.
More investigation will be performed in future studies to explore these ob-
servations.
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Figure 1: One dimensional concentration u (x, t) as a solution of (3.1) with (a, b, σ, d1, d2) =
(15, 1, 7, 1, 10) , initial conditions (5.1), zero Nuemann boundaries, and different values for
δ.
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Figure 2: One dimensional concentration v (x, t) as a solution of (3.1) with (a, b, σ, d1, d2) =
(15, 1, 7, 1, 10) , initial conditions (5.1), zero Nuemann boundaries, and different values for
δ.
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Figure 3: Phase plot of system (3.1) taken at x = 10 with (a, b, σ, d1, d2) = (15, 1, 7, 1, 10) ,
initial conditions (5.1), zero Nuemann boundaries, and different values for δ.
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Figure 4: Two dimensional concentrations u (x, y, t) and v (x, y, t) for (a, b, σ, d1, d2) =
(15, 1.2, 8, 1, 24) , initial conditions (5.3), zero Nuemann boundaries, and δ = 1.
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Figure 5: Two dimensional concentrations u (x, y, t) and v (x, y, t) for (a, b, σ, d1, d2) =
(15, 1.2, 8, 1, 24) , initial conditions (5.3), zero Nuemann boundaries, and δ = 0.98.
Figure 6: Two dimensional concentrations u (x, y, t) and v (x, y, t) for (a, b, σ, d1, d2) =
(15, 1.2, 8, 1, 24) , initial conditions (5.3), zero Nuemann boundaries, and δ = 0.95.
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