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Continuing the work of F. W. J. Olver, J. D. Pryce defined a new measure of 
relative error for vectors. His function p(x, y), where x, y are nonzero vectors in a 
Banach space E, turns E\{O} into a metric space; p(x, y) is asymptotically 
equivalent to pO(x, y)= 11x- ylj/llxll. Using previous results on Iw’, we reduce the 
computation of p(x, y) in R’, to pure algebraic manipulations. Quite surprisingly, 
the distance between two opposite points in iw’, may be strictly larger than the 
distance calculated in WL after embedding H82, in tR’, in the obvious way. 0 1989 
Academic Press, Inc. 
INTRODUCTION AND NOTATION 
Let E be any Banach space. A path C in E is a mapping t +-+ x(t) defined 
on a compact interval a 5 t 5 b in R and piecewise smooth in the norm 
topology; that is, there are points a = t, < t, . .’ < t, = b such that, for 
15 i 5 N, x(t) has a two-sided derivative in (tie I? ti), a right derivative at 
fi-1, a left derivative at ti, and the resulting two- or one-sided derivative 
thus defined in [tip 1, ti] is continuous there. Any ~eparametrizati~~ 
SH x(4(s)) with 4 strictly increasing and q5 and its inverse function 
piecewise smooth, is regarded as defining the same path C. Pf x(a) = A,, 
x(b) = A,, then C is said to connect A, with A,. When E= R” we write 
C(t) instead of x(t) to avoid confusion with the coordinate functions. 
If C is a path from A, to A, we define the relative length of C as 
In particular, 
dist(A,, A,, -) 
denotes the relative length of a straight line segment fro 
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J. D. Pryce [3] defined the relative distance p(A,, A,) between two 
nonzero A,, A, in E as 
p(A,, A,)=infdist(d,, A,, C) 
over all paths from A, to A, and not passing through 0. He proved that 
p is a metric in E\(O) and established its usefulness in error theory. 
The scalar case was investigated earlier by F. W. J. Olver [2]. The 
essential property in both cases is that p is asymptotically equivalent to 
the usual relative error po(A,, A,)= llA,,--A,~l/l&,/l; but p has nicer 
properties, in particular the metric inequality p(x, z) 5 p(x, v) + p( y, z) and 
the symmetry p(x, y) = p(u, x). Since In( 1+ pO) 5 p 5 -ln(l - pO) [3, 
Lemma 3.2(a)] it is fairly easy to turn back to p0 after calculations have 
been done in terms of p. 
Usually it is not necessary to compute p effectively. Nevertheless, for a 
good understanding one must know p at least in the familiar tinite-dimen- 
sional Banach spaces since matrix and vector manipulation is the obvious 
first field of application. J. D. Pryce [3] solved this problem in the case of 
Hilbert norms; in particular he showed that in any rW; (n 2 2) there is a 
geodesic line from any given x to any given-y entirely in the plane xOy. 
Essentially, one has only to consider [w2 and Pryce had complete descrip- 
tions in this case. 
Since the co-norm seems as important as the Hilbert-norm in error 
calculation during matrix and vector manipulation (the other norms may 
be less interesting) we study [WZ,, making use of our previous results in [ 1 ] 
on [w:. It turns out that the generalization is not obvious at all; except in a 
relatively simple case (Remark 1.5) there is no clear indication on how to 
study further rW; for 12  3. Some ideas, of course, might be useful in a 
further investigation. 
It is quite remarkable that ~((1, -l,O), (-1, 1, 0)) (in R!‘,) is strictly 
smaller then ~((1, -l), (-1, 1)) (in rW’,) (Example 2.7). This shows that a 
simple reduction from rW; to rW’, is not possible (unlike the Hilbert case). 
In rW3, we shall consider the regions (x)+, (x)-, (v)‘, (y)), (z)+, (2)) 
. where (x)’ = {(x, y, z) E fR’, O<xzmax{Iyl, IzI}> and where the other 
regions are defined similarly. Pairs like (x)+ and (x)) are called opposite. 
P,, P,, and P, will denote orthogonal projections on the planes x = 0, 
y = 0, and z = 0, respectively. If C is any path in K! then the meaning of 
P,(C), P,(C), P,(C) is also clear. 
In Section 1 we compute distances between any points A, and A, both in 
(x)+ and find minimal paths between them. (There is a significant amount 
of symmetry in the situation and it would be boring to mention explicitly 
how this is exploited in every particular problem; usually geometric 
intuition shows the way. Here (x)+ is typical for the six regions defined 
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above.) The results of this section may be generalized easily to the case 
12  3. 
We then divide R3,\{0} further into 24 second-order egions, a typical 
one of which is (x)’ (y)’ := {(x,y,z): O<x~y=Jyli?jz(). Pairs like 
(x)+ (y)’ and (x)- (y)- are called opposite; pairs like (x)+ (y)’ and 
(y)) (x)) semi-opposite. 
In Section 2 we consider points A,, Al in adjacent regions, e.g., 
A,, E (x) +, A, E (y)‘. If they are not in semi-opposite second-order egions, 
then the exact nature of a minimal path from A, to A, is 
of A,, A, is in a second-order egion that includes (x)’ n(y)‘, then the 
actual parameters are also obtained. If this is not the case but A, and A, 
are in the same half-space determined by the xOy plane, then ~~rn~~tat~o~ 
of the parameters is reduced to minimizing a rational function, with 
numerator of degree 3 and a denominator of degree 2, over a half-line. 
other cases, which are practically of little interest, more complicate 
minimizations may be necessary. 
In Section 3 points in opposite regions are considered, e.g., A, E (x) +, 
A, E (x)-. Depending on the second-order egion, a minimal path is found 
after solving at most four minimization problems (independent of eae 
other) in at most six variables. 
For practical purposes points in opposite regions or in semi-opposite 
second-order regions seem rather uninteresting (this would mean a very 
poor approximation indeed) so that the above results are satisfying. 
1. THE SHORTEST PATH IN A REGION OF TYPE (x)+ 
Let A, and Al be any points in (x)+. We shall find a minimal path from 
A, to A i that lies entirely in (x) +. For obvious symmetry reasons, similar 
results hold in the five other regions. 
PROPOSITION 1.1. Let A,, A, E(X)+. Then for every path C from A, to 
Ai there is a path C, from A, to A, entirely in (x)’ and such that 
dist(A,, A,, C,) 5 dist(A,, A,, C). 
Proof. Let C be determined by [cc, p 4 R3,, t t-+ C(t). Consider 
E, j, k, I: w”, -+ R’, where i(x, y, z) = (x, y, z) y 5 x, i(x, y, z) = (y, x, z) if 
y> x, j(x, y, z)= (x, y, z) if -ySx, j(x, y, z) = (-y, -x, z) if -y>x, 
k(x, y, 2) = (x, y, z) if z 5x, k(x, y, 2) = (z, y, x) if 2 > x, Z(x, y, Z) = 
-z~x,~(x,Y,z)=(-z,y, -x)if -~~x.Then!“k~“i~C’ist 
PROPOSITION 1.2. Let Ao=(xO, yO,z,), Al=(xl, yl,zi)~R3,. 
640/56/1-Z 
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(N) If the straight line segment AO--A, lies entirely in {(x, y, z): 
JzI Smax{lxl, Iyl}}, then dist(&, A,,-)zdist(P,A,, P,A,, -). 
(/?) If, moreover, Izl - zOI 5 max{ Ix1 -x01, 1 y1 - y,l } then equality 
holds above. 
ProoJ: Recall that P, denotes orthogonal projection on the xOy plane. 
By their definitions dist(&, A,, -) and dist(P,A,, P,A,,-) are given as 
integrals of fractions. In corresponding points these fractions have the same 
denominators. In the case (/3) they also have the same numerator; 
otherwise the numerator in dist(&, A,, -) is at least not smaller than that 
in dist(P,A,, P,A1, -). 
Remark 1.3. The condition in (a) above holds in particular if 
43, A, E (xl”. 
PROPOSITION 1.4. Let AO= (x0, y,,, z,), A, = (x1, yl, z,)E(x)+. There 
is a minimal path from A, to A, that lies entirely in (x)+. If I yl - yOJ 2 
max(lx, -x01, Izl -zO( > then it consists of two line segments. It is obtained 
via a minimal path t H (x(t), y(t)) f rom P,(A,) to P,(A,) in the plane z = 0 
by adding a third coordinate z(t) = z0 + ((y(t) - yO)/( y1 - yO))(zl - zO). It is 
obtained similarly if I zl-z,,I zmax(lx, -x01, ly, - y,,l}. Finally, it reduces 
to one line segment ifIxl-x,l 1max{lyi- yOJ, Iz,--z,I}. 
ProoJ: We consider only the case (y, - y,lz max{ Ix1 -x01, Izr - zOI }, 
the other situations being similar. Essentially we prove that the path which 
is described above has a length smaller than or equal to the length of any 
other path C from A0 to A1 that consists of a finite number of straight line 
segments entirely in (x)‘. This is sufficient in view of Proposition 1.1 and 
an easy approximation argument. From Proposition 1.2(a) and Remark 1.3 
we know that 
W& A,, Cl 2 dist,=,(P,(&), PAA,), P,(C)), 
where dist,=, is the distance computed in the plane z = 0. Also, from [ 1, 
Proposition 2.21 we know that a shortest path in the plane z = 0 from 
P,(A,) to P,(A,) exists and lies in (x)+ n {(x, y, z): z=O}. (Actually, it is 
a line consisting of two segments, namely 
if we assume y0 < y1 .) 
Let C,: t t-+ (x(t), y(t)) be such a minimal path. Define C, by adding 
a parameter function t H z(t) = z0 + ((y(t) - yO)/( y1 - yO))(z, - z,,). Then 
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Remark 1.5. Proposition 1.4 may be generalized easily to the sase n 2 3~ 
If A, = (x(p), x$O), . . . . xL”)) and A, = (xv), x&i), .~., xA1’) E rW% with 0 5 xy) 2 
maxir21xii)l forj=O, 1, h th t en ere exists a minimal path from A, to A 1 that 
lies entirely in {(xi);, 1 : 0 < x1 2 maxia Jxi/ }. If k is such that ixp) - xil’[ 2 
maxiZk /xjO) - xj’)I then such a minimal path may be found via a projection 
on the (x1, x,)-plane; it consists of no more than two straight line 
segments. The proof is carried out by generalizing the results in this section 
in a straightforward manner. 
2. THE SHORTEST PATH BETWEEN Two POINTS IN ADJACENT 
Let A, = (x0, y,, zo) E (x)+ and A, = (x,, y,, Z~)E (y)‘. 
types of paths from A, to A,: 
(1) Type W: Goes from A, to a point A, = (x,, y2, x2) E (x)+ n 
(z)+, then to a point A, = (x,, x3, z3) E (2)’ (x, > 0), to A, = (x,, y4, y4j E 
@I+ n (Y)‘, and finally to A,. (Here A, is introduced only for technical 
reasons which will become clear in the subsequent proofs.) 
(2) Type 0: Goes from A, to a point A, = (x,, x3, Z~)E (x)+ n (y)* 
and then to A 1 ~ 
(3) Type (z)): Like (z)’ but with (z)’ replaced 
throughout. 
We first prove that we need only consider these types to find a minimal 
path from A, to A,. Consider any path C: [a, b] -+ R3 that connects A, 
with A 1. Apply the map j of Proposition 1.1 to show that we may assume 
c(t)E((X,y,Z)ER~:X+y~O}E(x)+u(y)+w(z)+w(z)- for all t. 
Put t, =sup(t: C(~)E (x)‘}. If t1 = b, then the path is of Type 0 with 
A, = A!. If t, <b, then C(t,) is in one of the regions (y)“, (z)+, or (z)-. 
C(tl)E (y)’ we apply Proposition 1.1 in (y)’ to get a path of Type 5 wi 
A, = C(tl). 
If C( 1,) $ (y)’ we may assume (because of symmetry) 
Put t,=sup(t: C(t)E(z)+). We have C(r)~(y)+ u(z)- 
also for t=b. So C(t2)E(z)+ n((y)+ u(z)-)=(z)+ n 
Proposition 1.1 twice, namely on C(t) (tl 5 tstt2) in (z)’ and C(t) 
(t2 5 t 5 6) in (y)’ to get a path connecting A, with A2 = C(t,) E (x) + n 
@I+, A, = C(b)E (Y)’ n(z)+, and A, _ Apply the map j of Proposition 1.1 
again to get a path entirely in the half-space x -i- y 2 0. This one is of Type 
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(z)’ where the existence of A, = (x3, x3, Z~)E (z)’ with x3 >O follows 
from a continuity argument. 
We define pZ+(AO, A,) as the infimum of the lengths of all Type 
(z)+-paths from A, to A 1; PJA,,A,) and pZ-(Ao,A,) are defined 
similarly. 
There are paths that belong to both Type (z)’ and Type 0 or both Type 
(z) - and Type 0. Type (z) + and Type (z)- are mutually exclusive. 
Results on Type (z)+-paths may be applied to Type (z)--paths by the 
symmetry z c-f -z. We first consider Type O-paths. 
PROPOSITION 2.1. Let A, = (x0, y,, zO) E (x)+, A, = (x1, y,, zl) E (y)‘. 
Then ~~(A,,A~)=2ln((2x~+x,-y~)(2x,+y,-x,)/4x,)-ln(x,y,) where 
x3 = max(b + Y,), +(x1 +ulh i, f (x0 - Y~(Y, -xl)> 
and [ is the smallest number such that the interval 
I(C)= c-i, +t-In blJ+ z~-r,zo-Yofil~[z,+xl-5,z,-x,+rl 
is nonempty. 
Moreover, for any z3 E I(x,) there is a path connecting A, with (x3, x3, z3) 
and A, which has length po(A,, A,). 
1 /2(x0 + 2z,- 
1/2(y,+2zo- 
FIGURE 1 
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Proof: We first compute p(A,, (x3, x3, z3)). According to Section 4 we 
have to compare the quantities /x3 --x01, /x3 - y,l, and /z3 -zJ. The 
results of this comparison are presented in Fig. 1. Remark first 
/x3 -x0/ 5 Ix3 - yOj iff x3 2 &(x0 + y,). So the task essentially consist 
comparing /x3 - yOl with Iz3 -z,J in the region x3 2 i(xO+ y,) and in 
comparing /x3-x01 with Izj -zOI in the region x3 5 $(x,-+- yO). Further 
details are tedious but straightforward. 
It turns out that we must subdivide the (x)+ region of the (x,, z,)-plane 
into the regions I,, II,, III,, and IV, as in Fig. 1. /x3 -x0/ dominates in I ~ 
and Ix3 - y@ dominates in III, while /z3 - zOj dominates in both II, and 
IV,. 
Each of these subregions includes its border nes. So intersections are 
usually nonempty. On the other hand, III, is t e only subregion thai is 
never empty. 
Now p(A,, (x3, x3, zj)) is given by different formulae in different 
subregions. As an example, let us consider the region II,. Here /z3 - z,,I 1 
max( Ix3 -x01, Ix3 - y,l }. Hence by Proposition 1.4 p(A,, (x,, x3, z3)) 
equals p((+, z3), (x0, zO)) in the (x,, z3) plane. Since x3 + z3 2 x0 + z0 an 
x3 - z3 5 y. -z. s x0 - z0 a minimal path from (x3, z3) to (x0, zo) is give 
by [l, Proposition 2.11. It consists of the straight line segments [(x3% z,), 
(~(x3+x~+z~-z~),~(x~+z~-xo+zo))] and (4(x, + x0 + z3 - z,J9 
tcx3 + z3 - x0 + zo)), ( x0, zo)] and so has length 
In(X3+Z3+%-ZO)+ln(X3+~3+XO-ZO)&~X3+Z3+XO-z0)2 
2% 2x0 4X0X3 * 
The other subregions can be studied by similar arguments. 
D” &(XO-ZO+X3+Z3~2 
II 
4X0X3 
D;II = ln (x0 - Yo + 2xd2 
4X0X3 
D” =ln (xo+zo+~3--3)2 
IV 
4X0X3 
whereby p(A,, (x3,x3,z3))=D;(xJ,z3) if (x,,z~)EIT, and so on. 
Next we compute p(A,, (x3, x3, z3)). We have to consider another sub- 
division of the (x)+-region in the (x3, z,)-plane, namely in I,, II,, III,, and 
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IV, according to a figure that is obtained by replacing x,, by yr, y,, by xi, 
and z0 by zr in Fig. 1. The relative distances p((x,, x3, z3), A,) are given by 
Dy =In(Y1-zl+x3+z3)z 
II 
4Y1X3 
p =ln (Y1--x,+2x3)2 
III 
4Y1% 
p &(Yl+zl+x3-z,) 
IV 
4YlX3 . 
We now have to minimize p(Ao, (x3, x3, z3))+p(Ai, (x3, x3, z3)) in the 
(x)+-region of (x3, z,)-space. We claim that the minimum value of 
P(Ao, (x3, x3~~3))+Pb419 ( x x3, z3)) is obtained in a point of III, n III,. 39. 
To prove this, we eliminate successively the 15 other intersections of 
subregions which compete with III, n III,. Note that each intersection 
contains its border lines (but not the point 0) and that the order of 
elimination is essential. We proceed as follows: 
I,nI,: Let x3 increase. Then D; + Dp decrease until we reach the 
border line with another region. 
I, n II, : Let x3 increase by fixed x3 + z3. Remark that we do not 
reenter I, n I, and that we do not enter I, n IV,. 
I,nIV,: Let x3 increase by fixed x3 - z3. 
II, n I, and IV, n I,: Similar. 
I, n III, and III, n I,: Let x3 increase. 
We have now eliminated I, u I, (except the border lines) and must not 
reenter it. 
II, n II,, II, n IV,, IV, n II,, IV, n IV, : These can similarly be 
reduced to regions in III, n III,. 
II, n III, : This reduces to III,nIIT, by keeping x3 + z3 fixed and 
increasing x3 (III, is stable under this translation!) 
IV,nIII,, III,nII,, and III,nIV, are reduced to 111,n III, by the 
same type of arguments. 
This proves that we can restrict the minimization problem to III, n III,,. 
Put 
F(x,~~21n(~~-Yo+~X,)(Y~-x~+2x3) 
4x3 
-WxoY~). 
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Then PM,, (x3, x3, z3)) + ,4(x3, x3, z3), Al) = ;1JI +&I = W3) for 
(x3, x3, z,)~III,nIII,. For [>O let I(<) be th intersection of III, n 
with the line x3 = <. So 
and 
for i Zmax(‘,(xo+ yo), $(x1 + vl))- 
It is easily seen that F(x3) is decreasing for 0 5 x3 g 
t Jrxo - YO)(Yl -x1), reaches a minimum for x3 = 1 ,./(x0 - y&y, - x,), 
and is increasing for larger values of x3. This proves the formula for 
p&A,, A,? in the statement of Proposition 2.1. Since &A,, (x3, x3, z3)) C 
p((x3,xj,z3),Al)) does not depend on z3 if (~,,z,)EIII,~III,, the 
additional claim follows as well. 
COROLLARY 2.2. Zfy,sz,, x1 sz,, then 
P&A,, Al) = 2ln 
(2% + Xo - Yo)(2% f YI - XI) 
4x3 -ln(xoyl)y 
where x3 =max{t(x,+ YO), 1(x1 + vl), I{ (x0- yoNyl -xl)>. 
If(z3/=<x3andx3+z3Lmax(yo+zo,x,+z,} (i~particular,ifx,-z3<= 
min(x,-z,, .vl-z,}), h t en there is a path of that length t~~~u~~ 
(X3? x39 23)~ 
ProoJ: Put x3 =max{t(xo+yo), $(x,+y,), i (x0-yO)(yl-x1)). Then 
x3E1T(x3) since yo+zo-x,Ix,+y,-x352x3-xg=x3~zz6-yo+xj 
andz,+x,-x,~x,+y,-x,~2x,-x,=x,~z,-x,+x,.HenceI(x,~# 
and the formula for po(Ao, A 1) is obtained. Also, z3 E 1(x,) iff /z31 5 x3 and 
z3>=max(yo+zo-x,, zl+xl-x,}, i.e., x,+z,>=max(y,+2,, x1 -i-z,}. 
Remark that x3 - z3 $ x0-z. implies x3 + z3 =2x3 - (x3 - z3) 2 2x3 - 
~oczo~xo+yo-xo+zo~yo+zo. 
COROLLARY 2.3. (a) lfyo~zo, xlszl, then pZ+(Ao,A,)~p,(A,,A,B. 
(b) Ify,S -zo, x1 5 -zl, then 
~,r(Ao> AI) IP&o> A,). 
Proof. For (a) there is a minimal Type O-path from A, to A, that goes 
through a point in (x)’ n (y)’ n (z)+ by the preceding corollary. Such a 
path is, evidently, also a Type (z)+-path. Furthermore, (b) follows from (a) 
by an argument based on the symmetry z ++ -z. 
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We now turn to the exact calculation of Type (z)+-paths of minimal 
length. The following auxiliary result enables us to find (x,, y2) by given 
(x3 9 z3). 
PROPOSITION 2.4. Let A,, = (x0, yo, zo) E (x) +, y, 5 zo, and A3 = 
(X3,xg,z3)E(z)+, x320. Among the paths A,+A,+A, where A,= 
(x2, y,, x2) is an arbitrary point in (x) + n (z) + there is one with minimal 
length which satisfies x2 - y2 = z. - yo. Its length equals 
21n 6% + x0 - zo)(2x2 + z3 - x3) 
4% 
- Woz3L 
where 
x2 = max(fbo + zo), 4(x3 + z3), +(z, - y, + 2x,), 4 (x0 -zo)(z3 -x3)). 
Proof This follows from Proposition 2.1; more precisely it follows from 
the special case z. 5 yo, z1 =x1 2 0. In this case I({) = [ -[, +C] n 
cYo+zo-5,zo-Yo+~l l-l [2x,-Lil = EYo+zo-Lzo-yo+il f-J 
[2x, - [, (1. Hence 1(c) # q5 if and only if z. - y. + 5 2 2x, - [; i.e., 
[ 2 2x, + (y. -zo) which gives the desired expression in x2 after the 
obvious symmetry adaptations (y c* z, choice of indices). Since we had 
z3 = zo- y. + x3 EI(x~) the other claim in the proposition (x2 - y2 = 
z. - yo) also follows. 
PROPOSITION 2.5. Let A= (x0, y,, Z~)E (x)+, yo~zo, andA,(x,, yl, zl) 
E (y)’ with x1 g zl. Among all Type (z)+-paths from A, to A, there is one 
which has minimal length and satisfies 
x2-y2=zo-Yo 
x2 = max{ 4(x0 + zo), 1(x3 + z3), +(zo - y. + 2x3), 
(1) 
4J(xo-zo)(z3-x3,> (2) 
y4-x4=z1-x1 (3) 
y4 =max{i(y, + zd, $(x3 + z3), Hz1 -x1 +2x,), 
1J(Yl--z,)(z3--3)). (4) 
We have 
~z+(Ao, A,) 
-ln(xo, vl) (5) 
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whereby the inf is taken over 0 5 x3 5 z3 and 
23 
z. - y. + 2x3 2 max(x, + zo, z3 +x3, J(xo - zo)(z3 -x3)) (61 
a,--x,+2x3~max(y,+z,,z,+x,, (Yl-zlNz3-x3):. (71 
ProoJ: Applying Proposition 2.4 twice (once directly and once with 
interchange x+-+ y) we see that x2, y2, x4, y4 must satisfy (I), (2), (3), (4). 
Furthermore, we conclude that 
pz+(AO, A,) =inf{2 In G(z,, x3): O~x,5z,>Q)-In(x,y,j, 
where 
G(z3 9 x3)= 
(2X2 + Xo - zo)@X, + Z3 - X3)(2y4 -t- yl- Zl)(2y4 + Z3 -X3) 
16x2 ~4~3 
and x2, y4 are functions of x3, z3 determined by (l)-(4). In the region 
0 5 x3 5 z3 > 0 of the (z,, x,)-plane we shall now consider different regions: 
D: := ((~3, X3)lX2=$(Xo+zo)) 
D::=((z~,x~)~x~=~(x~+z~)) 
D: := ((23, X,)iX,=&(zo-yo+2x,)) 
ini I= ((Z3, X3)1X2=$ J(xo-zo,cz3-x3)~. 
Ail these regions are topologically closed except, possibly, for a boundary 
point (0,O); some of them may be empty. In general the intersections may 
be empty; if they are nonempty they consist of segments of lines or of 
quadratic curves. In any case Df v 0: v 0: v 4): = ((z,, x3) : 0 5 x3 5 
z3 > 01. Analogous remarks apply to another system of subsets of ((z,, x3): 
0~x,~z,>0) 
D;“:=~(z3~x3)lY4=~(Yl+zl)~ 
0; := ((z,, X3)IY4=t(X3+Z3)j 
D~:={(Z,,X3)lY4=~(Z1-X1+2X3)) 
To obtain an explicit formula for pz+(AO, iill) we consider G(z,, x3) 
separately in each of the 16 regions D, j (1 5 i, j 2 4) where D, j = Df A 
In each region D,i we replace x2, y, by the corresponding formulae in the 
definitions of Dj and Dj. We then minimize G(z,, x3) in D,,j. It turns out 
that in each Di,j the inlimum is reached in a border point. Actually, for 
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every region Di,j we find a number of other regions, say ((Di~k~,i~k~: 
15 k 5 n}, where 1 5 yt 5 4 such that for every (z3, x3) ED, j there exists a k 
(1 5 k 5 n) and a point (z;, xi) E Dick), jCkj with G(z,‘, x3) 2 G(z;, xi). Of 
course we require (i(k), j(k)) # (i, j) for all k (1 5 k 5 n). 
The results of this investigation are given in Fig. 2 by means of arrows 
which lead from D, j to Dick), jckj for all possible i, j, k. We shall not give too 
many details on the calculations here; it is to be remarked, however, that 
for symmetry reasons we need not investigate 16 cases but only 
4 + (l&4):2 = 10. As an example consider D,,, (even a glance at Fig. 2 
shows that this region is particularly interesting; also it is never empty 
because a point (z3, x3) with z3 =x3 large enough will belong to it). 
Then 
= (x0 - Yo + 2X3bo - Yo + x3 + Z,)(Y, -x1 + 2x,Kz, -x1 + z3 + x3) 
4(Zo - Yo + 2x&1 -XI + 2%) Z3 
For fixed x3 this function behaves like 
(zo - Yo + x3 + Z3NZl -x1 + z3 + x3) 
(9) 
z3 
Now remark that in D,,, we have 
z,~z,-y0+~3 
z35z,-xX,+x, 
(10) 
(11) 
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so that 
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z3~J~zo-Yo+x3)(z~-x1+x3). (129 
This implies that (9) is a decreasing function of z3. Hence z3 may be 
replaced by greater values until we meet another region; a Kiosk at the 
efinitions of the Dj shows that this can only be 022, D:, Di, or 02. 
Therefore Fig. 2 displays four arrows departing from D, 3, namely to 
D 2,3? D4,3,D32r and D,,,. Remark that in practice it is quite possible to 
decide which of them has to be considered as soon as we know 
x0, Yo, 202 Xl> y1, Zl. 
An inspection of Fig. 2 proves now that for every (z3, x3) 
(0 5 x3 5 z3 > 0) there is a couple (z;, xi E D,,, which relates to a path with 
shorter or equal length. Since (6) and (7) just express that (z,, x,)ED~,~ 
and since the expression in (5) is that obtained by replacing, in (8), xz and 
y4 by their values in D,,,, the proof is complete. 
Remark 2.6. (a) As suggested in the proof of Proposition 2.5 the 
minimizing problem posed in (5), (6), (7) IS usually easier than it looks 
since by fixed x3 we find z3 as the maximal number which satisfies (6), (7). 
(b) ff z,>O, then we have bo - zolb3 -4 5 1(x0 - 
gz3 - Xj) 5 sup(x, + zo, z3 +x3} so that- (6) simplifies. Actually, if 
zo, z, >O, then (6) and (7) are equivalent to 
x32$max{xo+yo, Y,+x,) 
z,~min(z,-y,,z,- 1 x )+x3 
so that we may assume 
z3 -x3 = min(z, - y,, z1 -x1 >. 
If in this case z. - y. 5 z1 -x1 then (5) reduces to 
= in 2 ln (x0 - Yo + 2x&z, - Yo + 21 -x1 4 2MYl -x1 f 2-d 
qzo - yo + 2X,)(Zl -x1 + 2x3) 
- Woh), 
where the inf is taken over x3 2 fmax{x, + y,, yI i- x1 >. Since the resulting 
formula is symmetric, it also holds if z. - y, 2 z1 - x1 ~ 
(c) In the worst case we have z. - y, + 2x, = d(xo - z0)(z3 -x3) or 
z1 -x1 +2x, = ,/(y, -z1)(z3 -x3). Then in (5) we have to minimize a 
rational function in x3 whose numerator has degree 5 6 and whose 
denominator has degree I4. 
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EXAMPLE 2.7. Take A,=(l, -l,O), Al=(-l,l,O). From [1] we 
know that p(( 1, - 1), (- 1, 1)) = 4 In 2 in rW2,. Applying Proposition 2.5 
and taking Remark 2.6(b) into account we find z3 -x3 = 1. So 
pr+(AO, A,)= inf 2 In (2 + 2~~)~ 
xg 2 0 4( 1 + 2~~)~ (1 + x3) 
= inf 
xg 2 0 
21n;ijl++2x3~~. 
x3 
A routine calculation shows that the inf is attained for x3 = 1 so that z3 = 2 
and 
pz+(AO, A,) = 6 In 5. 
Using (l)-(4) we also obtain 
x2 = max{i, 1, 1, JiX} = 1 
y2=x2-(zo-yo)=l-l=O 
y4=1 
x4=0. 
The shortest path so goes successively through A, = (1, - 1, 0), (1, 0, 1), 
(4, 3, $), (0, 1, 1), and Ai = (- 1, 1,O). The most remarkable fact is that 
p(Ao, A,) ( = 6 In 2) is strictly smaller than the distance from A0 to A1 as 
calculated in the (x, y)-plane [w2, ( = 4 In 2). 
PROPOSITION 2.8. If either y, -z. 2 0 or x1 - z1 2 0, then 
Pz+Vo, Al) 2PPo(Ao, A,). 
ProoJ By symmetry, we may assume that y,- z. 2 0. Essentially we 
show that for every Type (z)+-path from A0 to Ai there is a Type O-path 
Ci from A, to A, with equal or smaller length. Let C be a Type (z)“-path 
from A, to A r. Since y,, - z0 2 0 and y2 - x2 5 0 the path C meets a point 
oftypeA5=h y5, Ye)+) +. We apply Proposition 2.4 to the restriction 
of C to a path from A, to A3. It follows that we may assume x2 - y2 = 0. 
This means that A2~ (x)+ n(y)‘. Since A,, A, both lie in (y)’ it follows 
from Proposition 1.1 that we are reduced to a Type O-path. 
COROLLARY 2.9. If either y. + z. 2 0 or x1 + z1 2 0, then 
PZAAOY A,) 2 PO(AO> A,) 
(by duality z c-t -z). 
THERELATIVEDISTANCEOFJ.D.PRYGE 27 
I I I I 
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Conclusion. The results of this section are collected in Fig. 3 where, for 
example, the 0 in the third row and second column indicates that there is a 
Type Q-path from A,,E (x)+ (v)’ to A, E(V)’ (x)) with length &A,, A,). 
If the type is 0, then this is true by virtue of Proposition 2.8 an 
(z)+ then by 2.9 and 2.3(a); if it is (z)), then by 2.8 and 2.3(b). 
A difficulty arises if AOe (x)+ (v)- and A, E (JJ)’ (x)- (semi-opposite 
second-order regions). If in this case z0 2 0, z, 2 0, then by a symmetry 
argument we are in Type (z) +; if z0 5 0, z1 5 0, then similarly we are in 
Type (z)-. 
Type 0 may. be excluded always by Corollary 2.3. The case where 
zOzl < 0 (which is of little interest anyway since the approximation is very 
poor) must be solved by actual calculations using Proposition 2.5. 
3. THE SHORTEST PATH BETWEEN Two POINTY 
IN OPPOSITE REGIONS 
Let A,, A, be points in opposite regions. By symmetry we may 
assume &E(X)+ (z)+, A 1 E (x) -. We distinguish three cases, namely, 
(1) AIEbp (~1’; (ii) A1~(x)- (Y)‘, and (iii) A, E (x)) (z)~. The case 
A, E (x)- (y)- indeed reduces by symmetry to (ii). In each of these cases 
we formulate a proposition on the nature of a shortest path from A, to A 1. 
PROPOSITION 3.1. If&~(x)+ (z)’ and Ale(x)) (z)+, then there is a 
minimal path from A,, to A, that successively meets (x)+ n(z)’ and 
(x)- A (Z)‘~ 
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ProoJ We may assume that z 2 0 along the whole path. Put tr := sup{ t: 
C(t)~(x)+}. If C(t,)~(x)+n(z)+, then the result follows from an 
application of the results of Section 2 to the two-region (z)’ u (x)). If 
C(+)E (xl+ n (Y)‘, then we look at (y)’ u (x)), and if C(tf) E (x)+ n 
(y)-, then we look at (x)- u (y)). 
PROPOSITION 3.2. rf Aoe (x)+ (z)’ and A, E (x)- (y)’ then there is a 
shortest path from A, to Al that goes succesively through (x)+ n(z)+, 
(~1’ n(z)+, and (~1’ n (xl-. 
ProoJ: We may assume that y +z 20 along the whole path. Put 
t,:=sup{t:C(t)E(x)+}; hence C(t,)E(x)+n(z)+ or C(t,)E(x)+n(y)+. 
In the first case we apply the results of Section 2 to the two-region 
(z)+ u (x)). In the second case first consider the two-region (x)- u (y)‘. 
It follows that the path meets (y)’ n (x)). Then look at (x)+ u(y)’ to 
obtain the conclusion. Case (i) 4 
case (111) / I/ 
m ,I I’ I.,‘. -. ’-. ; -- __, -J;~~. =-- - I’ 
FIGURE 4 
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PROPOSITION 3.3. If A,, E (x)+ (z)’ and A, E(X)- (z)-, then there is a 
shortest path A, -+ A, of one of the following four types: 
(I): A,-+(x)+n(z)+-+(y)-n(z)++(y)-n(x)--+A,, 
(II): Ao-+ (x)+ n(z)+ -+(y)+ n(z)+ --f(y)” n(x)- -Al, 
(III): A,+ (x)’ n(y)’ + (y)’ n(z)- -+ (x)- n (z)- + A,, 
(IV): A,-+(x)+n(y)- -(~)~n(z)-I-n(z)--+A,. 
ProoJ: Again, put tr := sup{t: C(t)E(x)+). If c(tJ~(x)+ n(z)+, khen 
an application of the results of Section 2 to (z)+ u (x)~ shows that we are 
either in (I) or in (II). If C(tf) E (x)’ n (y)‘, then a look at the two-region 
(y)’ u (x9- shows that we are in case (III); similarly for C(tf) E (x)’ n 
(y)- and case (IV). 
If C(t,) E (x)+ n (z)- then by considering (z)- u (x)- we see that the 
path meets (x)- n (z)-. If we then consider (x)’ u (z)- it follows that we 
are in (III) or (IV). 
Conclusion. In case (i) we are reduced to a minimization problem in 
four variables; in case (ii) to one in six variables, in case (iii) to four 
problems in six variables. (See Figure 4.) The exact nature of the f~~ctio~s 
that are to be minimized is, of course, given in Section I. 
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