Surface curvature properties have been successfully employed for surface classification and 3D object recognition. A number of methods have been proposed in the computer vision literature for the estimation of curvature; some are based on the analytic computation of derivatives from a local surface fit, and others estimate derivatives or curvature directly from the range data. In this paper, we conduct an empirical study of the accuracy of five different curvature estimation techniques, employing synthetic range images and images obtained from three range sensors. The results obtained highlight the problems inherent in accurate estimation of curvatures, which are second-order quantities, and thus highly sensitive to noise contamination. We conclude with some general recommendations about the utility of surface curvature estimation in range image analysis.
Introduction
The increasing availability of range imagery (obtained from both passive and active techniques) in the computer vision research community has led to the use of differential-geometric features as 3D shape descriptors. We are interested primarily in surface curvatures, which completely determine the local surface shape, and allow surface points to be classified into various categories, such as umbilic, saddle, valley, ridge, efc. Surface classifications are usually made based on the signs of mean and Gaussian curvature, and they have been successfully used as the kernel of a number of range (and even intensity) image segmentation techniques [4, 8, 19, 20, 21] .
Most computer vision research in 3D object recognition makes the simplifying assumption that the scene to be sensed is composed of rigtd objects, which are themselves bounded by piecewise-smooth surfaces. Examples of objects in such an environment are boxes on a table, machined parts traveling on an assembly line, or even surface-mounted devices on a printed circuit board. To identify these objects using range data, we are implicitly using surface information. But how are the parameters of curved surfaces estimated from range data? Moreover, if the objects to be recognized are composed of a variety of sculpted, warped, and other free-form surfaces, what 3D shape descriptors can be used?
Our problem is stated as follows: G i v e n a d e p t h map, how should w e compute the most accurate c u r v a t u r e estimates at each pixel? In this paper, we examine the performance of several curvature estimation techniques proposed in the literature, in t e r m of their accuracy. Such a study has not been previously reported in the computer vision literature. We want to know whether the values of curvature are useful in addition t o their signs. \Ve test the estimation 'this work was sponsored in part by a grant from the Northrop Research and Technology Center and the G'TE Graduate Fellowship Program.
methods on both synthetically-generated data sets and on a few real range images, and explain their behavior with respect to quantization and measurement noise, and surface type. The paper is organized as follows. Section 2 gives a brief description of surface curvature. Section 3 presents the five estimation methods tested. Section 4 describes the experimental environment and our results. We end with some general statements about the utility of curvature estimation with respect to currently available sensor data
Continuous Curvature
In this section the concept of surface curvature is introduced. Similar presentations have previously appeared in the computer vision literature, so we will avoid a detailed derivation; the interested reader can refer to hfillman and Parker [17] or do Carmo [7] .
The basis for a discussion of surface curvature is a mathematical model for the surface being examined. We assume that this surface can be specified as the height f(u, v ) above the 'support' plane defined by the two coordinates (U,.). This representation is known as the graph surjace representation, and the surface is called a Monge patch. 111 the remainder of this paper, we will be considering only the Monge patch representation. A 3D point on the surface is given by X(U, U ) = At any point p on the smooth surface we can choose two orthogonal vectors in the tangent plane and examine the surface's behavior in those directions. Each direction specifies a curve in X. Associated with any space curve is its curvature, measuring its tendency t o 'bend' out of its tangent field. On our surface X, we separate this curvature into tmo parts: a portion due to the way the surface changes in 3D, and a portion due to the embedding of the curve in X. I t is the former quantity, known as normal curvature, which is of interest t o us. Appropriate choice of the two orthogonal vectors in the tangent plane t o the surface at p yield two normal curvatures one of which is largest and the other smallest over all such choices. These values are known as the principal curvafures of the surface, and are denoted K , , ,~~ and ~, , , i~. Two other curvature quantities are often used by computer vision researchers because of their useful invariant properties. They are mean curuatyre H = (K,,, +~, , , ) / 2 and Gaussian curvature It' = nmln K , , ,~~. For a hlonge patch surface representation, the mean and Gaussian curvatures are given by
where f u , f v , f u u , f u u , and fuu are the partial derivatives of f. This recipe for curvature estimation is easily applied when the data consists of a sample from a graph surface. Several of the estimation procedures given in the next section address the fitting problem. It should be noted, however, that curvature may be estimated without knowledge of a local graph surface representation. Methods for performing this are also described in the next section.
Digital Curvature Estimation
In this section we outline five different techniques for estimating curvature on a digital surface. In all cases, we assume that our data is in 'raster' form, i.e. ( U , , . , ) denotes a grid (or sample) point with associated range value f (~i , u j ) , i = 1 , . . . , m , j = 1 , . . . , n .
Analytic Estimates
All the analytic methods considered here use the following general strategy to estimate curvatures:
1. Fit a surface ! ( U , v) to the range values in the 'neighborhood' of the point of interest.
2.
Determine the first and second partial derivatives fu, f v , f u v , fuu and f v u .
3. Evaluate mean and Gaussian curvatures from Equation (1).
These methods differ in the algorithm used to fit the local surface.
Orthogonal Polynomials
Besl and Jain A large neighborhood is computationally more expensive but should give better-quality estimates; smaller neighborhoods, while less timeconsuming to fit, produce noisier estimates. Equation (3) is a separable convolution sum with an N x N kernel, and the required masks can be precomputed for any odd N . In our experiments, we used a 7 x 7 window. We note that the linear scaling Derformed to maD the U and U coordinates to U' and v' integers must and, given the sampled values ( U , , v i , f i ) , perform the fit using linear regression. The number of neighbors used is the primary parameter in this method. In our experiments, we used a 5 x 5 neighborhood, centered at the surface point of interest. More reliable derivative estimates (in smooth surface regions) can be expected with larger-size neighborhoods. As before, we would choose to center the data so that the pixel of interest has coordinates ( U , . ) = (0,O) prior to fitting. We note that the orientation of the patch in 3D can affect the quality of the fit, and of the estimated derivatives. The test data used here are single range images, and are adequately represented by the graph surface. If the data were acquired from fusion of a number of views of the object, the model of Equation (4) might not be valid. In such a case, a principal components rotation [ l l ] can be used t o place the patch in a proper orientation prior to fitting.
It should be noted that the surface form in Equation ( 4 ) can also be used to generate convolution masks to produce partial derivative estimates; in fact, those masks will be identical to those obtained using the tensor-product orthogonal polynomial fit in Equation (Z)! In other words, when the size of the convolution masks and the size of the neighborhood used for regression are the same, the results should be identical within the precision of the calculations. As we shall see later, different mask and regression neighborhood sizes can produce some variation in the derivative and curvature estimates.
Spline-Based E s t i m a t e s
A third method we have employed for surface fitting is based upon a B-spline fit to the range data [ 6 ] . This spline surface fitting technique was previously explored in the context of range image analysis by Naik and Jain [18], but the estimation of curvature from the fitted patch was not performed. Vemuri et al.
[ZO] developed a curvature-based object representation technique using a fitting method based on tension splines rather than B-splines.
In addition to the surface data ( U , , v j , f ( u i , ~j ) ) ,
. . , n , the fitting of a spline requires that knot points be specified along the U and v directions. The positioning of the knot points controls the local 'shape' of the fitted B-spline surface. In our experiments we chose the sampling grid to coincide with the bounding box of the surface patch in the range image. Knot points were positioned uniformly in the sampling grid, and the number of knots in each direction was set to one-half of the number of sample points in that direction.
Dierckx where a, and 0, are univariate cubic B-splines, and the c i j are the unknown coefficients to be determined. The sum of squared errors to be minimized is and the parameters c i j are obtained by solving a system of mn observation equations, the (i,j)th given by Once the approximating B-spline surface f ( u , v) has been found, analytic expressions for the derivatives fu,fu,fuu,fu., and fuv are easily computed for all U and v within the sampling grid. In our implementabe inverted for the estimated curvatures to have the correct scale.
Linear Regression
Instead offitting a product of orthogonal polynomials to the local neighborhood of each point, we could treat the local surface fitting problem using standard linear regression techniques [ 1 1 , 1 0 , 1 9 ] . In place of the approximation in Equation (Z), we would use tion, we fitted one B-spline surface to the entire 'meaningful' portion of the image. For a patch not filling the entire image, a spline surface was fit to the data in its bounding box. This has some disadvantages, primarily that crease and jump edges will be smoothed. In our situation, however, we are not interested in curvature near these edges; we wish to obtain curvature estimates within smooth regzons, and use these values for surface classification. Since the knot distribution within the ilnage feu, .
is uniform, only two parameters are involved in the fitting procedure: the number of knots in the U and v directions.
Numerical Estimates
These curvature estimation techniques estimate either the curvatures or the derivatives of the surface numerically from an ensemble of directional curvature estimates.
3.2.1
Surface N o r m a l C h a n g e This method, used by Ittner and Jain [16] and Hoffman and Jain [14], produces curvature estimates at a point p by considering the orientation change between it and its neighbors. In addition t o the depth value, we also require an estimate of the surface normal at each surface point. The surface normal can be estimated by a number of methods. Perhaps the most straightforward method, and the one we used, was to fit a least squares plane to the range values in the neighborhood of each point p , and use the normal (denoted np) to the fitted plane. Curvature is estimated at each surface point p as follows. For each surface point q in an N x N neighborhood of p , an estimate of surface curvature at p
I his equation is a discrete approximation to one-dimensional curvature along a hypothesized curve from p to q. This expression can overestimate curvature, since the length of a chord is being used instead of the length of the geodesic curve between p and q . If near neighbors of p are used in the calculation, this bias is minimized. In our implement+ tion, we calculated surface curvature for the 24 neighbors of a point p in a 5 x 5 neighborhood, obtaining 24 estimates of curvature for each surface point. The maximum and minimum of these values are taken as estimates of the principal curvatures at p . The number of neighbors employed is the parameter for this estimation method. In our implementation we used four 3 x 3 compass operators to obtain derivative estimates. The neighborhood size and the choice of the operator kernels are the parameters of this method.
Directional C u r v a t u r e from

The Need for Smoothing
The curvature estimation methods described above are shown later to give reasonably good results for images with noiseless, real-valued range measurements. Unfortunately, the second-order quantities involved in curvature are quite sensitive to both sensor noise and the truncation inherent in quantization. None of the five methods gave good estimates ofsurface curvaturesafter truncation of the depth values even in the absence of additiie measummenf noise. 
Experiments
Each of the five curvature estimation approaches described above was applied to a number of synthetic and real data sets. We are interested in characterizing the performance of each method in terms of its sensitivity to measurement noise and quantization of the surface data.
Synthetic Range Data
Range data was generated from planar, cylindrical, and spherical primitives with the following parameters. The number of surface points refer to the number of pixels in the range image which fell on the surface of the primitive, not the size of the image (which was 128 x 128 in all cases). Each surface equation was sampled at the grid points, and singleprecision values (24 bits of mantissa and 8 bits of exponent) were obtained. This is referred to as the 3 t b : i surface daia. Then, each depth value was truncated to 8-bit precision. This essentially results in the 8-bit range values that are produced by the ERIM range sensor, which we have used in previous work [ll] . This data is referred to as the noise-fme 8-611 surface dafa. Finally, a third data set was generated from the second by adding independent Gaussian noise of standard deviation 0.03 (corresponding to about one gray value for the ERlM sensor). This data is called the noisy & b i t surface daia. Each curvature estimation technique was applied to these data sets, and principal curvatures reported at each surface pixel. The five curvature estimation methods used are abbreviated as follows. The orthogonal polynomial fit is denoted OP, the linear regression method LR, the B-spline fit SF, the difference-of-normals estimate DN, and the directional derivative estimate DD. Because of the tendency of all the estimation methods to produce a significant number of 'outlying' estimates, the summary quantity reported for each method is the medtan of all the pointwise curvature estimates.
Planar Data
Tables 1 and 2 show the median estimated curvatures for real-valued and smoothed truncated planar data, respectively. Table 3 Table 4 shows the median estimated curvature for the four spherical primitives, with 32-bit precision. The true values are equal to the inverse of the radius. The SF and DD methods performed poorly for the smaller radii(imp1ying fewer surface points in the image). We feel that the operator size used in the DD method may have caused propagation of large estimates to border pixels, producing a skewed distribution of estimates. Table 5 shows the median estimated curvatures for smoothed noise-free 8-bit samples from the same four spherical data sets. While the estimated values are quite close for the two larger spheres (the two smallest values of curvature), some estimates are quite poor for the smaller two spheres, and even the maximum curvatures are poor for the smallest sphere. Since the 'window' in the uv plane for these data sets was fixed, there are fewer surface points available for the two smaller spheres, and this may have adversely affected the estimates. Overall, the DN method s e e m to have performed best. Table 6 shows median curvature estimates for the noisy 8-bit data, after smoothing. These estimates seem to be further from the theoretical values, and, as above, the smaller two spheres produce lower-quality estimates than the larger spheres. We also notice an apparent bias: the minimum curvature estimates are below the true value, and the maximum estimates are above the correct value. The SF method seems to have performed most poorly. Table 7 contains estimated curvatures for the five methods applied to the four cylindrical data sets. The minimum curvature for a cylinder is zero; the ith row of Table 7 (a) lists minimum curvature estimates; the corresponding maximum curvature estimates appear in the ith row of Table 7ib ). All of the estimates are close to their true values. The estimates for smoothed quantized range data appear in Table 8 . The minimum-curvature estimates are still quite close to zero. The LR method produced some poor estimates, and the SF and DN methods were also affected somewhat. 0 6 6 3 4 . 9 6 3 38.43-3 49.93-3 6.4OE-6 5 8 . 7 6 9 9 . 9 5 6 6 1 . 1 9 6 3 3 1 . 0 6 3 
Real Range Data
The first set of range images used in this section were obtained in 1985 from the laser range sensor at the Environmental Research Institute of Michigan (ERIM). It should be noted that this sensor is fairly old, and the state of the art in laser range finders has advanced significantly since these images were obtained. The newer sensors seems to produce higher quality range values (in terms of both sensor noise and bits of precision) than the %bit range data used here [2] . Some distortion is produced by the elliptical scanning pattern of this sensor. Table 10 . We notice that the estimated curvatures for the curved surface patch are consistently larger than those for the planar patch. However, the planar estimates are not particularly close to zero. Selection of a threshold for a planar/nonplanar decision can be made for this image, but curved surfaces with smaller curvature than patch 1 might be classified as planar. two patches appear in Table 11 . The results are somewhat peculiar; we seem to be able to obtain low values for one of the two surface curvatures, but the numbers for the other are fairly large. However, if one of the two principal curvatures can be reliably detected as zero, that fact can be used to narrow the set of surface types to consider for a later fitting step. Table 12 . These results are better (closer to the theoretical zero value) than those for the planar patches obtained from the ERIM sensor, although somewhat large values are still obtained for patch number 1. The White scanner can produce much more accurate range values than the ERIM scanner, and the extra precision in this data probably contributes to the better accuracy of the estimates. Figure 4 is a perspective view of a spherical patch. The sparse data for this patch (only 41 3D points) was obtained from a sensor using structured light and triangulation to obtain depth [15] . A smooth surface was fit to this data through an interpolation procedure [I]. Table 13 lists the median of the estimated curvatures for smoothed data from this patch. Each of the methods produced one principal curvature estimate that was close to zero. The reason for this behavior is not clear, but the undulations in the surface due to the interpolation could have produced roughly equal numbers of positive and negative curvature estimates, making the median close to zero. 
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Conclusions
In this paper we have explored the performance of five commonly used curvature estimation techniques. Three of ihese methods evaluate curvature from analytically-determined derivatives of a local surface fit. The fitting techniques were based on an orthogonal polynomial approximation, a linear regression with a biquadratic surface, and a spline approximation. Two additional techniques that estimated derivatives or curvatures directly from the data were also applied. Several synthetic and real data sets were used to determine the accuracy and stability of these methods. One conclusion is immediately apparent: the estimated curvatures are extremely sensitive to quantization noise. Multiple smoothings were required to get even marginally-stable estimates. For the operatorbased approaches, there also seems to be a relationship between the sampling density on the surface and the accuracy of the estimates that goes beyond inaccuracies due to the finite operator size. Patch size also affects the quality of the estimates, as shown by the results from the real range data.
In summary, then, we emphasize the following points:
1. The numerical curvature estimation methods seem to perform about as accurately as the analytic techniques in our experiments.
2. Ensemble estimates of overall surface curvature such as averages are unreliable unless trimmed estimates are used. The median proved to be the best estimator of location in our experiments.
3.
It is difficult to get better than 10% accuracy from ensemble curvature estimates when the data is quantized, even after smoothing. In other words, for a surface of constant, nonzero curva ture, 10% accuracy is only obtainable for large patches with highprecision depth values.
4.
As an exception to the above point, we found that theoretically zero curvature can be fairly, reliably detected, with appropriate selection of threshold values.
5.
Quantization affects estimates more than measurement noise. Repeated smoothing with a binomial, or other approximate-Gaussian kernel is essential for 8-bit range data.
6. Patch size is critical in obtaining good estimates. The methods based on local operators for surface fitting are seriously degraded by edge effects.
Despite the difficulties we experienced with curvature estimation, we still believe that surface curvatures are valuable features to use in 3D surface characterization. As the kernel of a data-driven segmentation scheme, their estimated values should be used with caution, however. A possible segmentation scheme that could be applied to range images of 3D objects would be to first detect zero-curvature surfaces such as cylinders and planes using one of the methods explored here. More complicated surfaces could be detected using a nonlinear optimization method [ll], using the estimated curvatures to specify an rnterval in parameter space to be searched for an optimal value.
