We describe general randomized reductions of certain geometric optimization problems to their corresponding decision problems. These reductions increase the expected time complexity by only a constant factor and eliminate extra logarithmic factors in previous approaches. Improved algorithms are thus obtained for a variety of problems in computational geometry: finding minimal /;-point subsets, matching point sets under translation, and solving problems related to p-centers and linear programming with violations.
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In the next section, we formulate the idea more precisely and propose a recursive version of the algorithm in which we use a constant number T of subproblems at each node of the recursion. This recursive algorithm can be regarded as a generalization of prune-and-search. Assuming that the size of the subproblems is reduced by a constant factor at each level, me show that the optimization problem can be solved within the same asymptotic expected time bound as the decision problem. Previous reduction of the optimization problem to the decision problem is usually obtained by some kind of binary or parametric search, which increases the running time by a polylogarithmic factor. New Results. Thii simple technique is applicable to a surprisingly diverse range of geometric optimization problems. Besides r&deriving some old results (Section 3), we are able to prove a number of new ones (Sections 4-6), including the following:
The minimum L,-diameter It-point subset of a planar n-point set [7, 22, 281 can be found in O(nlogn) expected time for any 15 Ic 5 n.
The minimum L,-Hausdorff distance between two planar n-point sets under translations [16] can be found in O(n2 log n) expected time.
The twodimensional rectilinear 5-center problem [50, 531 can be solved in O(nlogn) expected time.
The two-dimensional linear programming problem with L violations [41, 491 can be solved in O(nlogn) expected time in the feasible case for any 0 2 L 5 n. (For a wide range of I, the time bound is actually linear.)
Given an infeasible two-dimensional linear program with n constraints, the smallest number H of violations that makes it feasible [29] can be found in O(nk) expected time. One of t,he most general approaches to reduce geometric optimization problems to their decision problems is parametric search, invenbed by hlcgiddo [&I. The reduction requires an efficient parallel version of t.he decision algorithm and involves simulabing t,his parallel algorithm sequentially. Running t'ime typically increases by logarithmic factors, even when au improvement. by Cole [20] is applicable. Furt,hermore, as many researchers have commented, the resulting algoribhms tend to be complicated and impractical; see t,he survey by Agarwal and Sharir [3] . In cont'rast,, our randomized reductions use the decision algorithms as "black boxes" only, avoid the extra logaribhmic factors in the running t*ime, and are easier to implement.
A number of alternat.ives to parametric search b.ave been proposed in the geometry Merature [3] . First, if the search space has linear size, then an ordinary binary search is sufficient. For many rectilinear problems, the search space forms a mat,+ with sorted rows/columns, and one ca.n use Frederickson and Johnson's selection algorit, hm [30] t.o carry out. the binary search [32] . In other instances, one can employ constructions of espander graphs by a t.echnique of Katz and Sharir [35] . Without, additional ideas, all of t,hese techniques increase the running t,ime by logarithmic factors.
Randomized techniques have also been suggested as an alternative in several isolated cases [2, 10, 23, 27, 37, 401 . Unfort.unately, since these techniques are not unified and as shraight.forward to apply as parametric search, pot,enbial applications are sometimes missed. (One import'ant. esception though is the class of LP-type opbimization problems [52] , where general randomized solut.ions have been developed.) We hope that our randomized technique will partially rectify this shortcoming.
One other alternat'ive to parametric searching that has been not,ed [S] involves the application of geometric cudting tools. Some of these tools (in a very elementary form) will be of use in several of our randomized rcduct,ions.
In Sect'ion 7, we discuss limitation of our technique and some issues regarding possible derandomization.
The Technique
We describe our technique in a general setting. Let II represent the problem space. Given a problem P E II, let zv(P) E lR be its sol&ion. Denote the size of P by IPI (a positive integer). We assume that the solution of a problem of constant size can be comput,ed in constant time. Furthermore, we assume t#hat there is an algorithm to decide whether w(P) a: t for any P E II and t E lR in D(]P]) time.
Lemma 2.1 Let LE' < 1, E > 0, and r be constants. Given any problem P E II, suppose we can construct r subproblems PI,. . . , P, E II, each ofske at most [cklPl1, within D(IPI) time, so that w(P) = min(w(Pi), . . ., w(P,)}.
Then for any P E II, we can compute the solution u!(P) in O(D(IPI)) time, assuming that D(n)/nc is a ncrndccreasing function of n.
Proof:
We compute w(P) by applying Algorithm RAND-MIN to the numbers zv(Pl), . . , , w(P,.). Dctiding w(Pi) < t takes D(IPil) time. Evaluating w( Pi) is done recursively, unless IPil drops below a c*:rtain constant. Note this procedure not only compmes 24P) but identifies a constant-size subproblem at&aining the! minimum.
Let T(P) be the random variable corresponding tee the time needed t.o comput.e w(P) by this procedure. Let N(Pi) be a O-l random variable, having value 1 if and only if w(Pi) is evaluated. We have
As noted earlier, the espected number of evaluations by Algorithm RAND-MN is E [C,,,,, N(Pi) ] ": lnp + I.
Define T(n) = rnaqpIsn ErTTP)]. Since N(Pd) and T(Pi) are independent, we have
then by induction this recurrence solves t,o T(n) 5 C * D(n), for an appropriate constant C (depending on (Y, T, and E).
To enforce condition (l), we compress E levels of the recursion into one before applying Algorithm RAND-MIN, where e is a sufficiently large constant, Then T increases to TV and cx decreases to &. To finish the proof, just note that liml,,(lnr" -l-1) & = 0. q l?or r = 1, randomization is not required: our recursive algorithm reduces to the standard prune-andsearch algorithm. For a larger constant P, the worstcase running time is at least Sl(n'"zr/loz(l/a)). So the clliciency of a deterministic algorithm depends crucially on the values of the constants LY and r. In contrast, by Lemma 2.1, these constants are unimportant in bounding the randomized complexity; \ve can thus afford a crude scheme to divide a problem into subproblems. Such a scheme is easily obtainable for certain classes of problems, as ive point out in the next section; however, it may be less apparent for others.
Closest Pairs and Ray Shooting
We now illustrate our technique in its simplest form on some abstract closest-pair and ray-shooting problems. Although no specific new results are obtained, the applications are instructive.
Closest pairs.
Let U be a collection of objects. Given a distance function d : U x U -+ IR, the closest-pair problem is to compute w(P) = minp,eEp d(p,q) for a given set P C U of size n. The closest-pair decision problem is to determine whether w(P) < t for a given P and $ E lR. This divides the problem into three subproblems, each of size roughly 2n/3. Now apply Lemma 2.1. Cl Rabin [47] was the first to apply randomized techniques to the standard closest-pair problem, where U is a Axed-dimensional Euclidean space and d(,, .) is the Euclidcan metric. Clarkson and Shor [19] studied the Euclidean diameter problem in U = lR3, lvhere d(., -) is the negation of the Euclidean distance. Agarwal and Sharir 121 considered a certain closest-pair problem that arises in finding the width of a point set in JR3 and in other problems; the elements of U are lines in lEt3, each colored red or blue (with d(p, Q) = 00 when p and Q have the name color). In all three papers, randomized algorithms are obtained by modifying certain implicit decision algorithms. Our technique gives alternative randomized algorithms, Ray shooting.
Let U be a collection of objects and V be a collection of rays. Let 7 : U x V --f IR be an ordering function, ivhere $pr, q) < +J,Q) means that ray Q hits object p1 before pz. The ray-shoaling problem is to preprocess a given set P C U of size n into a data structure that answers queries of the follotving type: given Q E V, compute w(P, q) = min,ep ~(p, Q). (The object p that attains this minimum represents the first object hit by the query ray q.) III the ray-shooting decision problem, a query has the type: given any q E V and t E IR, determine whether w(P, q) < t. Theorem 3.2 If the ray-shooting decision problem can be solved with P(n) preprocessing and D(n) query time, then the ray-shooting problem can be solved with O(P(n)) preprocessing and O(D(n)) expected query time, assuming that P(n)/n'+' and D(n)/n' are nondecreasing for some .5 > 0.
Proof: In the preprocessing, partition P into tivo subsets PI, P2 of roughly equal size, build the decision data structures for PI and P2, and recursively preprocess PI and P2. The nem preprocessing time P'(n) satisfies the recurrence
To compute w(P, q) for a given q E V, we can divide the problem into ttvo subproblems, each of size roughly n/2: w(P, q) = min{w(Pl, q), w(P2, q)). Nolv we can apply Lemma 2.1. cl
Previously, Agarwal and MatouSek [l] described a general deterministic reduction of the above ray shooting problem to the decision problem (which they called segment emptiness). The reduction uses parametric search and is not likely to be practical (besides incressing the query time by a polylogarithmic factor).
In an earlier paper [lo], the author gave a randomized reduction of linear programming queries to halfspace range reporting. This reduction, when specialized to ray shooting, yields a different approach in rvhich the preprocessing algorithm employs random sampling. (Arya and Mount [S] noted a similar reduction in the context of nearest neighbor searching.) In contrast, in the proof of Theorem 3.2, randomization is used in the query algorithm but not the preprocessing. The random sampling approach hoivever achieves high-probability bounds in many instances and is susceptible to derandomization.
Rectilinear Applications
For many geometric problems, the process of dividing a problem into subproblems is usually more involved than t,he simple applications from the previous section. We take a number of specific problems in the rectilinear plane and demonst'rate horn t,his division can be accomplished in each case. In what follows, all squares and rectangles are implicit,ly assumed to be axis-parallel. Given bwo rect.angles Rr, Rz, we let. RI V Ra denote the smallest rect.angle enclosing their union.
Minimal k-point subsets.
Motivated by applications in clust,ering and st,atistical analysis, a number of researchers [5, 7, 22, 26, 28, 401 have recently looked at problems of t.he t,ype: given an n-point set P, select a "minimal" k-point subset. We illustrate our technique on one specific case, where t'he point set S is planar, and the measure of minimality is t,he &,-diameter (another case will be mentioned in Sect.ion 7). This particular problem is identical to:
Given an n-point, set P E IR2 and 2 5 k 5 n, find bhe smallest, square enclosing at least 1: points of P.
Eppst,ein and Erickson PS] observed that bhe decision version of t'he problem can be solved in O(n logn) time by a st#andard plane-sweep algorithm. (The decision problem reduces to computing the depth of an arrangement of squares.) Using the search technique of Erederickson and .Johnson [30], we can then solve the opt,imizabion problem in O(n log2 n) time.
Dat,ta, et al.
[22] described a general process of dividing t,he problem int.o O(n/k) subproblems each of size O(k), so t,hat t,he solution is the minimum of the solubions of these subproblems; this division takes O(n log n) bime. Immediately, the O(n log2 n) time bound reduces slight,ly to O(n.logn + (L log' k)(n/E)). If me apply Algorithm RAND-BUN to find the minimum, we get a randomized time bound O(nlogn + (k log k)(n/k) + (k log2 k) log(a/b)); this bound is recent.ly observed by Bhat'tacharya and ElGindy [7] , using a more cumbersome derivat,ion. The randomized bound mat,ches t,he O(n log n) decision time bound when I: = O(n/(log n log log n)). We give a different algorithm that runs in O(n logn) expected time for ~0 values of k. Proof: Before applying Lemma 2.1, we find it necessary to est,end the problem (and its decision problem) slighbly: given an n-point, set P C lR2 and a rectangle R, ve will compute w(P) R, I:), t.he side length of t'he smallest square s* t.hat# contains at least L points of P and, in addition, cont,ains R. The decision algorit'hm by Eppstein and Erickson [2S] can be modified for t'his extended problem. Alternatively, we can directly reduce t,he estended problem t,o the original problem, since w(P) R, k) = w(P', 0, k + 4n), if we let P' bo be the union of P with n copies of the four corner point's of R.
Our division process is as follows. First, draw vertical lines at the [n/51&h smallest and [n/5]-th lagwt xcoordinates of the points in P. Similarly, draw horizontal lines at the fn/5]-t,h smallest and [n/5]-th largest gcoordinates. Let Rs be the rectangle bounded by these four lines. Let H 1, . . . , H4 be the four bounding halfplanes of Ro. The optimal square S* must, belong to one of two cases: Case 1. S* contains Ro. Then w(P) R, 1:) = w(P, R. V Ro, 1:) = w(P \ Ro, RV Ro, k -IP n R,J~).
Case 2. S* c Hi for some i E (1,. . ., 4) . Then w(P, 4 k> = w(P n Hi, R, k).
In any case, one can check the identity: w(P) R, 6) = min{ w(P \ Ro, R V 80, 1; -IP fl &I), w(P n HI, R, k), . . . , UJ(P n pii, R, I:) }.
Each of the five subproblems P\ Ro, Prl HI, . . . , Pn H.1 has size at most 4[n/5]. The theorem follows. Matching point sets. Numerous papers (e.g., [14, 15, 16, 341) have dealt with the problem of matching point sets under a class of transformations by minimizing the Hausdorff distance. We invest,igate t,hc cast where the point sets are two-dimensional, the allowable transformations are translations, and the metric is LcJ: given two n-point set's A, B C W?, find u E ll?,' minimizing the directed Hausdo$ distance (Our algorithm can be easily modified if instead the undirected Hausdoyf distance min{H(A + vu, B), H(B, A + u)} is minimized.) Chew and Kedem [16] showed that the decision version of the above problem can be solved in O(n2 logn) time. Frederickson and Johnson's search bechnique then yields an O(n2 log2 n) time bound for the optimi&ion problem. We show how to remove the estra log n factor. Proof: Consider the set P = B -A of N = O(n2) points. Assign colors to each point of P so that two points have the same color if and only if they belong to B -a for a common a E A. Let c(p) denote the color of a point p and c(P) = {c(p) : p E P}. Our problem reduces to the following with L = n:
Given a set P of N colored points in IR2, find the smallest square 5" that contains k different colors, i.e., Ic(P fl S*)l > k.
Chew and Kedem's algorithm solves the decision problem (finding the color-depth of an arrangement of squares) using a plane sweep in O(Nlog N) time.
We show how to solve the optimization problem in O(N 1ogN) expected time by Lemma 2.1. Again, we need to extend the problem slightly: we will compute w(P, R, k), the side length of the smallest square S* such that Ic(P rl S*)] 1 k and, in addition, contains R. We can easily get rid of the extra constraint about n: w(P, R, k) = w(P', 0, k+4), if we let P' be the union of P with the four corner points of R and assign the four corner points four new colors.
Construct the rectangle l& and its four bounding lialfplancs 111, . . , , HS as in the proof of Theorem 4.1. As before, the optimal square S* belongs to one of two CRSCS:
Caoc 1, S" contains Ro. Then w(P, R, k) = w(P, R V Ro, k) = w(Po, RV Ro, ko), where we let PO = {p E p \ Ro : C(P) $! c(P n &I)}, and k *O = k -I@ n&)l. cuae 2, S* C Hi for some i E (1,. . . ,4}. Then w(P,R,k) = w(P n Hi, R, k).
In any case, one can prove the identity:
Each of these five subproblems has size at most 4[N/5]. cl
Chew, et al, [14J discusses the extension of the problem to higher dimensions. Our technique again improves their running time by a logarithmic factor. A class of facility location problems known as p-center problems has received much attention in the computational geometry literature (e.g., see [4, 24, 27, 51, 531) . We consider the case where p is a constant, the dimension is two, and the metric is L,: given an n-point set P 5 R2, find p congruent squares of the smallest size covering P.
The decision problem reduces to a rectangular ppiercing problem: given a set of n rectangles in the plane, determine whether there exists a set of p points that intersects every rectangle. Sharir and Welzl [53] described efficient algorithms for this piercing problem for p 5 5. As they noted, reduction from the p-center problem to the p-piercing problem can be accomplished by Frederickson and Johnson's technique [30] , which increases the running time by a factor of log n. We show: Theorem 4. 3 If the rectangular p-piercing problena can be solved in DJn) time, then the rectilinearp-center problem can be solved in O(DJn)) expected time, where the hidden constant depends on p.
Proof: We again need to consider a generalized problem (which includes the rectilinear p-center problem with "additive weight,s"):
Given a set 7Z of n rectangles in Xt2, find p congruent squares 5':) . . . , 5'; of the smallest size such that for each R E RR, there exists an Sit that contains R.
Let w(R) denote the side length of the optimal squares. Observe that the decision w(R) < t reduces to the above ppiercing problem.
The division process is more involved than in the previous two proofs. A rectangle is said to be S-dense if it contains at least Sn rectangles of R. We first prove: Claim. One of the optimal squares S; contains a (&)-dense grid rectangle Ro.
The claim can be seen from the following argument. Since every rectangle of 'R is contained in St for some i E {l,... ,p}, there exists an 5'; that is (l/p)-dense. Now, take the largest grid rectangle Ro inside Sit (see Figure 1) . A rectangle of 'R that is contained in Sf but not in Ro must have a vertex inside $ \ Ro; by our construction of the grid, there are at most $ such rectangles of R. Thus, Ro is ($-)-dense. We get, one part.icular new result for the case p = 5: Sharir and Welzl [53] showed that 05(n) = O(nlog4 n). Their O(n log" n) bound for t.he rectilinear 5-center problem can t,herefore be reduced to O(n log4 n) with randomizat8ion. Recently, Segal[50] improved the bound for r&angular 5-piercing to 4(n) = O(alogn). This implies an O(n log n) randomized algorithm for rectilinear 5-centers.
Linear Programming with Violations
As we have seen in the previous se&on, the division of a problem into subproblems can usually be accomplished by elementary means for rectilinear applications. For non-r&linear problems, we oft,en need to resort to t.ools for gcomet,ric divide-and-conquer known as cuttings. Given a collection H of n hyperplanes in lRO', a Scutting of size s is a pa&ion of space into s (possibly unbounded) simplices {Al,. . . , A,} such that the interior of each simples Ai int,ersects at most Sn of the hyperplanes of H. We need a (rat.her weak) lemma on cuttings:
Lemma 5.1 Given n hyperplanes in ntd for a suficiently large n, a $-cutting of constant size can be con-.structed in O(n) time for some constant S < 1.
The earliest proof of t.he lemma for d = 2 can be t,raced back bo papers by Dyer [25] and Megiddo [45] ; t,hcy design prune-and-search algorithms for threedimensional linear programming using a construction of a (7/S)-cut,ting of size 4. The construction has been est,ended t.o higher dimensions (with worse const,ants) [46] . A simpler randomized method was sugge&ed by Clarkson [17] : take a random sample R c H of size O(( l/6) log(l/5)) an canonically triangulate the d arrangement. of R. Derandomization of this method and refinements on the constants are discussed in several papers [12, 33, 3S, 421 . For a variant known as shah low cuttings [39] , better bounds are still possible. Since hhe size of t.he cutt'ing is not important when applying Lemma 2.1 (as long as it is a constant), the original construction of Dyer and Megiddo is sufficient for our purposes. We derive here the expected time bound O(alogn) for all values of It. Surprisingly, if k = O(n/ log!' n) for a constant p > 1, our bound strengthens to O(n), matching the complexity of the standard linear programming problem and improving all previous resulbs.
Theorem 5.2 The lowest point in Lk(H) can be computed in O(n + k(n/k)E logn) ezpeded time in the feasible case for any constant E > 0.
Proof: To avoid some (minor) technical complications, we assume that the given halfplanes are in general pusition. Consider the slightly generalized problem of computing w(H, A, h), the smallest y-coordinate inside Lk( H) n A for a given triangle A. We first show how to decide whether w(H, A, I:) 2 t for a given t 5 0. The decision w(H, A, le) < t can be made by a modificat,ion of the procedure below.
Let A' be the intersection of A with the halfplane y 5 t. We have w(H,A,h) < t if and only if Lb(H) intersects A'. Now, observe that (i) L!:(H) is a connected region (since n H is nonempty), and (ii) L!:(H) is not completely contained in A' (since L!:(H) contains a point above the z-asis). Therefore, w(H, A, k) 4 t if and only if Lk(H) in ersects t one of the (at most, four) edges of A'.
Deciding whether Lk(H) intersect a line segnwnt is equivalent to the following one-dimensional problem:
Let I be a collection of n half-infinite int'ervals. Given CI, b, decide whether there exists a point in [a, b] that is contained in all but at most L of the intervals of I. This problem can be solved as follows. Write I = Cbr, 41 LJ H-m , bj]}, where al 1 uz 1 *a. and br 5 62 5 ' ' '. One can verify that the answer to the problem is yes if and only if there exists some i E (0,. . . , k} such that
The condition can be checked in O(k) time, once we have computed al,, , , , ax: and br, . . . , bk. This computation requires sorting the Ic smallest/largest elements in a list and takes O(n + blogn) time (for instance, by a modified heapsort).
IIaving solved the decision problem in O(n + X: log n) time, we now proceed to solve the optimization problem, l?irst compute a J-cutting of the n bounding lines of H by Lemma 6.1. Intersect the cutting triangles with A and triangulate to form a new collection of triangles {A{). I?or each Ai, let Hi be the set of halfplanes of H whose bounding lines intersect A; and let Ki be the number of halfplanes of H not intersecting Ai. Then
This divides the problem into a constant number of nubproblems each of size roughly Sn. We can nom apply Lemma 2.1 with the upper bound o(n) = O(n + kl-ene log n), I3
We leave as an open question whether the optimization problem can be solved in O(n + Llogn) expected time, Extending the technique to higher dimensions is also possible, but it is unclear at the moment how much is gained by examining the decision problem.
Infoaaiblc case. In the case that n H = 0, our technique can be applied to solve a different problem: given a act H of n halfplanes in lR2, find the smallest k such that there exists a point in Lk(H). The problem is related to finding a maximal consistent subset of halfplanes, The dual is related to a certain line separation/transversal problem [29] .
An O(n2)-time algorithm is immediate after constructing the arrangement of the n bounding lines. Everett, et al, [29] gave a "quality-sensitive" algorithm for this problem that runs in O(n log n+nk log k) time. The algorithm first solves the decision problem (given k, is L!:(N) empty?) in O(n logn + nk) time, and then uses a binary search to find the optimal k. With our technique (and cuttings), we can solve the original problem in O(n log n I-nk) expected time, answering one of Everett, ei ~1,'s open problems. Due to space limitation, details are omitted in this version. We note that when k is small, a different algorithm of Matougek [41] 6 The Discrete l-Center Problem in IR'
As a final example that uses cuttings, we examine a variant of the standard Euclidean l-center problem known as the discrete l-center problem: given an n-point set P, find the smallest ball enclosing P whose center belongs to P. Recently, the discrete 2-center problem in the plane was studied by Agarwal, et ~1. [4] . As they noted, the discrete l-center problem in the plane is easily solvable in O(nlogn) time by constructing the farthest-point Voronoi diagram. However, for points in three dimensions, the size of the Voronoi diagram can be C?(n"). A better approach in IR3 is to first solve the decision problem, which involves the construction of an intersection of congruent balls. This intersection has O(n) size and can be computed in O(n log n) time by the randomized method of Clarkson and Shor [19] or the deterministic method of BrGnnimann, et al. [9] . Like the Euclidean diameter problem, the discrete l-center problem in IB3 can then be solved by parametric search in O(n polylog n) time [9, 13, 43, 481 .
We now show horn parametric search can be replaced by a randomized search, solving the three-dimensional discrete l-center problem in O(nlogn) expected time. The randomized reduction to the decision problem is more involved than in the diameter problem [19] (Section 3). In particular, me need to borrow a certain prune-and-search idea that was used previously by Megiddo [45] for the standard l-center problem.
We have learned just recently of a randomized algorithm of Clarkson [18] that solves the same problem without using such a prune-and-search technique; its expected running time is however slightly slower (O(nlognloglogn)).
Theorem 6.1 The discrete l-center problem in III3 can be solved in O(nlogn) expected time.
Proof: Given an m-point set P and an n-point set Q in IR3, me solve a "min-max" problem: compute where d (-, .) is the Euclidean metric. The radius of the optimal ball for the discrete l-center problem is w(P, P). (Note that the "max-max" problem corresponds to the diameter problem.)
To decide whether w(P,Q) < t, we compute the intersection of the balls centered at the points of Q with radius t. If there exists a point of P in the interior of this intersection, then we return yes. By the algorithm of Clarkson and Shor [19] or Br&mimann, et ~1. [9] , the decision can be made in O((n + rra) log n) time.
Nom, me apply Lemma 2.1 to solve the optimization problem. First, it is easy to reduce the size of P by a con&ant factor: arbit,rarily partition P into two subsets PI, Pz, of roughly size m/2, and observe that w(P,Q) = min{w(Pl,Q>, 4P2,Q)l.
To reduce t.he size of Q by a. constant factor, we arbi6rarily pair points of Q and construct the bisector (a plane) for each of the [n/2] (2) and (3) alternately, we can reduce bot'h m and n by a constant factor using a consbant number of subproblems. The result follows.
•I Clearly, the same reduction extends to the discrete l-center problem in higher dimensions. The reduction also works for "mas-min" problems, such as the comput,ation of the Hausdorff distance of two point sets; unfortunat.ely, in this case, the decision problem does not seem to be any easier to solve.
Discussions
We have obtained improved expected time bounds (optimal in some cases) for several geometric optimization problems using a common randomized technique. The technique reduces t,hese problems t,o their corresponding decision problems with only a constant-factor increase in t,he running time. The constants are quite large t,hough (especially for the rectilinear p-center problem), and it is of pract.ical interest to lower them.
Take for example the closest-pair application (SecGon 3). The reduction in t.he proof of Theorem 3.1 pa&ions t.he given set int,o three subsets and as a result. reduces the problem into T = 3 subproblems of a fract,ion Q = 2/3 of the original size. When applying Lemma 2.1, we need to compress e = 5 levels of the recursion, in effect, raising t.he number of subproblems to 3". A better approach is to modify the reduction dire& by part,itioning the given set int,o q subset's for a constant q > 3. Then we can create (3 subproblems of 2/q t.imes t.he size. By choosing q = 10, we avoid t.he compression and have only 45 subproblems. A similar approach can be taken to optimize the constants in some of our ot.her applicabions. We see two more directions for further research. The first is to find more geometric applications (or perhaps non-geometric ones). The second is to find deterministic algorithms matching the performance of our randomized algorithms.
Limitation.
Regarding the first direction, we note two requirements in the application of our techniqw, as shown by many of our esamples: (i) an appropriabtj extension of the optimization and the decision problems, and (ii) a way to divide a problem so as t,o reduw the problem size by a constant factor. Requirement (ii) needs more technical consideration but actually can be dealt with in a fairly general way using esisting tools on geometric cuttings. For an illustrtion, take the well-studied planar Euclidcan iwo-ceaicr problem, where there is an O(nlogn) solution for the decision problem and an O(n log" n) randomized solution for the optimization problem from the recent work of Sharir [51] and Eppstein p7]. We can transform the problem into one involving an arrangement of ?a 8urfaccs in five dimensions (using four variables for the coordinates of the two centers). Constructing a cutbing fi~r this collection of piecewise-algebraic surfaces establishes (ii). However, we need to solve an esteneion of the decision problem where the solution is restricted to lie ineide a given Tarski cell in the transformed five-dimensional space. Unfortunately, the O(n logn) decision algorithm does not work for this estended problem, so requirement (i) is not satisfied.
Derandomkation?
Regarding the second direction, we point out that derandomization of our generic rccursive algorithm (Section 2) is probably hard, if at all possible. We cannot even achieve good high-probability bounds. The problem lies in the fact that algorithm RAND-MIN is applied to a constant number of elements.
Consider one special case where we want, to find the minimum t* = min{A[l], . . ., A[r]}, knowing t#hat t' belongs to a given search space of size U, say UY, U}. Suppose that a decision . Here is a simple deterministic algorithm that beat. For larger values of U > P, the process can be sped up as follows. Apply Algorithm DET-MIN to find to = mini [A[i] 1 (T/U)J. As to lies in (1,. . . , P}, it can be found in O(D) time. Now, the minimum t* lies between toU/r and (to + l)U/r, so we just need to solve the problem recursively on a search space of size U/r. The depth of the recursion is O ([log, q) , so the minimum can be found in O(Dr[log, Ul) . The deterministic complexity of this minimization problem is therefore the same as the randomized complexity-namely, O(Dr)-if the size of the search opacc U is polynomial in P. For still larger U, one can apply a more complicated procedure due to Gao, et al. 1311, WC are only able to find one application of this deterministic approach:
Given a set of n points in the plane, find a k-point subset of the minimum Euclidean diameter.
For k close to a fraction of n, the best algorithm for the above problem is due to Eppstein and Erickson [28] and runs in O(a310g2 n) time. This algorithm decomposes the problem into n subproblems. Each subproblem is solved in O(n210g2n) time by applying binary search to an O(n2 log n)-time decision algorithm. The search space is the set of all interpoint distances, enumerable in O(n2 logn) time easily. Thus, we have here r = n, D = O(n210gn), and U = O(n2), so we can solve the problem in O(a3 log a) worst-case time, a logn factor improvement over Eppstein and Erickson's bound.
For smaller values of Ic, one can combine this result with known techniques [22, 281 to derive the improved deterministic time bound of O(n log a + nk2 log k). The corresponding randomized bound was recently discovered by Bhattacharya and ElGindy [7] .
