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оно .либо эр.лtuтово, .либо является шсстимер'НЫ.М ZNIС-много­
образие.м с 'Не1ттегрируе1.~ой структурой. 
Теорема 3. Собственное Z N !С-многообразие является .мно­
гообразие.л~ то"Че"Чно 1~остоянной 20.ло.морфной секционной кри­
визны тогда и только тогда, когда оно с то"Чностью до кон­
циркулярного преобразования метрики лока.ль'НО го.ломорфно 
изо.метрuчно .~ибо коJ.tп.лексно.му евклидову пространству сп, 
снабженному канони"Ческой ке.леров ой структурой, .либо шес­
ти.мерной сфере 56 , снабженной канонической приближенно ке­
леровой структурой. 
Б. Г. Габдулхаев (Казань) 
ОБ ОДНОМ НЕЛИНЕЙНОМ 
СИНГУЛЯРНОМ ИНТЕГРАЛЬНОМ УРАВНЕНИИ 
С МОНОТОННЫМИ ОПЕРАТОРАМИ 
Введение 
В вещественном пространстве L2 = 1 2 (0, 27r) квадратично­
суммируемых 27!'-периодических функций с обычными скаляр­
ным произведением (" ·) и нормой 11 · 11 исследуются точные и 
приближенные методы решения нелинейного сингулярного ин­
тегрального уравнения 
,\ 12,,. а - s 
a(s, x(s)) + -2 h(s, а)Ь(а, x(a))ctg-- da = 7r о 2 
= y(s), -оо < s < оо; (1) 
здесь а( s, и) и Ь( s, и) - известные непрерывные функции в об­
ласти ~2 , 271'-периодические по переменной s; h( s, а) - извест­
ная симметрическая Я-непрерывная 271'-периодическая по каж­
дой из переменных функция; y(s) - данная, а x(t) -- искомая 
функции из L 2 , причем ,\ - произвольный вещественный пара­
метр. 
1. Теорема существования и единственности решения 
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Теорема 1. Пусть дJLя JLюбых s, и, v Е IR и некоторых 
М1, ]•/[2, m1, m2 Е JR+ выпо.л.нены ус.л.овил: 
la(s,u)-a(s,v)/ ~ M1/u-v/, [a(s,u)- a(s,v)](u-v) ~ m1 /u-v/2 , 
lb(s,u)-b(s,v)I ~ M2lu-vl, [b(s,u) - b(s,v)](u-v) ~ m2 /u-v/ 2 . 
Тогда при любых Л Е R и у Е L 2 уравнение (1) имеет един­
ственное решен'ие х * Е L 2 , при'Ч,е.\.t 
1 m2 Mi м2 lly(s) - a(s,c(s,0))1! ~ llx*(s)ll ~ 
1 (м )2 ~ - - 2 liy(s) - a(s, c(s, 0))11, 
m1 m2 
где фую>-v,ил c(s,u) определяется в с.л.едующем параграфе. 
2. Итерационный метод 
Полагая b(s, x(s)) = z(s), в условиях теоремы 1 имеем x(s) = 
с( s, z ( s)), где с( s, и) - липшиц-непрерывная по переменной и 
1 функция с постоянной и сильно монотонная функция с 
m2 
постоянной ;;; . Введем оператор К : L2 ~ L2 по формуле 
2 
л (2 11" (7 - s 
Kz = a(s,c(s, z(s)) + 2 7Т Jo h(s, r7)z(r7)ctg-2- dr7 = y(s). (2) 
Теорема 2. В усJLовилх теоремы 1 единственное решение 
уравнения (1) можно найти итераv,ионным методом 
x'(s) = c(s,zi(s)), z' = zi-l + :;2 (у- Kzi-I), i = 1,2, ... , 
(З) 
схоолщимсл со скоростыо геометри'Ческой прогрессии со эна­
менателе.\.t q = (1 - (m/M) 2 ) 112 < 1 при любом на'Ч,альном при­
бJLижениu z0 Е L2; эдесь /11 h/: - норм.а сuнгул.ярн020 интег­
раJLьного оператора с ядром ГиJLьберrпа и с плотностью h( s, r7), 
в 'Ч,астности, llih!I = 1 при h(s, r7) = 1. 
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3. Проекционные методы 
Обозначим через { 'f!; ( s)} 1 полную ортонормированную сис­
тему функций из L2 (0, 27i). Приближенное решение уравнения: 
(1) буде:м: искать по формуле 
n 
x"(s) = c(s,zn(s)), Zn(s) = l:a;'f!;(s), а; Е ~~' п Е N, (4) 
i=l 
где элемент zп(s) определим как решение конечномерного урав­
нения 
n 
PnKZn=Pny, Pn'f!=L(IP,'f!i)'Pi> 'f!EL2. (5) 
i=l 
Теорема 3. В условиях теореi.r.ы 1 уравнения (2) и (5) име­
ют единстве'Нные решс'Нил z• ( s) Е L 2 и Zn ( s) Е L2 при .любых 
у Е L2 и .любых п Е N, а приближеш~ые решения Xn(s) из (4) 
сходятся в L2 к то'Чному решению х* Е L2 урав'Нения ( 1) со 
скоростью, определяемой неравенствами 
п Е N, (6) 
гае Еп(z*) --- 'Наилучшее среднеквадратическое приближение 
решения уравне'Ния (2) всевозможными эле.ме'/iтами вида zп(s). 
4. Квадратурные методы 
Приближенное решение уравнения (1) при y(s) Е С2тr ищется 
в виде 
где 
{ 
~ sin(2п + 1)~ cosec ~ 
Лп(ср)= t 2 2 
. 'Р 
2 stn пер ctg 2 
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2k7i 
Sk=-, 
п 
(7) 
при п = 2m + 1(т+1 Е N); 
при п = 2m (т Е N). 
Неизвестные коэффициенты а1 , а: 2 , .•. , an определяются из сис­
темы конечномерных уравнений 
), n 
a(sj,c(sj,a1 )) + ~ L hjk!Зj-kak = Yi• j = 1,n, n Е N, (8) 
k=1 
где Yi = y(s1), Jiik = li(s3, sk), 
{ 
tg j - k 7r если j - k четно; rзj-k = f3J-k(n) = f1:._ j, 
ctg --Jr, если j - k нечетно 2п 
при п = 2m + 1, а при n = 2m -
f3j-k = /ЗJ-k(n) = { о, k-j 2ctg --Jr, 
п 
если j - k четно; 
если j - k нечетно. 
Теорема 4. Пусть коэффищ~енты уравнения (1) таковы, 
'Что в условиях теоремы 1 то'Чное решение х• ( s) Е C2 rr. Тог­
да система (8) имеет еои?-tсmве?-tное реше?-tие и приближентzе 
решения (7) сходятся к то'Чно.му решению в простра?-tстве L 2 
со скоростью, определяемо'й структурными своilства.«.и исход­
ных данных; в 'Частности, если они таковы, 'Что х• ( s) Е wr нсх 
(r + 1 Е N, О ~ С\' ~ 1), то 
llx* - x~ll =О (n-r-a), r +а> О. (9) 
Замечание. Условия на функции a(s, и), b(s, и) и h(s, а) 
могут быть ослаблены; напр., теоремы 1-4 остаются в силе и 
в том случае, когда функция h(s,a) не является симметричной, 
но удовлетворяет условию: 
слабосингулярный интегральный оператор ЛJh-, где 
l ·h- 1 1271' h(s,a)- h(a,s) и - s ( )d х = - ctg --х а а, 2п 0 2 2 
является неотрицательным в пространстве L2 или, более общо, 
наименьшее собственное значение ),0 указанного симметричного 
оператора удовлетворяет неравенству m 1m2M2- 2 + Ло >О. 
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