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In a recent paper entitled "Some sufficient conditions for occurring bifurcation" [1], H. S. Qin 
claims to have obtained sufficient conditions for bifurcation from multiple igenvalues. The setting 
is that of an equation 
F(x,/~) = 0, (1) 
where F: R" x R--, R" is smooth, with F(0,/~) = 0, V# e R. It is assumed that for some Poe R we 
have rank DxF(O, ~)  = n - rn, with 1 < m < n. Theorems 2.1, 2.2 and 2.3 of Ref. [1] give then, 
sufficient conditions for the bifurcation of nonzero solutions of equation (1) at the trivial solution 
(0, P0); also approximate expressions are given for the bifurcating solution branches. 
In this paper we want to show that these results are essentially on bifurcation from a simple 
eigenvalue, and can easily be obtained from the classical CrandaU-Rabinowitz heorem [2]. The 
formulation used in Ref. [1], which allows the case m > l, is misleading and gives a false impression 
that the results have to do with "higher multiplicities". What happens i  that one looks for solutions 
in a subspace with codimension m - 1, while assuming that: 
(a) m - 1 of the n scalar equations in equation (1) are automatically satisfied for x 
in this subspace; 
(b) zero is a simple eigenvalue of DxF(O, ~o) when the nonrelevant dimensions are 
taken out of the picture. 
Condition (a) is especially severe when m > 1, except when it is a consequence of symmetry 
considerations (e.g. Ref. [3]). 
To be more precise let us formulate the following "generalized" version of the Crandall- 
Rabinowitz theorem. 
Theorem I
Let X and Y be Banach spaces, X 0 a closed subspace of X and Y0 a closed subspace of Y. Let 
F: Y x R --* Y be a smooth mapping such that 
and 
F(O,z) = O, VUER, (2) 
F(Xo x R) ~ Yo. (3) 
Let he  R and x0 e X0\{0} be such that if we put L := DxF(0, ~)E  £a(X, Y), then 
(i) N(L) N Xo = span{xo); 
(ii) N(Xo) is closed and has codimension one in Y0; 
(iii) D~D,F(O, ~)" Xo ¢ L(Xo). 
Then #o is a bifurcation value for the problem 
F(x, 2) = O. 
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More precisely, there exists a neighbourhood coof (0, ~0) in X x R, an E > 0, and smooth mappings 
-f0: ( -  E, E) ~ X0 and ~:  ( -  E, E) --~ R such that 
(1) Ro(P) = pxo + O(p ~) as 
(2) ~o(0) =/6;  
(3) {(x,/~) E co Ix ~Xo, x ~0 
p --*0; 
and F(x,l~)=O} = {(Yo(p),fto(p))[O< p <E}Nco. 
To prove this theorem one simply applies the classical Crandall-Rabinowitz theorem on 
bifurcation from a simple eigenvalu¢ to the equation 
ro(x,u) =0, (5) 
where F0: X0 x R ~ I"0 is defined as the restriction of F to X0 x R; condition (2) allows to consider 
F0 as a mapping into Y0. We have L0:= DxFo (0,/6) = L Ixo ~ -~(Xo, Yo), and (i)-(iii) are conditions 
on L0, namely, precisely those conditions needed to apply the Crandall-Rabinowitz theorem. Also, 
if one goes through a proof of the Crandall-Rabinowitz theorem which uses the Liapunov-Schmidt 
reduction (example in Ref. [3]), then it is easily seen how one calculates the Taylor expansions of 
~0(P) and li0(p). 
Let us now return to Qin's paper [1]. Using the notations and assumptions of that paper we have 
the following. 
Theorem 2 
Under the assumptions 1 and 2 of Ref. [1],/6 is a bifurcation value for equation (1). 
Proof One simply applies Theorem 1, with X= Y=R"  and X0= Yo={X6R"lx2 = 
. . . .  xm=0}. The transversality condition (iii) corresponds to the condition ah(~)~0 of 
Ref. [1]. 
From above we also see that in order to reach the conclusion that/6 is a bifurcation value it 
is unnecessary to make any further assumption about the higher order terms in F(x, 2), as is done 
in Ref. [1] [e.g. the condition f tH) ( /6)#0 in Theorem 2.1, or the conditions ftH)(/Zo)=0 and 
• 2(/6) # 0 in Theorem 2.2]. Such conditions come only into the play when one wants to write the 
bifurcating solutions as a function of the parameter/~. [Notice that in part (3) of Theorem 1 the 
bifurcating branch is parametrized by p, which is essentially the "amplitude" of the corresponding 
solution (x0(p),/i0(p))]. Let us briefly mention how this is done. 
In order to find the solutions of expression (4) corresponding to a given value of/~ near/6 one 
has to solve the equation 
A(p)=, ,  (6) 
for p, and then replace p by this solution in g0(P). Let us assume that/i0(p) has a Taylor expansion 
~(p)=/6  +bkpk +O(pk+~), bk #O, (7) 
for some k ~ 1; as we have already remarked it is possible to calculate the Taylor expansion of 
li0(p) directly from the Taylor expansion of F(x, ~); in particular, this allows to obtain the integer 
k and the coefficient bk appearing in condition (7). In the context of Ref. [1] the condition (7) holds 
with k = 1 if f l I I J ( /6)~0, with k =2 if flll~(/6)=O and a : (~)#0,  and with k =3 if 
F~n)(/6) = 0, ~( /6 )= 0 and a3(/6)# 0. We have then the following result. 
Theorem 3 
Assume the conditions of Theorem 1 and expression (7). If k is odd then equation (4) has for 
each IX near/60z #/6)  a unique nonzero solution x~ e X0 near zero, of the form 
x, = x0 + O(I/~ -/612/k). (8) 
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I f  k is even then equation (4) has for # near ~(# # ~)  the following nonzero solutions near zero 
in X0: 
(a) no such solutions if bk(~ -- #0) < O; 
(b) exactly two such solutions if bk(# -- ~)  > O; these solutions have the form 
x~ = +_ x0 + O(l~ - ~12/k ) .  (9) 
(In expression (8) we use the notation a ~/k := ]a ]Ilk sign a for a # 0 and k odd). 
Proof. One can easily prove that there is a neighbourhood f (0, ~)  in R 2 and a constant C > 0 
such that 
Ipl_- < el# -~1 '/k, (10) 
for each solution (p, #) of equation (6) in this neighbourhood. If k is odd this allows us to make 
the scaling 
p=v~,  #- -p~=t~ k, 
in equation (6); the resulting equation can be solved for v = i(tr) by the implicit function theorem; 
one has if(0) = ( l /bk)  Ilk, leading to expression (8). If k is even then one uses the scalings 
p = vtL # -- Po = ak or  p ~--- VO', ~'~ - - ~ ' /0  = - -  0"k ,  
depending on the sign of # -#0.  
The results in Section 3 of Ref. Ill can be obtained by a straightforward application of this 
approach. 
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