We construct a counter-example of polynomial Sarnak conjecture for minimal systems, which assets that the Möbius function is linearly disjoint from subsequences along polynomials of deterministic sequences realized in minimal systems. Our example is in the class of Toeplitz systems, which are minimal.
Introduction
The Möbius function µ : N → {−1, 0, 1} is defined by µ(1) = 1 and µ(n) = (−1) k if n is a product of k distinct primes; 0 otherwise.
(1)
Let (X, T ) be a topological dynamical system, namely X is a compact metrizable space and T : X → X a homeomorphism. We say that a sequence ξ = (ξ(n)) n∈N is realized in (X, T ) if there is a continuous function f ∈ C(X) on X and a point
x ∈ X such that ξ(n) = f (T n x) for all n ∈ N. Moreover, the sequence ξ is said to be deterministic if it is realized in a system of zero topological entropy. Here is the well-known Sarnak conjecture [Sar10] .
Sarnak Conjecture: The Möbius function µ is linearly disjoint from any deterministic sequence ξ. That is, holds for every f ∈ C(X), every polynomial p : N → N 0 and every x ∈ X.
Obviously, polynomial Sarnak conjecture implies Sarnak conjecture. It is well-known that Sarnak conjecture follows from Chowla conjecture (see [Sar10, AKPLDLR14, Tao12] ). Even though Sarnak conjecture has been proven for various dynamical systems, it is still widely open in general. We refer to [FKPL18] for a survey of many recent results on Sarnak conjecture. See also [AKPLDLR14, HLSY17, Shi18] for other research around Sarnak conjecture.
Green and Tao [GT12, Theorem 1.1] proved that nilsystems satisfy polynomial Sarnak conjecture. Using Green and Tao's result and adopting the proof that the Möbius function is a good weight for the classical pointwise ergodic theorem [AKPLDLR14, Proposition 3.1] (see also [FK19, Theorem C]), Eisner [Eis18, Theorem 2.2] proved that (3) holds for f ∈ L q (ν) and for ν-a.e. x where q > 1 and ν is any T -invariant measure. Fan [Fan19] proved such result for weight (other than Möbius function) having Davenport's exponent > 1/2. Nikos Frantzikinakis and Mariusz Lemańczyk observed that polynomial Sarnak conjecture is false without the minimality assumption. Let a = (a n ) n∈Z with a n := µ(k), n = k 2 for some k ∈ N 0 otherwise .
Then the sequence a is deterministic and lim N →∞ 1 N N n=1 µ(n)a n 2 = 6 π 2 . One can see more details in [Eis18, Page 4] .
In [HLSY19] , the authors showed that every sequence is 'closed to' a Toeplitz sequence in Besicovitch distance, whose entropy is controlled by the entropy of the original sequence. The proof in [HLSY19] is constructive. In the present paper, inspired by the construction in [HLSY19], we will find a counterexample of polynomial Sarnak conjecture for minimal systems. Here is our main result. Theorem 1.1. Let ǫ > 0 be an arbitrary small number. Then there exists a Toeplitz sequence b such that 1. the dynamical system (X b , σ) is of entropy zero;
lim sup
A generalization of Theorem 1.1, where Möbius function is replaced by other arithmetic functions, is presented in Section 4 (Theorem 4.1). Theorem 4.1 is proven by the same argument as in the proof of Theorem 1.1. Thus we focus on the proof of Theorem 1.1.
Since Toeplitz systems are minimal, Theorem 1.1 admits the following corollary 1 .
Corollary 1.2. Polynomial Sarnak conjecture for minimal systems is false.
We point out that, simultaneously and independently of this work, Adam Kanigowski, Mariusz Lemańczyk and Maksym Radziwi l l [KLR20] obtained an elegant alternative proof of Corollary 1.2. Their proof is based on the construction of their main counterexamples to prime number theorem in the class of continuous Anzai skew products. This Anzai skew product is uniquely ergodic, as well as minimal.
Preliminiries
In this section, we recall several basic notions in topological dynamical systems.
Transitivity and minimality
A topological system (X, T ) is said to be transitive if there exists some point x ∈ X whose orbit Orb(x, T ) = {T n x : n ∈ Z} is dense in X and we call such a point a transitive point. The system is said to be minimal if the orbit of any point is dense in X. A point x ∈ X is called a minimal point if (Orb(x, T ), T ) is minimal.
Symbolic dynamics
Let S be a finite alphabet with k symbols, k ≥ 2. We assume that S = {1, 2, · · · , k}. Let Σ k = S Z be the space of all bi-infinite sequences
with the product topology. A metric on Σ k compatible with the topology is given by d(x, y) = 1 1+m for x, y ∈ Σ k , where m = min{|n| : x n = y n }. The shift map σ : Σ k → Σ k is the homeomorphism defined by (σx) n = x n+1 for all n ∈ Z. The pair (Σ k , σ) is called a full-shift dynamical system. Any subsystem of (Σ k , σ) is called a subshift system.
Each element of S * = k≥1 S k is called a word or a block (over S). We use |A| = n to denote the length of A if A = a 1 . . . a n . If ω = (. . . ω −1 ω 0 ω 1 . . .) ∈ Σ k and a ≤ b ∈ Z, then ω[a, b] = ω a ω a+1 . . . ω b is a (b − a + 1)-word occurring in ω starting at place a and ending at place b.
Let (X, σ) be a subshift system. The cardinality of the collection of all n-words of X is denoted by p X (n). Then the topological entropy of (X, σ) is defined by
Let ω ∈ Σ k . Denote the orbit closure of ω by X ω . We call h(X ω , σ) the entropy of the sequence ω, and also denoted it by h(ω).
Odometers
Fixing a sequence of positive integers (n i ) i∈Z with n i ≥ 2, let
with the discrete topology on each coordinate and the product topology on X. Let T be the transformation that is the addition by (1, 0, 0, . . .) with carrying to the right. In other words, the transformation T has the form
where k is the least entry such that x k < n k − 1, and if there is no such k then it produces (0, 0, . . .). This system (X, T ) is called an adding machine or odometer.
Toeplitz systems
It is clear that a regularly recurrent point is a minimal point. It is well-known that a topological dynamical system is a subsystem generated by a regularly recurrent point if and only if it is a minimal almost one-to-one extension of an adding machine (see for instance [Dow05, Theorem 5.1]).
A regularly recurrent point in a symbolic dynamics is called a Toeplitz sequence. The subshift defined by a Toeplitz sequence ω is called a Toeplitz system. Toeplitz systems can be characterized up to topological conjugacy with the following three properties (see for example [Dow05, Theorem 7.1 and Page 14]):
(1) minimal,
(2) almost 1-1 extensions of adding machines,
(3) symbolic.
3 Construction of the counter-example.
In this section, we construct a counter-example to polynomial Sarnak conjecture. We first prove a technical arithmetic lemma which is crucial to the construction.
A technical lemma.
An integer q is called a quadratic residue modulo n if there exists an integer x such that
x 2 ≡ q mod n.
Throughout this section, we focus on prime power modulus. It is well-known that a nonzero number is a residue modulo 2 n with n ≥ 1 if and only if it is of the form 4 r (8s + 1) for some non-negative integers r and s.
for r, s ≥ 0 and 4 r (8s + 1) ≤ 2 n .
Lemma 3.1. Let n ≥ 1. For any non-negative integers r, s satisfying 4 r (8s + 1) ≤ 2 n , we have #B r,s,n = 2 r #B 0,s,n−2r ≤ 2 r+2 .
Proof. Let r, s be non-negative integers satisfying 4 r (8s + 1) ≤ 2 n . Clearly, we have 0 ≤ r ≤ ⌊ n 2 ⌋, where ⌊x⌋ is the greatest integer less than or equal to x. We firstly consider the case that r ≥ 1. Let k ∈ B r,s,n . It follows that
We observe that 1 ≤ k 2 r ≤ 2 n−r and
for all 0 ≤ ℓ ≤ 2 r − 1. This means that 1 2 r B r,s,n ∩{ℓ · 2 n−2r + 1, ℓ · 2 n−2r + 2, . . . , (ℓ + 1) · 2 n−2r } = ℓ · 2 n−2r + 1 2 r B r,s,n ∩ {1, 2, . . . , 2 n−2r },
for all 0 ≤ ℓ ≤ 2 r − 1. Combining (5) and (6), we establish that #B r,s,n = 2 r #B 0,s,n−2r . It remains to show that #B 0,s,n ≤ 4. Let a ∈ B 0,s,n . Clearly, the integer a is odd. It is easy to check that B 0,s,1 = 1, B 0,s,2 = 2 and B 0,s,3 = 4 (in fact, s has to be 0 in these cases). Now we assume n ≥ 3. Suppose b ∈ B 0,s,n with a 2 ≡ b 2 mod 2 n . Without loss of generality, we might assume b ≥ a. Let m = b − a which is an even integer. By the fact that a 2 ≡ (a + m) 2 mod 2 n , we get (2a + m)m ≡ 0 mod 2 n . Since m is even, we have a + m 2 m 2 ≡ 0 mod 2 n−2 .
Since a is odd, we see that the two integers a + m 2 and m 2 are exactly one odd number and one even number. It follows that 2 n−2 divides one of the two integers (a + m 2 ) and m 2 . Since 0 ≤ m < 2 n , we obtain that m takes the value in one of 0, 2 n−1 , 2 n−1 − 2a and 2 n − 2a. Therefore, we have B 0,s,n ⊂ {a, a + 2 n−1 , 2 n−1 − 2a, 2 n − 2a}.
This completes the proof.
Proof of main theorem.
Firstly we review the main result in [HLSY19, Theorem 1.1] concerning the construction of a Toeplitz sequence "close to" the given sequence.
Theorem 3.2. Let a = (a n ) n∈Z ∈ k . For any ǫ > 0, there exists a Toeplitz sequence b = (b n ) n∈Z such that
Actually, the proof of Theorem 3.2 is to construct a suitable sequence {a (M) } ∞
M=1
(based on a) by induction and then take b = (b n ) n∈Z = lim M→∞ a (M) . The proof of our main theorem is influenced by this construction. Here is the rough outline of our proof. We set a to be the sequence given by Nikos Frantzikinakis and Mariusz Lemańczyk mentioned in Section 1. We would like to find b of zero entropy so that not only the Cesàro averages 1 N N n=1 |a n − b n | but also 1 N N n=1 |a n 2 − b n 2 | are sufficient small. Since the sequence {n 2 } ∞ n=1 has zero density in N, Theorem 3.2 does not provide any information on the average 1 N N n=1 |a n 2 − b n 2 |. Thus only Theorem 3.2 is not enough. By using Lemma 3.1 and adopting the method in the proof of Theorem 3.2, we carefully construct a specific sequence {a (M) } ∞ M=1 and take b to be the limit of a (M) .
Proof of Theorem 1.1. Let ǫ > 0. Let a = (a n ) n∈Z be defined by a n := µ(k), n = k 2 for some k ∈ N 0 otherwise.
We see from the proof of Lemma 3.3 that h(X a , σ) = 0. We would like to construct a Toeplitz sequence b = (b n ) n∈Z such that h(X b , σ) ≤ 2h(X a , σ) = 0 and the Cesàro averages of the sequence |a n 2 − b n 2 | are less than ǫ along a sequence of increasing subsets of N. Then we have the following lim sup
In fact, we will construct the sequence {a (M) } ∞ M=1 by induction on M and take b = (b n ) n∈Z as the limit of a (M) . Now we begin to construct the sequence {a (M) } ∞ M=1 by induction on M . Choose a decreasing sequence (ǫ i ) i∈N of positive numbers such that ǫ 0 = ǫ and ǫ i+1 < ǫ i /2. Pick an increasing sequence (n i ) i∈N of non-negative integers such that n 0 = 0 and n i > max{2n i−1 , n i−1 + 2 − log 2 ǫ i }.
Step 1: Let l 1 = 2 n1 ∈ N. Then 4 l1 ≤ ǫ 1 . Note that a 0 = 0. Let a (1) = {a
(1) n } n∈Z be the sequence defined as follows: a (1) n = 0, if n ∈ l 1 Z; a n , otherwise.
Assume that the sequences a (i) are well defined for all i ≤ M − 1. Now we construct a (M) .
Step M : Let l M = 2 nM ∈ N. Then n M > 2n M−1 and
Define a (M) ∈ {−1, 0, 1} Z as follows:
By induction on M , the sequences a (M) are well established for all M ∈ N. It is clear that the limit b = lim M→∞ a (M) exists and that b is a Toeplitz sequence. By Lemma 3.3, the dynamical system (X b , σ) is of entropy zero. Now we only need to show (8).
Let D = {n ∈ Z : a n = b n } and
It is easy to see that min n∈DM |n| ≥ 2 nM − 2 nM−1 . We denote by K M the largest integer that is smaller than (2 nM − 2 nM−1 ) 1/2 and divided by 2 nM−1 . Let A M = {k 2 : 1 ≤ k ≤ K M }. Clearly, #A M = K M . By Lemma 3.4, we have that
for all M ≥ 1. By the fact that a n , b n ∈ {−1, 0, 1} and the definitions of D and K M , we have that
As min n∈DM |n| ≥ 2 nM − 2 nM−1 , we see that
Combining (11), (12) and (13), we obtain that
On the other hand, it is easy to compute that
Together with (14), we obtain that lim sup
Lemma 3.3. One has that
for all M ≥ 1. Moreover, the dynamical system (X b , σ) is of zero entropy.
Proof Then the inequality (16) is followed by combining the facts as follows:
• By the constructions of b and the assumption that l M |l M+1 , we see that
• By the construction of (a (M) ), we see thatp a (M ) (l M ) ≤p a (l M ).
On the other hand, by definition of a, we see that for any n-word ω = a[m, m + n − 1] of a, if m ≥ (n − 1) 2 , then the digits of ω contain at most one non-zero alphabet. Thus p a (n) is bounded above by the quadratic polynomial Q(n) = n 2 + 2n. Therefore, the entropy of (X b , σ) is
Lemma 3.4. For any M ≥ 1, one has that
Proof. Note that every positive integer n can be uniquely expressed by the finite sum n = Obviously,
m . Noticing that 2 nm divides the number K M = #A M and (k +2 nm ) 2 is congruent to k 2 modulo 2 nm for any integer k, we obtain that the set A M ∩ D (i) m is "periodic" with "period" 2 nm in the following sense:
for i = 1, 2. Thus it is sufficient to focus on A M ∩ D (i) m ∩ {k 2 : 1 ≤ k ≤ 2 nm }. Notice that for k ∈ B r,s,nm , we have h m−1 (k 2 ) = h m−1 (4 r (8s + 1)). It follows that the set {k 2 : k ∈ B r,s,nm } is contained entirely in either D (1)
(2) m ∩ {k 2 : 1 ≤ k ≤ 2 nm } for every r, s. Thus we have the decomposition that
where r, s run over all non-negative integers satisfying that 4 r (8s + 1) ≤ 2 nm and that 4 r (8s + 1) ∈ D As we have mentioned before, the sequences b and a (M) (M ≥ 1) are deterministic. In this secion, we will firstly show that each a (M) = (a (M) n ) n∈Z in the construction satisfies Sarnak Conjecture, that is,
Then we will prove that the sequence b also satisfies Sarnak Conjecture.
for r ∈ Z, m = 1, 2, . . . , M ; a n , otherwise. 
On the other hand, it is easy to see that c (m) are period sequence for 1 ≤ m ≤ M . By [Dav37] , we get
for 1 ≤ m ≤ M . Combining (22) and (23), we get (21) and conclude that a (M) satisfies Sarnak conjecture.
It remains to show that b has the same property. By the construction for b, one has that 1 N N n=1
for all N, M ≥ 1. Combining this with the fact that ∞ m=M+1 ǫ m < ǫ M , we see that
for all M ≥ 0. It follows that
for all M ≥ 0. Thus we have that
for all M ≥ 0. Therefore for arbitrary M ≥ 0, we conclude that
As ǫ M → 0, one has that b satisfies Sarnak Conjecture.
Generalization of Theorem 1.1.
Note that we can adapt the proof of Theorem 1.1 to arithmetic (not necessarily multiplicative) function other than Möbius function: The proof of 1. and 3. of Theorem 4.1 is followed by the same argument of the proof of Theorem 1.1, where we replace a by the sequence a(ω) = (a n (ω)) n∈N defined by a n (ω) := ω(k), n = k 2 for some k ∈ N 0 otherwise.
The proof of 2. of Theorem 4.1 is the same as in Section 4.1.
Further remarks.
Recall that the sequential topological entropy of a dynamical system (X, T ) along the sequence (P (k)) k∈N is defined by
where α runs over all finite open covering of X and N (θ) is the minimal cardinality among all cardinalities of sub-covers of θ. A dynamical system is said to be of polynomial entropy zero if its sequential topological entropy is equal to zero along every polynomial sequences.
In the same paper where polynomial Sarnak conjecture was formulated, Eisner [Eis18] also proposed a weaker version of polynomial Sarnak conjecture for minimal system:
Conjecture 5.1 (Conjecture 2.4, [Eis18] ). Let (X, T ) be a minimal topological dynamical system of zero polynomial entropy. Then (3) holds for every f ∈ C(X), every polynomial p : N → N 0 and every x ∈ X. Since a dynamical system of zero sequential entropy (along some increasing sequence in N) is of zero topological entropy, Conjecture 5.1 is followed by polynomial Sarnak conjecture.
Unfortunately, We don't know how to calculate the polynomial entropy of b (in Theorem 1.1) along any polynomial so far. Thus we have no idea whether the sequence b is a counter-example of Conjecture 5.1. However, we could show the following property of b which is related to the polynomial entropy of b. Let P : N → N 0 a polynomial. For every n ∈ N, we define β P (n) to be the largest integer m such that P (m) ≤ n. By (16), we have lim sup ≤ lim n→∞ log(P (n) + 1)Q(P (n)) 2 n = 0.
We remark that the above sup-limit is incomparable with the limit (26). However, the above sup-limit is the upper bound of the limit that has the form (26) where lim sup is replaced by lim inf.
