Abstract
Introduction
Accessing and managing credit risk of risky debt instruments has been a major area of interest and concern to academics, practitioners and regulators, especially in the aftermath of a series of credit crises in recently years, such as the Russian default and collapse of Enron and WorldCom. According to a recent study by Kao (2000) , the increase in published articles on credit-risk pricing has been stunning over the past five to seven years. In particular, there has been a fast growing literature on models of credit risk measurement. 1 One measurement issue that is both interesting and challenging is credit risk of a portfolio of risky bonds. This is especially relevant for banks, pension funds, insurance companies, and bond mutual funds. However, the literature on the portfolio credit risk is still new, especially on empirical studies.
In this paper, we examine the time series behavior of credit spreads on corporate bond portfolios and propose an econometric model of such spreads that incorporates portfolio rebalancing, unit root, conditional heteroscedasticity, jumps, and bond and/or equity market factors. More specifically, we apply this model to option-adjusted spreads (OAS) of Merrill Lynch (ML) corporate bond indices for nine rating/maturity categories over January, 1997 through August, 2002. There are a few benefits from examining credit spreads of corporate bond indices from a major dealer. 2 First, the ML credit spread indices are representative portfolios with a given rating and maturity range, and often serve as benchmarks to corporate bond funds.
These indices are updated daily based on the bid price from the ML trading desk. Yields on several Merrill Lynch corporate bond indices are in fact quoted in the Wall Street Journal now.
Corporate bond market as a whole has become increasingly important in asset allocation for institutional investors. 3 For corporate bond index funds, the tracking of corporate bond indices is a significant problem. The accuracy of the tracking models crucially depends on the underlying assumptions on the interest rate dynamics and the credit spread dynamics of the given index; see Jobst and Zenios (2003) for a discussion on the tracking of corporate bond indices . Characterizing and predicting the systematic movements of credit spreads assumes paramount importance in the effort of index tracking and superior investment 1 See, for example, Caouette, Altman, and Narayanan (1998), Saunders and Allen (2002) , Duffie and Singleton (2003) and references therein.
2 Three widely followed corporate bond indices covering both the investment-grade and high-yield corporate bond markets are those published by Lehman Brothers, Merrill Lynch, and Salomon Smith Barney (Reilly and Wright, 2001 ). The dynamics of credit spread indices poses a challenge in the modelling of financial time series. Like equity indices, a corporate bond index is often rebalanced, usually at monthly frequency, to maintain the qualifying criteria for the index. Whereas this issue is always ignored in studies of equity indices, we believe that it should not be so in modelling the behavior of a corporate bond index. This is because frequent portfolio rebalancing has two direct impacts on the time series properties of portfolio credit spreads. First, since large movements in credit spreads of an issuer are often accompanied by changes in credit ratings, for rating based corporate bond indices, credit spreads on index rebalancing days are implicitly bounded by some absorbing boundaries. As a consequence, even though in between rebalancing days, credit spreads could behave as a unit root process, they are stationary on rebalancing days. Second, the rebalancing refreshes off previous memory to certain extent because of the changes in the index components. (The dynamics of credit spread indices can be considered to have a short memory.) The econometric model we propose is flexible enough to capture these special features of corporate bond indices.
Specifically, we assume that credit spreads on rebalancing days have a bounded distribution. This distribution converges to log-normal when the upper bound goes to infinity and the lower bound goes to zero, and does not depend on any past history. While this assumption is rather strong, since likely a considerable number of bonds remain in the index upon rebalancing, our model specification generates explicit estimates of the two absorbing boundaries (within which rebalancing day credit spreads are randomly distributed). Given the difficulty in quantifying the degree of memory refreshing, our assumption can yet be regarded as a good one for practical purpose. The absorbing boundaries are essential features of rating based credit spread indices, and should be incorporated into the pricing of any financial products whose payoff is linked to the credit spread of a particular rating class of bonds. To our knowledge, this study is the first to consider the effect of rebalancing on the dynamics of credit spread indices and to explicitly estimate the boundaries (induced by rebalancing) of spreads on rebalancing days.
We propose a renewal ARX-ARCH-Jump specification to model the behavior of the logarithm of credit spreads between two adjacent rebalancing days. (Non-negativity of credit spreads makes it natural to focus the time series study of credit spreads on the logarithm.)
Empirical evidence has documented that credit spreads exhibit volatility cluster and rare extreme movements. For instance, Duffee (1999) notices that failure of incorporating the GARCH effect in the conditional variance of individual bond credit spreads has resulted in model specification errors. Pedrosa and Roll (1998) find strong GARCH effect and nonnormality in the distribution of log credit spread changes at the index level. However, a GARCH conditional variance specification for rebalanced credit spread portfolios is not plausible because of the vanishing memory due to rebalancing. For this reason, we adopt an ARCH specification with limited memory. In addition, we incorporate state-dependent jumps in our modelling of the dynamics of credit spreads. The jump probability is allowed to depend on the lagged general market conditions. Similar specifications have been used Third, we find that jumps play an important role in modelling the dynamics of credit spreads and that the jump intensity depends on the lagged level of CBOE VIX implied volatility index. Jumps affect credit spreads mainly through the conditional volatility of changes in log credit spreads. Our in-sample model diagnostic tests indicate that the model featuring both ARCH effect and jumps describes the data much better than the model without jumps. One-step-ahead forecast comparisons over the most recent three years provide further support on the statistical and economic significance of jumps in the dynamics of credit spreads.
To ensure that the predictable component we have identified in the movement of credit spreads is not due to slow adjustment to market information in the Merrill Lynch trading desk bid prices, we also apply our model specification to daily spreads from the S&P This article is not the first to examine empirically the daily dynamics of corporate bond credit spread indices, although the model specification introduced here is brand new. Pedrosa and Roll (1998) study the daily properties of 60 investment-grade option-adjusted spread indices from Bloomberg over October 1995 and March 1997. They find that the augmented Dickey-Fuller test suggests most credit spread series display a unit root. They also find that a Gaussian mixture could better describe the empirical distribution of credit spread changes, and credit spread changes exhibit GARCH type conditional variance. However, the Gaussian mixture and the ARCH specification have been modelled separately, and they have not considered the index rebalancing effect and the information content of lagged dependent and exogenous variables.
The remainder of the paper is organized as follows. Section 2 outlines the econometric framework we propose for modelling the dynamics of credit spreads on corporate bond portfolios that are subject to regular portfolio rebalancing. Section 3 describes the Merrill Lynch credit spread data set used in our empirical analysis. Section 4 contains the estimation results and diagnostic and robustness tests. Section 5 discusses the out-of-sample forecast issue and the implications for credit spread risk measurement and management.
Section 6 concludes.
An Econometric Model of Corporate Bond Credit Spreads
In this section we first describe our model of credit spreads on corporate bond portfolios.
We will treat separately those spreads on rebalancing days and those on non-rebalancing days. We then discuss the estimation method.
Model Specifications
Previous studies have documented that the unconditional distribution of credit spread changes exhibits leptokurtosis (Pedrosa and Roll 1998 As mentioned in the introduction, rebalancing has two direct impacts on the observed credit spreads of a particular rating/maturity index. First, since large movements in credit spreads of an issuer are often accompanied by changes in credit ratings, for rating based corporate bond indices, credit spreads on index rebalancing days are implicitly bounded by some absorbing boundaries. Second, rebalancing refreshes off previous memory to certain extent because of the changes in the index components. The econometric model we propose below is flexible enough to capture these special features of corporate bond indices.
Let S t be the credit spread of a given credit index/portfolio on day t, and Ω t denote the information set available at t. Consider first the model specification of credit spreads on rebalancing days. The credit spread S t when t is a rebalancing day is assumed to be given by:
where α, β, µ r and σ r are parameters to be estimated (the subscription r refers to rebalancing days) and 0 ≤ α ≤ β. It is easy to see that α < S t < β and
lim ur,t↑∞
Notice that under the specification given in Eq. (1), the distribution of the credit spread on a rebalancing day is independent of the past history. The implication here is that index rebalancing wipes out all memory, and after each rebalancing, the credit spread starts with a random level within (α, β), albeit following the same process. Even though this assumption is relatively strong, given the difficulty in quantifying the degree of memory refreshing, our assumption can be regarded as a good one for practical purposes and makes the consistent estimation of α and β easily attainable. Eq. (4) indicates that the spread has a lognormal distribution if rebalancing has no effect.
Consider next the model specification of credit spreads on non-rebalancing days. Suppose day t is the Jth (J ≥ 1) day after the last rebalancing day. We will often work with the logarithm of credit spreads on non-rebalancing days because it guarantees the non-negativity of predicted credit spreads from the model. We assume that the log spread, ln (S t ), conditional on the information set at t − 1, takes the following ARX-ARCH-Jump specification:
where
In the above specification, D 1,t is a dummy variable that equals one when day t is a rebalancing day and zero otherwise. This captures the vanishing memory feature from index rebalancing. Exogenous variables x k , k = 1, . . . , K, represent market factors such as interest rates. h 2to depend on lagged exogenous variables such as the volatility of interest rate and the volatility of equity market index. Specifically, the jump probability is assumed to be a logistic function augmented by lagged exogenous variables z 1 ,...,z L as follows
where p , = 0, . . . , L, are parameters to be estimated.
Estimation Method
Consider first the model of spreads on rebalancing days. It follows from Eq. (1) that
and thus
Under the normality assumption of t , the probability density function of credit spread on rebalancing day t is given by
The estimation of the parameter set θ r = [α, β, µ r , σ r ] involves maximizing the log-likelihood function as follows
where T r is the number of rebalancing day observations in the sample. MLE estimates are asymptotically consistent provided E (∂L/∂θ r ) = 0 (see Appendix A). The only constraint needed in the estimation is that α (β) should be strictly less (greater) than the sample minimum (maximum) of spreads on rebalancing days for a given credit index.
Consider next the model of spreads on non-rebalancing days. As can be seen from Eq. (5), our model of credit spreads on non-rebalancing days is specified in terms of the conditional distribution of log credit spreads. Estimation will be done by maximizing the conditional likelihood function. (A full information maximum likelihood estimation would require the joint density of log credit spread changes and the conditioning variables and is beyond the scope of this paper.)
Let also I 1,t be an indicator function that equals one in the event of jump on day t and zero otherwise. It follows from Eq. (5) that the conditional density of credit spread S t on non-rebalancing days can be written as the following:
As a result, under our model specification the density function of credit spreads on day t can be written as follows:
Since the parameter sets θ r and θ nr do not intercept, the estimation of the model could be done separately. Namely, the model in (1) can be estimated using the rebalancing day subsample only and the model in (5) estimated using the non-rebalancing day subsample only.
The Credit Spread Data
The credit spread data used in this study are daily Merrill Lynch option-adjusted spreads of corporate bond indices. 5 Each index is a market value weighted average of individual credit spreads on component bonds within a given maturity, industry, and credit rating category.
Daily prices of corporate bonds used to calculate credit spread are based on the bid side of the market at 3:00 PM New York time, and obtained from the Merrill Lynch trading desk.
Each index is rebalanced on the last calendar day of each month to maintain its qualifying criteria; see Appendix B for a detailed description of the rebalancing procedure and for the number of issues included in each index on rebalancing days. Issues that no longer meet qualifying criteria for a given index are dropped from the index and new issues that meet the qualifying criteria are included for the following month. The dynamics of credit spreads of a given index thus reflects the spread risk of a corporate bond portfolio that is regularly rebalanced to maintain its characteristics on rating, maturity, and amount outstanding. We believe that these ML data are of high quality since as mentioned earlier, yields on several Merrill Lynch corporate bond indices are quoted in the Wall Street Journal. The original credit spread series we obtained contain data on weekends or holidays.
To ensure that the credit spread data we use reflect market information, we restrict our analysis to only those days when the NYSE was open. This is done by matching the credit spread data with the S&P 500 index data over the sample period. When no matching is Before estimating the model, we look at the statistical properties of the credit spread series first. Table 1 shows the basic statistical properties of the 9 credit spread series on non-rebalancing days. Panels A through C contain respectively the summary statistics on credit spread level, basis point changes and log percentage changes in credit spreads. Credit spreads are given in basis points.
The mean and standard deviation of each credit spread series reported here are comparable to those reported in other studies using option-adjusted spreads (Caouette, Altman, and Narayanan 1998; Kao 2001). The mean and volatility of credit spreads are gener-ally higher for indices of lower quality and longer maturity. The sample mean of credit spread changes is all insignificantly different from zero. Credit spread changes of all rating/maturity categories show large excess kurtosis.
Because of the index rebalancing, we calculate the first-order serial correlation coefficient ρ(1) of credit spread changes as defined by
where T is the total number of non-rebalancing days, ∆s is the sample mean of credit spread changes, and d t is a dummy variable that takes on the value one if t is the day right after a rebalancing day, and zeros otherwise. The first order autocorrelation in credit spread changes (both in basis points and in percentage) is significantly negative for investmentgrade credit spreads and significantly positive for high-yield credit spreads at 95% significant level. The first-order serial correlation coefficient of squared credit spread changes (both in basis points and in percentage), which is defined in the same way as Eq. (15), is significantly positive at 95% significant level for all investment-grade credit spread series and C rated spread series.
Empirical Results
We present first results from testing if mean-reversion exists in the nine ML credit spread series in between rebalancing days. We then report estimation results from our model of credit spreads. Finally, we show results from robustness tests.
On Mean-Reversion of Credit Spreads
One issue in the estimation of the log credit spread distribution on non-rebalancing days as specified in Eq. (5) is when the log credit spread series is a near unit root process. In this case, the parameter inference associated with γ is non-standard. Below we detect the integration order of the credit spread in between rebalancing days in our sample.
Reduced-form models of corporate bond pricing such as Duffee (1999) Below we perform a comprehensive unit root analysis, using either unit root or stationarity as the null hypothesis, and allowing for structural breaks in the time series. When doing so, we use the whole sample period, including rebalancing day observations. If there is obvious mean-reverting in credit spreads in between re-balancing days, together with the bounded credit spreads distribution on rebalancing days, we would expect more evidence against unit root through these tests.
Standard Unit Root Tests
We begin with two widely used unit root tests in the literature. Let s t denote the logarithm of the credit spread on day t. We use the log credit spreads in all the tests so that the time series under study is not bounded from below by zero.
The augmented Dickey-Fuller (ADF) test of unit root hypothesis against the stationarity hypothesis is based on the following regression:
where t is white noise. The null hypothesis of unit root is when β = 0, while the alternative hypothesis of mean-reverting is β < 0. The autocorrelation lag p is selected following Said and Dickey (1984): the default p value is 5 * N 1/4 where N is the number of observation in the regression; based on the regression with default p value, the optimal p is then selected under the null hypothesis using the Schwartz information criterion (SIC).
Since the assumption made in the ADF test that t is white noise may be violated in the credit spread data, we consider another widely used unit root test, the Phillips-
where t is a zero-mean stationary process. The null hypothesis of unit root corresponds to β = 1 and the alternative hypothesis is β < 1. This test employs a Newey-West type variance estimator of the long-run variance of t and is robust to a wide variety of serial correlation and heteroscedasticity.
The estimate of the β coefficient in the ADF test and the Phillips-Perron test are reported respectively in Panels A and B of Table 2 . One can see from the table that the unit root hypothesis could not be rejected in any of the 9 credit spread series. The meanreversion coefficients β in the ADF test are all negative, but insignificantly different from zero. The estimates of β in the Phillips-Perron test are all above 0.99 and the unit root hypothesis is not rejected at the 95% significance level.
Stationarity Tests
It is a well-known empirical fact that the standard unit root tests such as the ADF and Phillips-Perron tests fail to reject the null hypothesis of a unit root in a near unit root economic time series. The null hypothesis is always accepted unless there is strong evidence against it. To avoid this problem, tests have been designed under the null hypothesis that the time series under test is stationary around a long-term mean, against the alternative that the time series has a unit root. We employ two such stationarity tests as a robustness check of the conclusion reached from the ADF and the Phillips-Perron tests.
The first stationarity test we use is developed by Kwiatkowski, Phillips, Schmidt and Shin (1992) (KPSS hereafter). The KPSS test assumes that the time series under test can be decomposed into a random walk and a stationary error term as follows:
where the u t 's are i.i.d 0, σ 2 u . Under the null hypothesis that σ 2 u = 0, the process under test is stationary around a long-term mean. A Lagrange multiplier test statistic is designed under the null hypothesis of stationarity and a large value of this statistic leads to the rejection of stationarity hypothesis.
Another stationarity test we use here is proposed by Bierens and Guo (1993) . The test is designed with the null hypothesis
against the alternative
where t is a zero-mean stationary process and µ is the long-term mean. Bierens and Table   2 . In the KPSS test, the null hypothesis of stationarity is rejected at 95% significance level for all credit spread series. The Bierens and Guo Cauchy tests exhibit similar pictures.
The only evidence of stationarity is from the type 3 and type 4 Cauchy tests on the credit spread of the AA-AAA 10-15 years index.
Nonlinear Augmented Dickey-Fuller Test
One possible reason for the non-stationarity shown above could be the presence of structural breaks in the credit spread time series. Perron (1989 Perron ( , 1990 ) and Perron and Vegelsang (1992) have shown that when a time series has structural breaks in the mean, the unit root hypothesis is often accepted before structure breaks are taken into account, while it is rejected after structural breaks are considered. The fact that our sample includes extraordinary financial and credit events as mentioned earlier makes it very likely to have some structural breaks.
A few unit root tests have been developed for time series with structural breaks. We use the Bierens (1997) nonlinear augmented Dickey-Fuller (NLADF) test here since it allows the trend to be an almost arbitrary deterministic function of time. The test is based on an ADF type auxiliary regression model where the deterministic trend is approximated by a linear function of Chebishev polynomials:
where P (m) t,n = P * 0,n (t) , P * 1,n (t) , ..., P * m,n (t) The results show that even after any nonlinear trend breaks are taken into consideration, the unit root hypothesis still could not be rejected.
In summary, we can conclude that there is no evidence of mean-reversion in the 9 credit spread series over our sample period in between rebalancing days. As a consequence, the empirical behavior of credit spread indices may be captured by a process in which credit spreads behave as unit root process in between rebalancing days, but are regularly pulled back within certain bounds through rebalancing.
Estimation Results of the Model of Credit Spreads
The model given in Eq. (5) is rather general. The summary statistics reported in Table 1 suggest that a particular specification of the general model may be adequate for our sample of data. In particular, results of ρ(1) ∆s and ρ(1) ∆s 2 shown in Table 1 indicate that a specification with AR(1) and ARCH(1) in Eq. (5) may be a good first attempt to capture the autocorrelation in spread changes and conditional variance. As a result, we will estimate an ARX(1)-ARCH(1)-Jump model of log credit spread changes in this subsection. We will perform robustness tests in the next subsection.
Estimated Model
The econometric model introduced in section 2 allows the dynamics of credit spreads to depend on lagged exogenous variables. It has been well recognized that changes in corporate bond credit spreads are closely correlated with the contemporaneous changes in general market and economic conditions, as reflected by changes in interest rate and stock market indices. The exogenous variables we consider include lagged interest rate changes, changes in the slope of the yield curve, Russell 2000 index returns and the CBOE VIX implied volatility. Specifically, we allow the conditional mean of log credit spread changes to depend on lagged interest rate changes ∆r, yield curve slope changes ∆slope and the Russell 2000 index return ret rus . We also allow for the conditional jump probability to depend on lagged level of the CBOE VIX index since we expect to observe more extreme movement in credit spreads in a more volatile equity market.
Changes in credit spreads are generally considered to be negatively correlated with the contemporaneous changes in interest rates and changes in slope of the Treasury yield curve, as has been shown in Duffee (1998) . We use the change in the Merrill Lynch Treasury Master Index yield (%) as a proxy for the change in the interest rate. The slope of the Treasury yield curve is proxied by the difference between the ML 15+ years Treasury Index yield (%) and the ML 1-3 years Treasury Index yield (%). Credit spreads also tend to rise when returns on stock market index are low. We choose the Russell 2000 index return (ret rus,t = ln (P rus,t /P rus,t−1 )) here because it has been shown to be more closely related to credit spread changes than a large-cap index such as the S&P 500 index (Kao, 2000; Huang and Kong, 2002) .
Based on the above discussion, we estimate the following ARX(1)-ARCH(1)-Jump model with the subsample of credit spreads on non-rebalancing days:
+ β 1 ret rus,t−1 + β 2 slope t−1 + β 3 ∆r t−1 + λ t µ J + t ,
To compare the relative importance of the ARCH specification and jumps in explaining the leptokurtic behavior of spread changes, we estimate both the ARX-ARCH-Jump model and the nested ARX-ARCH model and report results separately. The estimation is done via the (quasi) maximum likelihood method using the GAUSS MAXLIK and CML modules.
Both the Broyden, Fletcher, Goldfarb, and Shanno (BFGS) algorithm, and the Berndt, Hall, Hall, and Hausman (BHHH) algorithm are used in the estimation and give the same results. Table 3 contains the estimation results of the credit spread distribution on rebalancing days for the nine Merrill Lynch credit spread series. As expected, the estimates of the lower bound α and the upper bound β are close to the sample minimum and maximum of credit spreads, respectively, on rebalancing days. The distance between estimated α and β
Results from the Model for Rebalancing Days
indicates that even for portfolios that are managed to maintain its rating, minimum amount outstanding and maturity, the upper boundary of the credit spreads could still be three to five times higher than the lower boundary. One can also see from the table that the mean of the innovations, µ r , increases as the credit rating gets lower, but the estimates of the standard deviation of the innovations, σ r , do not always increase as credit ratings decrease.
Results from the Model in between Rebalancing Days
Estimation results from the nested ARX(1)-ARCH(1) model for log credit spreads in between rebalancing days are reported in Table 4 . Results from the complete ARX(1)-ARCH(1)-Jump model are presented in Table 5 .
As shown in the tables, the drift term µ 0 and the mean of the jump size µ J are mostly The conditional jump probability is clearly time-varying and depends on the lagged volatility in the equity market. The coefficient on lagged CBOE VIX index in the timevarying jump probability specification is significantly positive for all indices. The sensitivity of conditional jump probability to lagged equity market volatility tends to increase as credit quality gets lower. This is consistent with the implication of structural models of corporate bond pricing that high-yield bonds behave more like equity. The sample mean of the CBOE VIX index over the sample period is about 26%. When evaluated at the sample mean of the VIX index, the daily jump probability in log credit spreads ranges from 11.2% for the AA-AAA 10-15 years index to 3.1% for the BB index.
Results of the Schwartz and Akaike information criteria shown in the bottom of Table 5 indicate that the ARX-ARCH-Jump model outperforms the ARX-ARCH model in terms of the overall goodness-of-fit. A potential problem might arise when using the likelihood ratio test for the statistical significance of jump behavior in log credit spreads. This is because the parameters associated with jumps cannot be identified under the null of no jumps.
Hansen (1992) states that unless the likelihood surface is locally quadratic with respect to the nuisance parameters, the LRT statistic is no longer distributed χ 2 under the null. 6 A formal test on the null hypothesis would require a series of optimizations over a grid of the nuisance parameters and the computation would be extremely burdensome. In our case, the fact that the coefficient on lagged equity market volatility is highly significant do provide a certain amount of confidence in the existence of jump behavior in credit spreads. And in the next subsection, we present more model diagnostic tests on the ARX-ARCH-Jump model and the nested ARX-ARCH model based on in-sample residuals
Model Diagnostic Tests
Several specification tests based on in-sample residuals are performed to test the conditional normality of the innovation. We summarize the results in Table 6 . Under the ARX-ARCH specification, the standardized residual of the model is standard normally distributed. In The normality of the standardized residuals is then tested based on a Wald-test that both the skewness and kurtosis coefficients are jointly equal to zero. The estimated sample skewness, kurtosis and GMM normality test statistic are reported in the last three columns of Table 6 . The results in Table 6 tell us that there is no skewness in the standardized residuals from both specifications, and the two specifications differ primarily in modelling the fatness in the tails of the distribution. There is still substantial leptokurtosis in the 
Robustness Tests
We have documented the information content of lagged equity market returns, volatility, and yield curve slope. However, it is important to ensure that the predictive power we have Table 7 . One can see from the table that similar to the Merrill Lynch indices, the S&P indices also exhibit a relationship between credit spread movements and the lagged equity market return and volatility. In particular, the estimated coefficients on the lagged Russell 2000 index return are significantly negative for both S&P indices. Also, the time-varying jump probability significantly depends on the lagged volatility level in the equity market as measured by the CBOE VIX index.
Out-of-Sample Forecast and Implications
In this section we seek to further explore the economic implication of allowing for lagged exogenous variables, conditional heteroscedasticity, jumps in the modelling of credit spreads.
We first derive the one-step-ahead prediction formula for the ARX-ARCH-Jump model. We then demonstrate that the model with jumps performs well in forecasting credit spreads out-of-sample. We also discuss the implication of our findings for measuring and pricing of credit risk.
Out-of-Sample Specification Tests
To avoid over-parameterization of the ARX-ARCH-Jump model, and to establish the economic significance of allowing for jumps in the dynamics of credit spread, we compare the out-of-sample forecast ability of the model with jumps and that of the model without jumps.
Given the model specification in Eqs. (23) and (25), we can form the following one-stepahead forecast conditional on the information set Ω t−1 at time t − 1:
It follows from (6) that
The forecaster based on the model without jumps can be obtained from the above equation by setting λ t to zero.
In performing the out-of-sample test, we first estimate the ARX-ARCH-Jump model and the nested ARX-ARCH model using the data from January 1997 to December 1999.
The estimated parameters are used in the one-step ahead out-of-sample prediction for the non-rebalancing day credit spread in January 2000. The same procedure is repeated each month over the subsequent period. That is, starting with January 2000, on the first nonrebalancing day of each month, the parameters of the model are estimated using all past observation, and the parameters are then used for the credit spread forecast within this month without being updated. In principle, the parameter could be updated each day using past observations. However, this practice will be extremely burdensome in computation.
The approach we have adopted is a tradeoff between computational convenience and timely updating of new information. Because the estimates of the drift term µ 0 , the mean of the jump size µ J , and the coefficient on lagged interest rate changes are mostly insignificant, in the model we used for forecast, we have dropped lagged changes in interest rates, and allow for both µ 0 and µ J to be zero. For comparison, we also include the prediction performance of a simple martingale model of credit spreads using just credit spreads of previous day.
The difference between forecast and actual credit spreads over the out-of-sample period is summarized in the form of root mean squared error (RMSE) and mean absolute errors (MAE).
The changes in log credit spreads are much more volatile over the first three years than the most recent three years of the sample. This makes it important to allow for a time-varying jump probability. Results in Table 8 show that in the out-of-sample forecast race, the model with time-varying jumps outperform the model without jumps in eight out of the nine different indices. The complicated models outperform the simple martingale model in six (seven) indices in terms of MAE (RMSE). 7 Given the fact that the parameter estimates are only updated monthly for the complicated models, these results are quite encouraging. The out-of-sample forecast results alleviate the fear of over-parameterization and demonstrate the economic significance of allowing for jumps in the dynamics of credit spreads.
Practical Implications
Our empirical findings from the proposed ARX-ARCH-Jump model of credit spreads have a number of practical implications. First, the econometric model we have proposed for the systematic credit spread risk in corporate bond portfolios directly incorporates the information on the general market condition into the forecasts of the conditional mean and variance of the credit spread. Furthermore, rare extreme movements in credit spreads have been captured by jumps with a time-varying jump probability that depends on equity 7 We also compared the forecast errors excluding the month of September 2001 in the sample. The relative performance of the models under consideration is not affected by this although it reduces the RMSE and MAE by 0.1-2 basis points.
market volatility. These information could be incorporated into the calculation of the 'value at risk' measure for credit spread risk.
Second, our results shed some light on the effort of reaching superior investment performance through exploring the information content of equity market index returns and volatility on general credit spread movements. Asset price predicability could arise as a result of time-varying risk premium, not necessarily information inefficiency. Whichever the reason is, our findings call for further studies on the interaction of equity market risk and corporate bond credit spread risk, and the corresponding strategies that could take use of this information content.
Third, our model could be used for the valuation of credit derivatives written on credit indices. For instance, the model could be potentially used in the valuation of credit spread options.
Conclusions
We propose an econometric model to describe the dynamic behavior of credit spreads of corporate bond portfolios. In particular, we develop a method to capture the fact that such portfolios are subject to rebalancing on a regular basis -an issue that has been ignored The time-varying jump probability is found to be related to the lagged volatility level in the equity market. The statistical and economic significance of jumps and the information content of general market conditions are supported both in-sample and out-of-sample.
Given the importance of credit risk management in practice, this study may serve the needs of both investors in corporate bond markets and related regulatory agencies. The estimation method developed here that takes into account rebalancing of a corporate bond portfolio may be extended to deal with similar issues in equity portfolios.
A Consistency of the Estimators of the Upper and Lower Bounds
Assume that on re-balancing days, the implicit upper bound and lower bound of credit spreads of a given index are β and α, respectively. Assume also that the distribution of credit spreads on re-balancing days has the following form:
where α < S r,t < β, u r,t = µ r + t and µ r is a constant, and t is normally distributed with N 0, σ 2 r . It follows from Eq. (28) that
Under the assumption that u r,t is normally distributed with N µ r , σ 2 r , we have the density function of spread on re-balancing days is
Taking the first order derivative of the log-density function with respect to β given the true parameters α and β, we have:
From Eq. (28), we have 1
As a result,
We can show in a similar fashion that
B Rebalance of the Merrill Lynch Corporate Bond Credit
Spread Indices
In this appendix, we describe certain rules used in rebalance of the Merrill Lynch Corporate Bond Credit Spread Indices. The information is based on a publication from Merrill Lynch (2000) . The publication contains information on the Merrill Lynch High Grade U.S.
Industrial Corporate Index, the Merrill Lynch U.S. High Yield Master II Index, and a detailed description about the general re-balancing rules used by Merrill Lynch to maintain the qualifying criteria of each index. We believe that the same criteria should hold for the sub indices we use in this study.
To be included in an index, qualifying bonds must have a fixed coupon schedule and at least one year to maturity. The amount of outstanding required for being on a high-grade index is a minimum of $150 million, while that for being on a high-yield index is a minimum of $100 million.
Re-balancing takes place on the last calendar day of each month. The adding or dropping decision of any issue will be based on information that is available in the marketplace "up to and including the third business day prior to the last business day of the month." There are 62 re-balancing days in total including the inception date of the indexes, December 31, 1996 , in our sample.
The table below contains the number of issues that were included in each index on re-balancing days, which are supposed to be the last calendar day of each month since December 31, 1996 . If the last calendar day is not a business day of New York Stock Exchange, we use the next available observation. Table 3 Maximum Likelihood Estimates of Credit Spread Distribution on
Re-balancing Days
This table presents results of the estimation of Merrill Lynch option-adjusted credit spread indices on index re-balancing days. The distribution of credit spreads St for a given index on re-balancing day t takes the following form:
where α < St < β, ur,t = µr + t, µr is a constant, and t is normally distributed with N 0, σ Table 4 Maximum Likelihood Estimates of the ARX ( 
where D1,t is a dummy variable that equals one when day t is a rebalancing day and zero otherwise, retrus,t−1 is the lagged Russell 2000 index return, ∆slopet−1 is lagged changes in the slope of yield curve, and ∆rt−1 is the lagged changes in interest rates. The disturbance t has mean zero and conditional variance h 2 t , where h 2 t is specified as an ARCH(1) process:
The asymptotic heteroscedasticity-consistent standard errors are reported in parentheses. Table 5 Maximum 
where D1,t is a dummy variable that equals one when day t is a rebalancing day and zero otherwise, retrus,t−1 is the lagged Russell 2000 index return, ∆slopet−1 is lagged changes in the slope of yield curve, and ∆rt−1 is the lagged changes in interest rates. The disturbance t has mean zero and is a mixture of two normal distributions: one is N −λtµJ , h 2 t with probability (1 − λt) in the event of no jumps and the other is N (1 − λt) µJ , h 2 t + σ 2 J with probability λt. h 2 t , the conditional variance of t in the no-jump state, is assumed to follow an ARCH(1) process:
The jump probability λt = exp (p0 + p1 * V IXt−1) / (1 + exp (p0 + p1 * V IXt−1)). where D1,t is a dummy variable that equals one when day t is a rebalancing day and zero otherwise, retrus,t−1 is the lagged Russell 2000 index return, ∆slopet−1 is lagged changes in the slope of yield curve, and ∆rt−1 is the lagged changes in interest rates. The disturbance t has mean zero and is a mixture of two normal distributions: one is N −λtµJ , h 2 t with probability (1 − λt) in the event of no jumps and the other is N (1 − λt) µJ , h 2 t + σ 2 J with probability λt. h 2 t , the conditional variance of t in the no-jump state, is assumed to follow an ARCH(1) process:
The jump probability λ = exp (p0 + p1 * V IXt−1) / (1 + exp (p0 + p1 * V IXt−1)). This table presents the root mean squared error (RMSE) and the mean absolute error of the actual credit spread and the one-step-ahead predicted credit spread from the ARX-ARCH-Jump model and the nested ARX-ARCH model. Starting from January of 2000, on the first non-rebalancing trading day of each month, the parameters of the model are estimated using all past observations. The parameters are held constant for the one-step-ahead prediction within the month. The initial sample period runs from January, 1997 to December, 1999 and the forecast period is from January, 
