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1. INTRODUCTION 
For the formally self-adjoint differential operator, 
L(y) = .f (-l)i(p,-iy(i))(i), (14 
i=O 
there now exists considerable literature which give oscillation or nonoscillation 
criteria on an interval of the form [u, co). The term oscillation is used in the 
sense of the existence of a pair of n-fold zeros of a solution of (l.l), which is 
intimately connected with the spectrum of operators generated by (1 .l) (see [l]). 
However, few general theorems seem to be available for (I .1 ) when it is defined 
on an interval of the form (a, b], and it has a finite singularity at a. 
In the second-order case, the problem is easily solved by a change of variable. 
For example, if in 
we set x(t) = ty(~), t = x-r, then 
g + Q(t)x = 0,. 1<t<co, 
where Q(t) = q(t-‘)t-“. We then obtain oscillation theorems for (1.2) from 
those of (1.3), e.g., the Leighton-Wintner oscillation criterion [4,9] becomes 
f 
: s2q(s) ds -+ co as x-+0+, (1.4) 
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and the Hille oscillation criteria [2] is (for q(x) > 0) 
(1.5) 
The application of such a transformation to higher-order equations introduces 
additional terms and leads to complicated relations between the coefficients of 
the two equations. It is then difficult to obtain simple oscillation criteria in 
terms of the coefficients of the original equation. In this paper we use a direct 
approach to the oscillation problem at a finite singularity by use of the associated 
quadratic functional. 
For simplicity, we consider only the two-term operator 
K(Y) = (-l)“(PYcnY) + qy. (l-6) 
Throughout, p and q denote continuous real functions defined on 0 < x < 1. 
There is no loss of generality in assuming the singularity of (1.6) is at 0. 
The operator K is called oscillatory on an interval [a, b] if and only if there 
is a nontrivial solution y of K(y) = 0 and numbers c and d, a < c < d < b, 
such that 
y(c) = mm- = y’“-l’(c) = 0 = y(d) = -.- = y'"-l'(d). (1.7) 
The operator K is called oscillatory at 0 provided that for each 6 > 0 there is 
an interval [a, b] C (0, 6) such that K is oscillatory on [a, b]. 
Similarly, we call an operator oscillatory at in..nity provided that for each N 
there is an interval [a, 61 C (N, co) such that the operator is oscillatory on [a, b]. 
Let &(a, b) denote the set of all real functions y on [a, b] such that (i) y has 
n - 1 continuous derivatives on [a, b] withy (+r) absolutely continuous, (ii) y(n) 
is essentially bounded, and (iii) y satisfies the boundary conditions (1.7) with 
a = c and b = d. 
If we define I on &(a, 6) by 
I(Y) = s” [P(Y’“‘)” + qy’l dx, a 
then a classical result is the following. 
THEOREM 1.1. The operator K is oscillatory on [a, b] if and only if there 
exists a y E &‘(a, b), y + 0, such that I(y) < 0. 
A proof of Theorem 1.1 may be found in the text by Glazman [l] or in the 
paper by Reid [8] (the systems formulation of (1.6) is given in [3]). Theorem 1 .l 
gives a comparison principle: nonoscillation is preserved in (1.6) if the coefficients 
are increased. 
OSCILLATION THEORY 237 
For comparison purposes we use the Euler equation 
E(y) = (- l)yX~y(n))(nf + lt3*“49, o<x<co. U-8) 
The substitution y(x) = x 2n--or~(t), t = In x, gives that E(y) = M(u), where 
the operator M has constant coefficients. Moreover, y has an n-fold zero at 
x = a if and only if u has an n-fold zero at t = In a. Thus the oscillation of E 
on [u, 61 is equivalent to the oscillation of M on [In a, In 6]- If u is a solution of 
~M[.u] = 0, then ~(t - c) is also for each real number c. We conclude then that 
M is oscillatory at co if and only if it is oscillatory at --a. This means E is 
oscillatory at 0 if and only if it is oscillatory at co. 
Taking 01 = 0 in (1.8), applying the comparison principle and known oscilla- 
tion criteria at CD [l, p. 961 yields that 
(- 1)” y(2=) + Q(X)Y = 0, O<x<l, 
is oscillatory at 0 if for some 8 > 0 
q(x) < -(A + 6)x-“” 
and is nonoscillatory at 0 if 
where 
q(x) > --Ax-2n , 
A = [I . 3 a.. (2n - 1)]“/4’“. 
(1.9j 
(1.10) 
2. NONOSCILLATION THEOREMS 
The following lemma will be useful. 
LEMMA 2.1. 1f y, y qk 0, is a real, absolutely continuous function OX [a, b] 
with y(a) = y(b) = 0 and y’ essentially bounded, then fw each real number a, 
(a + 1)” lab xay2 dx < 4 j-” x”fzyf2 dx. 
a 
A proof may be found in [6]. 
THEOREM 2.1. Suppose in (1.6), p(x) = x”, a! $ (1, 3 ,,,., 2n - l), 
si G&+-8--8rr q(x) dx is convergent, and Q(x) E J’z ~*a--?--$~ q(s) ds satisjes / Q(x)1 < 
.Bx~~-~--o’, where 
B = [(a - l)(a - 3) .*. (Cx - 272 f l)]” 
\ol-2?2+114n 
Then K is nonoscillatory at 0. 
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Proof. It is sufficient to prove that for y E &(e(a, b), 0 < a < b < 1, y s$ 0, 
we have 
f ab [x” ( ycn)(x)12 + q(x) 1 y(x)12] dx > 0. P-1) 
From the definition of Q, 
-j-” dx)y2 dx = -1” Q'(x) (+)’ dx 
a a 
(2.2) = Iab 2QQ(x) (+)(&)’ dx 
G jab 213 i(h) x”-=‘~ (A)’ 1 dx 
G 293 (jab & dx)1” (s,” x2’+= ((--g&y)2 dx)1” 
by the Cauchy-Schwarz inequality. 
Now, 
jab x2n-a ((&)‘)e dx 
(2n - 1 - oI)(y2)’ 
Xzn-l--oi + c2’ - ’ - d”Y” dx X2n-a 3 
Using this relation in (2.2) we have that 
- Iab q(x)y” dx < 2B (Ib -& dx)1’2(Jhh -j$& dx)“‘. (2.3) 
Repeated application of Lemma 2.1 gives 
.r 
b Y2 
a X2n--ar dx < (a - 212 + l)Z(rx -zz + 3)2 
. . . (a _ 1>” f ,” x”(Y(“))2 dx 
and 
s “&dx< 
4”-1 
a x (a _ 2% + 3~2 . . . (a _ 1)” s ab XOL(Y(n))2 dxm 
Substitution of these inequalities into (2.3) establishes (2.1); hence, K is non- 
oscillatory at 0. 
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By comparison with (l.lO), we see that the constant B is sharp for (Y = 0. 
For our next theorem we use an n-fold iterated integral of the function 
~~~--2-~~q(x) in Theorem 2.1. 
THEOREM 2.2. Suppose in (1.6), p(x) = No, a: $ (I, 3 ,..., 2n - I}, f&(x) = 
9Zdra--3-2aq(x), and’ the following integrals exist: 
Let 
%(X> = joz &,(s) ds, ?n = l,..., II. 
x 1(20r + 2 - 4~2) -.* (201+ 3 - 4n - i)\ 2n+s 
][(a - 1) **- (a - 212 + 2j + l)] * [(LY - 1) e.* (a - 2i - 2j + l)]i S 
If / &(x)1 < C-l.r~~-2-~ on [O, 61 for mm 6 > 0, then K is nonoscillatory at 0, 
Proof. From (2.2) we have for y E &‘(a, b)y + 0, 0 < a < b < S, by 
repeated integration by parts that 
-?I” q(x)y” dx = -s” Q;(x) (6)” dx 
a n 
x (- I)“+1 go (;) Lb ~n(x)(xz~~-~,)(i)(,2)(11-il dx 
d i Ei (3(” f i) /(20( + 2 - 4n) .*. (2a + 3 - 472 - $1 
i=o j=o c 
b 
-1 I 
p 
II 
p-i-j) 
Xn-j-a/2 Lyi Jr--a:2 dx 
d iatfi (‘t)fz 7 i) 1(2oI+2-4n)...(2a+3-44n-i)/ 
i-0 j=o I2 c 
is 
b 
. 
1 y(j) 12 _I yen-i-3, 12 
n LJ$?n--2i--a 
dx @+23--a dx)l”. 
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By repeated application of Lemma 2.1, we have that 
s 
b 
- ~x)Y~ dx 
a 
s 
b 
< x”( Y’“))~ dx 
a 
- go $1 K)(” y 3I(201 + 2 - 4n) --- (2a! + 3 - 4n - i)] C 
2nd -pi 
](a - 1) *.. (a - 2n + 2j + 1)I ’ ](a - 1) a.. (a - 2i - 2j + l)] 1 
-s b - x”(y(?‘))2 &.. 7 a 
hence, by Theorem 1.1 the proof is complete. 
As an application of Theorem 2.2, consider the equation 
(-1)” yczn) + (k/xa) sin(m/x)y = 0, O<x,(l. (2.4) 
Calculations show that (2.4) is nonoscillatory at 0 for all k and m if /3 < 3n or 
for fi = 372 and K sufficiently small. 
3. A HILLE-TYPE OSCILLATION THEOREM 
As an analog of Theorem 2.1, with 01 = 0, we have the following result. 
THEOREM. 3.1. Suppose in (1.6), 
convergent, and 
p(x) s 1, p(x) < 0, $ x4n--2 p(x) dx is 
1 
ligsrf - 
X2n-l f 
cc s-~~(s) ds < -D, 
0 
where 
[(2n - l)!]” 
D = (2n - l)[(n - 1)!]2 * 
(3.1) 
(3.2) 
Then K is oscillatory at 0. 
Proof. For each 0 < b < 1 we will construct a function y on an interval 
[a, b], 0 < a, such that 
s ab [(y’“‘)” + q(x)y21 dzc < 0; (3.3) 
by Theorem 1.1 this will complete the proof. 
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Define c = yb where p, 0 < p < g, is to be chosen below. Since the equation 
#sn) = 0 is disconjugate on any interval, there is a unique polynomial (6 of 
degree < 2n - 1 which satisfies the conditions [7]: 
d’“rb 
d.@ s=l, = @’ 
k = o,..., 11 - 1, 
L-(x’““)! 
da? 
) k=O )...) n-l. 
2=c 
(3.4j 
(3.5) 
The conditions (3.4) ensure that + is of the form 
c+(x) = p(x)(x - b)“, 
wherep is of degree < n - 1. From p < 4 and (3.5)? i.e., 
F-1 = p(c)(c - by 
p - l)Pn-” = p(c) n(c - Q-1 + p’(c>(c - Q”, 
. . . 
we see that there is a constant Ml , independent of b and (.L, such that 
j P(~)(C)\ < MIP-l-k,‘&, k = 0 ,...,, n - 1. (3.6) 
Fork = n,..., 272 - 1, 
(3.7) 
From (3.6) we have for i < n - 1, 
1 pCi,(.$) E# (% - b)” 1 / = 0 (zz$ * b-k+‘) 
5-c 1 
= 0 
Thus there is a constant Ma, independent of b and p? such that for k = n,..., 
2n- I, 
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Since + is a polynomial of degree <(2n - 1, integration by parts and (3.4) 
yields that 
J’,” (#“‘)Z d* = p,#&n-1, _ #h+l)p-z) + . . . + (-l)“-1 p-l)+ I*=c . 
From (3.5) and (3.8) we obtain for K = 0 ,..., n - 1, 
1 pa-l-n(,) (b’7.y~)~ = 0 (L& * p--1--e) 
= 0 (q ($-) 
= 0 (q-). 
Hence there is a constant M3 , independent of b and CL, such that 
There is an E > 0 such that 
E < --D - lin$rIf & 
I 
’ P”-“q(s) ds. 
0 
By (3.1) we can choose 0 < p < 4 so that 
and 
s 
ub P-*q(s) ds ,< -(D + ~)(~Lb)~n--l 
0 
pM3 < 48. 
(3.9) 
Let Z/J be a Cm function such that #oG)(0) = 0, R = O,..., n - 1, #(l) = 1, 
#(“J(l) = [(2rz - 1)(2n - 2) ... (27~ - k)]/2k, k = l,..., rz - 1. For sufficiently 
small a, which we will specify below, define y E &(a, b) by 
(3.10) 
=+( 2+) (?_a)en-l, a < x < 2a. 
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With the above estimates we have 
We choose a so small that (see (3.9)) 
and 
29-W f1 j z,P’(u)!’ du < (~,/S)C;‘~-~~ 
‘0 
Using these in the above inequality, we have that 
1 
b [(y’“‘)* + q(x)y2] dx < c”“-l[(eB) + D + M&I - D - 421. (3.12) 
- a. 
But i&c/b = pi& < ~18; hence, the right side of (3.12) is negative and the 
proof is complete. 
For n = 1, the constant D = 1 and (3.1) is the same as the lim sup in (1.5). 
In comparison with an oscillation criterion at co, Glazman [I, p. 100-j states 
that (-l)“y(an) + q(x)y = 0, q(x) < 0, is oscillatory at co if 
where 
The definition of 8i1 yields that 
&l = "; 1 :y'" jol zl (-1)"-1 (" - ') +-B-l & 
77. ! k - 1. 
= (2n - 1y 
(72 - l)! 
jol [F1 (-1)” (” ; 1) x’+-~] ~~-1 dx 
S=O 
505 /30/z-7 
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= (2n - l)l/” 
tn _ l)! i1 (x - lP-l x -l dx 
= ‘;I ;;” (--l)“-lL& 
where I’ is the gamma function. Hence 
A,” = (;; I;;;,. - 
II 
(2n - I)! 1 2 (n - l)! (n - l)! 
= Pa - 1un - 2) -** (41’ = De 
2n - 1 
Therefore the constant at 0 for the limit inferior is the same as the one at co. 
However, a comparison of the proofs shows that the constructions used are 
quite different. 
4. A GENERAL OSCILLATION CRITERION 
In this section we prove a general oscillation theorem that is applicable to a 
large class of equations. There will be no sign restrictions on the function 4. 
THEOREM 4.1. Let g be a positive, n-fold continuotisly dzj.%rentiable function 
on (0, 11, and suppose that for some a > 0 (and hence evuy a > 0), 
+d,“f Jca /PC4 [& (1 - f,“&)]’ + d4 (1 - I,,‘” k(xV/ dx = -ai 1) 
Then K is oscillatory at 0. 
Proof. Let + be a C”(-co, 0] function such that 4(“)(O) = 0, k = 0, l,..., 
$(--I) = 1, #k)(- 1) = 0, k = 1,2 ,..., and 4(x) = 1 for x < -1. 
For a > 0, define 2, on [t, 2a] by 
Z,(x) = (1 - i)%g(x)# (+). 
Then 2, E &(f, 2a) and 
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Now the second term on the right side of equality (4.2) is bounded (for fixed a); 
hence by (4.1), the left side of equality (4.2) is eventually negative and the 
proof is complete. 
COROLLARI' 4.1. Let g be a positive, a-fold continuously d$mentiabb function 
on (0, l] such that 1 gtk)(x)/ < M /g(“)(x); x”-$, h = O,..., FZ - 1, for some 
constant &I. If Sip(x) / g(“)(x)]z dx < cc and 
li~-&f j+‘*(x) (1 - f,“” (g(X))” 0% = -a, 
then K is oscillatory at 0. 
Proof. Let 2, be as in Theorem 4.1. Then for 6 < x < a 
1 Z~‘(x)l =/ f (;) g’“‘(x) g (I - 5,” 1. 
k=O 
The conditions on g yield 
hence, 
1 Z~‘(x)j = O(i g’“)(x)/), 
where the constant in the order relation is independent of a and 4. Thus for 
some constant k 
If= +)(Z’“‘)” dx < k f p(x) j g’“‘(x)/” dx; 
hence (4.lj holds and the proof is complete. 
Taking g(x) = xsi* in Corollary 4.1 yields the following. 
COROLLARY 4.2. If for some real number /3, 
(i) j' P(X) xB-*~ do < CO 
0 
and 
thbz K is oscillatory at x = 0. 
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Since for a locally Lebesgue integrable functionf, 
pig p, dx = --oo 
implies that for k = 1,2,... 
condition (ii) holds if 
lim 
5+0+ 
q(x)@ dx = - CYJ. 
. 
This yields a somewhat simpler, although less general, test for oscillation. 
Recall that for y” + q(x)y = 0, a < x < co, s: q(s) ds + co as x --f 03 implies 
oscillation at co while 
-Z lim sup ,I->m J &) ds = a2 a 
is not a sufficient condition for oscillation at co. 
Another function which can be used in Theorem 4.1 is 
q(x) = xap 1 In .1c Iylz. (4.3) 
For example, Corollary 4.2 yields that (- l)ny(2n) + q(x)y = 0 is oscillatory 
atOifforsome/3>2n.-1, 
s 
1 
p(x)9 dx = - CQ. 
0 
(4.4) 
Using (4.3) in Corollary 4.1 yields that (- 1)” y czni + q(x)y = 0 is oscillatory 
atx~Oifeitherforsome~>2n-lorfor~=2n-landsomey<--1, 
s 
,’ q(x)@ j In x [Y dx = ---co. 
The Euler equation shows that the bound 2n - 1 on /3 in (4.4) is sharp. 
Corollary 4.2 parallels an oscillation criteria at co obtained by Lewis [S]. 
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