Abstract. We solve the stationary Navier-Stokes equations for non-Newtonian incompressible fluids with shear dependent viscosty in domains with unbounded outlets, in the case of shear thickening viscosity, i.e. the viscosity µ is given by the power law µ = |D(v)| p−2 , where |D(v)| is the shear rate and p > 2. The flux assumes arbitrary given values and the Dirichlet integral of the velocity field grows at most linearly in the outlets of the domain. Under some smallness conditions on the "energy dispersion" we also show that the solution of this problem is unique. Our results are an extension of those obtained in [15] for Newtonian fluids (p = 2).
Introduction
The Navier-Stokes system for stationary incompressible flows in a domain with unbounded straight outlets, with the velocity field converging to parallel flows (Poiseuille flow) in the ends of the outlets, was solved first by C. Amick [2] in the 1970s. This problem is known as Leray problem, cf. [2, p. 476 ]. Amick's solution assumes the fluxes of the fluid in the outlets to be sufficiently small, which turns out to be a sufficient condition to deal with the convective (nonlinear) term in Navier-Stokes equations. It is an open problem to solve Leray problem for arbitrary fluxes. Alternately, Ladyzhenskaya and Solonnikov [15] considered the stationary Navier-Stokes equations not demanding the fluid to be parallel in the ends of the outlets, but instead having arbitrary fluxes. In this case, the outlets do not need to be straight and they solved this new problem for domains having arbitrary uniformly bounded cross sections and with the fluid having arbitrary fluxes. Besides, their solution has the property that the Dirichlet's integral of the velocity field of the fluid grows at most linearly with the direction of each outlet, and they also proved that this solution is unique under some additional smallness condition.
In this paper we extend the Ladyzhenskaya-Solonnikov's theorem, i.e. "Theorem 3.1" in [15] , for power-law shear thickening fluids, i.e. incompressible non-Newtonian fluids obeying the power law ) for v = (v 1 , · · · , v n ), i, j ∈ {1, · · · , n}, n ∈ N). For p = 2, the fluid is Newtonian. If 1 < p < 2, the fluid is called shear thinning (or plastic and pseudo-plastic) and if p > 2, shear thickening (or dilatant). In engineering literature the power law (1.1) is also known as Ostwald-De Waele law (see e.g. [6] ). Corresponding to (1.1) we have the following system of equations modelling the flow of an incompressible fluid in a stationary regime:
where P is the pression function of the fluid (and v is the velocity field, as already indicated above). This model equations are also referred to as Smagorinsky model, due to [22] , or Ladyzhenskaya model, due to [12, 13, 14] . A related model where the viscosity is given by |v| p−2 , instead of |D(v)| p−2 , is considered in [16] . For this case, it is shown in [16, Remark 5.5 in Chap.2, §5.2] the existence of a (weak) solution for system (1.2) in a bounded domain with homogeneous Dirichlet boundary condition, for p ≥ 3n n+2
. There are many results concerning the solution of (1.2) in bounded domains. For instance, in [9] the existence of a solution for (1.2) is obtained under the weaker condition that p ≥ 2n n+2 . In unbounded domains there are not so many results. For parallel fluids we can identify v with a scalar function v and the system (1.2) reduces to the p -Laplacian equation ( 
1.3)
− div(|∇v| p−2 ∇v) = c for some constant c (related to the "pressure drop"). So, we can consider the Leray problem for (1.2), i.e. the solution of (1.2) in a domain with straight outlets with the velocity field tending to the solution of (1.3) in the ends of the outlets. This problem was solved by E. Marušić-Paloka [17] under the condition that the fluxes are sufficiently small and p > 2, thus extending Amick's theorem [2] for power fluids with p ≥ 2. As far as we know, the Leray problem for (1.2) when p < 2 (with small fluxes) is an open problem.
In this paper, as we mentioned above, we extend LadyzhenskayaSolonnikov's theorem [15, Theorem 3 .1] for (1.2) when p > 2. More precisely, we obtain the existence of a solution v to the system (1.2) for n = 2, 3, and p ≥ 2, in a domain Ω with unbounded outlets, specified in the next Section, for any given fluxes in the outlets and homogeneous Dirichlet boundary condition v|∂Ω = 0. The "Dirichlet integrals" |∇v| p of our solution grows at most linearly with the direction of the outlets (see (2.1) 5 in Section 2). Besides, we observe that these integrals over portions of the outlets with a fixed 'length' are bounded by a constant that tends to zero with the flux (see Proposition 4.2 and Remark 4). Under this condition and some aditional one, we have uniqueness of solution (see Theorem 4.4). All these facts were obtained in [15] for the case p = 2, but the power-law model ((1.2) with p = 2) was not treated in [15] . In the next two paragraphs we look at some facts relating to the case p = 2.
First, to deal with the nonlinear term div(|D(v)| p−2 D(v)) one can use the monotone method of Browder-Minty. Secondly, we extend the technique employed in [15] to obtain the existence of a solution, which, in particular, consists in first solving the problem in a bounded truncated domain and then taking the limit when the parameter of the truncation tends to infinity, to obtain a solution in the whole domain. To take this limit we need first uniform estimates with respect to the truncation parameter for the solution in the truncated domain, and this is obtained by integrating by parts the equation times the solution in some fixed bounded domain. Then we need the regularity of the solution in bounded domains, more precisely, that the solutions have velocity field at least in the Sobolev space W 2,l and pressure in W 1,l , for some positive number l, due to the boundary terms that comes from the integration by parts. However this regularity is not expected for the weak solutions of (1.2), if p = 2. To overcome this difficult, when dealing with (1.2) in a truncated bounded domain we modify it to
where T > 0 is the truncation parameter. See Proposition 4.1 in Section 4.
As in [23] and [15] , and in several subsequent papers, here the velocity field v is sought in the form v = u+a, where u is the new unknown with zero flux and a is a constructed vector field carrying the given fluxes in the outlets (i.e. if the given flux in an outlet with cross section Σ is α then Σ a·n = α and Σ u·n = 0, where n is the unit normal vector to Σ pointing toward infinity). This vector field a depends on the geometry of the domain and, in the aforementioned papers, its construction is very tricky and makes use of the Hopf cutoff function (see [23, 15] ). In the case of power-law fluids (1.2) with p > 2 we found out that the construction of a can be quite simplified. Indeed, a key point in the construction, in any case, is to obtain a vector field a that controls the quadratic nonlinear term (u∇u)a, which appears after substituting v = u + a in (1.2) and multiplying it by u. That is, to obtain a priori estimates, one multiplies the first equation in (1.2) by u and try to bound all the resulting terms by the 'leading' term |D(u)| p . In [15] it is shown that for any positive number δ there is a vector field a which, in particular, satisfies the estimate
for some constant c indepedent of δ, u and Ω t , where Ω t is any truncaded portion of the domain with a length of order t. Looking at their construction and using Korn's inequality it is possible to show that
where p ′ is the conjugate exponent of p, i.e. p ′ = p/(p − 1). When p = 2 this estimate reduces to | Ωt (u∇u)a| ≤ cδ Ωt |∇u| 2 . With this estimate we can estimate the integral of (u∇u)a in the truncated domain Ω t , by using Hölder inequality:
Thus we can control the nonlinear term (u∇u)a by taking necessarily δ sufficiently small. When p > 2, proceeding similarly and using also Korn's inequality, we obtain
Then, by Young inequality with ǫ, we have
for some new constant C ǫ . From this estimate, we can control the nonlinear term (u∇u)a by taking ǫ sufficiently small, and so we do not need to construct the vector field a satisfying the estimate (1.5) for a sufficiently small δ. See Section 4 for the details. In fact, if a is only a (smooth) bounded divergence free vector field vanishing on ∂Ω, then, by Poincaré, Hölder and Korn inequalities, and the fact that our domain has uniformly bounded cross sections and p/p
which is (1.5) for δ = 1.
The plan of this paper is the following. Besides this introduction, in Section 2 we introduce the main notations and set precisely the problem we will solve, state a lemma about the existence of the vector field a, carrying the flux of the fluid, and state our main theorem (Theorem 2.2). In Section 3 we state some preliminaries results we need to prove our main results. In Section 4 we prove our main theorem, make some remarks and prove a result about the uniqueness of our solution.
Ladyzhenskaya-Solonnikov problem for power-law fluids
In this section we set notations and the problem we are concerned with and state a lemma and our main theorem.
We denote by Ω a domain in R n , n = 2, 3, with a C ∞ boundary, of the following type:
where Ω 0 is a bounded subset of R n , while, in different cartesian coordinate system,
with Σ i (x 1 ) being C ∞ simply connected domains (open sets) in R n−1 , and such that, for constants l 1 , l 2 , 0 < l 1 < l 2 < ∞, they sastify
and contain the cylinders
For simplicity, we will denote by Σ any of the cross sections Σ i ≡ Σ i (x 1 ) or, more generaly, any cross section of Ω, i.e., any bounded intersection of Ω with a (n−1) -dimensional plane. We will denote by n, the ortonormal vector to Σ pointing from Ω 1 toward Ω 2 i.e. in the above local coordinate systems, we have n = (1, 0) (where 0 ∈ R n−1 ) in both outlets Ω 1 and Ω 2 . With these notations, the flux through any cross section Σ of Ω of an incompressible fluid in Ω with velocity field v vanishing on ∂Ω, is given by the 'surface' integral Σ v · n (notice that by the divergence theorem applied to the region bounded by ∂Ω, Σ 1 and Σ 2 , we have Σ 1 v · n = Σ 2 v · n, for any cross sections Σ 1 and Σ 2 of Ω 1 and Ω 2 , respectively).
We remark that we take our domain Ω with only two outlets Ω i , i = 1, 2, just to simplify the presentation, i.e. we can take Ω with any finite number of outlets with no significant change in the notations, results and proofs given in this paper.
We shall use the further notations, where U is an arbitrary subdomain of Ω, s > t > 0 and 1 ≤ q < ∞:
In these notations, the set Ω t -a bounded cut of Ω with a "length" of order t -will be taken usually for large t, so this notation will not cause confusion with the (unbounded) outlets Ω i , where i = 1, 2. By W 1,q (U) and W The notation |E| will stand for the Lebesgue measure of a Lebesgue measurable set E in the dimension which is clear in the context. Finally, the same symbol C, c, C · or c · will denote many different constants.
In this paper, we are concerned with the following problem: given α ∈ R, find a velocity field v and a pressure P such that (2.1)
Cf. Problem 2.1 in [15] (for the case p = 2). Here, and throughout, we use the notation
in Ω such that the last expression on the right makes sense.
To solve (2.1), we seek a velocity field v in the form v = u + a, where u is a vector field with zero flux and a will carry the flux α, i.e. Σ u · n = 0 and Σ a · n = α. More precisely, we shall take a to be a vector field having the properties given by the following lemma.
Lemma 2.1. For any p ≥ 2, there exists a smooth divergence free vector fieldã, which is bounded and has bounded derivatives in Ω, vanishes on ∂Ω, and has flux one, i.e. Σã = 1 over any cross section Σ of Ω. In particular, given α ∈ R, the vector field a = αã is a vector field preserving all these properties but having flux α and else satisfying the following estimates: i)
and c is a constante depending only onã, p and Ω.
The proof of this lemma is given in Section 4.
and Ω ∇P · ϕ = − Ω P∇ · ϕ = 0, after integration by parts we get
for all ϕ ∈ D(Ω), where for n × n matrices A = (a ij ), B = (b ij ) we use the notation A : B = n i,j=1 a ij b ij . Thus, the following definition for a weak solution to the problem (2.2) is in order.
Definition 1.
A vector field u is said to be a weak solution to the problem (2.2) if it has the following properties:
Similarly, a vector field v is said to be a weak solution to the problem
Remark 1. The use of divergence free test functions ϕ in (2.4) eliminates the pressure P, but it is a standard fact that it can be recovered due to 'De Rham's lemma' (cf. e.g. [10, Lemma IV.
1.1]).
We end this Section stating our main theorem, which we prove in Section 4. Theorem 2.2. Let p ≥ 2. Then, for any α ∈ R, problem (2.1) has a weak solution v, in the sense of Definition 1.
Preliminary results
In this Section we give some preliminary facts we shall need to prove our mains results in Section 4. We begin with Lemma 3.1 below, which is due to Ladyzhenskaya and Solonnikov [15, Lemma 2.3] . Our statement below differs slightly from [15] and, for convenience of the reader, we present its proof, which essentially can be found in [15] and [20, 21] .
Lemma 3.1. Let Ψ : R → R be a strictly increasing function, δ be a number in the interval (0, 1) and t 0 < T . i) If z and ϕ are differentiable functions in the interval [t 0 , T ] satisfying the inequalities
is a non identically zero and non decreasing differentiable function, and satisfies the inequality
m for all τ ≥ τ 1 , for some constants m > 1, c > 0 and
Proof. i) Suppose that ϕ(t 1 ) < z(t 1 ) for some t 1 ∈ [t 0 , T ). Then, by the first inequality, we have z(t 1 ) < δ −1 Ψ(z ′ (t 1 )), and so, using the second inequality, we have also
. Consequently, z(t) > ϕ(t) for all t on a neighborhood on the right of t 1 , and so, taking t 2 to be the supremum of these points in (t 1 , T ), we have t 1 < t 2 < T and, by the previous reasoning, we have z ′ (t) > ϕ ′ (t) for all t in (t 1 , t 2 ), but this yields a contradiction, since z(t) − ϕ(t) > 0 is strictly positive at t = t 1 and must be zero at t = t 2 .
ii) Let t 1 ≥ t 0 such that z(t 1 ) > 0 and λ = Ψ −1 (z(t 1 )). Notice that λ > 0, since Ψ(0) = 0 and Ψ is strictly increasing. As z is a nondecreasing function, we have that z(t) ≥ z(t 1 ) for all t ≥ t 1 . Then we claim that z(t) ≥ z(t 1 ) + λ(t − t 1 ) for all t ≥ t 1 . Indeed, the inequalities z(t) ≥ z(t 1 ) and
Thus, we have shown the first statement in part 2) of the Lemma. For the remainder, notice that, since lim t→∞ z(t) = ∞, there exists a r such that z(t) ≥ τ 1 for all t > r, so from Ψ(τ ) ≤ cτ m and z(t) ≤ Ψ(z ′ (t)) we have z(t) ≤ c(z ′ (t)) m for all t > r, and the results then follow by direct integrating this inequality.
In the next lemma we collect three very useful inequalities. The first can be found in many texts, as for instance in [7] and [3, Lemma 2.1, p. 526]. The third inequality contains Korn's inequality (see [18] * ). The last one is a classical Poincaré type inequality; see e.g. [10, p.56] . In these inequalities, c 1 , c 2 are positive constants depending only on p and, for the last two, on the domain U.
for all x, y ∈ R n and p ≥ 2. *
In [18] , Korn's inequality is stated for dimension three. The result in dimension two can be obtained from the one in dimension three by extending the domain U ⊂ R 2 to U × (0, 1) and the vector field v :
In ii) and iii), U is an arbitrary bounded domain of R n , n = 2, 3, with a smooth boundary, Γ is any Lebesgue measurable subset of ∂U with positive measure, and 1 ≤ p < ∞.
Next, we state a corollary of Brouwer fixed point theorem.
For a proof, see [10, Lemma VIII.
The next lemma yields a solution v of the equation div v = f satisfying a nice estimate. This result is an important step in the proof of our main theorem.
Lemma 3.4. Let U be a locally Lipschtzian and bounded domain in R n , n ≥ 2, and 1 < q < ∞. Then there is a constant c such that, for
The final result of this Section regards the regularised distance function to the boundary of a domain (an open connected set) in R n .
where k β is a constant depending only on β and n.
See [24, Theorem VI.2].
Proof of Theorem 2.2 and other results
In this section we prove Lemma 2.1 and our main theorem -Theorem 2.2. Besides, we make some remarks, prove a Proposition on the 'uniform' distribution of energy dissipation (Proposition 4.2) and a Theorem regarding the uniqueness of solution of problem (2.1).
We begin by proving Lemma 2.1. As we observed in the Introduction, the proof of this lemma (the construction of a) is simpler in this paper (i.e. for the case p > 2) than for the classical one for newtonian fluids (p = 2). For the construction in the case p = 2, see [15, p.744 
To construct a vector fieldã with the properties in the statement of Lemma 2.1, first we observe that it is enough to construct in each outlet Ω i a vector field a i satisfying these properties in Ω i . Indeed, if we have this, then we can obtain the desired vector fieldã defined in Ω by using appropriate cutoff functions. We omit this part of the proof and refer to [10, cap.VI] for a similar procedure in a domain with straight outlets and Poiseuille flows in place of the vector fields a i , to be constructed below.
We first constructã in the case n = 2. By what we observed above, it is enough to construct the vector fieldã in an arbitrary outlet Ω i , which we shall denote by Ω in this proof. Without loss of generality, we take Ω = {x = (x 1 , x 2 ) ∈ R 2 ; f 1 (x 1 ) < x 2 < f 2 (x 1 )} for smooth functions
, where ρ(x) is the regularised distance to ∂Ω (see Lemma 3.5) and ψ : R → R is a smooth nondecreasing function such that ψ(s) = 0 if s < 0 and 1, if s > 1. We notice that ζ is identically zero in the 'lower band' {x ∈ Ω ; f 1 (x 1 ) < x 2 < 0} and identically one in a neighborhood of the 'upper boundary' {x ∈ ∂Ω ; x 2 = f 2 (x 1 )}. In particular,ã is a divergence free bounded vector field vanishing on a neighborhood of ∂Ω and
Now, because ζ is constant in a neighborhood of each of the two components of ∂Ω, we have that any derivative of ζ is zero in this neighborhood and, thus, bounded in Ω. Thenã and its derivatives are bonded function in Ω.
In the case n = 3, we take ζ( (−x 3 , x 2 ). Notice that ζ constant for x ′ close to zero and equal to one in a neighborhood of ∂Ω (i.e. ρ(x) close to zero), and thus, ζ is a smooth function with bounded derivatives, vanishing in neighborhoods of x ′ = 0 and ∂Ω. Therefore,ã is a smooth function vector with bounded derivatives. Beside, it is divergence free, and, by Stokes theorem in the plane, we have
To solve problem (2.2), first we shall solve the truncated modified problem, T > 0:
Then we will use Lemma 3.1 to obtain a weak solution of (2.2) by taking the limit, when T → ∞, in the solution u T of (4.1), extended by zero outside Ω T . 
, for any t ∈ (0, T ), where l = 2q/(p + q − 2), being q = 2p + 2 if n = 3 and any number in [1, ∞) if n = 2.
Proof. The regularity part, i.e. (u T , P) ∈ W 2,l (Ω t ) × W 1,l (Ω t ), for any t ∈ (0, T ), is a corollary of the proof of Theorem 1.2 in [4] . Notice that if (u T , P) is a weak solution with u
The fact that we do not have here the homogeneous Dirichlet boundary condition v = 0 here in the whole boundary ∂Ω T does not affect the method given in [4] because a = 0 in (∂Ω T ) ∩ (∂Ω) and the remaing part of ∂Ω T , i.e., (∂Ω T )/(∂Ω), is interior to Ω T .
Then we have only to show the existence of a weak solution for (4.1). For simplicity, most of the time in this proof we shall write Ω T = Ω and u T = u. Also we keep the notation (·, ·) with the integration over Ω = Ω T in this proof, i.e. for (vector) functions v, w such that
We will apply the Galerkin method and the monotonicity method of Browder-Minty (cf. [8, Remark, p. 497]). The Browder-Minty method is used due to the nonlinear term in the left hand side of (4.1) 1 .
Let {ϕ j ; j = 1, 2, · · · } ⊂ D(Ω) be a denumerable and linearly independent set of functions whose linear hull is dense in D 1,p 0 (Ω). We shall write for m = 1, 2, . . .,
where (c 1m , · · · , c mm ) ∈ R m solves the algebraic system (4.4)
is defined by the left hand side of (4.4) with u m = m j=1 ξ j ϕ j . By Lemma 3.3, it is enough to show that there is a ρ > 0 such that
By lemmas 2.1 and 3.2, and Hölder and Young inequalities, we obtain the following estimates (for some small positive numbers ε i and some constants C ε i , c · , which may depend on m):
Then, taking ε i , i = 1, 2, 3, suficiently small, and noticing that |u
for all ξ ∈ R m such that |ξ| ≥ c 2 /c 1 , for some positive constants c 1 , c 2 .
Next, we notice that |u m | 1,p is uniformly bounded with respect to m. Indeed, multiplying (4.4) by ξ j and summing in j from 1 to m, we obtain, as in (4.5),
and then, proceeding with similar estimates to obtain (4.6), (4.8) and (4.9), we arrive at * (4.10)
for some constant c. Thus, there exists a subsequence of {u m }, which we still shall denote by {u m }, and a vector field u ∈ D
when m → ∞, where q ≥ 1 is any number less than the critical Sobolev exponent p
, if n = 3 and p < 3, and 1 ≤ q < ∞ is arbitrary, if p ≥ n (n = 2, 3). In particular, 1 ≤ q < ∞ is arbitrary for n = 2, since p > 2.
Now we want to pass to the limit in (4.4) when m → ∞ and obtain it with u in place of u m and with any ϕ ∈ D(Ω) in place of ϕ j . We begin by defining the operators
and Notice that D(w)+D(a) ∈ L p ′ (Ω) because p > 2 ⇒ p ′ < p and Ω = Ω T is a bounded domain. We also write B(w) = − (w · ∇w + w · ∇a + a · ∇w + a · ∇a) .
So we want to show that A(u) + C(u), ϕ = (B(u), ϕ) for every ϕ in D(Ω), or, equivalently, for every ϕ in D 
where q is large enough such that if p < n. Notice that if p < n then n = 3 (n = 2, 3 in this paper and p > 2) and, since p > 2, we have
. Similarly, and more easily, we also have
Thus we have shown (4.14). From (4.11) and the fact that p > 2 and Ω = Ω T is bounded, we also have lim
′ . Then, to conclude the proof, it remains to show that χ = A(u). To see this, it is enough now to show that A(u m ), u m converges to χ, u , since, by Lemma 3.2, the operator A is monotone. Indeed, we have the following classical argument for monotone operators. From
, u m converges to χ, u then, by (4.11) and (4.13), we can take the limit in this inequality when m → ∞ and obtain χ − Aw, u − w ≥ 0, for all w ∈ D 1,p 0 (Ω). Now replacing w by u − λw, for λ ∈ R + , we arrive at χ − A(u − λw), w ≥ 0 for all w ∈ D 1,p 0 (Ω) and all λ ∈ R + . Then the desired result follows, once one shows that lim λ→0+ A(u − λw), w = A(u), w . Here, we can show this using the Lebesgue's dominated convergence theorem, since the integrand in A(u − λw), w is dominated, for any λ ∈ (0, 1), by some constant times the function (|D(u)
and notice that the two last terms converge to zero, when m → ∞, by the estimates above we used to obtain (4.14). It is easy to see, using again (4.11) and the fact that p > 2 and Ω = Ω T is bounded, that we have also lim
Next, given any t > 0, we show that the solution u T of (4.1) is uniformly bounded in D 1,p 0 (Ω t ), with respect to T , for T ≥ t + 1. Proceeding similarly to [15] , we introduce the function (4.15)
In the sequel we write u T = u and often u + a = v. Multiplyng (4.1) 1 by u and integrating by parts, using that u|∂Ω = 0, we have (4.16)
where Γ t = Σ(t) ∪ Σ(−t). First we estimate the 'interior' integrals
Ωt · · · . Using Young inequality and Lemma 2.1, we get
where ε > 0 is fixed below. Besides, proceeding as in (4.8), we get
Then, from (4.16)-(4.19) and taking ε ≪ 1, we obtain (4.21) y(t) ≤ c 1 t + I, where (4.22)
Now the idea is to control the boundary integral I by the interior integral y(t), but if for instance one tries to apply the trace theorem then higher order derivatives arise. To achieve that purpose we use the clever idea given in [15] for the case p = 2, that is, to integrate I ≡ I(t) from η − 1 to η, for η > 1, or better, integrate the estimate (4.21). Thus we introduce the function
Notice that since y is a nondecreasing function we have y(η − 1) ≤ z(η) ≤ y(η) for all η > 1, thus estimating y is the same as estimating z. Another interesting feature of the function z is that
Then if we estimate
, in the end, in virtue of (4.21), we shall obtain a estimate for z(η) in terms of z ′ (η). Then we shall use Lemma 3.1 to get the desired estimate for z(η). Let's do the details.
By (4.21) and (4.23), and the fact that
where
Using Hölder inequality, Lemma 2.1 ii), Poincaré inequality (Lemma 3.2 iii)) and Young inequality, we have
Analogously,
Regarding I 3 and I 4 , using Sobolev embedding, we get (4.28)
To estimate I 5 , we use Lemma 3.4. Let w be a vector field in W
where c is some constant, independent of w and u. Then, using the equation (4.1) 1 , we can write
Thus, proceeding with similar estimates to those used to obtain (4.27)-(4.28), we arrive at
From (4.25)-(4.29), we have
. Now, from (4.10) and the weak convergence (4.11) 1 , we have y(T ) ≤ c for some constant c (independent of T ), so by z(T ) ≤ y(T ) and by assuming that c 1 ≥ c, without loss of generality, we have Having the estimate (4.33), we complete now the proof of our main result.
Proof of Theorem 2.2. Let u k be the solution of (4.1) in Ω k , k = 3, 4, · · · , whose existence is assured by Proposition 4.1, and set u k = 0 in Ω/Ω k . By (4.33), for each j = 2, 3, · · · , the sequence {u k } k≥j+1 is weakly compact in W 1,p (Ω j ), thus, by a diagonalization process we obtain a subsequence, which we also denote by {u k }, and an u in W
for any t > 0, where q ≥ 1 is arbitrary, if p ≥ n, and less than p * := (Ω), we have that the limit u satisfies (2.2) 2 -(2.2) 5 . Then, to conclude the proof of Theorem 2.2, it remains to prove that u satisfies the equation (2.2) 1 , in the weak sense (2.4). Again, we shall use the Browder-Minty method, due to the shear dependent viscosity. The idea here is to mimic the proof of Proposition 4.1, paying attention that now Ω is not a bounded domain and D(u) is only locally integrable in Ω. This lead us to localize the arguments and operators used in that proof, as follows.
Given ϕ ∈ D(Ω), letting k 0 ∈ N such that supp ϕ ⊂ Ω k 0 −1 , we have (4.35)
for all k ≥ k 0 , where
and B(w) = − (w · ∇w + w · ∇a + a · ∇w + a · ∇a) . Then, we want to pass to the limit in (4.35) when k → ∞ and obtain (2.4). Let ζ : Ω −→ R + be a smooth function such that ζ = 1 in supp ϕ and ζ = 0 in Ω \ Ω k 0 and A ζ , A ζ,k be the operators defined by
on the space
Thus, (4.35) becomes
and (2.4) becomes
We notice, as ζ is a nonnegative function, that A ζ,k is still a monotone operator. Besides, {A ζ,k (u k )} is a bounded sequence in V * 0 , then, up to a subsequence, we have A ζ,k (u k ) * ⇀ χ ζ for some χ ζ in V * 0 . As in (4.14), we also have
Then, by (4.36), we obtain χ ζ , ϕ = (B(u), ϕ), so it remains to show that χ ζ = A ζ (u). To obtain this, from the monotonicity of A ζ,k , it is enough to prove that
for all w ∈ V 0 and, by (4.34), A ζ,k w, u k and A ζ,k w, w tend, respectively, to A ζ w, u and A ζ w, w , when k → ∞. Then, once we have lim k→∞ A ζ,k (u k ), u k = χ ζ , u , we shall have χ ζ −A ζ (u−λw), w ≥ 0 for all w ∈ V 0 and all λ ≥ 0, and by Lebesgue's dominated convergence theorem, lim λ→0+ A ζ (u − λw), w = A ζ (u), w , hence χ ζ = A ζ (u). Let us show then that lim k→∞ A ζ,k (u k ), u k = χ ζ , u . We compute χ ζ , u and lim k→∞ A ζ,k (u k ), u k using directly the equation (4.1) 1 , with T = k. Multiplying this equation by ζu and integrating by parts in Ω k 0 , we arrive at (4.40)
where P k is the pressure function associated with u k . From (4.33), we have
Similarly to the proof of (4.14), we also have
Next, we show that (4.44)
for some further subsequence of k → ∞, where, up to a constant, P is the pressure function associated with u. For this, it is enough to show that there is a
. Let us assume, without loss of generality,
by Lemma 3.4 there exist a constant c (independent of k) and a vector field
where, for the last iguality, we used equation (4.1) 1 . Using again (4.45) and previous estimates, it follows that (4.47)
as we wished. From (4.40)-(4.44), we obtain
and taking the limit when k → ∞ in the right hand side here, analogously to the steps we did to obtain (4.48), we get the right hand side of (4.48), i.e.
Then, combining (4.48) and (4.49), we have lim k→∞ A ζ,k u k , u k = χ ζ , u , and thus conclude the proof of Theorem 2.2.
Next, we make some remarks and prove two additional results, one on the rate of dissipation of energy of the solution obtained for problem (2.1) and another on the uniqueness of solution.
Remark 2. Dropping the convective term v · ∇v in (2.1) 1 , we obtain the Ladyzhenskaya-Solonnikov problem for Stokes' system with a power law. The solution of this problem can be obtained as in the proof of Theorem 2.2, with obviously much less computations.
The solution of problem (2.1) has energy dissipation uniformly distributed along the outlets. More precisely, we have the following result, which generalizes Theorem 3.2 in [15] for power law shear thickening fluids. 
Proof. Let u = v − a. By the proof of Theorem 2.2, u is the weak limit in W for all x = (x 1 , x ′ ) ∈ Ω i , then there is a constant C such that Finally, writing Ω t as a finite union of domains Ω t−j−1,t−j , j = 0, · · · , m < ∞, and adding inequality (4.56) with Ω t−j−1,t−j in place of Ω t−1,t with respect to j, we obtain (4.52). We now state and prove our uniqueness result. 
