Refined Hilbert schemes, E-polynomials, and the number of generators of
  finite colength ideals in the plane by Hsiao, Yi-Ning & Szenes, Andras
REFINED HILBERT SCHEMES, E-POLYNOMIALS, AND THE NUMBER OF
GENERATORS OF FINITE COLENGTH IDEALS IN THE PLANE
YI-NING HSIAO AND ANDRAS SZENES
Abstract. The study of the stratification associated to the number of generators of the ideals in the
punctual Hilbert scheme of points on the affine plain goes back to the ’70s. In this paper, we present an
elegant formula for the E-polynomials of these strata.
0. Introduction
The study of the topology of the Hilbert scheme of points on the affine plane has brought a wealth of
results in several branches of mathematics, such as geometric representation theory, theory of symmetric
polynomials, singularities, symplectic geometry and in the enumerative geometry in two dimension ([Ch1,
Go¨1, Ha, Ia, KST, Le, Na1, Na2, OS]). In this article, we study the strata of the Hilbert scheme of points
on the complex plane associated to the number of generators of the elements of this space considered as
ideals.
Let X = C2 be the affine plane and denote by H [n] the Hilbert scheme of n points on X; this is a
space parameterizing colength-n ideals of the polynomial ring R = C[x, y]:
H [n] = {I E R | dimCR/I = n}.
The space H [n] is naturally endowed with the structure of a smooth 2n-dimension complex variety ([Fo]),
and a universal sequence of R-modules:
I → R→ R/I
over I ∈ H [n].
Counted with multiplicities, the support of an ideal I ∈ H [n] is n points in the plane, i.e. an element of
SnC2, the nth symmetric product of C2. We will represent the elements of SnC2 as formal sums of points
in C2, and the resulting morphism, the Hilbert-Chow morphism, will be denoted by HCh : H [n] → SnC2.
The Brianc¸on variety or the punctual Hilbert scheme B[n] is the subvariety of H [n] which collects all
ideals supported at (0, 0):
B[n] = {I E R | dimCR/I = n, HCh(I) = n · (0, 0)}.
The variety B[n] is a deformation retract of H [n]. It is (n−1)-dimensional, compact and irreducible. B[n]
is, however, not smooth: it is non-singular only for n = 1, 2 ([Br]).
Given an ideal I ∈ H [n], there are distinct points p1, . . . , pk ∈ X such that I may be expressed as the
intersection of ideals
(1) I = Ip1 ∩ · · · ∩ Ipk ,
where Ipi is supported at {pi} for each i = 1, . . . , k. We will write I0 for Ip with p = (0, 0). Let
σ (I) = dimC (R/I0)
be the multiplicity of I at (0, 0); with this notation then I0 is an element of B
[σ(I)].
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Denote by m := 〈x, y〉 the maximal ideal of R at (0, 0), and introduce another N-valued function on
H [n]: the minimal number of generators of I0:
µ (I) = dimC (I0/mI0) .
Indeed, by Nakayama’s Lemma, every basis of I0/mI0 ' Cµ(I) lifts to a minimum set of generators of I0
considered as an R-module. This function is a classical invariant studied by A. Iarrobino in [Ia] (See §2).
An important set of examples of ideals in H [n] are the ideals generated by monomials. In this case,
those monomials that are not contained in I form a basis{
(p, q) ∈ N2 xpyq /∈ I}
of the n-dimensional space R/I. This defines a one-to-one correspondence between monomial ideals in
y3
y2 y2x
y xy yx2yx3
1 x x2 x3 x4
Figure 1. The diagram corresponding to the ideal 〈y3, y2x, yx3, x3〉.
H [n] and Young diagrams of n ∈ N , which are in bijection with partitions of n: We denote by Π(n) the
set of all n-codimensional monomial ideals of R. Note that given a diagram representing a monomial
ideal I, the value of µ(I) is the number of ”concave corners” of the diagram:
I : ? ? , J :
?
?
?
∈ H [3]
〈x3, y〉 〈x2, xy, y2〉
(where ?⇔ generator)
Figure 2. The monomial ideals I, J have µ (I) = 2 and µ (J) = 3, respectively.
In the present paper, we study the geometric and topological invariants of strata associated to µ and
σ.
We will focus on the E-polynomial (or the Hodge-Deligne polynomial) whose motivic properties facil-
itate its calculation ([De1, De2, HR]). Let Z be a complex algebraic variety. P. Deligne established the
existence of two filtrations on the j-th cohomology group of Z: the weight filtration W∗
0 = W−1 ⊆W0 ⊆ · · · ⊆W2j = Hj(Z)
and the Hodge filtration F ∗
Hj(Z) = F 0 ⊇ F 1 ⊇ · · · ⊇ Fm ⊇ F 2j = 0
such that, for each l, the filtration induced by F on the graded piece grlW := Wl/Wl−1 endows grlW
with a pure Hodge structure of weight l. One can define a mixed Hodge structure on the compactly
supported cohomology H∗c (Z) as well ([Fu]).
We define the compactly supported mixed Hodge polynomial of Z to be the generating function of the
compactly supported mixed Hodge numbers hp,q;jc (Z) := dimC grpF
(
grp+qW
(
Hjc (Z)
))
:
Hc(Z;u, v, s) :=
∑
p,q,j
hp,q;jc (Z)u
pvqsj .
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For a connected smooth variety Z of complex dimension d, the cohomological pairing
(2) Hk(Z)×H2d−kc (Z)→ H2d(Z).
is a morphism of mixed Hodge structures. Then Poincare´ duality implies the equality of mixed Hodge
numbers:
(3) hp,q;jc (Z) = h
d−p,d−q;2d−j(Z)
where hp,q;j := dimC grpF
(
grp+qW (H
j(Z))
)
are the mixed Hodge numbers of Z. Equivalently, if
H(Z;u, v, s) :=
∑
p,q,j h
p,q;j(Z)upvqsj is the mixed Hodge polynomial of Z, then we have
(4) Hc(Z;u, v, s) = u
dvds2dH(Z;u−1, v−1, s−1).
The specialization Hc(Z;u, v, s)|u=1,v=1 is the compactly supported Poincare´ polynomial of Z. Moreover,
if Z is a connected smooth variety, then by (3), we can express the compactly supported Poincare´
polynomial in terms of P (Z; s) :=
∑
j dimCH
j(Z)sj , the Poincare´ polynomial of Z as follows:
(5) Hc(Z; 1, 1, s) = P
(
Z; s−1
)
s2d.
The E-polynomial or the Hodge-Deligne polynomial of Z is defined to be the compactly supported
mixed Hodge polynomial specialized at s = −1
E(Z;u, v) :=
∑
p,g,j
hp,q;jc (Z)(−1)jupvq.
Properties of the E-polynomial:
• Additivity: If a complex algebraic variety Z is represented as a disjoint union of locally Zariski
closed subsets Z = ∪ni=1Zi, then
E(Z;u, v) = E(Z1;u, v) + . . . E(Zn;u, v).
• Factorization on fibrations: If f : Z → B is a Zariski locally trivial fibration of complex
algebraic varieties with fiber F over a closed point, then
E(Z) = E(B) · E(F ).
In particular, if B,F are complex algebraic varieties, then
E(B × F ) = E(B) · E(F ).
• The specialization at u = v = 1 gives the topological Euler characteristic
E(Z; 1, 1) =
∑
p,g,j
(−1)jhp,q;jc (Z) = χ(Z).
When Z is smooth and projective, the specialization
E (Z;−u,−v) =
∑
p,q
dimHq(Z,Ωp)upvq =
∑
p,q
hp,qupvq
agrees with the Hodge polynomial of Z, and
E(Z;−y, 1) =
∑
p,g,j
(−1)jhp,q;j(Z)yp = χy(Z)
is the Hirzebruch χy-genus of Z.
Example 1. The E-polynomial of C is E (C;u, v) = uv. Applying the factorization property, we have
E (Cn;u, v) = (uv)n, and the E (Cn \ 0;u, v) = (uv)n−1. In particular, the E-polynomial of C∗ is uv−1.
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Notation: Throughout the article, t will be a variable of degree 2. If the mixed Hodge numbers hp,q;j(Z)
of an algebraic variety Z vanish except when p = q, then the E-polynomial E(Z;u, v) may be written as
a polynomial in t = uv. This condition holds for the Hilbert schemes H [n], B[n] and the refined Hilbert
scheme H [n,n+r] to be introduced later. Thus we adopt the simplified notation E (Z; t) in this article for
the E-polynomial:
(6) E (Z; t) := E
(
Z;
√
t,
√
t
)
=
∑
p,q,j
hp,q;jc (Z)u
pvqsj |u,v=√t and s=−1
The calculations of the E-polynomials of Hilbert schemes of points on smooth surfaces goes back to
the works of L. Go¨ttsche and J. Cheah ( [Ch1, Ch2, Go¨2]). A version of their result is the following.
Theorem 2 (J. Cheah [Ch1, Ch2]). The generating function of the E-polynomials of a smooth surface
S has the form
(7)
∞∑
n=0
E
(
S[n];u, v
)
sn =
∞∏
d=1
∏
p,q
(
1
1− up+d−1vq+d−1sd
)ep,q(S)
,
where ep,g :=
∑
k(−1)khp,q,kc (Z).
In particular, for the case of C2, we have
(8)
∞∑
n=0
E
(
H [n]; t
)
qn =
∞∏
d=1
1
1− td+1qd .
Grojnowski ([Gr]) and Nakajima ([Na2]) introduced a representation-theoretic structure into the picture,
which has made a deep impact on the whole subject.
In this article, we present a refinement of these formulas by calculating the E-polynomials of the strata
B[n]m :=
{
I ∈ B[n] µ(I) = m
}
associated to the invariant µ(I) of ideals introduced above.
Theorem 3. The generating function of the E-polynomials of the strata B
[n]
m of the Brianc¸on variety is
given by
(9)
∞∑
n=0
E
(
B[n]m ; t
)
qn =
m−1∏
i=1
1
1− ti+1 ·
m∑
a=1
(
(−1)a+1t(a2)+m−1
[
m
a
]
t
∞∏
k=0
1− qktk−a
1− qktk−1
)
,
where
[
m
a
]
t
=

a−1∏
i=0
1− tm−i
1− ti+1 if 1 ≤ a ≤ m
1 if a = 0
0 if a > m.
Remark 4. Note that the summand indexed by a = 1 on the right hand side of (9) does not depend on
q, and thus may be omitted when calculating E
(
B
[n]
m ; t
)
for n > 0.
Example 5. We list some examples of the generating function from Theorem 3:
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• Case of m = 2:
∞∑
n=0
E
(
B
[n]
2 ; t
)
qn =
t
1− t +
t2
t2 − 1 ·
∞∏
k=0
1− tk−2qk
1− tk−1qk
=
t
1− t
(
1−
∞∏
k=1
1− tk−2qk
1− tk−1qk
)
=
t
1− t +
∞∏
k=1
(
1− tk−2qk) · ∞∏
k=0
1
1− tk−1qk .
• Case of m = 3:
∞∑
n=0
E
(
B
[n]
3 ; t
)
qn =
t2
(1− t) (1− t2)−
t3
(1− t) (1− t2) ·
∞∏
k=0
1− tk−2qk
1− tk−1qk +
t5
(1− t2) (1− t3) ·
∞∏
k=0
1− tk−3qk
1− tk−1qk
=
t2
(1− t2) (1− t) −
t2
(1− t)2 ·
∞∏
k=1
1− tk−2qk
1− tk−1qk +
t3
(1− t2)(1− t) ·
∞∏
k=1
1− tk−3qk
1− tk−1qk .
• Case of m = 4:
∞∑
n=0
E
(
B
[n]
4 ; t
)
qn =
t3
(1− t) (1− t2) (1− t3) −
t4
(1− t) (1− t2)2 ·
∞∏
d=0
1− td−2qd
1− td−1qd
+
t6
(1− t) (1− t2) (1− t3) ·
∞∏
d=0
1− td−3qd
1− td−1qd
− t
9
(1− t2) (1− t3) (1− t4) ·
∞∏
d=0
1− td−4qd
1− td−1qd .
A key role in our calculations is played by the refined incidence varieties inside H [n] ×H [n+r]:
H [n,n+r] :=
{
(I, J) ∈ H [n] ×H [n+r] I ⊃ J ⊇ mI
}
.
Note that for (I, J) ∈ H [n,n+r], I/J is supported at (0, 0).
These spaces were introduced in [NY] by H. Nakajima and K. Yoshioka, where they appeared as
examples of moduli spaces of stable perverse coherent sheaves on a blow-up of P2 at a point.
The key idea suggested to us by A. Oblomkov is that the fibers of the projection pi : H [n,n+r] → H [n]
over H
[n]
m = {I µ(I) = m} is a Grassmannian:
(10)
Grr (Cm)→ pi−1
(
H
[n]
m
)
⊆ H [n,n+r]
H
[n]
m ⊆ H [n]
pi
This idea appears in [OS] and [ORS] in the context of a conjecture relating the HOMFLY polynomial of
the link of a plane curve singularity C to the E-polynomials of the Hilbert schemes of points supported
on C.
The paper is organized as follows. In Section 1, we introduce the refined Hilbert scheme and state
some geometric and topological properties that will be needed later. In Section 2, we prove our main
result: Theorem 3. Then in Section 3, we compute a formula for the generating function of E
(
H
[n]
m ; t
)
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as an application of Theorem 3. In Section 4, we give a formula of the Euler characteristics of B
[n]
m . We
list a table of examples of E
(
B
[n]
m ; t
)
in Appendix A.
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1. The refined Hilbert schemes
Definition 6. Let n, r ∈ N, r ≥ 1. The refined Hilbert scheme H [n,n+r] ⊂ H [n] ×H [n,n+r] is defined as
(11) H [n,n+r] = {(I, J) ∈ H [n] ×H [n,n+r] I ⊃ J ⊇ mI}.
Here, the condition I ⊃ J ⊇ mI is equivalent to the requirement that the quotient space I/J lies in
the kernel of the multiplication by x and y, in other words, it carries a trivial R-module structure. It
follows that for an element (I, J) ∈ H [n,n+r], the quotient I/J is supported at (0, 0).
Example 7. If (I, J) ∈ H [1,3], then I/J ' C2 is a subspace of I/mI ' Cµ(I). Then µ(I) must be at least
2, and the only ideal I ∈ H [1] of codimension 1 with µ(I) ≥ 2 is the maximal ideal 〈x, y〉 = m. Moreover,
since dimCm/m2 = 2, the only possible J ∈ H [3], J ⊇ mI is m2. Thus H [1,3] is a point
(
m,m2
)
.
Theorem 8 (H. Nakajima, K. Yoshioka, [NY]). The refined Hilbert scheme H [n,n+r] is smooth and of
complex dimension 2n− r(r − 1).
The algebraic torus T ' (C∗)2 acts on C2 by
t · (x, y) 7→ (t1x, t2y)
for (t1, t2) ∈ T , (x, y) ∈ C2. This induces an action on the refined Hilbert schemes H [n,n+r]. Furthermore,
the fixed points
(
H [n,n+r]
)T
are parameterized by pairs of monomial ideals (I, J) ∈ H [n] ×H [n+r] such
that I/J ' Cr as a trivial R-module. To give a description of such T -fixed point using Young diagrams,
we call the boxes of a Young diagram ∆ that have no other boxes above and to the right of them, the
elbows of ∆ (cf. Figure 1). Let (I, J) ∈ (H [n,n+r])T and ∆I ,∆J be the corresponding Young diagrams.
Since I ⊃ J , ∆I is a subdiagram of ∆J . Moreover, the quotient I/J corresponds to a subset SI/J of ∆J
of r elbows and ∆I = ∆J \SI/J . Therefore, we may represent a T -fixed point (I, J) by a pair (∆J , SI/J)
of a Young diagram ∆J with n + r boxes, and a subset SI/J of r marked elbows of ∆J and we denote
the set of these pairs (∆J , SI/J) by Π(n, r).I = , J =
 ⇔ ? ? ?
Figure 3. A fixed point of H [6,9].
As we will see, the topology of H [n,n+r] is closely related to the function µ on H [n].
Proposition 9. If I ∈ H [n] has µ(I) = k, then n ≥ k(k−1)2 =
(
k
2
)
. Moreover, the equality holds if and
only if I = mk−1.
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Proof. We look for the maximal value of µ(I) for I ∈ H [n]. We recall that if Iλ ∈ (H [n])T and ∆λ is the
corresponding Young diagram with n boxes, then µ(Iλ) is equal to the number of ”elbows” of ∆λ.
We claim that
(12) max
{
µ(I) I ∈ H [n]
}
= max
{
µ(I) I ∈
(
H [n]
)T}
.
To see this, we consider the action of the one-parameter subgroup φ : C∗ → T, t 7→ (t, tN ) on H [n]:
t · f(x, y) = f(t−1x, t−Ny), with N ∈ N large. For each I ∈ H [n], the limit t → 0 of the action
φ(t) · (x, y) = (t−1x, t−Ny) is a T -fixed point Iλ ([Na1]). Let Uλ :=
{
I ∈ H [n] lim
t→0
φ(t) · I = Iλ
}
. We
claim that µ (Iλ) ≥ µ (I) for all I ∈ Uλ. Taking the limit t → 0 of the C∗-action induces the monomial
ordering ”y  x” and the limit lim
t→0
φ(t)·I = Iλ is, in fact, the initial ideal of I with respect to this ordering
. Now, if I ∈ Uλ and GI is a reduced Gro¨bner basis of I, then by definition, µ (Iλ) = |GI |. Since I
is an intersection of ideals with I0 and µ(I) = µ(I0), we have µ(I) ≤ |GI | = µ (Iλ) by the Buchberger
Algorithm construction of the reduced Gro¨bner basis. We conclude that the function µ(I), I ∈ H [n]
reaches its maximum value in
(
H [n]
)T
.
Now, by equation (12), the question of finding the maximal value of µ(I) for I ∈ H [n] reduces to
a combinatorial question for Young diagrams. In this context, max
{
µ(I) I ∈ H [n]} is equal to the
maximal number of elbows that a Young diagram with n boxes can have. It follows that if I is an ideal
with dimCR/I =
(
k
2
)
and µ(I) = k, then it can only be mk−1 = 〈yk−1, yk−2x, . . . , yxk−2, xk−1〉, which is
the monomial ideal corresponding to the partition λ = k − 1 ≥ k − 2 ≥ · · · ≥ 1. 
An immediate consequence of Proposition 9 is the following corollary:
Corollary 10. We have σ(I) ≥ (r2), and H [n,n+r] consists of a single point (mr−1,mr) if n = (r2).
In particular, this shows that the refined Hilbert scheme H [n,n+r] is empty if n <
(
r
2
)
.
According to a theorem of Bialynicki-Birula ([Bi1, Bi2]), a C∗-action on a smooth projective variety
with isolated fixed points induces a decomposition of M into affine spaces M =
⋃∗ p∈MT Aα(p), where α(p)
is the number of positive weights of TpM . In this case, the compactly supported Poincare´ polynomial of
M is
∑
p∈MT t
α(p) and it agrees with the E-polynomial of M . In other words, we have
(13) E (M ; t) = P
(
M ;
√
t
−1)
tdimCM =
∑
p∈MT
tα(p).
Even though the Hilbert schemes of points on the plane are not projective, property 13, nevertheless,
holds for H [n] endowed with the C∗-action. Moreover, this C∗-action on H [n] induces, at the same time, a
cell decomposition of the Brianc¸on variety B[n] =
⋃∗ p∈Π(n) A2n−α(p), where α(p) is the number of positive
weights of TpH
[n] (See [ES, HR2, Na1]). The same arguments go through for H [n,n+r] and B[n,n+r]:
Proposition 11. We have
E
(
H [n,n+r]; t
)
=
∑
p∈Π(n,r)
tα(p) and E
(
B[n,n+r]; t
)
=
∑
p∈Π(n,r)
t2n−r(r−1)−α(p),
where α(p) is the number of positive weights of TpH
[n,n+r].
To find the E-polynomial of H [n,n+r], we apply the character formula for the tangent space of a T -fixed
point by H. Nakajima and K. Yoshioka in [NY].
Notation: For each two distinct ”elbows” ? and N of a Young diagram represented by coordinates
(a, b), (c, d) ∈ Z2≥1 (assuming that a < c, d < b), we consider the box • = (a, d) (cf. Figure 1).
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?
• N
An example for ? = (1, 4), N = (2, 2) and • = (1, 2).
Given a pair
(
∆J , SI/J
)
, we denote by QI,J =
{
(a, d) ∈ ∆J ∃(a, b), (c, d) ∈ SI/J with a < c, d < b
}
the set of boxes obtaining this way.
For a box of a Young diagram, we define a( ) to be the number of the boxes above and l( ) to
be the number of the boxes on right of .
Denote by Ti the one-dimensional representation given by Ti : (t1, t2)→ ti, i = 1, 2.
Theorem 12 (H. Nakajima, K. Yoshioka, [NY]). Let (I, J) be a fixed point of H [n,n+r] of the T -action,
and
(
∆J , SI/J
)
be the corresponding marked Young diagram. We note that ∆I = ∆J\SI/J is the Young
diagram corresponding to I. The character of the tangent space T(I,J)H
[n,n+r] as a T -module is given by
(14)
∑

(
T
−l∆()
1 T
a∆I ()+1
2 + T
l∆I ()+1
1 T
−a∆()
2
)
where the summation runs over all box  of ∆J\
(
SI/J
⋃
QI,J
)
.
?
• N
• • 
Figure 4. The summation runs over all empty boxes ””.
Corollary 13. The generating function of the E-polynomial of H [n,n+r] has the form
(15)
∞∑
n=(r2)
E
(
H [n,n+r]; t
)
qn = q(
r
2)
( ∞∏
d=1
1
1− t(d+1)qd
)(
r∏
d=1
1
1− tdqd
)
.
Proof. By Proposition 11, this is equivalent to find its generating function of the compactly supported
Poincare´ polynomials of H [n,n+r]. We apply the argument of [[NY] Corollary 5.3 and 5.4] for the Poincare´
polynomial of H [n,n+r]. To compute E
(
H [n,n+r]; t
)
, we count the sum of weights with opposite sign in
their calculation for the compactly supported Poincare´ polynomial. Hence we obtain equation (15). 
2. Proof of Theorem 3
We consider the refined Hilbert scheme strata
H [n]m :=
{
I ∈ H [n] µ(I) = m
}
,
H [n]m (s) :=
{
I ∈ H [n] µ(I) = m,σ(I) = s
}
and it induces decomposition of H [n]
H [n] =
⋃
∗
m
H [n]m .
If J ∈ H [n,n+r] satisfies the condition I ⊃ J ⊇ mI, then J is fully determined by its image in
I/mI. Thus for a fixed I ∈ H [n] with µ(I) = m, the set of J ∈ H [n+r] such that (I, J) ∈ H [n,n+r] is
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parameterized by the Grassmannian of r-dimensional subspaces of I/mI ' Cm. Over each stratum H [n]m
of H [n], the projection map H [n,n+r] → H [n] has fibers Gr(r,Cm) at each ideal I ∈ H [n]m .
Since Grassmannians are projective and smooth, their E-polynomials and Poincare´ polynomials are
equal:
E (Gr(r,Cm); t) = P
(
Gr(r,Cm);
√
t
)
=
[
m
r
]
t
,
where
[
m
r
]
t
:=
∏r
i=1
1−tm−i+1
1−ti . This Grassmannian bundle structure together with the motivic property
of the E-polynomial imply the following equality
(16) E
(
H [n,n+r]; t
)
=
µmaxn∑
m=1
E
(
H [n]m ; t
)
E (Grr(Cm); t) =
µmaxn∑
m=1
E
(
H [n]m ; t
)[m
r
]
t
,
where µmaxn := max
{
µ(I) I ∈ H [n]} = max{µ(I) I ∈ (H [n])T}.
Furthermore, presenting an ideal I ∈ H [n] as an intersection of ideals I0 ∩ I ′, where I0 is the part
supported on (0, 0) and I ′ s the part supported at Y0 := C2\{(0, 0)}, we obtain the decomposition
(17) H [n]m '
n⋃
∗
s=0
(
B[s]m × Y [n−s]0
)
.
Using the motivic properties of the E-polynomial, we can conclude
(18) E
(
H [n]m ; t
)
=
n∑
s=0
E
(
Y
[n−s]
0 ; t
)
· E
(
B[s]m ; t
)
.
Our goal is to find the E-polynomials of H
[k]
m and B
[k]
m using equations (16) and (18). We will consider
all H
[k]
m and B
[k]
m , m, k ∈ N, at the same time and we define following infinite matrices:
X :=
(
E
(
H
[j]
i ; t
))
i≥1,j≥0
, B :=
(
E
(
B
[j]
i ; t
))
i≥1,j≥0
, R :=
(
E
(
H [j,j+i]; t
))
i≥1,j≥0
,
G :=
(
E
(
Gri(Cj); t
))
i,j≥1
=
([
j
i
]
t
)
i,j≥1
and A :=
(
E
(
Y
[j−i]
0 ; t
))
i,j≥1
.
Proposition 14. The matrices X ,B,R,G and A satisfy
GX = R and BA = X .
Proof. A direct calculation of matrix products gives
GX =
(∑∞
k=1 GikXkj
)
i≥1,j≥0
=
(∑∞
k=1E
(
Gri(Ck); t
)
E
(
H
[j]
k ; t
))
i≥1,j≥0
(by equation (16) ) =
(
E
(
H [j,j+i]; t
))
i≥1,j≥0
= R.
Similarly, we have the product BA
BA =
(∑∞
k=0 BikAkj
)
i≥1,j≥1
=
(∑∞
k=0E
(
B
[k]
i ; t
)
E
(
Y
[j−k]
0 ; t
))
i≥1,j≥1
(by equation (18) ) =
(
E
(
H
[j]
i ; t
))
i≥1,j≥0
= X .
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
By definition, G and A are upper triangular matrices with 1s on the diagonal, so they are invertible
with upper triangular inverses. Then the matrices X and B may be expressed as products of matrices
(19)
{
X = G−1R
B = XA−1 = G−1RA−1
Thus to compute the E-polynomials E
(
H
[n]
m ; t
)
= Xm,n and E
(
B
[n]
m ; t
)
= Bm,n, it is sufficient to find
the inverse matrices of G and A.
Proposition 15. The matrix G =
([
j
i
]
t
)
i,j≥1
has the inverse
G−1 =
(
(−1)j−it(j−i2 )[ji]t)i,j≥1 .
Proof. Let G−1 denote the inverse of G. Denoted by δij the Kronecker delta function, the ij-th entry of
the matrix product G−1G that is by definition
(20) (G−1G)ij =
∞∑
k=1
G−1ik Gkj =
j∑
k=1
G−1ik
[
j
k
]
t
= δij .
We apply the following orthogonality relation for the q-binomial coefficients ([Co] p.118-p.119): For every
0 ≤ i ≤ j one has
δij =
j∑
k=i
(−1)k−iq(k−i2 )
[
j
k
]
q
[
k
i
]
q
([k
i
]
q
= 0 if k < i
)
j∑
k=1
(−1)k−iq(k−i2 )
[
j
k
]
q
[
k
i
]
q
,
and we obtain
(21)
j∑
k=1
G−1ik
[
j
k
]
t
= δij =
j∑
k=1
(−1)k−it(k−i2 )
[
j
k
]
t
[
k
i
]
t
.
By comparing the coefficients of
[
j
k
]
t
in (21), we have
G−1ik = (−1)k−it(
k−i
2 )
[
k
i
]
t
.

Our next step is to calculate the inverse of A. To this end, we first need the generating function of
E-polynomials of the Hilbert scheme of points on the punctured plane Y0.
Proposition 16 ([Ch1, Ch2, Go¨2]). The E-polynomial E
(
Y
[n]
0 ; t
)
of the Hilbert scheme of points on the
punctured complex plane Y0 has the generating function
∞∑
n=0
E
(
Y
[n]
0 ; t
)
qn =
∞∏
d=1
1− td−1qd
1− td+1qd .
Here, we give a direct proof using the knowledge of E
(
H [n,n+r]; t
)
and E(B[n]; t).
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Proof. First, we observe that from the decomposition in 17: H [n] ' ⋃∗ ns=0 Y [s]0 ×B[n−s], we have a bijective
morphism
n⋃
∗
s=0
Y
[s]
0 ×B[n−s] → H [n]
by sending a pair of subschemes in Y
[s]
0 ×B[n−s] to the union of the two.
We recall that the formula (8) for the generating function of the E-polynomials of H [n] has the form
(22)
∞∑
n=0
E
(
H [n]; t
)
qn =
∞∏
d=1
1
1− td+1qd .
Applying the motivicity of the E-polynomial to this decomposition 17, we obtain the equality
(23)
∞∑
n=0
E
(
H [n]; t
)
qn =
∞∑
n=0
(
n∑
s=0
E
(
Y
[s]
0 ; t
)
E
(
B[n−s]; t
))
qn.
After the change of variable k = n−s, the right-hand side of the equation ((23)) has the form of a doubly
infinite summation
∞∑
n=0
(
n∑
s=0
E
(
Y
[s]
0 ; t
)
E
(
B[n−s]; t
))
qn
(k=n−s) ∞∑
k=0
( ∞∑
s=0
E
(
Y
[s]
0 ; t
)
E
(
B[k]; t
))
qs+k
=
∞∑
k=0
∞∑
s=0
E
(
Y
[s]
0 ; t
)
qsE
(
B[k]; t
)
qk
(s, k are independent)
( ∞∑
k=0
E
(
B[k]; t
)
qk
)( ∞∑
s=0
E
(
Y
[s]
0 ; t
)
qs
)
.(24)
As we pointed out in the beginning of the section, the Brianc¸on variety B[k] admits a cell decomposition as
well and thus E
(
B[k]; t
)
= P
(
B[k];
√
t
−1)
tdimC B
[k]
. We replace pieces E
(
B[k]; t
)
by P
(
B[k];
√
t
−1)
tdimC B
[k]
in equation (24): ( ∞∑
k=0
P
(
B[k];
√
t
−1)
tdimC B
[k]
qk
)( ∞∑
s=0
E
(
Y
[s]
0 ; t
)
qs
)
,
which is equal to
(25)
( ∞∑
k=0
P
(
H [k];
√
t
)
qk
)( ∞∑
s=0
E
(
Y
[s]
0 ; t
)
qs
)
,
since H [n] and B[n] are homotopic. Recall that P
(
H [n];
√
t
)
has the generating function
∞∑
n=0
P
(
H [n];
√
t
)
qn =
∞∏
d=1
1
1− td−1qd .
Thus we have
∞∑
n=0
E
(
H [n]; t
)
qn =
∞∏
d=1
1
1− td+1qd =
( ∞∏
d=1
1
1− td−1qd
)( ∞∑
s=0
E
(
Y
[s]
0 ; t
)
qs
)
.
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Therefore ∞∑
n=0
E
(
Y
[n]
0 ; t
)
qn =
∞∏
d=1
1− td−1qd
1− td+1qd .

Example 17. We list some E-polynomials E
(
Y
[n]
0 ; t
)
for 0 ≤ n ≤ 8:
n E
(
Y
[n]
0 ; t
)
0 1
1 t2 − 1
2 t4 + t3 − t2 − t
3 t6 + t5 − 2t3 − t2 + t
4 t8 + t7 + t6 − t5 − 3t4 + t2
5 t10 + t9 + t8 − 3t6 − 3t5 + t4 + 2t3
6 t12 + t11 + t10 + t9 − t8 − 4t7 − 3t6 + 3t5 + 2t4 − t3
7 t14 + t13 + t12 + t11 − 3t9 − 6t8 − t7 + 5t6 + 2t5 − t4
8 t16 + t15 + t14 + t13 + t12 − t11 − 5t10 − 6t9 + t8 + 7t7 + t6 − 2t5
Before stating the result about the matrix A−1, we define the dual E-polynomial
̂
E of a complex
variety Z
(26)
̂
E(Z; t) := H(Z;
√
t,
√
t,−1).
When Z is a connected and smooth, we can compute
̂
E(Z; t) from E(Z; t) by Poincare´ duality (2):
̂
E(Z; t) =E
(
Z; t−1
)
tdimC Z .
Corollary 18. The dual E-polynomial of Y
[n]
0 has generating function
∞∑
n=0
̂
E
(
Y
[n]
0 ; t
)
qn =
∞∏
d=1
1− td+1qd
1− td−1qd .
Proof. Since the Hilbert scheme Y
[n]
0 is a complex 4n-dimensional smooth variety, the Poincare´ duality
is compatible with the mixed Hodge structure on cohomology, and we have
̂
E
(
Y
[n]
0 ; t
)
= tdimC Y
[n]
0 E
(
Y
[n]
0 ; t
−1
)
= t2nE
(
Y
[n]
0 ; t
−1
)
.
Then from the definition of the generating function of
̂
E, we have
∞∑
n=0
̂
E
(
Y
[n]
0 ; t
)
qn =
∞∑
n=0
E
(
Y
[n]
0 ; t
−1
)
t2nqn
(q˜=t2q)
∞∏
d=1
1− t1−dq˜d
1− t−d−1q˜d
=
∞∏
d=1
1− t1−d(t2q)d
1− t−d−1(t2q)d =
∞∏
d=1
1− td+1qd
1− td−1qd .

We are now ready to calculate A−1.
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Proposition 19. The matrix A has the inverse
A−1 =
(
A−1ij
)
=
(̂
E
(
Y
[j−i]
0
))
(27) A−1 =

1
̂
E
(
Y
[1]
0
) ̂
E
(
Y
[2]
0
) ̂
E
(
Y
[3]
0
) ̂
E
(
Y
[k]
0
)
0 1
̂
E
(
Y
[1]
0
) ̂
E
(
Y
[2]
0
)
. . .
̂
E
(
Y
[k−1]
0
)
. . .
... 0 1
̂
E
(
Y
[1]
0
) ...
0 1
̂
E
(
Y
[k−j]
0
)
... 0
...
1

,
where
̂
E
(
Y
[j−i]
0
)
= t2(j−i)E
(
Y
[j−i]
0 ; t
−1
)
is the dual E-polynomial of Y
[j−i]
0 .
Proof. Denote by C be the infinite matrix in (27). The (i, j)-th entry of the matrix AC is given by the
sum
(AC)ij =
j∑
k=i
E
(
Y
[k−i]
0 ; t
) ̂
E
(
Y
[j−k]
0 ; t
)
=
j−i∑
l=0
E
(
Y
[l]
0 ; t
) ̂
E
(
Y
[j−i−l]
0 ; t
)
.
Note that Proposition 16 and Corollary 18 yield the product of the generating functions
∞∑
n=0
(
n∑
i=0
E
(
Y
[i]
0 ; t
) ̂
E
(
Y
[n−i]
0 ; t
))
qn =
( ∞∑
n=0
E
(
Y
[n]
0 ; t
)
qn
)( ∞∑
n=0
̂
E
(
Y
[n]
0 ; t
)
qn
)
= 1.
Therefore, (AC)ij = δij and this implies C = A−1.

We are now ready to prove Theorem 3.
Proof of Theorem 3. The E-polynomial E
(
B
[n]
m ; t
)
is equal to the (m,n)-th entry of the matrix product
B = XA−1 = G−1RA−1 which is given by the sum
∑
k
∑
j
G−1mkRkjA−1jn =
µmaxn∑
k=m
n∑
j=
k(k−1)
2
(−1)k−mt(k−m2 )
[
k
m
]
t
E
(
H [j,j+k]; t
) ̂
E
(
Y
[n−j]
0 ; t
)
.
Substituting this into the generating function, we obtain
∞∑
n=0
E
(
B[n]m ; t
)
qn =
∞∑
n=0
µmaxn∑
k=m
n∑
j=
k(k−1)
2
(−1)k−mt(k−m2 )
[
k
m
]
t
E
(
H [j,j+k]; t
) ̂
E
(
Y
[n−j]
0 ; t
) qn.
Here we can let the indices k and j run from 0 to ∞ without changing the infinite sum since the space
H [j,j+k] = ∅ if j ≤ k(k−1)2 by Proposition 9, and
[
k
m
]
t
= 0 if k ≤ m. Recall that the generating functions
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of E
(
H [n,n+r]; t
)
and
̂
E
(
Y
[n]
0 ; t
)
are given by q(
r
2)
(∏∞
d=1
1
1−t(d+1)qd
)(∏r
d=1
1
1−tdqd
)
and
∏∞
d=1
1−td+1qd
1−td−1qd ,
respectively. Then the generating function
∞∑
n=0
E
(
B[n]m ; t
)
qn =
∞∑
n=0
 ∞∑
k=0
∞∑
j=0
(−1)k−mt(k−m2 )
[
k
m
]
t
E
(
H [j,j+k]; t
) ̂
E
(
Y
[n−j]
0 ; t
) qn
is equal to the product
∞∏
d=1
1
1− td+1qd ·
∞∏
d=1
1− td+1qd
1− td−1qd ·
∞∑
k=0
(
q(
k
2)(−1)k−mt(k−m2 )
[
k
m
]
t
k∏
d=1
1
1− tdqd
)
=
∞∏
d=1
1
1− td−1qd ·
∞∑
k=0
(
(tq)(
k
2)(−1)k−mt−km+(m+12 )
[
k
m
]
t
1
(tq)k
)
,(28)
where (tq)k :=
k∏
d=1
(
1− tdqd). To continue the proof, we need the following lemma.
Lemma 20. We have
(29)
m∑
i=0
(−1)m+itkm−(m2 )+(i2)−ik
[
m
i
]
t
=
m−1∏
i=0
(
1− tk−i) .
Proof of Lemma 20. Recall the Gauss’s binomial formula ([KC], p.29):
n−1∏
k=0
(1 + aqk) =
n∑
k=0
q(
k
2)
[
n
k
]
q
ak.
Applying the Gauss’s binomial formula with a = −t−k, q = t, we obtain
m−1∏
i=0
(
1− tk−i) = (−1)mtmk−(m2 ) m−1∏
i=0
(
1 + (−t−k)ti)
= (−1)mtmk−(m2 )
m∑
i=0
t(
i
2)
[
m
i
]
t
(−t−k)i
=
m∑
i=0
(−1)m+itmk−(m2 )+(i2)−ik
[
m
i
]
t
.

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We continue the calculation of the generating function of E
(
B
[n]
m ; t
)
. We write
[
k
m
]
t
=
m−1∏
i=0
1− tk−i
1− ti+1
and apply Lemma 20 to the product
∏m−1
i=0
(
1− tk−i). We substitute it into the generating function
∞∑
n=0
E
(
B[n]m ; t
)
qn =
∞∏
d=1
1
1− td−1qd ·
∞∑
k=0
(
(tq)(
k
2)(−1)k−mt−km+(m+12 )
[
k
m
]
t
1
(tq)k
)
=
∞∏
d=1
1
1− td−1qd
× (−1)m
∞∑
k=0
(−1)k(tq)(k2)
(tq)k
t−km+(
m+1
2 )
m∑
a=0
(−1)m+atkm−(m2 )+(a2)−ak
[
m
a
]
t
m−1∏
i=0
(
1− ti+1)
=
∞∏
d=1
1
1− td−1qd ·
m−1∏
i=0
1
1− ti+1 ·
m∑
a=0
(
(−1)atm+(a2)
[
m
a
]
t
∞∑
k=0
(−1)k(tq)(k2)t−ak
(tq)k
)
.
Recall the Euler identity in ([Co]):
(30) (z)∞ =
∞∑
n=0
(−1)n znq(n2)
(q)n
=
∞∏
n=0
(1− zqn) .
We apply the identity (30) to the infinite sum
∞∑
k=0
(−1)k(tq)(k2)t−ak
(tq)k
with change of variables
{
q 7→ tq,
z 7→ t−a .
Finally, we arrive at the result:
∞∑
n=0
E
(
B[n]m ; t
)
qn =
∞∏
d=1
1
1− td−1qd ·
m−1∏
i=0
1
1− ti+1 ·
m∑
a=0
(
(−1)atm+(a2)
[
m
a
]
t
∞∏
k=0
(1− t−a(tq)k)
)
=
m−1∏
i=0
1
1− ti+1 ·
m∑
a=0
(
(−1)atm+(a2)
[
m
a
]
t
(
1− t0−1) ∞∏
d=0
1− td−aqd
1− td−1qd
)
=
m−1∏
i=1
1
1− ti+1 ·
m∑
a=0
(
(−1)a+1tm−1+(a2)
[
m
a
]
t
∞∏
d=0
1− td−aqd
1− td−1qd
)
.
Note that the infinite product
∞∏
d=0
1− td−aqd
1− td−1qd = 0 when a = 0, and we have
∞∑
n=0
E
(
B[n]m ; t
)
qn =
m−1∏
i=1
1
1− ti+1 ·
m∑
a=1
(
(−1)a+1tm−1+(a2)
[
m
a
]
t
∞∏
d=0
1− td−aqd
1− td−1qd
)
.

3. The E-polynomial of the refined strata H
[n]
m
Using Theorem 3, we calculate the E-polynomial of the refined strata H
[n]
m as well.
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Proposition 21. The E-polynomial of the refined stratum H
[n]
m has the generating function
∞∑
n=0
E
(
H [n]m ; t
)
qn =
m−1∏
i=1
1
1− ti+1 ·
m∑
a=1
(
(−1)at(a2)+m
[
m
a
]
t
∞∏
k=0
1− qktk−a
1− qktk+1
)
.(31)
Remark 22. One can also obtain this formula directly from the entries of matrix products X = G−1R
in equations (19) with a similar argument as in the proof of Theorem 3.
Proof. From relation (18), the E-polynomial of H
[n]
m is a sum
E
(
H [n]m ; t
)
=
n∑
s=0
E
(
(Y0)
[n−s]; t
)
E
(
B[s]m ; t
)
.
Then the generating function of the E-polynomial E
(
H
[n]
m ; t
)
∞∑
n=0
E
(
H [n]m ; t
)
qn =
∞∑
n=0
 n∑
j=0
E
(
(Y0)
[n−j]; t
)
E
(
B[j]m ; t
) qn
=
( ∞∑
n=0
E
(
Y
[n]
0 ; t
)
qn
)( ∞∑
n=0
E
(
B[n]m ; t
)
qn
)
.
Applying the formula of the generating functions in (16) and (3), we obtain
∞∑
n=0
E
(
H [n]m ; t
)
qn =
∞∏
d=1
1− td−1qd
1− td+1qd ·
m−1∏
d=1
1
1− ti+1 ·
m∑
a=1
(
(−1)a+1tm−1+(a2)
[
m
a
]
t
·
∞∏
d=0
1− td−aqd
1− td−1qd
)
=
m−1∏
d=1
1
1− ti+1 ·
m∑
a=1
(
(−1)a+1tm+(a2)
[
m
a
]
t
· t
−1(1− t)
1− t−1 ·
∞∏
d=0
1− td−aqd
1− td+1qd
)
=
m−1∏
d=1
1
1− ti+1 ·
m∑
a=1
(
(−1)atm+(a2)
[
m
a
]
t
∞∏
d=0
1− td−aqd
1− td+1qd
)
.

Example 23. We list some examples of E
(
H
[n]
m ; t
)
:
(32)
n m = 1 m = 2 m = 3
1 t2 − 1 1 0
2 t4 + t3 − t2 − t t2 + t 0
3 t6 + t5 − 2t3 − t2 + t t4 + 2t3 + t2 − t− 1 1
4 t8 + t7 + t6 − t5 − 3t4 + t2 t6 + 2t5 + 3t4 − 2t2 − t t2 + t
4. Euler characteristics of the refined strata
The specialization of E
(
B
[n]
m ; t
)
at t = 1 is the topological Euler characteristic of B
[n]
m
χ(B[n]m ) = E
(
B[n]m ; 1
)
,
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which equals to χ
(
H
[n]
m
)
. It is, however, difficult to obtain an explicit formula for the generating function
of χ
(
B
[n]
m
)
from formula (9) in Theorem 3. If we consider the specialization of the equation (28) in the
proof of Theorem 3
∞∑
n=0
E
(
B[n]m ; t
)
qn =
∞∏
d=1
1
1− td−1qd ·
∞∑
k=0
(
(tq)(
k
2)(−1)k−mt−km+(m+12 )
[
k
m
]
t
1
(tq)k
)
at t = 1, we obtain a formula for the generating function of χ(B
[n]
m ):
(33)
∞∑
n=0
χ
(
B[n]m
)
qn =
∞∏
d=1
1
1− qd ·
∞∑
k=0
(
(−1)k−mq(k2)
(q)k
(
k
m
))
.
n m = 2 m = 3 m = 4 m = 5
0 0 0 0 0
1 1 0 0 0
2 2 0 0 0
3 2 1 0 0
4 3 2 0 0
5 2 5 0 0
6 4 6 1 0
7 2 11 2 0
Table 1. Examples of χ
(
B
[n]
m
)
.
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Appendix A. Tables for E-polynomials of the refined strata
Table 2. E-polynomials of the refined strata of the punctual Hilbert schemes E
(
B
[n]
m ; t
)
.
n E
(
B
[n]
2 ; t
)
E
(
B
[n]
3 ; t
)
E
(
B
[n]
4 ; t
)
E
(
B
[n]
5 ; t
)
1 1 0 0 0
2 t+ 1 0 0 0
3 t2 + t 1 0 0
4 t3 + 2t2 t+ 1 0 0
5 t4 + 2t3 − t 2t2 + 2t+ 1 0 0
6 t5 + 3t4 + t3 − t2 2t3 + 3t2 + t 1 0
7 t6+3t5+t4−2t3−t2 3t4 + 5t3 + 3t2 t+ 1 0
8 t7 +4t6 +2t5−2t4−
t3
3t5 + 7t4 + 4t3 − t 2t2 + 2t+ 1 0
9 t8 +4t7 +3t6−3t5−
2t4
4t6+9t5+7t4−2t2−
t
3t3 + 4t2 + 2t+ 1 0
10 t9 +5t8 +4t7−3t6−
3t5
4t7 + 12t6 + 10t5 +
t4 − 3t3 − 2t2
4t4 + 6t3 + 4t2 + t 1
11 t10+5t9+5t8−4t7−
5t6
5t8 + 15t7 + 15t6 +
2t5 − 5t4 − 4t3 − t2
5t5 +10t4 +7t3 +3t2 t+ 1
12 t11 + 6t10 + 7t9 −
3t8 − 6t7 + t5
5t9 + 18t8 + 19t7 +
4t6− 8t5− 7t4− 2t3
7t6 + 14t5 + 12t4 +
5t3 − t
2t2 + 2t+ 1
13 t12 + 6t11 + 8t10 −
4t9 − 9t8 − t7 + t6
6t10 + 22t9 + 27t8 +
7t7 − 10t6 − 11t5 −
4t4
8t7 + 20t6 + 18t5 +
9t4 − 2t2 − t
3t3 + 4t2 + 2t+ 1
14 t13 + 7t12 + 10t11 −
3t10−11t9−2t8+2t7
6t11 +26t10 +34t9 +
12t8− 13t7− 16t6−
6t5 + t3
10t8 + 26t7 + 27t6 +
13t5 − 5t3 − 3t2 − t
5t4+7t3+5t2+2t+1
From the above table, we observe that the E-polynomials of the strata E
(
B
[1]
2 ; t
)
, E
(
B
[3]
3 ; t
)
and
E
(
B
[6]
4 ; t
)
are equal to 1, which is the E-polynomial of a point. Indeed, each strata B
[1]
2 , B
[3]
3 and B
[6]
4
contains a single monomial ideal:
y
x
y
xy
x2
y3
y2x
x2y
x3
B
[1]
2 = {m} B[3]3 = {〈x2, xy, y2〉} B[6]4 = {〈x3, x2y, y2x, y3〉}
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