Due to recent occurrences of extreme hydrological events in Central Europe, there is an increasing interest in more accurate prediction of return levels of such events. The precipitation records from six ombrographic stations operated by the Czech Hydrometeorological Institute were analysed in order to estimate the intensity-duration-frequency. Although the longest rainfall series consists of more than 40 years of measurements, the data set also contains records from newly established stations with only short-time series available. The impact of the series length on the estimation quality is part of this study. Parametric and nonparametric approaches to drawing samples are assumed. In the first case, we consider a threshold model and we estimate the unknown parameters using maximum likelihood and probability weighted moments methods. In the latter case, k largest order statistics are considered and the bootstrap methodology is applied as a resampling technique together with the moment estimator of extreme value index.
Introduction
The occurrence of extreme hydrological events in Central and Western Europe, especially in the area of the Czech Republic (Daňhelka and Kubát 2009) , has lately increased. Therefore, there are concerns whether the available hydrological data evaluation is still applicable since it was established a few decades ago (Trupl 1958) and has already become less relevant or even obsolete in most cases. To ensure protection of people and property from the harmful effects of hydrological situations, new evaluations of the available hydrological data should be carried out. The expected differences between the former and present-day predictions can be caused by either a real climate change or higher accuracy of the new estimation techniques. Therefore, many authors have focused on assessing the impact of modern statistical methods on former data evaluation (see, for example, Madsen et al. 2009 , Willems 2013 . This paper is focused on updating the intensity-durationfrequency (IDF) curve estimates for the purpose of urban drainage system planning in the South Moravian Region, Czech Republic. IDF curves, as one of the most frequently used statistical methods for rainfall data evaluation, play an important role in urban drainage design. The estimation and evaluation of IDF curves bring us information about return levels for a given T-year event and indicate the dependency between rainfall intensity and duration. In order to predict extreme events in a successful way, availability of relevant hydrological data has always been the basic condition. On that account, attention is also paid to comparisons between parametric and nonparametric approaches to IDF curves estimation, where relatively long (e.g. 41 or 37 years) and also short (e.g. 11 or 16 years) historical rainfall series (HRS) are considered.
The paper is divided into several interrelated parts. The real data used in this analysis are described in the following section. The commonly used sampling techniques are closely investigated in Section 2, and the parametric approach for statistical inference of extreme events is introduced in Section 3.1. The distribution of values exceeding a given threshold is approximated by the generalized Pareto distribution (GPD), where the suitability of this approximation depends on proper identification of the threshold. For this purpose, two graphical approaches are applied. An alternative approach to threshold selection is discussed in Section 3.2, where the bootstrap resampling technique is used, and parameters of the GPD are estimated using a nonparametric moment estimator. The impact of the used methodology and length of the HRS on the estimation of IDF curves is analysed in Section 4. A discussion of obtained results follows in Section 5.
Rainfall data and sampling techniques
Continuous HRS with the time step of 1 minute from six ombrographic stations operated by the Czech Hydrometeorological Institute were used as input data in this study. All the stations are located in the South Moravian Region covering an area of 7195 km 2 in the southeastern part of the Czech Republic. Brno-Jundrov, BrnoTuřany and Brno-Žabovřesky Stations are situated in the urbanized area of Brno, the regional centre and the second largest city in the Czech Republic. The Znojmo-Kuchařovice and the Jevišovice Stations are situated in the south-western and station Vyškov in the north-eastern parts of the region. Kyselý et al. (2011) showed in their paper that from the point of heavy precipitation the South Moravian Region represents a homogeneous area; nevertheless, geographical differences between the stations do not cause any limitations because each station will be evaluated separately considering various approaches to IDF curves estimation.
Rainfall intensity data are obtained from registration tapes of ombrographs. Since ombrographs cannot carry out measurements of solid precipitation, they are commonly used in the period from May to September, when the temperature remains stable above freezing point in the Czech Republic. This restriction is partially balanced by the fact that most of the rainstorms in the area occur in this period, thus the analysis based on these measurements is considered reliable. Because of only a small amount of metadata accompanying the measurement process, measurements can be incomplete even in this bounded period in some cases. Such years were excluded from the analysis. The observation periods and numbers of years with complete records are summarized in Table 1 . In the following sections, interest will be paid especially to the Brno-Tuřany Station (41 years) and the BrnoJundrov Station (11 years), although the HRS from the latter one is too short. These two stations will be primarily used to illustrate the behaviour of IDF curves estimation considering various approaches. The described data have already been used in works published by Michálek et al. (2012) and Prax et al. (2010) , where the reader can find different statistical approaches to their evaluation.
The most natural way to model hydrological extremes, as described in Chow et al. (1988) or Khaliq et al. (2006) , is to use annual maxima series (AMS) which consists of one maximum value from each year of record. A huge advantage of the AMS method stands in clearly determined rules for selecting members into the sample, where the members are widely assumed to be independent (Chow et al. 1988) . However, in the case of short HRS, the AMS method results in a small sample size which may reflect in high variation of the estimated IDF curves. This approach is totally unacceptable for very short HRS such as Brno-Jundrov (11 years) or BrnoŽabovřesky (16 years), since it returns samples unsuitable for any further analysis. Another approach to modelling hydrological extremes is using partial duration series (PDS), which consist of all values above a specified threshold (see e.g. Coles 2001 ). This approach is sometimes called peaks-over-threshold. In spite of some unsolved problems such as optimal threshold selection, PDS is mostly applied (Ben Zvi 1994 , Willems 2000 , Madsen et al. 2002 . Many authors have dealt with comparison of AMS and PDS approaches (e.g. Madsen et al. 1997a , 1997b , Ben Zvi 2009 .
The PDS approach is more suitable for our study, since it allows us (in contrast with the AMS approach) to include more values in the sample in a given year. On the other hand, the manner of selecting members into the sample is the biggest difficulty of the PDS approach. Obviously, in a rainfall intensity record, two consecutive measurements cannot be considered independent. Therefore, data preprocessing must be performed in order to create series of intensities which can be considered independent. Firstly, based on a clearly determined partition rule, HRS are divided into individual rainfall events and maxima of mean intensities over different aggregation levels are sampled (Madsen et al. 2002) . Resulting series are usually referred to as the event maxima series (EMS). Various approaches of creating EMS occur in the literature, varying in the manner of dividing the rainfall events. A fixed separation period is often considered for all aggregation levels (24 hours -Ben Zvi 2009, 1 hourHarremoës and Mikkelsen 1995). Some authors prefer a separation period equal to ceasing the rainfall for periods corresponding to an aggregation level with a minimum of 1 hour (Madsen et al. 2002), 8 hours (van Montfort and Witter 1986) , or 12 hours (Willems 2000) .
As Michálek et al. (2012) point out, the approach according to Madsen et al. (2002) seems to be the most suitable one for the purpose of urban drainage system design in the Czech Republic. Samples were taken at aggregation levels 5, 10, 15, 20, 30, 45, 60, 90, 120, 180, 240 and 360 minutes, i.e. a total of 12 aggregation levels. Events were separated by one hour period for aggregation levels smaller than one hour (6 levels). A separating period of length equal to aggregation level was considered in the remaining 6 cases. Although we consider members of the drawn sample independent, this criterion does not totally guarantee the actual statistical independence.
The statistical model

Statistical inference based on threshold exceedence
Statistical models for evaluating hydrological extremes are based on theory of extreme value distributions. Given a sequence x 1 ; . . . ; x n of independent and identically distributed random variables, Fisher and Tippett (1928) showed that the distribution of properly normalized block maxima max x 1 ; . . . ; x n f g approaches the generalized extreme value (GEV) distribution. The GEV distribution has three parameters, namely location parameter μ, scale parameter σ > 0 and shape parameter (see e.g. De Haan and Ferreira 2006). The shape parameter has a substantial influence on the tail properties of the distribution and is often referred to as the extreme value index (EVI).
As it was shown by Pickands (1975) , in case the PDS approach is considered, a threshold exceedence can be approximated by the GPD. Let X be a random variable and u a high enough threshold. Then the conditional distribution of X given X exceeding u, 0 u < x, can be approximated as follows
where
is the cdf of the GPD defined for x > 0, and a þ ¼ max a; 0 ð Þ (see e.g. Coles 2001) . In correspondence to GEV distribution
e. σ u linearly depends on the threshold value u, and is the shape parameter of the GPD. Thus, if block maxima have approximate GEV distribution, then the threshold excesses have an approximate distribution within the generalized Pareto family with the same shape parameter.
In a standard analysis of real data, the unknown parameters of the GPD are replaced by their estimates,σ u . The maximum likelihood (ML) method is commonly used; however, some authors prefer nonparametric/semiparametric methods based on sample moments like the probability weighted moments (PWM) method, or a robust approach based on L-moments (Hosking and Wallis 1997 , Adamowski 2000 , Diebolt et al. 2007 , Kyselý et al. 2011 , Burgess et al. 2015 . The advantage of the ML method is that the parameters' estimates are asymptotically normally distributed and, therefore, it is possible to obtain their asymptotic confidence intervals using the delta method (Coles 2001) .
The PWM method is based on comparison of sample and theoretical moments of the GPD. Let
be an ordered sample. The PWM of order p; r; s ð Þ is defined as (Hosking and Wallis 1987) 
where p; r; s 2 R, F 0 x ð Þ is cdf of X and E stands for expectation. The moments of type 1; r; s ð Þ are often preferred. We concentrate on PWM of type 1; 0; s ð Þwhich are more suitable for GPD parameters estimation. The PWM estimators of the shape and scale parameters are given by the formulaŝ
and M 1;0;s can be replaced by its consistent estimator
where n u denotes the number of values exceeding the threshold, i.e. n u ¼ max j :
In comparison to an unbiased estimator proposed by Hosking and Wallis (1987) , M 1;0;s has better properties for the purpose of this study as discussed by Fusek (2013) . Both the ML and the PWM methods for estimating parameters of the GPD are used further in this paper.
A suitable approximation of maxima using the GPD is conditioned by a proper choice of the threshold u. On one hand, too low a threshold is likely to violate the asymptotic basis of the model, leading to bias. On the other hand, too high a threshold will generate only few excesses with which the model can be estimated, leading to a high variance of parameter estimates. The standard practice is to adopt as low a threshold as possible, subject to the limit model providing a reasonable approximation.
A number of publications deal with the problem of optimal threshold identification (see e.g. Willems et al. 2007 , AghaKouchak and Nasrollahi 2010 , Um et al. 2010 , Shinyie et al. 2013 ). An extensive review of threshold selection methods is provided in Scarrott and MacDonald (2012) , containing, among others, recently proposed resampling based computational approaches and methods based on mixture models of a suitable distribution and the GPD for the right tail. Despite the criticism of high subjectivity, the traditional graphical diagnostics (Coles 2001 ) still belong to the mostly used approaches in many applications. Since 2012, several new automated methods have been proposed (Wadsworth and Tawn 2012 , Gonzalez et al. 2013 , Northrop and Coleman 2014 . However, these techniques usually require tuning parameters and the problematic threshold selection using graphical diagnostics is only converted to another problem. Moreover, the computational complexity of automated methods often makes them hard to apply in practical situations. In this section, we concentrate on selection of optimal threshold u 0 using graphical techniques, specifically the mean residual life (MRL) plot and parameter stability plots (Scarrott and MacDonald 2012) . A computational approach based on bootstrap resampling will be closely investigated in Section 3.2.
The MRL plot is derived from behaviour of the GPD mean u þ σ u = 1 À ð Þ for < 1. Thus, in order for the GPD being a valid approximation of threshold exceedence, the mean excess
where 0 < u < x n ð Þ , should change linearly for u above a properly chosen threshold u 0 . The second graphical method is based on visualization of the dependency of parameters' estimates on the threshold values. The scale parameter should change linearly and the shape parameter should stay constant above the properly chosen threshold u 0 . Moreover, if is close to zero, σ u should be approximately constant above u 0 .
The return level x T of a T-year event is a rainfall intensity that is exceeded on average once in T years. If there are n x observations per year, the T-year return level x T is equal to p ¼ 1 À 1= Tn x ð Þ quantile of the distribution with cdf given in (1), i.e.
where θ : ¼ PðX > uÞ. Estimation of return levels requires a substitution of the unknown parameters of the GPD by their estimates. Parameter θ can be estimated as a proportion of values exceeding threshold u 0 . Thusθ ¼ n u =n, where n is the sample size and n u is the number of values exceeding the threshold. Then the event x T has an exceedence probability equal to 1= Tn x θ ð Þ, and the return level estimator iŝ
The usual confidence intervals are based on asymptotic properties of the estimator. The methods for determining asymptotic confidence intervals are often discussed, and many authors propose alternative ways for the intervals determination. Kyselý et al. (2011) and Shinyie et al. (2013) use bootstrap resampling to design a proper finite sample confidence interval. Based on asymptotic theory, Lu et al. (2013) and Bolívar-Cimé et al. (2015) propose the use of profile likelihood rather than ML. The profile likelihood causes the intervals to be asymmetric, which the authors consider to be more appropriate. Serinaldi (2009) determines the confidence intervals through fractional order statistics. Here we follow the common practice, and the asymptotic confidence intervals forx T are obtained using the delta method as described, for example, in Madsen et al. (2002) .
Bootstrap methodology for optimal sample fraction identification
In order to avoid misspecification in optimal threshold selection (as discussed in Section 3.1), several computational methods have been proposed. Various nonparametric EVI estimators have been proposed in Shinyie et al. (2013) . A number of recently published papers document ongoing interest in the nonparametric analysis of extreme values (Gomes and Oliveira 2001 , Caeiro and Gomes 2011 , 2015 , Gomes et al. 2013 , Caeiro et al. 2014 . The application of bootstrap for optimal sample fraction identification (originally proposed by Hall 1990 ) is based on nonparametric EVI estimators which make use of a set of upper order statistics. In this contribution, we follow the paper published by Draisma et al. (1999) , who compared the Pickand's estimator to the moment estimator (MoE). The MoE of the EVI is defined as (De Haan and Ferreira 2006)
denotes the j-th moment of the limiting GPD, and k ¼ 2; . . . ; n À 1 is a rank of the largest order statistics. In case k ¼ 1, the estimator (8) is not well defined because of dividing by zero. The notation of MoE as n;2 k ð Þ refers to the use of the second moment M 2 ð Þ n k ð Þ defined in (9). The MoE can be used in case 2 R which in comparison to other nonparametric estimators (e.g. Hill's estimator for > 0 and the PWM estimator for < 1) makes it applicable to a wide class of distributions. However, a positive right end point of the distribution is required. The estimator n;2 provides a consistent estimate of in the case of k ¼ k n ð Þ ! 1 and k=n ! 0 as n ! 1 (De Haan and Ferreira 2006).
The problem of proper choice of the k largest order statistics is analogous to the issue of optimal threshold selection described in the previous section. On one hand, setting k high allows us to extend the sample size and to decrease the variability of estimated parameters. On the other hand, it provides a worse approximation of a limiting distribution leading to bias. In practice, an optimal sample fraction k 0 ¼ k 0 n ð Þ is selected so that it minimizes the asymptotic mean square error (AMSE) of the EVI, thus
where E stands for expected value. The optimal sequence k 0 n ð Þ balancing variance and bias components can be determined in case the underlying distribution F 0 is known, since it requires the knowledge of the second order frameworkespecially the second order parameter and the second order auxiliary function (for details see De Haan and Ferreira 2006) . The use of bootstrap methodology avoids estimation of the second order framework by a handy alteration.
Firstly, the unknown parameter in formula (10) is replaced by an auxiliary estimator. In our study, the auxiliary estimator n;3 k ð Þ is defined aŝ
whereby we follow the study published by Draisma et al. (1999) . Having an EMS of rainfall intensities x ¼ x 1 ; x 2 ; . . . ; x n ð Þ , the bootstrap is used as a resampling technique (Efron and Tibshirani 1994) . Consider a bootstrap
of length n 1 (n 1 <n) from the empirical cdf F n x ð Þ ¼ Then the estimates Ã n 1 ;2 k ð Þ given by (8), and Ã n 1 ;3 k ð Þ given by (11), k ¼ 2; . . . ; n 1 , are calculated and formed in a sequence
. . . ; n 1 . This procedure is repeated B times independently and we obtain q Ã n 1 ;b k ð Þ, k ¼ 1; . . . ; n 1 , for each repetition b ¼ 1; 2; . . . ; B. Finally, the AMSE estimator
is minimized with respect to k, and the optimal point is denoted as k Ã 0 n 1 ð Þ. This procedure is then repeated for n 2 < n 1 leading to k Ã 0 n 2 ð Þ. The second order framework estimation can be omitted by the specific selection n 2 ¼ n 1 ð Þ 2 =n (Draisma et al. 1999, Gomes and Oliveira 2001) and the optimal number of largest order statisticsk Ã 0 is then obtained using formulak
In this study, the numberk Ã 0 was calculated 1000 times and the estimatek 0 of (10) was chosen as median ofk Ã 0 . Once the optimal valuek 0 is selected, the MoE of the shape parameter can be calculated. The scale parameter σ is then estimated by its moment estimator
where the value k is replaced byk 0 . The standard deviations of shape and scale parameter estimates are calculated on the basis of asymptotic normality of the estimators; for details see De Haan and Ferreira (2006, Theorems 3.5.4, and 4.2.1). Note that if the bootstrap methodology is applied multiple times (even to the same rainfall series), the estimate of k 0 may differ a little bit due to the nature of the resampling approach. The corresponding estimates of (and also σ) may vary significantly even if computed for two close values ofk 0 . In order to minimize this effect, the whole bootstrap methodology was applied R times, where r ,σ r , r ¼ 1; 2; . . . ; R, were calculated using (8) and (15) for each repetition. The final estimates,σ are calculated as averages, i.e.
This should lead to more stable estimates of shape and scale parameters. Return levels used for IDF curve evaluation are computed using formula (7), where the threshold is now replaced by x nÀk 0 ð Þ , and the estimates of shape and scale parameters are obtained as averages (16) and (17). The confidence intervals forx T are then obtained by the delta method.
Results
Both approaches discussed in Sections 3.1 and 3.2 will be applied to the studied rainfall series to assess the influence of the used methodology on the estimates quality, especially with respect to the series length. From this point of view, the Brno-Tuřany Station (41 years) and the Brno-Jundrov Station (11 years) are the most relevant. Results for the four remaining stations located in the region will be briefly interpreted at the end of this section.
In Section 4.1, the results of GPD analysis will be compared with those based on MoE and bootstrap-based sample fraction selection. The estimated IDF curves are investigated with respect to the used methodology in the subsequent Section 4.2.
A comparison of methods used for parameter estimation
In the case of parametric GPD analysis, two graphical methods described in Section 3.1 were used for identification of proper threshold values u 0 . Unknown parameters of the GPD were estimated using the ML method. It was possible to determine the threshold values in virtually all cases. However, some plots did not result in clearly identifiable values of threshold. In such singular cases, the threshold values of the neighbouring aggregation levels were taken into account. Possibly a less suitable threshold would be subsequently identified using a goodness-of-fit test. Resulting values of u 0 for the Brno-Tuřany and the BrnoJundrov Stations are listed in Table 2 .
Once all the threshold values were determined, correctness of the GPD approximation of the exceeding values was verified using goodness-of-fit tests. Specifically, the Pearson's χ 2 test, the Kolmogorov-Smirnov test, and the AndersonDarling test were carried out along with visual verification using a histogram and a Q-Q plot. None of the tests did refuse the null hypothesis of GPD being a suitable theoretical model for distribution of values above given thresholds at a significance level of α ¼ 0:05. Regarding the AndersonDarling test, differences between statistical criteria and critical values were higher than 0.1 in more than 94% of cases. The lowest difference (0.005) was observed for Vyškov Station and aggregation level of 5 minutes. Critical values of the Anderson-Darling test were taken from Choulakian and Stephens (2001) .
Next, ML estimates of the GPD parameters for the given thresholds u 0 were determined, and the delta method was used to obtain variance of parameters' estimates. In order to assess behaviour of the ML estimators, rainfall series were once again analysed using the PWM method. Differences in selected threshold values are illustrated by the number of exceeding values summarized in Table 3 . Note that the estimation method has only a small influence on the sample size.
The nonparametric analysis based on bootstrap resampling was performed and B ¼ 250 samples of sizes n 1 ,n 2 from the empirical cdf were generated. Results from the study published by Gomes and Oliveira (2001) show that the corresponding sample size n 1 should be as high as possible. In this paper, n 1 was selected as n 1 ¼ n 0:995 , where n is meant for the length of a given rainfall series. This way we obtained the optimal sample fractions k Ã 0 n 1 ð Þ and k Ã 0 n 2 ð Þ associated to corresponding sample sizes from whichk Ã 0 was calculated using (14). This setup was repeated 1000 times and the optimal sample fractionk 0 was chosen as the median of all these bootstrapped valuesk Ã 0 . As discussed at the end of Section 3.2, the whole procedure was repeated R ¼ 5 times in order to increase the accuracy of estimated parameters and Table 2 . Optimal threshold values u 0 (mm) identified using the ML method. sample fraction. Corresponding estimates of parameters and σ u were calculated using (16) and (17). The optimal sample fractionsk 0 were further compared with sample fractions chosen by graphical methods in the GPD analysis using ML and PWM methods. Results for the Brno-Tuřany and the Brno-Jundrov Stations are in Table 3 . It can be seen that both parametric threshold models result in samples with more members (n ML u ; n PWM u ) than the bootstrap method in the case of the Brno-Tuřany Station. This holds for most of the stations with the exception of Brno-Jundrov (11 years) and Brno-Žabovřesky (16 years), where the threshold models result in samples with less members than that with bootstrap-based selection at high (>60) aggregation levels (see highlighted values in Table 3 for Brno-Jundrov Station).
Once the optimal sample fractionk 0 is selected, shape parameter and scale parameter σ can be estimated using formulas (8) and (15). Dependency of the parameter estimates on the selection of k largest order statistics is visualized in Fig. 1 (Brno-Tuřany, aggregation level 30 minutes), where the optimal k selected using the bootstrap technique is denoted by a vertical line. Figure 1 also clearly shows the bias-variance tradeoff if k is set high/low. Figure 2 contains ML and MoE estimates of parameters and σ u together with their standard deviations. It is clear that the variability of estimates increases significantly as the series length diminishes. The variability of the parameters' estimates in the case of the shortest rainfall series (BrnoJundrov) is almost by an order larger than that in the case of the longest series (Brno-Tuřany). The variability determined was later used to set up confidence intervals for the IDF curves.
As a next step, behaviour of the parameters' estimates will be assessed. The proportions of shape and scale parameters calculated using all the considered methods are visualized in Fig. 3 . It can be seen that the shape parameter calculated using MoE is often overestimated. This holds for BrnoTuřany, Brno-Žabovřesky, Vyškov, and Jevišovice Stations with several exceptions for intermediate aggregation levels (30-60 minutes), and the highest aggregation level of 360 minutes. Huge deflections in shape parameter estimates are present for Brno-Jundrov and Znojmo-Kuchařovice Stations, partially because here the estimates are close to zero. However, the scale parameter estimates remain rather stable regardless of the used methodology, with more deflections in the case of short time series.
Further on, standard deviations of the shape and scale parameters' estimates considering MoE and ML method are summarized in Table 4 for the Brno-Tuřany and BrnoJundrov Stations. In the case of short rainfall series (BrnoJundrov) and long rainfall durations, the parameters estimated using the MoE method have lower standard deviations than that estimated using the ML method. Thus, we may recommend use of bootstrap resampling and the MoE in such cases. Otherwise, in comparison to other methods, bootstrapping leads to higher variance of estimated parameters. Note that the variance of parameters' estimates is substantially dependent on the sample length (Table 3 ). The smaller Table 3 . Comparison of sample fractions obtained using the ML, PWM and bootstrap methods in the cases of the Brno-Tuřany and Brno-Jundrov Stations. Number of values exceeding the threshold is n ML u (n PWM u , respectively) in the case of the ML method (PWM method, respectively), optimal rank of largest order statistics determined by bootstrap resampling isk 0 . 
Impact of estimation methods on IDF curve estimates
The IDF curves for a T-year return levels have been estimated as quantiles of GPD. For a practical purpose, point estimates of quantiles are usually fitted by a regression function. Relationships of the rainfall intensities to the aggregation levels are fitted by means of formula
which belongs to the class of statistical curves used under these circumstances (Chow et al. 1988) . Moreover, this formula proved to be suitable for hydrological data processing in the Czech Republic (see, for example, Trupl 1958 for the ML and the PWM estimates, from 10 À2 to 10 À4 for the MoE).
In Fig. 4 , there are IDF curves estimated using parametric GPD approaches and MoE bootstrap-based methodology. All estimated IDF curves were fitted using formula (18); to preserve clarity, confidence intervals obtained by the ML and the MoE methods were left unfitted. The difference between curves obtained by the ML and the PWM methods is obvious. These two estimating methods return very similar results with the exception of the Brno-Jundrov Station (short time series), where the difference is the most visible for high return level T ¼ 100 years. In comparison to parametric (threshold) approaches, MoE-based estimates of IDF curves result in similar values in the case of short rainfall series at high aggregation and for long-term return levels. Since the prediction of return levels of extreme events for short time series is related to a high variation of IDF curves estimates (in comparison to long time series), use of the nonparametric method leads to reduction of this variability for high return levels.
A thorough inspection of confidence intervals in Fig. 4 indicates that the variability increases as the series length diminishes, thus, in the case of short time series, models Table 4 . Proportion of standard deviations of shape and scale parameters calculated using the MoE and the ML methods at stations Brno-Jundrov (BJ) and Brno-Tuřany (BT). Lower standard deviations obtained using the MoE method are highlighted. become less reliable because of large estimation errors. It was shown that the IDF curves obtained by the PWM method are contained in the 95% confidence bounds for the IDF curves computed by the ML method for all six stations and all aggregation levels. This fact also holds for the short time series Brno-Jundrov, although in that case the estimated curves may differ significantly.
In-depth analysis showed that if the ML method is applied to samples of size corresponding to that obtained by the bootstrap resampling approach, the estimated IDF curves (together with their confidence intervals) are very similar to that obtained by the ML method with threshold selected on the basis of MRLP and parameter plots. On the other hand, in the case of short time series, bootstrap-based sample size selection, which results in a smaller sample size, leads to lower return level values at aggregation levels from 5 to 20 minutes.
Although the bootstrap may be considered as a well automated way to choose a threshold, note that the selected threshold is substantially linked to the MoE as to the estimator meant for AMSE minimization. Differences between estimates calculated by the ML and the MoE (for the same sample lengths) methods result in significantly different IDF curves, especially for long term events. This fact is well documented in Fig. 5 for the Brno-Jundrov Station.
The estimated return levels for a 100-year event are visualized in the left figure. It can be seen that use of the ML method results in the lowest return levels (in comparison to the PWM and the MoE approaches), especially for large sample lengths. The behaviour of shape and scale parameters' estimates is visualized in the middle and right figures. The number of values exceeding the threshold (n u ¼ 107 for both ML and PWM methods) and the largest order statistics k ¼ 120) are represented by vertical lines (see Table 3 for comparison).
Discussion
The IDF curves were estimated by means of two approaches derived in Sections 3.1 and 3.2. In the first case, the ML and the PWM methods were used for estimation of GPD parameters. In the latter case, the analysis was based on k largest order statistics and the moment estimator of EVI, where the proper k was obtained using the bootstrap resampling technique. Despite the fact that the short time series from the Brno-Jundrov Station is unsuitable for a reasonable prediction of extreme events, some information derived from the behaviour of the MoE-bootstrap approach can give us an idea of how to deal with short time series.
The analysis proved our expectations of high variability of parameters' estimates for the short time series, which is almost by an order larger than the variability estimated for the longest time series. This holds also for the MoE-based estimates of the parameters. If we compare the parametric threshold model with the nonparametric one, the MoE of the parameters are usually burdened with higher variability, which is probably mostly caused by the smaller sample sizes taken into account. However, in the case of the short rainfall series for Brno-Jundrov, the variability of parameters' estimates is often smaller if the MoE-bootstrap methodology is applied, especially at high aggregation levels where the sample size considered by MoE increases.
In comparison to the parametric threshold approach, the methodology based on bootstrap resampling resulted in drawing samples of smaller sizes in most cases (for all six stations). Moreover, graphical methods used in the parametric approach may bring inaccuracy into calculation, since threshold selection is based mostly on subjective impressions. Therefore, the bootstrap technique should be used for selection of the proper number of the largest order statistics in most cases. However, this approach is rather computationally demanding (the right choice of numerical methods, computational time).
The ML and the PWM methods result in IDF curves estimates with negligible differences with only one exception -the shortest time series (11 years) from Brno-Jundrov. The MoE method returns very similar IDF curves for the long time series and long-term return levels forecast. In the case of short time events, the MoE method underestimates the IDF curves (in comparison to the ML and/or the PWM methods), i.e. extreme events are predicted with higher probability. This fact is neglected at the aggregation level of 5 minutes. The use of bootstrap and MoE cannot be recommended in the case of long time series, since the estimated IDF curves are very similar to ML and PWM estimates (especially in the case of high return levels), and the MoE method is computationally quite demanding. The use of bootstrap and MoE can be efficient mostly for forecasting of long-term events when the time series is short. In that case, the IDF curves estimates with relatively narrow confidence intervals can be obtained, Figure 5 . Dependence of the MoE, ML and PWM estimates on sample lengths for Brno-Jundrov Station. The estimated 100-year return level (left), the shape (middle) and the scale (right) parameter estimates at aggregation level 360 minutes. Selected optimal thresholds/order statistics are represented by vertical lines (solid for MoE, dashed for ML and PWM estimates). The estimated values are marked on the vertical axis.
especially at high aggregation levels. Concurrently, the bootstrap resampling technique itself does not guarantee a proper choice of an optimal number of order statistics (or threshold) with respect to the series length. ML method applied on MoE-bootstrap-chosen samples significantly underestimates the quantiles, especially at low aggregation levels.
Conclusions
This paper has shown important findings in prediction of extreme events for short time series, which have been our object of interest. Differences between IDF curves estimated using parametric and nonparametric approaches are rather negligible in most cases. Since use of the nonparametric approach with bootstrap resampling is computationally demanding, this approach cannot be recommended for a general analysis. On the other hand, the bootstrap methodology gives an opportunity to clearly determine the threshold without any human intervention.
Use of the MoE method with bootstrapping can be strongly recommended in the case of high return levels prediction, especially when dealing with high aggregation levels, because of the narrower (in comparison to the ML and the PWM methods) confidence intervals for the IDF curves. Since the bootstrap resampling is substantially connected with the MoE, caution has to be paid when thresholds obtained from various approaches are compared.
The authors would like to highlight behaviour of the estimated IDF curves at aggregation level 5 minutes. Specifically, the MoE-based nonparametric approach does not follow the situation at other aggregation levels. This may be caused by the influence of some external factors like dew, which is hard to identify due to the small amount of metadata accompanying the measurement process.
