Abstract. We study the Cauchy problem for the nonlinear wave equations (NLW) with random data and/or stochastic forcing on a two-dimensional compact Riemannian manifold without boundary. (i) We first study the defocusing stochastic damped NLW driven by additive space-time white-noise, and with initial data distributed according to the Gibbs measure. By introducing a suitable space-dependent renormalization, we prove local well-posedness of the renormalized equation. Bourgain's invariant measure argument then allows us to establish almost sure global well-posedness and invariance of the Gibbs measure for the renormalized stochastic damped NLW. (ii) Similarly, we study the random data defocusing NLW (without stochastic forcing), and establish the same results as in the previous setting. (iii) Lastly, we study the stochastic NLW without damping. By introducing a space-time dependent renormalization, we prove its local well-posedness with deterministic initial data in all subcritical spaces.
where the unknown u is real-valued, k ≥ 2 is an integer, ν ∈ (0, 2) and (M, g) is a twodimensional compact Riemannian manifold without boundary. In particular, we study the Cauchy problem for (1.1) with random initial data of low regularity distributed according to the Gibbs measures and with stochastic forcing ξ given by the space-time white noise. See below for a precise definition. We also consider the nonlinear wave equations without stochastic forcing (NLW) 2) with data distributing according to the Gibbs measure, as well as the stochastic nonlinear wave equations with deterministic data (SNLW):
In the case of the two-dimensional torus T 2 = (R/Z) 2 , these equations have been studied in recent works by Gubinelli-Koch-Oh-Tolomeo [13] , Oh-Thomann [22] , and GubinelliKoch-Oh [12] . Our main goal in this paper is to investigate the Cauchy problem for (1.1), and since our argument work as well for (1.2) and (1.3), to extend the main results in [13, 22, 12 ] to a more general setting of two-dimensional compact Riemannian manifolds without boundary. Remark 1.1. The equations (1.1), (1.2) and (1.3) indeed correspond to the (stochastic) nonlinear (damped) Klein-Gordon equations. As for local-in-time results, the same results with inessential modifications also hold for the (stochastic) nonlinear wave equations, where we replace the left-hand side in (1.1), (1.2), (1.3) by ∂ 2 t u − ∆ g u. In the following, we simply refer to (1.1), (1.2) , and (1.3) as the (stochastic) nonlinear wave equations.
The Φ 4
2 measure and the corresponding hyperbolic dynamical problem. The motivation to study SDNLW comes from looking at a hyperbolic counterpart of the so-called stochastic quantization equations (SQE) which is given by the following parabolic equation
where ξ is as above and "∞ · u" refers to a renormalization procedure. The equation (1.4) was introduced in [24] as a dynamical problem whose limiting behaviour of the solutions as t → +∞ is at least formally given by the Φ 4 2 measure
where here and in the following Z denotes some normalizing constant. This measure does not make sense as it is, since first the measure "du" is not well defined. This is overcome by viewing dρ 4 = Z −1 e −´M(u 4 −∞·u 2 )dx dµ 0 , (1.5)
where µ 0 is a Gaussian measure on the Sobolev space H s (M) for any s < 0 with covariance operator (1 − ∆ g ) s−1 (see below). In particular the nonlinearity u 4 is not integrable with respect to µ 0 , hence the need for a renormalization in (1.5) and correspondingly in (1.4), which we discuss in the following subsection. Now, for a stochastic hyperbolic equation with a general power nonlinearity, the corresponding measure on the phase-space
is given similarly by the formal Gibbs measure dρ k+1 (u, v) = e −E(u,v) dudv, where v = ∂ t u, and E(u, v) is the (renormalized) energy given by
: u k+1 : dx, and : u k+1 : denotes the renormalization of the nonlinearity. In this case, the full measure is given by dρ k+1 (u, v) = Z −1 e −´M :u k+1 : dx dµ 0 ⊗ µ 1 , ( 6) where µ 1 is the white noise measure on M. Note that when there is no stochastic forcing as in the NLW (1.2), since it admits the Hamiltonian structure ∂ t u v = J∇ (u,v) E(u, v) with J = 0 1 −1 0 , then the energy E is preserved along the flow, and so at least formally ρ k+1 is invariant for (1.2). On the other hand, adding a stochastic forcing in the equation breaks down the Hamiltonian structure and in particular changes the equation satisfied by the speed v, so that one needs to add an extra damping term in order for µ 1 to be stationary for v. This leads to consider (1.1). 1.3. Renormalization of the nonlinearity. Let us now describe the renormalization procedure. Let {ϕ n } n≥0 ⊂ C ∞ (M) be an orthonormal basis of L 2 (M) consisting of eigenfunctions of −∆ g with corresponding eigenvalues {λ 2 n } n≥0 assumed to be arranged in increasing order, so that for any u ∈ D ′ (M), where D ′ (M) is the dual of C ∞ (M), one can decompose u = n≥0 a n ϕ n , for some sequence {a n } n≥0 of real numbers. Then we can see µ = µ 0 ⊗ µ 1 as the Gaussian probability measure induced under the map
where λ n = 1 + λ 2 n and {g n , h n } n∈N is a sequence of independent standard real-valued Gaussian random variables on a probability space (Ω, F, P). As mentioned above, the convergence of these series holds in L 2 (Ω; H s ) whenever s < 0, and moreover supp µ ⊂ H s \ H 0 for any s < 0. Now, the space-time white noise ξ is a centred Gaussian random variable with values in S ′ (R; D ′ (M)), where S ′ (R) is the space of Schwartz distributions, which is delta correlated. This means that for any space-time test functions η, η ∈ S(R, C ∞ (M)), we have
(1.8)
In particular, we see that ξ is equal in law to ∂ t B, where B is a cylindrical Wiener process on L 2 (M), which can be realized 2 as B(t) = n≥0 β n (t)ϕ n , (1.9) with {β n } n≥0 being a sequence of independent (and independent of g n and h n in (1.7)) Brownian motions associated with a filtration F t . In particular, we have B ∈ C 0,a (R, H s (M)) almost surely for any a ∈ [0, 1 2 ) and s < −1. Moreover, from the independence property, we may assume that Ω = Ω 0 × Ω 1 × Ω and that P = P 0 ⊗ P 1 ⊗ P with ω = (ω 0 , ω 1 , ω) and g n (respectively h n ) in (1.7) only depending on ω 0 ∈ Ω 0 (respectively ω 1 ∈ Ω 1 ) and B(t) in (1.9) on ω ∈ Ω. Thus we will replace the base probability space (Ω 0 × Ω 1 × Ω, P 0 ⊗ P 1 ⊗ P) by
is the push-forward of X defined in (1.7) and Ξ = ξ ⋆ P. Then a smooth solution u to (1.1) can be represented through Duhamel's formula
where
We see that the roughness of u comes (at least) from the term Ψ damp (t) = Ψ damp (t, u 0 , u 1 , ξ) = ∂ t V (t)u 0 + V (t)u 1 +ˆt 0 V (t − t ′ )dB(t ′ ) (1.10) which lies in C R; H s (M) almost surely for any s < 0 (see Proposition 3.7). The strategy to define the product u k in the integral above is then to regularize the rough term Ψ damp and to replace u k by another well-chosen 3 polynomial such that, as we remove the regularization, the corresponding renormalized power : u k+1 : converges to some finite random variable almost surely.
More precisely, for any N ≥ 0 let P N be (a smooth version of) the frequency projection on the set of frequencies {λ n ≤ N } (see (2.3) 
is then a mean-zero real-valued Gaussian random variable with variance
where the first equality results of the invariance of the (truncated) measure µ under the (truncated) linear stochastic damped wave equation given by Proposition 3.7, and the last estimate comes from Lemma 2.1 along with Weyl's law (2.2). As in the case M = T 2 investigated in [23, 22, 12] , when the truncated nonlinearity u k+1 N is replaced by the Wick ordered monomial defined for all
where H k+1 (x, σ) is the (k + 1)-th Hermite polynomial, then the renormalized powers of the stochastic contribution : (P N Ψ damp ) k : converge almost surely to some random variable : Ψ k damp : . See Section 3 below.
1.4.
Well-posedness of the renormalized dynamics. In view of the above discussion, we look at the following smoothed renormalized version of (1.1). 12) with data (u 0 , u 1 ) given by (1.7). Our main result is then the following.
There exists a stopping time T almost surely positive such that for almost every realization of ξ and almost every initial data (u 0 , u 1 ) 5 and for any N ∈ N there exists a unique solution u N ∈ C [0, T ]; H s (M) to (1.12), and moreover (u N ) N ∈N converges almost surely to a stochastic process u ∈ C [0, T ]; H s (M) . 3 In particular note that the renormalized power defined below is a unitary polynomial with its lower-order coefficients becoming infinite as the regularization is removed, which justifies the term ∞ · u in (1.4). 4 When M = T 2 , since the Gaussian process PN Ψ damp (t, x) is also stationary in x, σN is then independent of x. Here the renormalization must be defined pointwise in x. 5 Since the Gibbs measure is absolutely continuous with respect to the Gaussian measure µ with an almost surely positive density, there is no distinction between data distributed by ρ k+1 rather than µ in the local well-posedness result.
Remark 1.3.
(i) Formally, the limiting process u is a solution of the full equation
This is only formal since the renormalized nonlinearity (1.11) is only defined for smoothed (i.e. frequency truncated) noise and data. (ii) The uniqueness stated in Theorem 1.2 holds in the class
The full Wick ordered nonlinearity is actually well-defined on the above class (see (3.1) below), which justifies that u " is a solution " of the full renormalized dynamics (1.13).
Standard arguments following [2, 3, 8, 6 ] allow us to extend this local well-posedness result into a global one.
Theorem 1.4. If k is an odd integer
6 and, ν = 1 2 , then for ρ k+1 ⊗Ξ-almost every (u 0 , u 1 , ξ), the local flow given by Theorem 1.2 is globally defined, and moreover it preserves the measure ρ k+1 ⊗ Ξ.
As mentioned above, we can also look at the evolution of ρ k+1 under (a suitably renormalized version of) NLW (1.2) (i.e. without stochastic forcing) :
(1.14)
where (u 0 , u 1 ) has law µ. In this case we have similar results. Theorem 1.5. Let s < 0. There exists a stopping time T µ-almost surely positive such that for µ-almost every initial data (u 0 , u 1 ) and for any N ∈ N there exists a unique solution u N ∈ C [0, T ]; H s (M) to (1.14), and moreover (u N ) N ∈N converges almost surely to a stochastic process u ∈ C [0, T ]; H s (M) .
Here the uniqueness is in the corresponding class
where s 1 is as above and
is the truncated linear solution with random data. Due to the conservation of the energy and subsequently of the Gibbs measure, we also have a global statement. Theorem 1.6. Let k be an odd integer. Then the Wick ordered truncated NLW (1.14) is ρ N,k+1 -almost surely globally well-posed, and the limiting process is globally defined. Moreover, ρ k+1 is invariant under the flow of the full renormalized NLW. 6 Here we only consider the defocusing case since in the focusing case the density of ρ k+1 cannot be properly defined [4] . When k is even, there is no notion of focusing or defocusing, and it may be possible for small values of k to construct the corresponding measure with a different renormalization involving other cut-offs in the spirit of [16, 2] .
At last, we consider the case with stochastic forcing but with deterministic initial and no damping 7 :
for deterministic initial data in (u 0 , u 1 ) ∈ H s (M). Here the renormalization is slightly different. Let us define the stochastic convolution
which is the solution of the linear stochastic equation with zero as initial data. Then from Itô isometry we have for any x ∈ M and t ≥ 0
As above, we thus define the renormalized Wick powers as
Note that since now P N Ψ is not stationary in x nor t, the renormalization needs to be performed pointwise in both x and t. Theorem 1.7. Let k ∈ N and 0 < s 1 < 1 satisfying s 1 > s crit if k = 2, 3 or s 1 ≥ s crit when k ≥ 4. Then the truncated Wick ordered SNLW (1.15) is almost surely locally well-posed in H s 1 (M), in the sense that for any data (u 0 , u 1 ) ∈ H s 1 (M), any s < 0 and almost every ω there exists a stopping time T ω (u 0 , u 1 ) > 0 and for any N ∈ N there is a (unique) solution u N to (1.15) in the class
Moreover the solutions u N converge to a stochastic process u ∈ C [0, T ]; H s (M) almost surely.
Here s crit refers to the critical exponent given by the deterministic well-posedness theory :
where s scal and s conf correspond respectively to the scaling invariance and the conformal symmetry.
Unlike the previous models, there is no invariant Gibbs measure available for (1.3), and as a consequence globalizing the solutions is not as straightforward. We point out that in the special case M = T 2 , this has been investigated very recently [13] . 7 Let us recall that the damping term was added in (1.1) in order to preserve the measure ρ k+1 . Hence when ν = 0 there is no point in considering random initial data in (1.3).
1.5. Scheme of proofs and organization of the paper. As transpired in the above discussion, the general strategy (introduced in [9, 18, 3] ) to prove Theorems 1.2, 1.5, and 1.7 is to look for a solution under the form u N = r N + w N with r N ∈ {P N Ψ damp , z N , P N Ψ}, where w N is expected to be smoother and hence falling into the scope of applicability of the deterministic well-posedness theory. Then we aim to solve the perturbed equation for w N with enhanced data set {w N (0), ∂ t w N (0), r N , ..., : r k N : }. Indeed, in view of the formula (3.1) for the renormalization of the sum, w N solves
Hence it is enough to estimate the Wick ordered monomials : r ℓ N : uniformly in N in order to estimate : u k N :. Then we can solve the equation for w N uniformly in N by a fixed point argument as in the deterministic setting. The difficulty with working on a general compact Riemaniann manifold without boundary appears in the first step when trying to get good probabilistic estimates on the random objects appearing after renormalization. Indeed, the Fourier analytic proofs of these estimates in the previous works on T 2 [23, 22, 12] fail here because of the lack of structure of a commutative group and of uniform boundedness of the eigenfunctions, thus we cannot rely only on "global "(on M) arguments. Instead, we give a local description of the stochastic objects in the spirit of [5] , so that up to localizing and controlling various error terms which appear in this process, the probabilistic estimates in the case of a manifold follow from analysing the kernel of some pseudo-differential operators in R 2 . Note that the semi-classical analysis is somehow non standard, since not all the pseudo-differential operators involved depend on the semi-classical parameter, so we have to work with "semi" semi-classical pseudo-differential operators.
Alternatively, in the context of parabolic singular stochastic PDEs, [1] developed a functional calculus adapted to the heat semi-group on manifolds, which enabled them to build a robust and general theory for the study of singular SPDEs in a more complex geometrical setting. Though we believe that their approach could be adapted to treat our problem, it seems that the general bound on the powers of the truncated Green function for the Laplace-Beltrami operator (Lemma 3.5) which is in the core of our proof is new and of independent interest. In particular, it would prove itself useful if one wishes to extend the result of [9] for (1.4) on compact surfaces (see Remark 3.8) .
We begin by recalling the tools that we need from spectral theory and semi-classical calculus in section 2, and in particular the local description of semiclassical pseudodifferential operator given in [5] that we shall use extensively. In section 3, after recalling the basic tools from probability theory and Euclidean quantum field theory that we need, we establish the crucial probabilistic estimates on the aforementioned stochastic objects. The last sections 4 and 5 are dedicated to the proof of the local and global well-posedness results and the invariance property of the measure ρ k+1 .
Functional calculus and semi-classical pseudo-differential calculus
In this section, we collect the tools from micro-local analysis that we will need in the next sections. Most of the material presented here can be found in [27] , except for the few results on the functional calculus which can be found in [10] . 
being smooth diffeomorphisms. We also fix an associated smooth partition of unity (χ j ) j∈J , i.e. χ j ∈ C ∞ (M ) with supp χ j ⊂ V j and for any x ∈ M, j∈J χ j (x) = 1.
For j ∈ J and a smooth function u ∈ C ∞ (V j ), the pull-back of u is then the function
Given a local chart (κ, U, V ), the metric g is given by a smooth mapping g :
The Laplace-Beltrami operator can then be described as the negative 10 operator acting locally on smooth functions u ∈ C ∞ (V ) by
for any x ∈ U and χ ∈ C ∞ 0 (V ), and the differential operator p 2 is given by
In particular, since g is smooth with values in symmetric positive definite matrices and M is compact, there exists c, C > 0 such that for any x ∈ ∪ j∈J supp κ ⋆ j χ j and ξ ∈ R d we have
We recall that −∆ g admits an orthonormal basis {ϕ n } n≥0 ⊂ C ∞ (M) of L 2 (M) consisting of eigenfunctions with corresponding eigenvalues {λ 2 n } n≥0 assumed to be arranged in increasing order, and that we have Weyl's law
for any λ ≥ 0. The {ϕ n } are not uniformly bounded (in n), but we have from [7, Proposition 8.3 ] that they are bounded in a mean value meaning :
8 In this section we state some results for a general d, but in the rest of the paper we only consider d = 2. 9 In the differential geometry literature, atlases are generally defined with the opposite convention that
Here we chose to keep the convention of [5] . 10 Again, it is common to define the Laplace-Beltrami operator as the positive operator −∆g, but we stick to the negative one so that the wave equations (1.2) have the same formulation as on T 2 .
Lemma 2.1. Let d = 2. There exists C > 0 such that for any k ∈ R and x ∈ M, we have
Indeed, this lemma follows directly from the following asymptotic behaviour for the spectral function of ∆ g due to Hörmander [14] : for any d ∈ N, there exists c d > 0 such that for any λ ≥ 0 and x ∈ M,
2.2. Functional calculus. We finally move on to the definition and the local description in terms of ΨDOs of some operators used to describe the stochastic objects and to construct the Sobolev and Besov spaces needed to measure them. To this end, let us first define P N to be a smooth version of the Dirichlet projection onto the frequencies {λ n ≤ N }, namely, take a smooth even cut-off
is the scalar product in L 2 (M). For any N > 0, P N is then defined as the linear operator on L 2 (M) given by
In particular, if we define the finite-dimensional subspace of L 2 (M)
Next, we define the set of dyadic integers for N as
Hereafter, we will use the Sobolev and Besov spaces W s,p (M) and B s p,q (M), s ∈ R, 1 ≤ p, q ≤ ∞ which are the completions of C ∞ (M) with respect to the norms 
For now the Besov norms of a function u are only defined in terms of projections in the eigenfunctions expansion of u. Although it is easy to handle these norms when p = 2 (since the {ϕ n } form an orthonormal basis of L 2 (M)), we need an equivalent characterization to be able to estimate them when p = 2.
Let us recall the definition of the L 2 functional calculus. For any bounded continuous function f on R, we can define the bounded linear operator
This defines a continuous linear map from
In view of the previous definition, we have
Thus we need to give a local description of the bounded linear operators on L 2 (M) given by the functional calculus. This is the content of the next subsection.
Pseudo-differential calculus.
We begin by collecting a few facts about (semiclassical) pseudo-differential operators. First, for d ∈ N and any m ∈ R we say that a function f ∈ C ∞ (R d ) belongs to the space S m if for any multiindex β ∈ N d and any
where ξ = 1 + |ξ| 2 and |β| is the length of the multiindex β. Here we use the notation A B if there exists c > 0 (independent of A and B) such that A ≤ cB. We also use the notations A ∼ B if A B and B A, and A ≪ B if we can take c = 10 −12 . We extend this definition to functions a :
Then for m ∈ R and a symbol a ∈ S m we define the semi-classical pseudo-differential operator (ΨDO) of order m with symbol a with respect to some semi-classical parameter 11 h ∈ (0, 1] to be the linear operator acting on Schwartz functions u ∈ S(R d ) by the quantization rule 10) and u stands for the Fourier transform of u. Hereafter we systematically neglect the constants 2π appearing either in (2.10) or in the Fourier transform.
A particular case of Fefferman's result [11] is that a (semi-classical) ΨDO of order 0 extends to a bounded linear operator on L p (R d ) (with norm independent of h in the semiclassical case), for any 1 < p < ∞. It is also well-known that the composition of ΨDOs of order m 1 and m 2 gives a ΨDO of order m 1 + m 2 , and moreover the symbolic calculus gives
where for arbitrary M ∈ N,
In the following, when taking expansions we will systematically use the notation
for some r M ∈ S m 1 +m 2 −M (and depending continuously upon a and b for the composition). This implies that if a ∈ S m , then for any s ∈ R, a(x, hD) maps continuously First of all, if f z (ξ) = (z − ξ) −1 for some z ∈ C \ R + , it is well-known from the classical parametrix construction of Hadamard that (z + ∆ g ) −1 is locally a ΨDO, i.e. ∀j ∈ J , one can find a symbol a j,−2 (x, ξ, z) ∈ S −2 (depending holomorphically on z ∈ C \ R + ) such that for any u ∈ C ∞ (M),
for some χ j ∈ C ∞ 0 (V j ) with χ j ≡ 1 on supp χ j . Now, if ψ is any smooth and compactly supported function, we can also view ψ(−N −2 ∆ g ) as a semi-classical pseudo-differential operator (with semi-classical parameter h = N −1 ) in local coordinates. Indeed, let us recall some results from [5] . 12 The operator norm of a(x, hD) :
depends on h here because we always work with classical Sobolev spaces, as opposition to the semi-classical Sobolev spaces generally used in the semi-classical analysis. This is due to the "hybrid" nature of our problem where we have to measure the composition of classical ΨDOs with semi-classical ones.
with the following properties :
13
(2.14)
(ii) for any x ∈ U the principal symbol is given by
where p 2 has been defined in (2.1),
In particular, this means that for ψ ∈ C ∞ 0 (R), then the semi-classical operator
defined by the functional calculus can be described locally by some ΨDOs with symbol in
14 Remark 2.3. This result relies on describing ψ(−h 2 ∆ g ) through Helffer-Sjöstrand's formula
where ψ is an almost analytic extension of ψ, and using that the resolvent (z + ∆ g ) −1 is locally a ΨDO of order −2. In particular, one can see that the above integral is absolutely convergent for any function in the class
, so that the integral representation of ψ(−h 2 ∆ g ) also holds for ψ ∈ A (see [10, Chapter 2] ). Using the same argument, for any ψ ∈ S m , m < 0, then ψ(−∆ g ) is locally given by a ΨDO of order −2m with principal symbol
Using this proposition, we get the following Bernstein type estimate for the
Corollary 2.4 ([5]). Under the conditions of the previous proposition, for any
In [5] , the remainder RM is only described as satisfying (2.12) (with s = 0 and m = −σ for σ ∈ [0, M ]), but one can check from the proof that it is indeed a semi-classical ΨDO of order −M , i.e it satisfies (2.9).
14 see also [27, Section 14.3.2].
2.4.
More on the function spaces. In order to close the fixed point argument in the proofs of the well-posedness results, we will need a fractional Leibniz rule in B s p,q (M). First, we need an equivalent characterization of the topology on the Besov spaces B s p,q (M).
Proof. Let us first prove the left-hand side inequality. For u ∈ C ∞ (M), let χ be a fattened version of χ and write v = χu. Using the expansion (2.14) given by Proposition 2.2 and the compactness of M, we have
For the remainder term, we can take s 1 large enough such that
, and then choose M > s + s 1 + s 2 , then using the the definition of O S −m (N −M ) and the property (2.12), we get
, and we can sum in N ∈ D to bound this term with
where We are then left with estimating the contributions of the symbols a m . We take an even inhomogeneous dyadic partition of unity {θ N 1 } N 1 ∈D (used to construct the norm in B s p,q (R d )) and decompose
Then note that from the support property of ψ N 2 , (2.15) and that p 2 (x, ξ) ∼ −|ξ| 2 (where p 2 is again the principal symbol of ∆ g in κ), we have that all the a m are supported in a same fixed annulus in ξ (or ball for N = 1). Hence
where F −1 ξ a m stands for the inverse Fourier transform of a m with respect to the ξ variable.
Hence we can get rid of it from the L p norm, and summing in N and N 1 with N 1 ∼ N and using again the invariance under diffeomorphisms finally yields the left-hand side inequality in (2.16).
For the right-hand side inequality, we need to estimate
, with θ N as above. We first take a fattened version ψ of ψ and decompose
To bound each term within this last sum, we have the following lemma.
Lemma 2.6. Let κ and χ as in Proposition 2.5. Then for any u ∈ L p (M), p ≥ 1, and any N, N 1 ∈ D we have for arbitrary B > 0
Applying this lemma with u N 1 , we can then sum in N and N 1 by choosing B > |s| :
This is bounded by the right-hand side of (2.16) in view of the definitions of u N 1 and B s p,q (M).
To complete the proof of Proposition 2.5, it then remains to prove the lemma. First, note that from the boundedness of
) and the one of χ and (2.17) is straightforward in the case N 1 ∼ N , so that we only need to treat the cases
In particular, note that in these cases at least the localisation corresponding to N ∨ N 1 is on an annulus. We then use Proposition 2.2 to decompose
Note that from the support property (2.15) of a m , and (2.18), we have from the symbolic calculus that
1 D) vanishes at infinite order, but we have to be cautious with the dependence in N and N 1 within the remainder in (2.11). Namely for any A ≥ 1, we use the composition rule (2.11) to expand
for some constants c α , where the last equality results of the support property of a m and (2.18) so that the supports (in ξ) of θ N and a m (x, N −1
This is obtained as a by-product of the proof of the symbolic product rule for pseudodifferential operators : writing down the symbol of the composition, performing the Taylor expansion of this symbol and integrating by parts give the sum for |α| < A, and a rest which corresponds to the symbol in (2.19). In particular, in view of the support properties of θ(N −1 ·) and a m (x, N −1 1 ·) (and the boundedness of M), we can integrate by parts the kernel
with respect to z in (2.19) to get some negative powers of ξ 1 . Indeed, for any multiindex β 1 with |β 1 | > d + 1, we integrate by parts |β 1 | times to get
15 Compare to the proof of the first inequality where we used that θN 1 does not depend on x so that
Similarly, we can integrate by parts |β| times in ξ to get
Using Leibniz rule, we note that differentiating in ξ will give a power (N ∧ N 1 ) −|β| . Then, since we have the localisations |ξ + ξ 1 | N and |ξ| N 1 , with the one corresponding to N ∨ N 1 coming also with a lower bound due to (2.18) and the support property of θ N and ψ N 1 for large frequency cut-offs, we have the localisation |ξ 1 | ∼ N ∨ N 1 . Moreover, for fixed ξ 1 , in view of the support properties of θ and a m then ξ lie in a set of size at most (N ∧ N 1 ) d . Hence for any |β 1 |, |β| > d + 1 the integrand is absolutely integrable and we get the bound
This is enough to estimate the contribution
by the right-hand side of (2.17) in view of Schur's lemma.
As for the remainder in the use of Proposition 2.2, we first take M = B + s 1 + s 2 with s 1 and s 2 large enough so that
(in view of (2.12)) to bound
In the other case N ≫ N 1 , using that θ N is then supported on an annulus we have
This concludes the proof.
Using this proposition, the finiteness of J and that the embeddings and the fractional Leibniz rule hold on R d , we get the following result. Corollary 2.7. Let M be any compact Riemannian manifold of dimension d without boundary.
(
Proof. Let {χ j } j∈J be a partition of unity adapted to the covering (U j , V j , κ j ) j∈J of M. Then using the triangle inequality, Proposition 2.5, the finiteness of J and that the embedding holds in R d , we have
which proves (i).
For the product rule (ii), we take a partition of unity {χ j } j∈J as above and a fattened version { χ j } j∈J , so that using Proposition 2.5, we have
.
Then using the standard product rule for Besov spaces on R d (see e.g. the appendix in [20] ), we can estimate the term above with
We can then use the finiteness of J along with Proposition 2.5 to conclude. Finally, for (iii) we use the left-hand side inequality in (2.16) and lose
. Hence we can conclude as above.
3. Probabilistic estimates 3.1. Probabilistic tools and construction of the Gibbs measure. We recall briefly here some basic probabilistic estimates and the outline of the construction of the Gibbs measure. A fully detailed construction on a 2d-manifold can be found in [23] in the context of the nonlinear Schrödinger equation, which, up to replacing the Laguerre polynomials used in [23] with the Hermite polynomials, can be adapted in a straightforward manner to treat the invariant measure for (1.1) and (1.2).
Let us first recall a few facts about the Hermite polynomials H k (x; σ). They are defined through the generating function
for any t, x ∈ R. When σ = 1 we simply write H k (x; 1) = H k (x), and we have the scaling property
. Moreover, the following formula holds :
and
Now if we define the (spatial) white-noise on
where g n are as in (1.7), then we can define the white-noise functional to be the action of the distribution ξ 0 extended to L 2 functions, i.e
It is easy to see that W is unitary, and moreover we have the relation
for any f, g normalised L 2 functions, where δ k,ℓ stands for the Kronecker's delta function. As in [12] , we also have the following lemma.
Lemma 3.1. Let f, g be Gaussian random variables with variances σ f and σ g , then 
then we have the following lemma.
Lemma 3.2.
This lemma is itself a consequence of the hypercontractivity of Ornstein-Uhlenbeck's semi-group [21] .
As explained in the introduction, Lemma 3.2 allows us to define the Gibbs measure ρ k+1 on H s (M) by the formula (1.6). In particular, ρ k+1 ≪ µ as e −G k+1 is a finite positive random variable, so that supp ρ k+1 = supp µ = H s \ H 0 , s < 0.
3.2. Stochastic estimates for (1.1) and (1.2). Now we move to the construction of the Wick ordered monomials : Ψ k damp : and their estimation. We first deal with the stochastic objects for (1.2). Let us recall that z N is the truncated linear solution with random data and that the Wick ordered monomial : z k N : is defined in (1.11).
Proposition 3.4. For any k ≥ 0, T > 0, 0 < ε ≪ 1 and 1 ≤ p, q < ∞ 16 , the random variables {:
, and satisfy for any R > 0 5) uniformly in N . Denoting the limit by : z k :, it also holds :
In the following, we write x, y for the space variables on M and x, y for the points in R 2 .
16 Unlike when M = T 2 , it is not as straightforward to get the convergence of : z Let us start by computing, for any (u 0 , u 1 ) given by (1.7),
with {g t n } n∈N being independent real-valued standard Gaussian random variables, i.e. µ 0 is invariant under the flow of the linear wave equations. Then, in view of (3.3), we first compute the covariance function
where we simply write γ N (x, y) when t 1 = t 2 in (3.6). Now, using Sobolev inequality in x 1 with some (large) p ε and the compactness of M, we have
The following lemma then shows that {:
Lemma 3.5. Let γ N : M × M → R be the truncated Green function of the LaplaceBeltrami operator on M defined in (3.6). Then for any ε > 0 and N, k ∈ N, there exists C = C(ε, k) > 0 independent of N such that
and satisfies 9) for any N 1 ≤ N 2 ∈ N and some 0 <ε ≪ ε and C independent of N 1 , N 2 . Finally, if we write γ N for the truncated Green function where the truncation ψ 0 in (3.6) has been replaced by a fattened version ψ 0 , then
We postpone the proof of this lemma and finish the proof of Proposition 3.4. Now, for any finite p ≥ 1, we first use Sobolev inequality to get
2 ,rε , for some r ε ∈ [1; +∞). Thus if p ≥ max(q, r ε ), using Minkowski's inequality, the Wiener chaos estimate (3.4) and Lemma 3.5 with the compactness of M, we obtain
This proves that {:
for any finite p ≥ 1. Using then Chebychev's inequality, we get for any p ≥ 1 and R > 0
and optimising in p leads to (3.5). Now for any N 1 ≤ N 2 , we can compute similarly to (3.7)
where γ N is as in Lemma 3.5 with 17 ψ 2 0 = ψ 0 . Then (3.9)-(3.10) in Lemma 3.5 show that the sequence {: z k N :} N defines a Cauchy sequence, thus converging to some :
) and from the same argument as above we have the tail estimate
for some 0 < ε ≪ ε. Then Borel-Cantelli's lemma yields that : z k N : converges to : z k : in L q ([−T ; T ], W −ε,∞ ) almost surely, and moreover : z k : satisfies (3.5).
At last, we prove the continuity in time. Using (3.6) and the mean value theorem, if we define the translation operator τ h : u → u(·+h) and the difference operator δ h : u → τ h u−u for any h ∈ [−1; 1], we can compute similarly as above
uniformly in h ∈ [−1; 1], x ∈ M and t ∈ R. Finally, using Lemma 2.1, we obtain the bound
Hence using Sobolev and Minkowski inequalities as above,
uniformly in t ∈ R, which suffices to conclude that z ∈ C [0, T ]; W −ε,∞ (M) almost surely by using Kolomogorov's continuity criterion for p large enough. We can use the same argument to bound ∂ t z in C [0, T ]; W −1−ε,∞ (M) almost surely, which concludes the proof.
for any 0 ≤ s 2 ≤ 1, then taking s 2 = 2δ and s 1 = −1 − δ for some 0 < δ < 1 2k , the ΨDO with kernel K 1 maps H −1−δ (R 2 ) to H 1+δ (R 2 ) with operator norm bounded by N 2δ , which in turn implies that
In the following we drop the local diffeomorphism ζ j,j 1 since it only changes the L p (R 2 × R 2 ) norms by some fixed quantity depending only on the metric and the local chart. Now we compute
Since a j 1 ,−ε ∈ S −ε (R 2 × R 2 ), we have from the symbolic calculus that ∇ y ε a j 1 ,−ε (y, D) is a ΨDO of order 0. In particular it is bounded on L p (R 2 ) for any 1 < p < ∞ [11] , hence using the Sobolev inequality as above and the compactness of supp K 0 and supp K 1 , we get the estimate
Along with the previous bound for K 1 , we finally obtain
. (3.12)
Now, in view of the rough bound, for any f ∈ C ∞ 0 (R 2 ),
and our choice for δ, the second term in the right-hand side of (3.12) is O(N −δ ′ ) for δ ′ = 1 − 2kδ > 0, so that we are left with estimating
. To do so, we first compute the symbol c 0 (x, ξ) of the ΨDO with kernel K 0 as
First, since p j,2 and χ j are smooth in x with bounded derivatives, we can integrate by parts in x 1 to get enough decay in ξ 1 . Moreover, since a j,−2 is a ΨDO of order −2, it satisfies the bound (2.9) with m = −2. Combining these remarks with the definitions of χ j , ψ 2 0 and p j,2 (x, N −1 ξ), taking |α| large enough we arrive at
(3.13) Now, the kernel K 0 is related to the symbol c 0 (x, ξ) via the formula,
where F −1 ξ means the inverse Fourier transform in the ξ variable. This means that K k 0 can be seen as
, where * k ξ stands for the iterated convolution in the ξ variable :
Next, using that a j 1 ,−ε ∈ S −ε (R 2 × R 2 ), we have for any ξ, ξ 1 ∈ R 2 ,
and since χ j ∈ C ∞ 0 (R 2 ), we can compute
Thus, expanding the iterated convolution above and using the triangle inequality with the bound (3.13), we get the estimate
So it remains to bound the integral in (3.14), uniformly in N . By symmetry in ξ 1 , ..., ξ k , it is enough to bound the contribution of
First, to estimate the integral in ξ k , if ξ 1 + ... + ξ k ≥ ξ k then we havê
On the other hand, in the case ξ 1 + ... + ξ k ≤ ξ k we havê
Hence we end up with the bound
for which we can integrate successively in |ξ k−1 | ≥ |ξ k−2 | ≥ ... ≥ |ξ 1 | :
...
uniformly in N . This proves (3.8). For (3.9), we can decompose
2 K 1,N 2 similarly as above, and following the computations we end up with estimating
which follows as before except that we notice that the corresponding symbols satisfy
where for the integral to be non-zero, in view of (3.13) this requires at least one of the ξ j to be in the region N 1 |ξ j | N 2 . Then we can replace the factor ξ j Remark 3.6. In Propopsition 3.4, we only estimated the higher Wick powers :
) and did not show the continuity in time for these objects. Though we would only need a very rough bound in space (just to get a power of h), the global argument as the one we used for z does not seem to apply since we would need to estimate a product of k eigenfunctions ϕ n 1 · ... · ϕ n k , for which it is not clear if there is an "offdiagonal decay" allowing to sum on n 1 , ..., n k even after regularizing the product. On the other hand, a local argument as in Lemma 3.5 also fails since contrary to the truncation operator ψ N 2 (−∆ g ), the wave operator cos(h 1 − ∆ g ) for the linear wave equations does not belong to the usual symbol class S 0 defined in (2.9). However, we might be able to overcome this difficulty by replacing the local description of γ N in terms of ΨDO (which are adapted to solve the Laplace equation for which γ N is the truncated Green function) by a local description of γ N (t + h, t) in terms of Fourier integral operators (which are adapted to the linear wave equation, for which γ N (t + h, t) is the truncated Green function) by using the classical WKB construction (see e.g. [5, 19] ). We choose not to pursue this point further since our proof of well-posedness only requires the Wick powers to be controlled in
Next, we prove a similar statement as in Propositions 3.4, 3.10 but for the truncated linear stochastic damped wave equations , in which case for any k ∈ N, T > 0, 0 < ε ≪ 1 and 1 ≤ p, q < ∞ then :
and converges to a limit :
and : Ψ k damp : obey the tail estimate (3.5), and we also have
Remark 3.8. Note that in the case of the stochastic quantization equation (1.4) treated in [9] , the truncated stochastic convolution
has the same covariant function γ N as for z N and P N Ψ damp , so we can use the same argument as in Propositions 3.4-3.7 to estimate the Wick powers of z, and in turn this would generalize the result of Da Prato and Debussche [9] to the case of a general compact boundaryless Riemannian surface, which to the authors knowledge would be new.
Proof. We only prove the first assertion, since the rest of the proposition follows from the same analysis as for Propositions 3.4 and 3.10, namely once we have the invariance of (P N ) ⋆ µ, we know that P N Ψ damp has the same covariance function γ N as z N , hence we can write
where γ N is the same as in (3.7), and the same computations as above apply.
To prove the first point, we then follow the argument in [25] : the invariance of (P N ) ⋆ µ is equivalent to L # N µ N = 0, where L N is the infinitesimal generator of (3.15) and L # N is its dual acting on probability measures on E N × E N by
, where L 1 N is the generator for the linear wave equations, and L 2 N the one of an Ornstein-Uhlenbeck process. More precisely, (3.15) can be seen as a system of SDEs in R 2Λ N , where Λ N = dim E N − 1, given by
whose infinitesimal generator is given by
Now if we set
we recognise the generator of the Ornstein-Uhlenbeck process a n (t) = a n (0),
and a straightforward computation using Itô's isometry gives that b n is a mean 0 Gaussian random variable with variance
, 18 Equivalently, we could also use Trotter-Lie product formula to break the full flow down into a superposition of alternated infinitesimal evolutions of the flows for the linear wave equations and the OrnsteinUhlenbeck process. 
which is the generator of the truncated linear wave equations seen as the Hamiltonian system of ODEs
Now the energy of this system
is conserved, and by Liouville's theorem, this system preserves the Lebesgue measure Λ N n=0 da n db n , so we see that the measure e
da n db n is also conserved, which is nothing else than the conservation of µ N in view of (1.7). All in all, L # N µ N = 0 which concludes the proof.
Remark 3.9. Note that the proof of the invariance of (P N ) ⋆ µ above works equally well for (Π N ) ⋆ µ. Of course, the estimates on the Wick powers require the smooth cut-off P N instead of Π N .
3.3.
Estimate on the stochastic convolution. As for the nonlinear wave equation with random initial data, the key point in the analysis of the stochastic nonlinear wave equations (1.3) is the following Proposition. Let us recall here that the (truncated) stochastic convolution is defined by
and the cylindrical space-time white noise is defined in (1.9). The corresponding renormalization is given in (1.17).
. In particular, denoting the limit by : Ψ k : , we also have that :
and : Ψ k : obey the tail estimate (3.5).
Proof. As before, we can compute for fixed t ∈ [0, T ] and
Now we use (3.3), hence
where we define
the last equality resulting from Itô's isometry. In particular, in view of the second line in (1.16), we see that γ t N can be decomposed as
where γ N is given in (3.6), and
Hence, using Corollary 2.7(ii), we get
Now from Lemma 3.5, we have that γ ℓ N W −ε/2,−ε/2,∞ is bounded uniformly in N for any 0 < ε ≪ 1. As for the other term, we can estimate it directly with the help of the embedding W 2ε,∞ (M) ⊂ B ε ∞,∞ (M), Cauchy-Schwarz inequality and (2.1) : we have then
≤ C < +∞ uniformly in N ∈ N, where ψ 0 is a fattened version of ψ 0 .
Thus we can conclude as in the proof of Proposition 3.
for any 1 ≤ p, q < ∞. Similar computations show that : Ψ k N : N also defines a Cauchy sequence in this space.
Let us now turn to the continuity property of Ψ N and Ψ. As in the previous section, we compute for any h, t ∈ [0, T ] and
which leads as in the previous section to Ψ ∈ C [0, T ]; W −ε,∞ (M) almost surely. The tail estimate is obtained through the same argument as in the previous section.
Remark 3.11. For the sake of clarity, we only presented the estimate for the stochastic convolution in the case ν = 0 corresponding to (1.3). The other values of ν ∈ (0, 2), ν = 1 2 for (1.1) (with deterministic initial data) can be treated in the same way as in Proposition 3.10 after computing the covariance function of the stochastic convolution.
Local well-posedness results

4.1.
Proof of Theorems 1.2 and 1.5. We begin by establishing a general local wellposedness result for a perturbed version of (1.2). Let us consider the nonlinear wave equations with a general nonlinearity
for some functions f ℓ : R + × M → R, and ν ∈ [0, 2).
Proposition 4.1. There exists ε 0 = ε 0 (k) > 0 such that if s 1 = 1 − ε for some 0 < ε < ε 0 , then for any q > 1 there exists C > 0 such that for any R ≥ 1 ≥ θ > 0 and any
is continuous. At last, the same local well-posedness result holds if we replace F k in (4.1) by
Proof. For δ ∈ (0, 1], let us define the nonlinear operator on
We shall prove that for δ small enough, Υ δ defines a contraction mapping in a ball of radius
We use (2.7) to define and evaluate the H s 1 (M) norm of the operator in the integral, and that
19 so that we get the first bound
We begin by treating the first term. We use the product rule (2.20) k times so we can estimate
Thus, provided that ε < 1 3k , we can use Corollary 2.
2k,2 (M) and bound this last term with δ w k L ∞ δ H s 1 . Similarly, by using Corollary 2.7(iii), we get for ℓ = 1, ..., k − 1
and then use that
for any ℓ = 1, ..., k − 1. The term for ℓ = 0 is estimated directly, so that all in all we arrive at
19 which follows either directly from the definitions (2.5)-(2.6) or from the equivalence of norms (2.16) and the same property in R 2 . 20 As above, the embedding W −ε/2,∞ (M) ⊂ B −ε ∞,∞ (M) can be obtained either from the equivalence of norms (2.16) and the same embedding in RIn particular for R ≥ 1 ≥ θ and δ = C(θR −1 ) q ′ , Υ δ maps the ball of radius θ in itself. From the same computations, if Υ ′ δ is defined similarly to Υ δ with respect to other data
This shows the contraction property and the continuous dependence on the f ℓ 's up to taking δ smaller depending on c 1 , c 2 , c 3 . Finally, the bound on ∂ t w follows from writing it as
) to itself along with the previous bound for
Proof of Theorems 1.2 and 1.5. We begin by proving Theorem 1.2. For any M ∈ N we take
where the convergence :
. In view of Proposition 3.7, we see that
Moreover, (1.18) and Proposition 3.7 show that we can apply Proposition 4.1 for any (u 0 , u 1 , ξ) ∈ Σ M with f l = k ℓ : P N Ψ ℓ damp : for any N ∈ N ∪ {∞}, with the convention that P ∞ Ψ damp = Ψ damp , and get solutions w N and w ∞ = w to (1.18) on [0, T ] with T = CM 2(1−k) , and that 
Deterministic estimates.
We collect here the deterministic estimates needed to prove Theorem 1.7. Let us recall from [12] that for s ∈ (0, 1), a pair (q, r) is s-admissible (respectively ( q, s) dual s-admissible) if 1 ≤ q < 2 < q ≤ ∞, 1 < r ≤ 2 ≤ r < ∞ and
Let us then consider the following inhomogeneous linear wave equations
for some T ∈ (0, 1]. For s ∈ (0, 1) and (q, r) an s-admissible pair (respectively ( q, r) a dual s-admissible pair), we note
Lemma 4.2. Let u be a solution of (4.5), then the following Strichartz estimate holds :
Proof. Due to the finite speed of propagation and in the absence of boundary, this follows from the same Strichartz estimates as in [17, 19] for the variable coefficients linear wave equations on R 2 .
Next, we recall the following technical result from [12] .
Lemma 4.3. Let s be as in Theorem 1.7. Then there exists an s-admissible pair (q, r) and a dual s-admissible pair ( q, r) satisfying
where the first inequality is strict in the case s > s crit .
Proof. This is the content of the discussion in [12, Subsection 3.1].
4.3. Proof of Theorem 1.7. We finally prove the local result for SNLW. As above, we define for N ∈ N ∪ {∞} and (u 0 , u 1 ) ∈ H s (M),
where Ψ N = P N Ψ with the same convention as above for N = ∞. We then prove a result similar to [12, Proposition 3.5] . The only difference with the proof of [12] is that Corollary 2.7 only provides the product rule in the Besov spaces and not in the Sobolev spaces, so that compared to [12, Lemma 3.4] we lose something in (2.21) . But this is not a big deal since we can afford an arbitrary small loss on the stochastic term. Proposition 4.4. Let k ∈ N and s be as in Theorem 1.7, and take (q, r) and ( q, r) given by Lemma 4.3. Then there exists 0 < ε ≪ 1 and δ > 0 such that for any N ∈ N ∪ {∞},
for some large p. Moreover, a similar estimate holds for the difference as in (4.2).
Proof. The linear solution with the term for ℓ = k in Υ T are directly estimated with the Strichartz estimate (4.6) of Lemma 4.2 to give the first two terms in the right-hand side of (4.8).
As for the term ℓ = 0, we have from the Strichartz estimate (4.6) and Hölder's inequality
Hence it remains to show
for ℓ = 1, ..., k − 1. As in [12, Proposition 3.5] , by interpolation we have for any 0 < ε < s
and 1
Then, using Lemma 4.2 with the previous embeddings,we have
Next, we can use Corollary (2.7)(iii)-(ii) and Hölder's inequality to estimate this last term with
, where q 1 < q 2 < q. The proof of Proposition 4.4 is then completed once we notice that
for some small δ > 0 provided that (k − 1) q 2 < q 1 and (k − 1) r 1 ≤ r 1 , which can be insured by taking ε small enough in view of the choice of q 2 and (4.7)-(4.9)-(4.10).
With this proposition at hand, we can conclude as in subsection 4.1 in the subcritical case s > s crit , with a stopping time T ω = T ω ( (u 0 , u 1 ) H s ) > 0. However, in the case k ≥ 4 and s = s crit then we have T 1 q − k q = 1 and so we cannot recover the contraction property by taking T = T ( (u 0 , u 1 ) H s ) small enough. Instead, defining as in [12] the slightly weaker norm
we can repeat the argument as in the proof of Proposition 4.4 using the interpolation inequality u L q 1 . At last, repeating again the argument to obtain (4.8) with the interpolation inequality we can control
which shows that w ∈ X s T and concludes the proof of Theorem 1.7.
Global well-posedness and invariance of the Gibbs measure
In this last section, we present the proof of Theorem 1.4, the one for Theorem 1.6 following through the same argument. In the rest of the section, we then assume that k is an odd integer and that ν = 1 2 , and we fix s < 0 close to zero. 5.1. The frequency truncated SDNLW. As in [3, 8, 6] , for any N ∈ N we look at the approximating equation
We have the following well-posedness result for (5.1).
Proposition 5.1. For any N ∈ N, (5.1) is almost surely globally well-posed. Moreover, for any t ∈ R the flow Φ N (t) : (u 0 , u 1 ) ∈ H s (M) → (u(t), ∂ t u(t)) ∈ H s (M) defined thereby preserves the truncated measure
Proof. Proposition 4.1 above applies to (5.1) after expanding u = Ψ damp + w N and writing the equation for w N , and give local well-posedness for w N , but we will prove global wellposedness and invariance of ρ N,k+1 directly by working on (5.1). First, we look at the finite-dimensional equation
Decomposing u N = λn≤N a n ϕ n and v N = ∂ t u N = λn≤N b n ϕ n , we can write (5.2) as the finite-dimensional system of SDEs on R 2Λ N :
3) for n = 0, ..., Λ N , where as in Proposition 3.7 we define Λ N = dim E N − 1. Then by the Cauchy-Lipschitz theorem for stochastic processes, (5.2) is pathwise locally well-posed, i.e. there exists a stopping time T N almost surely positive such that for almost every ω ∈ Ω there exists a unique solution (a n , b n ) n=0,...,Λ N with data corresponding to (
which is almost surely continuous. Moreover, we have the blow-up alternative
Now, if we define the truncated energy
we can repeat the argument of the proof of Proposition 3.7 with E N instead of E 0,N to get that the truncated Gibbs measure e −G N,k+1 (Π N ) ⋆ µ, with density e −G N,k+1 as in Lemma 3.2, is invariant under the dynamics of (5.3). Moreover, we can use Itô's lemma to compute
where [a n ] t is the quadratic variation of a n , and in the second equality we used that a n , b n solve (5.3). Using then Burkholder-Davis-Gundy inequality after integrating the previous equality, we get that almost surely
Hence, using Jensen's inequality,
which from the blow-up alternative yields that T ω N = ∞ for almost every ω and (5.2) is almost surely globally well-posed.
Let us now go back to (5.1). From(2.4), we see that the flow Φ N (t) for (5.1) can be written as
is the flow of the linear damped wave equations, given by
In particular V(t) is globally defined, and by the above almost sure global well-posedness for (5.2) we get that (5.1) is almost surely globally well-posed, so it remains to show the invariance of ρ N,k+1 under the flow of (5.1). We can write
with e −G N,k+1 as above. We already proved that e −G N,k+1 (Π N ) ⋆ µ is invariant under the flow of Φ N (t). Repeating the argument of the proof of Proposition (3.7) again with (1 − Π N ) ⋆ µ instead of (P N ) ⋆ µ, we finally see that (1−Π N ) ⋆ µ is preserved by the flow V(t)•(1−Π N ).
5.2.
Global existence for SDNLW. We now prove the global existence for (1.1) on a set of full ρ k+1 measure. We begin by constructing a set of arbitrary small ρ N,k+1 on which we have good control on the solution of (5.1).
Proposition 5.2. For any 1 ≪ q < ∞, there exists C > 0 such that for all T ≫ 1 ≫ ε > 0 and N ∈ N, there exists a µ ⊗ Ξ-measurable set Σ 5) and for all (u 0 , u 1 , ξ) ∈ Σ T,ε N and |t| ≤ T ,
Proof. Fix T ≫ 1 ≫ ε > 0. In the following we write Φ N (t)(u 0 , u 1 , ξ) for the flow given in (5.4), seen as an H s (M)-valued random process on H s (M) × S ′ (R; D ′ (M)). As in [2] , we then define for R = R(T, ε) > 0 and δ = δ(R) > 0 to be chosen later,
where τ t 0 is the translation operator as in the proof of Proposition 3.4 extended by duality to S ′ (R; D ′ (M)), and
with Ψ = Ψ damp (u 0 , u 1 , ξ) is given by (1.10), and ε > 0 is given by Lemma 3.5. Then, from the invariance of the Gibbs measure ρ N,k+1 under Φ N (t 0 ) given by Proposition 5.1 and the one of the white noise measure Ξ under τ t 0 (as can be checked directly on the definition of ξ (1.8)), we have
Using next the definition of ρ N,k+1 and Cauchy-Schwarz inequality, we can bound
where the last bound follows from the uniform boundedness of e −G N,k+1 given by Lemma 3.2. At last, we have the bound
The second and third terms are bounded by k ℓ=1 Ce −cR 2 ℓ thanks to (3.5) and (3.11).
To estimate the first term, we proceed similarly to the proof of (3.5) and to the proof of Proposition 5.1 : we use Chebychev's inequality to bound
H s for some large p to be chosen later. Using again Burkholder-Davis-Gundy inequality and proceeding as for Proposition 5.1 to compute the quadratic variation, we get
Since s < 0 and ∂ t Ψ ∼ µ 1 for any t ∈ [0, 1], we can finally proceed as for (3.5) and use Minkowski's inequality and the Wiener chaos estimate (3.4) to bound this last term by
for some constant C > 0. Choosing then p as for (3.5) leads to
All in all, we arrive at
provided that we take
for some large constants C, D > 0 independent of T, ε and N . Now, for any (u 0 , u 1 , ξ) ∈ B R,N , observe that, as explained in the proof of Proposition 5.1, we also have for (5.1) the local well-posedness result of Proposition 4.1 for
In particular, for any R ≥ 1, if δ is as above and s 1 = 1− then in view of Proposition 4.1 with
This yields that for any (u 0 , u 1 , ξ) ∈ B R,N we have
Then for any |t| ≤ T we can write t = mδ + t 1 for some |m|
We can now finish the proof of the global existence. Let us set Σ Let us first show that Σ is of full ρ k+1 ⊗ Ξ measure. From Fatou's lemma,
From Lemma 3.2, we see that
hence using (5.5) we get
Now for any (u 0 , u 1 , ξ) ∈ Σ, we have by construction that there exists m ∈ N, C > 0 and a sequence N p → ∞ such that for all j ∈ N and all |t| ≤ 2 j , Φ Np (t)(u 0 , u 1 , ξ) H s ≤ C(j + 1 + m)
Thus the global well-posedness part of Theorem 1.4 follows from the following lemma. In particular we have from Propositions 4.1 and 5.1 that (w, ∂ t w) and (w N , ∂ t w N ) are both defined on [−δ, δ], where δ = CR −2q ′ , and satisfy
where s 1 is as in Proposition 4.1.
Then for |t| ≤ δ we can write u(t) − P N u N (t) = (1 − P N )Ψ + w(t) − P N w N (t) From the continuity of P N and since (u 0 , u 1 , ξ) ∈ Σ ε,T N , we have
To estimate the other terms, we proceed as in the proof of Proposition 4. for some 0 < α ≪ 1−s 1 , and where the last bound comes from the choice (u 0 , u 1 , ξ) ∈ B R,N . Next, using the mapping property of P N , we estimate
We can then absorb this last term in the left-hand side provided that Cδ Gathering the three estimates above, we end up with We have directly that the contribution of I 2 is o N →∞ (1), and for some q ≫ 1 and any 0 ≤ t ≤ t ′ . In particular, if δ = CR −2q ′ is given by Proposition 4.1, it is enough to prove that Hence with the lemma, we get
which proves the invariance of ρ k+1 ⊗ ξ.
Proof of the lemma. Decomposing Φ(t)(u 0 , u 1 , ξ) − Φ N (t)(u 0 , u 1 , ξ) = (1 − P N,1 ) Φ(t)(u 0 , u 1 , ξ) − Φ N (t)(u 0 , u 1 , ξ) + P N,1 Φ(t)(u 0 , u 1 , ξ) − P N,2 Φ N (t)(u 0 , u 1 , ξ) with P N,1 and P N,2 being defined similarly to P N (2.3) with ψ 0 replaced with ψ 1 , ψ 2 ∈ C ∞ 0 (R) such that ψ 1 ψ 2 = ψ 1 and ψ 1 ψ 0 = ψ 0 , we can then use the definition of Φ N so that (1−P N,1 )Φ N (t)(u 0 , u 1 , ξ) H s = (1−P N,1 )V(t)(u 0 , u 1 , ξ) H s = (1−P N,1 )(u 0 , u 1 ) H s → 0 and proceed similarly as for Lemma 5.3 to bound the remaining term.
