We study the problem of nonparametric dependence detection when no assumption is made about the joint distribution. We approach this problem by introducing the new concept of binary expansion statistics (BEStat), which studies dependence through a filtration induced by the binary expansion of a uniformly distributed variable. In particular, for the nonparametric dependence detection problem, we propose the binary expansion testing (BET) framework to test independence up to certain resolution. Through an orthogonal decomposition of the χ 2 test into interactions of the Bernoulli variables in the marginal binary expansions, we convert the dependence detection problem to a multiple testing problem. In addition to being distribution-free, the BET also improves upon a wide class of commonly used testing methods with (1) substantial power gains against a large class of alternatives compared to existing methods which rely on the clustering intuition, (2) freedom from the problem of non-uniform consistency, (3) clear interpretability of global and local relationships upon rejection of independence, and (4) close connections to computing to allow efficient implementations. We illustrate the BET by studying the distribution of the brightest stars in the night sky.
Introduction
Independence is one of the most foundational concepts in statistical theory and practice. It is also one of the most common assumptions in statistical literature. Thus verifying independence is at the core of nearly all statistical tests. If we are not able to check this crucial condition, then we are "betting on independence" at the risk of losing control of the validity of our conclusions. In this paper we study the dependence detection problem in a distribution-free setting, in which we do not make any assumption on the joint distribution. We shall begin with a very simple case of only two continuous variables, where we observe n i.i.d. copies of (X, Y ) as (X 1 , Y 1 ), . . . , (X n , Y n ). To make things simpler, we shall further assume that the marginal distributions of X and Y , F X (x) and F Y (y), are both known. By making these assumptions, we single out the problem of detecting dependence in the joint distribution, on which we do not make any assumptions. Although this setup seems to be overly ideal, we shall show in Section 2 that without any assumption of the joint distribution, the dependence detection problem can be very difficult.
Testing methods for dependence detection have been extensively studied in statistics and information theory. One of the most classical parametric methods is based on Pearson correlation, which has an important property that it can be interpreted as a measure of linear relationship. Classical results connecting correlation and independence including Rényi (1959) have led to useful methods such as Breiman and Friedman (1985) . Existing nonparametric testing procedures can be roughly categorized into three main classes:
(1) The CDF approach: A pioneer work in nonparametric tests of independence is Hoeffding (1948) as a variant of the Kolmogorov-Smirnov test by comparing the joint cumulative distribution function (CDF) and the product of marginal CDFs. Other important tests in this approach include Romano (1989) .
(2) The distance and kernel based approach: One important recent development on dependence measures is the distance correlation (Székely et al., 2007; Székely et al., 2009) . Distance correlation possesses the crucial property that a zero distance correlation implies independence of the variables. Tests based on sample versions of the distance correlation (Székely and Rizzo, 2013a,b) have since been popular methods in practice. One important generalization of the distance correlation is the Hilbert Schmidt independence criterion (HSIC) by Gretton et al. (2007) ; Sejdinovic et al. (2013) ; Pfister et al. (2016) who study dependence through distances between embedding of distributions to reproducing kernel Hilbert spaces (RKHS).
(3) The binning approach: By discretizing X and Y into finite many categories, classical statistical or information theoretical methods such as the χ 2 tests and Fisher's exact tests can be applied to study the dependence. Miller and Siegmund (1982) studied the maximal χ 2 statistic from forming 2 × 2 tables through partitions of data. Reshef et al. (2011 Reshef et al. ( , 2015a introduced the maximal information coefficient (MIC) by aggregating information from optimal partitions of the scatterplot for different partition sizes. This approach was further studied by the k-nearest neighbor mutual information (KNN-MI) approach as described in Kraskov et al. (2004) ; Kinney and Atwal (2014) . Heller et al. (2012 ; studied optimal permutation tests over partitions to improve the power. Filippi and Holmes (2015) took a Bayesian nonparametric approach to the partitions. Wang et al. (2016) considered a generalized R 2 to detect piecewise linear relationships, a compromise between the distance approach and the binning approach that takes advantages of both. A very recent paper by Ma and Mao (2016) constructed multi-scale scan statistics to efficiently search local dependency through Fisher's exact tests over rectangle scanning windows.
Most of the above nonparametric procedures enjoy the property of universal consistency against any particular form of dependence. We also note here that the procedures in Székely et al. (2007) and Heller et al. (2012) can also be used to study associations between random vectors. See Josse and Holmes (2016) for a survey of these approaches.
One important intuition behind many existing methods is the relationship between dependence and clusters in the data. Roughly speaking, this clustering intuition perceives a strong dependency between X and Y as points in the scatterplot having small pairwise distances, or, to be "clustered together." Although this intuition is true in the multivariate normal distribution and in many other cases, it does not immediately generalize to many forms of dependence, such as circular relationships where the distance between pairs of points can be large despite a strong dependency. In other words, the dependency can be strong but a cluster of data might not be apparent. As a consequence, statistical methods relying on this clustering intuition may suffer from huge power loss in many situations such as when the dependence is through some implicit function.
A second important problem in distribution-free dependence detection is lack of uniformity. Although many tests are universally consistent for any single dependent structure, we show in Section 2.2 the non-existence of a test that is uniformly consistent against all possible ways of dependence. The uniformity issue is due to the fact that the space of alternatives is large. Said another way: When two variables are not independent, there are so many ways they can be dependent. The relationship can be nonlinear, nonsmooth, noncontinuous, or even non-functional. In fact, even degenerate bivariate distributions, whose total variation distance to an independent bivariate distribution is 1, can be difficult to detect even when the marginal distributions are known. We show in Section 2.1 an example where a degenerate distribution can be arbitrarily close to independence. Thus, for any fixed test, one can find an alternative degenerate distribution to make this test powerless.
To correct the power loss from the clustering intuition, to avoid the issue of non-uniform consistency, and to maintain the universal consistency, we propose a novel framework for understanding dependence through a filtration approach: The procedure is constructed by decomposing the joint distribution into many layers such that (1) the σ-field of the layers form a filtration that accumulatively approximate the true underlying dependence structure, and (2) at every resolution, the problem is identifiable with a well-defined set of model and parameters. We find similar ideas nicely described in Meng (2014, 2016) . In this paper, the layers are constructed through the classical probability result on the binary expansion of a uniformly distributed variable into i.i.d. Bernoulli variables (Kac, 1959) . Through a truncation of binary expansions of marginal distributions, the resulting distribution at each truncation is equivalent to a contingency table, to which classical categorical data analysis can be applied. Such truncated variables also induce a filtration which approximates the arbitrary joint distribution. Therefore, the binary expansion of marginal distributions provides a tractable way to learn dependence.
We call the statistics that are functions of the Bernoulli variables from marginal binary expansions binary expansion statistics (BEStat), and we call the testing framework on the overall independence by testing the independence at each truncation the binary expansion testing (BET) framework. Although classical tests for contingency tables such as the χ 2 tests (Lehmann and Romano, 2006) are readily available, they have some drawbacks: (1) the exponentially growing degrees of freedom that would affect the level and power, and (2) the unclear interpretability of dependence when the independence hypothesis is rejected. To improve on these two issues, we decompose dependence into interactions of independent symmetric Bernoulli variables from the binary expansion. This decomposition connects the dependence detection problem to a multiple testing problem. The test of independence is then reduced to checking if each interaction variable is marginally symmetrically distributed. This multiple testing approach is shown to improve χ 2 tests in several ways.
We also note that the BEStat approach is closely related to computing. In current standard computing systems, each decimal number is coded as a sequence of binary bits, which is exactly the binary expansion of that number. This connection means that one can carry out the BEStat procedures by operating directly on the bits. Since bitwise operations are one of the most efficient operations in current computing systems, the results in this paper have the potential to be computationally efficient.
The paper is organized in as follows: Section 2 explains the problem of the clustering intuition and non-uniform consistency. Section 3 introduces the concept of binary expansion statistics that avoids these two problems while enjoying the universality of consistency. Section 4 studies binary expansion testing procedures. Section 5 and Section 6 illustrate the procedure with simulated and real data studies. Section 7 concludes the paper with discussions of future work. The proofs can be found in the supplemental file.
Clustering Intuition and Non-Uniform Consistency in Dependence Detection
The clustering intuition refers to the tendency to think that when the dependence is strong, the points in the scatterplot of the data appear to be clustered with small distances. This intuition is true, for example, when the joint distribution is bivariate Gaussian and the correlation tends towards ±1. Many existing measures of dependence are motivated by the generalization of correlation and are designed to encourage high power when the scatterplot of the data contain local clusters. For examples, the distance correlation and many common kernels (such as the Gaussian kernel) in the RKHS approach encourage high power for collinearity between functions of pairwise distances in X and Y .
The non-uniform consistency refers to the well-known problem that under the nonparametric setup, although many tests are universally consistent for any fixed alternative, no test of independence is uniformly consistent against all alternatives. In Section 2.2, we show further that no test is uniformly consistent against all degenerate alternatives.
We use the following example of the bisection expanding cross (BEX) to explain the problems of the clustering intuition and the non-uniform consistency. These two problems can be avoided through the binary expansion statistics proposed in Section 3.
Challenge from the Bisection Expanding Cross
We call the following sequence of one-dimensional manifolds in [0, 1] 2 the bisection expanding cross (BEX). These manifolds can be defined through the following implicit function B d (x, y) = 0 for every positive integer d: Graphically, this grid can be regarded as a fractal with the following recursive construction steps:
(1) BEX 1 is the usual "cross" in the unit square defined by the implicit function: B 1 (x, y) = |x − 1/2| − |y − 1/2| = 0, (x, y) ∈ [0, 1] 2 .
(2) BEX d with d ≥ 2 is constructed by expanding the bisector of each of the 4 d−1 "arms" of BEX d−1 until intersection.
(b) P(B d (X d , Y d ) = 0) = 1 for any d, i.e., the joint distribution of (X, Y ) is degenerate. In particular, the total variation distance between BEX d and the (independent) bivariate uniform distribution is 1.
Part (b) and part (c) of Proposition 2.2 seem to contradict each other: Part (b) says that X d and Y d are strongly dependent -the support of (X d , Y d ) is on a lower dimensional manifold. Moreover, due to this degenerate distribution, the total variation distance between the BEX d and independence is 1. Yet, part (c) claims that when d is large, X d and Y d are almost independent. A naive student might think degenerate random variables behave dramatically differently from independent ones. The BEX can be regarded as a counterexample to such a wrong intuition. Indeed, the BEX shows that despite a total variation distance of 1, degenerate distributions can be arbitrarily close to independent ones. This fact in turn makes distribution-free dependence detection a difficult challenge: (1) Should we describe BEX 5 as strongly non-independent or nearly independent? (2) Given a finite sample, can we effectively distinguish dependence from independence? Our answer to the first question is to consider the depth in the binary expansion as explained in Section 3.2 and Section 4.4, and our answer to the second question is to use the binary expansion testing as described in Section 4.
To see how well we can detect the dependence in the BEX with existing methods, we sample 50 observations from the uniform distribution over the BEX 5 . The points are plotted in Figure 2 . The dependence pattern is not apparent without the grids shown. We apply existing dependence detection methods to these 50 samples. The correlation is −0.14 and the p-value is 0.36. This is expected since there is no linear relationship in the BEX grids. The distance correlation is 0.22 and the p-value is 0.46. Hoeffding's D test and the KNN-MI test return with a p-value of 0.30 and 0.81 respectively. Other tests mentioned in Section 1 have similar results.
These results of insignificance reflect the two problems of the clustering intuition and non-uniform consistency:
(1) Although the clustering intuition is true for the multivariate normal distribution and many other distributions, it is not true for the BEX: By design, there are many empty spaces between the grid lines in the BEX. These empty spaces force the data points on the BEX to spread out despite being degenerate. Thus, dependence exists but there is hardly any cluster in the scatterplot. As a consequence, such dependence structures are difficult to be captured by the methods that rely on the clustering intuition. For BEX 4 , simulations show that testing methods which rely on the clustering intuition are powerless even when the sample size is as high as 20000. This fact illustrates the problem when this incomplete intuition is violated. Similar phenomena can happen when the dependence is through many other implicit functions, for example a circle.
(2) As part (c) of Proposition 2.2 shows, the uniform distribution over BEX 5 is very close to independence and is very difficult to be distinguished from it. This phenomenon is general: Although many tests are universally consistent, with a fixed number of samples such as 50, one can keep expanding the BEX until it is so close to independence that an asymptotically consistent test becomes powerless. This is saying that no test can be uniformly consistent against the class of alternatives defined by the BEX at all levels. This problem of non-uniform consistency is explicitly stated in Theorem 2.3 in Section 2.2.
We make some further remarks about the BEX example.
(1) Although the uniform distribution over the BEX is uncommon in statistical literature, the BEX is a very common structure in reality, nets for example. The BEX grids are also closely related to the chessboard detection problem in computer vision (Forsyth and Ponce, 2002) .
(2) We note that some statistical papers consider the length of prediction intervals as a criterion in comparing the performance of different methods. The BEX example indicates that this criterion might not be the best criterion for all cases: For (X, Y ) uniformly distributed on BEX d at some d, given X, a 100% prediction interval for Y can be constructed as small as a set of finitely many points. Such a prediction interval has a length of 0. However, when d is large, X and Y are almost independent so that X is not of much of prediction power for Y . We shall discuss the relationship between dependence and prediction power more in Section 3.2.
(3) The BEX is not the first example in literature that a sequence of degenerate distributions converges to independence. The earliest reference of such an example we could find is in Kimeldorf and Sampson (1978) . There are also other interesting and useful fractal applications in statistics such as Craiu and Meng (2005, 2006) . The basis of the BEX example is an important classical result in Vitale (1990) . We construct the BEX example due to the simplicity of the uniform distribution over the BEX, which turns out to be the key in the proof of Theorem 2.3.
We conclude this section by reporting the performance of the proposed BET method to be introduced in Section 4. When applied to the 50 samples data from the BEX, the Bonferroni BET at depth d = 6 returns a p-value 7.05036 × 10 −12 . Compared to the results from existing methods, the improvement by the BET is about a trillion times in terms of p-value. This result illustrates the power of distribution-free dependence detection from the BET approach. The calculation of this p-value will be explained in Section 4.4. We will provide more thorough simulation studies of detecting the BEX structure in Section 5.2.
Non-Uniform Consistency of Dependence Detection in a Distributionfree Setting
The BEX example reflects a general result: There exists no single test that is uniformly consistent in detecting all types of dependence, not even all degenerate distributions whose total variation distance to independence is 1. This general result is formally stated below.
Theorem 2.3. Consider the test
For any finite number of i.i.d. observations n, for any test that has a Lebesgue measurable critical region C n ⊂ R 2n with P H 0 (∂C n ) = 0 and P H 0 (C n ) ≤ α, ∀ > 0, there exists a bivariate distribution F n ∈ H 1 and P Fn (C n ) ≤ α + .
Unfortunately, all of the asymptotically consistent tests described in Section 1 suffer from this power loss in finite samples. The message from this result is that in a distribution-free setting without any assumption on the joint distribution, dependence is not a tractable target with any single fixed function of data. The intractability comes from the fact that without a model of the joint distribution, there is no parameter to characterize and identify the underlying form of dependency. Therefore, there is no target of inference about dependence from a test or any other statistical method. Although one can develop good measures of dependence such as distance correlation and MIC, such measures are not identifiable for the joint distribution. Therefore, they can never replace the role of parameters in statistical inference about dependence. This fact motivates the following three key elements in the BEStat approach and the BET framework:
(1) Rather than one measure of dependence, we will study dependence through a carefully designed sequence of tests based on a filtration to achieve universality.
(2) For every test statistic in the sequence, there is an explicit well-defined set of parameters as the target for inference to achieve identifiability.
(3) At every step in the sequence, the test is consistent against all alternatives which are δ-away from independence in total variation distance to achieve uniformity.
We explain the details of the BEStat approach and the BET framework in Section 3 and Section 4 respectively.
Binary Expansion Statistics
We start by citing two classical results: the probability integral transformation (Casella and Berger, 2002) and the binary expansion of a uniformly distributed variable (Kac, 1959) .
Theorem 3.1. Suppose that a random variable X has a continuous distribution for which the known cumulative distribution function (CDF) is F X (x). Then the random variable
We note here that in describing the theory and methods, it would be more convenient to consider A k = 2 A k − 1 ∼ Rademacher, i.e., P(A k = 1) = P(A k = −1) = 1/2. We shall use this notation in Section 4.
In what follows, we utilize these two classical results in this section to construct the binary expansion statistics.
Copula and Invariance to Marginal Transformation
With Theorem 3.1, instead of X and Y , we consider random variables U and V defined by
so that U and V are both uniformly distributed over [0, 1]. The joint distribution is referred to in literature as the copula distribution (Nelsen, 2007) . One important property of these transformations is that they preserve the dependence within the joint distribution of (X, Y ). In particular, U and V are independent if and only if X and Y are independent. Therefore, to test the independence between X and Y is equivalent to testing the dependence between U and V , which is what we propose to do in the rest of the paper.
One advantage of considering the joint distribution of U and V is that we can focus on the joint distributions over [0, 1] 2 . The statistics and procedures developed over [0, 1] 2 is thus invariant to monotone marginal transformations, which can be a useful property in practice. When the marginal distributions of X and Y are not known, we have to estimate them. We consider these issues in Section 4.5. We also provide related simulation studies in Section 5.
Binary Expansion and Binary Expansion Statistics
The binary expansion in Theorem 3.2 decomposes the information about U into information from independent fair coins A k 's. A k 's can be also regarded as indicator functions of U . For example, A 1 = I(U ∈ (1/2, 1]), A 2 = I(U ∈ (1/4, 1/2] ∪ (3/4, 1]), A 3 = I(U ∈ (1/8, 1/4] ∪ (3/8, 1/2] ∪ (5/8, 3/4] ∪ (7/8, 1]), see Kac (1959) . To study the dependence between U and V , we consider the binary expansion of both U and V :
Note that if we truncate the binary expansions of U and V at some finite depth d,
then U d and V d are two discrete variables that can take 2 d possible values. Moreover, as d → ∞, U d → U and V d → V in probability. These convergence results in turn imply that
The above considerations are apparent if one regards the truncations as a filtration generated by
Indeed, the filtration idea is a consequence of George Box's aphorism "All models are wrong, but some are useful." At every d, the probability model of (U d , V d ) is a "wrong" model for the joint distribution (U, V ), however, the important message from (3.4) is that one can approximate the joint distribution of and hence the dependence in (U, V ) through that in (U d , V d ). Although the dependence in the joint distribution of (U, V ) can be arbitrarily complicated, when d is large, we expect a good approximation from discrete variables (U d , V d ). In terms of testing independence, this means although the joint distribution of (U, V ) can be arbitrarily close to independence, due to the filtration feature of the sequence, one can always detect the dependence when d is large. Therefore, the universality is achieved through this filtration consideration.
How large a d is large enough? One way to study the magnitude of d is through a prediction perspective. Note that the error term in (3.4) is of the magnitude O p (2 −d ). When d = 5, 2 −d < 0.05. Therefore, when d is 5 or above, the higher order terms are not of much predictive power. The binary expansion approach thus provides a way to quantify the dependence and its prediction power. It can also explain the prediction issue described in Section 2.1: We shall show in Section 4.4 that the uniform distribution over the BEX at depth 5 is independent up to depth 5 (U 5 and V 5 are independent) but not independent at depth 6 (U 6 and V 6 are not independent). Despite being the degenerate, the fact that U 5 and V 5 are independent indicates the joint distribution of (U, V ) is nearly independent, which in turn explains why the prediction power in this example is weak.
Another way to study d is to take sample size into consideration. In terms of testing, we shall show in Section 4 that when the marginal distributions are known with n samples, we can choose a d as large as a fraction of n. However, when the marginal distributions are unknown and are to be estimated by empirical CDFs, we can only take d < log 2 n to preserve the validity as will be described in Section 4.5.
Note that for any d, the joint distribution of (U d , V d ) can only take a finite 2 2d possible values. In terms of data, this means we have a partition of the scatterplot into a 2 d × 2 d contingency table. See Figure 3 for an example. With this consideration, the truncation of the binary expansions at d turns the problem of dependence, which is unidentifiable under the distribution-free setting, into a problem over a contingency table, which is completely identifiable. In terms of testing, when we begin without any assumptions about the joint distribution, there is no explicit way to write out the likelihood under the alternative hypothesis of dependence. However, at each depth d, due to the discreteness, the class of alternative distributions is restricted to those over the contingency table, which has an explicit distribution and has the cell probabilities as explicit parameters for inference (Agresti and Kateri, 2011; Fienberg, 2007) . Figure 3 : The 2 3 × 2 3 BET contingency table for d = 3. For the data point (u, v) = (0.861, 0.735) (marked with a blue cross), the first three binary expansions of u are a 1 = 1, a 2 = 1, and a 3 = 0, and the first three binary expansions of v are b 1 = 1, b 2 = 0, and b 3 = 1. These a k 's and b k 's locate the data point in the corresponding cell.
The above considerations motivate us to propose the binary expansion statistics in studying the dependence between U and V in a distribution-free setting. Formally, we define binary expansion statistics as follows:
Definition 3.3. We call statistics as functions of finitely many Bernoulli variables from marginal binary expansions as in Theorem 3.2 the binary expansion statistics (BEStat).
Similarly, for the problem of detecting dependence from independence in a distribution-free setting, we define the binary expansion testing framework as follows.
Definition 3.4. We call the testing framework based on the binary expansion statistics of variables up to depth d the binary expansion testing (BET) at depth d.
In the context of testing independence in bivariate distributions, the BET at depth d is to test the independence up to depth d:
(3.5)
Not rejecting the null hypothesis in the BET at depth d thus indicates that there is no strong evidence against the null hypothesis of independence between U and V up to depth d in the binary expansion. Note that this interpretation is weaker than claiming independence between U and V : The dependence can appear at some depth that is larger than d. However, as described earlier in Section 2.2, claiming complete independence with a finite n and without any restrictions on the alternative is impossible. On the other hand, this weaker hypothesis helps us to avoid the uniform consistency problem in the dependence detection under the distribution-free settings and provides valid statements. For example, at any depth d, one can write out the total variation distance between an alternative distribution and the null distribution in terms of the parameters in the contingency table model. Uniformly consistent tests are readily available (Paninski, 2008) for alternative distributions whose total variance distances from the independence null is at least δ, for any δ > 0. To see the gains from these weaker hypotheses, one can compare the above uniform consistency result with Part (b) of Proposition 2.2 that for any d ≥ 1, the BEX d has a total variation distance of 1 from the independence null. See Section 4.3 for more details.
We shall focus on the BET on independence in the rest of the paper and will investigate other inference problems with BEStat in future work.
Connection to Computing
Reader may now have two questions about the binary expansion approach: (1) Why not try other ways of partitioning the scatterplot rather than the binary expansion? (2) Would the 2 2d cells cause any unnecessary computing burden? Our response to these questions is the close connections to the current computing system, which is a main advantage of the binary expansion approach.
One of the most important features of the current computing system is its binary architecture. By turning an electrical circuit "on" (represented by "1") and "off" (represented by "0"), computers process information with unprecedented speed and power. In particular, each decimal number in computing is processed as a rounded version of its binary representation. For example, calculations of 0.1 10 = 0.00011 2 are based on a rounded version of 0.00011 2 to certain bits (depending on a 32-bit or 64-bit computing system).
The key observation here is that the binary representation of a decimal number is precisely its binary expansion! The { A k } d k=1 and { B k } d k=1 in the BEStat approach directly correspond to the first d bits of U and V in current computing systems. This fact implies that as long as a statistician is processing data with a computing device (desktop, laptop, smartphone, hand-held calculator...), the { A k } d k=1 and { B k } d k=1 are given to him/her automatically. These binary bits are hidden resources of data available for statisticians from computers. We often use bits for computing, but we need to realize that bits are data too! We can construct statistics and make inference with bits, and the BET at depth d can be explicitly interpreted as testing whether the data are independent up to the first d bits.
Moreover, the BEStat approach provides statisticians the access to the most fundamental level of a computing system and enables us to operate directly on the bits. For example, the locating process of a data point to the corresponding cell in the contingency table can be done through some bitwise Boolean operations over the a k 's and b k 's. Such bitwise operations are known to be computationally efficient. We thus expect fast software implementations of procedures based on binary expansion statistics. Of course, the complete implementation deserves a very careful development and another research paper, so we leave it for future work.
Binary Expansion Testing on Independence

BET with Classical Methods
Section 3.2 introduces the concepts of BEStat and the BET which approximate the dependence in (U, V ) by truncating the binary expansions at a finite depth d. Such a truncation makes the BET at depth d equivalent to the test of independence of a 2 d × 2 d contingency table. The probability model for the contingency table is a multinomial model with cell probabilities as parameters, which are constrained due to fixed marginal distributions. For readability, the details of this well-known probability model are described and studied in the supplemental file. With this probability model, conventional tests, such as the χ 2 test and the Fisher's exact test (Lehmann and Romano, 2006; Fienberg, 2007; Agresti and Kateri, 2011) , can be directly applied to the table. However, there are a few drawbacks of these classical procedures. In what follows, we discuss a few drawbacks of χ 2 tests. Fisher's exact tests and other related methods have similar drawbacks when the dimension of a contingency table is large.
(1) Level. Current asymptotic theories about the null distribution of χ 2 tests usually assume n > 2 2d (Agresti and Kateri, 2011) . When d is higher, there might be empty rows and columns in the contingency table, and there is no theoretical guarantee for the probability statements about the level. Standard software, such as R, will return with a warning or a value of NaN. Although one can obtain a valid p-value through simulations, such simulations could incur high computing expenses for a large table.
(2) Power. The degrees of freedom in the χ 2 tests over a 2 d × 2 d contingency table is (2 d − 1) 2 . This exponential growth might reduce the power of the test. This power loss could be substantial when the global χ 2 test can be decomposed into nearly independent component-wise tests, such as in the ANOVA setting as studied in Arias-Castro et al. (2011) and Barnett et al. (2016) .
(3) Interpretability. Moreover, the rejections from classical tests are not very interpretable. Although we can claim significant dependence with a small p-value, the result does not provide information about how the variables are dependent. We cannot describe the relationship between U d and V d with a rejection from a χ 2 BET.
In the rest of the section, we try to improve the BET in these aspects. In Section 4.2 we introduce the key idea of cross interactions between A k 's and B k 's. In Section 4.3 we convert the test of independence into a multiple testing problem and use the Bonferroni method to control the family-wise error rate. In Section 4.4 we provide the interpretation of the Bonferroni BET through examples. In Section 4.5 we discuss practical issues when the BET is applied.
Cross Interactions
To study the dependence between U and V , we need to consider their joint behavior. This consideration leads to the use of cross interaction variables of a subset of A k 's and a subset of B k 's. In fact, one key observation here is that the dependence between U d and V d can be decomposed into these cross interactions. This idea is inspired by a similar classical decomposition of a contingency table in Lancaster (1949) . For convenience, it is better to use the Rademacher variables A k 's and B k 's instead. With these Rademacher variables, each cross interaction can be represented as a product
For example, A 1 B 2 is a cross interaction variable, but A 1 A 2 is a marginal interaction rather than a cross interaction since no B k from V is involved.
We state below two easy facts about these cross interaction variables.
Proposition 4.1.
(a) Each cross interaction variable can only take two possible values of 1 and −1, but it is not necessarily Rademacher (symmetric with mean 0).
(b) For each d, there are (2 d − 1) 2 cross interaction variables, matching the degrees of freedom in the χ 2 test of independence. Figure 4 illustrates the 9 cross interactions when d = 2. Graphically, each cross interaction is to color 2 2d−1 cells with white (+1) and the other 2 2d−1 cells with blue (−1). For example, the event {A 1 B 1 A 2 = 1} can be decomposed as
Similarly, to check a data point is in white or blue for some cross interaction is to check the corresponding product of a k 's and b k 's. For example, for the data point (u, v) = (0.861, 0.735), the first two binary expansions of u are a 1 = 1 and a 2 = 1, and the first two binary expansions of v are b 1 = 1 and b 2 = −1. For cross interaction A 1 B 1 A 2 the point is in the positive (white) region since a 1 b 1 a 2 = 1, but for cross interaction A 2 B 2 the point is in the negative (blue) region since a 2 b 2 = −1. We note here that our consideration of these cross interactions is different from the decomposition in Lancaster (1949) . We are not aware of this approach in previous statistical literature.
Why do we want to consider these cross interaction variables? An important reason is the orthogonal design based on cross interactions (Box et al., 2005; Cox and Reid, 2000) . Graphically speaking, the orthogonality here means if we code each of the 2 2d cells with +1 or −1 corresponding to white or blue, these (2 d − 1) 2 vectors in R 2 2d are orthogonal to each other. Therefore, the cross interaction variables can be regarded as an orthogonal basis of the dependence in (U d , V d ). In particular, in Section 4.3, we show that the consideration of cross interactions leads to an orthogonal decomposition of the χ 2 test.
Moreover, under the null hypothesis of independence, the cross interaction variables are pairwise independent:
Proposition 4.3. When U and V (X and Y ) are independent, the cross interaction variables are pairwise independent.
We note here that the pairwise independence is due to the orthogonal design from the binary expansion. Because of this orthogonality and pairwise independence, we can reduce the redundancy of information from different ways of partitioning the data, which in turn reduces the computation expenses. If we do not partition the data in this balanced way, we may not be able to get such efficiency.
Besides the above useful properties, the graphical arrangement of the white and blue cells for each cross interaction variable indicates the relationship between the two variables. We shall use d = 2 for illustration. Some relationships are functional: The positive and negative regions for A 1 B 1 indicate a monotone relationship; the positive and negative regions for B 1 A 2 and A 1 B 2 indicate a periodic functional relationship; and the positive and negative regions for A 1 B 1 A 2 and A 1 B 1 B 2 indicate a quadratic relationship. Some relationships are not functional: The positive and negative regions for A 2 B 2 represent the checkerboard distribution widely studied in biology Diamond (1975) ; Stone and Roberts (1990) , and the blue cells for A 1 B 1 A 2 B 2 represent a circular relationship. Interestingly, we are not able to find the patterns described in the positive and negative regions for A 1 A 2 B 2 and B 1 A 2 B 2 in statistical literature. Nonetheless, these types of dependence do exist theoretically. The propositions above thus imply that as a basis, the combinations of these nine patterns completely exhaust all possibilities of bivariate dependence up to depth 2 in the binary expansion. The global patterns among the cross interactions will help us interpret the dependence when the BET is rejected, as described in Section 4.4.
We remark here that despite the universal consistency, existing methods which rely on the clustering intuition do not take the above non-functional relationships, such as those in A 2 B 2 , A 1 A 2 B 2 , B 1 A 2 B 2 , and A 1 B 1 A 2 B 2 , into consideration. When the data points fall only in the positive or negative region of these cross interactions, the alternating pattern of the white and blue cells will create large distances between points in the scatterplot despite strong dependence. Such large distances will in turn reduce the power of these methods due to the violation of the clustering intuition, just like in the BEX example. The BET instead considers these important relationships and thus improves the power in detecting non-functional relationships.
Symmetry and the Bonferroni BET
With the cross interaction variables, we state the main theorem for the proposed method: The main intuition of Theorem 4.4 is the symmetry of independence: When U and V are independent, the counts of observations in the positive and negative regions should be similar for any cross interaction. On the other hand, when U and V are not independent, we expect some strong asymmetry between the numbers of positive and negative region points.
Theorem 4.4 immediately leads to the equivalence between the BET at depth d and a multiple testing problem: The testing problem in (3.5) is equivalent to testing if all cross interactions up to depth d are Rademacher (symmetric with mean zero). The advantage of this consideration is two-folded: (1) We reduce the test of a joint distribution (difficult) to that of marginal ones (simple). (2) We reduce the test of dependence (difficult) to that of the fairness of coins (simple).
Note that the equivalent multiple testing problem is about controlling the family-wise error rate (FWER): Rejecting any coin being fair results in the rejection of independence between U and V. The simplest FWER control is the Bonferroni procedure, where the pvalue is the minimum of 1 and (2 d − 1) 2 times the smallest p-value of all marginal tests. We refer this procedure as the Bonferroni BET. Although the Bonferroni procedure can be conservative, it always provides a valid p-value. Also, due to the orthogonality and pairwise independence of cross interactions in Section 4.2, the Bonferroni BET might not be too conservative.
We illustrate the Bonferroni BET procedure at depth d = 2 with the 50 samples studied in Section 2.1. See Figure 5 . The Bonferroni BET at d = 2 for this dataset consists of the following four steps:
Step 1 : For each of the 9 cross interactions, we count the points in the positive and negative regions.
Step 2 : We consider the 9 two-sided tests of fairness of coins.
Step 3 : We look for the interaction with the strongest asymmetry, which is A 1 B 1 A 2 with 32 in white and 18 in blue. The binomial distribution gives the smallest p-value of 0.065.
Step 4 : Use the Bonferroni adjustment to multiply 9 and get the BET p-value of 0.585.
To compare the Bonferroni BET with the χ 2 test with the same contingency table, we note that the difference between the blue and white counts for each cross interaction is a linear combination of the cell counts. These linear combinations are mutually orthogonal due to the design discussed in Section 4.2. As a consequence, the squared difference for each cross interaction is a quadratic form of the cell counts, which is approximately χ 2 1 distributed after the normalization by n. Moreover, due to the orthogonality, the sum of the squared differences over all cross interactions is precisely the classical χ 2 test statistic after the normalization. The earliest reference of this decomposition idea we found is in Anderson (1994) . Due to this connection, the consideration of the multiple testing problem over cross interactions can be regarded as an orthogonal decomposition of the χ 2 test. To follow up the discussions in Section 4.1, we note several advantages of the multiple testing approach below:
(1) Level. Although not much theory exists about the χ 2 test statistic when the dimension of contingency tables is large, for any cross interaction variable with any d, the null distribution of the counts of positive or negative points are precisely binomial distribution with n trials with success probability 1/2. The binomial statistic also avoids the problem of insufficient observations in some cells. Even when there are many empty rows or columns in the contingency table, by grouping cells into positive and negative regions, globally there are still totally n samples for each test. Thus, the level of the Bonferroni BET is still valid.
(2) Power. In Arias-Castro et al. (2011) and Barnett et al. (2016) , it was noted that when the number of hypotheses is large and the signals are rare and weak, using a Bonferroni type of multiple comparison control can substantially outperform χ 2 tests. In the context of dependence detection, this means that when d is large and when the dependence is through only a few cross interactions, using the Bonferroni BET can help discover weaker dependence.
(3) Interpretability. One major advantage of using cross interactions over the χ 2 test is that the grouping arrangement of the white and blue cells for each interaction helps indicate the pattern of the dependence, as described earlier in Section 4.2. When the dependence is through only a few of cross interactions, with the rejection of the Bonferroni BET, we can identify the strongest interactions between the variables. These strongest interactions can in turn help describe the dependence, as we will discuss in Section 4.4.
Compared to the χ 2 tests, the Bonferroni BET can also help us to search deeper dependence with n samples. To see this, note that the χ 2 test allows d to be approximately 1 2 log 2 n. On the other hand, with known marginal distributions, the smallest possible pvalue from the Bonferroni BET at depth d with sample size n is 2(2 d −1) 2 /2 n , where the 2 −n comes from the case when all points fall in either blue or white and the factor 2 is from the two-sided test. With such a "complete capture", the depth d can reach a small fraction of n before the test becomes powerless. When the marginal distributions are unknown, using the empirical CDF transformation will limit d to be less than log 2 n, as will be discussed in Section 4.5. However, it is still higher than the limit 1 2 log 2 n from the χ 2 tests. Due to the above considerations, we focus on the Bonferroni BET instead of the χ 2 BET.
We also remark here that though the binary expansion approach leads to multiscale binning, the BET is different from existing tests in the binning approach in several ways: (1) Many existing binning tests involve an optimization step in search of the optimal partition of data under some criteria such as mutual information. This step could be computationally expensive due to a search over many overlapping partitions which contain redundant information. Instead, the partitions based on interactions from the binary expansion filtration are created in a systematic manner with a natural hierarchy. The orthogonal design of interactions also saves much redundant information and improves the power. (2) Many existing binning tests may have problems of insufficient observations in small bins, while in the BET all n samples are used repeatedly in an orthogonal manner which has advantages both for the level and power. (3) Many existing binning tests returns a p-value based on permutations, which can again be computationally more expensive than the BET. (4) The Bonferroni BET provides clear interpretation from the interaction, which is illustrated in Section 4.4.
As we stated in Section 3.2, one important advantage of the BEStat approach is to avoid the problem of non-uniform consistency. We summarize the uniform consistency of the Bonferroni BET in the following proposition.
Proposition 4.5. Denote the joint distribution of (U d , V d ) by P d , and denote the (independent) bivariate uniform distribution over {m2 −d m = 0, . . . , 2 d − 1} 2 by Q d . Consider the total variation distance between these two distributions T V (P d , Q d ). For any d and any δ > 0, the Bonferroni BET at depth d is uniformly consistent for the test
One can again compare the uniform consistency of the Bonferroni BET as in Proposition 4.5 with Part (b) of Proposition 2.2 that for any d ≥ 1, the BEX d has a total variation distance of 1 from the independence null.
Examples and Interpretations of the BET
In this section we explain the interpretations of the BET, i.e., we ask when the BET at depth d is rejected, what can we say about the result? Generally, when we are describing the relationship between two variables through some statistical methods, e.g., regressions, we want to find "a smooth curve passing through the data cloud". This description immediately leads to two questions: (1) Does there really exist a "data cloud" that happens better than chance? (2) If there exists some "data cloud", where is it? The BET can explain both questions explicitly with the cross interactions. We will describe these interpretations of the Bonferroni BET through the following simple examples.
Monotone relationship between X and Y .
When Y is a monotone increasing function of X, after the probability integral transformation, U and V will be on the line of u = v. In this case, when the cross interaction A 1 B 1 is considered, all points will either fall in the positive region. See Figure 6 . Thus, the p-value of the BET at depth 1 is 2 2 n . The interpretation of rejection is that upper (lower) half of x's are significantly more likely to appear together with the upper (lower) half y's. Note here that the statement is only about the two data blocks around the medians of X and Y . However, such a statement does suggest a monotone relationship between the variables.
Quadratic relationship.
When Y = X 2 and X ∼ N (0, 1), after the probability integral transformation, V is piecewise linear in U . In this case, when we truncate the binary expansion at depth d = 2, we find the strongest asymmetry with a complete capture by the interaction A 1 B 1 A 2 (Figure 7) , with the p-value of the BET at depth 2 being 2×(2 2 −1) 2 2 n . The interpretation of the result is visualized in Part (c) of Figure 7 : The middle half x's are significantly more likely to appear together with the lower half y's, while the outer half x's are significantly more likely to appear together with the upper half y's.
The above interpretation provides both global and local information. Globally, it suggests a polynomial fit of data through the positive region. Locally, it indicates when x is increased from within the third quartile to within the fourth quartile, y tends to increase from below median to above median. Both of the global and local information can be useful in practice.
Circular relationship.
When (X, Y ) is sampled from the unit circle with Y = sin θ and X = cos θ with θ ∼ U nif [0, 2π], after the probability integral transformation, U and V are dependent through an implicit function. See Figure 8 . The strongest asymmetry for such dependence is fully captured by A 1 A 2 B 1 B 2 when the Bonferroni BET at d = 2 is considered. The interpretation of the significance is that the middle half x's are significantly more likely to appear together with the outer half y's, while the outer half x's are significantly more likely to appear together with the middle half y's. Again this interpretation provides both local and global information. We also note here that although the relationship between X and Y in this example is not functional, their joint behavior can still be well described with cross interaction variables. Moreover, the global interpretation indicates that the relationship between U and V can possibly be explained by an implicit function passing through the blue region. Since implicit functions can usually be described by parametric equations, significance at this cross interaction suggests a latent confounding variable that can explain the dependence. Indeed, in this example, the lurking variable θ can fully explain the dependence between X and Y .
Bisection Expanding Cross.
We now revisit the bisection expanding cross (BEX). With probability 1, points on BEX d fall in the positive region for A d A d+1 B d B d+1 . This is the strongest asymmetry of BEX d . In this case, U d and V d are independent, but U d+1 and V d+1 are dependent, and this dependence can be completely captured by the Bonferroni BET at depth d+1. See Figure 9 . In particular, for the example in Section 2 with n = 50 and d = 5, U 5 and V 5 are independent. However, the points all fall in the positive region for A 5 B 5 A 6 B 6 , thus the p-value for the Bonferroni BET at 6 is 2(2 6 − 1) 2 /2 50 = 7.05036 × 10 −12 . These facts explain the seeming contradiction in Proposition 2.2: If we are at depth d = 5, then the fact that U 5 and V 5 are independent implies that U and V are nearly independent. On the other hand, if we are at depth d = 6, then the small p-value of the BET at d = 6 implies that U and V are strongly non-independent.
We also use this example to illustrate the fact that although the uniform distribution over the BEX can be arbitrarily close to independence, we can distinguish it from independence if we use a sufficiently large d. This result demonstrates the advantages of the binary expansion approach in studying dependence: It enjoys the universality against arbitrary alternatives, but avoids the problems of the clustering intuition and non-uniform consistency.
We note here that although rejections from the BET indicate the patterns in the data, they are different from earlier work in pattern recognition (Arias-Castro et al., 2005b) , where optimal results are obtained in Arias-Castro et al. (2005a) . One difference between the methods is in that pattern recognition procedures often try to gradually approximate the clusters in the data by refining the local search, while in the BET procedure we check the global symmetry of orthogonal cross interaction variables. The asymmetry in the BET procedures does not necessarily imply the existence of local clusters in the scatterplot of data, as in the BEX example. Similarly, the BET is different from work in scan statistics (Walther et al., 2010; Ma and Mao, 2016) which are based on rectangle scanning windows for local dependency. The grouping of disjoint blue and white cells in the BET does not necessarily result in a region of the rectangle shape.
Empirical BET and Sequential BET
In this section we discuss two practical issues on the applications of the BET: (1) What to do when the marginal distributions are unknown? (2) How do we know the right d to use?
The first question leads to the problem of the empirical copula BET. When the marginal distributions are unknown, they can be approximated by the empirical CDF. We can then transform each variable with its empirical marginal CDF. Note that the transformed X and Y are over a regular grid of { 1 n , 2 n , . . . , 1}, thus when d > log 2 n, there are ways to find some interaction such that all points fall in the positive or negative region. On the other hand, we have studied the level of the empirical BET from simulations and found it valid when d < log 2 n. One can also use Fisher's exact test for 2 × 2 tables for each cross interaction in the BET because of the fixed marginal counts, which is again in a way similar as described in Lancaster (1949) . As we will show in simulation studies, the BET with empirical CDF transformation works well when n is large. However, careful asymptotic studies about the theory of the empirical copula BET are needed in future work.
There are two ways to approach the second question. One way is to use a default depth, say d = 5, due to the consideration of prediction described in Section 3.2. Another way to solve the problem is to consider a higher level of multiple testing corrections, Bonferroni for example, over the searched depths. Although conservative, this consideration provides valid inference after the search process. We shall illustrate this procedure with a real dataset analysis. Recent work in sequential testing such as Foster and Stine (2008); G'Sell et al. (2016) with good stopping rules may lead to better power improvements. We will consider these extensions of our results in future work.
Simulation Studies
In this section, we use simulation studies to compare the Bonferroni BET and existing methods. For the Bonferroni BET, we consider the empirical CDF transformation. We also consider the test based on correlation, and we consider the Hoeffding's D test from the CDF approach, the distance correlation from the distance approach, and the KNN-MI method from the binning approach. We consider the χ 2 test for the same contingency table for the Bonferroni BET too. For the KNN-MI test, the p-value is calculated based on the null distribution generated by 100 permutations. The levels of these tests were verified to be valid, and we study the power under two representative alternatives: Functional dependence in the bivariate normal distribution with correlation 0.2 and implicit functional dependence in the BEX at level 4 with additive noise.
We note that in both cases, the Bonferroni BET often outperforms KNN-MI, a popular test from the binning approach. This is partially due to the advantages of the BET approach described in Section 4.3. We also note that in both cases, the Bonferrnoni BET outperforms the χ 2 test for the same contingency table. This is expected because in both cases, the interaction effects can be regarded as rare and weak. As Arias-Castro et al. (2011) and Barnett et al. (2016) studied in the ANOVA setting, the Bonferroni approach over nearly independent components of the χ 2 test is more powerful.
Linear Dependence in Bivariate Normal Distribution
In the first simulation study, we consider the bivariate normal distribution with correlation 0.2. We compare the power of the BET at d = 1 and d = 5 to that of the correlation and distance correlation based tests, which are known to be optimal for the bivariate normal distribution (Székely et al., 2007) . We also consider Hoeffding's D test and the KNN-MI test with the default k = 10. We consider n to range from 200 to 3000, and we consider 1000 simulations for each n. The level of tests is set to be 0.1. From Figure 10 , we see that all seven tests are consistent. However, there are several important messages about the power:
(1) Although the empirical Bonferroni BETs are consistent, in this case it is not as powerful as the tests based on correlation and distance correlation. This negative result is expected because of the optimality of correlation and distance correlation under the bivariate normal model. One message here is that when one has some information about the joint distribution, it would be more powerful if one takes advantage of such model information and uses an appropriate test for the model. We also note that Hoeffding's D test is very powerful in this case.
(2) This simulation study suggests the need of improvement from the Bonferroni BET: Due to the monotone dependence in correlated bivariate normal distributions which makes the strongest asymmetry obtained with A 1 B 1 , using a higher d in the Bonferroni BET will only decrease the power. The power loss is because Bonferroni BET considers only the strongest asymmetry in cross interaction variables. In the bivariate normal case, when the correlation is non zero, many cross interaction variables will be asymmetric. Therefore, using only the strongest asymmetry will result in some loss of information. We will study the improvements of the Bonferroni BET either by aggregating information from many cross interactions or by some stopping rule to reduce the multiplicity in future work.
(3) Due to the power loss described above, the BET at depth 5 is not as powerful as KNN-MI when n ≤ 600. However, with a large n, it has better power partially due to the orthogonality of the tests. On the other hand, the power loss of KNN-MI is a result of overlapping and redundant information in the partitions, which is often a problem for other binning approach methods too.
Implicit Functional Dependence in BEX 4 with Noise
Our second simulation study is to consider samples from the uniform distribution over BEX 4 with some additive noise. Specifically, we let X and Y be uniformly distributed over BEX 4 and let X = X + x and Y = Y + y where ( x , y ) ∼ U nif orm[−2 −9/2 , 2 −9/2 ] 2 so that the sample space covers the entire unit square [0, 1] 2 . We consider here the empirical Bonferroni BET at d = 5 which uses the empirical CDF for the probability integral transformation as well as the corresponding χ 2 test.
We again compare the performance with the tests based on correlation, distance correlation, Hoeffding's D test and the KNN-MI method with the default k = 10. We consider n to range from 200 to 4000, and we consider 1000 simulations for each n. The level of tests is set to be 0.1. We observe from Figure 11 that the tests based on correlation, the distance correlation, and Hoeffding's D are powerless when the sample size is 4000. In fact, we find that these tests are powerless even when the sample size is increased to 20000 without the presence of the noise. This fact shows again the power loss when the clustering intuition is violated. The KNN-MI method, which is based on binning and does not rely on the clustering intuition, has better power here. For the empirical BET at d = 5, the power is not great when n is small, which is expected since small estimation errors of the empirical CDF could lead to wrong assignments to the positive or negative regions when d = 5. However, as n increases, the power of the empirical Bonferroni BET becomes the best. The result on this difficult example demonstrates the consistency of the empirical BET and indicates its practicability. In general, the BET outperforms existing methods in detecting dependence that is through some implicit function, for example a circle, for the reasons described in Section 2.1 and Section 4.2.
6 Are Stars Randomly Distributed in the Night Sky?
In this section we study the curious question of whether stars in the night sky are randomly distributed. Despite a simple statement of this long standing question, we are not aware of any complete scientific theory that explains the phenomenon with a confirming or disconfirming answer. In what follows, we provide some statistical analysis of this problem.
To study this question, we collected the galactic coordinates of the top 256 brightest stars in the night sky (Perryman et al., 1997) . The galactic coordinates are essentially spherical coordinates with the Sun as the center. These coordinates consist of radius r, longitude φ ∈ [0, 2π) , and latitude θ ∈ (−π/2, π/2]. We shall ignore the radius information and focus on the unit sphere. Since the density of the uniform distribution over the unit sphere is proportional to cos θdφdθ, as long as X = φ and Y = sin θ of the stars are independent, the stars are uniformly distributed in the night sky.
In what follows, we test if X and Y are independent. We first consider the classical tests. The sample correlation between X and Y is −0.07 with a p-value of 0.264, which is not significant. The distance correlation between X and Y is 0.137 with a p-value of 0.064. Hoeffding's D test returns with a p-value of 0.103. These p-values indicate weak evidence against independence. The KNN-MI test provides a p-value of 0.02, which is strong evidence against independence. However, this p-value does not provide any information about the relationship between X and Y , and the dependence pattern is still unclear even when we rejected the null.
We now consider applying the empirical Bonferroni BET on these data. The empirical BET at d = 1 returns with a p-value of 0.235. For each of d = 2, . . . , 5, the strongest asymmetry is all found to be A 1 A 2 B 1 , where 155 stars are in the positive region and 101 are in the negative region. The p-value of the BET at d = 2 is 0.008. Since we have searched for d = 1, . . . , 5, we further use the Bonferroni control over d to obtain the adjusted p-value at d = 2 to be 0.008 × 5 = 0.04, which is still strong evidence against independence.
One important advantage of the BET is that not only can we claim significance against the null, we can also visualize the dependence upon the rejection. In part (c) of Figure 12 , we transform the interaction in part (b) back to the original scale. Note that the labeled stars are well-known to be along the Milky Way in the night sky. This fact may explain the significance from the BET: The dependence pattern in the data associated with A 1 A 2 B 1 is a result of stars in the Milky Way.
A caveat here is that we regard the above analysis more as an illustration of the BET method rather than a scientific discovery, which requires a much more careful study. For example, the only strong assumption in the BET approach is the i.i.d. assumption on the observations. This assumption might be violated when the data points are stars. We also note that the radius, which is excluded from this study, plays an important role in the star distribution. Nevertheless, this example still illustrates the improvements of the BET over existing methods: Not only can we detect dependence under difficult situations, but also we can interpret a rejection with visualizations of the relationship. In this example, we find strong asymmetry between the positive and negative regions for A 1 A 2 B 1 , and this asymmetry suggests a polynomial fit of the data in the positive region. Statistical inferences from the above polynomial fit need to be adjusted due to the pre-testing of the BET before the fit (Berk et al., 2013) . Scientific explanations of the fits need even more careful studies. However, the interpretations from the BET to the stars data can still be of immediate practical value: For example, it can help people find bright stars in the night sky.
Summary and Discussions
Detecting dependence in a distribution-free setting is an important problem in statistics. Existing methods may have the problem due to the clustering intuition and non-uniform consistency. To avoid these problems, we introduce the concept of binary expansion statistics (BEStat), which combines three classical statistical wisdoms: copula, orthogonal design, and binary expansion. The proposed binary expansion testing (BET) procedure enjoys the invariance to monotone marginal transformation from the copula distribution, the symmetry and interpretability from the orthogonal design, and the potential efficient bitwise computing implementation from the binary expansion.
The main purpose of the paper is to convey the ideas of BEStat and the BET rather than providing a complete theory or an optimal procedure. There are many potential extensions along this direction. Besides the theory and methods for the empirical BET and the sequential BET described in Section 4.5, some of the following problems could be interesting: (1) Improving the Bonferroni BET with more powerful procedures; (2) Testing conditional independence or causality with the BET; (3) Incorporating prior knowledge about the dependence through a Bayesian BET; (4) Other distribution-free inference such as distribution-free confidence interval and/or prediction with BEStat; (5) Connections to the analysis of spatial point patterns, for example Ripley (1977) ; (6) Efficient software implementing BEStat through bitwise operations. We welcome further thoughts on related topics for deeper understanding of dependence and useful procedures in practice.
