Owing to the good trade-off between implementation and performance, fixed-step direct maximum power point tracking techniques (e.g., perturb and observe and incremental conductance algorithms) have gained popularity over the years. In order to optimize their performance, perturbation frequency and perturbation step size are usually determined a priori. While the first mentioned design parameter is typically dictated by the worst-case settling time of the combined energy conversion system, the latter must be high enough to both differentiate the system response from that caused by irradiation variation and match the finite resolution of the analog-to-digital converter in case of digital implementation. Well-established design guidelines, however, aim to optimize steady-state algorithm performance while leaving transients nearly untreated. To improve transient behavior while keeping the steady-state operation unaltered, variable step direct maximum power point tracking algorithms based on adaptive perturbation step size were proposed. This paper proposes a concept of utilizing adaptive perturbation frequency rather than variable step size, based on recently revised guidelines for designing fixed-step direct maximum power point tracking techniques. Preliminary results demonstrate the superiority of the proposed method over adaptive perturbation step size operation during transients, without compromising the steady state performance.
Introduction
Energy produced by a photovoltaic generator (PVG) is mainly dependent on a single (referred to as the "energy generating") parameter: Solar irradiation. In addition, PVG power is load dependent and affected by temperature. As a result, the PVG power curve is characterized by a single maximum power point (MPP) on a single unit level for a specific set of environmental variables. Consequently, generalized electrical characteristics of a PVG are represented by a family of power curves for a range of solar irradiations and temperatures [1] . Upon variation of one or both environmental variables, locations of MPP current and voltage-and hence power-change. Such a behavior calls for instantaneous maximum power point tracking (MPPT) in order to optimize PVG economical utilization [2] .
Comparison of different MPPT algorithms presented in the literature so far may be found [3] [4] [5] [6] [7] [8] [9] [10] [11] . Owing to their inherently generic nature and relatively simple implementation, direct non-model-based techniques, such as perturb and observe (PO) [12, 13] , incremental conductance [14, 15] and extremum seeking or ripple correlation control [16] [17] [18] [19] [20] , are probably the most widely applied MPPT methods. While well-established, fixed step versions of MPPT algorithms suffer from the well-known trade-off known trade-off between transient and steady-state operation [21] . In order to tackle this drawback, adjustable (or adaptive) step size versions of non-model-based algorithms have been proposed [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] , in which the step size is adjusted, typically in proportion to the derivative of PVG power with respect to control variable. Indeed, such algorithms demonstrate superiority over the fixed step versions, achieved at the expense of more complex implementation. It is interesting to note that the performance similarity of fixed step direct non-model-based algorithms versions have been revealed [39, 40] , while the equivalence of major variable step size MPPT algorithms has been demonstrated [41] . Consider, without loss of generality, a photovoltaic energy conversion operating under a singleloop direct non-model based MPPT. For example, the interfacing power converter (IPC) duty cycle is the perturbed variable (see Figure 1a) . A small perturbation ∆d is injected into the system every Tp seconds. Following a T∆-lasting transient, the corresponding change in generated power is observed either at the PVG or load side (see Figure 1b) , and the next perturbation polarity (in fixed step versions) and size (in variable step versions) is determined so that the operation point is driven towards the MPP. It was shown in References [13, 21] that the maximum perturbation frequency (reciprocal of Tp) is limited by settling time of the generated power transient induced by the perturbation while the minimum perturbation step size depends on the maximum expected irradiation variation rate and sensing resolution. Recently, the authors of References [42, 43] have refined the above design guidelines, proving that the maximum perturbation frequency should be designed at the short-circuit operating point while the minimum perturbation step size should be designed at the maximum power point, both corresponding to standard test conditions.
Once the design guidelines briefly reviewed above are respected, stable three-point behavior is ensured in steady-state [21] . It is therefore commonly assumed that if the selected Tp is too small, the MPPT algorithm can be confused and the operating point may become unstable, bringing disordered or chaotic behaviors into the system. On the other hand, selecting a Tp that is too long penalizes MPPT convergence speed and efficiency. Therefore, in order to improve the performance of the fixed-step based MPPT algorithm, variable step size methods should utilize adaptive step size while keeping Once the design guidelines briefly reviewed above are respected, stable three-point behavior is ensured in steady-state [21] . It is therefore commonly assumed that if the selected T p is too small, the MPPT algorithm can be confused and the operating point may become unstable, bringing disordered or chaotic behaviors into the system. On the other hand, selecting a T p that is too long penalizes MPPT convergence speed and efficiency. Therefore, in order to improve the performance of the fixed-step based MPPT algorithm, variable step size methods should utilize adaptive step size while keeping the perturbation frequency constant. Increasing the perturbation step size when the operation point is far from the MPP and decreasing it in the MPP vicinity is, therefore, the main concept of such algorithms. Unfortunately, step size increase yields correspond to an increase of transients. In addition, because MPP voltage is nearly independent of irradiation, variable step MPPT algorithms tend to be confused upon irradiation changes [21] . On the other hand, applications of direct non-model based MPPT algorithms with a perturbation period much lower than the settling time of the system response were reported in References [44, 45] . It was shown that faster responses to irradiance changes were achieved, yet steady-state oscillations were larger than those for the perturbation frequency dictated by design guidelines. Nevertheless, experimental investigation alone was conducted without a solid analytical background. The only attempt made to vary the perturbation frequency followed by a theoretical framework was made in Reference [46] . However, the effect of the PVG on the system dynamics was completely disregarded and, therefore, the presented outcomes are not consistent with the design guidelines above. The effect of PVG on generated power dynamics is extremely significant [47, 48] and must be considered during MPPT algorithm design, since the boundary value of the perturbation frequency is dependent on PVG parameters.
Inspired by the promising results demonstrated in References [44, 45] , this paper proposes to combine the advantages of operating with high perturbation frequency values during transients and the design-guideline-imposed values of the perturbation frequency in steady state, while maintaining the step size at minimum value, as dictated by the fixed-step algorithm design guidelines. Such a concept yields a fixed-step variable-perturbation-frequency MPPT algorithm. The proposed technique has the ability of accelerating the transients caused by either system initialization away from MPP or sudden irradiation changes while maintaining accuracy during a steady-state regime. Preliminary results demonstrate the superiority of the proposed approach over fixed-step and fixed-frequency methods, as well as over variable-step approaches.
The rest of the paper is organized as follows: A review of PVG properties is briefly given in Section 2. Combined PVG-IPC-load dynamics are derived in Section 3. The principle of adaptive step MPPT algorithms is given in Section 4, followed by the proposed concept of adaptive perturbation frequency algorithms in Section 5. An example comparing the performance of different approaches is discussed in Section 6. The conclusions are drawn in Section 7.
The Photovoltaic Generator
A generalized PVG equivalent circuit is shown in Figure 2a [49] . It consists of a photo current source i P ; a current source i D , representing the current of k parallel-connected semiconductor diodes, is given by
where I 0k and α k symbolize the reverse saturation current and ideality factor of the k-th diode, and V T denotes thermal voltage; equivalent capacitance is c PV , and the equivalent shunt and series resistances are r SH and r S , respectively. The equivalent capacitance c PV is small and its value may be neglected since it is typically offset by the value of IPC input capacitance. Equivalent circuit components are environmental variables dependent as follows: the photocurrent i P depends on both irradiation and temperature; the diode current i D is temperature dependent and irradiation independent. The resistances are typically considered independent environmental variables, even though r SH possesses some irradiation dependence.
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A generalized PVG equivalent circuit is shown in Figure 2a [49] . It consists of a photo current source iP; a current source iD, representing the current of k parallel-connected semiconductor diodes, is given by
where I0k and αk symbolize the reverse saturation current and ideality factor of the k-th diode, and VT denotes thermal voltage; equivalent capacitance is cPV, and the equivalent shunt and series resistances are rSH and rS, respectively. The equivalent capacitance cPV is small and its value may be neglected since it is typically offset by the value of IPC input capacitance. Equivalent circuit components are environmental variables dependent as follows: the photocurrent iP depends on both irradiation and temperature; the diode current iD is temperature dependent and irradiation independent. The resistances are typically considered independent environmental variables, even though rSH possesses some irradiation dependence. All the equivalent circuit parameters may be estimated either from experimental measurements or extracted from the manufacturer's datasheets [50, 51] . Consequently, the detailed PVG equivalent All the equivalent circuit parameters may be estimated either from experimental measurements or extracted from the manufacturer's datasheets [50, 51] . Consequently, the detailed PVG equivalent 
representing the equivalent dynamic resistance of i D . It may be concluded that the value of PVG dynamic resistance r pv depends on both environmental variables and is also influenced by the operating point. In cases where a typical single-diode equivalent circuit is considered (i.e., for k = 1 in Equation (1)), PVG dynamic resistance may be reformulated into
where W(·) stands for the Lambert-W function. According to the analysis in Reference [31] , the practical PVG dynamic resistance at short circuit (SC) and open circuit (OC) conditions may be approximated as
and
respectively, since W(x) << 1 for x << 1, W(x) >> 1 for x >> 1 and r SH >> r S . It is then concluded that in PVG, dynamic resistance generally resides within the [r S , r SH ] region of values throughout the whole operation range. Therefore, for any MPP, the following holds; r pv OC < r pv MPP < r pv SC .
Photovoltaic Generator (PVG) Power Dynamics in a Combined PVG-IPC-Load System
Referring to the systems in Figures 1a and 2b while defining PVG dynamic conductance as Y pv = 1/r pv , combined small-signal system dynamics are given by [52, 53] 
whered denotes the IPC duty cycle; G ci , T oi, and Z in symbolize the IPC control-to-input-voltage transfer function, output-to-input voltage transfer function, and input impedance, respectively. The temperature effect is disregarded in Equation (8) due to its relatively slow dynamics. The resulting small signal PVG power dynamics are given by [42] p pv = I pvvpv + V pvîpv +î pvvpv (9) with (I pv , V pv ) representing the PVG operating point, further rearranged aŝ 
The small-signal dynamics of PVG power may be approximated aŝ
The generalized control-to-input-voltage transfer function of the combined PVG-IPC-Load system may be obtained from Equation (8) as
While the parameters values in Equation (14) depend on IPC topology, the structure of Equation (14) is IPC topology independent. Therefore, in case of a small-signal duty cycle perturbation given bŷ
corresponding generalized PVG voltage response is given in Laplace and time domains bŷ
respectively, with
The practical assumption ω z-esr >> ω n further simplifies Equation (17) aŝ
where
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Combining Equation (20) with Equation (13) yieldŝ
Settling the time of the PVG power transient, imposed by duty cycle perturbation, is then dictated by the corresponding envelope behavior, given by
The corresponding settling times are then obtained as
It should be noted that since ζ pv is dependent on r pv (the two are inversely proportional), settling times must be evaluated considering Equations (5)-(7). Typically, settling time increases monotonically with the decrease of ζ pv (i.e., with the increase of PVG dynamic resistance). Therefore, T ∆ | OC < T ∆ | MPP < T ∆ | SC , and the longest settling time is expected at an SC condition, establishing the operating point for perturbation frequency design in MPPT algorithms with a fixed perturbation frequency. The value of a reciprocal of perturbation frequency should then obey [42] 
Maximum Power Point Tracking (MPPT) with Adaptive Step Size
MPPT methods with adaptive step are based on directly or indirectly defining an objective function given by [22, 34] 
where k is the sampling instant. Since
The way of adjusting the duty cycle is as follows:
Thus, the typical strategy of adapting the duty cycle perturbation at the (k + 1)th sampling instant is given by
with N referred to as the scaling factor. The size of
must be kept between two bounds,
selected as follows. The value of ∆d min should be such that the corresponding imposed steady-state PVG power difference, ∆p pv, is higher than the steady-state PVG power difference caused by irradiation change during MPPT algorithm perturbation interval to satisfy [21] : 
. It is important to highlight that since Equation (32) depends on environmental conditions, the combination of parameters leading to the highest value of ∆d min must be utilized, taking into account the worst case of irradiation change rate. It should be emphasized that in addition to irradiation variations, finite resolution of the utilized analog-digital converter (ADC) should also be considered upon selection of ∆d min [21] . On the other hand, the selected value of ∆d max must keep the PVG voltage within a feasible operation range for all expected operation conditions, satisfying [21] :
In fixed-step MPPT algorithms, the high value of ∆d leads to accelerated convergence, traded off for steady-state accuracy (see Equation (22)) since higher values of ∆d impose higher power deviations around MPP in steady state. It was shown in [41] that Equation (29) is the discrete-time version of integral-based adjustment
i.e., the size of ∆d is adjusted according to the objective function value. Unfortunately, while the method of choosing ∆d min is relatively simple, the selection of ∆d max is often based on a trial-and-error approach, and the value resulting from this process is suitable only for a given system operating under specific operating conditions. Moreover, it is well-known that the Perturb-and-Observe algorithm is confused by sudden irradiation changes, causing significant transients. In some cases this confusion is partially cured by Incremental Conductance which does not solve the issue completely [15] and is additionally prone to noise due to its inherent differentiation operation. Lastly, note that the steady-state value of power perturbation is given by (cf. Equation (22))
i.e., ∆p pv ∼ ∆d when the operating point is away from the MPP and ∆p pv ∼ (∆d) 2 when the operating point is in the vicinity of MPP in addition to being operating region dependent. When ∆d is increased, corresponding overshoots also rise, aggravating unwanted transients. Therefore, it would be desirable to keep the duty cycle at ∆d min or slightly above at all times while increasing the algorithm convergence during transients by other means.
Maximum Power Point Tracking (MPPT) with Adaptive Perturbation Frequency
Consider a time-domain generalization according to Equation (15)
with ∆d < 0 (for demonstration purposes only, without loss of generalization) denoting a step-like duty cycle perturbation at arbitrary t = t 0 . Observing the corresponding time-domain PVG power responsê p pv (t − t 0 ), it may be concluded from Equation (22) that
for any t > t 0 . This means that in case the PVG operating point is not in the vicinity of MPP, the sign of power perturbation induced by duty cycle perturbation does not change and may be theoretically detected for any t > t 0 . On the other hand, the steady-state value of the PVG power would not be accurately estimated if sampled before t = t 0 + T p . Therefore, it is proposed to keep the duty cycle perturbation constant at ∆d min to obtain maximum accuracy in steady state while adjusting the reciprocal of perturbation frequency (instead of Equation (28)) as
A possible strategy of adapting the reciprocal of perturbation frequency at (k + 1)th sampling instant is given by
with M referred to as a scaling factor. The size of T p should be kept between two bounds,
with the lower boundary selected using a similar line of thinking as the selection in ∆d min above. In general, the value of T pmin will also be dictated by irradiation-induced variation and system resolution. In-depth investigation is left for future work, as only the concept of variable perturbation frequency is introduced here. The proposed algorithm is expected to be less confused by sudden irradiation changes than the variable step one, since the duty cycle remains unchanged. The increase of algorithm convergence time during transients is achieved by means of enlarged perturbation frequency. Moreover, the steady-state value of power perturbation is given by (cf. Equations (22) and (35))
i.e., the resulting ∆p pv is now operating region dependent only, since ∆d does not change.
Example
Consider the system utilized for perturbation frequency design guideline verification in References [42, 43] The system is shown in Figure 3 with the rest of the relevant parameters values indicated. PVG voltage v pv and current i pv are the measured variables. Output per-unit PVG characteristics are depicted in Figure 4 . Note that r pv MPP = 18Ω so that r pv OC r pv MPP << r pv SC , as predicted by Equation (7). with the lower boundary selected using a similar line of thinking as the selection in ∆dmin above. In general, the value of Tpmin will also be dictated by irradiation-induced variation and system resolution.
In-depth investigation is left for future work, as only the concept of variable perturbation frequency is introduced here. The proposed algorithm is expected to be less confused by sudden irradiation changes than the variable step one, since the duty cycle remains unchanged. The increase of algorithm convergence time during transients is achieved by means of enlarged perturbation frequency.
Moreover, the steady-state value of power perturbation is given by (cf. Equations (22) and (35) 
i.e., the resulting ∆̂ is now operating region dependent only, since ∆d does not change.
Consider the system utilized for perturbation frequency design guideline verification in References [42, 43] The following settling times were revealed in Reference [42] for ∆ = 0.05: The following settling times were revealed in Reference [42] for ∆ = 0.05:
Thus, T p > 5.6 ms should be selected. In order to estimate ∆d min , the following parameters were used: material constant K ph = 1.9 mA, saturation current I s = 1.097·10 −10 A, and ideality factor η = 1.0, with an irradiation change rate . G s of 100 W/m 2 /s and a 12-bit ADC with 3-V full-scale voltage span. The resulting minimum duty cycle perturbation step size was obtained as ∆d min = 0.021. Selecting, for demonstration purposes, T p = 5.7 ms and ∆d = 0.025, Figure 5 demonstrates the results of sweeping the converter duty cycle. It may be concluded that the PVG power curve is sampled with settling times matching Equation (40) . Moreover, the claim that the direction of PVG power induced by duty cycle perturbation at t = t 0 does not change for any t > t 0 is well evident. For v pv < v pv MPP , negative ∆d yields positive ∆p pv while for v pv > v pv MPP , negative ∆d yields negative ∆p pv , as predicted by Equation (23) . In order to perform a demonstrative comparison of the system performance under different values of duty cycle and perturbation frequencies, the system was initialized away from MPP under 300 W/m 2 irradiation to observe initial convergence to the MPP. Next, the irradiation was increased to 500 W/m 2 at t = 0.17s to examine the corresponding response of the MPPT algorithm.
In the first case, the constant duty cycle constant perturbation frequency MPPT algorithm with ∆d = ∆dmin = 0.021 and Tp = ∆ | = 5.6 ms was applied. The results are shown in Figure 6 . The system converges to the MPP corresponding to 300 W/m 2 irradiation after ~120 ms and then oscillates around the MPP in three discrete steps, as predicted in [21] . Upon irradiation change, the system converges to the new MPP almost instantaneously due to the fact that the MPP voltage is nearly insensitive to irradiation [54] . Therefore, the converter duty cycle should not change significantly upon irradiation variation. This is evident in Figure 6 .
In the second case, the constant duty cycle constant perturbation frequency MPPT algorithm with ∆d = 5•∆dmin = 0.1 and Tp = ∆ | = 5.6 ms was applied, and the duty cycle was significantly increased. The results are shown in Figure 7 . The system converges to the MPP corresponding to 300 W/m 2 irradiation after ~25 ms-five times faster than in the previous case, as expected-and then In order to perform a demonstrative comparison of the system performance under different values of duty cycle and perturbation frequencies, the system was initialized away from MPP under 300 W/m 2 irradiation to observe initial convergence to the MPP. Next, the irradiation was increased to 500 W/m 2 at t = 0.17s to examine the corresponding response of the MPPT algorithm.
In the first case, the constant duty cycle constant perturbation frequency MPPT algorithm with ∆d = ∆d min = 0.021 and T p = T ∆ | SC = 5.6 ms was applied. The results are shown in Figure 6 . The system converges to the MPP corresponding to 300 W/m 2 irradiation after~120 ms and then oscillates around the MPP in three discrete steps, as predicted in [21] . Upon irradiation change, the system converges to the new MPP almost instantaneously due to the fact that the MPP voltage is nearly insensitive to irradiation [54] . Therefore, the converter duty cycle should not change significantly upon irradiation variation. This is evident in Figure 6 .
MPP in three discrete steps, similar to the first case. Upon irradiation change, the system converges to the new MPP after a transient lasing a single perturbation period (5.6 ms) and then oscillates around the MPP in three discrete steps, as desired.
It may then be concluded that the constant duty cycle variable perturbation frequency MPPT algorithm seems to present a better trade-off between steady-state and transient performance than the fixed step fixed perturbation frequency and variable step fixed perturbation frequency MPPT algorithms. In the second case, the constant duty cycle constant perturbation frequency MPPT algorithm with ∆d = 5·∆d min = 0.1 and T p = T ∆ | SC = 5.6 ms was applied, and the duty cycle was significantly increased. The results are shown in Figure 7 . The system converges to the MPP corresponding to 300 W/m 2 irradiation after~25 ms-five times faster than in the previous case, as expected-and then oscillates around the MPP in three discrete steps. Nevertheless, the differences between corresponding levels of PVG power and MPP power are much higher than in the previous case, resulting in significant steady state power losses. Moreover, upon irradiation change, the system does not instantaneously converge to the new MPP, since the duty cycle moves away from its optimum region due to confusion and then returns in about 200 ms. In the third case, the constant duty cycle constant perturbation frequency MPPT algorithm with ∆d = ∆d min = 0.021 and T p = 0.1· T ∆ | SC = 0.56 ms was applied, and the perturbation frequency was significantly increased. The results are shown in Figure 8 . The system converges to the MPP corresponding to 300 W/m 2 irradiation after~12.5 ms-ten times faster than in the first case, as expected-and then oscillates around the MPP in five, rather than three, discrete steps, entering chaotic mode [21] . Consequently, the differences between corresponding levels of PVG power and MPP power are higher than in the first case, resulting in higher steady state power losses. Upon irradiation change, the system instantaneously converges to the new MPP and oscillates around the MPP in three discrete steps, as desired. It may be observed that the power response never settles following a duty cycle perturbation, as predicted. In the fourth case, the variable duty cycle constant perturbation frequency MPPT algorithm with (cf. Equation (31)) ∆d min = 0.021 < ∆d < 0.1 = 5·∆d min and T p = T ∆ | SC = 5.6 ms was applied. The duty cycle was adapted according to Equation (29) . The results are shown in Figure 9 . The system converges to the MPP corresponding to 300 W/m 2 irradiation after~60 ms (two times faster than in the first case yet two times slower than in the second) and then oscillates around the MPP in three discrete steps, similar to the first case. However, upon irradiation change, the system undergoes a significant transient and settles in the new MPP only after~300 ms. This transient is probably the main drawback of perturbative MPPT algorithms with variable step size.
In the last case, the constant duty cycle variable perturbation frequency MPPT algorithm with (cf. Equation (40)) ∆d = ∆d min = 0.021 and 0.1· T ∆ | SC = 0.56 ms < T p < T ∆ | SC = 5.6 ms was applied. The perturbation frequency was adapted according to Equation (39) . The results are shown in Figure 10 . The system converges to the MPP corresponding to 300W/m 2 irradiation after~40ms (three times faster than in the first case yet three times slower than in the third) and then oscillates around the MPP in three discrete steps, similar to the first case. Upon irradiation change, the system converges to the new MPP after a transient lasing a single perturbation period (5.6 ms) and then oscillates around the MPP in three discrete steps, as desired. 
Conclusions
In this paper, the concept of using an MPPT algorithm with an adaptive perturbation frequency instead of the commonly used variable step size was proposed. The analytical background was 
In this paper, the concept of using an MPPT algorithm with an adaptive perturbation frequency instead of the commonly used variable step size was proposed. The analytical background was It may then be concluded that the constant duty cycle variable perturbation frequency MPPT algorithm seems to present a better trade-off between steady-state and transient performance than the fixed step fixed perturbation frequency and variable step fixed perturbation frequency MPPT algorithms.
In this paper, the concept of using an MPPT algorithm with an adaptive perturbation frequency instead of the commonly used variable step size was proposed. The analytical background was presented, based on recently revised design guidelines for designing fixed-step direct maximum power point tracking methods. Where possible, it is proposed to keep the step size at a minimum at all times while increasing perturbation frequency during transients and keeping it unchanged (equal to the maximum allowed by design guidelines) in a steady state. Such an approach helps to eliminate algorithm confusion during sudden irradiation changes and prevent excess transients caused by operation with an increased perturbation step. Preliminary results demonstrate the superiority of the proposed method over adaptive perturbation step size operation during transients, gained without compromising steady state performance. Since only the concept of variable perturbation frequency is introduced here, in-depth investigation is left for future work, to yield comprehensive design guidelines by deriving the lower bound of perturbation step time analytically, based on both system parameters and the behavior of environmental variables.
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