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In this  study  we  explored  the  potential  for capturing  the  behavioral  dynamics  observed  in  real-world  tasks
from  concurrent  measures  of  EEG.  In doing  so,  we  sought  to develop  models  of  behavior  that  would  enable
the  identiﬁcation  of common  cross-participant  and  cross-task  EEG  features.  To  accomplish  this  we  had
participants  perform  both  simulated  driving  and  guard  duty  tasks  while  we recorded  their  EEG.  For  each
participant  we  developed  models  to  estimate  their  behavioral  performance  during  both  tasks.  Sequential
forward  ﬂoating  selection  was  used  to identify  the montage  of  independent  components  for  each  model.
Linear  regression  was  then  used  on  the  combined  power  spectra  from  these  independent  components
to  generate  a continuous  estimate  of behavior.  Our  results  show  that  oscillatory  processes,  evidenced  in
EEG, can  be used  to  successfully  capture  slow  ﬂuctuations  in behavior  in complex,  multi-faceted  tasks.
The  average  correlation  coefﬁcients  between  the  actual  and  estimated  behavior  was  0.548  ± 0.117  and
0.701  ± 0.154  for  the  driving  and  guard  duty  tasks  respectively.  Interestingly,  through  a  simple  clusteringearning
eal-world tasks
approach  we were  able  to identify  a number  of common  components,  both  neural  and  eye-movement
related,  across  participants  and  tasks.  We  used  these  component  clusters  to  quantify  the  relative  inﬂuence
of common  versus  participant-speciﬁc  features  in  the models  of  behavior.  These  ﬁndings  illustrate  the
potential  for  estimating  complex  behavioral  dynamics  from  concurrent  measures  from  EEG  using a ﬁnite
library  of  universal  features.
Published  by Elsevier  B.V.  This  is an  open  access  article  under  the  CC  BY-NC-ND  license  (http://
creativecommons.org/licenses/by-nc-nd/4.0/).. Introduction
Developing neurophysiological based models of complex
uman behavior is an important goal of neuroscientiﬁc exploration.
ith the increasing prevalence of brain-computer interaction (BCI)
nd cognitive monitoring technologies, perhaps a more tractable
nd immediate objective within this goal is to identify or predict
hanges in behavior from measures of neural activity. As such, sys-
ems and approaches that seek to predict real-world behaviors from
EG are becoming increasingly common (Lin, Chang et al., 2010,
in et al., 2012; Peiris, Davidson, Bones, & Jones, 2011; Stevens,
alloway, Wang, & Berka, 2012; Stikic et al., 2011). The technology
o acquire and process neural signals is becoming more robust and
ost effective, while the application areas for using this informa-
ion are continuing to grow (Lance, Kerick, Ries, Oie, & McDowell,
012; McDowell et al., 2013). Within this broad domain, there
∗ Corresponding author. Fax: +1 4102788828.
E-mail address: jonathan.o.touryan.civ@mail.mil (J. Touryan).
ttp://dx.doi.org/10.1016/j.biopsycho.2015.12.009
301-0511/Published by Elsevier B.V. This is an open access article under the CC BY-NC-Nare a range of paradigms and timescales for estimating cognitive
state and corresponding behaviors from EEG (c.f. Zander and Jatzev,
2012; Zander and Kothe, 2011). Here, we focus on capturing slower
ﬂuctuations in behavioral performance driven by both endogenous,
such as fatigue or learning, and exogenous, such as increased task
demands, sources.
Understanding, quantifying and predicting the negative effects
of fatigue or inattentiveness on behavior is an area of growing
interest over recent decades (Balasubramanian, Adalarasu, & Gupta,
2011; Boksem, Meijman, & Lorist, 2005; Davidson, Jones, & Peiris,
2007; Jung, Makeig, Stensmo, & Sejnowski, 1997; Lal and Craig,
2005; Lin, Wu,  Liang et al., 2005; Peiris, Davidson, Bones, & Jones,
2011; Vuckovic, Radivojevic, Chen, & Popovic, 2002). Much of this
work is based on the established link between features of the
EEG power spectra, alertness and the average response time or
accuracy when performing a task over a period of time (Jung
et al., 1997). In particular, the effects of fatigue or drowsiness on
driver performance have been investigated in numerous studies
(Balasubramanian et al., 2011; Borghini, Astolﬁ, Vecchiato, Mattia,
& Babiloni, 2012; Lal and Craig, 2001a; Lin, Wu,  Jung Liang &
D license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
9 l Psych
H
i
E
m
d
m
s
e
n
R
e
h
t
a
s
l
s
o
i
t
h
m
t
i
w
t
d
t
t
t
i
u
c
u
i
e
o
t
o
t
d
s
o
T
f
o
e
u
b
p
v
d
i
p
m
2
p
w
b
e
a
m
p4 J. Touryan et al. / Biologica
uang, 2005). From this work, methods have emerged to estimate
nstantaneous driving performance from continuous measures of
EG. In our previous work, we used one such method to esti-
ate performance degradations in both a driving and perceptual
iscrimination task (Touryan et al., 2014, 2013). However, the
ajority of these behavior estimation approaches remain con-
trained within a single task or paradigm, typically designed to
ngender fatigue or boredom.
In parallel, several groups have attempted to identify neural sig-
als correlated with task performance, derived from measures of
T and accuracy, in a range of standard cognitive tasks (Besserve
t al., 2008; Stikic et al., 2011). An increasing number of studies
ave attempted to identify the neural signatures of increased men-
al workload (Brouwer et al., 2012; Gevins and Smith, 2000; Wilson
nd Russell, 2003) and dissociate them from other cognitive states,
uch as stress (Mühl, Jeunet, & Lotte, 2014). Again, these studies
everaged the established link between components in EEG power
pectra and increases in cognitive processes such as working mem-
ry. Using this type of approach, researchers have even sought to
dentify neural markers predictive of positive outcomes within a
eamwork scenario (Stevens et al., 2012). In addition, researchers
ave begun using EEG-derived estimates of workload and engage-
ent to identify cognitive state changes in real-world training
asks, such as marksmanship and golf (Stikic et al., 2014). However,
t remains unclear how much behavioral variance can be explained
ithin tasks which show large performance improvements over
ime.
Even for methods that successfully capture the behavioral
ynamics within an articulated paradigm, there remains a ques-
ion of what aspects of the predictive model are speciﬁc to that
ask, relative to other tasks, and speciﬁc to an individual, relative
o the general population. Within this ﬁeld, the majority of stud-
es that attempt to model human performance typically identify a
niversal feature space or basis set (e.g., spectral power within the
linical frequency bands) but customize each model to the individ-
al and task. Alternatively, some studies develop general models by
ncorporating data from a larger population or sample size (Stikic
t al., 2011). However, the performance of the universal model is
ften signiﬁcantly worse than the individual or customized coun-
erpart. Finally, some studies use machine learning techniques to
ptimally combine data from the individual and general popula-
ion, thus minimizing the need for additional participant-speciﬁc
ata collection (Wu,  Lance, & Parsons, 2013). In either case, these
tudies rarely explore or quantify the degree to which their models
r constituent features are universal, task- or participant-speciﬁc.
here remains a need to establish a clear framework or taxonomy
or models of behavior across a range of tasks, including both lab-
ratory and more real-world scenarios.
In this study, we explore the possibility for modeling slow,
ndogenous behavioral ﬂuctuations from two, real-world task
sing EEG. Speciﬁcally, we  employ a uniﬁed approach to estimate
oth positive and negative changes in performance in these dis-
arate tasks. To accomplish this, participants performed simulated
ersions of real-world tasks that engendered both negative (e.g.,
ue to inattentiveness) and positive (e.g., due to practice or learn-
ng) changes in behavior. The ﬁrst was a simulated highway driving
aradigm that has been shown to produce time-on-task decre-
ents in performance (Lin, Wu,  Jung et al., 2005, Wu,  Liang et al.,
005; Touryan et al., 2013). The second was a simulated guard duty
aradigm that contained elements of task-speciﬁc learning. Indeed,
e found that concurrent measures of EEG can be used to estimate
oth performance improvements and decrements within these
cologically valid paradigms. In addition, we were able to identify
 set of common neural and eye-movement components that were
ost associated with the behavioral performance across partici-
ants and tasks. Our results present a framework for constructingology 114 (2016) 93–107
models of complex behavior from a library of both universal and
individualized EEG features.
2. Materials and methods
Twenty-seven participants were recruited from the general
population. They ranged in age from 20 to 57 ( = 35.2) and
included twelve males. Twenty-two of the participants were right
handed, four were left handed and one was ambidextrous. All indi-
viduals participated in a single multi-hour session and received
compensation of $20 per hour. The voluntary, fully informed con-
sent of the persons used in this research was  obtained as required
by Title 32, Part 219 of the Code of Federal Regulations and Army
Regulation 70–25. The investigator has adhered to the policies for
the protection of human subjects as prescribed in AR 70–25. None of
the participants were excluded from the analysis. The study design
involved two  tasks (Fig. 1A): driving and guard duty, which were
performed in alternating order for each participant.
2.1. Driving
The driving task was performed using a standard driving sim-
ulator, developed with SimCreator® (Real Time Technologies;
Dearborn, MI), that utilized steering wheel and foot pedal controls.
In this task the vehicle was moving down a straight highway in
the rightmost lane (Fig. 1B). Participants were asked to maintain
the vehicle position within the current cruising lane by correcting
for any perturbation or drift. At pseudorandom intervals a lateral
perturbation to the right or left was applied to the vehicle, caus-
ing it to veer off course. The strength of the perturbation increased
until a corrective steering adjustment (greater than 4◦) was made,
at which point the perturbation ceased, allowing the participant
to return the vehicle to the center of the rightmost lane. The per-
turbations only resumed once the vehicle was back in the cruising
lane for at least eight seconds. If the vehicle drifted far beyond the
edge of the simulated roadway, participants would receive audible
feedback (i.e., rumble strip noise). Participants were also asked to
maintain appropriate vehicle speed, via accelerator and brake ped-
als. Speed limit signs were posted at regular intervals with values
of either 25 or 45 miles per hour and vehicle speed was indicated
by a digital speedometer at the bottom of the screen. The simu-
lated environment was minimal and included no trafﬁc or scenery
in order to induce periods of inattentiveness due to boredom or
time-on-task fatigue. The driving task consisted of six blocks of ten
minutes each with breaks of approximately one minute between
blocks.
2.2. Guard duty
The guard duty task entailed a serial presentation of replica
identiﬁcation (ID) cards (750 × 450 pixels) paired with a reference
image (300 × 400 pixels). Fig. 1C shows an example image-ID stim-
ulus. The replica ID cards had eight components or ﬁelds in addition
to a common background. These components were: photo, name,
date of birth (DOB), date of issue, date of expiration, area access, ID
number, bar code and watermark. The reference images consisted
of color photographs of faces. Both the ID photo and reference image
were chosen from the Multi-PIE database (Gross, Matthews, Cohn,
Kanade, & Baker, 2010). This database consists of color photographs
(forward facing head shots) of individuals taken at different points
in time. Therefore, while the ID photo and reference image were of
the same individual, the images were not identical (e.g., different
hair style, different clothes, different lighting). The task was  divided
into ten blocks of ﬁve minutes each.
At the beginning of each block, participants were instructed
that they were guarding a restricted area that required a partic-
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Tig. 1. Experimental overview. (A) Experiment timeline including driving and gua
imulated driving task with perturbations. (C) Example ID and screenshot from the
lar letter designation on the ID card for access (e.g., area C access
equired). Participants were asked to determine if the individual
n the image, paired with the corresponding ID card, should have
ccess to their restricted area. Some of the ID cards were valid
nd some were not (e.g., expiration date passed, incorrect access
rea, or photos did not match). Participants were instructed to
ress either an “allow” or “deny” button for each image-ID pair-
ng. The two-alternative forced-choice response was self-paced
ith a maximum time limit of 20 s. If the participants chose to
eny access, they were subsequently asked to provide a reason.
easons for denied access were selected from a numerical list
f ﬁve options: 1—incorrect access, 2—expired ID, 3—suspicious
OB, 4—face mismatch, 5—no watermark. If the participant did not
espond within the allotted time, the computer forced a “deny”
ecision. The restricted area (area A–E) assigned at the beginning
f each block was randomly chosen without replacement such that
ll participants completed two blocks guarding each of the ﬁve
reas. To maintain consistency across participants, expiration dates
ere automatically generated at the beginning of the experiment
o have a symmetrical distribution around the current date. This
istribution was such that the majority of IDs had expiration dates
emporally close to the current date (i.e., in the near future or recent
ast).
In each block, the image-ID pairings were presented at one
f six different stochastic queuing rates, ranging from 1 to 25
er minute (1, 2.5, 10, 15, 20, and 25 per minute). The queuing
ate varied within each block according to a predeﬁned proﬁle.
he rate proﬁle had randomly permuted epochs of each queu-ty tasks, in alternating order across participants. (B) Schematic description of the
ated guard duty task.
ing rate. Each epoch lasted 30 s with approximately twice as
many low rate epochs (1 and 2.5 image-IDs per minute) as high.
The rate proﬁles were shifted for each participant (Latin square
design) so that each rate proﬁle was  assigned to every block for
at least two participants. The current rate was indicated through
a processing queue, on the extreme right-hand side of the dis-
play, notifying each participant how many IDs are waiting to be
checked. For slow rates, most participants were able to process
all IDs in their queue and had periods where they were waiting
for the next ID (i.e., blank screen). For fast rates, most partici-
pants were not able to processes IDs as quickly as they were added
to the queue, increasing the size of the processing queue. IDs in
the queue persisted until they were processed by the participant
or the block ended. At the beginning of the experiment, partici-
pants were instructed to correctly process each image-ID while
keeping the queue as short as possible. Whereas the stochastic
queuing rate was used to increase task realism, incorporating peri-
ods of high and low task demand, the dynamic rate itself was
not explicitly considered an independent factor in the present
study.
All blocks contained the same ratio of valid and invalid image-ID
pairings (82% valid, 18% invalid). The majority of invalid IDs were
due to incorrect access (6%) and expiration (6%) whereas the rest
were invalid for the other reasons: suspicious DOB (2%), face mis-
match (2%), no watermark (2%). This second group of invalid IDs
served as catch trials to verify that participants were examining all
ﬁelds of the ID.
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.3. Subjective measures
In addition to biographical information, various cognitive and
ersonality metrics were obtained via standard questionnaires
r timed assessments at the beginning of the experiment. The
ata from these cognitive and personality assessments were not
ncluded in the present study. Self-reports of fatigue were obtained
sing three standard questionnaires: (i) the Visual Analog Scale
or Fatigue (VAS-F; Monk, 1989), (ii) the Task-Induced Fatigue
cale (TIFS; Matthews and Desmond, 1998) and (iii) the Karolinska
leepiness Scale (KSS; Akerstedt and Gillberg, 1990). The VAS-F was
dministered once after each task. The TIFS and KSS were adminis-
ered once before each ten minute block in the driving task and at
he beginning, middle (after the ﬁfth block), and end of the guard
uty task. In order to account for individual differences in basal
atigue level, scores were normalized by the mean value over the
xperiment for each participant.
.4. Behavioral measures
During the driving simulator task various vehicle state measures
ere acquired at 100 Hz. Since the task objective was to maintain
ehicle position within the rightmost lane, absolute lane deviation
the magnitude of the difference between the vehicle’s lateral posi-
ion and the center of the lane) was the primary metric used to
ssess driver performance. In addition, perturbation RT (Fig. 1B),
eﬁned as the duration of time between the perturbation onset and
 corrective steering movement of greater than 4◦, was also calcu-
ated. During the guard duty task, participants responded to each
mage-ID pair with either an “allow” or “deny” button. Accuracy and
eaction time (RT) were calculated from this response. Both accu-
acy and RT were divided by block and ID class (valid or invalid). For
nvalid IDs, accuracy and RT were further divided by type: incorrect
ccess, expired ID, suspicious DOB, face mismatch, no watermark.
o capture temporal ﬂuctuations in performance during both driv-
ng and guard duty tasks, we averaged the behavioral metrics via
 centered, 90 s mean ﬁlter (Jung et al., 1997). The ﬁltered data
ere center-aligned such that each time point included an aver-
ge of data over the preceding and following 45 s. The edges of the
ltered data were padded with the ﬁrst and last valid value after
moothing (i.e., 45 s after the beginning of the ﬁrst block and 45 s
efore the end of the last block).
.5. Electroencephalography measures
Electrophysiological recordings were digitally sampled at
024 Hz from 256 scalp electrodes over the entire cortex using a
ioSemi Active Two system (Amsterdam, Netherlands). External
eads were placed on the outer canthi, and above and below the
rbital fossa of the right eye to record electrooculography (EOG).
EG was referenced ofﬂine to the average mastoids, down-sampled
o 256 Hz, and digitally high-pass ﬁltered above 1 Hz using the
EGLAB toolbox (Delorme and Makeig, 2004). An automated, multi-
tep process was used to identify bad channels and artifact epochs
rior to the application of Independent Component Analysis (ICA;
ig. 2A).
The process used to identify bad channels was  as follows.
irst, EEG sessions were segmented into low-resolution, 10 s non-
verlapping epochs. A Fast Fourier Transform (FFT) was used to
alculate the power spectra in each epoch. Epochs were marked as
igh line noise if their measured power at 60 Hz was  greater than
our standard deviations above the mean for all epochs. Likewise,
pochs were marked as low signal if their average power between
 and 5 Hz was four standard deviations below the mean for all
pochs. Finally, if more than 10% of epochs from a single channel
ere marked as either line noise or low signal power, that chan-ology 114 (2016) 93–107
nel was considered ‘bad’ and replaced via spherical interpolation.
These thresholds were determined by an initial visual inspection of
the data and ﬁxed for all participants and tasks.
A two-step process was used to identify epochs containing large,
high-frequency artifacts (e.g., external electromagnetic noise, large
muscle activity, electrode movement). In the ﬁrst step, an initial
identiﬁcation of bad segments was accomplished through a simi-
lar process as described above. Here, EEG sessions were segmented
into high-resolution 100 ms  epochs, with a 10 ms  step size. Epochs
were then marked as high noise if the average power between 90
and 120 Hz was  greater than two standard deviations above the
mean for all epochs. The second step of the artifact detection pro-
cess utilized the DETECT toolbox (Lawhern, Hairston, & Robbins,
2013, Lawhern, Hairston, McDowell, Westerﬁel, & Robbins, 2012).
Brieﬂy, the DETECT toolbox uses autoregressive features of the EEG
time series with a Support Vector Machine algorithm (Chang and
Lin, 2011) to classify data given a labeled training set (e.g., arti-
fact vs. non-artifact). Here, the artifact epochs identiﬁed above
were combined with an equal number of unlabeled, ostensibly
clean epochs and submitted as a training set to the DETECT clas-
siﬁcation algorithm. The DETECT algorithm was then used to label
the remainder of the data record. This process was repeated for
each participant and task, enabling an accurate and data-driven
detection of artifact segments with a small number of explicit,
experimenter-deﬁned parameters.
The number of artifact epochs (500 ms  in duration) submitted
to the DETECT algorithm for training ranged between 100 and 300
per task and covered the entire EEG record. A DETECT model was
then built and used to label the entire EEG session at a resolution of
125 ms  epochs. For the driving task, the average cross-validation
accuracy within the training set was  93.1% (using 4-fold cross-
validation) and the average percentage of data labeled as artifact
was 22.6% over the entire EEG record. For the guard duty task, the
average cross-validation accuracy was  92.2% and the average per-
centage of data labeled as artifact was  27.8% over the entire EEG
record. In addition, we visually inspected the ﬁnal artifact labels
for approximately 10% of each participant’s data and found the
DETECT performance to be comparable to manual labeling. This
artifact detection process typically overestimated the number of
high-frequency artifacts but produced a clean EEG record that facil-
itated the accurate estimate of the independent components, both
neural and eye-movement related.
After the above artifact identiﬁcation process was complete, all
bad channels were interpolated and artifact segments removed
to produce a clean session of EEG data for each participant and
task. Each clean EEG session was  then decomposed into tempo-
rally independent features using ICA (Bell and Sejnowski, 1995;
Makeig, Jung, Bell, Ghahremani, & Sejnowski, 1997). Since the
majority of sessions were rank deﬁcient, due to the length of data
and interpolation of bad channels, a Principal Component Analysis
(PCA) reduction to 64 dimensions was  applied prior to ICA. The
decomposition was performed using the Infomax ICA algorithm
implemented in EEGLAB (Delorme and Makeig, 2004). The DIPFIT
plug-in was then used to identify the equivalent dipole source for
each IC. A standard threshold of 40% residual variance was used
to exclude ICs that did not reﬂect localized activity. The ICA pro-
cedure resulted in an ‘unmixing’ matrix W that linearly separated
the 256-channel EEG signals Xclean into an N-dimensional indepen-
dent component activation matrix Uclean(Uclean = WXclean) . These
activations revealed distinct neural and residual-artifact processes
within the EEG record, including eye blinks and eye movements
(see Section 3). Finally, the unmixing matrix was used to generate
a new activation matrix U (U = WX) from the original, unreduced
EEG record.
Moving-average power spectra of the IC activations were esti-
mated via Welch’s method, using the scheme described by Lin, Wu,
J. Touryan et al. / Biological Psychology 114 (2016) 93–107 97
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ung et al. (2005). Brieﬂy, the power spectral density (PSD) esti-
ates of the activations were calculated in sliding 750-point epochs
∼3 s) with a 500-point step size (∼2 s). Each epoch was  subdivided
nto 125-point Hanning windows with a 25-point step size. A 256-
oint FFT was then used to calculate the power spectrum for each
indow and a 5th order median ﬁlter was applied across windows
or artifact mitigation. The windowed spectra were then averaged
nd converted into logarithmic scale to produce the time-varying
SD estimate for each IC. Frequencies between 1 and 30 Hz were
ept for subsequent analysis (Chuang et al., 2012; Lin, Huang et al.,
010; Lin et al., 2012). Finally, the power estimates at these fre-
uencies were smoothed with a 90 s mean ﬁlter in the identical
ashion as the behavioral metrics described above (Fig. 2B).
.6. Sequential forward ﬂoating selection
An adaptive modeling scheme was used to generate a con-
inuous prediction of behavior from the PSD estimates (Fig. 2C).
equential forward ﬂoating selection (SFFS) was employed to iden-
ify the optimal set of ICs for each participant and task. Speciﬁcally,
FFS was used to rank ICs in order of signiﬁcance (Pudil, Novovicˇová,
 Kittler, 1994). An iterative process added and removed ICs from
he rank-ordering by maximizing the criterion function J (Xk) at
ach step. First, the PSD estimates from the selected components
t each step were combined to form a high-dimensional vector of
he EEG log power spectrum (1).
⎛
(IC1. . .IC1 ) · · · (ICk. . .ICk )
⎞k =
⎜⎜⎝
1 30 1 1 30 1
...
. . .
...
(IC11. . .IC
1
30) t · · · (ICk1. . .ICk30) t
⎟⎟⎠ (1)n and independent component analysis. (B) Power spectral density estimation and
ponent analysis step to reduce dimensionality from 256 to 64.
here, Xk is the matrix of combined PSD estimates from the k IC
activations and t overlapping time epochs. PCA was  then applied
to the combined PSD estimates (2). The set of eigenvectors V that
explained at least 1% of the variance were then selected to represent
the subspace of EEG log power (3).
CX = V
⎛
⎜⎜⎝
 1 · · · 0
...
. . .
...
0 · · ·  30×k
⎞
⎟⎟⎠V−1 (2)
V =
{
vi|
i
˙
≥ 0.01
}
(3)
here, CX is the covariance matrix of the combined PSD estimates
with vi and icorresponding to the ith eigenvector and eigenvalue
respectively. A linear regression model, with a least-squares-error
cost function, was ﬁt to the behavioral data using the projections
onto these eigenvectors. The criterion function was then calculated
as one over the root-mean-squared error between the actual and
estimated behavior:
J (Xk) =
1(
1
t ˙(y  − yest (Xk))2
)1/2 (4)
where y is the actual behavior and yest (Xk) is the estimated behav-
ior using the given k ICs. Root-mean-squared error between the
actual and estimated behavior is calculated across the t overlapping
time epochs. The step-by-step process of adding and removing ICs
from the rank-ordering by maximizing the criterion function J (Xk)
is described in Table 1.By iteratively including and excluding ICs, the SFFS algorithm
avoids local maxima and can therefore be used to ﬁnd the globally
optimal feature set. For this dataset, the criterion function reached a
maximum well before the terminal step where all ICs were included
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Table  1
Sequential Forward Floating Selection (SFFS) Algorithm.
Step Operation
1. Let k=0, Xk =
{

}
2. Select next most signiﬁcant feature:
xk+1 = arg max
x/∈Xk
J (Xk + x)
Xk+1 = Xk + xk+1
3. If J (Xk+1 − xk+1) ≥ J
(
Xk+1 − xj
)
, ∀j = 1, 2, . . .k, then
k = k + 1
go to step 2
Else, exclude least signiﬁcant feature from Xk+1
xr = arg max
x ∈ Xk
J (Xk − x)
X
′
k
= Xk+1 − xr
4. Find least signiﬁcant feature in X
′
k
:
xs = arg max
x ∈ X ′
k
J
(
X
′
k
− x
)
5. If J
(
X
′
k
− xs
)
≤ J (Xk−1),  then
Xk = X ′k
go to step 2
Else, exclude least signiﬁcant feature from X
′
k′ ′
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Table 2
ANOVA statistics for KSS, VAS-F and TIFS surveys.
Factor df F p
KSS
Driving block 5,26 8.65 <0.001
Guard duty interval 2,26 3.87 0.027
Task type 1,26 27.91 <0.001
VAS-F
Inter-task interval 2,26 5.80 0.005
TIFS  boredom
Driving block 5,26 12.59 <0.001
Guard duty interval 2,26 10.77 <0.001
Task type 1,26 23.31 <0.001
TIFS  visual fatigue
Driving block 5,26 6.68 <0.001
Guard duty interval 2,26 4.45 0.016
Task type 1,26 26.79 <0.001
TIFS  malaise
Driving block 5,26 1.81 0.114
Guard duty interval 2,26 0.85 0.433
Task type 1,26 0.08 0.780
TIFS  muscle fatigue
Driving block 5,26 6.50 <0.001X
k−1 = Xk − xs
k = k − 1
repeat steps 4 and 5
n the rank-ordering. Therefore, to reduce computational time we
ncluded a maximum-iteration number of 500 for our SFFS imple-
entation. The criterion function for each participant achieved its
eak value and an increase in iteration number did not improve
erformance (data not shown). The ﬁnal behavioral estimate was
enerated using the set of k ICs with the largest J (Xk),  referred to as
he optimal model. For the current study, the number of features
n the optimal model ranged between 1 and 12 ICs.
During the feature selection and model building steps (Table 1),
he PSD and behavioral data were split into leave-one-out cross-
alidation sets corresponding to the experimental blocks. For the
riving task, models were built with data from ﬁve blocks and
pplied to data from the remaining block. For the guard duty task,
odels were built with data from nine blocks and applied to data
rom the remaining block. After the feature selection and model
uilding process, performance was quantiﬁed using a single Pear-
on’s correlation coefﬁcient between the actual (y) and estimated
yest) behavior across all experimental blocks.
 = (y − y) × (yest − yest)√
(y − y)2 × (yest − yest)2
(5)
Signiﬁcance was established using a bootstrap reshufﬂing tech-
ique. Speciﬁcally, values of the estimated behavior vector (yest)
ere randomly permuted and then smoothed by a 90 s mean ﬁl-
er. The correlation coefﬁcient between the random estimate and
he actual behavior was then calculated. The correlation coefﬁ-
ients from 1000 permutations were used to estimate the mean
nd variance of the random distribution for each behavior vector
nd establish a signiﬁcance threshold (p < 0.05).
To identify common ICs across participants, a k-means clus-
ering algorithm was applied to the ensemble of spatial weights
columns of the inverse of the unmixing matrix W−1) within
ach task. We employed the MATLAB® Statistic Toolbox (The
athWorks, Inc.) implementation of k-means using the squared-
uclidian distance metric and 100 replicates per iteration. The
umber of clusters was determined by iteratively increasing k
ntil the average number of ICs per cluster fell to 15. This mem-
ership criterion was selected to balance the explained variance
ith cluster density (i.e., from the observed data an increase in k
esulted in a marginal increase in explained variance but a substan-
ial decrease in cluster density). The result was 13 clusters for bothGuard duty interval 2,26 1.22 0.303
Task type 1,26 15.14 <0.001
driving and guard duty tasks, explaining 64.9% and 58.4% of the
ensemble variance, respectively. To compare clusters across tasks,
Pearson’s correlation coefﬁcient was calculated between all clus-
ter centroids. Cross-task clusters were considered similar if their
correlation coefﬁcient was  greater than 0.85.
3. Results
3.1. Subjective measures
Each participant’s baseline fatigue level was assessed through
an initial demographic questionnaire. All participants reported that
they slept an average or above-average number of hours the previ-
ous night and were thus not excessively fatigued at the beginning
of the experiment. However, self-reported fatigue clearly increased
during the driving task (Fig. 3). To assess the signiﬁcance of this
trend we  performed repeated-measures ANOVA for each task type
and survey, with block or interval as the main factor. Additionally,
we performed an ANOVA for each survey, with task type as the main
factor (see Table 2). The Karolinska Sleepiness Scale (KSS) showed a
signiﬁcant time-on-task increase during the driving (p < 0.001), and
to a lesser extent during the guard duty (p < 0.05), portions of the
experiment. The Task-Induced Fatigue Scale (TIFS) showed time-
on-task effects along 3 of the 4 of the dimensions (p < 0.001) for the
driving task: boredom, visual fatigue, and muscle fatigue. However,
for the guard duty task, time-on-task effects were only observed
along the boredom and visual fatigue dimensions (p < 0.05) of the
TIFS. Interestingly, these effects were not monotonic; indicating
that initially, the guard duty task reduced perceived boredom and
fatigue. Not surprisingly, the TIFS revealed a signiﬁcant task type
effect for boredom, visual fatigue, and muscle fatigue (p < 0.001).
Here, the driving task was  perceived as both more boring and induc-
ing more fatigue compared with the guard duty task.
3.2. Behavioral measuresSimilar to our previous study (Touryan et al., 2014) we  used lane
deviation as a behavioral metric for driver performance (Fig. 1B).
Across participants there was a small but signiﬁcant increase in
the mean ( = 0.406 meters) of the absolute lane deviation over
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Fig. 3. Average TIFS scores across participants (N = 27). Grand average of the TIFS scores at
fatigue,  malaise, and muscle fatigue). Scores are normalized by the mean of each particip
estimate of the mean.
Table 3
ANOVA statistics for accuracy and RT in the guard duty task.
Factor df F p
Accuracy (by Block)
Valid ID 9,26 1.18 0.311
Invalid ID 9,26 0.64 0.764
Reaction time (by Block)
b
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nValid ID 9,26 10.98 <0.001
Invalid ID 9,26 6.28 <0.001
locks (F(5,26) = 2.88, p < 0.05), with blocks 3–5 achieving the high-
st average lane deviation values. In addition to lane deviation, we
lso calculated the reaction time to each perturbation (perturbation
T) but found no signiﬁcant effect across blocks.
For the guard duty task, participants responded to each image-
D pairing with a two-alternative forced choice (“allow” or “deny”).
hese responses provided measures of accuracy and RT both over
ime and across ID class (Fig. 4). Repeated-measures ANOVA was
sed to assess time-on-task changes in performance in both accu-
acy and RT with block as the main factor (see Table 3). Unlike
he driving task, RT showed signiﬁcant improvement over time
p < 0.001). Participants became more efﬁcient at the guard duty
ask, resulting in shorter RTs as time progressed. In contrast, aver-
ge accuracy was initially high (approximately 90% correct) and
emained relatively constant throughout the experiment.
In addition to these time-on-task effects, ID class also inﬂuenced
oth accuracy (F(5,26) = 141.02, p < 0.001) and RT (F(5,26) = 86.11,
 < 0.001). Fig. 4C shows the nature of this effect for both valid IDs
nd all ﬁve types of invalid IDs. Not surprisingly, some types of
nvalid IDs resulted in fast RTs whereas other types resulted in slow
Ts (relative to average RT for valid IDs). This reﬂected the level
f difﬁculty in identifying that ID type. For invalid IDs, a missing
ccess letter was easier to identify than determining whether or
ot the individual in the ID was the same as in the reference image. every block interval. The four dimensions of TIFS are represented (boredom, visual
ant and sorted for the alternating task order. Error bars show standard error in the
For the most part, accuracy had an inverse relationship to RT across
the invalid ID types. However, missing watermarks were associated
with both low accuracy and fast reaction times. This indicated that
only some participants remained cognizant of this type of invalid
ID, but their corresponding responses were rapid for these trials.
3.3. Regression model
Previous studies have shown a clear relationship between EEG
power spectra and time-on-task decrements in performance, espe-
cially in monotonous driving (Ting, Hwang, Doong, & Jeng, 2008),
vigilance (Stikic et al., 2011), or tracking tasks (Davidson et al.,
2007). Likewise, various studies have shown a similar link between
EEG power spectra and the level of working memory load, manip-
ulated through n-back paradigms (Brouwer et al., 2012; Mühl
et al., 2014). However, less is known about the link between the
EEG power spectrum and behavior in more complex perceptual
and decision making tasks, such as the simulated guard duty task
described here. To explore this relationship we  constructed lin-
ear regression models to estimate each participant’s behavior from
their EEG. Our choice of modeling scheme was  driven by the desire
to both capture a wide range of individual and task differences
while providing neurophysiological insight into the constituent
elements of each model (see Section 2). Brieﬂy, we used indepen-
dent component analysis (ICA) to describe the feature space for
each participant and task. Power spectral densities (PSD) were then
calculated from these IC activations and sequential forward ﬂoating
selection (SFFS) was  used to identify the set of ICs whose spectral
properties best predicted the observed behavior.
Fig. 5 shows the actual and estimated behavior for two partic-
ipants in the driving task. This ﬁgure shows the two behavioral
metrics, lane deviation and perturbation RT, assessed in the driv-
ing task. Here, models were built for each participant using a
leave-one-out cross-validation scheme that minimized root-mean-
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Fig. 4. Average accuracy and RT in the guard duty task. (A) Average accuracy over the ten experiment blocks (ﬁve minutes per block) for both valid and invalid IDs. (B) Average
RT  over the same period for valid and invalid IDs. (C) Average accuracy (dark gray) and RT (light gray) as a function of ID class with the invalid IDs separated by reason.
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tig. 5. Estimation of behavior for two participants in the simulated driving task. (A
B)  Same actual and estimated behavioral metrics for S26. R values indicate Pearson
quared error. After the model construction process, accuracy and
igniﬁcance were quantiﬁed via the correlation coefﬁcient between
he actual and estimated behavior across all experimental blocks.
peciﬁcally, behavioral estimates were counted as signiﬁcant if
hey achieved a positive correlation coefﬁcient greater than the
ootstrap threshold for that participant and task (p < 0.05, p < 0.01,
nd p < 0.001; one-tailed test). Table 4 lists the behavioral standard
eviation (STD), root-mean-squared error (RMSE), and correlation
oefﬁcient (R) for each participant.
Across participants, the behavioral estimates achieved a simi-
ar level of accuracy for both of the driving metrics. It is important
o note that while these behavioral metrics are related (averageal and estimated absolute lane deviation and perturbation RT for participant S23.
relation coefﬁcient, horizontal bars indicate the six experiment blocks.
correlation coefﬁcient between lane deviation and perturbation
RT = 0.205 ± 0.289), they reﬂect different aspects of driving perfor-
mance. As illustrated in Fig. 5, the estimation accuracy often varied
between blocks; sometimes the model estimates would accurately
capture the within-block variance, while other times they would
reﬂect merely the aggregate performance of the block. Fig. 5A
shows an example of how this approach can work well for only one
of the performance metrics, in this case lane deviation. For this par-
ticipant, both metrics exhibited similar variance but the resulting
model was  unable to capture much of the within-block perturba-
tion RT dynamics. In contrast, the model performance shown in
Fig. 5B was  similar for both lane deviation and perturbation RT.
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Table  4
Model performance for the driving task.
Lane deviation Perturbation RT
Participant STDa RMSEb R STDc RMSEb R
1 0.08 0.83 0.55 *** 0.06 0.87 0.50 ***
2 0.07 0.81 0.59 *** 0.10 0.70 0.71 ***
3 0.06 0.74 0.67 *** 0.05 0.76 0.65 ***
4 0.08 0.87 0.50 *** 0.07 0.83 0.56 ***
5 0.05 0.77 0.63 *** 0.08 0.99 0.22 *
6 0.05 0.83 0.57 ** 0.10 0.57 0.83 ***
7 0.07 0.81 0.59 *** 0.11 0.66 0.75 ***
8 0.15 0.90 0.45 *** 0.13 0.78 0.63 ***
9 0.06 0.84 0.55 *** 0.09 0.94 0.35 **
10 0.06 0.88 0.48 *** 0.07 0.94 0.38 **
11 0.06 0.83 0.56 *** 0.12 0.79 0.61 ***
12 0.06 0.86 0.51 *** 0.08 0.81 0.60 ***
13 0.05 0.87 0.50 *** 0.07 0.76 0.65 ***
14 0.05 0.84 0.54 *** 0.09 0.95 0.33 **
15 0.09 0.64 0.77 *** 0.07 0.95 0.32 **
16 0.09 0.91 0.41 *** 0.11 0.86 0.51 ***
17 0.07 0.85 0.53 *** 0.09 0.95 0.33 *
18 0.05 0.84 0.55 *** 0.07 0.76 0.65 ***
19 0.03 0.94 0.36 ** 0.06 0.79 0.62 ***
20 0.04 0.88 0.48 *** 0.13 0.91 0.41 **
21 0.07 0.95 0.36 ** 0.08 0.81 0.59 ***
22 0.07 0.90 0.46 *** 0.08 0.83 0.56 ***
23 0.41 0.60 0.80 *** 0.40 0.91 0.43 **
24 0.06 0.92 0.39 ** 0.07 0.86 0.52 ***
25 0.06 0.85 0.53 *** 0.10 0.85 0.52 ***
26 0.50 0.66 0.75 *** 0.32 0.57 0.82 ***
27 0.11 0.70 0.71 *** 0.10 0.87 0.51 ***
Average 0.10 0.83 0.55 0.11 0.82 0.54
a In meters.
b RMSE values have been normalized by participant STD.
c In seconds.
*p < 0.05.
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Table 5
Model performance for the guard duty task.
Accuracy RT
Participant STDa RMSEb R STD RMSEb R
1 0.17 0.75 0.66 *** 2.18 0.47 0.88 ***
2 0.06 0.96 0.30 * 1.64 0.65 0.76 ***
3 0.05 0.91 0.45 *** 1.63 0.46 0.89 ***
4 0.12 0.79 0.62 *** 1.75 0.60 0.80 ***
5 0.06 0.94 0.38 ** 1.73 0.84 0.55 ***
6 0.21 0.84 0.55 *** 1.07 0.80 0.60 ***
7 0.14 1.01 0.25 * 1.24 0.65 0.76 ***
8 0.19 0.82 0.58 *** 0.95 0.75 0.66 ***
9 0.09 0.83 0.55 *** 1.16 0.53 0.85 ***
10 0.14 0.82 0.59 *** 1.65 0.56 0.83 ***
11 0.20 0.92 0.42 ** 2.29 0.71 0.71 ***
12 0.15 0.67 0.75 *** 1.00 0.78 0.63 ***
13 0.16 0.97 0.32 ** 1.75 0.68 0.73 ***
14 0.23 0.96 0.34 ** 1.89 0.57 0.83 ***
15 0.03 0.98 0.23 * 0.97 0.85 0.53 ***
16 0.23 0.85 0.54 *** 2.90 0.75 0.66 ***
17 0.04 1.02 0.18 1.32 0.71 0.71 ***
18 0.08 0.98 0.30 * 1.85 0.84 0.54 ***
19 0.03 0.87 0.50 *** 1.35 0.67 0.74 ***
20 0.05 1.09 0.00 1.73 0.72 0.75 ***
21 0.08 0.90 0.44 *** 1.98 0.33 0.95 ***
22 0.05 1.02 0.16 1.09 0.83 0.56 ***
23 0.16 0.78 0.63 *** 3.44 0.63 0.77 ***
24 0.14 1.01 0.14 1.83 0.85 0.54 ***
25 0.07 0.86 0.51 *** 1.05 0.96 0.30 *
26 0.06 0.96 0.34 ** 0.78 0.90 0.45 ***
27 0.21 0.80 0.61 *** 5.08 0.40 0.92 ***
Average 0.12 0.90 0.42 1.75 0.69 0.70
a In seconds.
b RMSE values have been normalized by participant STD.
features selection process were limited to data from each partic-*p  < 0.01.
**p < 0.001.
egardless, our modeling approach was able to generate signiﬁ-
ant estimates, along both behavioral metrics, for all participants
n the driving task.
Fig. 6 shows a complementary example of actual and estimated
ehavior from two participants performing the guard duty task.
gain, there was variability in the model accuracy between blocks.
gain, Fig. 6A shows an example of how this approach can work
ell for one behavioral metric relative to another. In this instance,
ccuracy exhibited less variance as the participant reached the per-
ormance ceiling. In contrast, Fig. 6B shows an example where the
ariance across both accuracy and RT was similar, along with the
odel estimation accuracies.
In contrast to the driving task, the accuracy of the behavioral
stimates was different for the two metrics in the guard duty task.
ehavioral estimates of RT produced signiﬁcantly higher correla-
ion coefﬁcients than estimates of accuracy (p < 0.001; Wilcoxon
igned rank test), achieving signiﬁcance for each participant
Table 5). The estimates of RT were also signiﬁcantly more accu-
ate than estimates of driving behavior (lane deviation: p < 0.01,
erturbation RT: p < 0.01).
Interestingly, there was a wide range of variability in the behav-
or observed during both tasks (see standard deviation column
n Tables 4 and 5). For the driving task, some participants were
ble to maintain the vehicle’s position within the cruising lane
or the duration of the task. In contrast, other participants expe-
ienced epochs in which the vehicle position drifted several meters
way from the cruising lane (presumably due to fatigue or inat-
entiveness). For the guard duty task, some participants showed a
ramatic decrease in RT over the duration of the task (presumably
ue to learning or repetitive practice) whereas other participants
howed a less dramatic reduction. However, a signiﬁcant corre-*p  < 0.05.
**p < 0.01.
***p < 0.001.
lation between estimation accuracy and standard deviation was
only observed in the guard duty task (RT: R = 0.456, p < 0.05; accu-
racy: R = 0.471, p < 0.05). Thus, while a dynamic range of behavior
is arguably important when constructing these models, variance
alone does not dictate estimation accuracy.
While the SFFS component of the modeling scheme ranked
each IC in order of signiﬁcance, estimation accuracy achieved its
maximum well before all ICs were included. Thus, for the ﬁnal
estimate we  chose the IC number that produced the lowest root-
mean-squared-error between the estimated and actual behavior.
We  refer to this set of ICs as the optimal model. In the driving task
the average number of ICs in the optimal model was  7.04 (min = 2,
max  = 12) for lane deviation and 6.04 (min = 3, max = 13) for per-
turbation RT. This was very similar to the guard duty task, where
the average number of ICs was  6.85 (min = 1, max = 12) for RT and
6.26 (min = 1, max  = 11) for accuracy. Likewise, the number of prin-
cipal components was comparable in both tasks. On average, the
driving models utilized 7.19 (min = 3, max  = 11) and 6.78 (min = 2,
max  = 13) eigenvectors for the lane deviation and perturbation RT
metrics, respectively. The guard duty models utilized 6.63 (min = 3,
max  = 10) and 5.70 (min = 2, max  = 11) eigenvectors for the RT and
accuracy metrics. Interestingly, the number of ICs and model order
(eigenvectors) were not signiﬁcantly correlated across participants.
3.4. Common within-task and cross-task features
The behavioral modeling scheme described here was both data-
driven and highly individualized. Speciﬁcally, the ICA step andipant and task. While this narrow approach is ideal for optimizing
the estimation accuracy in a particular context, it can be a challenge
to extract any universal understanding of the constituent processes.
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Fig. 6. Estimation of behavior for two participants in the simulated guard duty task. (A) Actual and estimated RT and accuracy for participant S13. (B) Same actual and
estimated behavioral metrics for participant S01. R values indicate Pearson’s correlation coefﬁcient, horizontal bars indicate the ten experiment blocks.
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lusters are sorted in descending order based on the number of ICs per cluster.
owever, our approach identiﬁed a relatively small number of ICs
hose power spectra was linearly related to behavior, enabling
he exploration of common features across participants and tasks.
irst, to isolate the common features within each condition we  per-
ormed a clustering analysis on the ensemble of ICs from each task.
peciﬁcally, to focus our investigation we chose a single metric from
ach task. For the driving task we chose the more universal metric
f absolute lane deviation, while for the guard duty task we selected
T as the metric that produced the most accurate behavioral esti-
ates. We then used a standard k-means clustering algorithm,
tilizing only the spatial weights of the IC ensemble (see Section
). Figs. 7 and 8 show the topology and descriptive statistics of the
lusters identiﬁed in the driving and guard duty tasks (see Supple-
entary Materials to compare these clusters with those identiﬁed
sing the perturbation RT metric).Both the driving and guard duty tasks produced the same num-
er of clusters (13) given the membership criterion (average cluster
ensity of 15 ICs per cluster). Interestingly, the clusters and associ-
ted spectra were similar in both tasks with some variance in thetatistics: number ICs per cluster, number of participants per cluster, and average
12 clusters (light gray lines show standard error around the mean spectral proﬁle).
ranking. The clusters with the most ICs reﬂected the global, low-
frequency power with a spatial topography broadly distributed
over the central midline (cluster 1 and 2 in both tasks). These
clusters likely indexed global activity and general arousal level. In
addition, both tasks exhibited clusters reﬂecting activity in pari-
etal cortex (driving cluster 5, 6, and 9; guard duty cluster 5 and 6).
Alpha activity in parietal cortex, speciﬁcally the left sensorimotor
region, has been linked with the accuracy of steering wheel cor-
rections after vehicle perturbation in a similar driving paradigm
(Brooks and Kerick, 2015). Interestingly, the driving task produced
IC clusters with a clearer dissociation between left and right motor
areas (cluster 5 and 9 respectively). This may  be due to the fact that
the driving task required more bilateral and continuous activation
of visuomotor networks as participants maintained their vehicle’s
position in the cruising lane.Not surprisingly, both tasks produced IC clusters that represent
activity in occipital cortex (driving cluster 7; guard duty cluster
8). Likewise, both tasks resulted in clusters reﬂecting activity in
more frontal regions (driving cluster 8; guard duty cluster 9). Inter-
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F luster statistics: number ICs per cluster, number of participants per cluster, and average
d e ﬁrst 12 clusters (light gray lines show standard error around the mean spectral proﬁle).
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Table 6
Model performance with ‘Common’ ICs.
Similarity threshold Driving R (Lane deviation) Guard duty R (RT)
None 0.548 ± 0.117 (N = 27) 0.701 ± 0.154(N = 27)ig. 8. Clustering of regression model ICs in the guard duty task. (A) Histogram of c
istances to cluster centroid. (B) Cluster centroid and average spectral power for th
lusters are sorted in descending order based on the number of ICs per cluster.
stingly, the frontal clusters exhibited some asymmetric parietal
opology. This suggests that coherent neural activity between exec-
tive and sensorimotor cortices can be used as a general index of
ask performance. Together, our results show that spectral activ-
ty of ICs covering frontal, parietal, and occipital areas is linearly
elated to task performance, in accordance with a number of pre-
ious studies (Brooks and Kerick, 2015; Chuang et al., 2012; Lin,
uang et al., 2010, Wu,  Liang et al., 2005; Wang, Jung, & Lin, 2015).
Separate from the IC clusters that primarily reﬂected neural
ctivity, was a set of clusters representing eye movement phenom-
na. First, there were clusters evident in both tasks that captured
linking activity (driving cluster 4; guard duty cluster 3), known
o correlate with time-on-task fatigue (Lal and Craig, 2001b; Stern,
oyer, & Schroeder, 1994). ICs reﬂective of blinking activity exhibit
 sharp gradient directly over the orbits and typically capture a
arge percentage of the variance in the ICA decomposition (Mognon,
ovicich, Bruzzone, & Buiatti, 2011). Vertical eye movements can
ave a similar topology and are usually distinguished by activity
atterns with slower amplitude ﬂuctuations. Second, both tasks
ad clusters that represented horizontal eye movement activity
driving cluster 11 and 12; guard duty cluster 10), which has also
een linked with level of alertness (Lal and Craig, 2001b). ICs
apturing horizontal eye movements have a spatial distribution
haracterized by large amplitudes in the frontal channels near the
yes, typically in an anti-phase conﬁguration. Likewise, these ICs
ften come in polar opposite pairings (Mognon et al., 2011), as in
he driving task (cluster 11 and 12). Finally, both tasks had at least
ne residual cluster that appeared to aggregate outlier ICs (driving
luster 10; guard duty cluster 4 and 11). This was  evidenced by their
elatively large average member distances and random topology.
These cluster centroids represent the average spatial topology
f the constituent members (Figs. 7 and 8). However, there can be
 large degree of variability within the individual ICs of each clus-
er. The more similar an individual IC is to the cluster centroid the
ore it reﬂects a universal feature, common across the participants.
ere, we wanted to quantify the relative inﬂuence of common ICs
ersus their more participant-speciﬁc counterparts. To accomplish
his we performed the following analysis. For each participant and
ask we identiﬁed the subset of ICs, used in the behavior estima-0.50 0.382 ± 0.260 (N = 25) 0.545 ± 0.270(N = 27)
0.75 0.285 ± 0.292 (N = 22) 0.384 ± 0.334(N = 25)
tion models, which were most similar to the cluster centroids. For
the similarity metric we  used Person’s correlation between each
IC and its cluster centroid. If the similarity between the IC and the
cluster centroid was greater than the threshold it remained as a
model feature, otherwise it was excluded. Linear regression mod-
els were then constructed in an identical fashion described above
using this reduced subset of ‘common’ features. When we set the
threshold for inclusion to 0.5 we found a drop in the average esti-
mation accuracy for both driving and guard duty tasks (Table 6).
While this was a signiﬁcant drop in average performance (p < 0.001
for both tasks), we were still able to generate behavioral estimates
that achieved signiﬁcance for most participants (driving: 20 of 27;
guard duty: 24 of 27). Interestingly, only two participants did not
have any ‘common’ ICs for the driving task and thus produced no
behavioral estimates in that task. When we increased the thresh-
old to 0.75, average performance fell again for both the driving and
guard duty tasks. However, the majority of behavioral estimates
remained signiﬁcant (driving: 15 of 27; guard duty: 18 of 27). In
this instance, both the driving and guard duty tasks had participants
without any ‘common’ ICs.
While we were able to identify the relative inﬂuence of common
features within each task, we also wanted to identify commonality
across tasks. To accomplish this we calculated the pair-wise simi-
larity between the cluster centroids in each task. Fig. 9 shows the
ﬁve common clusters that had correlation coefﬁcients above 0.85
(see Supplementary materials to compare these common clusters
with those identiﬁed using the perturbation RT metric). Interest-
ingly, not only were the cluster topologies similar, but their ranking
(determined by number of membership ICs) was likewise similar.
Thus, blinks were identiﬁed as the most common behaviorally rele-
vant feature for both tasks. These were followed closely by clusters
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Fig. 9. Cluster comparison across tasks. Paired cluster centroids from each task with
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In this case, participants clearly prioritized the accuracy of theirorresponding correlation coefﬁcient.
epresenting parietal, occipital, and frontal neural activity. Finally,
lusters that captured horizontal eye movements were likewise
ommon, but in a smaller contingent of participants. Additionally,
he anti-phase horizontal eye movement cluster (driving task clus-
er 12) had a high negative correlation coefﬁcient, identifying it
s the polar opposite of the last cluster shown in Fig. 9. This collec-
ion of common features aligns well with previous studies showing
oth eye movement activity (Lal and Craig, 2001b; Van Orden, Jung,
 Makeig, 2000) and spectral features over frontal, parietal, and
ccipital cortices are correlated with changes in task performance
Brooks and Kerick, 2015; Chuang et al., 2014, Chuang, Ko, Lin, Jung,
 Lin, 2012; Lin, Huang et al., 2010, Wu,  Liang et al., 2005; Wang
t al., 2015). Together, our results stand as a bottom-up, data-driven
onﬁrmation of common neural features that can be used to index
ehavioral dynamics in real-world tasks. However, our results also
ndicate that much of the explanatory power resides in a diversity
f highly individualized EEG features.ology 114 (2016) 93–107
4. Discussion
By extending an approach based on the temporal dynamics of
the EEG log power spectra, we were able to estimate instanta-
neous driver performance, both lane deviation and perturbation
RT, with signiﬁcant predictive power for all participants. Likewise,
we were able to estimate reductions in RT over the course of a
simulated guard duty task with an even higher degree of accuracy.
Interestingly, even though this analytical approach was originally
developed to identify periods of drowsiness during driving, we
found the model estimates of guard duty RT were better at captur-
ing within-task behavioral variance as compared with the driving
task. In addition, using a simple clustering approach we  identiﬁed
a set of common neural and eye-movement related ICs that were
linked to behavioral performance across participants. We were able
to quantify the relative inﬂuence of these common ICs in com-
parison to their more participant-speciﬁc counterparts (Table 6).
We were likewise able to identify a number of IC clusters that
were common across the disparate tasks (Fig. 9). Together, these
results demonstrate the potential for constructing models of com-
plex behavior from a library of both universal and individualized
EEG features.
The analytical approach used in this study makes it difﬁcult to
draw inferences about the spectral characteristics of each model.
Speciﬁcally, the combination of IC spectra during the PCA step (Eqs.
(1)–(3)) creates a unique mix  of spectral features for each par-
ticipant and task. However, the spectral proﬁle of the IC clusters
(Figs. 7 and 8) supports previous ﬁndings that neural oscillations in
the lower frequencies, especially theta and alpha, are linked with
task performance (Borghini et al., 2012; Chuang et al., 2012; Jung
et al., 1997; Lin, Huang et al., 2010; Makeig and Jung, 1996). Inter-
estingly, the cluster with the largest alpha power was related to eye
movements (driving cluster 1; guard duty cluster 10). In addition
to the spectral characteristics, the topology of the IC clusters was  in
agreement with previous studies that have identiﬁed ICs related to
alertness level, especially over occipital regions (Lin, Huang et al.,
2010, Wu,  Liang et al., 2005). Finally, while our results identiﬁed a
set of common IC clusters across tasks, their spectral dynamics and
relationship to behavior was likely different between tasks. In the
driving task, behavioral variance was  related to lapses in maintain-
ing lane position. In contrast, a reduction in RT was the predominate
behavioral change throughout the duration of the guard duty task.
Unfortunately, our paradigm conﬁguration was  unable to dissoci-
ate any speciﬁc learning effects from a general reduction in mental
exertion or workload as participants became more practiced at the
task.
Our results primarily focused on the behavioral metrics of lane
deviation for the driving task and RT for the guard duty task. How-
ever, we  also included a corresponding analysis using the more
similar RT metrics from both task (Supplementary Figs. 1 and 2).
Interestingly, while we  achieved a comparable within-task estima-
tion accuracy using perturbation RT, there were fewer IC clusters
that were common across the two  tasks. One potential reason for
this is the less sensitive nature of perturbation RT within this driv-
ing paradigm. In our study, perturbation RT, unlike lane deviation,
did not show a signiﬁcant effect across blocks. The vehicle dynamics
of the driving simulator are such that the relatively mild perturba-
tions can occasionally be canceled by ongoing steering movements
without the participant’s awareness. For this reason, we focused
on the lane deviation metric for subsequent analysis. In the guard
duty task, the accuracy metric likewise showed no signiﬁcant effect
across blocks, remaining high throughout the duration of the task.“allow” or “deny” decisions over a speeded response, thus limit-
ing the majority of behavioral variance to the RT metric. Broadly
speaking, while certain behavioral metrics will likely have com-
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on  neural processes across tasks, universal approaches that seek
o capture performance ﬂuctuations in real-world scenarios should
e capable of utilizing a range of metrics.
Regardless of the speciﬁc metrics, the overall goal of this study
as to capture slow ﬂuctuations in behavioral performance driven
y both endogenous, such as fatigue or learning, and exogenous,
uch as increased task demands, sources. For this reason, we
tilized a 90 s integration window for both the behavioral and neu-
ophysiological signals (see Section 2). In a well-known study from
ung et al. (Jung et al., 1997), researchers found that changes in alert-
ess in a similar real-world task occurred at cycle lengths longer
han 4 min. They smoothed both the behavior (error rate) and EEG
ower using a 93 s mean ﬁlter to improve signal-to-noise by elim-
nating variance at cycle lengths shorter than 1-2 min. This type
nd duration of ﬁlter has subsequently been used by a number of
tudies, including tasks as varied as driving (Lin, Wu,  Jung et al.,
005, Wu,  Liang et al., 2005), RSVP (Touryan et al., 2014), and men-
al math (Wang et al., 2015). We  used a similar approach here to
mooth both the behavioral signals and EEG power spectra.
While differences between the real-world tasks described in
his study were numerous, there were common features in both
he behavior and the neurophysiology. First, both tasks required
n element of vigilance followed by an appropriate response. In
he driving task, participants needed to continuously monitor their
ehicle heading to detect and compensate for drift from lateral per-
urbations. In the guard duty task, participants needed to await the
rrival of an image-ID pairing and evaluate its validity within a ﬁxed
ime window. Here, the speed and accuracy of both responses were
irectly affected by the level of alertness and negatively impacted
y time-on-task fatigue. Second, the EEG features used in these
odels—IC log power spectra averaged over 90 s windows—lend
hemselves to more global measures of cognitive state and are
ell suited for capturing slow ﬂuctuations in network activity. By
esign, this time course matches ﬂuctuations evidenced in behav-
oral performance that are typically ascribed to changes in alertness
evel (Jung et al., 1997; Makeig and Jung, 1996). However, mental
orkload has similar dynamics and is likewise reﬂected in slow
uctuations in EEG power spectra (Borghini et al., 2012). Indeed,
ental workload classiﬁcation algorithms (Brouwer et al., 2012;
evins and Smith, 2000; Wilson and Russell, 2003) often utilize
he ratio of power in the clinical frequency bands, including delta
ı, 1–4 Hz), theta (, 4–8 Hz), alpha (˛, 8–12 Hz), beta (ˇ, 12–30 Hz),
nd gamma ( , 30+ Hz). Therefore, it is not surprising that a mod-
ling approach designed to identify level of alertness from EEG
pectra would also capture some aspect of mental workload.
.1. Model considerations
Our choice of modeling scheme was motivated by a desire to
ave the ﬂexibility of a data-driven approach while maintaining
he ability to assess and interpret the model components. Specif-
cally, since less is known about the neural processes involved in
ovel tasks such as simulated guard duty, we wanted to allow for
aximum ﬂexibility in the feature selection stage of the model con-
truction. This type of complex task invariably recruits a number
f networks for the various subcomponents (goal-directed ﬁxa-
ions, reading, date calculations, etc.). Thus, we incorporated a large
nsemble of ICs and used SFFS to determine the optimal subset
or each participant in each task. Likewise, the use of ICs as the
eature set provided clarity in the post hoc interpretation of both
ommon and participant-speciﬁc components. Indeed, while there
emains a large variability in model architecture at the individual
evel, our results support the existence of a common set of features
hat persist across participants and tasks.
The analytical approach described here differed from previous
ork in two  important ways, one related to the feature genera-ology 114 (2016) 93–107 105
tion process and one related to the feature selection process. First,
we deliberately chose an automated preprocessing pipeline with
a minimal number of experimenter deﬁned parameters. The pur-
pose of this was  both to remove subjectivity in the ICA process
and to demonstrate the scalability of our approach. The majority
of similar studies that utilize ICA include subjective, manual clean-
ing of the data (Chuang et al., 2012; Lin, Huang et al., 2010). This is
often carried out through an iterative process of cleaning, IC com-
putation, and re-cleaning. While this approach can substantially
improve the quality of the ICs (e.g., smoother topology and lower
residual variance), the manual process is time consuming and vul-
nerable to subjective assessments of data quality. In contrast, given
even modest computational resources, our approach is scalable in
terms of channel number, session length, and size of participant
pool. Second, we used a data-driven feature selection processes to
identify the behaviorally relevant ICs. In contrast, the majority of
previous studies employ an a priori selection of either one (Lin, Ko,
Chuang, Su, & Lin, 2012), or a small ensemble of ICs (Chuang et al.,
2014). This a priori selection tends to be entirely neural (i.e., exclud-
ing eye movements) and uniformly centered over speciﬁc regions
of interest. Interestingly, while our IC clusters did reﬂect compo-
nents similar to previous studies, the SFFS process often selected
ICs that did not conform to conventional categories (e.g., occipital,
lateralized motor, frontal).
Likewise, the analytical approach and results described here
are signiﬁcantly different from our previous work (Touryan et al.,
2014, 2013). In a previous study we were able to estimate behav-
ior in a different cohort using a similar features selection process
(Touryan et al., 2014). In that instance we were able to estimate
behavior using concurrent measures of EEG in both a simulated
driving task and a target detection task (via a rapid serial visual
presentation paradigm). However, this previous work generated
spectral features directly from the channel data (i.e., without the
use of independent components). This limited both the predictive
power of the models and interpretation of the results. While we
were able to identify the most informative channel and spectral
distributions, the relationship to the underlying neurophysiology
and comparison of features across tasks was limited. In contrast,
the ICA feature selection process used in the present study allowed
us to isolate eye movement from neurophysiological components,
both of which carried information, and identify a set of common
features across two  very different tasks.
Even using our adaptive modeling scheme, the average accu-
racy of the estimated driver performance was somewhat lower
in comparison to previous reports (Lin, Wu,  Liang et al., 2005).
However, our driving simulator incorporated more subtle per-
turbations and complex vehicle dynamics, including participant
control over vehicle speed. While these factors extended the real-
ism of this study, they increased the task difﬁculty and likely
contributed to a higher level of arousal. In addition, our results
were from a larger cohort of participants that were not exces-
sively fatigued at the time of the experiment (as indicated by
the recent sleep history questionnaire). Similarly, with any large
cohort of participants it is reasonable to ﬁnd a signiﬁcant frac-
tion of the population for which a strong link between their
behavior and the neural features of interest cannot be identiﬁed.
This ‘BCI-illiteracy phenomenon’ can often account for 15–30% of
the population depending on the sophistication of the analytical
approach (Blankertz et al., 2010). While methods exist to identify
such individuals during baseline or calibration periods, we did not
take measures to exclude participants from this study based on
their driving performance or neural response. Considering these
factors, the modeling scheme described here is a powerful tool for
estimating behavior from concurrent measures of EEG. In this study
we demonstrated its ability to explain a large percentage of the
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ehavioral variance, up to 90% for some participants, in disparate,
eal-world tasks.
. Conclusion and future work
In this study, we explored the potential for developing a general-
zed EEG-based performance estimation algorithm. Using common
pectral features, linear models that explain a signiﬁcant degree
f behavioral variance can be constructed for two  different, real-
orld task. The feature set and model scheme described here fall
ell within the capabilities and processing power of current BCI
echnology. Thus, this approach could be adapted as a tool for real-
ime assessment of behavioral performance. However, the results
rom our prior work (Touryan et al., 2014, 2013) indicate that
 substantial amount of explanatory variance can be lost when
ehavior estimation models are applied to novel tasks (i.e., tasks
ubstantially different from the paradigm under which they were
onstructed). Similarly, the results of the current study indicate
hat a signiﬁcant amount of explanatory variance can be lost when
nly utilizing a common subset of features. Together, these ﬁnd-
ngs reﬂect a fundamental limitation of the black-box approach to
ehavior estimation. Purely data-driven models of behavior will
eek to identify features in the EEG signal that maximally correlate
ith measured behavior, irrespective of the underlying perceptual,
ognitive, motor, or artifact process from which they are generated.
s such, there is no clear method to forecast how well a particular
odel will translate into a novel task.
However, several groups have begun to assess how EEG-based
odels of performance extend across tasks (Stikic et al., 2014;
ouryan et al., 2014; Wang et al., 2015) or over longer periods
f time (Stikic et al., 2011). Implicit in these approaches is the
ssumption that relevant neural features are stable across time
nd between tasks. To address the concern, Stikic et al. (2014)
mployed a novel approach which utilized the intermediate con-
tructs of workload and engagement to model cognitive state
hanges in two very different skill training tasks. This hierarchi-
al approach attempts to identify common temporal dynamics
mongst these cognitive and physiological processes that reﬂect
lobal state changes. Presumably, these global state changes can
hen be more easily mapped to behavioral performance across a
ide range of tasks. The present study suggests a similar approach
ut uses an alternative means for identiﬁcation of the common neu-
al features. It remains to be seen how best to construct a hierarchy
f neural features to maximize the universality of EEG-base mod-
ls of performance prediction. While the intermediate constructs of
orkload and engagement may  be useful, the stability of the con-
tituent neural features, especially under stress and fatigue, is still
ot well established.
Future studies would beneﬁt from identifying common neu-
al processes differentially reﬂected in EEG for a large ensemble
f representative tasks or paradigms. While it may  be unreason-
ble to assume that there exists a ﬁnite set of dissociable processes
ndependent of task or context that can be used to explain behav-
or, some cognitive constructs, such fatigue or workload may  be
niversal enough to be useful in developing a general framework
or understanding human performance (Parasuraman, Sheridan, &
ickens, 2008). Data-driven models of behavior could be mapped
nto these operationally deﬁned constructs to better understand
oth their function (what constructs are incorporated in a predic-
ive model of behavior) and their limitation (what processes are
undamentally task-speciﬁc). However, this may  require a more
etailed analysis of the behavior, additional EEG processing, and
he inclusion of other physiological measures. For example, some
spects of the observed behavior may  be more strongly associated
ith one construct (e.g., fatigue) whereas other aspects are moreology 114 (2016) 93–107
directly linked to a collection of task-speciﬁc neural processes. Like-
wise, some common neural features may  differ in their association
to behavior depending on the cognitive state of the individual.
Finally, these distinct processes may  be more evident or disso-
ciable in an alternative feature space that combines both source
and spectral properties (Bigdely-Shamlo, Mullen, Kreutz-Delgado,
& Makeig, 2013).
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