Abstract. We present an efficient high order method for dislocation dynamics simulation of vacancy-assisted dislocation climb in two dimensions. The method is based on a second kind integral equation (SKIE) formulation that represents the vacancy concentration via the sum of double layer potentials and point sources located at each dislocation, where the climb velocity of each dislocation (or the strength of each point source) is proportional to the integral of the unknown density on the boundary of each dislocation. The method discretizes the interfaces only. Unlike previously used formulations, the proposed method avoids the need for introducing additional unknowns or integrating kernels with logarithmic singularity, and the boundary integrals in the formulation are easily discretized via the trapezoidal rule with spectral accuracy. Thus, the number of unknowns in the linear system to achieve certain accuracy is optimal for typical settings in dislocation dynamics. We compare three different methods for solving resulting linear system and demonstrate via numerical examples that fast direct solvers (FDSs) perform best for dislocation arrays, while the fast multipole method (FMM) accelerated iterative solver on the low accuracy FDS preconditioned system performs well for the general setting.
1. Introduction. Dislocations are line defects in crystals and primary carriers of plastic deformation [18] . Dislocation climb is a nonconservative motion in which dislocations move out of their slip planes with the assistance of diffusion and emission and/or absorption of vacancies. Dislocation climb plays important roles in plastic deformation at high temperatures. The vacancy-assisted dislocation climb is a multiscale problem. The vacancies diffuse in the whole macroscopic domain, while the climb velocity of the dislocation lines with core of atomic-length size is determined by the emission and/or absorption of vacancies near the dislocation core. It is challenging to incorporate dislocation climb accurately and efficiently in large scale dislocation dynamics simulations.
The model for the vacancy-assisted dislocation climb, under the equilibrium assumption for vacancy diffusion, can be written as [15, 18] (1)
bk B T , c| r∞ = c ∞ , the dislocation dynamics problem is reduced to a two-dimensional problem in which dislocations are points in the (x, y) plane. We consider edge dislocations with the same Burgers vector b = (b, 0, 0). The direction of each dislocation is either τ = (0, 0, 1) or τ = (0, 0, −1), and we call the former positive and the latter negative. Each dislocation has a core region which is a small disk centered at the dislocation with radius r d , and on the boundary of the dislocation core the Dirichlet boundary condition of the vacancy concentration in (1) is satisfied.
In this setup, the three-dimensional Green's function formulation for the dislocation climb velocity in [15] is reduced, after integrating along the z direction, to the following integral equations. For the ith dislocation located at (x i , y i ), the following equation holds: (2) b 
cl denotes the corresponding unknown climb velocity, (x di , y di ) is a point located at a distance r d from (x i , y i ), N is the total number of dislocations, and G 2 (x, y; ξ, η) is the Green's function of the diffusion equilibrium equation in (1) in two dimensions modified by some constant involving r ∞ : G 2 (x, y; ξ, η) = 1 2πD v log (x − ξ) 2 + (y − η) 2 r ∞ . (3) Downloaded 03/16/17 to 128.235. 28.143 . Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
Here r ∞ has been used as the outer cutoff distance for the integrals over the whole z-axis in the derivation of (2) from the three-dimensional formulation.
The climb velocity v cl and the climb force f cl are defined in the direction of τ × b (i.e., the climb direction) [15] . That means the climb direction is along the +y direction for a positive dislocation, and the −y direction for a negative dislocation. The Peach-Koehler force is given by [18] (4)
where σ is the stress tensor. Since b is along the x-axis and τ is along the z-axis, the climb force f cl (in the climb direction defined above) is then given by The stress component σ 11 at the location of dislocation (x i , y i ) is [18] (6)
where µ is the shear modulus, ν is the Poisson ratio, and sgn(j) = 1 if the jth dislocation is positive and sgn(j) = −1 if it is negative. We observe that (2) represents the vacancy concentration via a sum of point sources centered at each dislocation whose strength is proportional to the climb velocity. The formulation works well for systems of small size in the low accuracy regime. However, it is known that (2) becomes increasingly ill-conditioned when there are a large number of dislocations in the system. The accuracy of the formulation is also quite low since it sets up the linear system by putting only one point on the boundary of each dislocation, which may be insufficient even when the dislocations are well separated from each other. Moreover, unlike the three-dimensional Green's function formulation in [15] , the solution of (2) only satisfies the condition at the outer boundary in (1) in an approximated way which holds when all the dislocations are away from the outer boundary. In the superposition method [2] , the complementary boundary value problem of vacancy diffusion was solved over the whole domain by finite difference methods. This limits the method only to domains of small size, and the authors of [2] tried to partially overcome this difficulty at the cost of accuracy by choosing a dislocation core size 5-10 times larger than the actual size.
In this paper, we present a second kind integral equation (SKIE) formulation for the dislocation climb problem (1) . The formulation represents the dislocation vacancy concentration via a sum of double layer potentials and point sources located at each dislocation center, where the strength of each point source, which is also the climb velocity of that dislocation, is proportional to the integral of the unknown density on the boundary of each dislocation. When the average spacing between dislocations is no less than ten times larger than the size of the dislocation cores, which is almost always the case in dislocation dynamics (otherwise special treatments will be invoked [1] ), our formulation requires a nearly optimal number of unknowns to achieve the desired accuracy due to three reasons: (a) the unknowns are on the outer boundary and the boundary of each dislocation only; (b) when discretizing the boundary integrals, the kernels in our representation are smooth and the trapezoidal rule is spectrally accurate for smooth periodic functions; (c) no additional unknowns are required in our formulation. For typical geometries in the dislocation dynamics, 4 discretization points are sufficient for 4-or 5-digit accuracy in computing the climb velocity using our Downloaded 03/16/17 to 128.235.28.143. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php formulation. Our formulation applies directly to boundary value problems of vacancyassisted dislocation climb over any domain in two dimensions, not limited to the circular disk specified in (1) . The formulation is similar to the unconstrained integral formulations for the Stokes flow in [13] . Our formulation offers a clear advantage over the method in [2] since it avoids the volume discretization altogether. We would like to remark here that there are several other SKIE formulations for similar mathematical problems. More specifically, in [11] the solution to the Laplace equation is represented via the sum of double layer potentials and unknown point sources, which introduces an extra unknown for each dislocation. In [31] the solution is represented via a linear combination of single and double layer potentials, whose kernel has logarithmic singularity.
In the past, the resulting linear system is often solved with an iterative solver such as GMRES coupled with a fast multipole method (FMM) for accelerating the matrix-vector product. Over the last decade, fast direct solvers (FDSs; see, for example, [3, 5, 6, 8, 12, 20, 22, 24, 26, 27, 28, 33] ) which construct an efficient factorization for applying the matrix inverse have evolved rapidly to solve various ill-conditioned boundary value problems. Even though the number of iterations in GMRES is independent of the number of unknowns for an SKIE formulation for a fixed geometry (see, for example, [25] ), a greater concern for large scale dislocation dynamics simulation is how the number of iterations depends on the number of dislocations since the number of discretization points per dislocation is very small. Our numerical experiments indicate that the number of iterations grows like O(N α ) with α ∈ (0, 1/2] and N the number of dislocations in the system, independent of the configuration of the dislocations in the plane. Thus, even though the FMM has O(N ) complexity, the iterative solver on the unpreconditioned system exhibits suboptimal O(N 1+α ) complexity. On the other hand, the performance of the FDS depends very sensitively on the configuration of the dislocations. Indeed, when the dislocations are located along a curve such as a dislocation array along the y-axis, FDSs scale linearly and are much faster than the iterative solvers. However, when the dislocations are located in the whole plane on a uniform lattice with small random perturbations, FDSs slow down dramatically due to the increase in the interaction rank of off-diagonal blocks. We implemented and compared the performance of three algorithms: (a) FMM+GMRES iterative solver on the original SKIE system; (b) FDS on the original SKIE system; (c) FMM+GMRES on the preconditioned system with low accuracy A −1 obtained by FDS as the preconditioner. Our numerical experiments show that the last algorithm performs best in the general setting. It reduces the number of iterations to almost constant even when the number of dislocations increases, and exhibits near optimal complexity as in [22] .
The rest of the paper is organized as follows. In section 2, we collect some analytical preliminaries to be used subsequently. In section 3, we present our SKIE formulation and show that the system does not have any nontrivial nullspace. Section 4 presents the numerical algorithm for solving the system of SKIEs. Section 5 discusses an FMM for computing the climb force. In section 6, we show several numerical examples to demonstrate the performance (i.e., convergence rate, number of iterations, timing results, etc.) of the overall scheme and comparisons with existing results. Finally, we conclude our paper with further discussions and extensions to three-dimensional problems and time-dependent cases.
2. Preliminaries. The cross section in R 2 for dislocation climb is illustrated in Figure 1 . We will use boldface quantities such as r, s to denote points in R 2 . Downloaded 03/16/17 to 128.235.28.143. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php The outer boundary at |r| = r ∞ is denoted by Γ 0 . The boundary of the core region of the ith dislocation is denoted by Γ i , i = 1, 2, . . . , N , with N the total number of dislocations in the system. The outward unit normal vector at a point r on the boundary is denoted by ν r .
The Green's function for the Laplace equation ∆c = 0 in two dimensions is given by the formula
Suppose that γ is a smooth closed oriented curve in R 2 . Given a function ρ in L 2 (γ) (i.e., the space of square integrable functions on γ), we define the double layer potential by the formula
where the kernel ∂G(r,r ) ∂ν r is given by
It is clear that the double layer potential defined in (8) is harmonic (i.e., satisfies the Laplace equation) in R 2 \γ. Furthermore, let r 0 be a point on γ. Then the double layer potential satisfies the following jump relations (see, for example, [17, 25, 29] ): It is well known that the kernel of the principal value of the double layer potential defined in (10) is actually smooth when γ is smooth and has the following limiting value as r → r : (11) lim
where κ(r ) is the curvature of γ at r . Moreover, since the kernel decays like
Finally, the following lemma will be used in the computation of the climb velocity and the proof of Theorem 2.
Lemma 1. Suppose thatγ is a simple smooth closed curve that lies either completely in the interior or the exterior of γ or coincides with γ. Then
Proof. We have
Here the second equality follows from interchange of the order of integration and differentiation; the third equality follows from Gauss's lemma (see, e.g., [25] ).
3. Second kind integral equation formulation for dislocation climb. We first note that (1) is equivalent to the following standard Dirichlet boundary value problem for the Laplace equation in two dimensions:
where D is the simulation domain, Γ i is the boundary of the ith dislocation which is a circle of radius r d centered at r i = (x i , y i ), and Γ 0 is the outer boundary which is a circle of radius r ∞ centered at the origin.
After the boundary value problem is solved, the climb velocity of the ith dislocation is obtained via the formula [15, 18] (18) v 
where ρ i is an unknown density supported on Γ i (i = 0, 1, . . . , N ), and |Γ i | denotes the length of the boundary curve Γ i (|Γ i | = 2πr d for i = 1, 2, . . . , N in our case). In other words, the solution is represented via the sum of double layer potentials on boundary curves and point sources located at the center of each dislocation, where the strength of the point source is equal to the average value of the unknown density function on the boundary of that dislocation.
Obviously, the above representation is harmonic in D and thus satisfies the Laplace equation (15) in D. Combining the boundary conditions (16)- (17) and the jump relations for the double layer potential (10), we obtain the following system of boundary integral equations for the unknown densities ρ i (i = 0, 1, . . . , N ):
The climb velocity can then be calculated from the obtained density of the double layer potential as (21) v
The equations in (20) can be rewritten as Aρ = f , where A = − 1 2 I + K. Since K involves integration operators with a smooth kernel, K is compact and thus A is a second kind Fredholm operator. By the Fredholm alternative [25] , if A is injective, then A −1 exists and is a bounded operator. In other words, in order to show that there exists a unique solution to the inhomogeneous system Aρ = f , it suffices to show that the only solution to the homogeneous system Aρ = 0 is ρ = 0. That is, A does not have any nontrivial nullspace. The following theorem shows that A is injective. Downloaded 03/16/17 to 128.235.28.143. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php SHIDONG JIANG, MANAS RACHH, AND YANG XIANG Theorem 2. Let ρ i (i = 0, 1, . . . , N ) solve the homogeneous system of equations
Proof. Let ρ i solve the system of equations (22), and let c(r) be as defined in (19) 
where η(r , γ ) denotes the winding number of the curve γ around the point r .
Combining (23) and property (13) of the double layer potential, we obtain (24)
Thus, Finally, combining (13) , (19) , (23) , it is easy to get the climb velocity formula in (21 [25] to discretize the integral equation system (20) . Specifically, as pointed out in section 2, the kernel of the double layer potential is smooth when the curve is smooth. The boundary data is constant on each boundary curve, so the unknown densities are also smooth. Therefore, the trapezoidal rule achieves spectral accuracy for the discretization of the system (20) . Suppose that we use p equispaced points to discretize each dislocation core boundary Γ i and p 0 equispaced points to discretize the outer boundary Γ 0 . Then the size of the resulting discretized linear system is (p 0 + pN ) × (p 0 + pN ).
To solve the resulting linear system Ax = b, we have implemented the following three algorithms:
(a) Algorithm 1: FMM+GMRES, i.e., use GMRES to solve the linear system iteratively with the FMM [4, 14] to accelerate the computation of the matrixvector product. cl , i = 1, . . . , N , as given in (16) . We can compute these climb forces in O(N ) time using one FMM and one biharmonic FMM as follows.
We write f
cl given in (5) and (6) as
where Imag(z) is the imaginary part of the complex number z,
and the location of dislocation z i = x i + iy i for i = 1, . . . , N . Here P (i) in (26) in its form is the same as the Coulombic dipole interaction in two dimensions with source locations z i and charge strengths q i for i = 1, . . . , N and can be evaluated using the classical FMM [4, 14] with O(N ) calculations. Similarly, the interaction Q (i) in (27) can be evaluated by the biharmonic FMM [10] in O(N ) computational time. Downloaded 03/16/17 to 128.235.28.143. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php 6 . Numerical results. The algorithms described above have been implemented in Fortran and MATLAB. For the fast direct solver, we have used the MATLAB code from [19] , which implements the algorithms in [20, 21, 22] . Here we illustrate the performance of our scheme via several numerical examples. Since the number of grid points is not very large in Examples 1-3, we directly use GMRES to solve the linear system (20) there. In Examples 4 and 5, we use the three algorithms described in section 4. We set the number of numerical grid points p 0 = 128 in the outer boundary except in Example 1. The timing results were obtained on a laptop with a 2.10GHz Intel Core i7-4600U processor and 4GB of RAM.
In all the examples, we set r d = b and r ∞ = 10 7 r d , unless specified otherwise. We consider dislocation climb in aluminum. The values of physical parameters, which can be found in [18, 30] Example 1: A single dislocation. We first consider a single dislocation located at the center of the computation domain. For this simple case, the analytical solution to (15) - (17) is given by the formula (29) c(r) = (c 0 log (r ∞ /r) + c ∞ log (r/r d )) log (r ∞ /r d ) , and the climb velocity for the dislocation is then given by
Our numerical experiments show that it only requires p 0 = 3, p = 3, and two GMRES iterations to achieve full double precision.
Example 2: Dynamics of a dislocation dipole. In this example, we study the dynamics of a dislocation dipole with a positive dislocation located at (0, r 0 /2) and a negative dislocation at (0, −r 0 /2). In this setup, it follows from symmetry that the positive and the negative dislocations travel towards each other at the same speed. Let r i (t) denote the separation between the two dislocations. The dynamics of the dipole is simply described by
We calculate v cl (r i (t)) using our method and then evolve this equation. Each dislocation core boundary is discretized with p = 8 points in the simulation. The separation distance r i (t) is updated using the forward Euler scheme with ∆t = 10 −4 s. The initial distance between the two dislocations is r 0 = 40Å.
The results of the numerical simulation are compared to an approximate solution for the setup given by (32) dr a (t) dt = −2v cl,a (r a (t)) , Downloaded 03/16/17 to 128.235.28.143. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
This equation is also evolved using the forward Euler scheme from the same initial distance with ∆t = 10 −4 s. We plot out the numerical solution r i (t) and the approximate analytical solution r a (t) in Figure 2(a) , and the relative error of the numerical solution against r a (t) in Figure 2(b) . Both figures show that the numerical solution obtained using our SKIE formulation agrees with the approximate solution very well. cl is small, the boundary data can be approximated by its linear approximation as follows:
In this case, it is shown in [16] that the climb velocity v where under outer periodic boundary conditions the perturbation growth rate ω is given by the formula It is also shown in [16] that this perturbation growth rate ω is negative for all N > 1, meaning that the dislocation array is always stable with respect to small perturbations in the dislocation climb direction.
We conducted several numerical experiments to study this stability using our SKIE formulation. We set D = 50r d , N 0 = 500, and vary N from 10, 20, . . . , 320. The perturbation amplitude ε = 0.0075λ. We discretize each dislocation core boundary with p = 8 points in the simulation. In order to reduce the effect of finite size and the difference between outer boundary conditions, we plot out the numerical climb velocity near the center of the array and compare the climb velocity at the center of the dislocation array with the formula given by (36) . The results are shown in Figure 3 and Figure 4 , respectively. We observe that the agreement is very good. In particular, the accuracy of the perturbation growth rate is about 3 digits.
Example 4: Convergence and timing results of dislocation arrays. In this example, we present a detailed numerical study for dislocation arrays, using the three algorithms described in section 4. We place N dislocations along the y-axis with average spacing D = 100r d and a uniform random perturbation of magnitude 45r d . We set r ∞ = 10 8 r d . GMRES is set to terminate when the relative residual falls below 10 −12 in both Algorithms 1 and 3. The numerical rank tolerance for the FDS is also Downloaded 03/16/17 to 128.235.28.143. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php set to 10 −12 in Algorithm 2 and 10 −6 in Algorithm 3. Table 1 lists relative L 2 error of the climb velocity for various p (number of discretization points per dislocation) and N (total number of dislocations) using Algorithm 3, which shows that our scheme is spectrally accurate. The relative errors using Algorithms 1 and 2 are similar, except that we only calculate the results for N up to 128 2 using Algorithm 1 due to the memory and timing constraints of the computer we used. Table 1 The relative L 2 error of the solution versus the number of discretization points p per dislocation for various N using Algorithm 3 for dislocation arrays. The reference solution is obtained with p = 16. Tables 2 and 3 list the number of iterations for Algorithms 1 and 3, respectively. Here we observe that the number of iterations is more or less independent of p, the number of discretization per dislocation, which is characteristic for SKIEs. When the number of dislocations N increases, the number of iterations in Algorithm 1 also increases gradually, indicating a geometric ill-conditioning of the problem. However, the preconditioner by the low accuracy FDS is very effective, reducing the number of iterations in Algorithm 3 to almost a constant for all N and p. Tables 4 to 6 list the timing results in seconds for three algorithms. Algorithm 1 exhibits suboptimal complexity due to the increase in the number of iterations when N grows. But both Algorithm 2 and Algorithm 3 are at least one order of magnitude faster than Algorithm 1 and have optimal complexity. For Algorithm 2, this is in agreement with known theoretical results which show that the computational complexity of FDSs for intrinsically one-dimensional problems with nonoscillatory kernels Downloaded 03/16/17 to 128.235.28.143. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Table 2 The number of iterations of GMRES in Algorithm 1 versus the number of discretization points p per dislocation and the total number of dislocations N in the system. The dislocations are located along the y-axis with average spacing D = 100r d . is O(N ). The performance of Algorithm 3 closely matches that of Algorithm 2 due to the stabilization of number of iterations. The timing results comparing the three algorithms for p = 8 are also plotted in Figure 5 . Tables 7 and 8 list the number of iterations of GMRES for Algorithms 1 and 3 for random distributions of dislocations. We observe behavior similar to that shown in Tables 2 and 3 (we have lowered the GMRES stopping tolerance to 10 −10 due to the stagnation of the residual error because of the ill-conditioning of the problem for Table 3 ). That is, the number of iterations is roughly independent of p but gradually increases as N increases for Algorithm 1. However, the number of iterations roughly remains a very low constant for Algorithm 3 due to the excellent preconditioning by the low accuracy FDS factorization. A comparison of Tables 2 and 7 also shows that the number of iterations is somewhat insensitive to the configuration of dislocations for the unpreconditioned linear system. Tables 9 to 11 list the timing results of the three algorithms for random distriDownloaded 03/16/17 to 128.235.28.143. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Table 7 The number of iterations of GMRES for Algorithm 1 versus p and N for random distributions of dislocations. butions of dislocations. We observe that Algorithm 1 behaves quite similarly to the case of dislocation arrays. Algorithm 2 becomes much slower due to the increase of the numerical rank in off-diagonal blocks. We would like to remark here that we use rskelf instead of hifie2 or hifie2x from [19] as the FDS simply due to the fact that rskelf is faster than hifie2 by about a factor of 2 for our problem for problem sizes which can be studied on a laptop due to memory and time constraints.
One should switch to hifie2 or hifie2x for better scaling results for larger scale problems. Nevertheless, Algorithm 3 is still much faster than Algorithms 1 and 2 and exhibits roughly optimal complexity, albeit slower than in the array case due to Downloaded 03/16/17 to 128.235.28.143. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php the increase of the numerical rank in off-diagonal blocks (it is clear that the exact asymptotic complexity of Algorithm 3 is determined by that of the FDS in [22] ). The timing results comparing the three algorithms with p = 8 are also plotted in Figure 7 .
7. Conclusions and discussions. We have constructed an SKIE formulation and developed numerical algorithms based on it for dislocation climb in two dimensions that enable large scale dislocation dynamics simulations. The numerical algorithms are spectrally accurate and require a nearly optimal number of discretization points for a given accuracy. We have compared three different algorithms for solving the resulting linear system. Among these three algorithms, we recommend Algorithm 3, which solves the preconditioned linear system via an FMM+GMRES iterative solver where the preconditioner is obtained by the low accuracy FDS factorization of A −1 in [19, 22] . This algorithm reduces the number of iterations to almost a very small constant regardless of the number of dislocations and their geometries in the system and achieves near optimal complexity as in [22] .
The SKIE formulation can be generalized to solve three-dimensional dislocation problems in a straightforward manner. A high order efficient numerical scheme can be developed based on that SKIE formulation using the FMM-accelerated QBX ("Quadrature by Expansion") scheme (see, e.g., [31] ), combined with FMM-based algorithms for evaluating the Peach-Koehlor force of dislocations in three dimensions (see, e.g., [1, 32, 36, 37] ). For three-dimensional problems, the conditioning seems to be better since the leading term in a multipole expansion is a constant instead of a logarithmic function (see, e.g., [7, 9] for similar problems). Finally, when the diffusion of vacancies is not that fast, one needs to solve the heat equation instead of the Laplace equation. Standard potential theory for the heat equation exists which leads to well-conditioned SKIE formulation. Efficient algorithms can be developed for evaluating the heat layer potentials and solving the associated time-dependent integral equations. These issues are currently under investigation, and the results will be reported at a later date. Downloaded 03/16/17 to 128.235.28.143. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
