This paper is devoted to the numerical analysis of a control constrained distributed optimal control problem subject to a time fractional diffusion equation with non-smooth initial data. The solutions of state and costate are decomposed into singular and regular parts, and some growth estimates are obtained for the singular parts. Following the variational discretization concept, a full discretization is applied to the corresponding state and co-state equations by using linear conforming finite element method in space and piecewise constant discontinuous Galerkin method in time. By the growth estimates, error estimates are derived with nonsmooth initial data. In particular, graded temporal grids are used to obtain the first-order temporal accuracy. Finally, numerical experiments are performed to verify the theoretical results.
Introduction
Let Ω ⊂ R d (d = 1, 2, 3) be a convex polytope, and assume that 0 < α < 1, −∞ < u * < u * < ∞, and 0 < ν, T < ∞. We consider the following distributed optimal control problem: min u∈U ad y∈L 2 (0,T ;L 2 (Ω)) J(y, u) = 1 2 y − y d 2 L 2 (0,T ;L 2 (Ω)) + ν 2 u 2 L 2 (0,T ;L 2 (Ω)) ,
subject to the state equation
Here, ∆ is the realization of the Laplace operator with homogeneous Dirichlet boundary condition in L 2 (Ω), D α 0+ is the Riemann-Liouville fractional differential operator of order α, y 0 ∈ L 2 (Ω) and y d ∈ L 2 (0, T ; L 2 (Ω)) are given, and U ad := v ∈ L 2 (0, T ; L 2 (Ω)) : u * v u * a.e. in Ω × (0, T ) .
The optimal control problem (1) subject to an elliptic or heat equation is a classic problem, which has been thoroughly studied both in theoretical and numerical aspects; see, e.g. [9, 20, 38] for theoretical analysis and [4, 7, 15, 18, 21, 40, 41] for finite element analysis. In general, there are mainly two discretization concepts for this problem: direct and variational discretizations. The difference between these two concepts is that in the variational discretization, discretized by the L 2 projection of the discrete co-state into the admissible set U ad . Since the control may has singularity near the boundary of active set, the variational discretization is easier to obtain high accuracy than the direct discretization. However, it should be pointed out that the resultant discrete system of variational discretization is generally more difficult to solve [10, 33] .
The state equation (2) is a fractional diffusion equation, which is used to model some physic processes like subdiffusion [3, 26] and water movement in soils [35, 39] . There are numerous numerical methods to solve this equation, including finite difference methods [11, 23, 44] , spectral methods [19, 36, 42] , and finite element methods [17, 28, 29] and so on.
In recent years, fractional optimal control problems have attracted more and more attention [1, 2, 46, 22, 43] . For problem (1) , Zhou and Gong [45] employed the conforming linear finite element method and L1 scheme for spatial and temporal discretizations, respectively, and they obtained optimal convergence results for the spatially semi-discrete approximation. Using the conforming linear finite element method in space and the L1 scheme/backward Euler convolution quadrature in time, Jin et al. [14] gave the first numerical analysis of the fully discrete scheme with y 0 = 0, which is nearly optimal with respect to the regularity. It should be mentioned that Gunzburger and Wang [8] have also obtained a nearly optimal convergence result for a fully discrete finite element approximation for problem (1) with a variant state equation:
     y ′ − D 1−α 0+ ∆y = u, in (0, T ] × Ω, y = 0, on (0, T ] × ∂Ω, y(0) = 0, on Ω.
We note that all these above works [8, 14, 45] focus on the case y 0 = 0, and their analyses are based on uniform or quasi-uniform temporal grids. However, the situation will be quite subtle when considering nonvanishing y 0 . In fact, the nonvanishing initial value may cause essential singularities (cf. Theorem 3.3), which can not be handled well by uniform or quasi-uniform temporal grids. We also note that the non-vanishing y d (T ) can also cause singularities, and that all these singularities can be dealt with by using special graded temporal grids.
In this paper, for a full discretization using linear conforming finite element method in space and piecewise constant discontinuous Galerkin method in time, we provide a first numerical analysis of problem (1) with nonvanishing y 0 . Moreover, for the case with y 0 ∈Ḣ 2r (Ω) with 0 < r < min{ 1 2 , 1−α α } and y d ∈ H 1 (0, T ; L 2 (Ω)), we can decompose both the state y and co-state p into two parts:
with the regularity estimates
where
and C is a generic positive constant depending only on α, r, ν, u * , u * , y 0 , y d , T , and Ω. By the above estimates, we obtain first-order temporal accuracy and min{2, 1/α + 2r}-order spatial accuracy in graded temporal grids. The rest of this paper is organized as follows. Section 2 introduces several Sobolev spaces and the Riemann-Liouville fractional calculus operators. Section 3 investigates the regularity of problem (1) . Section 4 establishes the convergence analysis for the discontinuous Galerkin method. Finally, Section 5 provides several numerical experiments to confirm the theoretical results.
Preliminaries
In this paper, we introduce the following conventions: if D ⊂ R l (l = 1, 2, 3, 4) is Lebesgue measurable, then v, w D := D v · w for scaler or vector valued functions v and w, and if X is a Banach space, the ·, · X means the duality pairing between X (the dual space of X) and X; the notation C × means a positive constant depending only on its subscript(s), and its value may differ at each occurrence; We also use C to denote the generic positive constant depending only on α, r, ν, u * , u * , y 0 , y d , T and Ω, unless otherwise specified.
Sobolev Space. Assume that −∞ < a < b < ∞ and X is a Hilbert space. For each m ∈ N and 1 q ∞, define
where W m,q (a, b; X) is the usual vector valued Sobolev space and v (k) is the k-th weak derivative of v. We equip the above two spaces with the norms
respectively. For any m ∈ N >0 and 0 < θ < 1, define
where (·, ·) θ,q denotes the real interpolation method [37] . In addition, for q = 2 and 0 β < ∞, we use H β (a, b; X), 0 H β (a, b; X) and 0 H β (a, b; X) to denote W β,q (a, b; X), 0 W β,q (a, b; X) and 0 W β,q (a, b; X), respectively. We also need the following space
with equivalent norms.
Let ∆ be the realization of the Laplace operator with homogeneous Dirichlet boundary condition in L 2 (Ω). For any −∞ < β < ∞, definė (Ω) with equivalent norms, and for 1 < r < 2, the spaceḢ r (Ω) is continuously embedded into H r (Ω).
Fractional calculus operators. For
for all v ∈ L 1 (0, T ; X), where Γ(·) is the gamma function. In addition, let D 0 0+ and D 0 T − be the identity operator on L 1 (0, T ; X). For 0 < γ 1, define
for all v ∈ L 1 (0, T ; X), where D is the first-order differential operator in the distribution sense.
Regularity
Let L := D α 0+ −∆ and L * := D α T − −∆. For any g ∈ L q (0, T ; L 2 (Ω)) with 1 < q < ∞, define Sg (cf. Appendix A) such that LSg = g. We summarize several properties of S as follows (cf. Appendix A):
Symmetrically, for any g ∈ L q (0, T ; L 2 (Ω)) with 1 < q < ∞, define S * g such that L * S * g = g. We summarize several properties of S * as follows:
• for any g ∈ 0 W β,q (0, T ; L 2 (Ω)) with β ∈ (0, 2] \ {1 − α, 2 − α} and 1 < q < ∞, S * g 0 W α+β,q (0,T ;L 2 (Ω)) + S * g 0 W β,q (0,T ;Ḣ 2 (Ω)) C α,β,q g 0 W β,q (0,T ;L 2 (Ω)) ; (5)
• for any g ∈ 0 H β (0, T ; L 2 (Ω)) with 0 β < ∞, S * g 0 H α+β (0,T ;L 2 (Ω)) + S * g 0 H β (0,T ;Ḣ 2 (Ω)) C α,β g 0 H β (0,T ;L 2 (Ω)) .
Assuming that y 0 ∈ L 2 (Ω) and y d ∈ L 2 (0, T ; L 2 (Ω)), we call u ∈ U ad a weak solution to problem (1) if u solves the minimization problem min u∈U ad
A routine argument gives the following theorem (cf. [45] ).
Theorem 3.1. Problem (1) admits a unique weak solution u ∈ U ad , and
In the rest of this paper, we use u to denote the weak solution of problem (1) and use y := S(u + D α 0+ y 0 ) and p := S * y − y d to denote the corresponding state and co-state, respectively.
For any x > 0, define
The main task of this section is to prove the following two theorems. For ease of presentation, we assume that
The results can be easily extended for other case.
and
where we recall that C is a positive constant depending only on α, r, ν, u * , u * , y 0 , y d , T and Ω.
Theorem 3.3. Assume that y 0 ∈Ḣ 2r (Ω) and y d ∈ H 1 (0, T ; L 2 (Ω)). There exist decompositions
and y 2 , p 2 ∈ C 1 ((0, T );Ḣ 1 (Ω)).
Moreover,
Proofs of Theorems 3.2 and 3.3
Throughout this subsection, let y 0 ∈Ḣ 2r (Ω) and y d ∈ H 1 (0, T ; L 2 (Ω)). For any g ∈ L q (0, T ; L 2 (Ω)) with q > 1/α, we have that [13] (Sg
where, for each 0 < s T ,
then Sg ∈ C 1 ((0, T );Ḣ 1 (Ω)) and, for any 0 < t < T ,
If
then S * g ∈ C 1 ((0, T );Ḣ 1 (Ω)) and, for any 0 < t < T ,
Here functions ω 1 and ω 2 are defined in (9) and (10), respectively.
Proof. By (13), (14) and Lemma 3.1, a straightforward computation gives
and it is easily verified that Sg ∈ C 1 ((0, T );Ḣ 1 (Ω)). Furthermore, by (14) and (17) and Lemma 3.1,
for all 0 < t < T . This proves estimates (15) and (16) . Since the rest of this lemma can be proved analogously, this completes the proof.
Applying [37, Lemma 28.1] yields the following interpolation result.
Proof. We only prove the case β < min{1 − 2α, 1 − α(r + 1)}, since the other cases can be proved analogously. In this proof, C denotes a generic positive constant depending only on α, β, r, ν, u * , u * , T and Ω, and its value may differ in different places. A straightforward computation gives (60)) and Su 0W α+β,q 0 (0,T ;L 2 (Ω)) C u 0W β,q 0 (0,T ;L 2 (Ω)) (by (3))
By (5) and the fact (α + β)q 0 < 1,
In addition, (18))
Finally, combining the above three estimates proves (19) and hence this lemma.
then there exists a decomposition
such that
for almost all 0 < t < T , where C is a positive constant depending only on α, r, ν, u * , u * , q, T and Ω.
Proof. A simple calculation gives
We have
C u 1 0W 1,q (0,T ;L 2 (Ω)) + y d H 1 (0,T ;L 2 (Ω)) (by (3)).
As 0 W 1+α,q (0,T ;L 2 (Ω)) is continuously embedded into 0 W 1,q+α/(1−α) (0,T ;L 2 (Ω)), it follows that
Therefore, by the fact that
Ct αr−1 y 0 Ḣ2r (Ω) (by (60)), a straightforward calculation yields, by Lemma 3.2 and (58), that
for all 0 < t < T . Finally, letting
by (18) and (23) we obtain
which proves (20) . Furthermore, (21) follows from (24) and (26), and (22) follows from (25) and (27). This completes the proof. (4) and (11) we have
and by Lemma A.3, (12), and Lemma 3.2 we have that y 2 ∈ C 1 ((0, T );Ḣ 1 (Ω)) and
Hence, y = y 1 + y 2 is the desired decomposition in Theorem 3.3. Since the rest of this theorem can be proved analogously, this concludes the proof.
Discretization
Assume that M ∈ N >1 and 1 σ 1 , σ 2 , σ 3 , σ 4 < ∞. For m = 1, 2, let
Define τ := max{t m j − t m j−1 : 1 j 2M, m = 1, 2}. Let K h be a conventional conforming and shape-regular triangulation of Ω consisting of d-simplexes with mesh size h. Then space-time finite element spaces are defined by
where P 1 (K) is the set of all linear functions defined on K.
with norm · W := · H α/2 (0,T ;L 2 (Ω)) + · L 2 (0,T ;Ḣ 1 (Ω)) .
For any v ∈ W and w ∈ W * ,
Then, for any g ∈ L 1 (0, T ; L 2 (Ω)), define S h,τ g ∈ W 1 h,τ by that
and define S * h,τ g ∈ W 2 h,τ by that
where we recall that L = D α 0+ −∆ and L * = D α T − −∆. By Lemma 2.1 and Lax-Milgram theorem, the above two operators are welldefined and S h,τ g W + S * h,τ g W g L 1 (0,T ;L 2 (Ω)) .
In above and what follows, we use a b to denote a Cb, where C is a positive constant independent of h and τ .
Remark 4.1. For any g ∈ L 2 (0, T ; L 2 (Ω)), it holds that (cf. [17] )
Remark 4.2. We note that above discontinuous discretization is identical to the L1 scheme in case of uniform temporal grids (cf. [12, Remark 4.1]), and it reduces to the backward Euler method when α = 1.
Similar to the continuous case, there exists a numerical solution U ∈ U ad such that
Recall that u, y and p are control, state and co-state respectively. We use Y := S h,τ (U + D α 0+ y 0 ) and P := S * h,τ (Y − y d ) to denote the discrete state and co-state respectively. 
where Q U ad is the L 2 projection onto the admissible set U ad . That is the key point of variational discretization concept (cf. [9] ).
For ease of presentation, we assume that y 0 ∈Ḣ 2r (Ω) with 0 < r <
unless otherwise specified. The results can be easily extended for other cases. Define
The main task of this section is to prove the following two theorems. 
Proofs of Theorems and 4.2
For any v ∈ L 1 (0, T ; L 2 (Ω)) and m = 1, 2, define Q m τ v ∈ L ∞ (0, T ; L 2 (Ω)) by that
Lemma 4.1. If y 0 ∈Ḣ 2r (Ω) and y d ∈ H 1 (0, T ; L 2 (Ω)), then
For convenience, we use t j to abbreviate t 1 j for 0 j 2M , and use τ j to abbreviate t 1 j − t 1 j−1 for 1 j 2M . We only prove
for the case 0 < α < 1/4, since other cases follow similarly. Let y = y 1 + y 2 be the decomposition in Theorem 3.3 such that y 1 0H 1+α (0,T ;L 2 (Ω)) + y 1 0 H 1 (0,T ;Ḣ 2 (Ω) 1,
Without loss of generality, we assume
Letting g := (I − Q 1 τ )y 2 , by [37, Lemma 16.3], a simple calculation yields g H α/2 (T /2,T ;L 2 (Ω)) I 1 + I 2 + I 3 + I 4 ,
|s − t| 1+α ds dt,
By (37) , a routine calculation yields
By (37), a routine calculation yields 
From (34) , it holds that
Together, (34) and all above inequalities indicate that
Finally, using (36) and (38) to prove (35) , which completes the proof.
Let Y := S h,τ (u + D α 0+ y 0 ) and P := S * h,τ (y − y d ).
Lemma 4.2. If y 0 ∈Ḣ 2r (Ω) and y d ∈ H 1 (0, T ; L 2 (Ω)), then
Proof. By (29) and (30), a routine argument yields
Therefore, by Lemma 2.1 and Young's inequality, it follows that
Owing to (31) and (32) , it holds that
For the sufficiently small τ , the above two inequalities imply that
Finally, by (40) , (8) and (33) we have
which completes the proof.
Finally, we are in a position to prove Theorems 4.1 and 4.2.
Proof of Theorem 4.1. A energy argument [17, Section 4] yields
where Q h is the standard L 2 -projection operator onto V h . Hence, by (4), (6) Finally, Theorem 4.1 follows from the above two estimates and Lemma 4.2.
Proof of Theorem 4.2. Following the proof of Theorem 4.1, we only need to show
To this end, by Theorem 3.3, a variant proof of Lemma 4.1 gives
τ )y H α/2 (0,T ;L 2 (Ω)) + (I − Q 2 τ )p H α/2 (0,T ;L 2 (Ω)) M −(2αr+1)/2 .
By above two inequalities, we have (41) , and hence conclude the proof.
Numerical results
This section provides three numerical experiments to verify the theoretical results. We use uniform grids for the spatial discretization and employ a fixed point method [9] to solve the discrete system. The convergent condition is that the difference of control (in l 2 norm) between two step is less than 1e-13. We use the following setting: Hence, y 0 ∈Ḣ 2r (Ω) with r slightly greater than 1/2. Let U m,n be the numerical solution of (33) with the mesh parameters M = 2 m , h = 2 −n and σ i = 1 (1 i 4), and let Y m,n : = S h,τ (U m,n + D α 0+ y 0 ), P m,n : = S * h,τ (S h,τ (U m,n + D α 0+ y 0 ) − y d ).
Let U m,n , Y m,n and P m,n be analogously defined except that
Throughout this section, · L 2 (0,T ;L 2 (Ω)) is abbreviated to · for convenience. Experiment 1. This experiment verifies the spatial accuracy in two cases. The first case is an unconstrained problem with u * = −2 and u * = 1, and the second case is a constrained problem with u * = −0.8 and u * = 1. The reference solutions are U 9,11 , Y 9,11 and P 9,11 . Tables 1 and 2 demonstrate that the accuracies are close to O(h 2 ), and this agrees well with Theorem 4.1. n Y 9,11 − Y 9,n P 9,11 − P 9,n U 9,11 − U 9,n α = 0. Table 1 : Convergence history with u * = −2 and u * = 1. n Y 9,11 − Y 9,n P 9,11 − P 9,n U 9,11 − U 9,n α = 0. 
A Regularity of a fractional diffusion equation
Regularity in interpolation spaces. We first introduce some interpolation space theory (cf. [24, Chapter 2, pp. 54-55]). Assume that (X, Y ) is an interpolation couple of complex Banach spaces. For any 0 < θ 1 < θ 2 < 1, 0 < θ < 1 and 1 q ∞,
with equivalent norms, where [·, ·] · and (·, ·) ·,· denote the interpolation spaces defined by the complex method and the real method, respectively. For each w ∈ [X, Y ] θ with 0 < θ < 1,
where K(t, w) := inf w=x+y,x∈X,y∈Y
If Y is continuously embedded into X, then
for any 0 < θ 1 < θ 2 < 1.
Lemma A.1. If 0 < r < s < 1 and 1 q < ∞, then
for all w ∈ [X, Y ] s , where C is a positive constant independent of w.
Proof.
A straightforward computation gives that
where C is a positive constant independent of w. This proves (46) and hence this lemma.
For m ∈ N >0 , 0 < θ < 1 and 1 q < ∞, define 0 H mθ,q (0, T ; X) := L q (0, T ; X), 0 W m,q (0, T ; X) θ , where X is a Hilbert space. We also use 0 H 0,q (0, T ; X) to denote the space L q (0, T ; X). For 0 < β < ∞ and 1 q < ∞, we have the following properties: if β ∈ N >0 then 0 H β,q (0, T ; X) = 0 W β,q (0, T ; X) with equivalent norms;
if q = 2 then (cf. [24, Corollary 4.37]) 0 H β,q (0, T ; X) = 0 W β,q (0, T ; X) with equivalent norms.
By [31, Theorem 4.5.15] , for any g ∈ 0 H β,q (0, T ; L 2 (Ω)) with 0 β < ∞ and 1 < q < ∞, there exists a unique Sg ∈ 0 H α+β,q (0, T ; L 2 (Ω)) 0 H β,q (0, T ;Ḣ 2 (Ω)) such that (D α 0+ −∆)Sg = g; moreover,
Sg 0H α+β,q (0,T ;L 2 (Ω)) + Sg 0 H β,q (0,T ;Ḣ 2 (Ω)) C α,β,q g 0H β,q (0,T ;L 2 (Ω)) . (49) Lemma A.2. Assume that 1 < q < ∞. If g ∈ L q (0, T ; L 2 (Ω)), then Sg 0W β,q (0,T ;L 2 (Ω)) C α,β,q g L q (0,T ;L 2 (Ω)) (50) for all 0 < β < α. If g ∈ 0 W β,q (0, T ; L 2 (Ω)) with 0 < β < ∞, then Sg 0W β,q (0,T ;Ḣ 2 (Ω)) C α,β,q g 0 W β,q (0,T ;L 2 (Ω)) .
If g ∈ 0 W β,q (0, T ; L 2 (Ω)) with 0 < β < ∞ and α + β ∈ N, then Sg 0W α+β,q (0,T ;L 2 (Ω)) C α,β,q g 0W β,q (0,T ;L 2 (Ω)) .
Proof. Estimate (50) for all w ∈ L q (0, T ; L 2 (Ω)) and that Sw 0H α+1,q (0,T ;L 2 (Ω)) C α,q w 0 W 1,q (0,T ;L 2 (Ω)) for all w ∈ 0 W 1,q (0, T ; L 2 (Ω)). Hence, applying real interpolation of type (β, q) yields, by (43) , that Sw 0W α+β,q (0,T ;L 2 (Ω)) C α,β,q w 0W β,q (0,T ;L 2 (Ω)) for all w ∈ 0 W β,q (0, T ; L 2 (Ω)). For 1 < β < ∞ and α + β ∈ N, (52) can be proved analogously. This completes the proof.
Remark A.1. In the above proof of (52), we have used the following wellknown result (cf. [24, Proposition 3.8]): if j, k, m, n ∈ N and 0 < r, s < 1 satisfy that j < k, m < n and (1 − r)j + rk = (1 − s)m + sn ∈ N, then 0 W j,q (0, T ; L 2 (Ω)), 0 W k,q (0, T ; L 2 (Ω)) r,q = 0 W m,q (0, T ; L 2 (Ω)), 0 W n,q (0, T ; L 2 (Ω)) s,q , with equivalent norms, where 1 q < ∞.
Regularity from Mittag-Leffler function. For any β, γ > 0, define the Mittag-Leffler function E β,γ by that
This function has a useful growth estimate [30] :
Moreover, the Mittag-Leffler function admits the asymptotic expansion (cf. [5, pp. 207] ):
A straightforward calculation gives that [34] , for any v ∈ L 2 (Ω),
for each 0 t T . By properties of Mittag-Leffler function and [25, Lemma 3.4], a straightforward calculation yields the following two lemmas (We refer reader [27] for some details).
Lemma A.3. Assume that 0 < t < T and v ∈ L 2 (Ω). We have
Moreover, if v ∈Ḣ 2r (Ω) with 0 < r < 1 then
Ḣ1 (Ω)
Cαt αr−1 v Ḣ2r (Ω) . If 0 < α < 1/2, then S D α 0+ v L 2 (0,T ;Ḣ 2+2r (Ω)) C α,r,Ω,T v Ḣ2r (Ω) .
If α = 1/2, then, for any 0 < ǫ < 1, S D α 0+ v L 2 (0,T ;Ḣ 2+2r−ǫ (Ω)) C α,r,Ω,T ǫ −1/2 v Ḣ2r (Ω) .
If 1/2 < α < 1, then S D α 0+ v L 2 (0,T ;Ḣ 2r+1/α (Ω)) C α,r,Ω,T v Ḣ2r (Ω) .
