In this work we give new density estimators by averaging classical density estimators such as the histogram, the frequency polygon and the kernel density estimators obtained over different bootstrap samples of the original data. We prove the L 2 -consistency of these new estimators and compare them to several similar approaches by simulations. Based on them, we give also a way to construct non parametric pointwise confidence intervals for the target density. keywords: density estimation aggregation bagging histogram polygon frequency kernel density estimator.
Introduction
Ubiquitous in data analysis, density estimation techniques are certainly the most used unsupervised learning technique on low dimension. Whether for studying asymmetry, normality, residual diagnostic or bump hunting among others, one usually relies on a visual inspection of a plot of the density to take a primary decision, mostly in one or two dimensions.
The general aim is to gather basic information about the unobserved data generation mechanism out of a sample of n observations say x 1 , . . . , x n . One usually supposes that the observations are realizations of a random variable X that admits a probability density function f (i.e. f is non negative and integrates 1). Then, the learning task is to estimate f as accurately as possible. First, by obtaining a point wise estimatef (x) of f (x) for all x ∈ R d , and second, by assessing the uncertainty of the point wise estimate through the construction of a confidence interval for f . Of course both problems implies different difficulties and involves specific techniques. In what follows, we focus on nonparametric approaches for the first objective and give a possible way to construct a pointwise confidence interval for the true density. In particular we center our attention on three classes of base or individual estimators for the density: histograms, frequency polygons and the kernel density estimator. We postpone the formal definition up to the next section but we provide a discussion guided by intuitive descriptions here.
Histograms are undoubtedly the most popular construction for density estimation. They rely on the best constant-wise approximation of f given by the data using a binning argument. The power of this simple construction combined with the ease of its interpretation makes them accessible to non technical users. Besides, theoretical properties can be derived showing that histograms are consistent estimators. Some of the lacks of the histograms are inherent to the constant level for at each partition, on one hand their discontinuities and on the other hand they have null derivative everywhere. Frequency polygons are constructed on top of histograms (and so take profit of the binning advantages) providing a linear piecewise estimator. Although the added regularity was once pointed out as a flaw (see [8] ) it is now well known that it increases the quality of the estimator. Theoretically this is shown by a faster rate of convergence (cf. section 2). Further regularity can be gained using kernel density estimators. Essentially one first picks a kernel function with the desired degree of regularity for the final estimate. Then, the empirical measure is convolved to produce the kernel density estimation of f . It has been proved in [17] that the rates of convergence of the frequency polygon are similar to the kernel density estimator.All the three approaches are exhaustively studied both from on practice and theory as individual estimators and a general reference for the subject is [18] . However, a reasonable question is to ask whether further improvement can be achieved from these construction by means of aggregation schemes.
Ensemble learning or aggregation methods are increasingly used in the supervised framework: these methods combine intermediate predictors to obtain an aggregated model with the aim to obtain a better estimator. Bagging [4] (Bootstrap and AGGregatING), Boosting [9] , Stacking [23] , and Random Forests [5] have been broadly studied in the case of classification (principally binary classification) or regression from the theoretical viewpoint and have very high performances when tested over tens of various datasets selected from the machine learning benchmark. Several extensions are still under study: multivariate regression, multiclass classification, and adaptation to functional data or time series. Very few developments exist for ensemble learning for unsupervised techniques such as clustering analysis and density estimation. Only on few works several authors look at the adaptation of the aggregation procedure to estimate a density under somehow restrictive conditions. One of the first is the mean of the most simplest density estimator, the histograms, each one constructed over several different deterministic grids in Average Shifted Histograms, ASH [16] . With a combination of several kernel density estimators with different bandwidths, often in a normal context, and varying the form of the aggregation we can cite [13] , [10] , [21] , [15] , [20] and [14] .
Another kind of aggregation can be obtained by introducing randomness in the individual estimators. In [1] the authors include randomness in the construction of the intermediate histograms using then different aggregation schemes: AggregHist, using simple aggregation, BagHist using Bagging or StackHist using Stacking. Mathematically well sound, these approaches were explored thorough empirical simulation without theoretical framework. The Random Average Shifted Histogram, RASH [2] is constructed as the mean average of different histograms, each one constructed over a random translated grid of the initial breakpoints of the initial histogram. RASH is show to be consistent and perform well in comparison to the precedent aggregation schemes.
In this work, we explore the contribution of Bagging to the density estimation task (like for BagHist) where the intermediate estimators are either histograms, frequency polygons or kernel density estimators. This article is organized as follow. Section 2 introduces notation and reviews the framework context we need about density estimators. In Section 3 we present our three methods: BagHist, BagFP and BagKDE and establish a theoretical result about their consistency. The results of comprehensive simulations are the object of Section 4. For this, we use several target densities available on literature to evaluate the performance of our estimators and comparing them to classical density estimators. We also explore the construction of pointwise confidence intervals as an approximation of a confidence band using the bootstrap procedure. The work concludes with a discussion in Section 5.
Some density estimators
We look at the principal results using different density estimators. While for the histogram and the kernel density estimator these results are quite popular we give some detail in order to fix notation. For a detailed exposition see [18] .
In all cases, the starting point is an independent and identically distributed sample x 1 , . . . , x n of a real random variable with density f .
• Histogram. Let B j = [jh, (j + 1)h] be a set of intervals defined over the support of f , and h → 0 as n → +∞.
The ordinary histogram is defined as:
where ν j ∼ Bin(n, p j ), with p j = B j f (t)dt, is the number of observations of the sample that fall in bin B j . If x ∈ B j , we have that:
for some ξ j ∈ B j . For a x ∈ B j a fixed point, when h → 0, n → ∞ and nh → ∞, we get the classical properties for the histogram:
and, moreover, if f is locally Lipschitz the histogram is mean square consistent, i.e MSE f h n (x) = Bias 2 f h n (x) + Var f h n (x) → 0. It is widely used in many fields, because of its computational simplicity. The histogram depends on two parameters: the bin width h and an origin x 0 to fix the grid. There is a huge literature that proposes several optimal choices for h using different criteria. If we suppose that the underlying density f is Gaussian, it can be shown (see [19] ) that an optimal choice for h is of order n −1/3 . With this value the histogram has a rate of convergence of order n −2/3 with respect to the Mean Integrated Squared Error (MISE).
• Frequency Polygon. Frequency polygons are constructed on top of histograms connecting with straight lines the midpoint of two consecutive bin values. The expression of the frequency polygon for an
The frequency polygon was deeply studied in [17] . With respect to the histogram, it presents the the advantages of being continuous and smooth. Under weak conditions, an optimal choice for h is of order n −1/5 and it achieves a rate of convergence of order order n −4/5 with respect to the MISE ( [17] ).
• Kernel Density Estimators. A Kernel Density Estimator, KDE, is a function defined byf
for all x ∈ R where K is a kernel function, i.e a non-negative, symmetric and unimodal function such that K(u) du = 1. Parameter h is called the bandwidth of the estimatorf kde n , who inherits all the mathematical properties of K. The function K indicates the weight that observation x i has in the estimation of x: observations close to x are weighted more important. It can be shown that
When h → 0 and nh → ∞, we get the classical properties as for the histogram:
As for the histogram, if h is large the variance decreases but the bias is large. On the other hand, if h is small, the bias is small but the variance is large. The optimal rate of convergence of KDE is of order n −4/5 as for the frequency polygon.
Bagging of estimators
The bootstrap method was introduced in [6] and have the purpose of doing statistical inference using resamples of the original set of data. More precisely, if we have a data set L = {x 1 , x 2 , . . . , x n } with distribution F , the non parametric bootstrap procedure consists to draw, with replacement, a new sample L * = {x * 1 , x * 2 , . . . , x * n } from L of the same size. Then, the sample L * has a distribution F n , the empirical distribution of L. The main idea is that the sample L * is to the original sample L what the sample L is to the population, so the method treats the empirical of a distribution of sample data as the true distribution.
Reiterating this procedure several times and obtaining many bootstrap samples is a cornerstone to the construction of several bootstrap based approaches.
The bootstrap has three big applications: bias correction, construction of confidence interval and hypothesis testing [7] .
However, the use of bootstrap in nonparametric density estimation requires some caution, particularly concerning the bias of the estimators. In our setting, let f be a nonparametric density estimator for f obtained from the sample L.
Now we draw a bootstrap sample L * of L.
In the case of the kernel density estimator, the estimation over L * is without bias,
This simple results holds also for the histogram and for the frequency polygon too (see demonstration of theorem 1), that is E( f * (x)|L) = f . The fact is treated in [11] in this terms: "far from accurately estimating the substantial bias of f , the bootstrap sets the bias of this kind of density estimator equal to zero". In supervised learning, the main application of bootstrap is definitely the Bagging. It is a parallel aggregation method of individual entities that at each step b draw a bootstrap sample L * b of the original sample L and compute an estimator (a classifier in classification or a predictor in regression) over L * b . For an input x, the output of the Bagging method is the average in regression or the majority rule in classification of the intermediate estimators at x. We follow this aggregation strategy to construct new density estimators of a density function f . Our procedures run as follows (Figure 1 ):
Let L = {x 1 , . . . , x n } be a sample with unknown distribution F admitting a density f . Also, considerer f n a density estimator evaluated in L. For b ∈ 1, . . . , B:
2. constructf * b the density estimator obtained over this bootstrap sample. In particular the bandwidth h is calculated over L * 
L 2 consistency of the Bagging of estimators
Here we prove L 2 consistency, for three estimators BagHist, BagFP and BagKDE which correspond to bagging of histograms, bagging of polygon frequencies and bagging of kernel density estimators proving that, since h → 0, n → +∞ and nh → +∞, for all x in bin B j (in case of histogram or frequency polygon) or for all x ∈ R (in case of kernel density estimator):
Theorem 1 BagHist, BagFP and BagKDE are L 2 -consistent.
Proof 1 We will give a global proof, inspired by [11] and [18] to encompass the different methods, because the demonstration for all these estimators follows the same steps. We have to compute:
(2) and to calculate the variance we use the decomposition
Without loss of generality, in some calculation for histogram or frequency polygon, and with the aim to simplify notations, we will assume that x ∈ B 0 .
(1)
and if f is locally Lipschitz
and, if f has second derivative, if x ∈ B 0 :
• BagKDE. For BagKDE we have:
and this is well known that
(2) For variance we use the well known formula defined above.
• BagHist.
(A) Because of the independence and identical distribution of the bootstrap samples, if x ∈ B 0 :
where p * 0 is equal to ν 0 n . Taking expectation over L we have
2 which tends to 0 as n → ∞, nh → ∞ and h → 0.
(A) Because of the independence and identical distribution of the bootstrap samples:
, then taking expectation:
In the same way E(Var(f * 1 )) → 0. As Cov(f * 0 ,f * 1 ) = −np * 0 p * 1 n 2 h 2 , then taking expectation we have:
We recall from [18] pag. 103 that
Then if nh → ∞ and n → +∞:
and therefore Var f * b (x)|L ≤ (a) + (b). Taking expectation: 
Experiments
We describe in this section a series of numerical experiments aiming to show the practical performance of the bagged versions of the classical density estimators. First, we obtain a numerical estimate of the MISE on simulated data sets created following baseline densities. The impact of the aggregation is analyzed. We also use the bootstrapped version of the density estimators to construct a confidence interval for it and study its performance.
Simulations
Among the numerous possibilities of univariate densities, we choose eight simulation models partially following the work of [2] . This choice presents a different degree of difficulty related to the number of modes, asymmetry, tail behavior and regularity. We denote them by M1 to M8. Their definition is the object of Table 1 and Figure 2 shows a graphical display of the densities. The notation N (µ, σ 2 ) is used to refer to a normal distribution At each replication we draw two datasets following each density. The first one is used for estimation purposes while the second one is left-out for evaluation (either MISE or empirical covering). All the simulations are done with the R software ([? ]). 
Quality of the estimation
We compare density estimators of different nature. On one hand side we use three individual estimators: histograms (H), frequency polygons (FP) and kernel density estimators (KDE), on the other hand, their bagged versions, respectively BagHist, BagFP and BagKDE. Also we include the RASH estimator. We use cross validation to calibrate the bandwidth h at each step of all the intermediate estimation methods. An alternative would be to use maximum likelihood as in [2] . In our framework cross validation has, in general, a better computation behavior. Also it is more general and may be used for example with dependent data as in time series. Let us comment these plots. First, the adjusted lines are of relative good quality since the points corresponding to each combination density-estimator are almost aligned. Remember that each point is the mean average of M = 100 replicates and so the inner replicate variability is reduced even for a few points determining each line. However, in some few cases the quality of the fit is quite poor. Now, for each panel most of the adjusted lines are almost parallels which means the methods share a similar convergence behavior. Comparing the four simple densities (leftmost panels) and the four mixtures (rightmost panels) a difference in the behaviour seems to appear, at least if one looks at some bagged version as for instance the BagFP. Second, if one compares each individual estimator (H, FP and KDE) with their bagged versions, the latter success to reduce the MISE in most of the situations. An important exception if BagHist which produces almost always worst results than the intermediate estimator, i.e. the histogram. However, the asymptotic behaviour is such that with large sample sizes it is able to catch the quality of the histogram and even overwhelm it on the four mixtures. On regular targets, KDE (or at least its bagged version) shows a very competitive performance. However, in presence of multi-modality they loss relative competitiveness with large sample sizes. The fact that the results are not entirely satisfactory for the bagged version of KDE may be because KDE it is already a good and stable density estimator (more stable in any case than histogram) and, according with [4] , bagging kernel density estimators may be degrade the performance of this stable procedure.
Reduction of MISE due to aggregation
We concentrate now on aggregating methods. A natural matter to look at is the quality of the aggregation as the number of bootstrap samples increases. For this, we examine the MISE of the bagged versions for a range of increasing bootstrap samples. We replicate M = 100 times each combination of density simulation to construct the different curves. The result of experiments are presented in Figure 4 in a log-log scale with n = 500 observations.
Globally we observe that MISE decreases monotonically with increasing values of B until some point between 20 and 50 bootstrap samples after which more samples does not produce further enhancement. Figure 4 : MISE error vs number of aggregates, n=500, M=100, B=200 in log-log scale.
Variability bands
A natural by-product of bootstrap samples is the construction of confidence bands. For some level α, one wants to estimate the quantitiesl n (x) andû n (x) that verify
that is, the quantities are the borders of an interval that covers at the true density f (x) at some confidence level (1 − α) × 100%. We tackle here its construction for the density estimator. Generally, a confidence band for f is centered over an estimatorf n of f and has the formf n (x) ± cσ n (x) for all x, with c > 0. However, since nonparametric density estimators are biased, the usual construction does not yields on a really a confidence band for f . Indeed, for a fixed x, due to the bias E f n (x) − f (x), it is not easy to derive a confidence interval using the pivotal quantityf
σ(x) In Figure 5 we show the different constructions generated by these methods for a standard normal target. Each panel correspond to one of the three intermediate density estimators (Histogram, frequency polygons and KDE). At each time, the bootstraped construction for the confidence interval is represented. For the histogram and KDE we also draw the constructions detailed above. The confidence interval for the histogram succeeds to cover the true density but produces an arguably too large band. For KDE the confidence for the intermediate estimator is very good, and the one obtained by bootstrap sampling presents a relatively high variability.
We compare the alternative constructions of the confidence band using two metrics. The aim is to obtain the narrowest band that warranties a given nominal coverage. For this, we consider the empirical coverage of the bands and its mean width. Let us call l n (t i ) andû n (t i ) the lower and upper bounds of the confidence bands, evaluated at points t i , i = 1, 2, . . . , N . Then, we call the empirical mean coverage of the target f (x) the quantity 1 N û n (t i ) −l n (t i ) .
In this experiment we set the confidence level at 95% to construct the variability bands. We give as reference the variability band constructed through the kernel density estimator as explained before (we denote this method as KDE-sm). The construction for the individual histograms produces too larges bands which always cover the true density. For this reason they are not presented in Table 2 .
In general, the bands cover reasonably well the simplest densities (on the top rows) having more difficulties with the more exotic density models (on the bottom rows). Particularly, the last three densities in the table are too difficult targets producing very low empirical coverings. If we look at the methods, the construction using bootstraped histograms is the best one among the boostrap based ones, and give a fair competitor to KDE-sm.
Coverage
Mean Table 2 : Mean empirical coverage and mean interval widths for the densities and estimators considered.
Conclusions
In this work we present three univariate density estimators obtained by aggregation such as in Bagging. For each method, the intermediate estimators are histograms, frequency polygons or kernel density estimators. We prove the L 2 consistency of the three estimators and do several simulations over densities with different characteristics. Also, we bring a way to compute a kind of confidence band, which is more close to a point wise variability band in the sense that the authors who studied on this subject give. This construction needs a deeper study to be able to draw more conclusive conclusions about it. Another clue for future work is to investigate the natural extension of considering the bagged construction over multivariate densities.
