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On Complete Set of Solutions for Polynomial Matrix Equations 
L. J~DAR, E. NAVARRO 
Department of Applied Mathematics, Polytechnical University of Valencia 
Abstract. In this paper we introduce the concept of co-solution of a polynomial matrix equation 
which permits us to obtain necessary and suthcient conditions so that a set of solutions be a 
complete set. 
1. INTRODUCTION 
In a recent paper [4] the general solution of the matrix differential equation 
Xcp) + Ap_lX(p-‘) + . . . + AoX = 0 (1-l) 
where Ai, for 0 _< i s p - 1, is a square complex matrix, element of CnXn, is obtained in 
terms of a complete set of solutions of the corresponding algebraic equation 
Xp + A,_1 Xp-' + . . . + A,, = 0 (1.2) 
but in [4] no satisfactory condition for obtaining such complete systems is provided. In this 
paper we propose a method for solving equation (1.2) and a characterization of complete 
set of solutions is given. Also, a more general sufficient condition than the one presented in 
[4] for obtaining a complete set of solutions is shown. Finally, a closed form expression for 
the general solution of equation (l.l), without increasing the dimension of the problem and 
even when a complete set of solutions for (1.2) is not available, is given. 
2. ON COMPLETE SET OF SOLUTIONS 
We begin this section with the definition of cosolution of equation (1.2). 
Definition 2.1. Let X,T, be matrices in CnXn, we say that the pair (X, T) is a co-solution 
of equation (1.2), if X # 0 and 
XT?’ + A,-1 XTP-' + . . . + AoX = 0 
Example 1: Let I be the identity matrix in &,,, then (I,B) is a co-solution of (1.2), if 
and only if, B is a solution of (1.2). 
Example 2: Let (X,T) be a co-solution of (1.2) and let H be an invertible matrix in 
c ?lXll, then (XH-‘, HTH-‘) is also a co-solution of (1.2). 
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THEOREM 1. Let CL be the companion matrix associated to equation (1.2) and let us 
suppose that CL is similar to a block diagonal matrix D = Diag(TI, . . ..Tk) where Tj E 
Chjxhjr 1 I j 5 6, and T, E C,X, for some s with 1 < s < k. If A4 = (.Uij), with 
Mij E &xhj, 1 5 i 5 p, 1 5 j < k, A4 is invertible and 
M[Diag(Tl, . . . . Tk)] = CL.\~ (2.1) 
then (Ml,, T3) is a co-solution of (1.2). Furthermore, if Ml, is invertible, then X = :\f~,MIJ’ 
is a solution of (1.2). 
Proof: From (2.1) it follows that 
M,,T, = - 2 Ak_lMk, and MisTs = Mi+ls, for 15 i 5 p- 1 
k=l 
From (2.2) one gets 
(2r2) 
nfk$ = M1,TSk--‘, l_<hP (2.3) 
Considering (2.2),(2.3), it follows that Mi,v = - ci=i .qk_il\firT,k-l. Because of (2.3) 
and the invertibility of A{, the matrix M i5 is non zero and thus (JflJ,T,) is a co-solution 
of (1.2). From examples 1,2, and (2.3), if b1 is is invertible one gets that X = A1z,:U1:’ is a 
solution of (1.2). 
Remark: Last conclusion of th.1 may be regarded as an analogous result of the one 
obtained by Martensson in [5] for solving Riccati matrix equations. Also if T, is a diagonal 
matrix, the solution provided by th.1, coincides with the solutions presented in [2, p.491. 
We recall that given a set of p matrices Xi, 0 5 i 5 p - 1, the block Vandermonde matrix 
associated to this set, V = V(Xc, . . . . X,-l) is the matrix V = (Kj), such that Kj = Xjr:, 
for 1 s i, j < p. If V is invertible, then {Xi}::; is siad to be a complete set of solutions 
of (1.2), if Xi is a solution of (1.2), for 0 5 i < p- 1, and V is invertible. The following 
concept generalizes the one of complete set. 
Definition.2.2. Let (Xi,Z), 1 5 i _< p, be a set of co-solutions of (1.2). \\‘e say that 
this set is a complete set of co-solutions of (1.2), if the associated block matrix LV = (Wij), 
with Wij = Xiq-‘, for 1 _< i, j _< p, is invertible in Cnpxnp. Note that if Si E C,,,,,, 
for 1 5 i _< p, then {Si, 1 5 i 5 p} is a complete set of solutions of (1.2), if and only if, 
the set {(1,Si), 1 < i 5 p}, is a complete set of co-solutions of (1.2). Also, in this case, 
the Vandermonde matrix associated to {Si}, coincides with the matrix I%’ associated to 
{(I, Si)). 
THEOREM 2. Equation (1.2) admits a complete set of co-solutions, if and only if, the com- 
panion matrix CL is similar to a block-diagonal matrix D = [Diag(Ti), 1 5 i 5 p] where 
Ti E Cn,,. IfM = (Mij)lli,jgp is an invertible matrix, with n/r, E Cnx,,, 1 _< i, j 5 p and 
satisfies 
M[Diag(Ti), 1 < i < p] = CLM (2.4) 
then a complete set of co-solutions of equation (1.2) is given by the set {(M~j,Tj)} where 
15jIp. 
Proof: From th.1, it is clear that each pair (Mlj,Tj), for 1 5 j 5 p, is a co-solution of 
(1.2). In order to prove that {(M,j,Tj)} is a complete set of co-solutions note that from (2.3) 
one gets that matrix CY associated to (My, Tj) by def.2.2, coincides with izI. Conversely, if 
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{(XijTi), 1 5 i 5 PI, is a complete set of co-solutions then from def.2.2, the corresponding 
matrix W is invertible and an easy computation yields 
W[DiUg(Ti), 1 5 i 5 p] = CLW (2.5) 
Next corollary generalizes th.2 of [3, p.5241. 
COROLLARY 1. Equation (1.2) admits a complete set ofsolutions, if and only if’, CL satisfies 
the conditions of th.1 and MU is invertible for 1 5 j 5 p. In this case a complete set of 
solutions is given by Xj = Maj MG’ , for 1 5 j 5 p. 
Proof: From (2.4), the invertibility of bflj, for 1 2 j 5 p, and from th.1, it follows‘ 
that Xj = M?jM~j’, is a solution of (1.2), for 1 5 j 5 p. NOW, from the expression 
M = V(X0, . ..) xp-i)[~ia!7(~fli), 1 I i L PI, one concludes that {Xj , 1 5 j 5 p}, is a 
complete set of solutions. Conversely, if {Si}l<i<, is a complete set of solutions of (1.2), 
then {(I,Si)}l<;<,, is a complete set of co-solu%&s of (1.2), and from (2.5) it follows that 
V(SI, . . . . Sp)[Diai(Si), 1 2 i 5 p] = CLV(Sl, . ..jSp). 
COROLLARY 2. If CL is a diagonable matrix (with not necessarily different eigenvalues), 
the equation (1.2) admits a complete set of solutions. 
Proof: Let M = [TII~,...,~,~] b e an invertible matrix in CnpXnp such that CLM = 
M[Diag(Xi), 1 < i 5 np], and 
such that Vi is a right latent vector of L(r) = .zP + Ap_lzPml + . . . + Ao, corresponding to 
latent root Xi. AS M is invertible, from [l, lemma 4.31, there exists a permutation of the 
columns of M to a Q = [mjl, mj2, . . . . mj,,] = [Qij], such that 
&ii is invertible, for 1 5 i 5 p (2.7) 
Thus it follows that Q[Diag(xj,), 1 < i 5 np] = CLQ. Now, from (2.6), (2.7), it follows 
that &Ii is invertible for 1 < i 5 p. Hence and from corol.1, the result is established. 
Next result provides the general solution of the matrix differential equation (1.1) without 
increasing the dimension of the problem, and replacing in th.3 of [4], the existence hypothesis 
of a complete set of solutions, by the one of the existence of a complete set of co-solutions 
of (1.2). 
THEOREM 3. Let {(Xi,Ti), 1 5 i < p} be a complete set of co-solutions of equation (1.2), 
then the general solution of equation (1.1) is given by 
X(t) = 2 XiectT’)Di (2.8) 
i=l 
where Di, is an arbitrary matrix in gnX,,, for 1 _< i ,< p. If W is the block matrix associated 
to the set {(Xi,Ti), 1 < i < p}, by def.2.2, the only solution of (1.1) satisfying the Cauchy 
conditions X(j)(O) = Cj, for 0 5 j 2 p - 1, is given by (2.8), where the matrices Dip for 
1 5 i 5 p, are uniquely determined by the expression 
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Dl CO 
[:I !I =w-’ : bP c’ P-1 
Proof: It is analogous to the proof of th.3 of [4]. 
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