Introduction
Prior to the crisis the dominant paradigm in macroeconomic modelling was the micro-founded 'New-Keynesian' DSGE model (described in many textbooks including the influential exposition of Woodford [2003] ). In its most basic form this combines price-stickiness with forward looking decision making by both households and firms. This provides a tractable framework for capturing the response of output and inflation to both demand and supply shocks and explaining intuitively the transmission of monetary policy (with monetary policy characterized as a choice over rules for current and future interest rates).
DSGE models have proved to be remarkably adaptable, being easily extended in many ways, most commonly by incorporating the so called 'financial accelerator', a premium on the cost of external investment finance decreasing in firm net worth (Bernanke et al. [1999] ) and hence creating an extended dynamic response to shocks. DSGE models could also be fitted closely to macroeconomic data, successfully capturing macroeconomic fluctuations observed over several past decades (as demonstrated by Smets and Wouters [2005] ).
Despite these successes the crisis revealed fundamental weaknesses in this DSGE paradigm. DSGE models proved incapable of explaining the protracted decline in output and investment in the industrial countries following the crisis of 2008 (or similarly persistent declines following other previous financial crises as documented by Reinhart and Rogoff [2009] ). Contrary to widespread perception, DSGE models can be relatively easily extended to incorporate banks and bank balance sheets. 1 However, even with banking and other financial frictions, DSGE models, in their usual linearised form, fail to reproduce the sudden, substantial and long-lasting changes in asset prices, output or investment inherent in the periods of financial crises including that of 2008.
The objective of this chapter is to introduce an emerging literature, pursued since the financial crisis, employing non-linear continuous time specifications of economic dynamics to capture the possibility of marked and sometimes long lasting changes in financial asset prices and asset price volatility or in real economy aggregates such as output or investment. 2 Prominent contributions to this new literature include He and Krishnamurthy [2012] and Brunnermeier and Sannikov [2014b] . We aim to explain the methods used in this new literature and demonstrate how they can be applied to a range of different modelling problems. This is however not a complete review of the literature on macroeconomics with financial frictions (Brunnermeier et al. [2012] provides more extended review than we do, discussing a wider range of macroeconomic consequences of market incompleteness with extensive references to prior literature). Our aim is more limited, providing a fairly full discussion of what we perceive as some of the key contributions and describing both the economic intuition and technical solution methods that underpins their results.
This new approach to macroeconomic modelling is still very much in its infancy and the specifications employed in this generation of models are highly stylised. One way of describing this new literature is to say that it applies the tool of continuous-time modelling widely used for derivative and other asset pricing problem to a new class of macroeconomic general equilibrium problems. This though is a bit of an oversimplification -the standard financial applications of continuous time modelling beginning with Merton [1969, 1971] and Black and Scholes [1973] all assume complete markets. By contrast, the key underlying assumption of this new literature is market incompleteness -not all risks can be costlessly traded. The reasons for this market incompleteness are not typically however modelled. Instead, the focus is on the implications of market incompleteness for aggregate macrodynamics and in particular the macrodynamic role of balance sheet structure (the net worth and leverage of households, companies and financial intermediaries).
Market incompleteness can also be modelled in a discrete time setting, so why employ continuous time? The reason is that specifying the dynamics of the economy in continuous time, using diffusion processes governed by stochastic differential equations or sometimes jump processes, allows for a convenient description of the fully non-linear macrodynamics. The possible realisations of the economy are characterised by a set of differential equations 3 and the solution of these equations, subject to appropriate boundary conditions, yielding both the macroeconomic outcomes (as a function of state) and the probabilities of these outcomes occurring (that is, the 'ergodic' density or the probability density function of the state variable). Knowledge of the probability distribution of states then allows the analysis of the full macroeconomic dynamics. In the models reviewed in this chapter this approach is used to characterise both the impact and persistence of fundamental shocks and how this can reproduce some characteristic crisis features.
A key determining feature of the properties of this new generation of macroeconomic models is the magnitude of shocks relative to the balance sheet constraints that arise because of market incompleteness. If these shocks are relatively small, the model dynamics are dominated by the deterministic components of equations of state motion (e.g., the planned or expected saving and investment) and the diffusion of state towards these net worth or leverage constraints occurs only rarely so that model predictions are not so very different from those of conventional macroeconomic models. In this case linearised models of the kind employed in the DSGE tradition can adequately approximate the fully non-linear solution.
However, if shocks are sufficiently large so that stochastic disturbance can on occasion become much more important than the deterministic components of state motion and net worth or leverage are pushed towards constrained levels relatively frequently, then qualitative changes in model predictions are possible. Agents (households, firms, governments) substantially alter their behaviour, not just when the constraints are actually binding but when they are close to binding and sometimes even quite far away from these constraints. They do so in order to self-insure, offsetting the absence of markets that they would like to use to protect themselves against risk. This collective attempt to avoid risk can then in turn create feedbacks at the macroeconomic level following a large disturbance. The latter induce additional volatility of asset prices encouraging even greater self-insurance and inefficient employment of real economic resources (amplification) that potentially trigger long lasting declines of real macroeconomic aggregates (persistence) such as output, employment and investment.
In these circumstances DSGE-based linearisation can no longer provide an adequate description of aggregate dynamics, as this requires explicit modelling of induced volatility rather than the trend. Note though that there is no necessary and direct relationship between the magnitude of shocks and the frequency of such crisis episodes. In many of these specifications a relatively small exogenous noise may cause agents to operate with relatively small buffers of net worth, in which case even comparatively small disturbances can result in substantial departures from the predictions of linearised macroeconomic models (this a key finding of Isohätälä et al. [2014b] and seems to be what underlies the 'paradox of volatility' described, for example, by Brunnermeier and Sannikov [2014b] ).
This chapter contains three main sections and provides detailed discussion of six contributions to the literature. Section 2 provides a general overview of this new literature, discussing how a combination of specific economic assumptions and modelling strategy generates results which differ sharply from more established traditions of macrodynamic modelling. Section 3 reviews a number of recent applications, some journal published, others work of our own still at working paper stage. This section is itself divided into a number of subsections: 3.1 focuses on the continuous time modelling of the dynamics of asset prices, following the approach taken by He and Krishnamurthy [2012] and also a related problem of optimal savings and consumption in general equilibrium addressed by Isohätälä et al. [2014a] ; 3.2 then discusses the dynamic modelling of the interaction of sectoral balance sheets with production and investment, focusing on the work of Brunnermeier and Sannikov [2014b] and the closely related partial equilibrium model of Isohätälä et al. [2014b] ; 3.3 then discusses the further extension of these models to an explicit treatment of financial intermediation, describing current work by Klimenko et al. [2015] and Brunnermeier and Sannikov [2014e] . Section 4 offers an illustrative example of the required solution methods in the context of a simple model, a simplification of Brunnermeier and Sannikov [2014b] . This section is supported by a technical appendix providing a heuristic outline of solution methods. Section 5 then discusses the substantial agenda for future research opened up by this new 'post-crisis' approach to macro-financial modelling. Section 6 concludes.
Strengths and weaknesses of the new literature
This section provides a general overview of the new literature on continuous time macrofinancial dynamics. Neither the economics nor the solution methods employed in this literature are in themselves especially novel. The contribution comes from combining balance sheet restrictions, in appropriately chosen contexts, with the tools of continuous time stochastic dynamic optimisation. This section therefore proceeds by outlining the economics of this new literature comparing it with an earlier substantial body of research, dating back to the late 1980s, that addresses the aggregate implications of market incompleteness. It also offers a short discussion of the technical strengths and shortcomings of this new approach.
Most of this earlier work focused on the absence of markets for insuring idiosyncratic household labour income risks, a market incompleteness that can reduce the equilibrium real interest rate (Huggett [1993] , Aiyagari [1994] ) and provides one potential explanation of the incompatibility of the equity market risk premium with complete market models of household consumption-savings decisions (Mankiw [1986] ). 4 The particular strand of this work closest to the new macrofinancial dynamics (initiated by Smith [1997, 1998] ) considers the dynamics of capital accumulation in economies combining uninsurable idiosyncratic shocks to employment with aggregate shocks to the productivity of capital. As with the new continuous time macrofinancial literature there are no analytical solutions, so numerical methods must be applied. A comparison of these two literatures offers useful insight into their respective strengths and weaknesses.
Macrodynamic analysis with incomplete markets is only ever tractable with strong simplifying assumptions. In the presence of market incompleteness, such as limits on individual household borrowing or frictions in access of firms to capital markets, standard aggregation results no longer hold. 5 This calls into question the appropriateness of widely employed 'representative agent' models. Full solution, based on the standard assumptions of complete information and model consistent expectations, requires every decision maker to track the current state and laws of motion of the entire distribution of assets and liabilities across all individual agents. There are therefore at least as many state variables as there are agents in the economy.
The new continuous-time macrofinancial literature sidesteps this challenge of of aggregation, reintroducing the representative agent by assuming either that all agents of a particular type are exactly the same, with the same tastes or technology and affected simultaneously by the same shocks (within sector homogeneity); or by assuming that all agents of a particular type can costlessly trade all financial and real assets with each other (within sector market completeness) with often at least some assets also traded between sectors. 6 These strong assumptions have allowed these models to capture qualitative changes in aggregate behaviour that arise when there is a substantial probability of balance sheet constraints binding or coming close to binding, and the possibility of feedbacks that then amplify shocks and generate persistent fluctuations in economic aggregates and asset prices. They do though illustrate one of the main points we draw from our review: this new literature is still immature with much work yet to be done to examine how well its predictions hold in more realistic settings.
The older literature on aggregate productivity shocks and uninsurable labour income deals with this aggregation problem in a quite different way, restricting attention to particular model specifications in which solution can be reasonably accurately approximated by individual agent decision rules based on a small number of summary statistics for the entire distribution of household wealth.
The influential contribution of Smith [1997, 1998] was to solve such a model, with two idiosyncratic employment states (employed, unemployed) and two aggregate productivity states (high in boom, low in recession), using a numerical schema which enforced model consistent capital dynamics and demonstrating that the resulting outcome exhibited 'approximate aggregation' in the sense that increasing the number of summary statistics for the wealth distribution used by households in their consumption/saving decisions beyond a small manageable number did not affect model outcomes. 7 An entire branch of literature has emerged focused on the numerical accuracy of this and other the choices of a large number of households to be restated as that of a representative consumer; and of Rubinstein [1974] and Constantinides [1982] who examine aggregation in the context of portfolio allocation-consumption decisions. Constantinides [1982] shows that under relatively weak conditions with complete financial markets the decisions of individual consumers can be replaced by that of a composite representative agent. See Guvenen [2011] for more discussion.
6 Similarly strong representative agent assumptions are also imposed in earlier literature on the macroeconomics of financial frictions, including in the influential work of Kiyotaki and Moore [1997] and Bernanke et al. [1999] .
7 The Krusell-Smith algorithm for obtaining model consistent capital dynamics is based on updating a linear rule for the period by period investment in the stock of capital through a regression on the simulated model output from the previous iteration, iteration is continued until the investment rule is model consistent and the accuracy of the numerical solution is judged by the fit of the regression. alternative algorithms for solving models of this kind (for further discussion see Algan et al. [2010 ).
A weakness of the Krusell-Smith algorithm is its model dependence. 8 While it appears to work reasonably well for particular calibrations of the specific model for which it was developed, it is far from clear that it can provide a reliable approximation to the dynamics of the kind that emerge in the new continuous time macrofinancial models we review. One limitation is that it makes no allowance for the resulting dynamic changes in interest rates or other financial asset prices consequent on changes to individual agent balance sheets. Another limitation is that there is no guarantee against the algorithm converging on a 'wrong' outcome in which the particular model simulations generated at convergence contain insufficient examples of the balance sheet constraints leading to qualitative shifts in the decisions of households or other agents that in turn substantially influence macroeconomic dynamics. 9 Another obvious difference is that the earlier literature on macroeconomic dynamics in the presence of market incompleteness follows the dominant practice in macroeconomic modelling of assuming that time is discrete rather than continuous. The choice between discrete and continuous time is, however, less important than might at first appear. It can admittedly be a barrier to understanding. 10 But numerical solution using a computer always eventually requires discretization. Our view is that these two assumptions (discrete vs continuous) are complementary, each with their own strengths and weaknesses. It should be possible to state any of these models using either approach, and the choice then comes down to which is more convenient for solution and communication of results.
Continuous time diffusion has some advantages. Provided that the model can be specified with a small number of heterogeneous agents, tractable solution can be computed using ordinary or partial different equations sidestepping concerns about the existence of a 'Markovian' equilibrium. Another convenience that all paths are continuous so there is no need to be concerned about the possibility of assets or liabilities jumping beyond constrained values. 11 Solution via ordinary or partial differential equations provides an efficient way of captur-8 For further discussion see Den Haan [2010] . 9 Another way of thinking about these challenges of numerical convergence is that an algorithm of this kind in effect substitutes moments of the distribution of networth, both across individual agents and across time, for the full distribution. If insufficient moments are included then the algorithm may yield a poor approximation to the correct solution.
10 In Section 4 of this chapter we discuss the technicalities of solution of a simple illustrative example of continuous time macrofinancial modelling, hoping in this way to make this literature accessible to readers who are much more familiar with discrete time modelling. We also recommend as good practice further steps to assist readers become acquainted with these methods. One helpful presentational device, used for example by Klimenko et al. [2015] , is to first state a model in discrete time with time steps of length ∆t and then derive the limit as ∆t → 0. Another helpful step is to develop standalone numerical solvers which allow readers to use 'sliders' to vary parameters and observe the consequent changes in solutions. The website www.leveragecycles.lboro.ac.uk contains examples of such standalone solution software for two of the papers reviewed here, Isohätälä et al. [2014b] and Isohätälä et al. [2014a] .
11 This, however, does not apply to jump-diffusion processes.
ing the impact across the state space of constraints on behaviour at or close to boundaries. As discussed in the next section, specification in continuous time also allows the application of the convenient method of asymptotic expansion in order to capture the singularities that can emerge when financial constraints are hit. Finally, specification in continuous time with diffusion also means that decision rules can be expressed in relatively simple terms, namely, as functions of derivatives or partial derivatives of the value function (i.e., marginal values), thereby, providing useful economic intuition that is not so easily obtainable in discrete time. Discrete time has the advantage that solution can be computed using the well developed and widely used tools of backward recursion. The literature offers a well developed discussion of both the existence and computation of equilibria in discrete time, including for macroeconomic models with incomplete markets. 12 There are larger amounts of available software developed for solution of discrete time models. Solution methods are now well understood both when disturbances are relatively small compared potential constraints so linearisation can be employed and for many non-linear models including several state variables (dynamic stochastic macroeconomic models can now be routinely solved with four or more states). Some forms of lagged response -e.g. the policy response lags resulting from delays in the release of statistical information are more naturally specified in discrete time.
So far our comparison of these two literatures has focused on the technical challenges of aggregation and numerical solution. Comparison of these two literatures also highlights some differences in economic assumptions. One is that in older literature, for example Krusell and Smith [1998] , it is individual households who are financially constrained, whereas in Brunnermeier and Sannikov [2014b] it is the representative firm that is financially constrained (as we describe below in Section 3, they are unable to borrow more than the market value of their capital). Krusell and Smith [1998] find that these underlying financial constraints make relatively little difference to aggregate dynamics, whereas Brunnermeier and Sannikov [2014b] find that the constraints substantially reduce output and investment when firm net worth (as a proportion of the market value of the economy's capital stock) falls close to zero.
But perhaps the most important advantage of the radical simplifying assumptions made in the continuous-time macrofinancial literature is the wide 12 See Krueger and Kubler [2008] for a short overview, including discussion of the challenge of computing solution in a small number of state variables when it is no longer possible to obtain solution using contraction mapping theorems (theorems closely related to the aggregation results of Constantinides [1982] and the implied correspondence between market equilibrium and an equivalent central planning problem). The algorithm of Krusell and Smith [1998] is the most widely cited example of such methods applied in the context of incomplete markets. Ljungqvist and Sargent [2000] chapter 17 offers a number of other examples of solution for incomplete market economies and FENG et al. [2014] and Guerrieri and Iacoviello [2015] for two recent proposed methods for recursive numerical solution of incomplete market models in discrete time. Tractable solutions of these models are described as 'Markovian' because the stochastic dynamics can be expressed in terms of the equations of motion of a limited number of state variables. range of issues that can then be addressed. This will become clearer from our review of individual models in the next section that explore the impact of constraints on households, firms and intermediaries for the dynamics of asset prices, output and investment. As we discuss in Section 5, there is scope for considerable further work of this kind on the dynamic consequences of market incompleteness for a range of other aggregate economic variables, including employment, price setting, government finances and macroeconomic policy. The price paid for these advances is not insubstantial, a clear data discrepancy at the microeconomic level since not all firms or all households are able to trade amongst each other to achieve common ratios of debt to assets (i.e. the assumption that each sector can be replaced by a single representative agent is not a realistic assumption in the context of incomplete markets). This though purchases valuable new understanding of a range of macroeconomic phenomena that are attracting attention in the wake of the global financial crisis.
A review of some recent continuous-time macrofinancial models
In this section we review some recent continuous-time macrofinancial models. Our discussion covers three prominent papers that have attracted widespread attention together with three papers of our own. It is organized as follows. Section 3.1 discusses how continuous time models have been used to model the dynamics of assets prices, including the return on risk-free assets and the premium on risky assets. 3.2 reviews implications of the dynamic allocation of productive capital for financial stability. Section 3.3 discusses extensions of these models to the explicit treatment of the banking sector.
Capital constraints and asset pricing
The series of papers developed by Krishnamurthy [2012, 2013] (hereafter, HK(2012) and HK(2013)) explores how market incompleteness affects the risk premium on risky assets in a Lucas Jr. [1978] -type endowment economy in which cash flow yields (dividends) on risky asset follow a random walk. The key distinguishing assumption of these models is that risky assets are held only by specialist financial intermediaries subject to agency frictions similar to those modelled in Holmstrom and Tirole [1997] . Incentive compatibility (i.e., avoiding the mismanagement of assets or 'shirking') requires that these intermediaries must finance their investments with a minimum proportion of their own equity. When intermediary capital is scares, this equity capital constraint binds and works as a channel of amplification of fundamental shocks to intermediary assets and net worth, increasing the volatility of returns and the risk premium earned from investment in the risky asset.
Here we focus on the model developed in HK(2012) (the other model is similar). HK(2012) model the economy in which there is a single risky, nontradable asset of a fixed size and the market price P t that reflects the expected discounted value of dividend streams. 13 The asset generates a stochastic flow of dividends D t per unit of time, that evolves as a Geometric Brownian motion with a constant drift and volatility σ. There exists also a risk free asset (bonds) in zero net supply and interest rate r t , i.e. there is the possibility of lending between the households and specialists. The risky asset's risk premium is then given by
There are two classes of investors: specialists managing financial intermediaries that play the role of investment vehicles and households who delegate investment decisions to specialists, as they have no direct access to investment technologies (i.e., there is market segmentation). In this and all following models we review in this section, all agents belonging to a particular group are identical. Such a simplification is key for obtaining tractable solutions, as it allows working with a representative agent making the optimal decisions based on observations of her own level of wealth and (typically) a unique aggregate state.
Both specialists' and households' wealth is invested in intermediaries. The optimal contract between households and specialists determines β t ∈ [0, 1] -the specialist's share of investment in the risky asset and hence, after allowing for a fee K t dt that may be paid to specialists for managing entrusted funds, their claim on dividend income. Specialists choose the total volume of investment in the risky asset, E t , and make a working/shirking decision unobservable to households. As in Holmstrom and Tirole [1997] , shirking reduces the cash-flow from risky assets by X t dt but enables specialists to collect private benefits B t dt which are assumed to be proportional to the reduction in the asset cash-flow, caused by shirking:
where the inverse of m captures the magnitude of agency frictions. 14 The incentive contract preventing shirking places restrictions on outside equity financing. Namely, the households' equity stake must be limited to a fraction of the total risky investment that depends on the magnitude of agency frictions, which leads to the following equity capital constraint:
Put differently, to abstain from shirking, specialists must maintain some 'skin in the game', whose proportion is increasing with the magnitude of agency 13 By contrast, the models by Brunnermeier and Sannikov [2014b] and Brunnermeier and Sannikov [2014e] that we review below enable the asset to be traded among two classes of agents, which allows capturing the impact of "fire sales" on asset prices and track their feedbacks into the dynamics of agents' wealth.
14 A further assumption, introduced in order to avoid the challenges of solving for punishment and reward strategies as a dynamic game, is that the contract between households and specialists is lasting only from t to t + ∆t after which the relationship between household and specialist is broken and each household is paired with a new specialist. This means that the equity constraint emerges as the solution to a static bargaining problem.
frictions. In terms of the sharing rule, the above constrain implies that
with equality when K t > 0.
To obtain a closed form solution He and Krishnamurthy [2012] assume that both specialists and households have log-preferences over instantaneous consumption. With this assumption, the value function of any representative agent is additively-separable and can be written in the following form:
where ρ i is the discount rate of the agent i = {s, h} (specialist and household, respectively), W i t is the wealth of the agent i and Y i t is the function of the aggregate wealth and dividends, which are two state variables in this setting.
Due to the above property of the value function, the portfolio and consumption choices of agents are almost trivial. In particular, agents continuously consume an amount proportional to their net worth, where the consumption rates are given by their respective discount factors, i.e., c i t = ρ i W i t and the optimal exposure to risky asset is given by the mean-variance portfolio choice, yet, with a slight twist for households for whom the effective asset risk premium is reduced by the scaled intermediation fees k t = K t /E h t . Finding the unique equilibrium of this model requires solving for three processes -risky asset price P t , riskless interest rate r t and scaled intermediation fees k t -compatible with the individual maximization and market clearing conditions. P t , r t and k t are the functions of the unique state variable -the aggregate specialists' wealth scaled by aggregate dividends, w t ≡ W s t /D t . Depending on the level of the scaled specialists' net worth, at each moment of time the economy can find itself in one of two regimes: if scaled specialist net worth w t exceeds a critical threshold w c ≡ 1/(ρ h m + ρ s ) then the solution is in an unconstrained regime in which the incentive constraint (1) is slack; otherwise the solution is in a constrained regime in which the incentive constraint (1) is binding.
In the unconstrained regime where the wealth of the specialist financial intermediaries is relatively high, the risk premium is constant and households pay zero fees for intermediation. There is no borrowing or lending (with the implicit 'risk-free' rate of interest r t , a wealth dependent weighted average of the discount rates of households and specialists, that declines as w t increases). Holdings in the risky asset (β t ) are proportional to agent wealth. The price volatility of the risky asset is constant and is equal to the volatility of the dividend cash-flow, i.e., σ R,t = σ. 15
In the constrained region, in which the wealth share of the specialist financial intermediary are relatively low (below w c ), the equity constraint binds. Their relatively low level of wealth means that the specialists must borrow from households in order to maintain their required share of holdings of the risky asset. The volatility of the risky asset (endogenous volatility),
then drives the level of both the risk premium and of intermediation fees in the constrained regime. These are both always higher than in the unconstrained regime, but decreasing with the scaled specialists wealth until the threshold between the two regimes is reached. The risk free interest rate (at least for the chosen parameterisations) also exhibit a different pattern than in the unconstrained region: namely, it becomes an increasing function of specialist wealth, i.e., in the constrained regime, the lower the specialist wealth, the higher the valuation placed on risk-free assets.
The HK(2012) model predicts that intermediaries only borrow in the constrained regime, otherwise intermediaries are unleveraged. In order to generate leverage in the unconstrained regime and so better match the data, HK(2013) amend their earlier model by introducing household labour income uncertainty and an exogenous demand by households for holding a minimum proportion of wealth in the form of risk-free lending to specialists. 16 Solution is now numerical, not closed form. Parameters are chosen so that, absent of any constraints, the risk-tolerant households hold all their wealth in the form of risky assets and as a result the equity constraint on specialists binds approximately fifty percent of the time. With this set up the model does a fairly good job of reproducing the dynamics of risk-premia during financial crises, with a 'half-life' (an expected decline of the risk-premia relative to unconstrained levels of 50%) of about 8 months.
Further insight into the impact of leverage constraints on the pricing of risk-free assets is provided by Isohätälä et al. [2014a] (hereafter, IKMR (2014)). They consider the interaction of two household sectors receiving an endowment income subject to offsetting shocks: a positive shock to income and an equal and opposite negative shock in the other. There is a single consumption good.
Cumulative income is a diffusion process with infinite local variation (the standard deviation of income over a period t to t + ∆t is proportional to √ ∆t while expected income is proportional to ∆t). While there is no insurance contract that protects against this income uncertainty (the assumed market incompleteness), households can still smooth consumption by borrowing and lending from each other, subject to a constraint of some maximum level of borrowing. Both households seek to maximise a standard objective, the discounted expected utility with instantaneous 'CRRA' utility, i.e. constant relative risk aversion and intertemporal elasticity of substitution. One household is relatively impatient discounting consumption more than the other. The underlying microeconomics are not further developed although the constraint on borrowing might represent the possibility of repudiating debt and instead obtaining some alternative subsistence income.
These strong modelling assumptions yield a simple and intuitive outcome with buffer stock saving very similar to that predicted by standard microeconomic models of household precautionary saving. Both household consumption (c) and expected saving, i.e. expected endowment and financial income net of consumption (a+r(w)w −c(w)), are monotonic functions of wealth w, with consumption increasing and savings decreasing with w. Here wealth w is simply the net claims of impatient households on households in the other patient sector, so −w is a measure of impatient household leverage (w is almost always negative). Expected saving by the impatient household sector is positive whenever leverage is above a target level (buffer stock saving). The novel macrofinancial feature of the model is that the real interest rate r = r(w) adjusts to ensure goods market clearing i.e. total consumption by the two sectors equals their total endowment, with potentially large but relatively short lived declines of real interest rates whenever income shocks increase the leverage of impatient households close to their maximum levels of borrowing. This is thus a setting in which a financial problem (overleverage) is corrected in large part through adjustment of market prices (a temporary period of low real interest rates supporting deleveraging towards a long term desired level of borrowing) rather than through reduction of consumption.
There are sharp contrasts between the investigations of IKMR(2014) and those of HK(2012) and HK(2013), but also striking similarities. Differences include: the specification of uncertainty (in HK(2012) this is a diffusion process for the productivity of assets, while in IKMR(2014) this is a diffusion process for cumulative endowment); the distinction between sectors (in HK(2012) this distinction is between specialist asset managers and outside investors, while in IKMR(2014) this distinction is between impatient borrowing households and patient lending households); the focus of the analysis (in HK(2012) this is the pricing of risky assets while in IKMR(2014) it is the pricing of risk-free instantaneous borrowing); and in the treatment of household optimisation (in HK(2013) the OLG setting abstracts from all issues intertemporal cash management while in IKMR(2014) both agents address a fully intertemporal optimisation).
The key similarity is that in both settings asset prices adjust so as to restore balance sheets fairly quickly towards long run expected values. Periods of distress are relatively short lived. Following an initial disturbances, after a few months wealth shares gravitate back towards the steady state distribution (the 'ergodic density' across wealth). In particular, in all these settings risk-free interest rates decline dramatically during periods of extreme financial stress and this assists the process of deleveraging (see HK(2013) Figure 3 and IKMR(2014) Figure 6 ).
Models of output and investment without an explicit banking sector
In this section we describe the model of Brunnermeier and Sannikov [2014b] (hereafter, BS(2014a)) that focuses on the role of net worth in the allocation of productive capital in the economy and its implications for the dynamics of output and investment. In BS(2014a), capital is traded between more productive, risk-neutral, impatient experts and less productive, risk-averse, more patient households. 17 The productivity of capital follows a diffusion process, as in the complete market setting of Lucas Jr. [1978] and employed by HK (2012) and HK(2013) . Also as in HK (2012) and HK(2013), the state of the economy is described by the single state variable, the ratio of expert net worth to household net worth.
As well as sharing in the risky investment opportunity, households may invest in risk-free debt issued by experts. Debt contracts are short-term, and experts continuously adjust their level of debt in order to balance a desire to consume early (impatience) against the potential costs of incomplete insurance against productivity shocks. 18 While BS(2014a) model features no explicit leverage or capital constraint, a constraint emerges implicitly because reductions in the market value of capital limit the ability of firms to borrow. The absence of a market for insuring against fluctuation against in the productivity of capital and hence net worth mean that, in effect, debt is subject to a collateral constraint, not unlike that featured in Kiyotaki and Moore [1997] .
This implicit need for collateralisation is consistent with a standard paradigm of financial intermediation literature considering financial intermediaries (particularly, banks) as the providers of safe and liquid investment opportunity (demand deposits), given that some economic agents may have strong preferences for this kind of investment (see, e.g. Diamond and Dybvig [1983] , DeAngelo and Stulz [2013] for the arguments along this line). In the environment in which financial intermediaries act as the liquidity providers, while facing financial frictions, this feature creates a role for intermediaries' net worth as a loss-absorbing buffer that is needed to guarantee the safety of debt issued to households.
The productivity of capital in the BS(2014a) economy fluctuates over time according to a diffusion process with standard deviation σ. This in turn alters both expert net worth and the share of expert net worth (a positive shock to productivity of capital increases the net worth of both experts and households; as long as experts are leveraged then this also increases the share of expert net worth). They assume in addition that new physical capital can be built via an investment technology with adjustment costs. 19 The main friction in this economy refers to the fact that experts do not have 'deep pockets' and cannot raise outside equity (this, in fact, can be interpreted as the extreme form of the agency problem present in HK (2012)). As a result, a decline in net worth caused by negative productivity shocks increases the effective risk aversion of experts. This induces them to 'self-insure' by shrinking the scale of operation (simultaneously, reducing the volume of debt) and selling capital to less productive households, which ultimately leads to the reductions in output. Moreover, sales of capital by experts depress the asset price, which, in turn, feeds back into the dynamics of net worth, thereby amplifying the impact of the adverse productivity shock. 20 We illustrate the detailed modelling of this mechanism in Section 4 by using a simplified version of BS(2014a) model.
In equilibrium, the dynamics of capital prices, capital and experts' net worth, as well as the optimal consumption and investment decisions of agents (and their respective holdings of capital), can be characterized as the functions of a single state variable -the experts' share in the total net worth. Expression in terms of a single state variable is possible due to the linearity of the agents' value functions in individual agent's net worth (scale-invariance property). The optimal consumption decisions of experts (who face the non-negative consumption constraint) are determined by the marginal value of their net worth, which is a decreasing function of the state.
In the baseline model explored by BS(2014a) the optimal consumption pattern is similar to the optimal payout policies emerging in many (partial equilibrium) corporate finance models: as long as the value of the state is relatively low and thus an expert's net worth is highly valuable, it is optimal to retain earnings; however, once the marginal value of the state falls to one, experts consume all positive profits so as to maintain the state at the level associated to the unit marginal value. 21 Such a 'barrier-type' consumption strategy determines 19 As shown in our illustrative example in Section 4, this feature is not crucial. Aside from the investment impact, the principal model results hold when this channel is switched off.
20 By contrast, if experts could costlessly issue new equity, there would be no capital traded and all capital would instead be held by experts. The price of capital then would be constant and would reflect the expected discounted value of the perpetual output stream under the more productive technology. 21 BS(2014a) also present an alternative version of their model in which both households and experts have logarithmic preferences (once again this choice of preferences simplifies solution because the value function is then additively separable and optimal consumption is a fixed the upper bound of the state. The fluctuations of the state between zero and the consumption boundary drive the effective risk aversion of experts and thus the equilibrium allocation of capital in the economy: as long as the share of expert's net worth is relatively high, all capital is concentrated in the experts' hands; however, below a certain critical level, the fraction of capital held by experts is always lower than one and is an increasing function of the state.
An important effect captured by BS(2014a) model is extended persistence of the aggregate shocks, a consequence of the response of experts to the incomplete opportunities for insurance against productivity risks. As the share of expert net worth declines and an increasing proportion of capital is sold to and managed by households, it becomes relatively difficult for experts to rebuild net worth via retained earnings. This means that for at least some parameter combinations the economy may spend quite a lot of time in recession states with low asset prices and a large fraction of capital concentrated in the hands of less productive agents. This property manifests itself via the ergodic density of the state being spiked in the neighborhood of its lower boundary. 22 A point that is not entirely clear in BS (2014a) is the respective importance of the 'self-insurance' effect and amplification effect generated by the endogenous volatility of the price of capital in generating these protracted dynamics. Certainly it is possible to get similarly protracted dynamics without endogenous price volatility. This point is illustrated by the closely related partial equilibrium model of Isohätälä et al. [2014b] (hereafter, IMR (2014)). In this paper identical impatient firms manage a risky asset and the diffusion process affects aggregate accumulated cash flow rather than the productivity of capital. Moreover, in order to reduce risk exposure, capital is rented by experts to patient households rather than sold. Preferences are the same as in the baseline model of BS(2014a), i.e. both experts and households have linear preferences but experts are subject to a 'non-negativity' constraint on consumption, i.e. in effect a prohibition on issue of new equity capital. Unlike BS(2014a), this model also parameterises the deadweight costs of equity issuance. The merit of this model specification is its relative simplicity and tractability, as there is no need to take any account of the complications of asset pricing or optimal portfolio allocation.
The optimal risk exposure chosen by a representative firm in IMR(2014) depends on its leverage and is implemented via the optimal rental decisions: at each moment of time, firms may unload some risk by leasing a fraction of capital to less productive households in return for a fee (assumed equal to the productivity of capital in the hands of households).
The IMR(2014) economy exhibits a very similar behaviour to the one that emerges in the BS(2014a) setting, albeit without price volatility: under the combination of relatively high uncertainty and large financing frictions (i.e., high recapitalization costs) the economy spends a lot of time in the recession proportion of the market value of agent net worth). As long as experts are more impatient than households this generates very similar dynamics to the baseline model, but now with positive expert consumption (i.e. some payment of dividends) for all values of the state variable.
22 See our Section 4 and Appendix 4.2.2 for discussion of the calculation of this ergodic density. states characterized by low experts' net worth and a large fraction of capital concentrated in the hands of less productive households.
Models of output and investment with an explicit banking sector
In this section we consider two continuous time macrofinancial models with a more explicit treatment of the banking sector. The first is that of Klimenko et al. [2015] (hereafter, KPR (2015)) which distinguishes the banking sector from the productive sector in order to address the role of bank capital in the fluctuations of credit and output. This model captures a complementary channel for output distortions that works via the adjustments of credit volumes in the economy. 23 The second is the more ambitious modelling of Brunnermeier and Sannikov [2014e] (thereafter, BS(2014b)) who develop a monetary analysis in which net worth limits the ability of banks to create 'inside-money' and thus affects both the real economy and the nominal price level. While the dynamics of riskpremia and of output and investment generated by these models are similar to those reviewed earlier in this section, the explicit treatment of banking allows a much fuller discussion of policy instruments, including bank capital regulation, as well as monetary and fiscal policy. We should emphasise that work on both these models is ongoing -when eventually published in peer-review journals they could have evolved substantially from the versions we discuss here. Still we think these two models are worth highlighting as examples of where the continuous-time macrofinancial literature may be heading in the future. KPR(2015) study the impact of bank capital on the cost of credit in the economy where the firms' projects are financed exclusively via bank loans. The model shares some similarities with HK(2012) and BS(2014a). Again there are two classes of agents, in this case relatively impatient banks and relatively patient households. Banks are risk-neutral and by implication (since they are maximising expected utility) have an infinite intertemporal elasticity of substitution. Households also have a infinite intertemporal elastisticy of substitution, with a time discount rate of r, and are willing to provide unlimited deposits at an interest rate r but only as long as there is no risk of any loss on deposits.
The economy is subject to aggregate shocks, which affect the firms' default probability (and cannot be diversified) and ultimately the banks' profits. Cumulative profits (retained earnings) are described by a diffusion process with drift and diffusion proportional to the volume of bank lending. The firms' demand for credit is an exogenous decreasing function of the nominal loan rate R t , where the latter is determined at equilibrium as a function of aggregate bank capitalisation E t . Banks continuously adjust the volume of lending, as well as the volume of deposits they collect. 24 However, their capacity to adjust book equity (net worth) is limited, because banks face a proportional deadweight cost γ, when raising new capital. This parameterisation is similar to that employed by IMR (2014), albeit the additional assumption that γ is a decreasing function of bank aggregate capitalization which captures the idea that recapitalizations become costlier when the banking sector is in distress.
A convenient property of the model is a linearity of the value function of an individual bank in the level of its book equity. Banks in KPR(2015) economy behave competitively in both loan and deposit markets and make the same decisions. As a result, all banks' decisions (lending, recapitalization and dividend payouts) are driven by their individual market-to-book value of their equity, which in turn is a function of aggregate bank capitalization. 25 Aggregate lending, recapitalisation and dividends are then functions of aggregate variables and the level of aggregate bank capital that follows the Markov diffusion process reflected at two boundaries: banks are paying dividends at the upper boundary and recapitalize as soon as the book equity is depleted. In other words, to reduce the frequency of costly recapitalizations, banks maintain equity buffers, whose target size is optimally chosen so as to maximize shareholder value. As a consequence of the risk-neutrality of banks, dividend behaviour is of the same 'barrier control' form as in the baseline model of BS(2014a) and in IMR (2014) with payments only when bank equity climbs to an upper level E max . There is also recapitalisation at a lower barrier E min , which turns out to be zero in the competitive equilibrium.
The value function that emerges from optimal solution represent the expected value of the bank shareholders' claim and can be expressed as the product of a book equity times the market-to-book value. Such a structure of the value function helps understand the source of a positive lending premium (the margin between loan and deposit rates R t − r > 0 with equality at the upper dividend paying boundary) emerging from this model: any negative shock to bank earnings not only depletes book equity (directly reducing lending capacity) but is further amplified via a decline in the market-to-book value. The effect of a positive shock, in contrast, is dampen via the same channel. As bank equity declines, bank shareholders become effectively more and more risk-averse (even though their preferences are risk-neutral) and demand a strictly positive premium in order to lend to the real sector. This lending premium (as well as the loan rate itself) is a decreasing function of aggregate bank capitalization. Via this lending premium channel, the reductions in aggregate bank capitalization ultimately translates into a higher cost of credit and a reductions of the firms' demand for bank loans and thus the decline of output.
The explicit dynamics of the loan rate that emerges in KPR(2015) model (with the further assumption that the deposit rate r = 0, the drift and volatility of the loan rate can be obtained in closed form) allows for a tractable analysis of the long run behavior of the economy using the loan rate as the state variable. As in BS(2014a) or IMR(2014) models discussed above, the dynamics can be described by the ergodic density function of the state. The analysis of the ergodic density patterns shows that the economy spends a lot of time in the states with the lower endogenous volatility and, under strong financing frictions, can get trapped in the states with low bank capitalization, a high loan rate (low lending) and thus low output.
Due to its simple dynamics, the model also turns out to be suitable for a tractable welfare analysis. The latter shows that the competitive equilibrium is not constrained efficient. In particular, a social planner facing the same frictions as banks would choose lower volumes of lending than emerge in the competitive equilibrium. This effect is driven by a pecuniary externality: competitive banks fail to internalize the equilibrium impact of their individual lending decisions on the loan rate that feeds back into their expected profits. Moreover, competitive banks recapitalize too late and distribute to many dividends than would be optimal from the social perspective. Recognizing inefficiencies of the competitive equilibrium motivates the analysis of the effect of different regulatory tools, among which a combination of mild capital requirements and a tax on bank dividends turns out to be particularly efficient.
BS(2014b) also develop a model in which the experts are financial intermediaries or banks. The basic assumptions are that banks have a superior monitoring technology than households (in this respect their setup is similar to that of Diamond [1984] and KPR(2015) .
Their goal is however much more ambitious than that of KPR(2015) . The bank share in aggregate net worth (the usual state variable) determines the extent to which they can issue short term liabilities (inside or 'i' money) and hence drives aggregate macroeconomic dynamics, both real economy output and investment and nominal pricing.
Like BS(2014a), BS(2014b) model considers two classes of agent (households and experts) but now with the same rate of time preference. The experts are now financial intermediaries distinguished because the monitoring technology of intermediaries allows them to achieve superior performance from investment in a subset set of available technologies. Banks also benefit from diversification because they can invest in many technologies. Households in contrast can invest only in a single technology (at any point in time). The inability of households to diversify idiosyncratic risk again creates a demand for holding monetary deposits, which in this model are risky -because of the risk of changes in the nominal price level -but still carry a lower risk than any other technology in the economy.
As in BS(2014a), experts' net worth serves as a loss absorbing buffer. Again this because markets are incomplete and experts cannot fully insure against fluctuations in the productivity of capital. Their net worth then affects the level of 'inside money' (i.e. bank deposits). This value is determined by a simple equilibrium mechanism: when negative shocks deplete the experts' net worth, in order to reduce exposure to further shocks, they shrink their balance sheet by selling capital (loans to end-borrowers) to households. Due to the balance sheet adjustment, this automatically leads to the reduction of their deposit taking capacity, i.e., the supply of inside money shrinks. However, the households' demand for deposits (money) remains almost unchanged, and hence the 'price' of money in terms of goods (p) must rise at the same time. Thus a contraction of intermediary net worth both reduces the price of capital in terms of goods (q) and increases the price of money. A rise in the nominal price of money is a fall in the price of goods, so this becomes a model of disinflation (assuming that monetary policy i.e. the supply of outside money, remains fixed).
The BS(2014b) model is a promising framework for a tractable analysis of macroprudential policies and both orthodox and unorthodox monetary policy. It is though difficult to relate their model to the widely accepted 'new-Keynesian' treatment of monetary policy widely employed in DSGE modelling. In the 'new-Keynesian' world money stocks, indeed all balance sheets, are essentially irrelevant, the main market friction is sluggishness of price adjustment usually determined in the optimisation setting of Calvo (Calvo [1998] ) by assuming a fraction of price-setters in imperfectly competitive final goods markets can readjust prices at any point in time (without this feature DSGE models would exhibit price-neutrality, nominal pricing and monetary policy would then be entirely irrelevant to the real economy). In conventional DSGE stocks of money (as opposed to monetary policy) play no role at all.
There are of course many macroeconomic models in which the stock of money does play an essential role. These include many models in which money is required as a means of payment, either using the relatively ad-hoc mechanism of a 'cash-in-advance' constraint (Lucas and Stokey [1987] ) and also search models in which money provides a solution to the problem of exchange between anonymous parties who have no mechanism to commit to contractual agreements (for example, the relatively tractable model of Lagos and Wright [2005] ).
The role played by money in BS(2014b) is not a means of payment but a store of value. In this respect its role is comparable to that in the many overlapping generation models of money originating with Samuelson [1958] . The simplest example is the two period overlapping generations endowment economy with a single non-storable good. Without money younger generations are unable to lend to or borrow from the current older generation at period t in order to consume less or more than their period t endowment, the problem being that the older generation are no-longer around to receive or make repayment in the following period t + 1. The equilibrium is autarky with each generation consuming its own current endowments. With standard assumptions about preferences there is though an alternative welfare improving equilibrium (at least one) with 'money'. For example young generations at t anticipating a large decline in their future endowment may save for old age by acquiring money. In the subsequent time period t + 1 (when they themselves are old) they spend this money acquiring goods from the new younger generation. Money serves as a store of value and allows exchange to take place because of the belief that it will have an exchange value for goods in each following period. Such an equilibrium exists provided that there is no terminal time at which a new generation is no longer born and money has no value.
The demand for money as a store of value in BS(2014b) is different from that in these overlapping generation models, arising because of the risk diversification available to households from holding money. Still, as in the substantial literature on overlapping generations models with money, this basic model in which money serves as a store of value can be extended to investigate several issues in monetary policy. Government can alter the equilibrium outcome by issuing an alternative 'outside money' as an alternative store of value, entirely equivalent from the perspective of households to inside money issued by intermediaries. Government can also offer interest on this outside money and issue long term bonds. Overlapping generations models of money have been used to explore many monetary issues, including the distributional and efficiency impact of different monetary policy rules (for example providing support to the Friedman rule that dynamic efficiency requires that the supply of outside money should contract, and its value increase, at a rate equal to the equilibrium rate of interest).
The major difference and the key contribution of BS(2014b) is that their setting incorporates business cycle fluctuations and so they are able to consider the role of these various monetary policies not just in steady state, but also as a tool for countering macroeconomic fluctuations through the redistributional effect of altering the distribution of net worth between creditors (in their case households) and debtors (in their case financial intermediaries). Policies which redistribute wealth from debtors to creditors following large shocks can help limit the occurrence and duration of extended downturns (deflations) in which output contracts, the price of money p is high and the price of capital q and hence investment is low.
It is clear that there is considerable scope for further research, investigating the robustness of these BS(2014b) findings in a range of other settings. It is possible that similar results could be obtained using other models of 'inside money'. 26 The question of how to integrate market incompleteness and balance sheet constraints with conventional models of monetary policy remains a central issue for future research and continuous time macrofinancial models, building further on the work of BS(2014b), may yet provide considerable further insight.
An Illustrative Example: Output in general equilibrium
The purpose of this section is to present a simple and tractable example of a continuous-time macrofinancial model, in order to illustrate both methods of solution and some of the insight that can be obtained from this kind of model. The model we present here is essentially that of BS(2014a), but slightly simplified in that there is no investment. The solution method we apply to solve this model differs from the one employed in the original BS(2014a) model, but leads to the same results.
We develop this example with three objectives in mind: first, it shows how financing constraints mathematically appear in continuous time general equilib-rium models; second, it gives a quick recipe for numerically solving such models; finally, it provides a concrete illustration of how such a model can, at least under some parametrization, explain persistence of fundamental shocks reflected by a protracted reduction of output. The Appendix to this chapter provides a short heuristic summary of the mathematical solution methods used in this literature, and further technical references containing a more rigorous presentation of these methods.
Model
In this illustrative example we consider a hypothetical economy that consists of two types of agents, experts and households (we will use an overbar to denote state variables and parameters corresponding to households). A representative expert (household) is characterized by two state variables: cash c (c) and capital k (k). Cash holdings earn interest at a constant exogenous rate r, while capital gives production yields at rates a andā. Negative cash holdings are interpreted as debt. Agents consume their wealth at rates κ andκ that are to be determined by maximising appropriate objective functions. Experts and households are identical, except for the following three differences: (i ) households are less productive,ā < a, (ii ) households are more patient than experts, which is captured by the difference in their respective discount ratesρ ≡ r < ρ, and (iii ) their consumption is not constrained, whereas an expert must have a non-negative consumption, i.e., κ ≥ 0.
Capital can be freely traded between experts and households at a stochastically varying price q t . Capital does not depreciate, but is subject to productivity shocks with an amplitude σ per unit capital and square root unit time. At equilibrium, market for capital and debt must clear.
Under the above assumptions, the expert cash and capital follow the stochastic differential equations (here for experts only, analogous equations hold for households)
where τ t is the rate at which the agent trades capital (positive τ buys, negative sells) and dz t captures the aggregate productivity shocks. The capital price is supposed to be stochastic and follows the equation
with initial data q 0 and where the drift and diffusion functions µ q t and σ q t are some functions of time to be determined in equilibrium.
Since the capital trade is unconstrained, the agents are free to allocate whatever proportion of their net worth, n t = c t + q t k t , between the risk-free asset and capital. Let ϕ t = q t k t /n t denote the proportion of an agent's net worth invested in capital (note that c t = (1 − ϕ t )k t ). Applying the Itô's Lemma to n t [Technical Appendix A.1, Eq. (37)], we get
Note that, for convenience, we have also re-written consumption as κ t = λ t n t . The structure of the above equation is essentially the same as in classical Merton's portfolio problem [Merton, 1969] : The agent makes the allocation choice ϕ between the risky (capital) and risk-free (cash) assets with the goal of maximising the value of pay-off from a (self-financing) portfolio. The main difference pertains to the fact that the price of capital, q, does not follow a geometric Brownian motion, as coefficients µ q and σ q (that will be endogenously determined below) are not constant.
Following Brunnermeier and Sannikov [2014b] , we hypothesize that the aggregate state of the economy is given by some one dimensional diffusion process which we here call x, and posit the equation of motion
At this point, we do not say what x actually corresponds to. After formally writing down the agents' optimisation problems and aggregating, we will see that the system can indeed be described by a single variable x -the experts' share of the total net worth. 27 Assuming then, that the aggregate state is fully specified by x, it follows that its drift and diffusion coefficients are functions of x, µ x t = µ x (x t ), σ x t = σ x (x t ), and importantly, so is the the price process q:
The Itô's Lemma allows us now to create a mapping from the aggregate state x to price q. Applying it to q(x t ) yields
Matching the drift and volatility terms in Eq. (6) with those from the original stochastic differential equation for the q process Eq. (3) yields the system of two equations:
Returning now to the agents' optimisation problem, the controls consumption λ and asset allocation ϕ are to be chosen so as to maximise the objective function that now depends on the present agent net worth n (n) and macro-state x. In our example, we assume that agents have linear consumption preferences, so that an expert's value function is
The value function must satisfy the Hamilton-Jacobi-Bellman (HJB) equation [Technical Appendix A.2, Eq. (41) ] which here reads
We cannot fix all boundary conditions for V at this stage, as we do not know what x is. Nonetheless, it is clear from Eq. (4) that if an agent has zero net worth, then n will always remain zero, as dn = 0. Consumption will then also be zero, and so V (0, x) = 0 for all x. The objective function is linear in n, cf. Eq. (8), as are the n equations of motion, provided the controls are independent of n, and thus
where W (x) can be interpreted as the marginal value of net worth. Substituting the factored V into Eq. (9), we reduce it to an ordinary differential equation that depends only on a single state variable x:
It is easy to see that the right-hand side of (11) is linear in controls ϕ and λ. Thus, maximisation in consumption λ implies
For households, the consumptionλ choice is simpler: As they are not facing the non-negative consumption constraint, they choose theirλ so thatW = 1.
If the coefficient of ϕ in Eq. (11) were positive, all experts would allocate an unbounded amount of their net worth to k (using infinite leverage to do so). As total k is constrained, the capital allocations must all be finite, which is consistent with the agents' optimisation only if
An equivalent formula holds for households and their capital allocationφ, with the difference that they might prefer not to hold any capital at all:
Under (12) and (13), the expert HJB equation reduces to
for any value of ϕ and for all values of x such that W (x) > 1 holds. To fully close the model, one needs to pin down the equations of motion for the aggregate state -in other words, find and solve conditions determining diffusion coefficients µ x (x) and σ x (x).
Noting that the drift and diffusion of expert(households) net worth is linear in n (n), cf. Eq. (4), the total expert net worth, denoted N , follows
Similar dynamics would emerge for total household net worth,N . Now the aggregate state is determined by two state variables, N andN (x is of course still there, but here we are trying to identify what it should be). This reduces to one when one notes that debt and capital market clearing imply
where K tot t is the total capital in the economy. Aggregating the k equations motion the same way as was done above for n, we have that dK tot t = σK tot t dz t . We can now define the aggregate state variable to be the experts' share of the total net worth,
Itô differentiating the definition of x, we then have
where ψ is the fraction of total capital held by the experts, ψ(x) ≡ xϕ(x).
Equating the drift and diffusion terms of x as given by Eq. (19) with those coming from our earlier definition, Eq. (5), gives us what we will refer to as the closure conditions:
Finally, we can state the remaining boundary conditions for q and W . Experts will have unbounded consumption at the point where W reaches one, cf. Eq. (12). This introduces a reflecting upper boundary x * , as whenever expert net worth share is over this point, they consume until x returns to the level x * . By the properties of a reflecting boundary [Technical Appendix A.4] , the derivatives at x * must vanish, and we then have in total q (x * ) = 0, W (x * ) = 0, W (x * ) = 1.
At the lower boundary, share of experts' net worth is stuck at zero, and so the price of capital there must be such that households are willing to hold it forever. As excess returns from holding capital for households areā/q(0) − r when price remains at q(0), the least possible q must beā/r. Finally, the marginal value of wealth W (x) for experts must tend to infinity as x → 0: 28 From Eq. (20b) we have that lim x→0 ϕ(x) = 1 + σ x (0)/σ. Assuming that experts are always leveraged, ϕ(x) > 1, we must have that σ x (0) > 0. Subtracting Eq. (14) from Eq. (13) we get that
This implies that W (x) → ∞ as x → 0. Thus, at the lower boundary we have:
28 Brunnermeier and Sannikov [2014b] obtain the same boundary condition as follows: At x = 0 experts get excess returns of a/q(0) − r > 0. Choosing ϕ high enough, their rate of returns exceeds their discount rate ρ, and value function becomes infinite. However, since x can never escape from 0, and experts only consume at x = x * , it is not totally clear thatV can indeed grow unboundedly. The condition is therefore plausible but may require more careful analysis to be rigourously justified.
In total, from Eqs. (21) and (23), we have five conditions, which is the correct number for two second order ordinary differential equations, plus the yet unknown consumption boundary x * .
We now have a sufficient number of equations to find the aggregate state drift and diffusion coefficients µ x and σ x , and the expert capital share ψ. In addition we should also state the differential equations determining W and q -we will obtain these when we solve our equations for W and q . For these five unknowns, the five equations we need are the optimal capital allocation conditions, Eq. (13) and (14), the pair of closure conditions, Eqs. (20), and finally the expert HJB, Eq. (15). Solution is straight-forward, albeit the result is not particularly pretty:
Sign in front of the square root in Eq. (24a) is here chosen so that σ x (0) > 0.
In the region where households do not hold capital, we have only four equations, as Eq. (14) used above becomes an inequality. On the other hand, we have only four unknowns as ψ = 1. Solving the remaining Eqs. (13, 20, 15) , one now finds
The model solution is complete once we numerically solve the q and W differential equations.
Numerical solution

Marginal value W and aggregate state x
The numerical solution of Eqs. (24) and (25) poses some challenges. Standard, local iterative ordinary differential equation solvers such as Runge-Kutta or predictor-corrector methods (see e.g. Hairer et al. [1993] ) work by propagating the solution from a given point x forward or backward by evaluating the derivatives at and around x. In the case of Eqs. (24) and (25), such methods run into the problem of division by zero: At the left-hand side boundary, the derivatives of q and W evaluate to plus or minus infinity. One solution to this problem is ignoring it: The solution of the equations can be attempted with the derivatives apparently evaluating to 1/0 or 0/0. Infinite initial values are replaced by very large, but finite numbers, and the derivatives are evaluated with the hope that numerical round-off error sends zeros to small but finite values, so that the undefined division by zero condition does not occur.
A more satisfactory approach is to remove the singularities altogether by some change of variables, or to use an approximate analytic solution near the critical point. In this example, we do the latter by constructing the asymptotic expansion of q and W near the boundary [Technical Appendix section A.5]. We begin by assuming a power law form for the solution near the lower boundary that is consistent with the boundary conditions of Eq. (23):
The exponents are determined by first substituting the trial functions into Eqs. (24d) and (24e), expanding the equations for small x, and then solving α and β so that the leading order term vanishes. Albeit the algebra is tedious, a solution eventually emerges:
Four different combinations for the signs in front of the square roots are possible. Clearly, however, only the above choice yields solutions that are both positive. The coefficients q 1 and W 1 will be determined by the boundary conditions. For small x, we can now use the trial solutions of Eq. (26), truncated to the displayed terms, with α and β from Eqs. (27). Then, for x greater than some small cross-over value ε, we use a standard iterative local ordinary differential equation solver, with initial conditions at ε coming from the asymptotic expansion. Value of ε should be large enough to ensure that evaluating the derivatives is not significantly affected by round-off error, but small enough so that the asymptotic expansion is accurate. As a first guess, the square root of the maximum relative error of the used floating point arithmetic, ε ∼ 10 −8 for double precision, can be used.
Using the above approach, we can now solve the q and W differential equations given q 1 and W 1 , the coefficients of the leading non-constant terms in the asymptotic expansion of q and W Eq. (26). We can arbitrarily fix W 1 as the equations are invariant in linear scaling of W , and scale the solution ex-post in order to satisfy the condition W (x * ) = 1 at the consumption boundary. We still have q 1 and the position of the upper boundary x * to be set so that the remaining boundary conditions W (x * ) = q (x * ) = 0 are satisfied.
A simple numerical scheme that finds q 1 and x * can be setup as follows: Define Θ(q 1 ) as q evaluated at first x such that W (x) = 0 where q and W are solutions to the model equations for the given q 1 . This point can be found by solving the differential equations forward from the initial point, until the W (x) boundary is crossed; the exact crossing point is then polished using standard root finding methods. The correct q 1 can then be determined by finding Θ(q 1 ) = 0, where again, any standard root finding method can be employed.
In Fig. 1 we have plotted the numerical solution following the method described above. The parameter values used are a = 0.11,ā = 0.07, σ = 0.1, r = 0.05, and ρ = 0.06.
Equilibrium probability distribution
The statistics of the possible realisations of the economy are given by the probability density function of x, f (x) which itself is obtained from the Kolmogorov Forward equation [Technical Appendix section A.3, Eq. (45) ]. In equilibrium, for the process x of Eq. (19), this reads
where the coefficients µ x and σ x come from Eqs. (24) or (25) depending whether households are holding capital or not, and where the q and W functions are presumed to have already been solved for. Here, we have also used the fact that x * is a reflecting boundary, and set the left-hand side of Eq. (28) 
and solve for the function g instead. This change of variables avoids us having to differentiate σ x , a straight-forward but laborious task. For g, the equation reads
The solution needs to be normalised to unit integral over the x range, and to do this, we can solve the differential equation F (x) = f (x) in parallel to the one above. F will then be the cumulative probability distribution, if we further ask that F (0) = 0. Numerically, the equations can be solved with arbitrary initial conditions: If f and F are such un-normalised solutions, one simply replaces them according to f (x)
. This is valid since the f and F differential equations are invariant in scaling, the F equation also in the addition of constants.
As was the case with q and W equations, we have a singularity at x = 0, since 2µ x (x)/(xσ x (x)) tends to infinity at zero. An asymptotic expansion could be used here as well, and for completeness, we shall do it. But for the numerical solution, a simpler approach is possible: we can choose some interior point, and solve from there left towards the x = 0 boundary, and right up to x = x * edge. Due to the singularity, the left hand side solution is likely to fail before reaching x = 0, but this is fine as long as we got near enough to 0, and that the integral of density tends to a finite value (if not, in equilibrium all probability mass is at x = 0). The x → 0 asymptotic form of f can be found using the methods we have already used above. Alternatively, it would suffice to note that in the x → 0 
and we can replace µ x and σ x by these limits in Eq. (28) and solve f analytically.
The result is
One immediately sees that if γ < −1, the integral of f is infinite over arbitrarily small interval [0, δ], δ > 0. If this is the case, for those parameters, all probability condenses to x = 0. The numerically solved probability distribution function f and the cumulative probability function F are plotted in Fig. 2 . Comparing to BS(2014a), even in this simplified model, the two peaked structure of the density f is still visible. This is relatively unsurprising since the models differ mainly by the inclusion of investment dynamics. We refrain from analysing the economic implications of the result, as the main goal was to present an easy example to understand derivation of the model and the solution methods.
Some paths for future research
We complete this chapter with a short discussion of the range of further issues that models of this kind might usefully address emphasising once again that this is still an immature literature, that many technical challenges remain and therefore we can make no firm predictions about where contributions and breakthroughs will come.
There are many paths of future investigation that could be followed. A number of contributions to the new continuous-time macrofinancial literature assume an 'AK' production function i.e. output is a linear function of the stock of capital. This assumption, which can be traced back to the contribution of Frankel [1962] , was widely employed in the earlier contributions to the literature on endogenous growth (see Aghion and Howitt [2009] for review of this literature). Both Isohätälä et al. [2014b] and Brunnermeier and Sannikov [2014b] can be interpreted as models of endogenous growth yielding the prediction that capital accumulation and hence the rate of economic growth will fall when corporate net worth falls and that the economy may then remain for an extended period in a phase of low investment and low growth (the 'net worth' trap). These models may thus already provide some insight into the major puzzle of the slowdown of aggregate productivity growth in many countries since the global financial crisis. This is though a rather simplistic account of growth. The theoretical growth literature has moved on to focus on other mechanisms such as investment in product variety (as in Romer [1987, 1990] ) and in the discovery of new more efficient methods of production (innovation) that replace older inferior methods (e.g. the model of Schumpterian 'creative destruction' of Aghion and Howitt [1992] ). A natural further development will therefore be to employ similar continuous time models to examine the impact of balance sheet constraints and financial distress on investment in new products and processes and hence on productivity growth. Doing this though may be difficult within the current assumption of only a single state variable.
A related issue is that of structural adjustment following financial crises. Many countries need to adjust the structure of their economies, for example switching labour and capital resources from non-traded to traded output. Rising risk-premia in periods of financial distress can act as a barrier to such investments, providing another form of trap in a low-output low-income state. Other similar issues arise in understanding the low elasticities of traded sector output to changes in exchange rates following financial crises or in the response of small open economies to 'sudden stops' of capital flows (on this issue Brunnermeier and Sannikov [2014a] have made a promising start using continuous time methods).
Further understanding will surely also need to take account of the interaction of balance sheet constraints with household, corporate and bank expectations about future productivity and incomes. To date the continuous-time macrofinancial literature has imposed the conventional but rather strong assumption of model-consistent expectations. Every agent is assumed to know both the current state of the economy and stochastic processes that drives both the state of the economy and market prices. Different, possibly even more extended, dynamics can be expected when agents update their expectations about unobserved states and processes in response to their current observations. Thus, for example, a fully adequate model of endogenously created bank inside-money would seem to need to take account of the possibility that optimistic expectations about future income result in a period of rapid and self-reinforcing expansion of both bank credit and bank money. Introducing learning of this kind into these models will be a further technical challenge.
A further potential line of inquiry is to make the treatment of financial markets more realistic, for example by allowing for alternative (financial markets) source of financing for the productive sector, on top of bank loans, since the empirical evidence suggests that firms tend to partly substitute bank financing by market financing when credit conditions tighten (see e.g., Becker and Ivashina [2014] ). This would help to get a better understanding of how the substitutability of funding sources can add to/mitigate the propagation of fundamental shocks, with the implications for growth and financial stability. Another similar departure would be to allow for the internal source of financing for the productive sector (i.e., capital accumulation within firms). Introducing this feature, most likely, would require introducing an additional state variable in play -the net worth of the productive sector, which might be technically challenging. 29 Similarly there is need for better understanding of the role of both commercial and central bank balance sheets in macroeconomic transmission and the supply of credit. The DSGE assumption that all that matters in monetary policy is interest rates is now accepted as an oversimplification, but we are not yet in the position of having tractable incomplete market models, in either continuous or discrete time, in which the role of commercial and central bank balance sheets is clearly articulated. While the work of Brunnermeier and Sannikov [2014e] that we have reviewed offers a particularly promising start, it is still not yet possible to say that the present 'state of the art' is sufficiently developed to provide a full understanding of the impact of unorthodox monetary policy (central bank balance sheet expansion) or macroprudential tools (such as cyclically varying capital requirements or limits on loan-to value ratios).
These paths for future research are far from exhausting the list of possible applications of new continuous-time macrofinancial modelling. There are also opportunities to apply this framework in a number of other settings more routinely explored using standard linearised DSGE models. Examples include modelling the labour market, real wages and employment and product markets and price setting. If balance sheet constraints affect investment and asset markets then they should also affect labour and goods markets. Writing down such models in continuous-time with balance sheet and net worth constraints does not seem so difficult. Solution though could be challenging because of the need to include additional state variables.
The challenges of numerical solution should give pause for thinking carefully about the choice of modelling strategy. There are well developed tools for numerical solution of macroeconomic models with several state variables in discrete time. Replicating all this technical work on solution with many state variables in continuous-time may not be an efficient way to proceed. It may instead be more useful to find ways to incorporate the insights of continuoustime macrofinancial modelling into more widely known and understood discrete time settings. This is one reason why, as we have already suggested, we believe that over time the 'gap' between continuous-time and discrete time specifications can and should be closed. There is no reason why the impact of balance sheet constraints and net worth cannot be incorporated into otherwise standard discrete-time specifications (although this may come at some cost, for example the need to introduce more explicit modelling of what happens when disturbances result in constraints binding, something that can often be conveniently put to one side when uncertainty is modelled as a continuous time diffusion).
Finally, of course, it will be essential to take these models closer to data. Some initial steps in this direction are already made by Krishnamurthy [2013, 2014] who seek to replicate the asset market behaviour during the 2007-2009 financial crisis. Improving predictive and simulation properties of these models, however, carries a risk of losing tractability and transparency. An illustration is the challenge of explaining the counterfactual prediction of He and Krishnamurthy [2012] and He and Krishnamurthy [2013] that the leverage of financial intermediaries increases substantially during financial crises (the underlying mechanism is that the emergence of crisis results from low specialist equity requiring them to leverage in order to maintain 'skin in the game').
As an example of the challenges of bring these models to the data, we can briefly describe how the model by Adrian and Boyarchenko [2013] employs continuous-time macro-financial modelling tools to develop an explanation of observed pro-cyclical intermediary leverage. There are several distinctive features of this work. Three of these seem to be particularly important. First that financial intermediaries do not maximise an objective function (such as present discounted future dividends); instead, they behave mechanically, first using earnings to pay floating rate coupons on long term bonds issued to households (the coupon rate is determined by equilibrium of the supply and demand for these bonds) and retaining all remaining earnings to build up equity and invest in productive capital. Second that if intermediary equity falls below a lower boundary, then financial intermediaries are restructured, with debtholders wiped out and re-established under new equity holders. Since all intermediaries are identical and hit by the same shocks this is a systemic crisis. Third that financial intermediary leverage, and hence their investment in productive capital, is continuously determined by a regulatory driven value at risk type constraint that depends on the short term volatility of the price of productive capital.
Similar to the other macrofinancial models that we have described, all variable of interests (intermediary equity, the price of productive capital, the expected excess returns on holding intermediaries' debt and productive capital) can be described as the functions of a single state variable. Just as in He and Krishnamurthy [2012] and Brunnermeier and Sannikov [2014b] this state variable is the share of financial intermediaries' net worth in total wealth. The novel contribution are two closely related empirical predictions not captured by other models. First, as a direct consequence of the assumed leverage constraint, it generates the empirically-observed procyclical pattern of intermediary leverage. Second it also explains what Adrian and Boyarchenko [2013] describe as the volatility paradox, i.e. the well known observation that systemic risks tend to increase during periods of perceived low volatility e.g. for example during the 'great moderation' that preceded the global financial crisis. In their model this appears as a negative relationship between the instantaneous endogenous volatility of the returns to holding capital with the probability of a systemic default. As endogenous volatility declines, leverage rises and thus also does the risk of a systemic default on a six-month ahead horizon (see their Figure 5 .)
While Adrian and Boyarchenko [2013] make a valuable further contribution, their work can also be read as an illustration of the very substantial challenges of bringing models of this kind to the data. Departures from forward looking behaviour or inter-temporal optimisation are not necessarily wrong, but these departures open up such a large menu of possible modelling choices that is difficult to know what is the best way forward. There is an almost unlimited range of possible underlying assumptions of this kind that can generate macrofinancial interactions.
In order to impose the required intellectual discipline, it may prove necessary to focus on developing models of incomplete markets that are consistent not just with observed aggregate outcomes such as asset prices or national accounting measures of output and investment (there are simply too many potential modelling choices for doing this), but also with micro-level data at the level of individual firms, households and financial institutions. In this context it will be difficult to ignore the simplifying aggregation assumptions employed in the continuous-time macrofinancial literature. Instead it may eventually prove necessary to work with large scale agent-based models, in which distribution of net worth and leverage within sectors is tracked as well as the aggregate net worth (see Haldane [2015] for further discussion of why macrofinancial modelling should use agent-based modelling). Work of this kind will though need a different approach to research than has been conventionally used in macroeconomics, requiring relatively large teams of researchers in order to collect and match the underlying microlevel data.
Conclusion
This chapter has reviewed several contributions to a new and promising current literature, employing continuous time models to capture some of the macrofinancial interactions that have been highlighted by the global financial crisis. Though using highly stylized specifications, these models demonstrate how the interaction of market incompleteness with the balance sheet constraints of economic agents can generate dynamics of macroeconomic variables much more consistent with the empirically observed patterns at times of crisis than those generated by conventional DSGE models. These dynamics include substantial variations in risk-premia and asset prices, as well as subsequent substantial and highly persistent declines of macroeconomic aggregates such as output and investment. In the models reviewed in this chapter these dynamics are largely driven by what are in effect changes in attitudes to risk, and by externalities stemming from the fact that individual agents do not internalize the impact of their individual risk taking or other decisions on the wider economy.
As we highlight in Section 5 of this chapter, the modelling approach introduced by this new literature has the potential to address a large spectrum of macroeconomic problems. The pursuit of these avenues of future research is an exciting challenges, from both technical and economic perspectives. Where then will future research ultimately take us? We have no crystal ball but our judgment is that the eventual destination of this literature will be a relatively small number of comparatively simple but influential continuous-time models of the kind we review here, providing widely accepted economic intuition and policy insight into macrofinancial interactions rather than predicting accurately macroeconomic and financial market developments.
An important impact of these modelling efforts may be persuading researchers working in more conventional discrete-time frameworks of the necessity of taking incomplete markets and balance sheet and net worth constraints seriously. Matching with data is then in turn likely to require more 'agent-based' approaches in order to meet the fundamental challenge of aggregation.
Such research will need a very careful process of matching against both microlevel and aggregate data in order to develop useful models. The final outcome could be a shift in modelling paradigms, from the typical small team work found in much current macro-economics to more resource intensive investigations involving many investigators and massive efforts at data-collection and calibration, with the overall direction of research guided to an important degree by the insights of the new continuous-time approach to macrofinancial modelling.
This does not avoid the need for considerable efforts in order to find a reasonable balance between on the one hand transparency and clear economic intuition, and on the other the realism and accuracy of underlying economic assumptions. We believe that the new macrofinancal modelling, despite the use of techniques of continuous-time stochastic modelling with which most economists are not very familiar, are especially useful because of the relatively clear and simple intuitions they provide about the macroeconomic consequences of incomplete markets and hence the resulting impact of balance sheet and net worth on macroeconomic outcomes. We therefore hope this chapter can be helpful in acquainting our readers with the conceptual and technical features of this new generation of models and stimulating interest in this field of research.
A Appendix: Basics of continuous time models
In this appendix, we review some technical issues that arise when trying to understand, construct, or solve models that incorporate binding financing con-straints in continuous time models. We begin with a brief summary of key concepts, eschewing formal proofs and favouring heuristic derivations that nonetheless can in principle be used as a basis for more rigorous approach.
A.1 Stochastic differential equations
The primary modeling tool for describing the state of an agent is the stochastic differential equation (SDE), a generalisation of the ordinary differential equation that incorporates some form of external stochastic forcing. Gardiner [2009] gives an excellent and approachable review of many of the topics covered here and subsequent sections; other solid reference texts on stochastic differential equations include Ø ksendal [2003] and Feller [1971] . Let x t stand for an agent's state, e.g. wealth or net worth, at time t, with the initial, t = 0 state x 0 given. We say x is a diffusion process and formally write its equation of motion as the SDE
where z t is a Wiener process, a continuous stochastic process having independent and normally distributed increments, z t+h − z t = √ hη, where η is a unit normal distributed random variable. The differentials, dx t , dz t , . . ., can be viewed as the zero time step limits of corresponding finite differences, so that Eq. (32) becomes the limit of the discrete time model
where T , T → 0, is the length of the period and η kT , k = 0, 1, . . ., are independent unit normal distributed random variables 30 . More rigorously, the stochastic differential equation, Eq. (32) should be understood as a short-hand way of writing the stochastic integral
where the integral against the Wiener process, or any diffusion process in general, is defined analogously to the Riemann-Stieltjes integral. Stochastic calculus is the theory of stochastic differential equations; for a more focused reference on the topic, we refer the reader to e.g. Klebaner [2005] . An important analytical tool is the Itô's Lemma which allows one to differentiate functions of diffusion processes such as x as given by Eq. (32). If f is 30 The above uses the Itô interpretation of the SDE (32) which amounts to assuming that the noise amplitude σ is evaluated at the start of each period. In general one can set
Choice of α does influence the form of later formulas. The Itô interpretation, α = 0 is the default choice in economics applications, as equations of motion are supposed not to pre-empt the shocks. In natural sciences, the Stratonovich convention α = 1/2 is commonly used.
any twice differentiable function defined in the domain of x, then f evaluated at x t , denoted f t = f (x t ), is also a diffusion process with the increments
Although we focus on single state variable problems, equivalent equations for multivariate case are still useful. For instance, in the construction of our example model, we needed multivariable formulas as we reduced an initially two variable problem to a single variable. Suppose X t is an N -dimensional diffusion process taking values on some subset of R N , X t = (x 1 t , x 2 t , . . . , x N t ) T (here T stands for matrix transposition). We write the X equation of motion as
where now Z is a vector of Wiener processes, Z t = (z 1 t , . . . , z K t ) T , K is the number of independent shock sources, µ(X t ) = (µ 1 (X t ), . . . , µ N (X t )) T is the drift vector and σ(X t ) = [σ ij (X t )] ij is the N × K covariance matrix. The elements of Z t can be without loss of generality taken to be independent: any and all instantaneous correlations between shocks are encoded in the matrix σ.
The multivariate version of Itô's Lemma, Eq. (35), for a function f = f (X), f : R N → R, reads
where tr stands for matrix trace, and ∇ X f and H X f give the gradient vector and the N × N Hessian matrix of the function f ,
These equations assume that the SDEs do not depend explicitly on time t, that is, they are time-homogeneous. An easy way of extending all of these definitions to account for explicit time dependence is to consider t additional state variable in X, with the trivial SDE dt = dt.
A.2 Hamilton-Jacobi-Bellman equation
The standard tool in stochastic dynamical programming is the Hamilton-Jacobi-Bellman equation [Fleming and Soner, 2006] . Suppose that equations of motion, Eqs. (32) and (36) in the multivariate case depend on some controls y, which we now wish to choose so that our discounted future utility is maximal. For an infinite time-horizon problem, with standard exponential discounting and time-preference rate ρ, the objective function to maximise is
where u is the utility function. Let V then be the maximal Ω, and henceforth assume that y refers to the maximiser:
Assuming that V is twice differentiable, it can be found as a solution to the Hamilton-Jacobi-Bellman (HJB) equation:
An easy heuristic derivation goes as follows: (i ) Start with the definition of V and divide the integral into two parts: from 0 to some small h, and from h to infinity; (ii ) Use Bellman's principle on the second integral to make it V a time h later, appropriately discounted, e −ρh V (x h ); (iii ) Use Itô's Lemma to approximate V (x h ), Taylor expand in h, and then let h → 0. This basic derivation of the Hamilton-Jacobi-Bellman equation requires that V be twice differentiable. It is well known that solutions do not always have this property. The theory of viscosity solutions addresses this problem, however, this topic is beyond the scope of this introduction (See e.g. Fleming and Soner [2006], or Crandall et al. [1992] for a rigorous but self-contained guide to the subject).
Generalising to the multivariate case, the Hamilton-Jacobi-Bellman equation for the process of Eq. (36) with controls y reads:
ρV (X) = max y u(y) + µ(X) T ∇ X V (X) + 1 2 tr σ(X) T H X V (X)σ(X) . (41)
A.3 Equilibrium characterisation
In the conventional view, persistent e.g. in much of DSGE modeling today, what constitutes an equilibrium is a point in state space, plus random fluctuations induced by shocks. Such equilibria are a feature of, say, models linearised around a deterministic steady state, and which treat shocks as relatively small perturbations. When the modeling paradigm allows for large deviations, as is the case in the models we are highlighting here, this point-plus-perturbations picture of the equilibrium breaks down. Shocks, possibly amplified by feedback effects, can now drive the system far from what would have traditionally been seen as a relatively tranquil equilibrium point. Rather then, the equilibrium is characterised by a probability distribution over the whole state space.
In continuous time, the probability distribution of a diffusion process x is given by the Kolmogorov forward equation, also known as the Fokker-Planck equation (See e.g. Gardiner [2009] ; Risken [1996] is solely dedicated this equation): If f (t, x|x 0 ) is the probability density function of process x following Eq. (32) with initial data x 0 , then f satisfies the partial differential equation (omitting the explicit conditioning on the initial x):
Probability densities are integrated to get actual probabilities: Given a large number of independent realisations of x, the probability of finding x in the interval [x 0 , x 1 ] at time t is
The "large number of independent realisations" can be understood either as many simultaneously running independent processes (and so with independent shocks), or as a large number of samples of a single process, taken over an infinitely long time period. In the former view, f (x) represents the cross-sectional density of the state variables following the same dynamic stochastic equations of motion. Which view is correct depends of course on what one aims to model. For additional intuition, the forward equation can be written in the form of a continuity equation relating the temporal change of f to spatial variation of a probability flux:
where j(t, x) is the probability current, that is, the rate of flow of probability through the point x to the positive x direction. In equilibrium ∂f (t, x)/∂t = 0, and therefore the Fokker-Planck equation reduces to a first order ordinary differential equation
where j 0 is a constant to be determined by the boundary conditions. The multivariate Fokker-Planck equation corresponding to the process X, again taking values on R N and following the SDE (36), is in turn ∂f ∂t (t, X) = −∇ X · J(t, X) (46a)
where J = (j 1 , . . . , j N ) T is now an N -dimensional probability current, and ∇ X · is the divergence operator,
A.4 Boundary conditions
Solutions to the HJB and the Fokker-Planck equations, Eqs. (40) and (44), or Eqs. (41) and (46) in the multivariate case, are not uniquely fixed until appropriate boundary conditions are given. Nonlinearity, capital constraints, and the need for proper treatment boundary conditions go hand in hand: If one is to construct a model that can account for large fluctuations, one must account for the possibility of a state variable hitting a hard bound, e.g. a capital or leverage constraint. Here, we consider the two most common boundary conditions: the absorbing and (instantaneously) reflecting boundary.
A.4.1 Absorbing boundary
An absorbing boundary, say placed at position x † , is such that upon reaching it, the process is stopped and removed from the distribution. A stopped process (an agent who goes out of business, or a firm that has been liquidated) can no longer generate utility, and so it is natural to require that at an absorbing boundary value is zero,
whenever of course the utility function is non-negative for all controls. For the probability density, an absorbing boundary at x † means that
which has the natural interpretation of asking that point x † is always completely free of the process x.
Multivariate generalisations are obvious: The absorbing boundary is not a point anymore, but some surface in the embedding space, and the same zero value or zero density requirement holds.
A.4.2 Reflecting boundary
Although the word reflection invokes a picture of a very certain type of motion, such as elastic bouncing of a ball off of a rigid wall, or specular reflection of a beam of light, a reflecting boundary is here understood somewhat more generally: We will call a boundary reflecting whenever it conserves probabilities in the sense that it does not leak probability in or out, or allow the process accumulate or stop there for a finite time period.
In general, a reflecting boundary is setup by some forcing term that is strong enough to overcome the drift and diffusion terms in Eq. (32), preventing the process from ever crossing the boundary. Such forcing can be due to e.g. a singular control term (a control that has unbounded magnitude and which optimally is always either fully on or off). A rigorous mathematical treatment of SDEs with reflection does not use infinitely strong drift terms 31 , but as a model to guide intuition, the idea that the boundary is enforced by infinitely strong and infinitely short kicks is reasonable enough. 31 A standard approach is recasting the SDE with reflection into a so called Skorokhod problem, whereby the process x is seen as driven by an additional process k, dxt = µ(xt) dt + σ(xt) dzt + dkt, and where dkt is non-zero only on the boundary. See e.g. Lions and Sznitman [1984] .
For functions of process x, a reflecting boundary implies a Neumann condition: it imposes a specific value on the derivative of the function. Say there is a reflecting boundary at x * . For the value function, we then must have that V (x * ) = 0.
This can be justified as follows: imagine the x range inside the boundary reflected into the range outside the boundary. One can now view a process hitting the boundary as instead passing into the "mirror" space. In order for V to be smooth across the boundary, demanded by the smoothness of optimal V , then the derivative V is zero. Similarly, for any continuously differentiable function of the process, the derivative should vanish at x * .
For the density f , a reflecting boundary naturally corresponds to a point where the probability current j, Eq. (44), vanishes
Note that in the one-dimensional case, in steady state, this condition fixes the probability flow to zero over the whole of the x range. If there is also a reachable absorbing state, the probability density must be over the x range, for then both the value and derivative of f vanish at the same time. The word reachable is key: An absorbing boundary may be such that it cannot be arrived at in finite time. In this case, both an absorbing and reflecting boundary can co-exist, with the probability density not collapsing to zero. Extensions to N -dimensional processes X are somewhat more complicated than for the absorbing boundary. Suppose that the reflecting boundary is a surface in R N , x * is a point on that surface, and that Γ(x * ) is the direction of the boundary forcing term (assumed never perpendicular to the normal of the boundary). Then the boundary condition for V reads Γ(x * ) · ∇ X V (x * ) = 0,
that is, the Γ-directed derivative of V is zero when on an reflecting boundary. For the Fokker-Planck equation, the N -variable extension Eq. (50) is
where ν(x * ) is the inwards unit normal vector of the boundary surface at x * , and J is the probability current as given by Eq. (46b). The natural interpretation is that the probability flow perpendicular to the surface is zero (no outflow of probability, or accumulation on the surface).
A.5 Asymptotic analysis
A useful tool in studying the behaviour of continuous time models is the asymptotic expansion. These are simply approximate analytical solutions of the model equations that are valid only near the boundaries. Their utility lies in the fact that they can yield analytic insight into the qualitative and quantitative behaviour of the model near the boundaries, which in turn can aid the model analysis or help with the numerical solution of the equations. The exact way of constructing the expansion varies from problem to problem, but the general idea is to use the smallness of the distance to the boundary, or the greatness of the variable if very far from it, as a simplifying assumption. A fairly generally applicable recipe goes as follows:
