Abstract-Boosting has been of great interest recently in the machine learning community because of the impressive performance for classification and regression problems. The success of boosting algorithms may be interpreted in terms of the margin theory. Recently, it has been shown that generalization error of classifiers can be obtained by explicitly taking the margin distribution of the training data into account. Most of the current boosting algorithms in practice usually optimize a convex loss function and do not make use of the margin distribution. In this brief, we design a new boosting algorithm, termed margin-distribution boosting (MDBoost), which directly maximizes the average margin and minimizes the margin variance at the same time. This way the margin distribution is optimized. A totally corrective optimization algorithm based on column generation is proposed to implement MDBoost. Experiments on various data sets show that MDBoost outperforms AdaBoost and LPBoost in most cases.
different in calculating the coefficient associated with each weak classifier) such that it increases margins even more aggressively than AdaBoost. Breiman's experiments on Arc-Gv show contrary results to the margin theory: Arc-Gv always has a minimum margin that is provably larger than AdaBoost but Arc-Gv performs worse in terms of test error [3] . Grove and Schuurmans [7] observed the same phenomenon. In the literature, much work has focused on maximizing the minimum margin [8] [9] [10] . Recently, Reyzin and Schapire [11] reran Breiman's experiments by controlling weak classifiers' complexity. They found that a better margin distribution is more important than the minimum margin. It is of importance to have a large minimum margin, but not at the expense of other factors. They thus conjectured that maximizing the average margin rather than the minimum margin may lead to improved boosting algorithms. We try to verify this conjecture in this work.
Recently, Garg and Roth [12] introduced margin-distribution-based complexity measure for learning classifiers and developed margin-distribution-based generalization bounds. Competitive classification results have been shown by optimizing this bound. Another relevant work is [13] . Lodhi et al. [13] apply a boosting method to optimize the margin distribution based generalization bound obtained by ShaweTaylor and Cristianini [14] . Experiments show that the new boosting methods achieve considerable improvements over AdaBoost. The optimization of this new boosting method is based on the AnyBoost framework [5] . Aligned with these attempts, we propose a new boosting algorithm through optimization of margin distribution (termed MDBoost). Instead of minimizing a margin-distribution-based generalization bound, we directly optimize the margin distribution: maximizing the average margin and at the same time minimizing the variance of the margin distribution.
The theoretical justification of the proposed MDBoost is that, approximately, AdaBoost actually maximizes the average margin and minimizes the margin variance. The main contributions of our work are as follows.
1) We propose a new totally corrective boosting algorithm MDBoost by optimizing the margin distribution directly. The optimization procedure of MDBoost is based on the idea of column generation that has been widely used in large scale linear programming. 2) We empirically demonstrate that MDBoost outperforms AdaBoost and LPBoost on most University of California at Irvine (UCI) data sets used in our experiments. The success of MDBoost verifies the conjecture in [11] . Our results also show that MDBoost has achieved similar (or better) classification performance compared with AdaBoost-CG [15] . AdaBoost-CG is also totally corrective in the sense that all the linear coefficients of the weak classifiers are updated during the training. An advantage of MDBoost is that, at each iteration, MDBoost solves a quadratic program while AdaBoost-CG needs to solve a general convex program. 1 Throughout this brief, a matrix is denoted by an uppercase letter (X); a column vector is denoted by a bold lowercase letter (x x x). The ith row of X is denoted by Xi: and the ith column is denoted by X:i. We use I to denote the identity matrix. 1 and 0 are column vectors of 1's and 0's, respectively. Their sizes will be clear from the context. We use ; to denote componentwise inequalities. 1 More precisely, it is a constrained entropy maximization problem. To date, unlike quadratic programming that is a well-studied optimization problem, there are no specialized solvers for the constrained entropy optimization problem.
The rest of this brief is structured as follows. In Section II, we present the main idea. In Section III, the dual of the MDBoost's optimization problem is derived, which enables us to design an LPBoost-like column-generation-based boosting algorithm. We provide an experimental comparison of the algorithms on UCI data in Section IV, and conclude the brief in Section V.
II. ALGORITHMS
Before we present our main results, we introduce some preliminary concepts. Let f(x x xi; yi)gi=1;...;M be the set of training data, where x x xi 2 X and y i 2 f01; +1g, 8i. Let h (1) Boosting is a typical example of ensemble learning, where multiple learners are trained to solve a single classification problem. A boosting algorithm creates a strong learner by incrementally adding weak learners to the final strong learner [2] . The weak learner has an important impact on the strong learner. In general, a boosting algorithm builds on a user-specified base learning procedure and runs it repeatedly on modified data that are outputs from the previous iterations. The final output strong classifier takes the form F (x x x) = N j=1 w j h j (x x x) with wj > 0, j = 1; . . . ; N.
The following theorem serves as the basis of the proposed MDBoost algorithm.
Theorem 2.1: AdaBoost maximizes the unnormalized average margin and simultaneously minimizes the variance of the margin distribution under the assumption that the margin follows a Gaussian distribution.
Proof: See the Appendix . The key assumption that makes this theorem valid is that the weak learners generated by AdaBoost make independent errors over the training data set. This assumption may not be true in practice, but could be a plausible approximation.
Mathematically, the above theorem can be formulated as 
In the above equations, w w w is the linear coefficients that weight the weak classifiers. D is the sum of these linear coefficients, which needs to be determined by cross validation. Note that D is actually a tradeoff parameter, which balances the normalized average margin and the normalized margin variance. The empirical margin variance can be com- 
It is easy to see that A is positive semidefinite. 2 So (5) is a convex quadratic problem (QP) in .
If wecouldaccess all the weak classifiers(theentirematrixH is knew), we can solve problem (5) using off-the-shelf QP solvers [16] . However, in many cases, we do not know H beforehand simply because the size of the weak classifier set could be prohibitively (or even infinitely) large. As in LPBoost [10] , column generation can be used to attack this problem. Column generation was first proposed by [17] for solving some special structured linear programs with extremely large number of variables. A comprehensive survey on this technique is [18] . The general idea of column generation is that, instead of solving the original large scale problem (master problem), one works on a restricted master problem with a reasonably small subset of variables at each step. The dual of the restricted master problem is solved by conventional convex programming, and the optimal dual solution is used to find the new variable to be included into the restricted master problem. LPBoost is a direct application of column generation in boosting. For the first time, LPBoost shows that in a linear program framework, unknown weak hypotheses can be learned from the dual although the space of all weak hypotheses is infinitely large. This is the highlight of LPBoost. This idea can be generalized to solve convex programs other than linear programming problems. 3 We next derive the dual of (5) such that a column-generation-based optimization procedure can be devised.
III. THE DUAL OF MDBOOST
The dual of a convex program always reveals some meaningful properties of the problem. We show that MDBoost is in fact a regularized version of LPBoost. The Lagrangian of (5) 
For the first term in L, its gradient must vanish at the optimum
This leads to (8): (11) Under some mild conditions, weak duality and strong duality exist between the primal and dual problems we have derived. By strong duality, the two problems are equivalent. The solution of the dual gives the solution to the primal. Note that it is critically important to keep two variables w w w and to arrive at the dual (11) . One may obtain a different formulation otherwise, and no column-generation-based optimization can be obtained.
In our case, A is semidefinite but not strictly positive definite, and its inverse does not exist. We can replace its inverse A 01 with the Moore-Penrose pseudoinverse A y . In our experiments, we have regularized A by A = A + I, where I is the identity matrix and is a small constant. It is now clear that the dual problem (11) is a regularized hard-margin LPBoost. The second term in the cost function regularizes the dual variable u u u. For example, when A is the identity matrix, this regularization term encourages u u u to approach 1. Also note that here u u u can take any value and it is not a distribution any more. In contrast, in AdaBoost and LPBoost, u u u is a distribution: u u u 0 and 1 > u u
The Bayesian interpretation of norm-based regularization is as follows.`2-norm assumes a Gaussian prior probability over the parameter, and`1-norm assumes a Laplacian prior probability. If we view the regularization term as the log of the probability for the parameter x x x, we have
exp jx i j (12) where G(0;A) is a Gaussian distribution with zero mean and covariance A. In practice, a zero-mean and unit-variance Gaussian prior is usually assumed for kernel ridge regression, while a Laplacian prior over coefficients is typically used in sparse coding and compressed sensing.
In our case, when the number of training data is large (M 1), A can be approximated by the identity matrix. The regularization term is simply the variance of the weights associated with each datum. Intuitively, one can design A which contains useful prior information for some particular purpose.
A. Column-Generation-Based Optimization
With the above analysis, a column-generalization-based technique is ready to solve problem (5). Instead of solving (5) directly, one calculates the most violated constraint in (11) iteratively for the current solution and adds this constraint to the optimization problem. In theory, any column that violates dual feasibility can be added. To speed up the convergence, we add the most violated constraint by solving the following problem:
This is actually the same as the one that standard AdaBoost and LPBoost use for producing the best weak classifier, that is to say, to find the weak classifier that has minimum weighted training error. We summarize our MDBoost in Algorithm 1. The convergence of Algorithm 1 is guaranteed by general column generation or cutting-plane algorithms, which is easy to establish.
When a new h 0 (1) that violates dual feasibility is added, the new optimal value of the dual problem (maximization) would decrease. Accordingly, the optimal value of its primal problem decreases as well because they have the same optimal value due to zero duality gap. Moreover, the primal cost function is convex, therefore in the end, it converges to the global minimum. Note that on the last step of the proposed MDBoost algorithm is that we can get the value of w w w easily. Primal-dual interior-point (PD-IP) methods work on the primal and dual problems simultaneously and therefore both primal and dual variables are available after convergence. MDBoost is totally corrective in the sense that the coefficients of all weak classifiers are updated at each iteration. 
IV. EXPERIMENTS
In this section, we run experiments to show the effectiveness of the proposed MDBoost algorithm. In order to control the complexity of the classifier, we use the stumps as weak classifiers.
First, we show some results on a synthetic data set. Eight hundred 2-D points are generated as shown in Fig. 1(a) . Sixty percent is used for training and the remaining for testing. We then run AdaBoost (1000 iterations) and MDBoost (N max = 1000) on this data set. The cumulative margin distribution is plotted in Fig. 1(b) . We have set the parameter D as the sum of weak classifiers' coefficients of AdaBoost. In this experiment, MDBoost's average margin is very similar to AdaBoost's average margin (both are 0.9), However, as observed, the variance of MDBoost is smaller than that of AdaBoost (0.027 versus 0.039). MDBoost also performs slightly better than AdaBoost (3.8% versus 5.0% in test error). Note that, in terms of the minimum margin, AdaBoost is better than MDBoost. This confirms that the minimum margin is not a direct measure of test error. In Fig. 1(c) , we show the normalized value of w w w of the final selected weak classifiers for both algorithms. It can be seen that both algorithms select very similar decision stumps. However, the weights could be different. In Fig. 1(c) , the x-axis is the index of all the 2500 candidate weak classifiers. If a weak classifier is not selected, then its corresponding weight (y-axis) is zero. Second, in order to provide a clearer insight into the feature selection of AdaBoost and MDBoost, we implement AdaBoost and MDBoost on the UCI data set "spam" whose features have explicit meanings. The task is to separate spam e-mails based on word frequencies. The training iterations are both constrained as below 60, which is close to the dimension of feature space. We repeat the experiments for 20 times and record the frequency of each feature (word) being selected by the boosting algorithms. The average frequencies over 20 rounds are shown as a histogram in Fig. 2 For AdaBoost, since the best test error is achieved before 60 iterations and no overfitting is observed during training, the classifier obtained at iteration 60 is considered as optimal. As is illustrated in Fig. 2 , both algorithms select important features such as "free" (feature #16 on the plot), "hp" (feature #25), and "$" (feature #53) with high frequencies. However, for the other features, two algorithms select them with diverse inclinations. MDBoost tends to select the features like "address" (feature #15), "order" (feature #9), and "000" (feature #23) which are intuitively helpful for the classification. On the contrary, the favorite ones of AdaBoost, such as "report" (feature #14), "e-mail" (feature #18), and "conference" (feature #48) are more irrelevant for spam e-mail detection. The fact that MDBoost has smaller average test error (11.3% 6 1.20%) than AdaBoost (12.2% 6 1.55%) supports our analysis.
In the third experiment, we run MDBoost on real data sets and we focus on comparing test error. We have compared four boosting algorithms, which are standard AdaBoost, soft-margin LPBoost [10] , AdaBoost-CG, 4 and MDBoost, respectively. 0:2; 0:3; 0:4; 0:5g. The experiments are run on the 13 UCI benchmark data sets from [19] . 5 Generally, we randomly split the data set into three subsets. Sixty percent of the examples are used for training; 20% are used for cross validation and the other 20% are used for test.
For those large data sets ("ringnorm," "twonorm," and "waveform"), due to the large size, we randomly select 10% for training, 30% for cross validation, and 60% for test. For these three large data sets, we repeat the experiments ten times due to the data sets' large sizes. For the other ten data sets, experiments are run 50 times. The convergence threshold " for LPBoost, AdaBoost-CG, and MDBoost are all set to 10 05 . Both test and training results for the four compared algorithms are reported in Table I for a maximum number of iterations of 100, 500, and 1000. In some cases, the three totally corrective boosting algorithms (LPBoost, AdaBoost-CG, MDBoost) converge earlier than 100 iterations. We simply copy the converged results to iteration 500 and 1000 as reported in Table I . As can be seen, in terms of training error, soft-margin LPBoost demonstrates its fastest convergence in the training procedure. It finishes the column generation iteration procedure within 100 rounds for 12 data sets but only defeats other algorithms on training error for one data set ("banana"). On the other hand, the standard AdaBoost, 5 http://ida.first.fraunhofer.de/projects/bench/ because of its coordinate descent optimization strategy, convergences slowest on all the data sets but ranks the best on training error for ten data sets. MDBoost ties with the LPBoost on training error comparison while AdaBoost-CG outperforms on two data sets.
In terms of test error, the proposed MDBoost outperforms on most data sets (nine among 13) and could be considered the best algorithm with respect to the generalization error. The quantitative analysis for the superiority of MDBoost will be discussed later. AdaBoost-CG has the best performance on three data sets. The standard AdaBoost wins the remaining one ("thyroid"). It is surprising to find that the LPBoost performs slightly worse than the other algorithms on all data sets. It has been observed that different LP solvers may result in slightly different performances on test data for LPBoost [9] . On some data sets, there is a significant difference between PD-IP and simplex-based solvers in terms of iterations and the final selected weak classifiers. Here we have used Mosek [20] , which implements PD-IP methods. Experiments with simplex LP solvers are needed to verify the LPBoost results. We leave this as future work. In summary, the proposed MDBoost algorithm shows competitive classification performance over AdaBoost, LPBoost, and AdaBoost-CG. This validates the usefulness of optimizing margin distributions.
In terms of computational complexity, at each iteration, MDBoost needs to solve a convex QP. The complexity of solving a QP is slightly worse than solving an LP, and it is still very efficient. Moreover, those techniques developed for solving large scale support vector machines may be applicable here. AdaBoost-CG needs to solve a general convex problem at each iteration, which is much slower than solving a QP or an LP [15] .
In order to verify the superior classification performance of the proposed MDBoost quantitatively, we implement three statistical comparisons, namely Wilcoxon signed-rank test, Friedman test, and Bonferroni-Dunn test, respectively [21] , on the experimental performances of the four compared boosting algorithms.
The Wilcoxon signed-ranks test (WSRT) [21] is a nonparametric alternative of the paired t-test, which ranks the difference in performance of two classifiers for each data set. Here the WSRT is used for comparing MDBoost with the other three boosting approaches in terms of classification performance. The null-hypothesis declares that the concerning classifier is no better than the other algorithms on performance. Consequently, it is a one-tail test with a conventional confidence level (of 95% in this work). Further details of WSRT are illustrated in Table II . As shown, the null-hypothesis is rejected in the tests of MDBoost versus AdaBoost, MDBoost versus AdaBoost-CG, and MDBoost versus LPBoost. In other words, MDBoost is considered superior to the other three boosting algorithms with respect to generalization error. AdaBoost-CG is the second best since it defeats AdaBoost and LPBoost in the test. AdaBoost and LPBoost could not be considered as better than any other algorithms. To conclude, WSRT indicates that, with a confidence level of 95%, MDBoost is the best classifier on the 13 data sets used.
Friedman test (FT) is a nonparametric equivalent of the repeatedmeasures analysis of variance (ANOVA) [21] . FT can measure the difference between more than two sets of classification results. If the null-hypothesis, which assumes that all the performances are similar to each other, is rejected, a posthoc test is processed to compare the algorithms pairwisely. The Bonferroni-Dunn test (BDT) [21] is then adopted as our posthoc manner to verify whether a classifier overperforms the others under the circumstance of multiple comparison. Not surprisingly, FT rejects its null-hypothesis, which means the performances of the four boosting approaches are different essentially. The confidence level for this test is also set to 95%. 6 We then run BDT. The results of BDT are reported in Table III . According to BDT, different from WRST, only MDBoost statistically significantly outperforms both AdaBoost and LPBoost in test error. Also AdaBoost-CG is not significantly better than AdaBoost with this FT comparison. The conclusion that we can draw here is as follows: with a confidence level of 95%, 1) MDBoost outperforms AdaBoost and LPBoost; and 2) MDBoost and AdaBoost-CG are not significantly different statistically.
To take a close look at the convergence behavior of MDBoost, we plot the training and test error of AdaBoost and MDBoost for three data sets in Fig. 3 . Typically, MDBoost converges faster than AdaBoost due to its totally corrective update rule. In terms of test error, MDBoost is better in most cases as we have reported. On the "breast cancer" data set, clearly AdaBoost overfits the training data. Also both MDBoost and AdaBoost plateau before reaching zero on "banana" because at some point in the algorithms, decision stumps are not able to provide better error rates anymore.
V. CONCLUSION
In this brief, we have proposed a new boosting method that optimizes the margin distribution by maximizing the average margin and at the same time minimizing the margin variance. Inspired by LPBoost [10] , a column-generation-based optimization algorithm is proposed to facilitate this idea.
The proposed MDBoost inherits LPBoost's advantages such as well-defined convergence criteria, fast convergence rates, and smaller number of weak learners in the final strong classifier.
Our experiments on various data sets show that MDBoost outperforms AdaBoost and LPBoost, and is at least equivalent to (if not better than) AdaBoost-CG in terms of classification accuracy.
A future research direction is how to integrate useful prior information into the matrix A. We believe that improved performance may be obtained by carefully designing A. For example, one can take asymmetric data distribution into consideration by giving a weight to each margin i , i = 1; ...; M . We also want to explore the robustness of MDBoost. Since MDBoost considers the whole margin distribution, it is supposed to be more robust to outliers. More experiments are required to test this issue.
APPENDIX
The proof of Theorem 2.1 can be found in [15] . For self-completeness, we include the main sketch of the proof here.
A lemma is needed first. Lemma 5.1: The margin of AdaBoost follows the Gaussian distribution. In general, the larger the number of weak classifiers, the more closely does the margin follow the form of Gaussian under the assumption that selected weak classifiers are uncorrelated.
We omit the complete proof for this lemma here. The main tool is the central limit theorem. A condition for applying the central limit theorem is that the N variables must be independent. In our case, loosely speaking, AdaBoost selects independent weak classifiers such that each weak classifier makes different errors on the training data set. This may not always hold in practice, but can be a reasonable approximation. So approximately we can view that the selected weak classifiers are uncorrelated.
We know that the cost function that AdaBoost minimizes is f (w w w) = log M i=1 exp 0i (14) where i is unnormalized margin for datum x x x i . As shown in the above lemma, i follows a Gaussian G(; ; ) = 1 p 2 exp 0 ( 0 ) 2 2 2 with mean and variance 2 .
It is well known that the Monte Carlo integration method can be used to compute a continuous integral
where g(x) is a probability distribution such that g(x)dx = 1 and f (x) is an arbitrary function. x k ; k = 1; ...; K; are randomly sampled from the distribution g(x). The more samples are used, the more accurate the approximation is. Equation (14) can be viewed as a discrete Monte Carlo approximation of the following integral (here the constant term log M is discarded, which is irrelevant to the analysis): The integral range is [1; 2] . We do not know explicitly about the integration range. We can roughly calculate the integral from 01 to +1.
Then, the last term in (16) 
This approximation is reasonable because Gaussian distributions drop off quickly and Gaussian is not considered a heavy tailed distribution. 
This cost function has a clear and elegant explanation. The first term is the unnormalized average margin and the second term 2 is the unnormalized margin variance. It is clear that AdaBoost maximizes the unnormalized average margin and also takes minimizing the unnormalized margin variance into account. A better margin distribution is then obtained.
