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GLOBAL IN TIME SOLVABILITY OF THE NAVIER-STOKES EQUATIONS IN THE
HALF-SPACE
TONGKEUN CHANG AND BUM JA JIN
ABSTRACT. In this paper, we study the initial value problem of the Navier-Stokes equations in
the half-space. Let a solenoidal initial velocity be given in the function space B˙
α− 2
2
pq,0 (R
n
+) for
α + 1 = n
p
+ 2
q
and 0 < α < 2. We prove the global in time existence of weak solution
u ∈ Lq(0,∞; B˙αpq(R
n
+))∩L
q0(0,∞;Lp0(Rn+)) for some 1 < p0, q0 < ∞ with
n
p0
+ 2
q0
= 1, when
the given initial velocity has small norm in function space B˙
− 2
q0
p0q0,0
(Rn+). The solution is unique in
the class Lq0(0,∞;Lp0(Rn+)). Pressure estimates are also given.
2000 Mathematics Subject Classification: primary 35K61, secondary 76D07.
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1. Introduction
In this paper, we study the following nonstationary Navier–Stokes equations
ut −∆u+∇p = −div(u⊗ u), div u = 0 in R
n
+ × (0,∞),
u|t=0 = h, u|xn=0 = 0,
(1.1)
where u = (u1, · · · , un) and p are the unknown velocity and pressure, respectively, h = (h1, · · · , hn)
is the given initial data.
Since the nonstationary Navier–Stokes equations are invariant under the scaling
uλ(x, t) = λu(λx, λ
2t), pλ(x, t) = λ
2p(λx, λ2t), hλ = λh(λx),
it is important to study (1.1) in the so-called critical spaces, i.e., the function spaces with norms
invariant under the scaling u(x, t)→ λu(λx, λ2t).
There are a number of papers dealt with global well-posedness for (1.1) in critical spaces in the
half space. Among them, R. Farwig, H. Sohr and W. Varnhorn [15] showed that if h ∈ B˙
− 2
q
pq (Rn+)
with n
p
+ 2
q
= 1 and 1 < p, q < ∞ has sufficiently small norm, then (1.1) has a unique solution
u ∈ Lq(0,∞;Lp(Rn+)). Moreover, R. Farwig, Y. Giga and P. Hsu [13], showed if h ∈ B˙
−1+n
p
pq (Rn+)
with n
p
+ 2
q
= 1− 2α, 12 ≥ α ≥ 0 and 1 < p, q <∞, then (1.1) has a unique solution satisfying
t2αu ∈ Lq(0,∞;Lp(Rn+)).
(Also see [7] and [8]).
Bum Ja Jin was supported by NRF-2016R1D1A1B03934133.
1
2 TONGKEUN CHANG AND BUM JA JIN
R. Danchin and P. Zhang in [12] have studied global solvability of inhomogeneous Navier-
Stokes equations in the half space with bounded density, and showed that if the initial velocity
in B˙
−1+n
p
pq (Rn+) with
n
3 < p < n, 1 < q <∞ and q ≥
2p
3p−n is small and initial density in L
∞(Rn+)
is close enough to the homogeneous fluid, then (1.1) has a unique solution satisfying
tα
(
ut,D
2
xu,∇p
)
∈ Lq(0,∞;Lp(Rn+)), t
β∇u ∈ Lq2(0,∞;Lp2(Rn+)), t
γu ∈ Lq3(0,∞;Lp3(Rn+))
for some β, γ > 0, 1 < p2, p3, q2, q3 <∞ with α = β + γ,
1
p
= 1
p2
+ 1
p3
and 1
q
= 1
q2
+ 1
q3
.
The limiting case q = ∞ has been studied by M. Cannone, F. Planchon, and M. Schonbek [5]
for h ∈ L3(R3+)(⊂ B
−1+ 3
p
p∞ (R3+)), by H. Amann [3] for h ∈ b
−1+n
p
p,∞ (Rn+), p >
n
3 , p 6= n, and by
M. Ri, P. Zhang and Z. Zhang [26] for h ∈ b0n∞(R
n
+), where b
s
pq(Ω) denotes the completion of the
generalized Sobolev space Hsp(Ω) in B
s
pq(Ω). In particular, in [5], the solution exists globally in
time when ‖h‖
B
−1+ 3p
p∞ (R
3
+
)
is small enough. See also [2, 14, 18, 22, 24, 25, 30] and the references
therein for initial value problem of Navier-Stokes equations in the half space.
Our study in this paper is motivated by the result in [5] and [12]. The following texts state our
main results.
Theorem 1.1. Let 0 < α < 2 and α + 1 = n
p
+ 2
q
. Assume that h ∈ B˙
α− 2
q
pq,0 (R
n
+) with divh = 0.
Then, there is ǫ∗ > 0 and 1 < p0, q0 < ∞ with
n
p0
+ 2
q0
= 1 so that if ‖h‖
B˙
− 2q0
p0q0,0
(Rn
+
)
< ǫ∗,
then (1.1) has a solution u ∈ Lq(0,∞; B˙αpq(R
n
+)) ∩ L
q0(0,∞;Lp0(Rn+)). The solution is unique in
Lq0(0,∞;Lp0(Rn+)).
In particular, if p = q, then the velocity u is contained in B˙
α,α
2
pp (Rn+×(0,∞)) = L
p(0,∞; B˙αpp)∩
Lp(Rn+ : B˙
α
2
pp(0,∞)) (see [10]).
Theorem 1.2. Let (p, q, α) and h be conditions in Theorem 1.1. Then, there is (p1, q1, β) with
1 < p1 < p, 1 < q1 < q, and (1) 0 < β ≤ α if 0 < α ≤ 1 and (2) 1 < β ≤ α if 1 < α ≤ 2 so that
if α > 1
p
, then the corresponding pressure p can be decomposed by p = P0 +
∑n−1
j=1 DxjPj +Dtp1
for some p1 ∈ L
q(0,∞; B˙α+1pq (R
n
+)), Pj ∈ L
q(0,∞; B˙αpq(R
n
+)), P0 ∈ L
q1(0,∞; B˙βp1q1(R
n
+)).
The explanation of function spaces and notations is placed in Section 2.
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Remark 1.3. (1) The authors in the papers [13] and [15] studied (1.1) when the initial data
h is in space B˙
−1+n
p
pq,0 (R
n
+) with (
n
p
, 2
q
) in I and the authors in the paper [12] studied (1.1)
when (n
p
, 2
q
) is in II. In this paper, we study (1.1) when (n
p
, 2
q
) is in II ∪ III.
(2) Note that if (n
p
, 2
q
) is in I and III, then −1 + n
p
< 0.
For the proof of Theorem 1.1, it is necessary to study the following initial value problem of the
Stokes equations in Rn+ × (0,∞):
ut −∆u+∇p = f, div u = 0 in R
n
+ × (0,∞),
u|t=0 = h, u|xn=0 = 0,
(1.2)
where f = divF .
In [17], M. Giga, Y. Giga and H. Sohr showed that if f ∈ Lq(0, T ; Dˆ(A−αp (Ω)) and h = 0 then
the solution u of Stokes equations (1.2) satisfies that for 0 < α < 1,∫ T
0
(
‖(
d
dt
)1−αu(t)‖q
Lp(Ω) + ‖A
1−α
p u(t)‖
q
Lp(Ω)
)
dt ≤ c(p, q,Ω, α)
∫ T
0
‖A−αp f(t)‖
q
Lp(Ω)dt,
where Ap is Stokes operator and Ω is bounded domain, exterior domain or half space. In particular,
if f = divF with F ∈ Lq(0, T ;Lpσ(Ω)) then∫ T
0
(
‖(
d
dt
)
1
2u(t)‖q
Lp(Ω) + ‖∇u(t)‖
q
Lp(Ω)
)
dt ≤ c(p, q,Ω)
∫ T
0
‖F(t)‖q
Lp(Ω)dt.
Estimates for the pressure were, however, not given in [17].
H. Koch and V. A. Solonnikov [20] showed the unique local in time existence of solution u ∈
Lq(0, T ;Lq(R3+)) of (1.2) when f = divF , F ∈ L
q(0, T ;Lq(R3+)) and h = 0. They also
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showed that the corresponding pressure p is decomposed by p = p1 +
∂P
∂t
, where p1 and P sat-
isfy ‖p1‖Lq(0,T ;Lq(R3
+
)) + ‖P‖Lq(0,T ;W 2q (R3+)) ≤ c‖F‖Lq(0,T ;Lq(R3+)). See also [18, 21, 22, 30, 32]
and the references therein.
The following theorem states our result on the unique solvability of the Stokes equations (1.2).
Theorem 1.4. Let 1 < p, q < ∞ and 0 ≤ α ≤ 2. Let F ∈ Lq1(0,∞, B˙βp1q(R
n
+)) for some
(p1, q1, β) satisfying 1 < p1 ≤ p, 1 < q1 ≤ q, 0 ≤ β ≤ α ≤ β + 1 ≤ 2 and 0 = α − β − 1 +
n( 1
p1
− 1
p
) + 2
q1
− 2
q
. Moreover assume that F|xn=0 = 0. Then there is a solution u of (1.2) with
‖u‖Lq(0,∞;B˙αpq(Rn+))
≤ c
(
‖h‖
B˙
α− 2q
pq,0 (R
n
+
)
+ ‖F‖
Lq1 (0,∞,B˙βp1q(R
n
+
))
)
. (1.3)
The corresponding pressure p can be decomposed by p = Dtp1 +
∑n−1
j=1 DxjPj + P0, p1 ∈
Lq(0,∞; B˙α+1pq (R
n
+)), Pj ∈ L
q(0,∞; B˙αpq(R
n
+)) and P0 ∈ L
q1(0,∞; B˙βp1q(R
n
+)) with
‖p1‖Lq(0,∞;B˙α+1pq (Rn+))
+
n−1∑
j=1
‖Pj‖Lq(0,∞;B˙αpq(Rn+))
+ ‖P0‖Lq1 (0,∞;B˙βp1q(R
n
+
))
≤ c
(
‖h‖
B˙
α− 2q
pq,0 (R
n
+
)
+ ‖F‖
Lq1 (0,∞,B˙βp1q(R
n
+))
)
. (1.4)
We organize this paper as follows. In Section 2, we introduce the function spaces, definition
of the weak solutions of Stokes equations and Navier-Stokes equations. In Section 3, the various
estimates of operators related with Newtonian kernel and Gaussian kernel are given. In Section 4,
we complete the proof of Theorem 1.4. In Section 5, we give the proof of Theorem 1.1 and Theorem
1.2 applying the estimates in Theorem 1.4 to the approximate solutions.
2. NOTATIONS, FUNCTION SPACES AND DEFINITIONS OF WEAK SOLUTIONS
We denote by x′ and x = (x′, xn) the points of the spaces R
n−1 and Rn, respectively. The
multiple derivatives are denoted by DkxD
m
t =
∂|k|
∂xk
∂m
∂t
for multi-index k and nonnegative integers
m. Throughout this paper we denote by c various generic constants.
For s ∈ R and 1 ≤ p, q ≤ ∞, we denote H˙sp(R
n) and B˙spq(R
n) the generalized homogeneous
Sobolev spaces(space of Bessel potentials) and the homogeneous Besov spaces in Rn, respectively
(see [4, 34] for the definition of function spaces). Denote by H˙sp(R
n
+) and B˙
s
pq(R
n
+) the restrictions
of H˙sp(R
n) and B˙spq(R
n), respectively, with norms
‖f‖H˙sp(Rn+)
= inf{‖F‖H˙sp(Rn)
|F |Rn
+
= f, F ∈ H˙sp(R
n)},
‖f‖B˙spq(Rn+)
= inf{‖F‖B˙spq(Rn)
|F |Rn
+
= f, F ∈ B˙spq(R
n)}.
For a non-negative integer k, H˙kp (R
n
+) = {f |
∑
|l|=k ‖D
lf‖Lp(Rn
+
) <∞}. In particular, H˙
0
p (R
n
+) =
Lp(Rn+).
5For s ∈ R, we denote by B˙spq(R
n
+), 1 ≤ p, q ≤ ∞ the usual homogeneous Besov space in R
n
+
and denote by
B˙spq,0(R
n
+) = {f ∈ B˙
s
pq(R
n
+) | f˜ ∈ B˙
s
pq(R
n)},
where f˜ is zero extension of f over Rn. Note that ‖f˜‖B˙spq(Rn)
≤ c‖f‖B˙spq,0(Rn+)
.
Note that for s ≥ 0, B˙−spq,0(R
n
+) is the dual space of B˙
s
p′q′(R
n
+), that is, B˙
−s
pq,0(R
n
+) = (B˙
s
p′q′(R
n
+))
∗,
where 1
p
+ 1
p′
= 1 and 1
q
+ 1
q′
= 1. Note that for f ∈ B˙spq,0(R
n
+), the zero extension f˜ of f is function
in B˙spq(R
n) with ‖f˜‖B˙spq(Rn)
≤ c‖f‖B˙spq(Rn+)
.
For the Banach space X, we denote by Lq(0,∞;X), 1 ≤ q ≤ ∞ the usual Bochner space with
norm
‖f‖Lq(0,∞;X) :=
( ∫ ∞
0
‖f(t)‖qXdt
) 1
q .
For 1 < q < ∞ and 0 < θ < 1, we denote by (X,Y )θ,q and [X,Y ]θ the real interpolation and
complex interpolation, respectively, of the Banach space X and Y . In particular, for 0 < θ < 1,
α,α1, α2 ∈ R and 1 < p1, p2, q1, q2, p, q, r <∞,
[H˙α1p1 (R
n
+), H˙
α2
p2
(Rn+)]θ = H˙
α
p (R
n
+), (H˙
α1
p (R
n
+), H˙
α2
p (R
n
+))θ,r = B˙
α
pr(R
n
+), (2.1)
(B˙α1pq (R
n
+), H˙
α2
pq (R
n
+))θ,r = B˙
α
pr(R
n
+), (2.2)
[Lq1(0,∞;X), Lq2(0,∞;Y )]θ = L
q(0,∞; [X,Y ]θ), (2.3)
(Lq1(0,∞;X), Lq2(0,∞;Y ))θ,q = L
q(0,∞; (X,Y )θ,q), (2.4)
when α = θα1 + (1− θ)α2,
1
p
= θ
p1
+ 1−θ
p2
and 1
q
= θ
q1
+ 1−θ
q2
. See Theorem 6.4.5, Theorem 5.1.2
and Theorem 5.6.2 in [4].
Definition 2.1 (Weak solution of the Stokes equations). Let 1 < p, q < ∞ and 0 ≤ α ≤ 2. Let
h,F satisfy the same hypotheses as in Theorem 1.4. A vector field u ∈ Lq(0,∞; H˙αp (R
n
+)) is called
a weak solution of the Stokes equations (1.2) if the following conditions are satisfied:
−
∫ ∞
0
∫
Rn
+
u ·∆Φdxdt =
∫ ∞
0
∫
Rn
+
(
u · Φt −F : ∇Φ
)
dxdt−
∫
Rn
+
h(x) · Φ(x, 0)dx
for each Φ ∈ C∞0 (R
n
+ × [0,∞)) with divxΦ = 0, Φ
∣∣
xn=0
= 0. In addition, for each Ψ ∈ C1c (R
n
+)∫
Rn
+
u(x, t) · ∇Ψ(x)dx = 0 for all 0 < t <∞. (2.5)
Definition 2.2 (Weak solution to the Navier-Stokes equations). Let 1 < p, q < ∞ and 0 ≤ α ≤ 2
with α + 1 = n
p
+ 2
q
. Let h satisfy the same hypothesis as in Theorem 1.1. A vector field
u ∈ Lq(0,∞; H˙αp (R
n
+)) is called a weak solution of the Navier-Stokes equations (1.1) if the follow-
ing variational formulations are satisfied:
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−
∫ ∞
0
∫
Rn
+
u ·∆Φdxdt =
∫ ∞
0
∫
Rn
+
(
u · Φt + (u⊗ u) : ∇Φ
)
dxdt−
∫
Rn
+
h(x) · Φ(x, 0)dx (2.6)
for each Φ ∈ C∞0 (R
n
+ × [0,∞)) with divxΦ = 0, Φ
∣∣
xn=0
= 0. In addition, for each Ψ ∈ C1c (R
n
+),
u satisfies (2.5).
Remark 2.3. If 0 < α < 2
q
, then the term
∫
Rn
+
h(x)·Φ(x, 0)dx should be replaced by< h,Φ(·, 0) >,
where < ·, · > is the duality pairing between B˙
α− 2
q
pq,0 (R
n
+) and B˙
−α+ 2
q
p′q′ (R
n
+).
3. Preliminary Estimates.
3.1. Trace theorem. The following lemma is well known trace theorem (see the proof of Theorem
6.6.1 in [4] for (1) and Theorem 3.2.2 in [16] for (2)).
Lemma 3.1. Let 1 < p, q <∞.
(1) If f ∈ B˙αpq(R
n
+) for α >
1
p
, then f |xn=0 ∈ B˙
α− 1
p
pq (Rn−1) with
‖f |xn=0‖
B˙
α− 1p
pp (Rn−1)
≤ c‖f‖H˙αp (Rn+)
, ‖f |xn=0‖
B˙
α− 1p
pq (Rn−1)
≤ c‖f‖B˙αpq(Rn+)
.
(2) If f ∈ Lp(Rn+) and div f = 0 in R
n
+, then fn|xn=0 ∈ B˙
− 1
p
pp (Rn−1) with
‖fn|xn=0‖
B˙
− 1p
pp (Rn−1)
≤ c‖f‖Lp(Rn
+
).
3.2. Newtonial potential. The fundamental solution of the Laplace equation in Rn is denoted by
N(x) =
{ 1
ωn(2−n)|x|n−2
if n ≥ 3,
1
2pi ln |x| if n = 2,
ωn is the surface area of the unit sphere in R
n.
We define Nf by
Nf(x) =
∫
Rn−1
N(x′ − y′, xn)f(y
′)dy′.
Observe that DxnNf is Poisson operator of Laplace equation in R
n
+ and DxiNf = DxnNR
′
if
for i 6= n, whereR′ = (R1, · · · , Rn−1) is the n−1 dimensional Riesz operator. Poisson operator is
bounded from B˙
α− 1
p
pp (Rn−1) to H˙αp (R
n
+), α ≥ 0 and R
′ is bounded from B˙spq(R
n−1) to B˙spq(R
n−1),
s ∈ R (See [33]). Hence the following estimates hold.
Lemma 3.2. Let α ≥ 0, 1 < p <∞ and 1 ≤ q ≤ ∞. Then
‖∇xNf‖H˙αp (Rn+)
≤ c‖f‖
B˙
α− 1p
p (Rn−1)
, ‖∇xNf‖B˙αpq(Rn+)
≤ c‖f‖
B˙
α− 1p
pq (Rn−1)
. (3.1)
7According to Calderon-Zygmund inequality
‖
∫
Rn
∇2xN(· − y)f(y)dy‖Lp(Rn+) ≤ c‖f‖Lp(Rn+) for 1 < p <∞.
Using Lemma 3.2, (1) of Lemma 3.1 and Calderon-Zygmund inequality the following estimates
also hold.
Lemma 3.3. For α ≥ 0 and 1 < p <∞.
‖∇2x
∫
Rn+
N(· − y)f(y)dy‖H˙αp (Rn+)
≤ c‖f‖H˙αp (Rn+)
.
3.3. Gaussian kernel. The fundamental solution of the heat equation in Rn is denoted by
Γ(x, t) =


1
(2pit)
n
2
e−
|x|2
4t if t > 0,
0 if t ≤ 0.
Define Γt ∗f(x) =
∫
Rn
Γ(x−y, t)f(y)dy. The norm of the homogeneous Besov space B˙spq(R
n)
has the following equivalence:
‖f‖B˙spq(Rn)
≡
(∫ ∞
0
∥∥tk− s2Dkt Γt ∗ f∥∥qLp(Rn) dtt
) 1
q
for nonnegative integer k > s2 (See [34] for the reference). By interpolation theorem, we have the
following estimates.
Lemma 3.4.
‖Γt ∗ f‖Lq(0,∞;H˙αp (Rn))
≤ c‖f‖
B˙
α− 2q
pq (Rn)
, ‖Γt ∗ f‖Lq(0,∞;B˙αpq(Rn))
≤ c‖f‖
B˙
α− 2q
pq (Rn)
.
3.4. Ho¨lder type inequality. The following Ho¨lder type inequality is well-known result (see Lemma
2.2 in [6]). For β > 0, 1
ri
+ 1
si
= 1
p
, i = 1, 2,
‖f1f2‖B˙βpq(Rn)
≤ c
(
‖f1‖B˙βs1q(Rn)
‖f2‖Lr1 (Rn) + ‖f1‖Ls2 (Rn)‖f2‖B˙βr2q(Rn)
)
. (3.2)
Let g be a function defined in Rn+. Let g˜ be the Adam’s extension of g over R
n (see Theorem
5.19 in [1]). Then, for 1 ≤ p, q ≤ ∞ and 0 < β, we have
‖g˜‖
B˙
β
pq(Rn)
≤ c‖g‖
B˙
β
pq(R
n
+
)
, ‖g˜‖Lp(Rn) ≤ c‖g‖Lp(Rn
+
). (3.3)
Using (3.2) and (3.3), the following estimates hold.
Lemma 3.5. Let 0 < β and 1 ≤ p, q ≤ ∞. Then, for 1
ri
+ 1
si
= 1
p
, i = 1, 2,
‖f1f2‖B˙βpq(Rn+)
≤ c
(
‖f1‖B˙βs1q(R
n
+
)
‖f2‖Lr1 (Rn
+
) + ‖f1‖Ls2 (Rn
+
)‖f2‖B˙βr2q(R
n
+
)
)
.
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3.5. Helmholtz projection. The Helmholtz projection P in the half-space Rn+ is given by
Pf = f −∇Qf = f −∇Q1f −∇Q2f, (3.4)
where Q1f and Q2f satisfy the following equations;
∆Q1f = div f, Q1f |xn=0 = 0
and
∆Q2f = 0, DxnQ2f |xn=0 =
(
fn −DxnQ1f
)
|xn=0.
Note that Q1f and Q2f are represented by
Q1f(x) = −
∫
Rn
+
Dyi
(
N(x− y)−N(x− y∗)
)
fi(y)dy, (3.5)
Q2f(x) =
∫
Rn−1
N(x′ − y′, xn)
(
fn(y
′, 0) −DynQ1f(y
′, 0)
)
dy′. (3.6)
Note that divPf = 0 and (Pf)n|xn=0 = 0.
Lemma 3.6. Let f = divF with F|xn=0 = 0. For α ≥ 0,
‖Qf‖H˙αp (Rn+)
≤ c‖F‖H˙αp (Rn+)
, ‖Qf‖B˙αpq(Rn+)
≤ c‖F‖B˙αpq(Rn+)
.
Proof. The proof of Lemma 3.6 is given in Appendix A.

Lemma 3.7. Let 1 < p1 ≤ p < ∞, 1 < q1 ≤ q < ∞. Let (1) 0 < β ≤ α if 0 < α ≤ 1 and (2)
1 < β ≤ α if 1 < α ≤ 2 such that 0 = α − β − 1 + n( 1
p1
− 1
p
) + 2
q1
− 2
q
. Let f = divF , where
F ∈ Lq1(0,∞, B˙βp1q(R
n
+)) with F|xn=0 = 0. Then,
‖Γ ∗ Pf‖Lq(0,∞;B˙αpq(Rn+))
, ‖Γ∗ ∗ Pf‖Lq(0,∞;B˙αpq(Rn+))
≤ c‖F‖
Lq1 (0,∞;B˙βp1q(R
n
+
))
.
Here Γ ∗ f :=
∫ t
0
∫
Rn
+
Γ(x − y, t − s)f(y, s)dyds and Γ∗ ∗ f :=
∫ t
0
∫
Rn
+
Γ(x′ − y′, xn + yn, t −
s)f(y, s)dyds.
Proof. The proof of Lemma 3.7 is given in Appendix B. 
4. PROOF OF THEOREM 1.4
First, we decompose the Stokes equation (1.2) as the following two equations:
vt −∆v +∇π = 0, div v = 0 in R
n
+ × (0,∞),
v|t=0 = h and v|xn=0 = 0, (4.1)
9and
Vt −∆V +∇Π = divF , div V = 0, in R
n
+ × (0,∞),
V |t=0 = 0, V |xn=0 = 0.
(4.2)
Let u = V + v and p = π +Π. Then, (u, p) is solution of (1.2).
4.1. Estimate of (v, π). Define (v, π) by
vi(x, t) =
∫
Rn
+
Gij(x, y, t)hj(y)dy, (4.3)
π(x, t) =
∫
Rn+
P (x, y, t) · h(y)dy, (4.4)
where G and P are defined by
Gij = δij(Γ(x− y, t)− Γ(x− y
∗, t))
+ 4(1− δjn)
∂
∂xj
∫ xn
0
∫
Rn−1
∂N(x− z)
∂xi
Γ(z − y∗, t)dz, (4.5)
Pj(x, y, t) = 4(1− δjn)
∂
∂xj
[ ∫
Rn−1
∂N(x′ − z′, xn)
∂xn
Γ(z′ − y′, yn, t)dz
′
+
∫
Rn−1
N(x′ − z′, xn)
∂Γ(z′ − y′, yn, t)
∂yn
dz′
]
. (4.6)
Then (v, π) satisfies (4.1) (see [29]).
From Section 4 in [11], we have the following estimate;
‖v‖Lq(0,∞;H˙αip (Rn+))
≤ c‖h‖
B˙
αi−
2
q
pq,0 (R
n
+
)
, 0 ≤ αi ≤ 2, i = 1, 2.
Using the property of real interpolation (see (2.1), (2.2) and (2.4)), we have
‖v‖Lq(0,∞;B˙αpq(Rn+))
≤ c‖h‖
B˙
α− 2q
pq,0 (R
n
+
)
, 0 ≤ α ≤ 2. (4.7)
For α > 1
p
, the following estimates for π also hold.
Lemma 4.1. Let 1 < p, q < ∞ and 1
p
< α < 2. Then π can be decomposed in the form π =∑n−1
j=1 Dyjπ0j +Dtπ00 with
‖π0j‖Lq(0,∞;H˙αp (Rn+))
+ ‖π00‖Lq(0,∞;H˙α+1p (Rn+))
≤ c‖h‖
B
α− 2q
pq,0 (R
n
+
)
.
Proof. The proof of Lemma 4.1 is given in Appendix C. 
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4.2. Estimate of (V,Π). Let f = Pf + ∇Qf be the decomposition of f , where P and Q are the
operator defined in section 3.5. Note that divPf = 0 and (Pf)n|xn=0 = 0. We define (V,Π0) by
Vi(x, t) =
∫ t
0
∫
Rn
+
Gij(x, y, t− τ)(Pf)j(y, τ)dydτ, (4.8)
Π0(x, t) =
∫ t
0
∫
Rn
+
P (x, y, t− τ) · (Pf)(y, τ)dydτ, (4.9)
where G and P are defined by (4.5)and (4.6). Then (V,Π0) satisfies
Vt −∆V +∇Π0 = Pf, div V = 0, in R
n
+ × (0,∞),
V |t=0 = 0, V |xn=0 = 0.
(See [29].) Let Π = Π0 +Qf . Then, (V,Π) is solution of (4.2).
Let 1 < p < ∞ and 0 ≤ α ≤ 2. In Section 3 in [11], the authors showed that V,Π0 defined by
(4.8) and (4.9) have the following estimates (using real interpolations); if 0 < α < 2, then
‖V ‖Lq(0,∞;B˙αpq(Rn+))
≤ c
(
‖Γ ∗ Pf‖Lq(0,∞;B˙αpq(Rn+))
+ ‖Γ∗ ∗ Pf‖Lq(0,∞;B˙αpq(Rn+))
)
.
Using Lemma 3.6 and Lemma 3.7, the following theorem holds: Let 1 < p1 ≤ p <∞, 1 < q1 ≤
q <∞, 0 ≤ β ≤ α and 0 = α−β− 1+n( 1
p1
− 1
p
)+ 2
q1
− 2
q
. Then, for F ∈ Lq1(0,∞, B˙βp1q(R
n
+))
with F|xn=0 = 0, we have
‖V ‖Lq(0,∞;B˙αpq(Rn+))
≤ c‖F‖
Lq1 (0,∞;B˙βp1q(R
n
+
))
, 0 < α < 2. (4.10)
On the other hand, by Lemma 3.6 the following estimate hold for Qf .
‖Qf‖
Lq1 (0,∞;B˙βp1q(R
n
+
))
≤ c‖F‖
Lq1 (0,∞;B˙βp1q(R
n
+
))
. (4.11)
For α > 1
p
, the following estimates for Π0 also hold.
Lemma 4.2. Let 1 < p, q < ∞ and 1
p
< α < 2. Let p1, q1 and β satisfy the same conditions
in Lemma 3.7. Let f = divF for F ∈ Lq1(0,∞; B˙βp1q(R
n
+)) with F|xn=0 = 0. Then Π0 =∑n−1
j=1 DyjΠ0j +DtΠ00 with
‖Π0j‖Lq(0,∞;B˙αpq(Rn+))
+ ‖Π00‖Lq(0,∞;B˙α+1pq (Rn+))
≤ c‖F‖
Lq1 (0,∞;B˙βp1q(R
n
+))
.
Proof. The proof of Lemma 4.2 is given in Appendix D. 
4.3. Estimate of (u, p). Note that (u, p) defined by u = V + v and p = π + Π0 + Q divF are
solution of (1.2).
From (4.7) and (4.10), we obtain (1.3).
Let p1 = π00+Π00, Pj = π0j+Π0j and P0 = Q divF , where π00 and π0j are defined in Lemma
4.1, and Π00 and Π0j are defined in Lemma 4.2. Then, the corresponding pressure p is decomposed
by p = Dtp1 +
∑j=n−1
j=1 Pj + P0. From (4.11), Lemma 4.1 and Lemma 4.2, we get (1.4). Hence,
we complete the proof Theorem 1.4.
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5. NONLINEAR PROBLEM
In this section, we would like to give proofs of Theorem 1.1 and Theorem 1.2. For the purpose of
them, we construct approximate velocities and then derive uniform convergence inLq(0,∞; B˙αpq(R
n
+)).
5.1. p0, q0, p1, p2, q1 and β. Let (α, p, q) satisfy 1 < p, q <∞, 0 < α < 2 and α+ 1 =
n
p
+ 2
q
.
We take ǫ1, ǫ2 ∈ (0, 1) satisfying
0 < ǫ1 < min(1, 2 −
2
q
),
max(0, 1 − α, 1 −
n
p
) < ǫ1 + ǫ2 < min(1, 2 − α). (5.1)
Moreover, if 1 ≤ α, then we take ǫ1, ǫ1 ∈ (0, 1) satisfying
0 < ǫ1 < min(1, 2 −
2
q
),
max(0, 2− α, 1 −
n
p
) < ǫ1 + ǫ2 < 1. (5.2)
Let 2
q1
= 2
q
+ǫ1,
n
p1
= n
p
+ǫ2,
n
p0
= 1−ǫ1,
2
q0
= ǫ1,
n
p2
= −1+ǫ1+ǫ2+
n
p
and β = α−1+ǫ1+ǫ2.
Then, 1 < p0, p1, p2, q0, q1 <∞ and 0 < β satisfy
1 < p1 < p < p2, 1 < q1 < q,
n
p0
+
2
q0
= 1, β = α− 1 + n(
1
p1
−
1
p
) +
2
q1
−
2
q
,
1
p1
=
1
p2
+
1
p0
, β −
n
p2
= α−
n
p
, (0 or 1) < β < α,
1
q1
=
1
q
+
1
q0
.
5.2. Approximating solutions. Let (u1, p1) be the solution of the Stokes equations
u1t −∆u
1 +∇p1 = 0, div u1 = 0, in Rn+ × (0,∞),
u1|t=0 = h, u
1|xn=0 = 0.
(5.3)
Let m ≥ 1. After obtaining (u1, p1), · · · , (um, pm) construct (um+1, pm+1) which satisfies the
following equations
um+1t −∆u
m+1 +∇pm+1 = fm, div um+1 = 0, in Rn+ × (0,∞),
um+1|t=0 = h, u
m+1|xn=0 = 0,
(5.4)
where fm = −div(um ⊗ um).
5.3. Uniform boundedness in Lq0(0,∞;Lp0(Rn+)). Let 1 < p0, q0 <∞ with
n
p0
+
2
q0
= 1. (5.5)
(Observe that n < p0 <∞, 2 < q0 <∞ and −1 +
n
p0
= − 2
q0
.) From Theorem 1.4, we have
‖u1‖Lq0 (0,∞;Lp0(Rn
+
)) ≤ c0‖h‖
B˙
−1+ np0
p0q0,0
(Rn+)
:= N0. (5.6)
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From Theorem 1.4, taking p1 =
p0
2 , q1 =
q0
2 and α = β = 0, we have
‖um+1‖Lq0 (0,∞;Lp0(Rn
+
)) ≤ c
(
‖h‖
B˙
− 2q0
p0q0,0
(Rn
+
)
+ ‖um ⊗ um‖
L
q0
2 (0,∞;L
p0
2 (Rn
+
))
)
≤ c1
(
‖h‖
B˙
− 2q0
p0q0,0
(Rn
+
)
+ ‖um‖2Lq0 (0,∞;Lp0(Rn
+
))
)
. (5.7)
Under the hypothesis ‖um‖Lq0 (0,∞;Lp0(Rn
+
)) ≤M0, (5.7) leads to the estimate
‖um+1‖Lq0 (0,∞;Lp0 (Rn+)) ≤ c1
(
N0 +M
2
0
)
.
ChooseM0 and N0 so small that
M0 ≤
1
2c1
and N0 <
M0
2c1
. (5.8)
By the mathematical induction argument, we conclude
‖um‖Lq0 (0,∞;Lp0 (Rn
+
)) ≤M0 for all m = 1, 2 · · · . (5.9)
5.4. Uniform boundedness in Lq(0,∞; B˙αpq(R
n
+)). Let
n
p
+
2
q
= 1 + α. (5.10)
(Observe that n
α+1 < p <∞,
2
α+1 < q <∞ and −1 +
n
p
= α− 2
q
.) From Theorem 1.4, we have
‖u1‖Lq(0,∞;B˙αpq(Rn+))
≤ c2‖h‖
B˙
−1+np
pq,0 (R
n
+)
:= N. (5.11)
Let p0, q0, p1, q1 and β are constants defined in Subsection 5.1. We apply Theorem 1.4 and
Lemma 3.5, respectively, to obtain
‖um+1‖Lq(0,∞;B˙αpq(Rn+))
≤ c
(
‖h‖
B˙
−1+ np
pq,0 (R
n
+
)
+ ‖um ⊗ um‖
Lq1 (0,∞;B˙βp1q(R
n
+
))
)
(5.12)
and
‖(um ⊗ um)‖
Lq1 (0,∞;B˙βp1q(R
n
+
))
≤ c‖um‖
Lq(0,∞;B˙βp2q(R
n
+
))
‖um‖Lq0 (0,∞;Lp0(Rn+))
≤ c‖um‖Lq(0,∞;B˙αpq(Rn+))
‖um‖Lq0 (0,∞;Lp0(Rn
+
)). (5.13)
From (5.12)-(5.13), we have
‖um+1‖Lq(0,∞;B˙αpq(Rn+))
≤ c1
(
N + ‖um‖Lq0 (0,∞;Lp0(Rn
+
))‖u
m‖Lq(0,∞;B˙αpq(Rn+))
)
. (5.14)
Under the hypothesis ‖um‖Lq(0,∞;B˙αpq(Rn+))
≤M , (5.14) leads to the estimate
‖um+1‖Lq(0,∞;B˙αpq(Rn+))
≤ c1
(
N +M0M
)
.
ChooseM0, N0 so small that
M0 ≤
1
2c1
, N0 ≤
M0
2c1
. (5.15)
andM so large that
2c1N ≤M.
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By the mathematical induction argument, we conclude
‖um‖Lq(0,∞;B˙αpq(Rn+))
≤M for allm = 1, 2 · · · . (5.16)
5.5. Uniform convergence. Let Um = um+1 − um and Pm = pm+1 − pm. Then, (Um, Pm)
satisfy the equations
Umt −∆U
m +∇Pm = −div(um ⊗ Um−1 + Um−1 ⊗ um−1), div Um = 0, in Rn+ × (0,∞),
Um|t=0 = 0, U
m|xn=0 = 0.
Recall the uniform estimates (5.9) and (5.16) for the approximate solutions. From Theorem 1.4
and Lemma 3.5 we have
‖Um‖Lq0 (0,∞;Lp0(Rn
+
)) ≤ c
(
‖um−1‖Lq0 (0,∞;Lp0(Rn
+
)) + ‖u
m‖Lq0 (0,∞;Lp0 (Rn
+
))
)
‖Um−1‖Lq0 (0,∞;Lp0(Rn
+
))
≤ c5M0‖U
m−1‖Lq0 (0,∞;Lp0 (Rn
+
)), (5.17)
and
‖Um‖Lq(0,∞;B˙αpq(Rn+))
≤ c‖um ⊗ Um−1 + Um−1 ⊗ um−1‖
Lq1 (0,∞;B˙βp1q1 (R
n
+))
≤ c
(
‖um‖Lq(0,∞;B˙αpq(Rn+))
+ ‖um−1‖Lq(0,∞;B˙αpq(Rn+))
)
‖Um−1‖Lq0 (0,∞;Lp0 (Rn+))
+ c
(
‖um‖Lq0 (0,∞;Lp0(Rn
+
)) + ‖u
m−1‖Lq0 (0,∞;Lp0(Rn
+
))
)
‖Um−1‖Lq(0,∞;B˙αpq(Rn+))
)
≤ c6M‖U
m−1‖Lq0 (0,∞;Lp0(Rn
+
)) + c6M0‖U
m−1‖Lq(0,∞;B˙αpq(Rn+))
. (5.18)
Here, α, β, p,p0, p1, q, q0, q1, N0,M0 are the same numbers as in the previous subsection to satisfy
the condition (5.15). Here, we take the constant c6 greater than c5, that is,
c6 > c5. (5.19)
From (5.17), if c5M0 < 1, then
∑∞
m=1 ‖U
m‖Lq0 (0,∞;Lp0(Rn
+
)) converges, that is,
∞∑
m=1
Um converges in Lq0(0,∞;Lp0(Rn+)).
Take A > 0 satisfying A(c6 − c5)M0 ≥ c6M . Then from (5.17) and (5.18) it holds that
‖Um‖Lq(0,∞;B˙αpq(Rn+))
+A‖Um‖Lq0 (0,∞;Lp0(Rn
+
))
≤ c6M0(‖U
m−1‖Lq(0,∞;B˙αpq(Rn+))
+A‖Um−1‖Lq0 (0,∞;Lp0(Rn
+
)))
Again if c6M0 < 1, then
∑∞
m=1(‖U
m‖Lq(0,∞;B˙αpq(Rn+))
+A‖Um‖Lq0 (0,∞;Lp0 (Rn
+
))) converges. This
implies that
∑∞
m=1 ‖U
m‖Lq(0,∞;B˙αpq(Rn+))
converges, that is,
∞∑
m=1
Um converges in Lq(0,∞; B˙αpq(R
n
+)).
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Therefore, ifM0 satisfies the condition (5.15) with the additional conditions
M0 <
1
c6
, (5.20)
then um = u1+
∑m
k=1 U
k converges to u1+
∑∞
k=1 U
k inLq(0,∞; B˙αpq(R
n
+))∩L
q0(0,∞;Lp0(Rn+)).
Set u := u1 +
∑∞
k=1 U
k.
5.6. Existence. Let u be the same one constructed in the previous Section. By the lower semi
continuity we have
‖u‖Lq0 (0,∞;Lp0(Rn
+
)) ≤ lim sup
n≥1
‖un‖Lq0 (0,∞;Lp0(Rn
+
)) ≤M0,
and
‖u‖Lq(0,∞;B˙αpq(Rn+))
≤ lim sup
n≥1
‖un‖Lq(0,∞;B˙αpq(Rn+))
≤M.
In this section, we will show that u satisfies weak formulation of Navier-Stokes equations (2.6),
that is, u is a weak solution of Navier-Stokes equations (1.1) with appropriate distribution p. Let
Φ ∈ C∞0 (R
n
+ × [0,∞)) with div Φ = 0 and Φ|xn=0 = 0. Observe that
−
∫ ∞
0
∫
Rn
+
um+1 ·∆Φdxdt =
∫ ∞
0
∫
Rn
+
um+1 · Φt + (u
m ⊗ um) : ∇Φdxdt+ < h,Φ(·, 0) > .
Now, send m to the infinity, then, um → u in Lq0(0,∞;Lp0(Rn+)). Since n < p0 and 2 < q0,
um ⊗ um → u⊗ u in L1loc(R
n
+ × [0,∞)). Hence, we have the identity
−
∫ ∞
0
∫
Rn
+
u ·∆Φdxdt =
∫ ∞
0
∫
Rn
+
u · Φt + (u⊗ u) : ∇Φdxdt+ < h,Φ(·, 0) > .
Therefore u is a weak solution of Navier-Stokes equations (1.1).
5.7. Uniqueness in space Lq0(0,∞;Lp0(Rn+)). Let u1 ∈ L
q0(0,∞;Lp0(Rn+)) be another weak
solution of Naiver-Stokes equations (1.1) with pressure p1. Then, (u − u1, p − p1) satisfies the
equations
(u− u1)t −∆(u− u1) +∇(p− p1) = −div(u⊗ (u− u1) + (u− u1)⊗ u1) in R
n
+ × (0,∞),
div (u− u1) = 0, in R
n
+ × (0,∞),
(u− u1)|t=0 = 0, (u− u1)|xn=0 = 0.
Applying the estimate of Theorem 1.4 in [9] to the above Stokes equations, we have
‖u− u1‖Lq0 (0,τ ;Lp0Rn
+
)) ≤ c‖u⊗ (u− u1) + (u− u1)⊗ u1‖
L
q0
2 (0,τ ;L
p0
2 Rn
+
))
≤ c5(‖u‖Lq0 (0,τ ;Lp0 (Rn
+
)) + ‖u1‖Lq0 (0,τ ;Lp0(Rn
+
)))‖u− u1‖Lq0 (0,τ ;Lp0(Rn
+
)), τ <∞.
Since u, u1 ∈ L
q0(0,∞;Lp0(Rn+)), there is 0 < δ such that if τ2 − τ1 ≤ δ for τ1 < τ2, then
‖u‖Lq0 (τ1,τ2;Lp0 (Rn+)) + ‖u1‖Lq0 (τ1,τ2;Lp0 (Rn+)) <
1
c5
15
(See Radon Nikodym theorem in [27] for the reference).
Hence, we have
‖u− u1‖Lq0 (0,δ;Lp0 (Rn+)) < ‖u− u1‖Lq0 (0,δ;Lp0 (Rn+)).
This implies that ‖u− u1‖Lq0 (0,δ;Lp0 (Rn
+
)) = 0, that is, u ≡ u1 in R
n
+ × (0, δ]. Observe that u− u1
satisfies the Stokes equations
(u− u1)t −∆(u− u1) +∇(p− p1) = −div(u⊗ (u− u1) + (u− u1)⊗ u1) in R
n
+ × (δ,∞),
div (u− u1) = 0 in R
n
+ × (δ,∞),
(u− u1)|t=δ = 0, (u− u1)|xn=0 = 0.
Again, applying the estimate of Theorem 1.4 in [9] to the above Stokes equations, we have
‖u− u1‖Lq0 (δ,2δ;Lp0 (Rn+)) ≤ c5(‖u‖Lq2 (δ,2δ;Lp0 (Rn+)) + ‖u1‖Lq0 (δ,2δ;Lp0 (Rn+)))‖u− u1‖Lq0 (δ,2δ;Lp0 (Rn+))
< ‖u− u1‖Lq0 (δ,2δ;Lp0 (Rn
+
)).
This implies that ‖u− u1‖Lq0 (δ,2δ;Lp0 (Rn
+
)) = 0, that is, u ≡ u1 in R
n
+ × [δ, 2δ]. After iterating this
procedure infinitely, we obtain the conclusion that u = u1 in R
n
+× (0,∞). Therefore, we conclude
the proof of the global in time uniqueness.
5.8. Pressure Estimate. In this section, we prove Theorem 1.2.
Let α, β, p, p1, p0, q, q1, q0 be the same as in section 5.4. If α >
1
p
, then by (1.4), there is
P0, Pj , p1 so that p = Dtp0 +
∑n−1
j=1 DxjPj + p1 with
‖p1‖Lq1 (0,∞;B˙βp1q1 (R
n
+
))
+
n−1∑
j=1
‖Pj‖Lq(0,∞;B˙αpq(Rn+))
+ ‖P0‖Lq(0,∞;B˙α+1pq (Rn+))
≤ c
(
‖h‖
B˙
α− 2q
pq,0 (R
n
+
)
+ ‖(u⊗ u)‖
Lq1 (0,∞;B˙βp1q(R
n
+
))
)
≤ c1
(
‖h‖
B˙
α− 2q
pq,0 (R
n
+
)
+ ‖u‖Lq0 (0,∞;Lp0(Rn
+
))‖u‖Lq(0,∞;B˙αpq(Rn+))
)
.
This completes the proof of the first pressure estimates.
APPENDIX A. PROOF OF LEMMA 3.6
Lemma A.1. Let f = divF(Here F = (Fki)k,i=1,··· ,n, fi = DxkFki) with F|xn=0 = 0. Let
Fk = (Fk1, · · · , Fkn). Then,
Q1f(x) =
∑
k 6=n
DxkQ1Fk(x) +DxnA(x),
Q2f(x) =
∑
k 6=n
DxkQ2Fk(x)−
∑
k 6=n
D2xkB(x),
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where
A(x) = −
∫
Rn
+
∇y
(
N(x− y) +N(x− y∗)
)
· Fn(y)dy,
B(x) =
∫
Rn−1
N(x′ − y′, xn)A(y
′, 0)dy′.
Proof. From (3.5), we have
Q1f(x) = −
∑
k 6=n
Dxk
∫
Rn
+
∇y
(
N(x− y)−N(x− y∗)
)
· Fk(y)dy
−Dxn
∫
Rn
+
∇y
(
N(x− y) +N(x− y∗)
)
· Fn(y)dy
:=
∑
k 6=n
DxkQ1Fk(x) +DxnA(x). (A.1)
Since ∆A = divFn = fn, from (A.1), we have DynQ1f(y) = Dyn
∑
k 6=nDykQ1Fk(y) +
fn(y)−∆
′A(y). Hence, we have∫
Rn−1
N(x′ − y′, xn)DynQ1f(y
′, 0)dy′ =
∑
k 6=n
Dxk
∫
Rn−1
N(x′ − y′, xn)DynQ1Fk(y
′, 0)dy′
+
∫
Rn−1
N(x′ − y′, xn)fn(y
′, 0)dy′
+
∑
k 6=n
Dxk
∫
Rn−1
N(x′ − y′, xn)DykA(y
′, 0)dy′.
(A.2)
Hence, from (3.6) and (A.2), we have
Q2f(x) = −
∑
k 6=n
Dxk
∫
Rn−1
N(x′ − y′, xn)DynQ1Fk(y
′, 0)dy′
−
∑
k 6=n
Dxk
∫
Rn−1
N(x′ − y′, xn)DykA(y
′, 0)dy′. (A.3)

Now, we will show that for nonnegative integers k,
‖Qf‖W˙ kp (Rn+)
≤ c‖F‖W˙ kp (Rn+)
. (A.4)
Using the property of complex interpolation, (A.4) implies lemma 3.6.
From Lemma A.1, we have
‖Qf‖W˙ kp (Rn+)
≤ c
(∑
k 6=n
‖DxkQ1Fk‖W˙ kp (Rn+)
+
∑
k 6=n
‖DxkQ2Fk‖W˙ kp (Rn+)
+ ‖DxnA‖W˙ kp (Rn+)
+
∑
k 6=n
‖D2xkB‖W˙ kp (Rn+)
)
,
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whereQ1 andQ2 are defined in (3.5) and (3.6), andA andB are defined in LemmaA.1, respectively.
From Lemma 3.3, we have
‖DxkQ1Fk‖W˙ kp (Rn+)
≤ c‖F‖W˙ kp (Rn+)
, ‖DxnA‖W˙ kp (Rn+)
≤ c‖F‖W˙ kp (Rn+)
.
From (3.1), Lemma 3.1 and Lemma 3.3 continuously, we get
‖D2xkB‖W˙ kp (Rn+)
≤ c‖A|xn=0‖
B˙
k+1− 1p
pp (Rn−1)
≤ c‖DxA‖W˙ kp (Rn+)
≤ c‖Fn‖W˙ kp (Rn+)
.
From (3.1), we have
‖DxkQ2Fk‖W˙ kp (Rn+)
≤ c‖
(
Fk −∇Q1Fk
)
n
|xn=0‖
B˙
k− 1p
pp (Rn−1)
.
If k > 0, then by (1) of Lemma 3.1, we have
‖
(
Fk −∇Q1Fk
)
n
|xn=0‖
B˙
k− 1p
pp (Rn−1)
≤ ‖Fk −∇Q1Fk‖W˙ kp (Rn+)
≤ c‖F‖W˙ kp (Rn+)
.
If k = 0, then since Fk −∇Q1Fk is divergence free in R
n
+, by (2) of Lemma 3.1, we have
‖
(
Fk −∇Q1Fk
)
n
|xn=0‖
B˙
− 1p
pp (Rn−1)
≤ ‖Fk −∇Q1Fk‖Lp(Rn
+
) ≤ c‖F‖Lp(Rn
+
).
Therefore we obtain the estimate (A.4).
Using the properties of real interpolation an complex interpolation (see (2.1)), we complete the
proof of Lemma 3.6.
APPENDIX B. PROOF OF LEMMA 3.7
Since the proofs will be done by the same way, we prove only the case of Γ∗ ∗ Pf .
Recall that (P f)j = fj −DxjQf = divFj −DxjQf . For 1 ≤ j ≤ n− 1 we have
Γ∗ ∗ (Pf)j(x, t) = −
∫ t
0
∫
Rn
+
∇yΓ(x− y
∗, t− τ) · Fj(y, τ)dydτ
+
∫ t
0
∫
Rn
+
DyjΓ(x− y
∗, t− τ)Qf(y, τ)dydτ. (B.1)
From the relation D2xnA = −∆
′A +
∑n
k=1DxkFnk and from Lemma A.1, we have the identity
(P f)n = ∆
′A+Dxn∆
′B −
∑
k 6=nDxnDxkQFk. Hence we have
Γ∗ ∗ (P f)n(x, t) =
∑
1≤k≤n−1
∫ t
0
∫
Rn
+
DykΓ(x− y
∗, t− τ)DynQFk(y, τ)dydτ
+
∫ t
0
∫
Rn
+
∇x′Γ(x− y
∗, t− τ) · ∇y′A(y, τ)dydτ
+
∫ t
0
∫
Rn
+
∇′x′Γ(x− y
∗, t− τ) · ∇y′DynB(y, τ)dydτ. (B.2)
18 TONGKEUN CHANG AND BUM JA JIN
Using (B.1), (B.2), Young’s inequality and the proof of Lemma 3.6 (α = 0), for t1 ≤ t0, we have
‖Γ∗ ∗ (P f)(t)‖Lp(Rn+) ≤ c
∫ t
0
(t− s)
− 1
2
−n
2
( 1
t1
− 1
p
)
(
n−1∑
j=1
‖Fj(s)‖Lt1 (Rn
+
) + ‖Qf(s)‖Lt1 (Rn
+
)
+
n−1∑
j=1
‖DynQFj(s)(s)‖Lt1 (Rn+) + ‖∇A(s)‖Lt1 (Rn+) + ‖∇
2B(s)‖Lt1 (Rn
+
))ds
≤ c
∫ t
0
(t− s)
− 1
2
−n
2
( 1
t1
− 1
p
)
‖F(s)‖Lt1 (Rn
+
)ds. (B.3)
Hence, from Hardy-Littlewood-Sobolev inequality (see [34]), we have
‖Γ∗ ∗ (P f)‖Ls0 (0,∞;Lp(Rn
+
)) ≤ c‖F‖Lq1 (0,∞;Lt1(Rn
+
)) (B.4)
when
1
s0
+ 1 =
1
q1
+
1
2
+
n
2
(
1
t1
−
1
p
), q1 ≤ s0, t1 ≤ p. (B.5)
Hence, we proved Lemma 3.7 for α = 0.
As the same reason to (B.4), we have
‖∇Γ∗ ∗ (P f)‖Ls0 (0,∞;Lp(Rn
+
)) ≤ c
(
‖f‖Lq1 (0,∞;Lt1(Rn+)) + ‖∇Q f‖Lq1 (0,∞;Lt1(Rn+))
)
≤ c‖∇F‖Lq1 (0,∞;Lt1(Rn
+
)). (B.6)
Using the property of real interpolation to (B.4) and (B.6), we have
‖Γ∗ ∗ (P f)‖
Ls0 (0,∞;B˙βpq(R
n
+
))
≤ c‖F‖
Lq1 (0,∞;B˙βt1q
(Rn
+
))
(B.7)
for 0 < β < 1 and t1 ≤ p, q1 ≤ s0 satisfying (B.5).
By parabolic type’s Calderen-Zygmund Theorem and Lemma 3.6, we have
‖∇2Γ∗ ∗ (P f)‖Lq1 (0,∞;Lp(Rn
+
) ≤ c‖P f‖Lq1 (0,∞;Lp(Rn
+
))
≤ c
(
‖f‖Lq1 (0,∞;Lp(Rn
+
)) + ‖∇Q f‖Lq1 (0,∞;Lp(Rn
+
))
)
≤ c‖F‖Lq1 (0,∞;W˙ 1p (Rn+))
(B.8)
and
‖∇Γ∗ ∗ (P f)‖Lq1 (0,∞;Lp(Rn
+
) ≤ c‖F‖Lq1 (0,∞;Lp(Rn
+
)). (B.9)
By the property of complex interpolation to (B.8) and (B.9) we have
‖Γ∗ ∗ (P f)‖
Lq1 (0,∞;B˙β+1pq (Rn+)
≤ c‖F‖
Lq1 (0,∞;B˙βpq(Rn+))
, 0 < β < 1. (B.10)
Let θ = 1+β−α, 1−α+β
s0
= 1
q
− α−β
q1
and 1−α+β
p0
= 1
p1
− α−β
p
. By the assumptions of lemma 3.7,
we get 0 ≤ θ ≤ 1 and t1 ≤ p, q1 ≤ s0 satisfy (B.5). By the complex interpolation with exponent θ
to (B.7) and (B.10), for 1 < β < α < 2, we have
‖Γ∗ ∗ (P f)‖Lq(0,∞;B˙αp (Rn+))
≤ c‖F‖
Lq1 (0,∞;B˙βp1(R
n
+
))
.
This completes the proof of Lemma 3.7.
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APPENDIX C. PROOF OF LEMMA 4.1
Recalling the formula (4.4) with (4.6), we split π in two terms, i.e. π(x, t) = π1(x, t) + π2(x, t),
where
π1(x, t) = 4
∑
1≤j≤n−1
∫
Rn−1
∂2N(x′ − z′, xn)
∂xj∂xn
∫
Rn
+
Γ(z′ − y′, yn, t)hj(y, τ)dydz
′,
π2(x, t) = 4
∑
1≤j≤n−1
∫
Rn−1
∂N(x′ − z′, xn)
∂xj
∫
Rn
+
∂Γ(z′ − y′, yn, t)
∂yn
hj(y, τ)dydz
′.
Note that π1 is represented by
π1(x, t) = 4
∑
1≤j≤n−1
DxjDxnN(Γ ∗t hj |xn=0)(x) = 4
∑
1≤j≤n−1
Dxjπ1j(x, t),
where π1j(x, t) = 4DxnN(Γ ∗t hj|xn=0). From (3.1), Lemma 3.1 and Lemma 3.4, for α >
1
p
we
have
‖π1j‖Lq(0,∞;B˙αpq(Rn+))
≤ c‖Γt ∗ hj |xn=0‖
Lq(0,∞;B˙
α− 1p
pq (Rn−1)
≤ c‖Γt ∗ hj‖Lq(0,∞;B˙αpq(Rn+))
≤ c‖hj‖
B˙
α− 2q
pq,0 (R
n
+
)
. (C.1)
By integrating by parts, by the identity Dynhn = −
∑n−1
j=1 Dyjhj and by the identity D
2
ynΓt ∗
hn = DtΓt ∗ hn −∆y′Γt ∗ hn, π2 can be rewritten by
π2 = −4
∫
Rn−1
N(x′ − z′, xn)
∫
Rn+
DynΓ(z
′ − y′, yn, t)Dynhn(y)dydz
′
= Dt
(
4
∫
Rn−1
N(x′ − z′, xn)
∫
Rn
+
Γ(z′ − y′, yn, t)hn(y)dydz
′)
+ 4
n−1∑
k=1
D2xk
∫
Rn−1
N(x′ − z′, xn)
∫
Rn
+
Γ(z′ − y′, yn, t)hn(y)dydz
′
= Dtπ00 +
∑
k 6=n
Dxkπ2k.
From (3.1), Lemma 3.1 and Lemma 3.4, for α > 1
p
we have
‖π2k‖Lq(0,∞;B˙αpq(Rn+))
≤ c‖Γt ∗ hn|xn=0‖
Lq(0,∞;B˙
α− 1p
pq (Rn−1)
≤ c‖Γt ∗ hn‖Lq(0,∞;B˙αpq(Rn+))
≤ c‖hn‖
B˙
α− 2q
pq,0 (R
n
+
)
(C.2)
and
‖π00‖Lq(0,∞;H˙α+1p (Rn+))
≤ c‖Γt ∗ hn|xn=0‖
Lq(0,∞;B˙
α− 1p
p (Rn−1)
≤ c‖Γt ∗ hn‖Lq(0,∞;H˙αp (Rn+))
≤ c‖hn‖
B˙
α− 2q
pq,0 (R
n
+
)
. (C.3)
This completes the proof of Lemma 4.1.
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APPENDIX D. PROOF OF LEMMA 4.2
Recalling the formulae (4.9) with (4.6), we split Π0 in two terms, i.e. Π0(x, t) = Π1(x, t) +
Π2(x, t), where
Π1(x, t) = 4
∑
1≤j≤n−1
∫
Rn−1
∂2N(x′ − z′, xn)
∂xj∂xn
∫ t
0
∫
Rn
+
Γ(z′ − y′, yn, t− τ)(Pf)j(y, τ)dydτdz
′,
Π2(x, t) = 4
∑
1≤j≤n−1
∫
Rn−1
∂N(x′ − z′, xn)
∂xj
∫ t
0
∫
Rn+
∂Γ(z′ − y′, yn, t− τ)
∂yn
(Pf)j(y, τ)dydτdz
′.
Note that Π1 is represented by
Π1(x, t) = 4
∑
1≤j≤n−1
DxjDxnN(Γ ∗ (Pf)j |xn=0)(x, t) = 4
∑
1≤j≤n−1
DxjΠ1j(x, t),
where Π1j(x, t) = 4DxnN(Γ ∗ (Pf)j|xn=0). From (3.1), Lemma 3.1 and Lemma 3.7, for α >
1
p
we have
‖Π1j‖Lq(0,∞;H˙αp (Rn+))
≤ c‖Γ ∗ (Pf)j|xn=0‖
Lq(0,∞;B˙
α− 1p
p (Rn−1)
≤ c‖Γ ∗ (Pf)j‖Lq(0,∞;H˙αp (Rn+))
≤ c‖F‖
Lq1 (0,∞;H˙βp1(R
n
+
))
. (D.1)
By integrating by parts, by the identity Dyn(Pf)n = −
∑n−1
j=1 Dyj (Pf)j and by the identity
D2ynΓt ∗ (Pf)n = DtΓt ∗ (Pf)n −∆y′Γt ∗ (Pf)n, Π2 can be rewritten by
Π2 = −4
∫
Rn−1
N(x′ − z′, xn)
∫ t
0
∫
Rn+
DynΓ(z
′ − y′, yn, t− s)Dyn(Pf)n(y, s)dydsdz
′
= Dt
(
4
∫
Rn−1
N(x′ − z′, xn)
∫
Rn
+
Γ(z′ − y′, yn, t)hn(y)dydz
′)
+ 4
n−1∑
k=1
D2xk
∫
Rn−1
N(x′ − z′, xn)
∫ t
0
∫
Rn
+
Γ(z′ − y′, yn, t− s)(Pf)n(y, s)dydsdz
′
= DtΠ00 +
∑
k 6=n
DxkΠ2k.
From (3.1), Lemma 3.1 and Lemma 3.7, for α > 1
p
we have
‖Π2k‖Lq(0,∞;H˙αp (Rn+))
≤ c‖Γ ∗ (Pf)n|xn=0‖
Lq(0,∞;B˙
α− 1p
p (Rn−1)
≤ c‖Γ ∗ (Pf)n‖Lq(0,∞;H˙αp (Rn+))
≤ c‖F‖
Lq1 (0,∞;H˙βp1(R
n
+
)
(D.2)
and
‖Π00‖Lq(0,∞;H˙α+1p (Rn+))
≤ c‖Γ ∗ (Pf)n|xn=0‖
Lq(0,∞;B˙
α− 1p
p (Rn−1)
≤ c‖Γ ∗ (Pf)n‖Lq(0,∞;H˙αp (Rn+))
≤ c‖F‖
Lq1 (0,∞;H˙βp1 (R
n
+
)
. (D.3)
This completes the proof of Lemma 4.2.
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