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SPINOR STRUCTURES ON FREE RESOLUTIONS OF CODIMENSION
FOUR GORENSTEIN IDEALS
ELA CELIKBAS, JAI LAXMI, AND JERZY WEYMAN
Abstract. We analyze the structure of spinor coordinates on resolutions of Gorenstein
ideals of codimension four. As an application we produce a family of such ideals with seven
generators which are not specializations of Kustin-Miller model.
1. Introduction
In this paper we investigate spinor structures on free resolutions of Gorenstein ideals of
codimension 4. Such structures were first described in [13]. We give a more precise statement
making the relation of spinor coordinates to the First Structure Theorem of Buchsbaum and
Eisenbud explicit. We then calculate the spinor coordinates for many examples of Gorenstein
ideals of codimension 4 with small number of generators. Some interesting patterns emerge.
Assume we look at the resolution of a Gorenstein ideal I of codimension 4 in a local ring
(R,m). In all examples spinor coordinates belong to the ideal I. For all known examples
of ideals I with 6, 7, and 8 generators some spinor coordinates are not in mI so they can
be taken as minimal generators of I. However, for 9 generators, we find examples when all
spinor coordinates are in mI.
This suggests that Gorenstein ideals of codimension 4 with up to 8 generators are easier
to classify than those with more than 8 generators.
We also give an application of the spinor coordinates. For ideals with 7 generators, there
is a well-known Kustin-Miller family of ideals associated to a 3 × 4 matrix, a 4-vector and
a variable, this family is also known as the Kustin-Miller Model (KMM), see [10, 12]. We
produce another family: a “doubling” of perfect ideal with 5 generators, of Cohen-Macaulay
type 2, described in [4]. It turns out that the new family is not a specialization of Kustin
and Miller family. This fact, answering a question of Reid in [13, page 29], is easy to see
using spinor structures on both resolutions.
The paper is organized as follows. In section 2 we recall the Buchsbaum-Eisenbud Struc-
ture Theorem for finite free resolutions and the results of Kustin-Miller on the resolutions
of Gorenstein ideals of codimension 4. We also give some facts from representation the-
ory that we need throughout the paper. In section 3 we explicitly calculate the relation
between the Buchsbaum-Eisenbud multipliers and the spinor coordinates. In section 4 we
prove the existence of spinor structures on resolutions of Gorenstein ideals of codimension 4.
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Section 5 contains the computations of the spinor coordinates for complete intersections, for
hyperplane sections of codimension three Gorenstein ideals, and for KMM with 7 generators.
In sections 6 and 7 we analyze the resolutions of “doublings” of perfect ideals of codimen-
sion 3. We then find the spinor coordinates in such cases. Finally, in section 8, we show that
the Gorenstein ideals of codimension 4 that are doublings of perfect ideals of codimension 3
with 5 generators of Cohen-Macaulay type 2 are not specializations of the KMM.
2. Background
2.1. Structure of Free Resolutions. Buchsbaum-Eisenbud gave a structure theorem (also
known as the First Structure Theorem) that describes the arithmetic structure of free reso-
lutions as follows:
Theorem 2.1. [1, Theorem 3.1 ] (The First Structure Theorem) Let R be a Noetherian ring
and let I be an ideal of R. Let
0 −→ Fp
dp
−→ Fp−1
dp−1
−−→ · · ·
d3−→ F2
d2−→ F1
d1−→ F0
be a free R-resolution of R/I and ri = rank(di). Then ap =
rp∧
dp, and, for each 1 ≤ k < p,
there exists a unique homomorphism ak : R →
rk∧
Fk−1 such that the following diagram
commutes:
rk∧
Fk
a∗
k+1 %%❑❑
❑
❑
❑
❑
❑
❑
❑
rk∧
dk//
rk∧
Fk−1
R
ak
OO
Remark 2.2. We refer to the maps ak in Theorem 2.1 as the Buchsbaum-Eisenbud multiplier
maps. Their coordinates are called the Buchsbaum-Eisenbud multipliers.
Definition 2.3. Let F be a finitely generated free R-module. We call the bilinear map
φ : F ⊗R F → R a non-degenerate pairing if it is a symmetric bilinear map such that the
induced map ψ : F → F ∗ defined as f 7→ φ(−, f) is an isomorphism. A non-degenerate
pairing is in a standard form if rank(F ) is even and we can write it as a direct sum of
hyperbolic two-dimensional pairings with matrices of the form[
0 1
1 0
]
.
In this case, F is also called an even orthogonal R-module and the corresponding basis of F
is called a hyperbolic basis.
The next remark reveals the structure of a minimal resolution of R/I where R is a complete
regular local ring R and I is a Gorenstein ideal of codimension four.
Remark 2.4. [11] Let R be a complete regular local ring in which 2 is a unit and let I ⊂ R
be a Gorenstein ideal of codimension four with µ(I) = n. Let
F : 0→ F4
d4−→ F3
d3−→ F2
d2−→ F1
d1−→ R (1)
be a minimal free resolution of R/I. Then we have the following:
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(a) By the Gorenstein duality, F4−i ∼= F
∗
i .
(b) rank(F1) = n and rank(F2) = 2n− 2.
(c) By [11, Theorem 2.4], for a minimal resolution F of R/I
F : 0→ R
d∗
1−→ F ∗1
d3−→ F2
d2−→ F1
d1−→ R,
there exist a symmetric isomorphism s and an isomorphism ρ : F→ F∗ of the form:
0 // R
d∗
1 // F ∗1
d3 // F2
d2 //
s

F1
d1 // R
0 // R
d∗
1 // F ∗1
d∗
2 // F ∗2
d∗
3 // F1
d1 // R
(d) Dualizing matrix s is of the form
[
0 In−1
In−1 0
]
.
(e) The map s induces a non-degenerate symmetric bilinear form 〈 , 〉 : F2⊗R F2 → R such
that (F2, q) where q =
1
2
〈 , 〉 is a non-degenerate quadratic space and
〈d2x2, x3〉 = 〈x2, d3x3〉 for all x2 ∈ F2, x3 ∈ F
∗
1 . (2)
By the adjoint relation (2), we have 〈im(d3), im(d3)〉 = 0.
(f) F has a multiplicative structure which makes it an associative differential graded R-
algebra.
(g) The module F2 has a structure of an even orthogonal module of rank 2n − 2 according
to Definition 2.3. Since the quadratic form is in standard form in any characteristics
different from 2, we can use representation of Spin(V) as well.
2.2. Representation Theory of GL(V ) and Spin(V ). All results mentioned in this sub-
section are from [8, Chapters 2,3,6], [9, Section 2.15], and [6, Chapter 2]. Let K be an
algebraically closed field with char(K) 6= 2 and let V be a vector space over K. We will
use the following notation for the representations of the group GLn(V ). For the dominant
integral weight (a1, · · · , an) where ai ∈ Z and a1 ≥ a2 ≥ · · · ≥ an, S(a1,··· ,an)V denotes the
corresponding Schur module. For the representation of the spin group, we use the following
notation. We assume (V, 〈 , 〉) as an orthogonal space over K of rank 2m, where 〈 , 〉 is
the bilinear form with matrix
[
0 Im
Im 0
]
. We denote the associated hyperbolic basis V by
{e±1, · · · , e±m}. In this case, a maximal torus H of Spin(V ) and h = Lie(H) are
H = {diag[x1, · · · , xm, x
−1
m , · · · , x
−1
1 ] : xi ∈ K
×},
h = {diag[a1, · · · , am,−am, · · · ,−a1] : ai ∈ K}.
For i = 1, . . . , m, define 〈εi, A〉 = ai where A = diag[a1, · · · , am,−am, · · · ,−a1] ∈ h. Then
{ε1, . . . , εm} is a basis for h
∗.
Let ei,j be the matrix that takes ej to ei and annihilates ek for k 6= j where i, j ∈
{±1, · · · ,±m}. Set Xεi−εj = ei,j − e−j,−i and Xεi+εj = ei,−j + ej,−i for 1 ≤ i, j ≤ m, for
i 6= j. Then [A,X±(εi−εj)] = ±〈εi−εj, A〉X±(εi−εj) and [A,X±(εi+εj)] = ±〈εi+εj, A〉X±(εi+εj).
Thus ±(εi − εj) and ±(εi + εj) for 1 ≤ i < j ≤ m are the roots, and the associated set
of positive roots are {εi − εj, εi + εj : 1 ≤ i < j ≤ m}. The fundamental weights of
3
so(V,B) are ωi = ε1 + · · · + εi for 1 ≤ i ≤ m − 2, and ωm−1 =
1
2
(ε1 + · · · + εm−1 − εm),
ωm =
1
2
(ε1 + · · ·+ εm−1 + εm).
Remark 2.5. The following results hold by representation theory of spin group Spin(V)
over an algebraically closed field K with char(K) 6= 2:
(a) We will denote by V (ωi) the fundamental representations for i = 1, · · · , m. Note that
V (ωm−1) and V (ωm) are irreducible in every characteristics different from 2. Here
V (ωi) =
i∧
V , and V (ωm−1) and V (ωm) are half-spinor representations, of dimension
2m−1, with weights 1
2
(±ǫ1±· · ·±ǫm) (with even number of minuses) and
1
2
(±ǫ1±· · ·±ǫm)
(with odd number of minuses), respectively.
(b) V (ωm−1 + ωm) =
m−1∧
V and V (2ωm−1)⊕ V (2ωm) =
m∧
V .
(c) S2(V (ωm−1)) has a filtration with the associated graded object
S2(V (ωm−1)) = V (2ωm−1)
⊕ m4⊕
i=1
V (ωm−4i).
(d) S2(V (ωm)) has a filtration with the associated graded object
S2(V (ωm)) = V (2ωm)
⊕ m4⊕
i=1
V (ωm−4i).
Let us describe spinor representation more explicitly. By [11, Theorem 5.3], we write
V = W⊕W ∗ whereW andW ∗ are maximal isotropic subspaces of V spanned by {e1, . . . , em}
and {e−1, . . . , e−m}, respectively. Then space of spinors V (ωm−1+ωm) is isomorphic to
∧
W ∗.
Odd and even spinor representations are given by
⊕
i≥0
2i∧
W ∗ and
⊕
i≥0
2i+1∧
W ∗, respectively.
A Clifford algebra for (V, 〈 , 〉) where V is equipped with quadratic form q : V → K is
defined as Cliff(V, 〈 , 〉) = T (V )/I(V, 〈 , 〉). Here T (V ) =
⊕
i≥0
Ti(V ) such that Ti(V ) =
⊗
i
V
and I(V, 〈 , 〉) = 〈u ⊗ v + v ⊗ w − 〈v, w〉1 : v, w ∈ V 〉. For a, b ∈ V , define Ra,b ∈ End(V )
as Ra,bv = 〈b, v〉a − 〈a, v〉b. By [6, Section 2.4], Ra,b spans so(V, 〈 , 〉) for a, b ∈ V . Then
Rei,ej = e−i,j − e−j,i where where ei,j be an elementary transformation on V that carries ei
to ej and others to 0. .
For y∗ ∈ W ∗, the exterior product ε(y∗) and the interior product operator i(y) on
∧
W
are defined as ε(y∗)x∗ = y∗ ∧ x∗ and
i(y)(y∗1 ∧ · · · ∧ y
∗
k) =
k∑
j=1
(−1)j−1〈y, y∗j 〉y
∗
1 ∧ · · · ∧ ŷ
∗
j ∧ · · · ∧ y
∗
k
where y∗i ∈ W
∗, x∗ ∈
∧
W ∗ and ŷ∗j means to omit y
∗
j .
Define linear maps γ : V → End(
∧
W ∗) as γ(y + y∗) = i(y) + ε(y∗) for y ∈ W and
y∗ ∈ W ∗, and ϕ : so(V, 〈 , 〉)→ Cliff2(V, 〈 , 〉) as ϕ(Ra,b) =
1
2
[γ(a), γ(b)] for a, b ∈ V where
[γ(a), γ(b)] = γ(a)γ(b) − γ(b)γ(a). By [6, Chapter 2], ϕ is injective, and the Lie algebra of
Spin(V ) is ϕ(so(V, 〈 , 〉)).
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3. Certain Spin(V )-equivariant map p and its properties
Let V be an orthogonal space of rank 2m over algebraically closed field K of characteristics
different from 2. Our goal in this section is to find map p : S2(V (ωm))→
m∧
V explicitly. By
formula 2.5(d), we have a unique Spin(V )-equivariant map p up to scalar.
The signature of a permutation of set [1, m], denoted by sgn, is a multiplicative map from
the group of permutations Sm to ±1. Permutations with signature +1 are even and those
with sign -1 are odd. Also Lc denotes the complement of a set L in [1, m].
Lemma 3.1. Set q =
⌊
m
2
⌋
. Let J2k = {γ1, . . . , γ2k} with 1 ≤ γ1 < · · · < γ2k ≤ m, 1 ≤ k ≤ q.
Let p : S2(V (ωm)) →
m∧
V be an equivariant map such that p(uφuφ) = e1 ∧ e2 ∧ · · · ∧ em.
Then we have
p(uJ2kuφ) =
1
2ℓ(J2k)−1
∑
L⊂J2k,ℓ(J2k)=2ℓ(L)
sgn(J2k, L)e−L ∧ eJc
2k
∧ eL (3)
where Jc2k is the complement of J2k in [1, m], e−L =
∧
i∈L
e−l, uJ2k = e−γ1 ∧ e−γ2 ∧ · · · ∧ e−γ2k ,
1 ≤ k ≤ q, eL =
∧
i∈L
el, sgn(J2k, L) is the signature of permutations of J2k, and ℓ(J) is the
length of any indexing set J ⊂ [1, m].
Proof. We prove formula (3) by reverse induction on q. Then
p(uJ2quφ) =
1
2ℓ(J2q)−1
∑
L⊂J2q,ℓ(J2q)=2ℓ(L)
sgn(J2q, L)e−L ∧ eJc
2q
∧ eL
For i < j, we see that i(eγi)i(eγj)(uJ2quφ) = (−1)
rγi+rγjuJ2q\{γi,γj}uφ since i(eγi)i(eγj ) acts
on V (2ωm). But action of i(eγi)i(eγj ) on V (2ωm) corresponds to an action of Rei,ej on
m∧
V .
Then one gets
p(uJ2q\{γi,γj}uφ) =
1
22q−3
∑
L⊂J2q\{γi,γj},ℓ(L)=q−1
sgn(J2q \ {γi, γj}, L)e−L ∧ e(J2q\{γi,γj})c ∧ eL
since the following diagram
V (2ωm)
p
//
i(ei)i(ej)

m∧
V
Rei,ej
V (2ωm)
p //
m∧
V
commutes because the map p is equivariant, [8, Lemma 6.2.1]. Applying interior products
successively, one gets expression for k = 1 as
p(u{γi,γj}uφ) =
sgn({γi, γj}, γi, γj)
2
(e−γi ∧ e{γi,γj}c ∧ eγi + e−γj ∧ e{γi,γj}c ∧ eγj )
Again, by applying internal product, we obtain
p(uφuφ) = e1 ∧ · · · ∧ em.
By setting p| i∧
V
= 0, we get an extension p : S2(V (ωm))→
m∧
V . 
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Remark 3.2. Let L,M ⊂ [1, m] of even cardinality. Set L ⊖ M = (L \M) ∪ (M \ L).
Assume that L⊖M is nonempty. Note that L⊖M is of even cardinality. Using Lemma 3.1,
one can evaluate the map p on the monomial uLuM by permuting indices as follows
p(uLuM) =
1
2ℓ(L⊖M)−1
∑
J⊂L⊖M,ℓ(L⊖M)=2ℓ(J)
sgn(L ∪M,J)e−(L∩M) ∧ e−J ∧ eLc∩Mc ∧ eJ .
Moreover, p(uLuL) = sgn(L, L
c)e−L ∧ eLc .
4. Spinor structures on resolutions of Gorenstein ideals of codimension
four
Definition 4.1. Assume notation from Remark 2.4. We say that a given resolution of R/I
has a spinor structure if there exists a map a˜3 : R → V (ωn−1) ⊗ R such that the following
diagram commutes
R
a3
**❯❯❯
❯❯
❯❯
❯❯
❯
❯❯
❯❯
❯
❯❯
❯❯
❯❯
❯
S2(a˜3) // S2(V (wn−1))⊗ R
p 
n−1∧
F2
where a3 is the map given by the First Structure Theorem of Buchsbaum-Eisenbud in The-
orem 2.1.
Now we are ready to show the existence of a spinor structure on a length four minimal
resolution of a Gorenstein ideal over a complete regular local ring.
Theorem 4.2. Let (R,m, k) be a complete regular local ring in which 2 is a unit. Let I ⊂ R
be Gorenstein ideal of grade four with µ(I) = n. Then there exists a spinor structure on the
minimal free resolution F of R/I where F is
F : 0→ F4
d4−→ F3
d3−→ F2
d2−→ F1
d1−→ R→ 0.
Proof. Let {g1, . . . , gn} be a minimal generating set of I. By Remark 2.4, dualizing matrix
is s =
[
0 In−1
In−1 0
]
and F2 is an orthogonal R-module with a non-degenerate bilinear map
〈 , 〉. We set the associated hyperbolic basis of F2 as {e1, . . . , en−1, e−1, . . . , e−(n−1)}.
With modification of d3 and d4, we can write F as
F : 0→ R
dt
1−→ F ∗1
sdt
2−−→ F2
d2−→ F1
d1−→ R.
Let p be the prime ideal (0) and Q = Rp. Then
F⊗Q : 0→ Q
dt
1
⊗1
−−−→ (F ∗1 )p
sdt
2
⊗1
−−−→ (F2)p
d2⊗1−−−→ (F1)p
d1⊗1−−−→ Q→ 0.
is exact where ((F2)p, 〈 , 〉p) is an orthogonal space of dimension 2n − 2 for some hyper-
bolic basis {e
′
1, . . . , e
′
n−1, e
′
−1, . . . , e
′
−(n−1)}. Set B = im(d2s). Then 〈Bp, Bp〉p = 0 and
dimQ(im (d2s)p) = n− 1.
Let Ui =
∧
Qe
′
−i for i = 1, . . . , n − 1. Then each 2-dimensional subspace Ui is a graded
algebra with an ordered basis {1, e
′
−i}. By Remark 2.4(e), we have
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(im(d2s))p = Qe
′
−1 ⊕ · · · ⊕Qe
′
−(n−1) and
•∧
(im(d2s))p ∼= U1 ∧ · · · ∧ Un−1.
Let J = {j1, . . . , jp} with 1 ≤ j1 < · · · < jp ≤ n− 1. By [6, Chapter 2],
•∧
(im(d2s))p gives a
space of spinors of ((F2)p, 〈, 〉p).
Under the vector space isomorphism, e
′
−j1
∧ · · · ∧ e
′
−jp corresponds to uJ = uj1 ∧ · · · ∧ ujp,
where
ui =
{
e
′
−i, i ∈ J
1, i 6∈ J.
By [8, Proposition 2.3], for each set J = {1 ≤ j1 < · · · < jp ≤ n−1}, uJ = e
′
−j1 ∧· · ·∧e
′
−jp
with uφ = 1 is a weight vector of weight λJ =
1
2
{
∑
i∈J
εi −
∑
i 6∈J
εi}. By Remark 2.5(e), the
half-spinor representation V (ωn−1) is of weight (±ε1± · · ·± εn−1)/2 with an even number of
minuses.
By Theorem 2.1, there is a unique map a3 : R→
n−1∧
F2 such that
n−1∧
F ∗1
a∗
4 ((❘❘
❘
❘
❘
❘
❘
❘
❘
❘
❘
❘
❘
n−1∧
sdt
2 //
n−1∧
F2
R
a3
OO
Let J ⊂ [1, n−1] and i = [n]\(J∪Jc). Pick a submatrix of sdt2 with columns corresponding
to −J ∪ Jc, say MJ . Then the ith coordinate of
n−1∧
MJ is a3,Jgi. Let a˜3 : Q→ V (ωn−1) be
defined as
a˜3(1) =
∑
J⊂[1,n−1], ℓ(J) even
a˜3,JuJ , (4)
where a˜3,J are spinor cordinates for J ⊂ [1, n− 1] with ℓ(J) is even. Since there is a spinor
structure on F⊗R Q, we have the following commutative diagram:
Q
a3 ))❙❙❙
❙
❙
❙
❙
❙
❙
❙
❙
❙
❙
❙
❙
❙
❙
❙
S2(a˜3) // S2(V (wn−1))
p 
n−1∧
(F2)p
By Remark 3.2, we have p(uJuJ) = sgn(J, J
c)e
′
−J ∧e
′
Jc . Then a3,K = a˜
2
3,J for K = −J∪J
c.
Since R is normal and a3,J ∈ R, we get a˜3,J ∈ R. Let L,M ⊂ [n−1] such that ℓ(L) and ℓ(M)
are even. Take N ⊂ L⊖M with ℓ(L⊖M) = 2ℓ(N). For K = {±N}∪ (I ∪J)c∪{−(I ∩J)},
a3,K =
∑
I,J⊃L∩M,I∪J=L∪M
sgn(L ∪M,L,M)a˜3,La˜3,M . (5)
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With respect to any hyperbolic basis relation, (5) holds since p is equivariant. Therefore
we get the following commutative diagram over R:
R
a3
))❚❚❚
❚
❚
❚
❚
❚
❚
❚
❚
❚
❚
❚
❚
❚
❚
❚
❚
S2(a˜3) // S2(V (wn−1))⊗ R
p 
n−1∧
F2

Remark 4.3.
(1) As an immediate consequence of Equation 5, we can explicitly write down the qua-
dratic relations between minors and Pfaffians of a skew-symmetric matrix.
Note that rank of d2 is n− 1. Then any n− 1 rows of d2 are linearly independent.
We consider (n−1)×(2n−2) submatrix [Mi Ni] by omitting the ith row of d2. Then
note that the column space of [Mi Ni] spans im(d2). Since 〈im(d2), im(d2)〉 = 0, this
implies NiM
t
i +MiN
t
i = 0. After reordering columns of [Mi Ni], we assume that
det(Mi) 6= 0. By change of basis, we obtain the matrix
X = [In−1 det(Mi)
−1NiM
t
i ] (6)
where NiM
t
i is a (n − 1) × (n − 1) skew-symmetric matrix in Q. In open set
det(X1,...,n−1) 6= 0, we have a˜3,J = Pf(J) and
a3,K =
∑
I,J⊃L∩M,I∪J=L∪M
sgn(L ∪M,L,M)Pf(L)Pf(M) (7)
where N ⊂ L⊖M with ℓ(L⊖M) = 2ℓ(N) and K = {±N} ∪ (I ∪ J)c ∪ {−(I ∩ J)}.
(2) Assume the hypothesis of Theorem 4.2. The Buchsbaum-Eisenbud coordinate a3,K
is the square of the spinor coordinate a˜3,J for K = −J ∪J
c, where J ⊂ [1, n−1] with
ℓ(J) even.
(3) Spinor coordinates are in the radical of ideal I. If I is a radical ideal, then spinor
coordinates are in I.
5. Examples of spinor structures on resolutions of codimension four
Gorenstein ideals
In this section, we give examples of resolutions which have spinor structures on Gorenstein
ideals with 4, 6, and 9 generators. The first two examples are also discussed in Reid’s paper,
see [13].
Example 5.1. Let K(x1, x2, x3, x4;R)• be the Koszul complex resolving a complete inter-
section in codimension 4 on elements x1, x2, x3, x4 from R. Then spinor coordinates of K•
are x1, x2, x3, x4.
Proof. Consider the Koszul complex K(x1, x2, x3, x4;R)• on elements x1, x2, x3, x4 from R.
Let F = R4. Then K(x1, x2, x3, x4) is resolution of R/I
K(x1, x2, x3, x4) : 0→
4∧
F
dt1−→
3∧
F
sdt2−−→
2∧
F
d2−→
1∧
F
d1−→
0∧
F
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with d1 = [ x1 x2 x3 x4 ], d2 =
[
−x4 0 0 0 x3 −x2
0 −x4 0 −x3 0 x1
0 0 −x4 x2 −x1 0
x1 x2 x3 0 0 0
]
, and s =
[
0 I3
I3 0
]
, where I3 is the 3× 3
identity matrix.
Let {f1, f2, f3, f4} be a basis of R
4. Let ei,j denotes the column of d2 which has nonzero
entries xi and xj for i < j. Then the associated hyperbolic basis is {ei,j : 1 ≤ i < j ≤ 4}.
The structure map a3 : R→
3∧
(
2∧
F ) gives that
a3(1) =
∑
u,v,i,j,k,l,m,n
xuxvei,j ∧ ek,l ∧ em,n.
We also have
3∧
(
2∧
F ) = S2,2,2,0(F )⊕ S3,1,1,1(F ). It is clear that a3 goes to the summand
S2,2,2,0(F ). In fact, it is the second symmetric power of the map
a˜3 : R→
3∧
F
sending 1 to x1e2 ∧ e3 ∧ e4 − x2e1 ∧ e3 ∧ e4 + x3e1 ∧ e2 ∧ e4 − x4e1 ∧ e2 ∧ e3. This last map
gives us the spinor structure.
Let us interpret this in terms of the root systems. Here we deal with a root system D3
which is just A3. So the vector representation G of rank 6 can be considered as the second
fundamental representation
2∧
H where H is the 4-dimensional space. Finding the structure
map a3, we see that it is given by R →
3∧
(
2∧
H). The map a˜3 is just the map from R to H
and it allows us to identify H and F. 
The next is an example of a hyperplane section of a codimension three Gorenstein ideal
of Pfaffians of a skew-symmetric matrix.
Example 5.2. Consider the resolution given by
(0→ R
y
−→ R→ 0)⊗ (0→ R
Pf(X)t
−−−−→ R2n+1
X
−→ R2n+1
Pf(X)
−−−→ R→ 0) (8)
which is a hyperplane section of a codimension three Gorenstein ideal of Pfaffians of a skew-
symmetric matrix X . Then spinor coordinates of the resolution (8) are ±yn−ℓ(L)/2Pf(L,X)
where Pf(L,X) is the Pfaffian of the submatrix of X on rows and columns from L.
Proof. Again we calculate the Buchsbaum-Eisenbud map a3. In fact, we calculate the map
a2 which is the same by duality. The matrix in question is a map R
2n+1⊕R2n+1 → R⊕R2n+1
which in block form is given by the matrix
M =
[
Pf(X) 0
−yI2n+1 X
]
Denote the ith column of M by ei. Set e−i = e2n+1+i. Hence the associated hyperbolic basis
is {e1, · · · , e4n+2}.
Computing the (2n+1)× (2n+1)-minors of this matrix, we see that the coordinate of a3
corresponding to the multi-index [1, 2n+ 1] \ I, J ⊂ [1, 2n+1] such that the cardinalities of
I and J are the same, is equal to y2n+1−ℓ(I)MJ,I(X), where MJ,I is the minor of X on rows
J and columns I.
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This means that there exists a map a˜3 from R to a half-spinor representation V (ω2n, D2n+1)
sending 1 to the combination of basis vectors vL of weights (±
1
2
, · · · ,±1
2
) with 2n + 1
coordinates and even number of minuses (indicated by multi-index L) with coefficients
±yn−ℓ(L)/2Pf(L,X), where Pf(L,X) is the Pfaffian of the submatrix of X on rows and
columns from L.
It is easy to check that the map a˜3 gives the spinor structure on our resolution. If cardi-
nality of L is 2n, then Pf(L,X) is the spinor coordinate. 
Example 5.3. In nine generator case, we have two examples of resolutions where none of
the minimal generators are spinor coordinates. In these examples, we consider the ideal I
generated by 2 × 2-minors of a 3 × 3 generic matrix or the equations of Segre embedding
P
1 × P1 × P1 into P7. Then the gradings of the resolutions of R/I are
F : 0→ R(−6)→ R9(−4)→ R16(−3)→ R9(−2)→ R→ R/I → 0
We observe that degree of spinor coordinate is 3 whereas minimal generators of I are of
degree 2. Hence none of the minimal generators are spinor coordinates.
6. Doubling of almost complete intersection and Kustin-Miller model
6.1. Kustin-Miller Model (KMM). In the next remark, we recall a well-known Kustin-
Miller family of ideals associated to a 3 × 4 matrix, a 4-vector and a variable. For details,
see [10].
Remark 6.1. [10] Let x =
[
x1
x2
x3
x4
]
, M =
a11 a12 a13 a14a21 a22 a23 a24
a31 a32 a33 a34
.
Let qi =
4∑
j=1
aijxj = ai1x1 + ai2x2 + ai3x3 + ai4x4 and
I = 〈q1, q2, q3, x1v +M123;234, x2v −M123;134, x3v +M123;124, x4v −M123;123〉
where MJ,K is the submatrix of M involving J rows and K columns. Then minimal free
resolution for I is given by
0→ R
dt
1−→ R7
sD
−→ R12
D
−→ R7
d1−→ R→ R/I → 0
where d1 =
[
q1 q2 q3 x1v +M123;234 x2v −M123;134 x3v +M123;124 x4v −M123;123
]
, and
the matrix D is
−q2 −q3 0 M23;34 M23;24 M23;23 M23;14 M23;13 M23;12 −v 0 0
q1 0 −q3 −M13;34 −M13;24 −M13;23 −M13;14 −M13;13 −M13;12 0 −v 0
0 q1 q2 M12;34 M12;24 M12;23 M12;14 M12;13 M12;12 0 0 −v
0 0 0 −x2 x3 −x4 0 0 0 a11 a21 a31
0 0 0 x1 0 0 −x3 x4 0 a12 a22 a32
0 0 0 0 −x1 0 x2 0 −x4 a13 a23 a33
0 0 0 0 0 x1 0 −x2 x3 a14 a24 a34

,
and s =
[
0 I6
I6 0
]
where I6 is the 6× 6 identity matrix.
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6.2. Spinor Structures on Kustin-Miller model. In this subsection, we calculate the
spinor structures on Kustin-Miller model.
Proposition 6.2. The spinor coordinates of KMM with 7 generators are given in Table 1.
Proof. We calculate the Buchsbaum-Eisenbud map a3. We use the matrixM in Remark 6.1.
Also we denote the ith column of M by ei and e−i = e13−i. Then {e1, . . . , e6, e−1, . . . , e−6} is
the associated hyperbolic basis of R12.
Computing 6 × 6-minors of M , we see that the coordinates of a3 corresponding to the
multi-index J ∪ Jc where J ⊂ [1, 6] are of odd cardinality. Next we record nonzero spinor
coordinates of a˜3 as follows:
Table 1. Spinor coordinates of KMM with 7 generators
Cases a˜3,J
J = {i} for i = 1, 2, 3 ±x1qi
J = {5, 6} ∪ {i} for i = 1, 2, 3 ±x2qi
J = {4, 6} ∪ {i} for i = 1, 2, 3 ±x3qi
J = {4, 5} ∪ {i} for i = 1, 2, 3 ±x4qi
J = {1, 2, 3} (x1v +M123;234)
J = {1, 2, 3, 5, 6} (x2v −M123;134)
J = {1, 2, 3, 4, 6} (x3v +M123;124)
J = {1, 2, 3, 4, 5} (x4v −M123;124)
J = {k, ℓ} ∪ {r}, k, ℓ ∈ {1, 2, 3} r ∈ {4, 5, 6} (amjqn − anjqm) m,n ∈ {1, 2, 3}, j ∈ {1, 2, 3, 4}
This means that there exists a map a˜3 from R to half-spinor representation V (ω6, D6)
sending 1 to the combination of basis vectors vL of weights (±
1
2
, · · · ,±1
2
) with coordinates
a˜3,L and odd number of minuses (indicated by multi index L). One can check that the map
a˜3 gives the spinor structure on resolution in Remark 6.1.
Observe that four minimal generators are spinor coordinates. 
6.3. Doubling of an almost complete intersection. Doubling of an almost complete
intersection of codimension three leads to specialization of the KMM. After deformation of
such specialization one gets the general KMM.
Let A = C[cij , ukl] be a polynomial ring over C where variables cij are skew-symmetric in
i, j and variables ukl are generic variables for 1 ≤ k, l ≤ 3. Consider a 3 × 3 generic skew
symmetric matrix C = (cij) and a generic matrix N as
N =
−u11 u12 −u13−u21 u22 −u23
−u31 u32 −u33
 .
Let J = 〈q1, q2, q3,−N123;123〉 where q1 = c23u11−c13u12+c12u13, q2 = c23u21−c13u22+c12u23,
q3 = c23u31− c13u32 + c12u33, and where NJ,K is the submatrix of N involving J rows and K
columns. By [5, Proposition 2.4 ], we get a minimal free resolution of R/J as
F : 0→ A3
d3−→ A6
d2−→ A4
d1−→ A→ A/J → 0 (9)
11
where
d1 =
[
q1 q2 q3 −N123;123
]
,
d2 =

−q2 −q3 0 N23;12 N23;13 N23;23
q1 0 −q3 −N13;12 −N13;13 −N13;23
0 q1 q2 N12;12 N12;13 N12;23
0 0 0 −c12 c13 −c23
 ,
d3 =

0 −c12 c13
c12 0 −c23
−c13 c23 0
−u11 u12 −u13
−u21 u22 −u23
−u31 u32 −u33.

Next we study the doubling of the resolution in (9). Applying HomA(−, A) to F, one gets
F
∗ : 0→ A
d∗
3−→ A4
d∗
2−→ A6
d∗
1−→ A3 → ωA/J → 0
where d∗1 = −d
T
3 , d
∗
2 = −d
T
2 and d
∗
3 = −d
T
1 . We compute HomA/J(ωA/J , A/J), which is
generated by the image of the following matrix:−c23 N23;23 N13;23 N12;23−c13 −N23;13 −N13;13 −N12;13
−c12 N23;12 N13;12 N12;12
 .
Let R = A[q, r, s, t]. We set
h1 = c23t+ qN23;23 + rN13;23 + sN12;23,
h2 = c13t− qN23;13 − rN13;13 − sN12;13,
h3 = c12t+ qN23;12 + rN13;12 + sN12;12.
Let M =
−u11 u12 −u13 q−u21 u22 −u23 −r
−u31 u32 −u33 s
 . Take ψ1 = [h1 h2 h3], set ψ3 = −ψT2 and ψ4 = −ψT1
where
ψ2 =

M23;14 M23;24 M23;34 −t 0 0
−M13;14 −M13;24 −M13;34 0 −t 0
M12;14 M12;24 M12;34 0 0 −t
0 0 0 −q r −s
 .
Then ψ1 : R/JR→ ωR/JR lifts to the following map of complexes:
F : 0 // R3
d3 // R6
d2 // R4
d1 // R // R/JR // 0
F∗ : 0 // R
d∗
3 //
ψ4
OO
R4
d∗
2 //
ψ3
OO
R6
ψ2
OO
d∗
1 // R3 //
ψ1
OO
ωR/JR //
ψ1
OO
0
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Let I = JR + 〈h1, h2, h3〉. We obtain a minimal free resolution of R/I as
C(ψ1) : 0→ R
δ4−→ R7
δ3−→ R12
δ2−→ R7
δ1−→ R→ R/I → 0 (10)
where
δ1 =
[
d1 ψ1
]
, δ2 =
[
d2 ψ2
0 −dT3
]
, δ3 =
[
d3 −ψ
T
2
0 −dT2
]
, δ4 =
[
−ψT1
−dT1
]
.
Theorem 6.3. If we substitute x1 = −c23, x2 = −c13, x3 = −c23 and x4 = 0 in Remark 6.1,
then the resolution in (10) is a specialization of KMM when x4 = 0.
In the next theorem, we give deformed ideal
I(p) = 〈q1 + pq, q2 − rp, q3 + sp,− det(N)− tp, h1, h2, h3〉
in the bigger polynomial ring B = A[p]. Further we show that I(p) gives general KMM.
Theorem 6.4. The ideal I(p) is Gorenstein of codimension four in S. The minimal resolution
of S/I(p) over S is
0→ S
δ4(p)
−−−→ S7
δ3(p)
−−−→ S12
δ2(p)
−−−→ S7
δ1(p)
−−−→ S → S/I(p)→ 0.
Proof. Set λ = (q,−r, s,−t, 0, 0, 0) and S = R[p]. Then deformation of ideal I along λ is
I(p) = im(δ1(p)) where
δ1(p) = δ1 + pλ, δ2(p) =
[
d2(p) ψ2
φ2 −d
T
3
]
, δ3(p) =
[
d3 −ψ
T
2
−φT2 −d
T
2 (p)
]
, δ4 =
[
−ψT1
−dT1 (p)
]
, and
φ2 =
0 0 0 −p 0 00 0 0 0 p 0
0 0 0 0 0 −p
.
On computation we see that im([δ1(p)]
T ) = ker([δ2(p)]
T ). Now we use Buchsbaum-
Eisenbud exactness criteria [3]. The rank condition is immediately satisfied. We claim
that depth(I(d(p))i) ≥ 4 for 1 ≤ i ≤ 4. By construction we see that ideals (I(d(p))i, p) and
(I(d)i, p) are equal. So depth of I(d(p))i are at least five. Thus claim follows. 
As an immediate we have the following result.
Remark 6.5. If we substitute x1 = −c23, x2 = −c13, x3 = −c23 and x4 = p, then the
resolution in Theorem 6.4 gives KMM.
7. Doubling the resolution of format (1,5,6,2)
7.1. Resolution of type (1, 5, 6, 2). We recall perfect ideals of codimension 3 with 5 gen-
erators of Cohen-Macaulay type 2. For details see [4].
Let K be a field of characteristics different from two. Let A be a polynomial ring over K
with variables xi,j , yi,j (1 ≤ i < j ≤ 4), and zi,j,k (1 ≤ i < j < k ≤ 4). A is a bigraded ring
with deg(xi,j) = deg(yi,j) = (1, 0), and deg(zi,j,k) = (0, 1).
We use ∆(ij, kl) to denote the 2× 2 minor of the matrix[
x1,2 x1,3 x1,4 x2,3 x2,4 x3,4
y1,2 y1,3 y1,4 y2,3 y2,4 y3,4
]
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corresponding to the columns labeled by (i, j) and (k, l). The cubic generators of bidegree
(2, 1) are u1,2,3, u1,2,4, u1,3,4 and u2,3,4 where
u1,2,3 = −2z2,3,4∆(12, 13) + 2z1,3,4∆(12, 23)− 2z1,2,4∆(13, 23) + z1,2,3(∆(13, 24) −∆(12, 34) +∆(14, 23))
u1,2,4 = 2z2,3,4∆(12, 14) − 2z1,3,4∆(12, 24) + z1,2,4(∆(12, 34) + ∆(13, 24) + ∆(14, 23))− 2z1,2,3∆(14, 24)
u1,3,4 = 2z2,3,4∆(13, 14) + z1,3,4(−∆(12, 34) −∆(13, 24) + ∆(14, 23)) + 2z1,2,4∆(13, 34) − 2z1,2,3∆(14, 34)
u2,3,4 = z2,3,4(−∆(12, 34) −∆(13, 24)−∆(14, 23)) − 2z1,3,4∆(23, 24) + 2z1,2,4∆(23, 34) − 2z1,2,3∆(24, 34).
The generator of degree (4, 0) is u = b2 − 4ac where
a = x1,2x3,4 − x1,3x2,4 + x1,4x2,3,
b = x1,2y3,4 − x1,3y2,4 + x1,4y2,3 + x3,4y1,2 − x2,4y1,3 + x2,3y1,4,
c = y1,2y3,4 − y1,3y2,4 + y1,4y2,3.
Let uj =
∑
i 6=j(−1)
ixi,jziˆ, vj =
∑
i 6=j(−1)
iyi,jziˆ, δ1 = ∆(12, 34), δ2 = ∆(13, 24), and
δ3 = ∆(14, 23). Let J = 〈u2,3,4, u1,3,4, u1,2,4, u1,2,3, u〉.
We recall from [4, Section 3] the deformed ideal J(t) which is an ideal in the bigger
polynomial ring B = A[t]. On deformation matrices d2 and d3 become
d2(t) =

v1 u1 −δ1 + δ2 − δ3 + t 2∆(13, 14) −2∆(12, 14) −2∆(12, 13)
−v2 −u2 −2∆(23, 24) −δ1 − δ2 + δ3 + t 2∆(12, 24) 2∆(12, 23)
v3 u3 2∆(23, 34) 2∆(13, 34) −δ1 − δ2 − δ3 − t −2∆(13, 23)
v4 u4 2∆(24, 34) 2∆(14, 34) −2∆(14, 24) δ1 − δ2 − δ3 + t
0 0 −z2,3,4 −z1,3,4 z1,2,4 z1,2,3

d3(t) =

b+ t 2a
−2c −b+ t
−v1 −u1
v2 u2
v3 u3
−v4 −u4
 .
Set u1,2,3(t) = −u1,2,3+z1,2,3t, u1,2,4(t) = −u1,2,4+z1,2,4t, u1,3,4(t) = −u1,3,4+z1,3,4t, u2,3,4(t) =
−u2,3,4 + z2,3,4t, u(t) = u− t
2. By [4, Section 3],
J(t) = 〈u2,3,4(t), u1,3,4(t), u1,2,4(t), u1,2,3(t), u(t)〉
is a perfect ideal of codimension three in B. The minimal free resolution of B/J(t) over B
is
G : 0 −→ B(−7)2
d3(t)
−−→ B(−5)6
d2(t)
−−→ B(−4)⊕B(−3)4
d1(t)
−−→ B. (11)
7.2. Doubling the resolution of format (1,5,6,2). We discuss doubling of perfect ideals
of codimension 3 with 5 generators of Cohen-Macaulay type 2 given in 11. Applying
HomB(−, B) to G one gets
G
∗ : 0→ B
d∗
3−→ B4
d∗
2−→ B6
d∗
1−→ B3 → ωB/J(t) → 0
where d1(t)
∗ = −d3(t)
T , d2(t)
∗ = −d2(t)
T and d3(t)
∗ = −d1(t)
T . Then we compute
HomB/J(t)(ωB/J(t), B/J(t)), which is generated by the image of
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[
u4 u3 u2 u1 b− t 2a
−v4 −v3 −v2 −v1 −2c −b− t
]
Consider the bigger polynomial ring S = B[r1, r2, r3, r4, s5, s6], and
f1(t) = −r1u4 − r2u3 − r3u2 − r4u1 + s5b+ 2as6 − s5t
f2(t) = r1v4 + r2v3 + r3v2 + r4v1 − 2cs5 − bs6 − s6t.
Take ψ1(t) =
[
f1(t) f2(t)
]
and ψ2(t) is the transpose of the matrix given in Figure 1 at
the end of the paper.
We obtain chain of complexes of the form:
G : 0 // S2
d3(t) // S6
d2(t) // S5
d1(t) // S // S/J(t)S // 0
G
∗ : 0 // S
d3(t)∗ //
−ψ1(t)T
OO
S5
d2(t)∗ //
−ψ2(t)T
OO
S6
ψ2(t)
OO
d1(t)∗ // S2 //
ψ1(t)
OO
ωS/J(t)S //
ψ1(t)
OO
0
Let I(t) = J(t)S + 〈f1(t), f2(t)〉. Then we obtain a mapping cone with respect to map
ψ(t)0 : ωS/J(t)S → S/J(t)S gives complex of the form
C(ψ1(t)) : 0→ S
δ4(t)
−−→ S7
δ3(t)
−−→ S12
δ2(t)
−−→ S7
δ1(t)
−−→ S → S/I(t)→ 0 (12)
where differentials
δ1(t) =
[
d1(t) ψ1(t)
]
, δ2(t) =
[
d2(t) ψ2(t)
0 −d3(t)
T
]
,
δ3(t) =
[
d3(t) −ψ2(t)
T
0 −d2(t)
T
]
, δ4(t) =
[
−ψ1(t)
T
−d1(t)
T
]
.
Theorem 7.1. The spinor coordinates of resolution (12) are given in the table 2.
Proof. By column operation in resolution 12, one gets differentials as
δ1(t) =
[
d1(t) ψ1(t)
]
, δ2(t) =
[
d2(t) ψ2(t)
0 −d3(t)
T
]
,
δ3(t) =
[
−ψ2(t)
T d3(t)
−d2(t)
T 0
]
, δ4(t) = δ1(t)
T .
We denote the ith column of δ2(t) by ei with e−i = e13−i. Note that hyperbolic pairs
are {e1, e7}, {e2, e8}, {e3, e9}, {e4, e10}, {e5, e11} and {e6, e12}. We calculate spinor coordi-
nates using the Buchsbaum-Eisenbud map a3(t). In Table 2 below, i¯ denote the column
corresponding to e−i.
For J ⊂ [1, 6], a(t)3,K = a˜(t)
2
3,J where K = −J ∪ J
c with cardinality of J is even. This
means that there exists the map a˜(t)3 from S to half-spinor representation V (ω6, D6) sending
1 to the combination of basis vectors vL of weights (±
1
2
, · · · ,±1
2
) with spinor coordinates
a˜(t)3,L and even number of minuses (indicated by multi index L). 
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Table 2. Spinor coordinates of resolution 12
a˜1,2,3,4,5,6(t) = 0 a˜1¯,2¯,3¯,4¯,5,6(t) =
i(r4u1,3,4(t) + r3u2,3,4(t) + 2y34f1(t) + 2x34f2(t))
2
a˜1¯,2¯,3,4,5,6(t) = iu(t) a˜(t)1¯,2¯,3¯,4,5¯,6 =
−r4u1,2,4(t) + r2u(t)2,3,4 − 2y24f1(t) − 2x24f2(t)
4
a˜(t)1¯,2,3¯,4,5,6 = i(x24u1,3,4(t)−x34u1,2,4(t)−x14u2,3,4(t)) a˜(t)1¯,2¯,3¯,4,5,6¯ =
r3u1,2,4(t) + r2u1,3,4(t) − 2y14f1(t) − 2x14f2(t)
2
a˜(t)1¯,2,3,4¯,5,6 = i(x23u1,3,4(t)−x34u1,2,3(t)−x13u2,3,4(t)) a˜(t)1¯,2¯,3,4¯,5¯,6 =
−r4u1,2,3(t) − r1u2,3,4(t) − 2y23f1(t) − 2x23f2(t)
4
a˜(t)1¯,2,3,4,5¯,6 = −x24u1,2,3(t)+x23u1,2,4(t)−x12u2,3,4(t) a˜(t)1¯,2¯,3,4¯,5,6¯ =
r3u1,2,3(t) − r1u1,3,4(t) − 2y13f1(t) − 2x13f(t)2
2
a˜(t)1¯,2,3,4,5,6¯ = x13u1,2,4(t) − x14u1,2,3(t) − x12u1,3,4(t) a˜(t)1¯,2¯,3,4,5¯,6¯ =
i(−r2u1,2,3(t) − r1u1,2,4(t) − 2y12f1(t) − 2x12f2(t))
4
a˜(t)1,2¯,3¯,4,5,6 = i(y34u1,2,4(t)−y24u1,3,4(t)+y14u2,3,4(t)) a˜(t)1¯,2,3¯,4¯,5¯,6 =
−s5u2,3,4(t) + z2,3,4f1(t)
2
a˜(t)1,2¯,3,4¯,5,6 = i(y34u1,2,3(t)−y23u1,3,4(t)+y13u2,3,4(t)) a˜(t)1¯,2,3¯,4¯,5,6¯ =
i(−s5u1,3,4(t) + z1,3,4f1(t))
4
a˜(t)1,2¯,3,4,5¯,6 = −y24u1,2,3(t) + y23u1,3,4(t)− y12u2,3,4(t) a˜(t)1,2¯,3¯,4¯,5¯,6 =
s6u2,3,4(t) − z2,3,4f2(t)
2
a˜(t)1,2¯,3,4,5,6¯ = −y14u1,2,3(t) + y13u1,2,4(t)− y12u1,3,4(t) a˜(t)1,2¯,3¯,4¯,5,6¯ =
s6u1,3,4(t) − z1,3,4f2(t)
2
a˜(t)1,2,3¯,4¯,5,6 =
i(z2,3,4u1,3,4(t) − z1,3,4u2,3,4(t))
2
a˜(t)1,2¯,3¯,4,5¯,6¯ =
i(s6u1,2,4(t) − z1,2,4f2(t))
2
a˜(t)1,2,3¯,4,5¯,6 =
z2,3,4u1,2,4(t) − z1,2,4u2,3,4(t)
2
a˜(t)1,2¯,3,4¯,5¯,6¯ =
i(−s6u1,2,3(t) − z1,2,3f2(t))
2
a˜(t)1,2,3¯,4,5,6¯ =
z1,3,4u1,2,4(t) − z1,2,4u1,3,4(t)
2
a˜(t)1¯,2,3¯,4¯,5¯,6 =
i(−s5u1,2,3(t) + z1,2,3f1(t))
2
a˜(t)1,2,3,4¯,5¯,6 =
z2,3,4u1,2,3(t) − z1,2,3u2,3,4(t)
2
a˜(t)1¯,2,3¯,4,5¯,6¯ =
i(−s5u1,2,4(t) + z1,2,4f1(t))
2
a˜(t)1,2,3,4¯,5,6¯ =
z1,3,4u1,2,3(t) − z1,2,3u1,3,4(t)
2
a˜(t)1¯,2,3,4¯,5¯,6¯ =
i(−s5u1,2,3(t) + z1,2,3f1(t))
2
a˜(t)1,2,3,4,5¯,6¯ =
i(z1,2,4u1,2,3(t) − z1,2,3u1,2,4(t))
2
a˜(t)1¯,2¯,3¯,4¯,5¯,6¯ =
i(s6f1(t) − s5f2(t))
2
8. Applications
Using spinor structures, we show that the resolution (12), which is a doubling of perfect
ideal with 5 generators of Cohen-Macaulay type 2, is not a specialization of the Kustin-Miller
family (6.1).
Proposition 8.1. The resolution given in (12) is not a specialization of the Kustin-Miller
family (6.1).
Proof. Suppose resolution (12) is a specialization of KMM (6.4). Specialization is a ring
homorphism which takes a3,K for K ⊂ [1, 6] of resolution (12) to a3,L for L ⊂ [1, 6] of KMM.
Therefore spinor coordiates in Table 2 goes to spinor coordinates in Table 1 of KMM. In
Table 2, we see that only one spinor coordinate is among the minimal generator of I(t).
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Then by specialization KMM can have atmost one spinor coordinate among the minimal
generators of I(p). This is not possible as spinor coordinates in Table 1 of KMM has four
spinor coordinates among the minimal generators of I(p). 
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1
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T
h
e
M
atrix
ψ
2 (t)

−x14r4 − x24r3 − x34r2 x13r4 + x23r3 − x34r1 −x12r4 + x23r2 + x24r1 −x12r3 − x13r2 − x14r1 s5
y14r4 + y24r3 + y34r2 −y13r4 − y23r3 + y34r1 y12r4 − y23r2 − y24r1 y12r3 + y13r2 + y14r1 s6
x14s6 + y14s5 −
1
2
z124r3 −
1
2
z134r2 −x13s6 − y13s5 +
1
2
z123r3 −
1
2
z134r1 x12s6 + y12s5 +
1
2
z123r2 +
1
2
z124r1 0 0
−x24s6 − y24s5 −
1
2
z124r4 +
1
2
z234r2 x23s6 + y23s5 +
1
2
z123r4 +
1
2
z234r1 0 −x12s6 − y12s5 −
1
2
z123r2 −
1
2
z124r1 0
x34s6 + y34s5 +
1
2
z134r4 +
1
2
z234r3 0 −x23s6 − y23s5 −
1
2
z123r4 −
1
2
z234r1 x13s6 + y13r5 −
1
2
z123r3 +
1
2
z134r1 0
0 −x34s6 − y34s5 −
1
2
z134r4 −
1
2
z234r3 x24s6 + y24s5 +
1
2
z124r4 −
1
2
z234r2 −x14s6 − y14s5 +
1
2
z124r3 +
1
2
z134r2 0

T
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