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A one-sided refinement of the strong law of large numbers is found for
which the partial weighted sums not only converge almost surely to the
expected value, but also the convergence is such that eventually the partial
sums all exceed the expected value. The new weights are distribution-free,
depending only on the relative ranks of the observations. A similar refine­
ment of the Glivenko-Cantelli theorem is obtained, in which a new empiri­
cal distribution function not only has the usual uniformly almost-sure
convergence property of the classical empirical distribution function, but
also has the property that all its quantiles converge almost surely. A tool in
the proofs is a strong law of large numbers for order statistics.
o. Introduction. The classical strong law of large numbers of
Kolmogorov (1933) says that if Xl' X 2 , ••. are independent and identically
distributed with finite mean IL, then the weighted partial sums (n -IX1 +
... +n- 1X n ) converge almost surely to IL, and the recurrence of mean-zero
random walks [e.g., Breiman (1968), Theorem 3.38] implies that for all nonde­
generate distributions, these partial sums necessarily oscillate above and below
IL infinitely often with probability 1.
One of the main objectives of this paper is to exhibit distribution-free
weights a in' depending only on the relative ranks of the observations, so that
the weighted partial sums (a 1 nXI + ... +an nXn) not only converge to IL
almost surely, but also are everitually always l~ger than or equal to IL almost
surely. The proof uses (in addition to the classical strong law oflarge numbers,
the Glivenko-Cantelli theorem and the law of the iterated logarithm) a limit
theorem of Feller and a strong law of large numbers for order statistics.
Similarly, the classical empirical distribution function Fn converges uni­
formly to the underlying distribution function F almost surely, but in an
oscillatory fashion, which implies that many parameters of Fn such as quan­
tiles may not converge almost surely (e.g., medians for fair-coin tossing). A
new empirical distribution function Gn is found which not only converges to F
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uniformly almost surely, but also converges eventually from below with proba­
bility 1, so that quantiles and, in the case of measures with at least one atom, 
modes all converge almost surely. 
This paper is organized as follows: Section 1 contains a strong law of large 
numbers for order statistics, Section 2 the one-sided refinement of the strong 
law of large numbers and Section 3 the one-sided refinement of the 
Glivenko-Cantelli theorem. 
Throughout this paper X, Xl' X 2 , ••• will denote a sequence of independent 
and identically distributed random variables on a probability space (0, :F, P), 
F their common distribution function, and EX the expected value of X. For 
each positive integer n, Xl: n ~ X 2 :n ~ ... ~ Xn:n denote the order statis­
tics associated with the first n observations Xl' ... , X n, that is, Xi: n = X 7Tn(i)' 
where 'TTn = 'TTn,w is any permutation of {I, ... , n} satisfying X (l) ~ X (2) ~ 7Tn 7Tn
... ~ X
7Tn(n)' Similarly, Rn(Xi) is the rank of Xi among Xl"'" Xn for 
1 ~ i ~ n, that is, Rn(Xi) = 'TT;;I(i), where again the dependence on w is 
suppressed. 
For a Borel probability measure on IR, the same symbol will be used to 
denote the (right-continuous) c.d.f., and the measure itself, so G(A) is the 
G-probability of the set A, G(x) the probability of the set (- 00, xl and G({x}) 
the probability of the singleton {x}. For real numbers x and y, 5(x) denotes 
the Dirac measure or point-mass at x and x V y denotes the maximum of x 
and y. 
1. A Strong law of large numbers for order statistics. The main 
result in this section, Theorem 1.1 below, is a strong law for order statistics 
which includes Kolmogorov's strong law of large numbers as a special case. 
Although Theorem 1.1 will be used here as a tool in the one-sided strong law 
in Section 2, it may be of some independent interest in itself; neither the 
version of Helmers (1977) nor its successor in van Zwet (1980) identifies the 
limit explicitly. 
THEOREM 1.1. If Xl' X 2 , • •• are i.i.d. with EIXII < 00, then for each k = 
0,1,2, ... , 
(Note that since E i= I Xi :n = E i= I Xi' the case k = 0 is precisely Kolmogorov' s 
SLLN.) 
PROOF. Fix k and observe that EIXII < 00 implies EIXI V ... V Xk+ll < 00. 
By Kolmogorov's SLLN, 
1 n 1 n 
(1) lim - E XiFk(Xi) = lim - E Xi:nFk(Xi:n) = E[XFk(X)] a.s; n~oo n i=l n~oo n i=l 
1 n 1 n 
(2) lim - E IXil = lim - E IXi:nl = EIXI a.s. 
n~oo n i=l n~oo n i=l 
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Suppose first that F is absolutely continuous, in which case the 
Radon-Nikodym derivative dFk+I(X)/dx = (k + l)Fk(x) dF(x)/dx F-a.e. 
(where dx is Lebesgue measure), so 
1 
E[XFk(X)] = lxFk(x) dF(x) = --lxdFk+l(x) 
lR	 k+1lR(3) 
1 
= k + 1 E[XI V ... V X k+l ] 
and, since P(Xi = Xj for some i =/:= j) = 0, 
z (4) Fn •w{ X i : n ( w) = n a.s. for all n and all i = 1, ... , n. 
Let Lin = (l/n)Ei=l(i/n)kXi :n - (l/n)Ei=IXi:nFk(Xi:n)' By (1) and (3), 
it suffices to show that Lin ~ °a.s. By (4), 
lanl	 ~ ~ i~J( ~ ( - Fk(Xi : n ) IIXi:nl 
(5) 
1;'1 k k 1
= n	 LJ Fn (Xi :n) - F (Xi :n) IXi:nl a.s. 
i= 1 
Now the uniform continuity of x k on [0,1], the finiteness of EIXI, (2) and the 
Glivenko-Cantelli theorem [e.g., Billingsley (1986), page 275], 
(6)	 lim supIFn(x) - F(x)1 = ° a.s., 
n---+OOXElR 
together imply that the right-hand side of (5) goes to °almost surely, which 
completes the argument in the case F is absolutely continuous. 
If F is not absolutely continuous [in which case both (3) and (4) may fail], 
the argument is to define new {Xi} which are i.i.d. and continuous, which are 
uniformly close to {Xi} and whose order statistics are uniformly close to those 
of the {Xi} everywhere. 
Fix e > 0, and enlarging the probability space if necessary, let {lj}~ be 
independent and indep~ndent of the {Xj }, with lj uniformly distributed on 
[0, e] for all j. Define {Xj}~ by 
Xj = X j + lj. 
Clearly the {Xj } are i.i.d. and continuous and satisfy 
(7)	 IXn - Xnl ~ e and IXi :n - Xi:nl ~ e for all w, all n and all i ~ n. 
By the continuous case result, 
k + 1 n 'k - [ - - 1(8) ~ E Z X i : n ~E Xl v··· V X k + l a.s., 
n i=l 
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so 
+ IE[XI V··· v Xk+tl - E[ Xl V··· V Xk+l] I] :::;; 2e a.s., 
where the last inequality follows by (7) and (8) and the fact that «k + 1)/ 
nk+1)E i=li k ~ 1 as n ~ 00. Since e > 0 was arbitrary, this completes the 
proof. D 
REMARKS. It follows easily from (3) and the Weierstrass approximation via 
a similar argument that the conclusion of Theorem 1.1 may be extended from 
g(x) = x k to general continuous functions g on [0, 1], in which case the result 
is limn -+oo(l/n)E i=lg(i/n)Xi :n = jJF-1(u)g(u) du (cf. Stigler (1974) in the 
weak-convergence setting). Note that if the underlying distribution F is 
nonatomic (continuous), then jJF-1(u)g(u) du = E[Xg(F(X))]. It can be seen 
that for each w, «k + l)/nk+l)Ei=likXi:n(W) is the bootstrap expected value 
of the maximum of k + 1 independent observations from the empirical distri­
bution Fn , w' Using this fact, an alternative proof of Theorem 1.1 can be given. 
2. A one-sided refinement of the strong law of large numbers. 
DEFINITION. Real numbers r 1, r2 , ••• converge to r eventually from above 
(written rn ~ + r) if (i) limn -+ 00 rn = r; and (ii) there exists an integer N so 
rn ~ r for all n ~ N. Similarly, rn ~(_) r if -rn ~+ - r. 
REMARK. As pointed out by Gideon Schwartz, convergence eventually from 
above is equivalent to convergence in the Sorgenfrey or right-half-open-inter­
val topology, which is the topology on the real line generated by half-open 
intervals of the form [a, b) [cf. Steen and Seebach (1978)]. 
The following lemma, which is needed for part of the proof of the main 
result of this section, was communicated to us by Michael Klass. 
LEMMA 2.1. If EIXI1+'Y < 00 for some 0 < l' < 1 and {Sn}:=l is the se­
quence of partial sums of independent random variables distributed like X, 
then 
Sn - nEX = o(n1/(1+'Y)) a.s. 
ONE-SIDED REFINEMENTS OF THE STRONG LAW 1217 
PROOF. Since E:=IP(IXI ~ nl/(I+'Y)) < 00, the conclusion follows easily 
from Theorem 1 of Feller (1946) using the fact that if EIXI < 00, then 
there is always a nonnegative increasing function 4> on [0,00) such that 
lim x -+ (4)(x)lx) = +00 and E(4)(IXI)) < 00. Doo
The next theorem is the main result of this section. 
THEOREM 2.2. IfX, Xl' X 2 , ••• are i.i.d. with EIXII+'Y < 00 for some l' > 0, 
then for all a satisfying 2 < a < min{2 + (1'1(1 + l')), ~}, 
;, ( 1 n + 1 Rn(Xi ) ) (9) i..J - - -- + X· ~+ EX a.s., 
i=l n 2niX niX Z 
or equivalently, in terms of order statistics, 
n (1 (n + 1) i)(9')	 - - + - X· ~ EX a.s.~ n 2na na ,on + 
~= 1 
Note that for each n, the weights 
I n+1 i} 
{ n - 2niX + niX 
form an arithmetic progression of strictly positive numbers with average value 
lin and sum 1, and assign the largest observations the most weight. Revers­
ing the order of the weights will result in convergence from below. 
PROOF. If X is degenerate, the theorem is trivial, so suppose X is nonde­
generate. To simplify notation, set J.L = EX, M = E(XI V X 2 ) and 
n(l n+1 i)
Sn = ~ n - 2na + na X i : n· 
~= 1 
THE CASE l' ~ 1. Since EIXII+'Y < 00 => EIXI 2 < 00 for l' ~ 1, in this case 
2 < a < ~. Since X has finite variance, the classical law of the iterated 
logarithm [Khintchine (1924)] implies 
1 n 1 n (~ogn)(10)	 - E X i ·n = - E Xi = J.L + 0 -- a.s., 
n i=l· n i=l n 
so by Theorem 1.1 (for k = 1) and (10), 
Sn=JL+O(VlO~n) + 2n~-2(M-JL+O(1)) 
al
= JL + 2n~-2 (M - JL) + o( n _ a.s. (Since 0 < a - 2 < ~ ).2 ) 
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Now, X is nondegenerate if and only if M - J-L > 0, so for 0 < a - 2 < 1/2,
Sn ~ + J-L almost surely. 
THE CASE 0 < l' < 1. Recall that in this case, 2 < a < 2 + (1'/(1 + 1')). By 
Lemma 2.1, 
1 n 1 n 
- Ex.. = - E x. = J-L + o(n-y/(l+y)), 
n i =l z.n n i=l Z 
so the conclusion follows essentially as in the case l' ~ 1, using the fact that 
a - 2 < l'/(1 + 1'). D 
REMARKS. Other weights may also give one-sided convergence to the mean; 
this particular version was selected because it is a fair martingale-like arith­
metic sequence, in the sense that, given the past, the weight assigned to the 
next observation will have expected value l/n (so its expected difference from 
the classical weight is zero). As is seen in the proof, the interval for a for 
which the one-sided convergence holds is sharp. For all nondegenerate distri­
butions, if the weights are too large (a ~ 2), the term E i=l«n + 1)/2n lX )Xi 
diverges a.s. for a < 2, whereas for a = 2, Sn converges a.s. to the wrong 
constant, namely (M + J-L)/2. On the other hand, for weights too close to l/n 
(Le., a ~ 5/2), the desired one-sidedness is not attained because the adjusted 
weights are too small to override the (law of the iterated logarithm) oscilla­
tions. 
3. A one-sided refinement of the Glivenko-Cantelli theorem. For a 
Borel probability measure G on IR, the (upper) J3-quantile of G, or its general­
ized (upper) inverse, G- I, Q{3(G), is defined to be Q{3(G) = G- I(J3) = sup{x E IR: 
G(x) ~ J3} and this supremum is clearly attained for all J3 E (0,1). As was 
noted in the Introduction, the classical empirical distribution F forn 
Xl' X2 , ••• , X n , given by 
(11) 
does converge as a c.d.f. uniformly to F almost surely [see equation (6)], but 
Q{3(F ) may not converge almost surely, even if F is continuous, as the nextn 
example shows. 
EXAMPLE 3.1. Let Xl' X 2 , ••• be i.i.d. uniformly distributed on [ - 2, -1] U 
[1, 2]. Then, clearly 
liminfQI/2(Fn ) = -1 < 1 = limsupQI/2(Fn ) a.s. 
n~oo n~oo 
For exactly the same reason, the (upper) mode of the empirical c.d.f. for fair 
coin tossing also diverges almost surely. 
The main purpose of this section is to exhibit a new empirical c.d.f. Gn 
which not only converges tlniformly to F almost surely, but which also has all 
quantiles converging almost surely to the corresponding quantile of F and, if 
F has any atoms, has the modes of {F } converging almost surely to the moden 
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of F. In addition, the usual strong law of large numbers holds in that if F has 
finite mean, then the means of {G } converge almost surely to the mean of F.n 
DEFINITION. If Xl' X 2, ... ,Xn are i.i.d., then for each a > 2, the refined 
(upper) empirical distribution G: is the random (depending on w) probability 
measure 
n (1 (n + 1) i)(12) GCi=E -- +-5(Xi : n). 
n i=l n 2nCi nCi 
Observe again that the weights attached to 5(Xi ) are distribution free, as 
they depend only on the relative ranks of Xi and that G: is a probability 
measure since the weights are strictly positive and sum to 1. 
The next proposition records some immediate but useful comparisons be­
tween the classical empirical c.d.f. F (11) and the refined empirical c.d.f. Gn n 
(12); here supp(G) is the support of G and Ilmil is the total variation of the 
signed measure m. 
PROPOSITION 3.2. For all a > 2, Gn = G:,w satisfies: 
(i) supp(Gn) = supp(Fn) for all w; 





IIGn - Fnll = E -2ci - --;; ~ 4 Ci-2 for all w; 
i=l n n n 
(iv) Q{3(Gn) ~ Q{3(Fn) for all f3 and all w. 
PROOF. Conclusion (i) follows since the weights are strictly positive, (iii) 
follows immediately from the definitions of F and G and (iv) follows easily n n 
from (ii). To see (ii), note that by (11) and (12), for every x and w, 
nFn(x) ( 1 n + 1 i)
G (x) = E - - -- + ­
n i=l n 2nCi nCi 
1 
= Fn(x) - 2na - 2Fn(x)(1 - Fn(x» ~ Fn(x). 0 
The next theorem is the main result in this section; recall that for a 
distribution G having at least one atom, the (upper) mode of G, mode(G), is 
max{x E IR: G({x}) ~ G({y}) for all y E IR}. 
THEOREM 3.3. Let Xl' X2, . .. be i.i.d. with distribution F. Then for all 
a E (2, i), the refined empirical distribution functions {Gn} = {G:,w} satisfy: 
(i) limn-+oosuPxE~IGn(x) - F(x)1 = 0 a.s.; 
(ii) Gn(x) ~(_) F(x) a.s. for each x E IR; 
(iii) Q{3(Gn) ~ Q{3(F) a.s. for all f3 E [0,1]; 
(iv) ifF has at least one atom, then mode(Gn) ~ mode(F) a.s.; 
(v) ifF has finite mean, then mean(Gn) ~ mean(F) a.s. 
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[Recall that by Theorem 2.2, if F has slightly more than finite mean, then 
for the appropriate a the convergence of means in (v) is even one-sided.] 
PROOF OF THEOREM 3.3. (i) The conclusion follows from the 
Glivenko-Cantelli theorem and Proposition 3.2(iii), since a > 2. 
(ii) If F(x) = 0 or 1, the conclusion is trivial. If 0 < F(x) < 1, the conclu­
sion follows from Theorem 2.2 with {Xi} replaced by {gJ, where gi = [(Xi> 
x), i = 1, 2, ... , since the {gil are i.i.d. with finite mean and variance, so 
one-sided convergence holds a.s. for all a E (2, i). 
(iii) If f3 = 0 or 1, the conclusion is easy. If f3 E (0, 1), the conclusion 
follows easily from (ii), since Q(3(F) is finite. [Note that if f3 < 1, the conver­
gence in (iii) is even eventually from above.] 
(iv) Suppose F has at least one atom. If F has a unique mode, then by the 
Glivenko-Cantelli theorem, mode(Fn) ~ mode(F) a.s., so by Proposition 
3.2(iii), mode(Gn) ~ mode(F) a.s. On the other hand, if the mode of F is not 
unique, it will suffice to show that if F({x l }) = F({x2}) = p > 0 for some 
Xl < x 2 , then 
(13) Gn({x 2 }) - Gn({x l }) ~+ 0 a.s. 
To see (13), for each i = 1, 2, let 8 i = nFn({xi}) (= number of times value Xi 
occurs in Xl' ... , X n) and N;, = nFn(xi) (= number of times values ~ Xi occur 
in Xl' ... ' X n ). Then 
Gn({x2 }) - Gn({x 1}) = (~ - n : al )( 82 - 81)2 
+~[ E i- E i]
n i=N2 -s2 +1 i=N1-Sl +1 
~ (~ - n : al )(o(Vnlogn))2
+ ~ [ Nf82 i - E i] 
n i=N1+1 i=N1-s1+1 
2
= 0 ( VIO~ n ) + :a [n p 2 + o(nvn log n )] 
p2 (1)
= n Ci - 2 + 0 n Ci - 2 ~+ 0, 
where the first equality follows by the definitions of Gn , 8 i and Ni , the 
inequality by (10) and the fact that N2 - 8 2 ~ N 1, the second equality by (10), 
the last equality since a E (2,5/2) and the one-sided convergence since p > o. 
This establishes (13), and hence conclusion (iv). 




mean(Gn) = E(~ - (n +a ) Ci n + "!"-)Xio • i=1 n 2n n 0 
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Since Ei=IXi : n = Ei=IXi , it follows from Kolmogorov's SLLN that 
(l/n)Ei=IXi : n ~ EX = mean(F) a.s. and that Ei=l«n + 1)/2nlX )Xi : ~ 0n 
a.s. since a > 2. By Theorem 1.1 with k = 1, 
2 n 
2 E iXi : n ~ E(XI V X 2 ) a.s., 
n i=l 
and recalling that the finiteness of EXI implies that of E(XI V X 2 ), 
Ei=l(i/nlX)Xi : n ~ 0 a.s. since a > 2. D 
In general, the one-sided convergence of G: to F [conclusion (ii) in Theo-
rem 3.3] does not hold uniformly, even for continuous F, as the next example 
shows, but does hold F-almost uniformly as can be seen from the proof. 
EXAMPLE 3.4. Let Xl' X 2 , ••• be i.i.d. uniform on (0, 1). Then for all wEn 
and all n ~ 1, ess sup G: < 1, so G:(d) = 1 > F(d) = d for some d suffi-
ciently close to 1, so {w: Gn,w(x) ~(_) (F(x)) for all x} = 0. 
As the notion of mode for nonatomic distributions is less clear, and since the 
empirical c.d.f.'s (both classical and refined) are purely atomic, there does not 
appear to be a natural extension of the mode conclusion [(iv) in Theorem 3.3] 
to general distributions. 
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