8u(t, x)/8t = Gu(t, x) + c(x)u(t, x)e, (ß ä 2) ( ' ' u(0, x) =f(x), x e Rd, depends on the dimension d and power ß, where G is the infinitesimal generator of a linear nonnegative contraction semigroup on the space B(Rd) of bounded measurable functions on Rd and c is a bounded nonnegative measurable function on Rd. This fact was recently proved by Fujita [2] when G is the Laplacian operator. In this paper we will give upper and lower bounds for the solution of (1.1) constructed by a probabilistic method (cf. (3.4 ) and (4.7)). As a corollary we shall obtain Fujita's result when G is a fractional power -(-A)a, 0<aá2, of the Laplacian operator.
Our method is based on probabilistic arguments relating to the branching Markov processes (cf. Ikeda-Nagasawa-Watanabe [3] , Sirao [8] and Nagasawa [7] ). The necessary facts of probabilistic arguments in this context will be summarized in §2, while in §3 and §4 we shall give upper and lower bounds of the probabilistic solution of (1.1) and some applications. We shall consider the following nonlinear integral equation with an initial data fieB+(D) instead of (1.1):
Received by the editors April 1, 1968. t1) The first author was supported by NSF Grant GP 4867 through Cornell University. [May where c e B+(D), which will be fixed throughout the paper, and ß = 2, 3, 4,.... One may apply the usual successive approximation method to obtain a solution of (2.1). This is, however, not appropriate for our present purpose. We shall treat the nonlinear integral equation in a different way, finding a linear integral equation which is a Azzear dilatation of the equation ( (2) That is, D" is the quotient space of the «-fold product of D by the permutation of the coordinate. [a.4] Accordingly, by the branching property, (2.4), and (2.5), it is easy to see that the restriction of u(t, x) on D is a solution of the nonlinear integral equation
We shall call this minimal solution u(t, x), x e D, of (2.1) obtained through (2.6) the probabilistic solution of (2.1)(*). where «z=«+/3-l, 2<fc,m) denotes the sum over all (kx,k2,...,km) satisfying 2™=i Fj = F, and T~[B the product over i=l, «+1, « + 2,..., m. This representation of Y follows from the fact that the integrand of the left-hand side of (2.10) can be expressed by a linear combination of functions of the form g, g e B+(D).
We will give upper and lower bounds of uk(t, x) in the following sections. This remark is also true for any Tt, but we need some additional structure for branching Markov processes (cf. Sirao [8] , Nagasawa [7] ). Remark. When Ttf(y)< 1, (3.5) shows that larger ß provides better converging factor (Ft/(y))i-1. Therefore 2^=1 vk(t) converges more easily for larger ß. When a = 2, i.e., Tt is the semigroup of the ¿-dimensional Brownian motion, this theorem was first proved by Fujita [2] by a different method.
Proof. If an initial data/satisfies (3.11), we have Ttf(x) S 8p(t+y, x). Proof. We shall prove (4.2) by induction. Noting the following inequality which is justified by Jensen's inequality(10), Proof. By [a.3] the probabilistic solution u(t, x) is the minimal solution of (2.1). Therefore it is sufficient to consider this solution u(t, x). Assume that u(t, x) does not blow up all t > 0. Then u(t, x) satisfies (4.7). We have, however, for sufficiently large k Vk + l(tp, Xp) _ 1 +k(ß-1)
, -, YVÍ -1 -1 vk(t0,x0) -k+l C°MW°» > l> which contradicts the assumption. We shall give some applications of the above theorem. (15) A different proof of this theorem is given in S. Ito [6] . (16) This is the process with transition probability p(t, x, y) dy, where pit, x, y) is the elementary solution of Sujet=Au, «|aD=0, A^a'KxW/dx* dxi) + bi(x)Sldxi.
(") We assume infxec c(x) = ca>0. Theorem 4.5 (18) . Let Tt be the semigroup of the d-dimensional symmetric stable process with index a (0 < a á 2). Let Proof. First of all we note that we have, ifffcl, TJ(x)^raittTif(x). On the other hand there exists x0 £ Rd such that 0 < Tif(x0) by the assumption. Therefore under the condition (4.10), we have, if t is sufficiently large, 
