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A new identification method for fuzzy linear 
models of nonlinear dynamic systems 
H. A. E. de Bruin* and B. Roffel* 
University of Twente, Faculty of Chemical Engineering, PO Box 2 77, 7500AE 
Enschede, The Netherlands 
Received 17 July 1995; revised 17 January 1996 
The most promising methods for identifying a fuzzy model are data clustering, cluster merging and sub- 
sequent projection of the clusters on the input variable space. This article proposes to modify this pro- 
cedure by adding a cluster otation step, and a method for the direct calculation of the consequence 
parameters of the fuzzy linear model. These two additional steps make the model identification procedure 
more accurate and limits the loss of information during the identification procedure. The proposed 
method has been tested on a nonlinear first order model and a nonlinear model of a bioreactor and results 
are very promising. 
Keywords: fuzzy linear model; model identification; fuzzy clustering 
During the past decades considerable progress has been 
made in our ability to model, identify and control com- 
plex systems. Identification and control of linear sys- 
tems is well established and also certain classes of 
nonlinear systems have been analyzed in detail. Non- 
linear systems, however, have such a variety of possible 
structures, that no representation is likely to be univer- 
sally valid for their identification from experimental 
data. Many approaches to this problem have been pur- 
sued, some of which are apparently general but limited 
in practice due to computational complexity. What may 
be needed to make further progress is a change in 
orientation or approach; more specifically the use of 
soft computing, rather than hard computing. 
Soft computing is tolerant of imprecision, uncertainty 
and partial truth; its principal constituents are fuzzy 
logic, neurocomputing and probabilistic reasoning. 
The nonlinear dynamic system which will be the focus 
of this investigation can be described by the following 
discrete nonlinear egression model: 
Yk+l =f i .Fk ,  - . . ,  Yk-n+l, Uk, " " ,  Uk rod+l)  (1) 
where k is the discrete time, m and n are model orders, 
d is a pure delay, y is the process output and u is the 
process input. Equation (1) can also be written more 
conveniently as: 
*Present address: AKZO-Nobel Information Services, Velperweg 76, 
6824 BM Arnhem, The Netherlands. 
*Author to whom correspondence should be addressed. 
Yk+l = f (D~)  (2) 
where D K is the regression vector 
D k= {u~,)~) i=k-m-d+ 1 . . . k , j=k-n+ l...k} 
(3) 
The function o f f  in Equation (2) describes a hyper 
surface; identification of the model means approxima- 
tion of this surface. Appendix I illustrates this concept 
with an example. The key idea in fuzzy modeling is to 
use a simple linguistic description of the process instead 
of precise mathematical relations between the variables. 
A fuzzy model can be regarded as a nonlinear mapping 
between discrete, mutually overlapping regions in model 
input and output spaces. Several approaches to fuzzy 
modeling have been presented in the literature. There 
are three distinct classes of fuzzy models. Fuzzy rela- 
tional models ~4 are based on the theory of fuzzy rela- 
tions and relational equations. Fuzzy linguistic models 5,6 
and fuzzy linear models 7-9 make use of IF-THEN rules. 
Fuzzy relational models 
Fuzzy relational models use fuzzy relations to capture 
associations between fuzzy regions in system input, 
state and output domains. Formally a fuzzy relational 
model of a single input-single output (SISO) system can 
be written as a generalization of a standard difference 
equation 
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Y(k) = U(k -  I) • U(k - 2) . . . . -  U(k-  m) • Y (k -  1) 
... Y (k -  n) • R (4) 
where U(k) and Y(k)  are the fuzzy representation f the 
input u(k) and the output y(k)  at time k with respect o 
reference fuzzy sets defined in the input-output universe; 
m and n are model orders. R is a multi-dimensional 
fuzzy relation 
R "Ux . . .xUxY  x . . .x  Y --+ [0,1] 
• r ' ' : (5 )  
m times n times 
defined in Cartesian product of the input and output 
universes U and Y. The • symbol denotes relational 
composition. The algorithm to calculate the model out- 
put is: 
1. Fuzzification, find the degree of membership of 
inputs, past inputs and past outputs in the reference 
fuzzy sets. 
2. Calculate the output fuzzy set, using relational 
composition [Equation (4)]. 
3. Defuzzification of the output fuzzy set, using usu- 
ally the fuzzy-mean method. 
As an example 1°, consider a SISO model Y = X .  R 
with three reference fuzzy sets in both input and output 
(e.g. LOW, MEDIUM, HIGH) and the fuzzy relation: 
0.9 0.4 0.11 
R= 0.3 1.0 0.1 (6) 
0.0 0.6 1.0 
This relation defines three rules, each with three 
weighted consequents. For instance, the first row of the 
relation matrix reads: 
RI: if x is LOW then y is LOW (0.9), MEDIUM (0.4), 
HIGH (0.1) 
Fuzzy  linguistic models 
The idea of linguistic modeling was introduced in the 
pioneering papers of Zadeh a~ and applied by Mamdani ~2 
to fuzzy control of dynamical processes. Therefore, this 
class of fuzzy model is also called Mamdani's model, 
but in this article the term linguistic model is used con- 
sistently. In a typical inguistic rule 
if x I is SMALL  and x 2 is LARGE. . .  then y is BIG 
prermse consequent 
(7 )  
both the rule premise and the consequents are defined 
by means of fuzzy sets. To analyze the models, the 
theory of fuzzy relations can be applied. 
Fuzzy  linear models 
A class of fuzzy models introduced by Takagi and 
Sugeno 7 provides an effective way to represent nonlin- 
ear systems, by combining a rule-based escription with 
a local functional description (usually linear regression 
models). Though various names are used in the litera- 
ture (Takagi-Sugeno-Kang or TSK model, quasi-linear 
model, etc.), in this article the model is consistently 
named fuzzy linear model. Typical rules for a dynamic 
system may look as follows: 
RI: if u(k - 1) is small and y(k  - 1) is medium then 
y ' (k )  = p', + p~u(k -  1) + p~y(k -  I) 
R2: if u(k - 1) is large and y(k  - l) is large then yZ(k) 
= p2 + p2u( k _ 1) + p~y(k -  1) (8) 
where u(k - 1) and y(k  - 1) are premise variables, lin- 
guistic terms like SMALL ,  LARGE,  etc, are defined as 
fuzzy sets, pj are consequent parameters different for 
each rule. 
A generalized ith rule of a fuzzy linear model of a 
MISO system will look like: 
R i " if U' = A i and yi = b i then 
y(k )  = Po +~PYu l (k - J )+ . . .+  Pj"+(N-1)*mUn(k--J) 
j= l  j=l 
n 
+ ~ p~y(k  - l) (9) 
I=1 
where y*= [y*(k - 1) . . . . .  y ' (k  - n)] IS a vector with fuzzi- 
fled past outputs, y(k)  the model output, u(k - j )  and 
y(k  - 1) the past inputs and output, n and m are the 
model orders, N is the number of inputs, p, and py are 
the consequence parameters of the inputs and output, 
A i is a matrix with fuzzy sets, b ~ is a vector with fuzzy 
sets, and 
l u z (k - 1) U 1 (k - 2) 
U = u2(k - 1) u2(k - 2) 
U N (k - 1) U N (k - 2) 
-'- u l (k -m) ' ]  
• " u2(k . -  m) 
• . UN(k -ml J  
(10) 
is a matrix with all fuzzied past inputs. The overall 
membership degree of the premise of rule R i can be 
calculated as: 
/~, = min(A', h') (11) 
The model output is computed as a weighted mean of 




Y -  K 
.~,/a,. (12) 
i=1 
where/z~ is the overall membership degree of the ith rule 
premise, y, is the consequent value of the ith rule and K 
is the total number of rules. 
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As one may expect, it is more difficult to identify 
fuzzy relational models and fuzzy linguistic models than 
fuzzy linear models from numerical data, since the 
structureless nature - -  similar to a look-up table - -  of 
the former two types of models provide a less effective 
representation. This means that more rules may be 
needed to approximate a function to any given degree 
of accuracy than with a fuzzy linear model. 
Model identification 
In the following sections a new identification method 
will be discussed, based on fuzzy clustering. 
The main idea underlying the use of fuzzy clustering 
for the identification of nonlinear systems is very 
simple. In the product space of model inputs and out- 
put, the behaviour of a nonlinear dynamic MISO sys- 
tem forms a hypersurface. The model inputs are the 
recent discrete-time history of the systems inputs u,(k), 
u,(k - 1), u~(k - 2) . . . . .  u~(k - m) and the past outputs 
y(k  - 1), y(k  - 2), ..., y(k  - n), where m and n are the 
model orders. Fuzzy clustering is used to fit an a priori  
specified number of hyperplanes through this nonlinear 
surface, approximating the system by a collection 
of local linear models. The theoretical background of 
this technique has been described by Yoshinari et al. 13 
and Yager and Filev~4; Zhao et al. 9,15 also present some 
simulations. 
Fuzzy clustering 
Fuzzy clustering is an important ool to identify the 
structure in data. In general, a fuzzy clustering algo- 
rithm with objective function can be formulated as fol- 
lows: let X = {xJ]j = 1, 2 . . . .  , N} be a finite set of 
feature vectors in R', where N is the number of mea- 
surements and n is the dimension of the input variables, 
xj = [x(, x~, ..., x~] v and P = (P1, P2 . . . . .  PK) be a K-tuple 
of prototypes each of which characterizes one of the K 
clusters; a partition of X into K fuzzy clusters will be 
performed by minimizing the objective function 
K N 
J (P ,U ;X)  = ~,~, (u , j ) 'd2(x j ,P j )  (13) 
i=1 j=l 
where U = [u0] ~ × N, lltj E [0, 1], is called a fuzzy K- 
partition matrix and satisfies the following conditions: 
N K 
O<~,u ,  <N,V i  y uo<l ,V  j (14) 
j=l i=1 
u 0 represents the membership grade of feature point xj 
for cluster P,, d(xj, P~) is the distance from a feature 
point xj to cluster P~, m e [1, oo] is a weighting expo- 
nent. In words, this means that the input-output prod- 
uct space X (N × n matrix) is divided into K clusters. If 
the fuzzy exponent m > 1 then each feature belongs to 
each cluster with a membership value u = [0, 1]. The 
total of all membership values of a feature is equal to 1. 
A cluster can have different shapes, depending on the 
choice of prototypes. The calculation of the member- 
ship values is dependent on the definition of the dis- 
tance measure. Thus if a feature is closer to a cluster, 
the membership value of this feature to this cluster will 
be higher. 
According to the choice of prototypes and the defini- 
tion of the distance measure, different fuzzy clustering 
algorithms are obtained. If the prototype of a cluster is 
a point - -  the cluster center - -  it will give spherical 
clusters, if the prototype is a line it will give tubular 
clusters, and so on. In view of the linear form of the 
consequence part in linear fuzzy models, an obvious 
choice of fuzzy clustering is the fuzzy C-varieties (FCV) 
algorithm, in which linear or planar clusters are allowed 
as prototypes to be sought. Another algorithm, fuzzy 
C-elliptotypes (FCE) has a convex combination of dis- 
tance measures. Both algorithms, however, are not suit- 
able for seeking linear or planar clusters ~6, because they 
seek infinitely spanned linear and planar clusters. The 
Gustafson-Kessel (GK) algorithm is one of the cluster- 
ing algorithms which are the most appropriate for 
linear or planar clusters. 
GustaJson-Kessel  (GK)  clustering algorithm 
The GK algorithm ~7, which is the fuzzy generalization 
of the Adaptive Distance Dynamic Clusters algorithm ~, 
searches for ellipsoidal clusters. It can be used for linear 
or planar clusters because this type of cluster can be 
viewed as a special case of ellipsoids for which one or 
more radii are zero. 
In the GK algorithm, the distance from a point xj to 
a cluster Pi is 
d2(A), Pi) = (x j -  v,) T M, (x j -  v,) (15) 
where v~ and M, = IF,.[ ~/" F ~ are the cluster center and a 
positive-definite symmetric matrix related to the covari- 
ance matrix F~ of the ith prototype, and n is the dimen- 
sion of the input-output product space. The GK 
algorithm characterizes the geometric structures of clus- 
ters better than other algorithms used in identification 
of fuzzy models 13,16,~8. The shapes of the ith cluster can 
be described, to some extent, by the scatter matrix 19 
N 
St Z(  . . . . .  1/2~ = t%) tM i tx;  
j=l 
- vi))(M,!/2 (x, - v, ))T (16) 
If the set of data concentrated around the center forms 
an ellipsoidal shaped cluster, then the principal axes of 
the ellipsoid will be given approximately by the eigen- 
vectors of S,, and the relative length of the axes by the 
corresponding eigenvalues. 
The GK algorithm may be formulated as follows: 
given a set of data {x j l j  = 1, 2 . . . . .  N} and initial 
guesses for cluster center vi, covariance matrix F~, and 
the fuzzy partition matrix U = [uo], the following steps 
can be performed iteratively: 
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1. compute the distances 
d2(xj, P,) = (xj - vi) T M, (x j -  v,) (15) 
2. compute the membership values 
uij = 
[d 2 (x j  - v i )]-l/m-I (17) 
K 
Z [ d2 (Xj  - V I)]- l /m-I 
/=1 
if d2(xj, P~) = 0 for some i = k, set ukj = 1, and V i ~ k, 
u,j = 0. 









4. compute new covariance matrices 
N 
Z U~j (X j  -- V i ) (X  j -- V i )  T 




until a specified convergence criterion is satisfied, e.g. 
max [ Au,jl < e. The cluster center matrix is randomly 
initialized, and the covariance matrix is initialized 
with the identity matrix. The fuzzy GK clustering uses 
two parameters, a weighting exponent m (m = [1, ~], for 
a crisp model m = 1, fuzzy model m > 1 but mostly 
m = 2) also called the fuzzy exponent, and the number 
of clusters K. 
Modified compatible cluster merging (MCCM)  
algorithm 
Making a fuzzy model of a dynamic nonlinear process 
requires the tuning of many parameters. Doing this 
heuristically is tedious and time consuming. Clustering 
techniques provide an easier way for forming fuzzy 
models using measurements made on the system. How- 
ever, the number of clusters, the number of rules in the 
rule base, must be determined a priori. In order to limit 
the number of rules, it is recommended to merge clus- 
ters which show a certain degree of conformity. For this 
purpose Kaymak 2° developed a new algorithm called 
the modified compatible cluster merging (MCCM) algo- 
rithm. The key elements of this algorithm are criteria 
which measure the degree of compatibility between clus- 
ters. These criteria are based on the cluster distances 
and eigenvectors of the covariance matrices of the clus- 
ters which the GK algorithm finds. Let the centers of 
two clusters be v~ and vj. Let the eigenvectors of the two 
clusters be {0~,~ . . . . .  ~,,,} and {Oj,, . . . . .  ~j,,}. It is assumed 
that the vectors are arranged in descending order. The 
following criteria are defined for merging clusters: 
I~,., " q~j.,! > clo, cl,j close to 1 (20) 
I [v i  - viii ~ c20, c20 close to 0 (21) 
Since the samples in a cluster lie approximately on 
a hyperplane, the first criterion states that the clusters 
should be merged if the hyperplanes are almost parallel. 
The second criterion states that the clusters should be 
sufficiently close to be merged. By evaluating these cri- 
teria for all pairs of clusters, one obtains the matrices 
Cl[c 10] and C2[c2ij] whose elements indicate the degree 
of similarity between the ith and jth clusters measured 
according to the corresponding criterion. The aforemen- 
tioned two criteria are by themselves not sufficient for 
successfully establishing which clusters hould be merged. 
Therefore a decision making algorithm is used. The 
algorithm takes as its inputs the matrices C1 and C2 
and maps every element onto a two-dimensional space 
using twq membership functions, resulting in the 
matrices C1 and C2. The membership functions indi- 
cate the degree of compatibility between two clusters, 
based on the evidence from the corresponding criterion. 
The membership functions, which are of the expo- 
nential type, are depicted in Figure 1. The points aa and 
bb which limit the support of the membership functions 
are calculated as follows: 
1 N N 1 N N 
-- Z Z C1, bb - ~,  Z C2, 
aa N(N - 1) i=t j=l N(N - 1) i=l j=l 
j~ei j~:i 
(22) 
and the exponential membership functions are: 
(-7,c,-,,2 / (-7c22 / 
Pl = et" (1-")2) and P2 = e[ -662 ) 
(23) 
A coefficient equal to 7 is used in Equation (23) since 
exponential functions never result in a membership of 
zero (e -7 -=- 0.001). 
Notice that the criteria of parallelity and closeness of 
clusters may partially compensate each other. In other 
words, two clusters that are slightly non-parallel but 
very close may need to be merged. The same applies to 
the clusters which are parallel but somewhat far from 
each other. Taking this fact into account, the elements 
of the matrices C1 and C2 are combined to form the 
matrix S ~0] using the geometric mean as the decision 
operator: 
#ij = ~Cli,j C2i,j (24) 
This operator allows for partial compensation 
between the criteria [Equations (20) and (21)]. Thus 
one obtains the matrix S [/.t,j] whose elements/t,j ~ [0, 1] 
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indicate the overall degree of compatibility between the 
clusters i and j. The diagonal elements of S are by 
definition equal to 1. 
Merging clusters 
The next step is to determine which clusters are to be 
merged, given the similarity matrix S. This is done by 
using the fuzzy relational clustering method 2~. In this 
method, a matrix of similarity measures i converged to 
a solution by employing the well-known max-rain com- 
position several times. The resulting matrix is thresh- 
olded with a predetermined and problem dependent 
threshold value T()'= [0, 1], 0 means clusters will always 
be merged, 1 means clusters will never be merged). This 
results in a partition of the clusters and from this infor- 
mation one may determine the candidate groups of clus- 
ters to be merged. 
For example, given the matrices CI and C2 [see 
Equations (20) and (21)]: 
i 095020  ,] i0 il CI= 0.95 1 0.3 01 and C2= 1 0 1 
0.2 0.3 1 0 4 6 l 0 
0.1 0.1 0.4 2 7 9 
aa and bb can be calculated: aa = 0.34 and bb -- 4.33. 
With the membership functions #~ and #2 the matrices 
C1 and C2 can be calculated, this is the fuzzifica- 
tion step. This will result in the following matrices C1 
and C2: 
I 1 0.95 0 0 
C1-- 0.95 1 0 0 
0 0 1 0.18 
0 0 0.18 1 
l ° °i31 and C2 = 0.69 1 0.69 0 0.69 1 0.23 0 0 
By using the geometric mean as operator between the 
matrices CI and C2 the similarity matrix S can be 
calculated: 
S= 0.81 1 0.01 
0 0.01 1 
0 0 0 
With a threshold value )' = 0.8 only clusters 1 and 2 
are candidates for merging. The modified cluster merg- 
ing technique is used and merging compatibility condi- 
tions are checked with the threshold )'= 0.8. Kaymak 2° 
recommends to choose the threshold between 0.75 and 












0 0.2 0.4 0.6 
evidence of similarity 
Figure 1 
hb = 0.6 
0.8 
The membership functions F~ and !L: with uu 0.8 and 
check if the threshold of ~'= 0.8 is reasonable, first a test 
run is done with a threshold of )'= 0.01 (this means that 
after every epoch always two clusters will be merged). 
Before each cluster merging, the similarity matrix is 
calculated. The two clusters with the highest similarity 
index will be merged. If one plots all the highest simi- 
larity indices versus the number of clusters, one will find 
a curve like the one shown in Figure 2. It is advisable to 
choose the threshold to be the same as the similarity 
index of the clusters at the inflection point of the curve. 
Membership rotation and projection 
After clustering and cluster merging, one has obtained the 
optimal number of clusters, hence the number of rules 
in the rulebase. The validity regions of the clusters must 
be extracted from the clustering results. These validity 
regions are encapsulated within the fuzzy K-partition 
matrix [Equation (13)]. In order to extract he regions, 
the input-output product space has to be projected 
onto the input product space. Hence one dimension is 
lost: the output. Now the membership function must be 
retrieved from the fuzzy K-partition matrix. To do so, 
both Zhao et al. 9 and Babu~ka and Verbruggen l" pro- 





~, # c lus ters  
Maximal similarity of two clusters versus the number of 
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ables. Zhao et al. use a least squares method to fit the 
projection into a trapezoidal membership function. 
Babu;ka and Verbruggen, however, use a low pass filter 
to filter the noise, followed by a least squares method to 
fit the projection in an exponential membership 
function. Both methods may give serious problems 
when a cluster is not orientated in the direction of an 
input variable. 
Projection on the input product space can result in 
the loss of information• The loss will be minimal if a 
cluster is orientated in the main direction of the input 
space. The main direction of a cluster is indicated by the 
largest eigenvector f the covariance matrix of this clus- 
ter. The loss of information is maximal if the cluster is 
not orientated as one of the input variables. In that case 
reconstruction of the projected membership functions 
will represent a cluster which is maximally different 
from the original cluster. 
It is very likely that the fuzzy clusters have an ori- 
entation in relation to input product space: the input 
variables u and y. That is the reason why the projection 
of the cluster memberships on the system input give 
blurred membership functions. Zhao et al. and Babu;ka 
and Verbruggen tried to improve these blurred projec- 
tions by filtering and fitting. 
We propose a new method to extract membership 
functions used in the premise of the fuzzy model. By the 
definition of a cluster it is stated that the sum of the 
memberships u o of all clusters i for the jth feature is 
equal to 1: 
K 
u~ -- 1, Vj (25) 
i=l 
If two clusters k, and k,, are adjacent, then there will 
be features xj with (u,j = 0.5 AND Umj ~ 0.5). All features 
which match this condition, can be fitted in a n - 1 
dimensional hyperplane (n - 1 is the dimension of the 
input space). The normal of the hyperplane is the direc- 
tion in which the fuzzy K-partition matrix has to be 
transformed. Projecting the transformed fuzzy K-parti- 
tion matrix will give a clear projection. The membership 
function belonging to rules n and m can now be calcu- 
lated, by fitting the projection into a preferred member- 
ship function (e.g. trapezoidal, exponential or sigmoidal). 
The input product space of the example of Figure 3 is 
two-dimensional: xt and x2. This means that all features 
• ,~S 
xj in the transition area of two clusters n and m (u,j = 
0.5 and Umj = 0.5) must be fitted into a two-dimensional 
hyperplane: a line. The rotation vectors T are the 
normals of the fitted lines. For each of the adjacent 
clusters, the input product space must be transformed 
with the accompanying rotation vector. The rotation of 
a feature x = [xl X2] T can  be described as follows: 
~¢ -- x T T (26) 
in which i is the new projection variable. Projection of 
the transformed input space onto the new projection 
variable will result in clear projections. For the example 
of Figure 3 the rotation vectors are not equal, thus two 
rotations are needed. 
Each projection can now be fitted into membership 
functions, one membership function for each cluster. 
The rulebase of this fuzzy system could look like: 
if '~ = A t then yl = fo + PllXl + P~zX2 
if'~ = A 2 then y2 = p2 ° + p~xl + p~x2 
if i=  A 3 then y3 = p3 ° + p]xl + p~x2 
(27) 
in which A' are fuzzy sets corresponding to the validity 
regions of each cluster. 
Rotation is needed for each two adjacent clusters. 
This means for the partition in Figure 4 (left) that the 
input space must be transformed twice (two bound- 
aries)• Because cluster k2 has two adjacent clusters, the 
premise of that rule will contain two fuzzy sets, one for 
each boundary• For Figure 4 (right), this means that the 
input space must be transformed three times. Rules 1 
and 4 will have one fuzzy set in the premise. Rules 2 and 
3, however, will have three fuzzy sets in the premise. 
At this stage of identification of the fuzzy model, the 
number of rules are known, just like the premise of the 
model. The consequence parameters of each rule can 
now be retrieved from the fuzzy K-partition matrix. A 
new method for calculation of these parameters will be 
presented in the next section. 
Direct calculation method of  consequence parameters 
There are different ways to extract the consequence 
parameters from the fuzzy K-partition matrix. They can 
be extracted from the membership matrix U -  which 
112 
Figure 3 A realistic example of three adjacent clusters k~, k 2 and k 3 
with their validity regions: gray areas. The normals of the cluster 
boundaries Tt,2 and T23 are the rotation directions 
Figure 4 The fuzzy K-partitions of a two-dimensional input space, 
with K = 3 (left and 4 (right). 
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holds the membership of each feature xj to each cluster 
k - -  and the data set :~). Zhao et al. and Babu~ka and 
Verbruggen used a weighted least squares algorithm 
to fit the data, weighted with the membership, into 
a hyperplane. It is questionable if it is necessary to use 
a fitting algorithm twice. The fuzzy GK clustering can 
also be interpreted as a fitting algorithm. This is a good 
reason to propose a new method for calculation of the 
consequence parameters, based on the clustering result 
only. The following section will demonstrate that the 
new method is not only simpler but also faster if large 
data sets are used. 
The consequence of the ith rule of the rule base 
Y '  = P l  + P ; I{ I  + "'" + PtnU2-1 (28) 
can be considered as a n-dimensional hyperplane. Let, 
for each ith cluster, F, be the covariance matrix, and vi 
the cluster center. Let [~0~ ,a. . . . .  q~, .,} be the eigenvectors 
of the covariance matrix of the ith cluster, arranged in 
descending order. The principal axis of the hyperplane 
will be given approximately by the n - 1 largest eigen- 
vectors. To calculate the offset or bias term Pl, a point 
on the hyperplane is needed. There is only one point 
that lies exactly on the ith hyperplane: the ith cluster 
center v,. Basically we have n variables and n unknown 
parameters, thus n points on the hyperplane are needed• 
To retrieve those points the eigenvectors can be added 
to the cluster center: 
HI ,I " " 
X : U l2  "" 
b/l ,n " " 
I 
v] + ~01,1 
Vl + q~,~-],l 
V 1 
q 
/gn 1,1 Yl / 
l 
b/n-l,2 72  
b/•-l,t/ n 
v2 + ~J,2 
V2 + ~n- l ,2  
v 2 (29) 
1 
"" V n + (Pl,n I 
• " V n "Jr- q)n l,n 
• . Vii 
Equation (28) can be rewritten for the ith rule as follows: 
yi = uip, (30) 
in which p' = [P l  . . . . .  p,] are the consequence parame- 
ters, y' the output of the ith rule and u" = [1, Ul . . . . .  u,_~] T 
the input variables. Writing Equation (30) for n equa- 
tions gives: 
yi = Uip, (31) 
in which 
{ u l u j 1 [jl] Ui = 1 ul, 2 ... u,~_l, 2 yi Y2 
1 : ". i and = 
1 bll, n "'" Un-l ,n. J  n 
This equation can be solved for p~ by inverting the input 
matrix U': 
W = (UO- 'y '  (32) 
By using the datapoints x! of Equation (29) as u! in ] / 
Equation (32), the consequence parameters p~ can be 
solved: 
li]( 12 1 l+v 1 q~,-x,l +v l  "" 
1 V 1 " "  
I I ~On 1,1 -t- V n 1 q)l,n + Vn • 
~On_l,n l - l -Vn  l I [~On l ,n - l -Vn  
v,,, _Jk v. 
(33) 
Optimizat ion o f  model  parameters  
Many papers about fuzzy modeling use optimization of 
model parameters. Often a least square method is used. 
Optimization of consequence parameters may give a 
perfect global fit but can also lead to a bad local repre- 
sentation of the system. In this case a minor change in 
the premise parameters may give a major change in the 
consequence parameters. 
Optimization of premise parameters can lead to crisp 
boundaries of rules instead of fuzzy boundaries. The 
fuzzy clustering algorithm is already an optimization 
algorithm, for these reasons we do not use optimization 
of the model parameters. 
Summary of the identification algorithm 
1. choose the process input variables and output 
variable 
2. choose the model orders n, m and delay d 
3. choose the maximum number of fuzzy rules, thus 
the maximum number of clusters kma x
4. perform GK hyperplane clustering [Equations (15)- 
(19)] and compatible cluster merging [Equations 
(20)-(24)]. Choose the CCM threshold y 
5. perform the cluster rotation technique 
6. project the rotated input space onto the (trans- 
formed) input variables 
7. calculate the consequence parameters using the 
direct method. 
Simulations 
The proposed technique has been applied to two 
processes: a nonlinear dynamic system described by Zhao 
et al. 9 and a bioreactor described by Agrawal et al. 22. 
The first model is given by: 
y(k)  = y (k -  1) 3 .  0 .2 ly (k -  1) lu(k-  1) 
+ 0.08 u(k - 1) 2 (34) 
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Let the input signal u for identification be a uniformly 
distributed noise in the interval [-2, 2], the number of 
sample data N -- 1001, and assume the number of fuzzy 
rules is not known a priori. First the GK clustering is 
carried out with eight clusters, which is much more than 
the three clusters Zhao et al. needed to identify their 
fuzzy model of this system. The cluster merging tech- 
nique is performed with a threshold value of 0.8. 
The clustering software computes the fuzzy K- 
partition matrix U (a matrix with membership values of 
each feature to each cluster), and the consequence par- 
ameters Pi for each rule i. By projecting the fuzzy 
K-partition matrix on the input variables u(k - 1) and 
y(k - 1), an initial fuzzy model with four rules is 
obtained: 
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and y(k  - 1) is 
1[ - - - -  ~-.~q~, oo ® 
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i o oo o o oooo 
o.~, ~l o o o 
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then y4(k) = -0.154 + 0.224 * u(k - 1) - 0.233 • y(k  
-1 )  
It can be seen that for the rules, the fuzzy sets of y(k  - 1) 
are 'flat'. This implies that y(k  - 1) has no meaningful 
influence on the rules and can be removed. It is clearly 
visible that rotation of the fuzzy partition matrix is nec- 
essary, because the memberships u(k - 1) are blurred. 
These blurred projections are caused by the orientation 
of the clusters with respect to the input variables. These 
orientations are visualized in Figures 5 and 6. These fig- 
ures show also the four validity regions of the clusters, 
in which the validity is represented by the membership 
values in the interval [0, 1]. 
Removing the non-necessary input variables with 'flat 
fuzzy sets' from the premise parts cannot be viewed as 
a strict approximation.  In a sense, it is a heuristic 
method since the distribution of the input-output  
samples are not considered. These flat fuzzy sets can 
be regarded as the fuzzy label ANY (instead of HIGH or 
VERY LOW), which is not a restriction. 
A linear regression method is used to fit all features 
with membership values between # -- 0.4 and # -- 0.6 
into borderlines between the adjacent clusters. 
The values 0.4 and 0.6 are used because one needs 
enough features to determine the rotation directions. 
The results of the linear regression algorithm are three 
directions of  the borderlines of the adjacent clusters: 
(1/ 
TL2 = 0 .79 '  r = 0.992 
= , r = 0.991 
- '  0.71 
= , r = 0.995 
-' 0.86 
(35) 
where T,j is a vector which gives the direction of the 
borderl ine between adjacent ith and the jth clusters and 
r is the correlation coefficient for the linear regression. 
Hence the rotation directions are the normals of the 
vectors T~j. 
Thus the fuzzy partit ion matrix must be transformed, 
by creating a new set of input variables h,. The rotation 
is done by multiplying the product input space with the 
normals of vectors T j  
: 79  1t, 
(y (k  - l)) 
u~=(u(k -1 ) ] ( -O .71  1), 
(y(k - 1)) 
(36) 
-=(u(k-1)/(_0.8 6 ,) 
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Contour plot of the clusters membership values. The cluster have an orientation with respect to the input variables u(k) and y(k) 
Then by removing the membership functions of  y(k )  
and replacing u(k - 1) with h,, and fitting the member- 
ship functions for hj into sigmoidal shapes, one obtains 
the following fuzzy model: 
RI: if hi is 







then y l (k )  
y(k- l) 
RZ: if hi 
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then yZ(k) = -0.031 - 0.103 * u(k - 1) + 0.188 * y(k  -1) 
R3: if h2 is 
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I 
2 3 
u(k - 1) - 0.031 * y(k  - 1) 
-1  0 1 2 
then y4(k) = -0.154 + 0.224 * u(k - 1) - 0.233 * y(k  - 1) 
This fuzzy model is validated by using an input sig- 
nal, which is composed of some steps, noise and a first 
order time lag. F igure  7 shows the responses of the sys- 
tem and the final fuzzy model. 
The performance of the new identification method 
compared to the identification method proposed by 
Zhao et al. 9 is shown in Table 1. 
The second system on which the fuzzy modeling 
approach was applied was the bioreactor described by 
Agrawal et al. z2. This process is extremely nonlinear. A 
detailed description of the reactor is given in Appendix 
II. An identification data set was created, consisting 
of 1500 features, uniformly and randomly distributed. 
The domain of the input variables were: w(k)  = [0, 2], 
x , (k )  = [0, l], x (k) = [0, 1]. 
After fuzzy clustering, an initial model is obtained, 
consisting of seven rules. The cluster merging technique 
was performed with a threshold value of 0.35. Com- 
pared to the Zhao et al. case, this is a low threshold. It 
was chosen in order to reduce the number of clusters. 
The initial model is described by: 
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Table 1 Performance of the fuzzy models using the new identifica- 
tion method in comparison with the identification method used by 
Zhao et al. 
Method # rules Dataset Model used Model 
error e 
Zhao 3 identification initial 2.2 x 10 4 
identification final (optimized) 1.6 × 10 4 
identification final (optimized) 1 × 10 ~ 
New 4 identification with rotation 0.75 × 10 -~ 
validation with rotation 0.50 × 10 -~ 
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The premise  parameters  a re  f i t ted  in to  s igmoida l  
funct ions ,  as a resu l t  o f  wh ich  the  fo l low ing  fuzzy  sets 
a re  found fo r  the  premise  parameters  
IF w(k) is A ~ AND x2(k  ) is B ~ AND X l (k  ) is C'  THEN ... 
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The output of the nonlinear bioreactor and the fuzzy 
model for a variation in the reactor input are shown in 
Figure 8. In this case it was difficult to find the trans- 
formation vectors, due to the extreme nonlinearity of 
the model, and the limited number of rules which gen- 
erated to describe this model. In addition, more research 
will be needed to develop a systematic approach for 
finding transformation vectors in more-dimensional 
systems. 
Comparison to related work 
In the foregoing sections reference was already made to 
the work of Takagi and Sugeno 7, Babu~ka and Kay- 
mak 8 and Zhao et al. 9. Also the differences between 
these authors and the present investigations were high- 
lighted. Johansen and Foss 23 recently published a semi- 
empirical modeling approach to nonlinear dynamic 
systems through identification of operating regimes and 
local models. In this approach, the operating space is 
decomposed into operating regimes and variables which 
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The output signals of the fuzzy model and the original nonlinear model 
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characterize ach operating regime are chosen. In addi- 
tion, local model structures are chosen which may be 
based on e.g. mass and energy balances, hence a priori 
knowledge can be embedded in the local models. Then 
the local model parameters are identified for all regimes 
and interpolation functions are chosen for providing a 
smooth interpolation between the local modes. A typical 
choice for the interpolation function are kernel functions 
like the unnormalized Gaussian exponential function. 
In our work no operating regimes are pre-defined, 
and no a priori process knowledge is required. 
Conclusions 
An identification method for fuzzy models was pro- 
posed and tested on two processes. In the method two 
new features were proposed: membership rotation and 
direct calculation of the consequence parameters. Mem- 
bership rotation has the advantage that membership 
functions can be extracted which are less blurred, thus 
more accurately defined. The direct calculation of the 
consequence parameters has the advantage that the 
additional minimization step of fitting the data, 
weighted with the membership, into a hyperplane, can 
be omitted. As a result, the newly proposed method 
leads to fuzzy models which describes the real system 
behavior more accurately. The major advantage of the 
fuzzy models over a neural network model or the origi- 
nal nonlinear model is its relative simplicity. In addition 
the fuzzy model has fewer parameters than a neural net- 
work and is structurally more attractive. 
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Appendix I: Function approximation concept 
Consider a first order nonlinear dynamic system described 
by: 
y(k + 1) = y(k) + u(k) • e-3ly(k) I (I.1) 
For a random sequence u(k), the output y(k) will be 
measured. After estimation of m, n and d, which are in 
this case m -- n -- 1 and d = 0, an initial dataset can be 
created: 
f D : u(2) y(2) y = y 3) : i . 
u(N-  1) y(U  - 1) [y (N) ]  
([.2) 
The dynamic system can be described as: 
Y = f (D)  (I.3) 
The function f describes the relation between the 
regression matrix D (the measurements) and the output 
of the systems Y. The geometric interpretation of Equa- 
tion (I.3) is that system describes a subspace in R( . . . .  ~1 
in which f describes a hypersurface. For this system 
this means that the function f is a surface in N 3 (See 
Figure I. 1) 
Identification of the nonlinear dynamic system means 
approximation of this surface. 
y (k+ 1 ) 
0.5 
-0.5 
-o~ " - - . .~~-o .~ u(k) 
-1 -1 
Figure 1.1 The surface in R 3 of the system [Equation (I.l)] 
xl (k  + 1) = x l (k  ) 
+ A(-x  I (k).  w(k) + x I (k ) .  (1 - x 2 (k)) .  e ~2 (k)/r) 
01.3) 
x2(k +1 ) = x : (k )  
+ A(-.~2(k), w(k) 
+ x l (k ) .  (1 - x2(k)) ,  e '2 (k)/7 1+13 
l+p-x  2 
) (II.4) 
Appendix II: Bioreactor model 
In this appendix the derivation of dimensionless equa- 
tions from the mass balances is illustrated, used to 
describe a bioreactor 22. The cell concentration and the 
substrate concentration can be described as: 
dX _ FX  + y (S)X  (II.1) 
dt V 
dS _ F( Xf - S) 
dt V 
(x( S )X  (II.2) 
Cell and substrate concentrations and time can be made 
dimensionless 22 and discretized, resulting in the follow- 
ing set of equations: 
Bioreactor model notation 
w flow rate (hour -l) = [0, 2] 
F flow rate (m3/hour) 
S substrate concentration (kg/m 3) 
Sf feed substrate conc. (constant) (kg/m 3) 
t independent variable time (hour) 
V reactor volume (constant) (m 3) 
X cell concentration (kg/m 3) 
/3 growth rate parameter [.0] = 0.02 
A sampling time (hour) = 0.01 
7 substrate inhibition parameter [.0] = 0.48 
p specific growth rate (hour- ~) 
Xl normalized cell concentration [-0] = [0, 1] 
x: substrate conversion (S f -  S)/S, [-0] = [0, 1] 
(x substrate consumption rate (hour- ~) 
