Abstract. We analyze an integro-differential initial value problem obtained as a shadowtype limit from a system of reaction-diffusion-ODE equations modeling pattern formation. We show that nonlocal terms in such models induce a destabilization of stationary solutions, which may lead to a blowup of spatially inhomogeneous solutions, either in finite or infinite time.
Introduction
Many mathematical models of pattern formation in biological or chemical systems involve reaction-diffusion equations on bounded domains with homogeneous Neumann boundary conditions, see e.g. [8, 10, 17, 25] and references therein. One of the major issues in the study of such models is understanding the mechanisms of generation of stable patterns and of pattern selection, i.e. dependence of the emerging pattern on initial conditions.
The existing theory is mainly focused on stability conditions for homogeneous steady states and it concerns destabilization of the stationary spatially homogeneous state leading to growth of spatially heterogeneous patterns [17] . The mechanism responsible for such process is a diffusion-driven instability (DDI) introduced in the seminal paper of Allan Turing for a system of two reaction-diffusion equations [27] . The Turing phenomenon is related to a local behavior of solutions of the system in the neighborhood of a constant solution that is destabilized via diffusion. Patterns arising through a bifurcation can be spatially monotone or spatially periodic. The shape of the final pattern depends on the ratio of diffusion coefficients as well as on a scaling coefficient which reflects the relationship between the diffusion coefficients and the domain size [17] .
Interestingly, a variety of possible patterns increases when setting the smaller diffusion coefficient to zero, i.e. considering a single reaction-diffusion equation coupled to an ordinary differential equation (ODE) [11, 5] . Such models arise when studying coupling of the diffusive processes with the localized growth processes [13, 14, 15] or intracellular signaling [7, 9, 16] . In reaction-diffusion-ODE models with a single diffusion, all Turing patterns are unstable [11, 12] and the DDI may lead to formation of dynamical, multimodal and apparently irregular patterns, the shape of which depends strongly on initial conditions [11, 5] .
To understand mechanisms of stable pattern formation, it is worth studying the limiting versions of the model dynamics, for example by letting small or large parameters tend to zero or infinity, respectively, so that the reduced model is an approximation of the original dynamics and, in particular, the phenomenon of pattern formation is preserved. It has been shown that for a system of two reaction-diffusion equations with positive diffusion coefficients such regular perturbation problem is obtained, under some conditions, by passing with the larger diffusion coefficient to infinity. The obtained system of a reactiondiffusion equation coupled to an ordinary differential equation with a nonlocal term is exhibiting dynamics qualitatively similar to that of the original reaction-diffusion system with one diffusion coefficient being large. It is called a shadow system and it is an example of a model with nonlocal kinetics. Shadow systems have been introduced by Keener [6] and their properties have been established in Ref. [6, 21, 4, 18] . Analysis of shadow systems has provided insights into dynamics of the activator-inhibitor model and of other reaction-diffusion models under certain conditions [4] . The necessity of the conditions given in Ref. [4] is highlighted by showing discrepancies between the dynamics of a shadow system and the corresponding reaction-diffusion system in [19] , i.e. blowup in finite time versus global existence.
In the current work, we focus on a shadow problem related to a reaction-diffusion-ODE model and develop a mathematical theory for the following nonlocal system of differential equations u t = f (u, ξ), for x ∈ Ω, t > 0 (1.1) ξ t = Ω g u(x, t), ξ(t) dx for t > 0 ( 1.2) supplemented with the initial conditions
Here, u = u(x, t) and ξ = ξ(t) are unknown functions and Ω ⊂ R n is a bounded measurable set. In the following, the symbol |Ω| denotes the Lebesgue measure of Ω and, without loss of generality, we assume that |Ω| = 1.
In equations (1.1)-(1.2), we consider either arbitrary C 2 -nonlinearities f = f (u, ξ) and g = g(u, ξ) that satisfy certain assumptions or, for simplicity of the exposition, explicit nonlinear functions f and g, which appear in modeling of biological phenomena. The nonlocal problem (1.1)-(1.3) may be obtained from the initial-boundary value problem for a general system of reaction-diffusion equations
supplemented with the Neumann boundary condition for v = v(x, t), after passing with the diffusion coefficient D in second equation to the limit D → ∞, see Appendix for a rigorous proof of this claim. Thus, our results on the limit problem (1.1)-(1.3) can shed some light on a possible behavior of solutions of the reaction-diffusion-ODE system (1.4).
Remark 1.1. Notice that in this work we prefer to use the term "Turing instability" rather than "diffusion-driven instability", since the considered process is related to a nonlocal phenomenon and not directly to diffusion. Nevertheless, although the model is not a reaction-diffusion system as in the seminal work of Turing, the mechanism of pattern formation is based on the same principle, i.e. there exists a spatially constant steady state, which is stable to spatially homogeneous perturbations, but unstable to spatially heterogeneous perturbations.
The goal of this paper is to study properties of solutions of the shadow problem (1.1)-(1.3) and, in particularly, to describe emergence of spatial patterns induced by Turing instability. We are going to show that the Turing phenomenon induced by the the nonlocal term in problem (1.1)-(1.3) not only destabilizes all "nontrivial" steady states, but it may also lead to a blowup of space inhomogeneous solutions, either in finite or infinite time.
Our main results reported in this paper can be summarized as follows.
• In Section 2, we characterize stationary solutions of problem (1.1)-(1.3). We show that they are unstable (in the Lyapunov sense) under so called autocatalysis assumption, i.e. f u > 0, which is a condition typical for the models exhibiting Turing instability. It indicates that in the considered class of models, the Turing-type mechanism destabilizes not only constant steady states but also all non-constant stationary solutions.
• Instability of stationary solutions motivates further investigation of the long-time behavior of solutions of the shadow problem (1.1)-(1.3) with nonlinearities satisfying the autocatalysis condition. We accomplish it in Section 3 in the case of two models with particular nonlinearities arising in biological applications. First, we show that non-negative space-homogeneous solutions of the considered models are global-in-time, bounded, and converge towards constant stationary solutions. On the other hand, certain space-inhomogeneous perturbations of constant initial conditions lead to solutions which blow up in finite time. Thus, we provide a class of examples, for which a nonlocal effect leads to a blowup of solutions in finite time.
• In Section 4, we study properties of solutions of a particular shadow problem obtained after passing to infinity with a diffusion coefficient in a model of early carcinogenesis, which was introduced in [16, 9] and studied analytically in [11, 12] and numerically in [5] . In that shadow problem, all non-negative solutions are globalin-time. Moreover, x-independent solutions are uniformly bounded for t > 0.
However, we prove that certain space inhomogeneous initial conditions lead to solutions which form singular unbounded patterns as t → ∞. The patterns have a shape of spikes which location depends on the initial condition. Our analytical considerations are illustrated by numerical simulations indicating mass concentration resulting in the spike formation.
• Finally, in Appendix, we explain how to obtain the shadow problem (1.1)-(1.3)
as a limit as D → ∞ of the Neumann boundary-initial value problem for the reaction-diffusion-ODE system (1.4).
Instability of stationary solutions
A study of shadow problem (1.1)-(1.3) should begin by noticing that it has a unique local-in-time solution for every u 0 ∈ L ∞ (Ω), ξ 0 ∈ R, and for arbitrary locally Lipschitz nonlinearities f = f (u, ξ) and g = g(u, ξ). For the proof of this claim, it suffices to apply the Banach fixed point theorem to the following integral formulation of (1.1)-(1.3)
depending on initial conditions and on nonlinearities. Then, a classical argument applied to system (2.1)-(2.2) allows us to show that, in fact, 
Now, if equation (2.3) can be solved (locally and not necessarily uniquely) with respect to U (x), we obtain that U has to be constant on a subset of Ω. This is indeed the case of particular models discussed by us in the next section, where a characterization of all solutions to system (2.3)-(2.4) is possible.
Our main result on stationary solutions to the shadow system (1.1)-(1.2) provides a simple and natural condition under which a steady state is unstable.
Theorem 2.1 (Instability of stationary solutions). Assume that there exists Ω 1 ⊂ Ω with |Ω 1 | > 0, a constantū ∈ R, and a stationary solution (U,ξ) of system (1.1)-(1.2) such that U (x) =ū for all x ∈ Ω 1 . If the autocatalysis condition holds, i.e. if Proof of Theorem 2.1. In conformity with regular practice, we consider an initial value problem for the perturbation w(x, t) = u(x, t) − U (x) and η(t) = ξ(t) −ξ, where (u, ξ) is a solution of the shadow problem (1.1)-(1.3) and (U,ξ) is a stationary solution satisfying the assumptions of Theorem 2.1. Thus, the couple z = (w, η) is a solution of the initial value problem (2.6)
and N is a nonlinear term obtained in a usual way via the Taylor expansion from the nonlinearities in system (1. 
Now, we show that the number λ 0 = f u (ū,ξ) > 0 (cf. assumption (2.5)) is an eigenvalue of L. To do it, it suffices to check thatz = (w 0 , 0) is the corresponding eigenvector for every non-trivial w 0 ∈ L ∞ (Ω) satisfying Ω 1 w 0 (x) dx = 0 and w 0 (x) = 0 for all x ∈ Ω \ Ω 1 . One can always construct such bounded, non-trivial function w 0 due to the condition |Ω 1 | > 0. Thus, by the assumptions on U (x), we have
and, consequently, we obtain L(w 0 , 0)
Finally, since U is a bounded function, using the Taylor expansion of the C 2 -functions f = f (u, ξ) and g = g(u, ξ) we find two constants R > 0 and C > 0 such that the the nonlinear term N in (2.6) satisfies
We have thus checked all assumptions of [23, Theorem 1] which assure that the zero solution of the initial value problem (2.6) is nonlinearly unstable.
Blowup of solutions in finite time
A nonlocal effect caused by the integral over Ω in system (1.1)-(1.2) may lead not only to the instability of steady states, but also to a blowup of space-heterogeneous solutions, even in the case when space homogeneous solutions are global-in-time and uniformly bounded on the time half-line [0, ∞). In this section, for simplicity of the exposition, we describe this phenomenon in the case of two shadow problems with nonlinearities which are well-known in mathematical biology.
3.1. Gray-Scott nonlinearity. Instability phenomena discussed in Section 2 appear, for example, in the following shadow problem with the nonlinearity as in the celebrated Gray-Scott system describing pattern formation in chemical reactions [3] 
where B and k are positive constants. Notice that here we have g(u, ξ) = −ξu
with ξ = ξ(t) independent of x and we assume |Ω| = 1. Let us first formulate preliminary properties of solutions to the initial value problem for system (3.1)-(3.2).
For every nonnegative ξ 0 , we have the estimate
We skip the proof of this proposition because it is completely standard (see e.g. [11, Lemma 3.4] for a similar argument in the case of a reaction-diffusion-ODE system). Here, let us only mention that the upper bound in (3.3) is an immediate consequence of the differential inequality ξ t ≤ B(1 − ξ) which is obtained from (3.2) with nonnegative ξ(t).
To find a stationary solution (U (x),ξ) of (3.1)-(3.2), we decompose the set Ω into a disjoint sum
where Ω 1 ∩ Ω 2 = ∅ and |Ω 1 | > 0, and using the equation
Then, one calculatesξ from the equation
which for U defined by (3.4) reduces to the quadratic equation
with two roots, one of them being positive. Our instability Theorem 2.1 implies that all such stationary solutions are unstable.
Corollary 3.2. Assume that U,ξ is a stationary solution of system (3.1)-(3.2), where U is given by (3.4) with |Ω 1 | > 0 andξ satisfying equation (3.5). Then, U,ξ is an unstable solution of the initial value problem for the shadow system (3.1)-(3.2).
Proof. Here, we notice that the autocatalysis assumption (2.5) holds true on the set Ω 1 , because, for that, on the other hand, the "trivial" stationary solution U (x),ξ = (0, 1) is an asymptotically stable solution of system (3.1)-(3.2). Indeed, it follows from equation (3.1) that
(Ω) is nonnegative and sufficiently small then u(x, t) → 0 as t → ∞. Then, using equation (3.2) with Ω u 2 (x, t) dx → 0, we can easily show that ξ(t) → 1 as t → ∞.
Since all nontrivial stationary solutions are unstable, a question arises as to what is the long-time behavior of (large) solutions to the initial value problem for system (3.1)-(3.2). First, we emphasize in the following corollary that space homogeneous nonnegative solutions (i.e when u does not depend on x) are global-in-time and bounded. Here, we note that such solutions satisfy the system of ordinary differential equations (3.6)-(3.7) under our standing assumption |Ω| = 1. Proposition 3.4. All solutions (u, ξ) = u(t), ξ(t) of the following initial value problem for ordinary differential equations
are nonnegative, global-in-time, and uniformly bounded for t > 0.
Proof. The proof of this proposition is completely standard if we observe that all nonnegative solutions of problem (3.6)-(3.7) satisfy the relation
Hence, as long as u and ξ stay nonnegative, the sum u(t) + ξ(t) has to be bounded on the half line [0, ∞).
Remark 3.5. As explained in Remark 3.3, the system of ordinary differential equations (3.6)-(3.7) has a trivial solution ( u 0 , ξ 0 ) = (0, 1), which is asymptotically stable. Moreover, there is one more positive stationary solution ( u 1 , ξ 1 ) of (3.6)-(3.7) satisfying the system of equations
By direct calculations, under suitable assumptions on the coefficients B and k, the couple ( u 1 , ξ 1 ) is an asymptotically stable solution of system (3.6)-(3.7). This is an example of Turing instability which arises at the steady state ( u 1 , ξ 1 ), because it is an unstable solution to the shadow problem (3.1)-(3.2) due to Corollary 3.2.
Our main result on system (3.1)-(3.2) ascertains that a space inhomogeneity of initial data may leads not only to instability but also to a blowup in finite time of the corresponding solution.
Assume also that
Then, the corresponding solution of system (3.1)-(3.2) supplemented with the initial conditions u(x, 0) = u 0 (x) and ξ(0) = ξ 0 blows up in a finite time at x 0 in the following sense. There exists T max ∈ (0, ∞) such that
Notice that, for an initial condition described in Theorem 3.6, the corresponding u(x, t) escapes to +∞ for x = x 0 as t → T max and remains bounded for all other x ∈ Ω. On the other hand, the function ξ(t) is bounded and separated from zero on the interval [0, T max ).
Remark 3.7. The number A 0 defined in (3.9) is finite if, for example, there exist constants C > 0 and
2 -function and strictly concave, then we have u 0 (x 0 ) − u 0 (x) ≤ C|x 0 − x| 2 in a neighborhood of x 0 , because u 0 has a global maximum at x 0 . Thus, the constant A 0 in (3.9) is finite in dimension n ≤ 4 if u 0 is more "sharp" at the maximum point x 0 than a C 2 -function. However, our numerical simulations performed for a model of early carcinogenesis considered in Section 4 suggest that such assumptions may not be optimal and an unbounded growth of spikes could be possible for smooth initial conditions, as well.
Proof of Theorem 3.6. By Proposition 3.1, the solution (u, ξ) of the initial value problem for system (3.1)-(3.2) exists on a maximal time interval [0, T max ) and it is nonnegative. Moreover, the function ξ(t) satisfies the upper bound in (3.12) which is an immediate consequence of Proposition 3.1. For fixed ξ(t) and for each x ∈ Ω, we solve equation (3.1) proceeding in the usual way: first, one should check that w(x, t) = u(x, t)e t(B+k) satisfies the ordinary differential equation w t = w 2 ξe −t(B+k) with separate variables. Thus, the function u can be expressed via ξ in the following way
By assumption (3.8), we have 1/u 0 (x) > 1/u 0 (x 0 ) for all x ∈ Ω \ {x 0 }; thus, it follows form formula (3.13) that the solution u(x, t), ξ(t) of (3.1)-(3.2) exists for all t ∈ [0, T max ), where (3.14)
Our goal is to show that T max < ∞. First, applying the definition of T max from (3.14) in formula (3.13) we obtain the following estimate
which corresponds to (3.11). Next, using this estimate of u(x, t) together with the inequality e −t(B+k) ≤ 1 we deduce from equation (3.2) the differential inequality
where the constant A 0 is defined in (3.9) . This inequality for ξ(t) implies that
Thus, we obtain the lower bound
where the right-hand side is equal to 1/u 0 (x 0 ) for some t 0 > 0 under assumption (3.10).
In particular, the denominator of the fraction in (3.13) is equal to zero at x = x 0 and some t 1 ≤ t 0 and this completes the proof that T max < ∞.
3.2.
Activator-inhibitor nonlinearity. Now, we are going to formulate and prove counterparts of results from the previous subsection in the case of the following shadow model with singular nonlinearities
supplemented with positive initial data. We assume that τ > 0 is a constant parameter and exponents satisfy p > 1, q > 0, r > 0, and s ≥ 0. Such nonlinearities appear in reaction-diffusion equations proposed by Gierer and Meinhardt [2] to describe systems consisting of a slowly diffusing activator and a rapidly diffusing inhibitor. In that model, a high concentration of activator is supposed to induce morphogenetic changes in a biological tissue.
As before, we begin by a result on the local-in-time existence of nonnegative solutions. Moreover, since τ ξ t ≥ −ξ by equation (3.16), we have ξ(t) ≥ ξ 0 e −t/τ for all t ∈ [0, T max ).
We skip again a standard proof of this proposition; see e.g. [26] for an analogous proof in the case of reaction-diffusion equations.
Next, we discuss space-homogeneous solutions of (3.15)-(3.16).
Proposition 3.9 ([20]
). Assume that u 0 (x) = u 0 ≥ 0 is constant and |Ω| = 1. Then, the solution (u(x, t), ξ(t) = (u(t), ξ(t)) of the initial value problem for system (3.15)-(3.16) is independent of x and satisfies the system of differential equations
supplemented with initial conditions u(0) = u 0 ≥ 0, ξ(0) = ξ 0 > 0.
Assume, moreover, that exponents in system (3.17) satisfy (3.18) p − 1 r < q s + 1 .
• For p−1 ≤ r, each solution to this initial value problem is global-in-time for t > 0.
• 3.17) .
A detailed analysis of a phase portrait of system (3.17) and, in particular, the proof of Proposition 3.9 can be found in [20] .
Remark 3.10. The inequality for exponents in (3.18) has been always imposed in the study of activator-inhibitor problems with nonlinearities as those in (3.17) (this is due to biological interpretations of such models). However, inequality (3.18) does not play any role in our results of the shadow problem (3.15)-(3.16). We refer the reader to [24, Thm. 33.9 .ii] for results on system (3.17), where exponents satisfy the reverse inequality to the one in (3.18). Now, we describe all nonnegative stationary solutions U (x),ξ of the shadow system (3.15)-(3.16) and, as in the previous subsection, we begin with the decomposition Ω = Ω 1 ∪Ω 2 , where Ω 1 ∩Ω 2 = ∅ and |Ω 1 | > 0. Then, solving the equation
for every x ∈ Ω, we obtain the relation
By equation (3.16) with ξ t = 0, we obtain that the numberξ is a solution of the equation −ξ +ξ rq/(p−1)−s |Ω 1 | = 0 which has one positive root.
Theorem 2.1 implies again that all such solutions (U,ξ) of the shadow system (3.15)-(3.16) are unstable. Indeed, for every x ∈ Ω 1 , we have U p−1 (x) =ξ q . Hence, the autocatalysis condition (2.5) holds true for the stationary solution (U,ξ) because
Remark 3.11. As recalled in Proposition 3.9, the couple (1, 1) is an asymptotically stable solutions of the system of ordinary differential equations (3.17) for τ < (s + 1)/(p − 1). On the other hand, since autocatalysis condition (3.20) holds true at the constant steady state (1, 1), it is always an unstable solution of the shadow system (3.15)-(3.16). Notice that this Turing mechanism destabilizes here not only the constant solution (1, 1) but all other stationary solutions.
We conclude this subsection by a blowup result on certain space inhomogeneous solutions to the shadow system (3.15)-(3.16).
Theorem 3.12. Fix x 0 ∈ Ω and assume that u 0 ∈ L ∞ (Ω) satisfies
. Let (u, ξ) be a solution of system (3.15)-(3.16) with p > 1, supplemented with the initial conditions u(x, 0) = u 0 (x) and ξ(0) = ξ 0 . Then, u(x, t) blows up in a finite time at x 0 and some t = T max < ∞ and ξ(t) remains bounded and positive on the interval [0, T max ).
Remark 3.13. Notice that solutions of the nonlocal model (3.15)-(3.16) blow up in a finite time also in the range of exponents p, q, r, s, where solutions to the system of ordinary differential equations (3.17) exist globally in time.
Proof of Theorem 3.12. Here, the reasoning is almost identical as the one in the proof of Theorem 3.6, hence, we shall be brief in detail.
By Proposition 3.8, a nonnegative solution (u, ξ) of the initial value problem for system (3.15)-(3.16) exists on a maximal time interval [0, T max ). Moreover, equation (3.15) can be solved with respect to u:
Using the definition of T max and formula (3.24) we obtain the estimate
for all (x, t) ∈ Ω × [0, T max ). This upper bound applied in equation (3.16) leads to the inequality
with the constant B 0 defined in (3.22) . This differential inequality for ξ(t) implies that
Thus, we have got the lower bound
Hence, under assumption (3.23) and due to estimate (3.26), the denominator in (3.24) equals zero at x = x 0 and some t = T max < ∞. This completes the proof of the blowup in a finite time of solutions to (3.15)-(3.16).
Model of early carcinogenesis and blowup at infinity
4.1. Introduction of the model. Next, we describe an unbounded behavior of solutions u = u(x, t) and ξ = ξ(t) to the following shadow system
where a, d, κ 0 are positive constants. Here, Ω ⊂ R n is an arbitrary measurable set of a finite nonzero measure and, as before, we assume that |Ω| = 1. Moreover, we supplement this system with nonnegative initial conditions
Model (4.1)-(4.
2) is a shadow-type reduction of a receptor-based model of cellular growth, which in turn was obtained rigorously in [12] based on a quasi-steady state approximation of a three-equation system. A series of corresponding models have been developed in [1, 13, 14, 15] to explain heterogeneous and irregular patterning process emerging in a linear or tubular cell tissue and addressing a possible mechanism of the field theory of early cancerogenesis. The study of an unbounded growth and a mass concentration in that model is motivated by numerical simulations exhibiting growth of spike patterns [5] and by analysis showing instability of all stationary solutions [11] .
Contrary to the models considered in the previous section, nonnegative solutions to the initial value problem (4.1)-(4.3) are always global-in-time. 
Moreover, it satisfies the following pointwise estimates
for all x ∈ Ω and t ≥ 0. Moreover, the "total mass" of u(x, t) is bounded:
Sketch of the proof. As we have already explained in the case of other models, a construction on nonnegative and unique local-in-time solutions to problem (4.1)-(4.3) is more-orless standard. Such solutions are known to be global-in-time provided we prove estimates (4.4), which may be obtained in the following way. Using in equation (4.1) the inequality uξ/(1 + uξ) ≤ 1, valid for a nonnegative solution (u, ξ), we obtain the differential inequality u t ≤ (a − d)u which implies first estimate in (4.4). The second one in (4.4) is a direct consequence of the inequality ξ t ≤ −ξ + κ 0 resulting form (4.2) for nonnegative ξ.
To show property (4.5), we use a differential inequality u t ≤ au 2 ξ − du obtained from equation (4.1) with uξ ≥ 0. Integrating this inequality over Ω and using the equation for ξ in (4.2), we have got the estimate
which implies that Ω u(t) dx + aξ(t) is bounded for t > 0, because the constants a and d are positive. Details of an analogous proof in the case of a reaction-diffusion-ODE system corresponding to (4.1)-(4.2) can be found in [11, Sec. 3] .
Next, we discuss space homogeneous solutions of the shadow problem (4.1)-(4.3). Proposition 4.2. If u 0 (x) ≡ū 0 ≥ 0 is independent of x, then the corresponding solution of (4.1)-(4.3) is independent of x as well. Thus, for |Ω| = 1, the function u(x, t) = u(t) and ξ = ξ(t) satisfy the following system of ordinary differential equations
which after supplementing with initial dataū 0 > 0 and ξ 0 > 0, has a unique global-in-time positive solution (ū(t), ξ(t)). This solution is bounded for t > 0.
Sketch of the proof. Here, the proof is completely analogous to the one used to show (4.5) and it involves the differential inequality du/dt ≤ au 2 ξ − du which yields the estimate
Thus, the sum u + aξ (and so each of its term) is bounded on [0, ∞).
Remark 4.3. System (4.7) has a trivial steady state (u, ξ) = (0, κ 0 ) and repeating the reasoning from Remark 3.3, one can show that it is an asymptotically stable solution. Remark 4.4. We skip the discussion of stability properties of other stationary solutions the shadow problem (4.1)-(4.1), because it is completely analogous to that one in the case of other models. Here, let us only mention that such piecewise constant stationary solutions exist and they are all unstable except the trivial one (U,ξ) = (0, κ 0 ).
4.2.
Formation of unbounded spikes. Now, we are in a position to prove our main result on an unbounded growth of solutions to shadow problem (4.1)-(4.3). In the remainder of this section, to streamline the presented analysis, we assume that u 0 ∈ C(Ω). • the parameter a is large:
• the constant κ 0 is large:
and suppose that the set 11) are not optimal. More precisely, we could observe an unbounded growth of "localized spikes" also in the case when these conditions are not satisfied.
Remark 4.7. Notice that if for some x 1 = x 2 we have u 0 (x 1 ) = u 0 (x 2 ), then u(x 1 , t) = u(x 2 , t) for all t ≥ 0, because both quantities u(x 1 , t) and u(x 2 , t) as functions of t satisfy the same Cauchy problem. Consequently, if the measure of Ω * is positive, the function u(x, t) cannot escape to +∞ for all x ∈ Ω * due to the boundedness of the mass (4.5). In such a case, it follows from Lemma 4.11 below that
as t → ∞, where U (x),ξ is a stationary solution of system (4.1)-(4.2), cf. Section 2 for a discussion of stationary solutions and Fig. 4 .4 for a numerical illustration of such phenomena.
In this remark, we show that there are bounded (and also continuous) initial conditions such that the corresponding solutions converge pointwise for every x ∈ Ω towards discontinuous stationary solutions. Such a convergence result does not contradict the instability in L ∞ (Ω) of a steady state (U,ξ) proved in Theorem 2.1, see Remark 4.4. Indeed, in the proof of Theorem 2.1, we show that problem (4.1)-(4.2) with the initial datum (U +w 0 ,ξ), where w 0 ∈ L ∞ (Ω) is an arbitrary nonzero function satisfying Ω * w 0 (x) dx = 0 and w 0 = 0 on Ω \ Ω * , has a solution which does not converge towards the steady state (U,ξ). with the initial data u 0 (x) = 8 + 0.05 sin(3πx)(1 + 0.1x) (with two local maxima of different values) and ξ 0 = 1/8 (cf. Remark 4.6). We observe that initially, after the destabilization of the spatially homogeneous steady state (ū,ξ) = (8, 1/8), a pattern with two peaks develops. The spikes are located at two points of the local maxima of the initial function u 0 . However, when time is elapsing, the spike corresponding to a larger initial value persists and growths to +∞, while the other one decays. Remark 4.8. In our forthcoming paper, we plan to continue our study of concentration phenomena described either by shadow problem (4.1)-(4.3) or by its reaction-diffusion-ODE counterpart. We are going to focus on properties of solutions which were studied numerically in [5] . In particular, in Theorem 4.5, we conjecture an exponential growth of u(x * , t) for all x * ∈ Ω * as well as an exponential decay of u(x, t) for all x ∈ Ω \ Ω * and of ξ(t).
The proof of Theorem 4.5 is based on the following auxiliary results.
Lemma 4.9. Under the assumptions of Theorem 4.5, the solution u(x, t), ξ(t) of problem (4.1)-(4.3) satisfies
Proof. By the first inequality in (4.11) and by the continuity of the solution (u, ξ) (cf. Proposition 4.1), there exists T 1 > 0 such that
Suppose that (4.14)
First, notice that using (4.13) in equation (4.2) we obtain the differential inequality ξ t ≤ −ξ + (1 − λ)κ 0 which implies ξ(t) ≤ (1 − λ)κ 0 for 0 ≤ t ≤ T 1 due to assumption (4.11). Thus, we obtain from (4.13) and (4.10) the following estimate
Next, multiplying equation (4.1) by u and integrating over Ω results in the equation
Hence, by a direct calculation involving equations (4.16) and (4.2), we obtain the identity
(4.17)
Here, using a minor rearrangement of terms on the right-hand side and the following simple inequalities (which are valid because the solution is nonnegative and because |Ω| = 1)
we obtain the lower bound
In this inequality, the second term on the right-hand side is nonnegative by the assumption 2(a − d) ≥ 1 (cf. (4.8)) . So is the difference of last two terms on the right-hand side, because Ω u 2 dx ≥ 1 (cf. (4.15)) and because
which for ξ(t) > 0 leads to the estimate
This inequality for t = T 1 contradicts identity (4.14). Hence, we have completed the proof of inequalities (4.12) for all t ≥ 0. Now, let us emphasize the following immediate consequence of Lemma 4.9.
Corollary 4.10. Let the assumptions of Lemma 4.9 hold true. Denote by x * ∈ Ω a point of the maximum of u 0 , namely, u 0 (x * ) = max x∈Ω u 0 (x). Then
Proof. First inequality in (4.18) holds true because |Ω| = 1. The second one results immediately from inequalities (4.12) in the same way as in the proof of (4.15).
Lemma 4.11. Let the assumptions of Theorem 4.5 hold true. Assume that x * ∈ Ω * and suppose that u * (t) ≡ u(x * , t) = max x∈Ω u(x, t) is a bounded function for t ≥ 0. Then, for each x ∈ Ω such that u 0 (x) < u 0 (x * ) it holds u(x, t) → 0 exponentially as t → ∞.
Proof. If u * (t) is a bounded function, say u * (t) ≤ R 1 for all t > 0, then we have
1 for all t > 0 (because |Ω| = 1). Hence, using equation (4.2) we obtain the differential inequality ξ t ≥ −(1 + R 2 1 )ξ + κ 0 , which implies
Now, for simplicity of notation, we denote u = u(x, t) and u * = u(x * , t). Hence, by a direct calculation involving equation (4.1), we obtain (4.20)
∂ ∂t
.
This differential equation for the function w = u/u * implies that if 0 < w(0) < 1 then
Moreover, using the estimate u * (t) ≥ 1 for all t ≥ 0 (cf. Corollary 4.10), inequality (4.19), the bound ξ(t) ≤ κ 0 (cf. (4.12)), and the estimate
which implies the exponential decay of u/u * because u 0 (x)/u 0 (x * ) < 1. However, since we assume that u * is bounded, we obtain immediately the exponential decay of u = u(x, t).
Proof of Theorem 4.5. Suppose that u = u(x, t) is bounded on Ω × [0, ∞). Thus, by Lemma 4.11, u(x, t) → 0 as t → ∞ for every x ∈ Ω \ Ω * . In particular, applying the Lebesgue dominated convergence theorem we have Ω u 2 (x, t) dx → 0 as t → ∞, because |Ω * | = 0. This is, however, in contradiction with the inequality in Corollary 4.10. Hence, we conclude that u * (t) is unbounded for t > 0. Assume a contrario that sup t>0 u(x 1 , t) = +∞ for some x 1 / ∈ Ω * . By the continuity of the initial datum u 0 , the set Ω 1 ≡ {x ∈ Ω : u 0 (x 1 ) < u 0 (x) < u 0 (x * )} has a positive measure. Moreover, using the differential equation for w 1 (x, t) = u(x 1 , t)/u(x, t) and w 2 (x, t) = u(x, t)/u(x * , t), analogous to that one in (4.20) , we obtain u(x 1 , t) < u(x, t) < u(x * , t) for all x ∈ Ω 1 and all t ≥ 0.
These inequalities lead to a contradiction with the boundedness of the mass (4.5), because
Finally, suppose that there is a constant ξ 1 > 0 such that ξ(t) ≥ ξ 1 for all t > 0. Since we assume a > d and since we have proved already that sup t>0 u(x * , t) = ∞, we may find t 1 > 0 and δ > 0 such that
By the continuity, inequality (4.22) holds true at t 1 and in a neighborhood U ⊂ Ω of x * , such that |U| > 0. Moreover, using equation (4.1) we immediately obtain the differential inequality
for all x ∈ U and t > 0, which together with inequality (4.22) imply u t (x, t) ≥ δu(x, t) for all x ∈ U and t ≥ t 1 .
Hence, we have got the estimate u(x, t) ≥ e tδ u(x, t 1 ) for all x ∈ U and t ≥ t 1 , which contradicts the boundedness of the mass (4.5), because the measure of U is positive.
Appendix A. Derivation of a shadow system
At the end of this work, we show that solutions of the shadow problem (1.1)-(1.3) are limits of solutions to reaction-diffusion-ODE systems (1.4) when D → ∞. First, however, we recall properties of the heat semigroup.
Lemma A.1. Let {e tD∆ } t≥0 be the heat semigroup in a bounded domain Ω ⊂ R n such that |Ω| = 1, with the Neumann boundary condition.
i. For every constant C ∈ R, we have e tD∆ C = C for all t ≥ 0.
ii. For every w 0 ∈ L ∞ (Ω) and every α ∈ (0, n/2), we have
Proof. The first part of this lemma is well-known because every constant C ∈ R is a solution of the heat equation with the Neumann boundary conditions. To show the second part, we recall the following estimate (see e.g. Subtracting from these equations the integral representation of (u, ξ) in (2.1)-(2.2) and calculating the L ∞ -norm we obtain the inequalities Consequently, applying all these inequalities combined with the Gronwall lemma and multiplying by t α , we obtain
(A.9)
The first term on the right-hand side of inequality (A.9) tends to zero uniformly in t ≥ 0 as D → ∞ due to Lemma A.1. To deal with the second term, we apply the heat semigroup estimate (A.2) with fixed q > n/2 to obtain 
