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Abstract 
The increasing trend of patients’ falls-related impairments in acute care hospitalization and the consequent 
implications for quality care and cost of care have made it prudent to develop techniques for rapid 
estimation of fall risks on admission. We develop a framework that relies on Extra Tree Classifier (ETC) with 
class balanced features to model fall risks on admission using risk scores and removing redundant clinical 
and psychosocial characteristics via multicollinearity and significance testing. The model predicts fall risks 
on admission to an accuracy of 96.76% and has a higher accuracy of 3.63%-39.32% when compared to 
Logistics Regression (LR), Linear Discriminant Analysis (LDA), decision tree classifier(DTC), Quadratic 
Discriminant Analysis(QDA), K Nearest Neighbour(KNN), Support Vector Machine (SVM), Ridge model 
(RCV) and Artificial Neural Network (ANN). Due to the effectiveness of this model, it is expected that the 
multifactorial considerations will culminate in cost-effective management and better patient experience.  
Keywords: Acute care, clinical conditions, extra tree classifier, fall risk on, risk mitigation, psychosocial 
conditions  
Introduction 
Improving wellness amongst the populace has been attributed to the efficient management and 
utilization of different health information from electronic health records, laboratory information systems, 
diagnostic information systems, picture communication and archiving systems (Shrestha 2015, Wang et al. 
2018). These systems have contributed to the timeliness of clinical operations, reduced morbidity, and 
mortality, and reduced cost through decision supports in clinical risk management and mitigation (Bates et 
al. 2014, Krumholz 2014, Chawla and Davies 2014). Hence, the impact of computer-driven technology 
solutions to healthcare has spanned across areas like drug dosing, health management services, predictive, 
diagnostics and prescriptive medicine, and surgical services.  
The use of different machine learning models for developing capacities in the healthcare system has 
been geared towards enhancing the capacities of clinicians in timely decision making by using 
multidimensional data (Moghimi & Wickramasinghe 2012). As such, different models exist today for 
managing infectious diseases, heart problems, cancer, and other health conditions with divers screening 
algorithms for predicting the current and anticipated health conditions (Ben-Assuli et al. 2019, Korfkamp 
et al. 2016, Stiglic et al. 2015). Despite the enormity of these health prediction models and the potentials of 
using them in different instances, there still exist health conditions that require clinical attention for people 
of different ages and social classes in the acute care hospital.  
The presence of patients in the hospitals entails that they must be kept safe to forestall complications 
to their health through falling on admission (Favaretti & Mariotto, 1992). Many researchers have worked to 
reduce readmission within 28 days (Kripalani et al. 2014, Ahmad et al. 2013) but one of the major factors 
contributing to early readmission and increased length of stay; namely fall on admissions has received 
limited attention. Although numerous fall risk scores exist in the literature (Oliver et al. 1997, Stalenhoef et 
al. 2002, Tinetti et al. 1986, Hendrich et al. 1995), they are either meant for the elderly people or the scope 
of factors considered in the models is limited. Since every patient admitted to the hospital has some risks of 
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falls inherent in them, we intend to predict the fall risks using clinical, demographic and psychosocial 
parameters guided by the research question - “how we can leverage existing analytics to better predict falls 
risk in acute care context”. This will give room for a model that will be vital across different patients’ 
spectrum, provide initial and immediate information for appropriate resource allocation, and guarantee 
optimal patient care at reduced cost. 
This work, therefore, aims to ensure that clinicians have a fall risk analysis tool that will consider people 
of different ages with varying health conditions while considering other lifestyle choices that were otherwise 
neglected by other researchers. Once the fall risk analysis is done, resources can be allocated adequately to 
patients according to their needs so that the patient experience and value of care will both be high.   
Fall risks in acute care hospitalization 
The problem of falls in our hospitals is at an alarming rate with over 70% of inpatients accident 
attributed to this phenomenon (Coussement  et al. 2008, Sutton et al. 1994) that affect 2-12% of elderly 
patients (Salgado et al. 2004, von Renteln-Kruse & Krause 2004) and 1.3 to 15% of acute care hospitalized 
patients (Favaretti & Mariotto, 1992, Leanne 2008, Nakai, Akeda,  & Kawabata 2006, Morello et al. 2015). 
Falls on admission has been linked to prolonged length of stay in hospitals, enhance readmission within 28 
days, poor quality of patients’ life, physical and emotional traumas, and death (Kenny & O’Shea 2002, Hill 
et al. 2007). In Australia, 26% of fall-related injuries for over 65 years are hip and thigh with females 
accounting for more incidents than males, the predominant injuries are the neck of femur fracture and head 
impairments (Bradley 2013). Other prominent injuries that accounted for 2.1% to 13.5% of the fall injuries 
include the abdomen, lower back, lumber spine and pelvis, shoulder and upper arm, elbow and forearm, 
wrist and hand (Bradley 2013). 
The risk of falls in hospitals has been attributed to different factors such as comorbidity, medication, 
patients' characteristics and environment (clay et al. 2018, Becker & Rapp 2010). Different factors like 
previous fall history, fatigue, sleep disturbances, incontinent problems, mobility problems such as gait 
issues, balance problems, and muscle weakness are amongst the intrinsic factors that result in falls on 
admission (Seppala et al 2019, Deandrea et al 2013). There is limited information in literature about 
machine learning modelling of fall prevention as numerous researchers focused on determining the risk 
factors responsible for falls with the aged population admitted to hospitals. Marschollek et al. (2012) focused 
on developing risk of fall of geriatric in-patients' using factors such as age, gender, social status indicators, 
comorbidities, number of medications, Lach's index, and Bethel index. Although this study aimed to identify 
the group of patients at high risk of falls, the fact that the study was directed specifically to geriatric patients, 
narrowed the applicability of the study to other populations. Other studies such as the work of Kojima et al. 
(2012), Marschollek et al. (2008) and Coutinho et al. (2008) focused on the elderly and Aziz et al. (2017) 
though incorporated young people, did pay attention mostly on environmental conditions that trigger falls 
without considering majority of intrinsic factors.  The minimal reach of these studies and the need to 
understand the inherent risks of falls on admission in acute care facilities in consideration of the clinical 
services, patients’ clinical conditions and psychosocial characteristics warranted this study. 
Method 
Data acquisition 
We used 1014 inpatient records from a not-for-profit acute care hospital situated in Eastern Australia 
with 28 clinical services and more than 40 demographic and psychosocial characteristics measured from 
patients from ages 1.17 years to 109.25 years for the study. The fall risk scores of the patients were estimated 
with the intrinsic and environmental factors that included previous fall history, mental state, mobility, 
balance, age, toileting, vision status, and drug and alcohol use on admission. The fall risk scores were 
classified as low if the score is 0 or 1, moderate if the score is 2 and high when the score is 3 or greater. Since 
the risks of fall of a high-risk patient with a score of 6 is expected to be higher than those that scored 3 
though on high-risk too, and the fall mitigation strategies are expected to differ, we decided to model the 
various fall risk classes using the risk scores. Hence giving room for an explicit prediction of the risk 
categories and a better mitigation strategy for the most vulnerable. 
The study relied on the data from patients with a list of clinical conditions that include heart failure, 
chronic obstructive pulmonary disease, diabetes, dementia, stroke, epilepsy, cancer, prostate, arthritis, 
asthma etc.  Some of the psychosocial and demographic information that formed the inclusion criteria for 
the data located include age weight, height, history of previous fall, smoking, alcohol consumption, fall in 
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the last six months, pregnant and breast feeding, impaired vision and hearing loss, use of prosthesis, wound 
and skin break, hospitalization in past 12 months, history of infectious diseases etc. These patients must 
have been admitted to acute care of the hospital for at least 1 day between 02/2017 and 06/2018. 
Framework for modelling inpatients fall risks on admission 
The knowledge of inpatients' fall risks has been established to be vital for resource allocation and 
management for optimal outcomes (Clay et al. 2018). To establish the fall risks of future patients, therefore, 
entails the use of historic records that are pre-processed for creating a model according to the architecture 
shown in Figure 1.  
 
Figure 1: Modelling architecture for estimating the fall risks classification of inpatient in 
acute care hospital; SMOTE: Synthetic Minority Oversampling Technique 
 
After the acquisition of the patients' records, it is important to prepare the data for modelling by 
cleaning and modifying the information for the programming language to decode. The risk scores are unified 
to represent numerical values from 0, 1, 2, . . . while removing other thematic information in the fields. The 
age was also adjusted to capture the months as a fraction of the years while ensuring that ‘zeros’ 
misrepresented as ‘letter o’ were corrected.  
 The missing values in the data are between 0.1% - 7.02% except for two features that have 10.98% 
and 14.24%. To replace the missing values for stroke, heart problems, multiple sclerosis and motor neuron 
diseases, asthma, breathing problems, fall during current admission, and chemotherapy and radiation 
treatment, patients with a score that indicates high-risk of falls on admission are given positive indications 
of the diseases. Those with low and moderate fall risk scores are replaced with random choices that could 
be positive or negative indicators. Pregnancy and breastfeeding are randomly attributed to females between 
15 years and 45 years and prostate problem is randomly ascribed to male patients greater than 45 years of 
age. The rest of the missing values are randomly replaced like the previous values by randomized selection 
of values within the non-missing information of the features. The categorical features in this study, which 
represents the clinical services and the genders are factored into the parameters as a dichotomous value of 
‘1’ representing affirmative for a patient and ‘0’ when negative. 
 Since evidence abounds of the benefits of class balancing and the use of important variables in 
classification problems (Wang et al. 2006, Jeakrakul et al. 2010), we utilized Synthetic Minority 
Oversampling Technique (SMOTE) class upsizing (Chawla et al. 2002). Multicollinear features were also 
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removed while relying mostly on the significant variables in the modelling. The SMOTE method over-
samples the fall risk scores that are in minority to generate extra training data that helps to match the 
number of fall risk scores in the majority group. The strategy creates and randomly selects synthetic 
examples, which are introduced at the adjoining segments of the K-Nearest Neighbours (KNN) of the 
majority class. The adverse effects of multicollinearity (intercorrelation) of independent parameters on 
estimated coefficients and model accuracy (Mansfield and Helms 1982), makes it imperative that 
multicollinear parameters are dropped in this study. We eliminated parameters that have variance inflation 
factor greater than 5 as multicollinear and established the remaining parameters that are significant at 95% 
confidence interval using Tobit model. The use of Tobit model to establish the relevance of the explanatory 
parameters of the fall risk scores is necessitated by the right censoring of the scores.  
 To build the model, the pre-processed data is split into training (70%) and testing (30%). The training 
dataset is normalized using Eqn. (1) and the accuracy of the prediction algorithm (extra tree classifier) is 
established following a 5-fold cross-validation ensemble experiment.  
𝑥𝑛𝑜𝑟𝑚 =
𝑥 − 𝑥𝑚𝑖𝑛/𝑚𝑒𝑎𝑛
𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛/𝑚𝑒𝑎𝑛
                                                                   (1) 
here x is the original value of the feature, xnorm is the normalized value, xmax is the maximum value, xmin/mean 
is the minimum or mean value. 
 It should be noted that normalization is vital for standardizing the explanatory features, which could 
be several times bigger than each other. Using cross-validation helps to assess the performance of the 
algorithm because of the ability to determine the accuracy of different sections of the data. The accuracy of 
the model developed with the training dataset is verified on the testing data, which has not been exposed to 
the model after normalizing the data. This model can now be used to establish the fall risk scores of future 
patients admitted to the hospital by using the demographic, psychosocial and clinical services information 
to establish the level of predisposition of the patients to falls on admission. 
Fall risk modelling with Extra Tree Classifier 
 The whole idea of bootstrapping and bagging in ensemble modelling is to properly represent the 
minority classes in a sample and facilitate better results of balanced classes (Bader-El-Den 2019). 
Unfortunately, this feat has not been achieved despite many decision tree classifiers and their modifications. 
Some of these decision tree models combine voting of different classifiers using bagging to address the 
minority classes with limited success that led to other techniques such as weighted and under-sampling 
strategies of classes. The randomization of some boosted modelling techniques has created increased bias 
and variances culminating in computational inefficiencies, and under/over-representation of classes that 
did less to optimize accuracies. 
 To facilitate better tree-splitting nodes with cut-off points that utilized the entire learning procedure 
of the samples instead of bootstrapping, extra tree classifier was introduced (Geurts et al. 2006, Marée et 
al. 2013). Extra tree algorithm reduces the variance experienced by other decision tree algorithms via full 
randomization of the cut-off points but also suffers from the class imbalance problem. This increases the 
likelihood of the existence of minority classes in the learning process following the tree growing and pruning 
progression. To ensure that the classes are balanced, SMOTE is introduced in this work while harnessing 
the split optimization efficiencies of extra tree classifiers to ensure the improved accuracy of the 
classification at limited time. The technique for falls-related risk estimation using SMOTE enhanced extra 
tree classifier is shown in algorithm 1. 
 
Algorithm 1: Extra tress classifier with SMOTE balancing algorithm for fall risk classification 
1. Input patients clinical and psychosocial data φ: 𝜑 = {𝑋𝑖 , 𝑌𝑖}𝑖=1
𝑛  , n is the number of samples, X is the 
patients' input features given by X={x1, x2, . . .,xd}, d is the number of features, Y is the fall risk score 
classes represented as Y={y1, y2, . . .,yn} 
2. Balance the fall risk scores with SMOTE 
- Determine the minority (mni) and majority classes(mma) 
- Estimate the data size (sz) to generate for the minority classes to match the majority class per 
Eqn. (2). 
𝑠𝑧 = 𝑚𝑚𝑎 − 𝑚𝑚𝑖                                     (2) 
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- Generate the sz synthetic classes following the KNN of the majority class 
3. Determine important features by computing: 
- variance inflation factor(vif) per Eqn. (3)., R2 is the square of the Spearman rank correlation 
coefficient. 
𝑣𝑖𝑓 =
1
1 − 𝑅2
                                            (3) 
- establish significant features using the Tobit model 
4. Implement extra tree classification 
- Grow T randomized trees 
- Split tree internal nodes following a discretization threshold τ for v vectors of the features using 
h base classifiers per Eqn. (4) (Marée et al. 2013). 
ℎ{𝑣, (𝑖, 𝜏)} = [𝑋𝑖 , < 𝜏] 
𝑖(1 ≤ 𝑖 ≤ 𝑑), 𝜏 ∈ ℝ
                          (4) 
- Stop growing tree branches when the feature vector is a constant of the features at the node is 
less than 2. 
Experiment 
 The patients’ records described previously in this study is used to test the extra tree classifier to 
ascertain the accuracy of the model. The training dataset, which comprises of 70% of the record was used 
for training and cross-validation using a 5-fold ensemble, and the testing dataset that represents the 
remaining data was used to test the accuracy of the model. To further validate the performance of the ETC, 
other well-known classification algorithms such as ridge model, quadratic discriminant analysis, support 
vector machine, linear discriminant analysis, artificial neural network, logistics regression classifier, and 
decision tree were also tested. It is important to note that these algorithms have been used predominantly 
in clustering and classifications in both health industry and other fields hence should be very useful for this 
comparison. The accuracy was determined with the F1_score by computing the precision (positive and 
negative predictive values), and recall (sensitivity) using the true positive (TP), false negative (specificity) 
(FN) and false positive (FP). 
Results 
The summary of the patients’ characteristics, clinical conditions and the p-value of the parameters used 
for the modelling is shown in Table 1. Due to the limited sizes of fall risk scores 6 and 7, the scores were 
merged as score 6 in the final model. The significant parameters (p-value ≤ 0.05) were used in the final 
model if they are not multicollinear.  
 
Demographic information Psychosocial conditions 
Parameter Mean ±SD P value Conditions Total (%) P value 
Age(years) 48.59±22.08 5.52E-09 Infectious diseases 0.59% 2.18E-01 
Weight(Kg) 79.81±25.56 8.73E-03 Multi sclerosis & motor neuron 0.69% 3.25E-07 
Height(cm) 168.46±12.98 1.30E-19 Current smoker 24.06% 1.06E-35 
Body Mass Index  27.96±8.03 6.74E-05 Alcohol 51.28% 2.39E-26 
Length of stay(days) 6.53±11.89 6.21E-09 limited jaw movement 1.68% 6.31E-02 
Clinical services fall during current admission 1.78% 1.89E-23 
Service Total (%) P value multi residual bacteria history 1.88% 1.64E-01 
Immunology and Allergy 0.20% 6.42E-05 epilepsy & seizures 2.77% 2.18E-32 
Rheumatology 0.20% 8.53E-03 Stroke 3.56% 6.51E-05 
Endocrinology 0.30% 3.28E-02 Speech & swallowing difficulties 3.76% 5.03E-05 
Infectious Diseases 0.40% 4.19E-02 kidney disease 4.95% 2.52E-09 
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Pain Management 0.40% 8.14E-02 short term memory loss 5.25% 3.00E-01 
Geriatrics 0.59% 5.01E-08 prostate problems 5.74% 4.22E-14 
Respiratory 0.59% 3.01E-02 blood clotting problems 6.04% 3.64E-05 
EE General Medical Unit 0.69% 2.95E-03 Diabetes 8.22% 3.69E-49 
Otolaryngology 0.79% 1.45E-01 prosthesis 10.30% 1.35E-05 
Nephrology 0.89% 5.00E-01 bladder problems & incontinence 10.40% 5.89E-13 
Paediatric Medicine 0.99% 1.10E-03 heart problems 11.58% 5.35E-03 
Hospital in the Home 1.09% 1.05E-01 current wounds & skin breaks 11.78% 1.39E-05 
Cardiothoracic Surgery 1.58% 7.88E-02 physical disability & mobility problems 15.64% 4.23E-47 
Neurology 1.68% 8.96E-01 arthritis 16.04% 1.16E-04 
Oral & Maxillofacial 1.78% 2.95E-02 breathing problems 16.14% 8.23E-65 
Vascular Surgery 2.18% 1.55E-01 migraines motion sickness 16.63% 7.63E-04 
Clinical Haematology 2.28% 7.92E-01 asthma 17.13% 6.28E-01 
Gastroenterology 2.28% 2.19E-05 bowel bleeding/constipation & diarrhea 17.33% 6.26E-01 
Neurosurgery 2.67% 1.85E-01 psychiatric problems 19.31% 9.05E-07 
Plastic Surgery 4.65% 1.38E-04 indigestion reflux 21.19% 1.16E-07 
General Medicine 6.83% 1.12E-06 cancer 22.18% 1.94E-02 
Medical Oncology 7.82% 5.06E-05 vaccination for chickenpox 24.36% 5.57E-04 
Urology 7.92% 1.46E-07 neck & back problems 24.55% 3.28E-07 
Gynaecology 11.09% 4.75E-08 impaired vision & hearing 25.54% 9.56E-03 
Orthopaedic Surgery 11.78% 6.88E-01 High and low blood pressure 27.82% 6.45E-15 
General Surgery 22.87% 1.07E-03 Dementia 1.49% 2.71E-01 
Fall risk scores of the patients on admission 
Risk score 0 1 2 3 4 5 6 7 
Total (%) 69.23 12.33 6.11 5.52 2.27 0.69 0.49 0.20 
NB: Total (%) represents the percentage of patients subjected to a given condition or treated in a given unit; SD is the standard deviation 
Table 1: Summary of the clinical and psychosocial conditions used for the modelling fall 
risk on admission 
 
Table 2 and Figure 2 compared the ETC prediction results of the patients with other tested 
algorithms. ETC performed better than the other models by a margin of 7.12% - 57.37% when the mean 
accuracy is taken into consideration (Table 2), the performance of ETC shows a more consistent trend across 
the various sections of the data. Figure 2 indicates that the spread of the accuracy scores of ETC is smaller 
than those of the other algorithms. This information indicates how close the prediction errors across the 5 
sections of the data are to each other. This further enforces the acceptability of ETC as a better prediction 
algorithm than others. 
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Figure 2: Boxplot showing the spread and the mean values of the modelling accuracy for 5-
fold cross-validation of the algorithms - K Nearest Neighbour(KNN), Linear Discriminant 
Analysis(LDA), Artificial Neural Network (ANN), Logistics Regression (LR), Decision Tree 
Classifier (DTC) and Extra Tree Classifier (ETC), Support Vector Machine (SVM), Quadratic 
Discriminant Analysis (QDA), and Ridge Model (RCV) 
The accuracy of the models as measured with the test dataset is shown in Table 3. ETC predicted 
the test data accuracy with 3.63% - 39.32% less error than the other algorithms. The ETC predictive 
algorithm has a recall of 96.76% that is 3.77% - 64.71% better than the recall of the other tested algorithm 
hence, the true positive rate of predicting patients’ risk of fall status on admission will be estimated to an 
error level of 3.24%.Similarly,the precision, which shows the positive predictive values of patients who are 
at various risk categories is determined to 96.74% accuracy. This value is 3.8% - 69.46% better than the 
prediction of the other algorithms.  
 
 
 
Algorithm Acronym fold 1 fold2 fold3 fold4 fold5 Mean Std. 
K Nearest Neighbour KNN 0.8427 0.8843 0.8897 0.8822 0.8895 0.8777 0.0177 
Linear Discriminant Analysis LDA 0.6112 0.6004 0.6311 0.6467 0.6178 0.6214 0.0161 
Artificial Neural Network ANN 0.9114 0.8861 0.8987 0.8804 0.8714 0.8896 0.014 
Logistics regression LR 0.7034 0.7089 0.7197 0.7446 0.7319 0.7217 0.015 
Decision Tree Classifier DTC 0.8264 0.8083 0.8101 0.8098 0.8043 0.8118 0.0076 
Extra tree classifier ETC 0.9512 0.9602 0.9548 0.9511 0.9475 0.9529 0.0043 
Support Vector Machine SVM 0.8843 0.8770 0.9005 0.8931 0.8804 0.8871 0.0086 
Quadratic Discriminant Analysis QDA 0.6600 0.6040 0.6582 0.6703 0.6540 0.6493 0.0233 
Ridge model RCV 0.5986 0.5787 0.6275 0.6286 0.5942 0.6055 0.0196 
Table 2: 5-fold cross-validation accuracy of fall risk scores on admission (bold* represents the most 
accurate) 
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Algorithm Acronym Precision Recall F1_score Accuracy 
K Nearest Neighbour KNN 0.8893 0.8933 0.8876 0.8933 
Linear Discriminant Analysis LDA 0.6075 0.6117 0.6042 0.6117 
Artificial Neural Network ANN 0.9320 0.9325 0.9320 0.9325 
Logistics regression LR 0.7170 0.7245 0.7145 0.7245 
Decision Tree Classifier DTC 0.8595 0.8589 0.8581 0.8589 
Extra tree classifier ETC 0.9674 0.9676 0.9674 0.9676 
Support Vector Machine SVM 0.9115 0.9075 0.9082 0.9075 
Quadratic Discriminant 
Analysis 
QDA 0.8170 0.6651 0.6432 0.6651 
Ridge model RCV 0.5709 0.5874 0.5528 0.5874 
Table 3: Accuracy of test data prediction for fall risk on admission 
Implications for policy and procedures 
 Providing a superior patient experience coupled with high value care is essential in today’s healthcare 
environment. One important area in this regard is concerned with the reduction of falls on admission. When 
a patient experiences a fall in an acute care context, it retracts from the patient’s experience and has far 
reaching consequences including increasing the length of stay. We addressed this priority by investigating 
how we can leverage existing analytics techniques to better predict falls risk in acute care context. 
 We have demonstrated the capabilities of machine learning algorithms in predicting patients' risk of 
falls in acute care hospitalization using the fall risk scores and the clinical and psychosocial characteristics 
of the patients. The class balanced extra tree classifier used in this study made it possible to develop a 
framework for determining patients’ susceptibility to falls on admission by using their intrinsic and clinical 
conditions. The 96.76% estimation accuracy of this algorithm makes it a good tool for determining the level 
of fall vulnerability of patients in acute care hospitals. As such, providing vital information for appropriate 
resources allocation amongst the patients. Thus, giving room for a multidisciplinary approach to risk 
management and mitigation can be fostered (Taylor & Hignett 2016) to ensure timeliness of operations, 
target orientated and individual centered interventions, and cost savings. There is also the likelihood of 
using the information from patients’ fall risk levels and their health conditions for designing and developing 
mitigation strategies. Hence, enabling clinicians to prioritize health intervention strategies and improve 
wellness in the community.   
 When high fall risk vulnerable patients are managed adequately, the tendency of developing more 
complications relating to fall injuries is reduced. Thus, minimizing the cost that may be associated with fall 
injuries attributed to extra length of hospital stay, preventing other psychological traumas and death.  
Research limitations  
We intend to enhance the robustness of this study by further exploring more clinical records to 
develop an encompassing model that will capture varieties of patients’ conditions. There is also the need to 
replicate this study with information from different hospitals to develop a more standardized model that 
will be used across the board with limited bias. Furthermore, a model with an enhanced utilization can be 
developed in future by considering other machine learning algorithms to foster enhanced accuracy of the 
fall risk prediction. 
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