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Abstract
This paper studies the well-posedness of a class of non-autonomous neutral control systems in Banach
spaces. We prove that such systems are represented by absolutely regular non-autonomous linear systems
in the sense of Schnaubelt [R. Schnaubelt, Feedback for non-autonomous regular linear systems, SIAM J.
Control Optim. 41 (2002) 1141–1165]. This paper can be considered as the non-autonomous version of the
work presented in [H. Bounit, S. Hadd, Regular linear systems governed by neutral FDEs, J. Math. Anal.
Appl. 320 (2006) 836–858].
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1. Introduction
In recent years, many authors are interested in introducing a realization theory for non-
autonomous control linear systems parallel to that already existed for infinite-dimensional well-
posed and regular autonomous linear system [5,14,17–19]. The first results in this way have been
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498 A. Elharfi et al. / J. Math. Anal. Appl. 323 (2006) 497–512obtained by Hinrichsen and Pritchard [10], Jacob [11], Jacob et al. [12]. Recently, Schnaubelt
[15] have carefully combined the approach introduced by the aforementioned authors with some
of Weiss’s ideas and then obtained a realization theory for non-autonomous linear systems some-
what similar to that obtained by Weiss [19]. The difference between the autonomous case and
the non-autonomous one consists in the level of the lake of the extrapolation theory for evolution
families and the fact that there is no unifying theory for non-autonomous Cauchy problems. Thus
one cannot argument using transfer functions for non-autonomous systems, which is replaced by
an approximation technique [15].
More recently, Hadd [7], Hadd, Rhandi and Schnaubelt [9] have showed that non-autonomous
systems with state, input and output delays are reformulated as absolutely non-autonomous reg-
ular systems in product state spaces. Furthermore, it is shown in [7] that non-autonomous delay
systems possess somehow a similar representation as for autonomous delay control systems [8],
using the concept of Lebesgue extensions.
In the current work, we combine the approach introduced in [7] with the feedback theory
for non-autonomous linear systems developed by Schnaubelt [15] to prove that neutral non-
autonomous control systems that can be described in the form
∂
∂t
[
D(t)xt −N(t)ut
]= A(t)[D(t)xt −N(t)ut ]+L(t)xt +K(t)ut ,
lim
t→s
[
D(t)xt −N(t)ut
]= η, xs = ϕ, us = ξ, (1)
y(t) = C(t)xt +G(t)ut , t  s  0, (2)
can be also reformulated as absolutely regular non-autonomous linear systems in product state
spaces. Here A(t) are linear (unbounded) operators on a Banach (state) space X satisfying Ac-
quistapace and Terreni assumptions (i.e., the parabolic case, see [2]). The difference operators
are atomic at zero, i.e., D(t)ψ = ψ(0)−D(t)ψ for X-valued continuous functions ψ on [−r,0].
In addition, we assume that⎧⎪⎪⎨
⎪⎪⎩
D(t)xt =
∫ 0
−r dd(t, s)x(t + s), N(t)ut =
∫ 0
−r dn(t, s)u(t + s),
L(t)xt =
∫ 0
−r d(t, s)x(t + s), K(t)ut =
∫ 0
−r dk(t, s)u(t + s),
C(t)xt =
∫ 0
−r dc(t, s)x(t + s), G(t)ut =
∫ 0
−r dg(t, s)u(t + s), t  0, (3)
for operators-valued functions s → d(t, s), (t, s) ∈ L(X), s → n(t, s), k(t, s) ∈ L(U,X), s →
c(t, s) ∈ L(X,Y ) and s → g(t, s) ∈ L(U,Y ) of bounded variation, where U is a (control) Banach
space and Y is a (observation) Banach space.
In the autonomous case, i.e., when A(t) ≡ A for any t  0 and all operators in (3) are in-
dependent of time Salamon [13] has proved that the neural system (1)–(2) is well posed in the
Salamon’s sense (i.e., as a boundary control system with smooth initial condition and inputs).
Furthermore, recently we have proved in [3] that such autonomous systems are regular in Weiss’s
sense [18,19]. In the current paper, we present an approach somehow similar to [3].
This paper is arranged as follows. The feedback theory of (absolutely) regular non-
autonomous linear systems [15] considered along this paper is recalled in the first part of
Section 2, while the second part of this latter is devoted to an useful class of those non-
autonomous systems, namely the boundary non-autonomous systems associated with the left
shift semigroup [7]. In Section 3, we have summarized from [7,9] the approach which brings
non-autonomous systems with input and output delays in the line with the standard theory re-
called in Section 2. In Section 4, we prove the main result of this paper which says that under
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non-autonomous one. Here we have explicitly given the state trajectory of (1) and showed a
representation of the output function (2) in terms of Lebesgue extensions of the delay operators
C(t) and G(t).
2. Background on regular non-autonomous linear systems
In this section, we recall the concept of non-autonomous regular systems (see [15]). Moreover,
we shall see the non-autonomous realization of the delay line which will plays a crucial role in
the next sections (see [7] for more details).
For Banach spaces E and F , we denote by L(E,F ) the space of linear bounded operators
from E to F, where we set L(E,E) := L(E). Moreover, L2loc(J,E) is the space of all functions
φ :J → E locally 2-integrable endowed with the usual Fréchet topology, where J ⊂ R is a closed
interval.
2.1. Regular non-autonomous linear systems
Throughout this paper X,U,Y are Banach spaces.
A (strongly continuous) evolution family on X is a set T = {T (t, s): t  s  0} ⊂ L(X) such
that
(i) T (t, s) = T (t, ρ)T (ρ, s), T (s, s) = IX,
(ii) for each x ∈ X the map (t, s) → T (t, s)x is continuous, and
(iii) ‖T (t, s)‖Meω(t−s)
for all t  ρ  s  0 and constants M  1, ω ∈ R.
For more details on evolution families and theirs connections with differential operators we
refer to [4], [6, Chapter VI.9] and [16]. However, we are concerned here with the notion of evo-
lution families rather than that of evolution equations involving concrete differential operators.
For an evolution family T , we set
(
K
T
s f
)
(t) :=
t∫
s
T (t, τ )f (τ ) dτ
for all t  s  0 and f ∈ L2loc([s,∞),X).
The pair (T ,Φ) := (T , {Φ(t, s): t  s  0}) is called a non-autonomous control system
(on X,U ) if Φ(t, s) :L2loc([s,∞),U) → X, t  s  0, are linear operators such that
Φ(t, s)u = Φ(t, ρ)(u|[ρ,∞))+ T (t, ρ)Φ(ρ, s)u, t  ρ  s  0,∥∥Φ(t, s)u∥∥
X
 β‖u‖L2([s,t],U), 0 t − s  t0, (4)
for u ∈ L2loc([s,∞),U), t0 > 0, and constant β = β(t0) > 0.
Let s  0, u ∈ L2loc([s,∞),U). Then the function x : [s,∞) → X defined by x(s) = η and
x(t) = T (t, s)η +Φ(t, s)u, t  s, (5)
is called the state trajectory of the control system (T ,Φ).
Let Ψ (s) :X → L2 ([s,∞), Y ), s  0, be linear operators satisfyingloc
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s+t0∫
s
∥∥(Ψ (s)η)(t)∥∥2 dt  γ 2‖η‖2 (6)
for t  s  0, η ∈ X, t0 > 0, and constant γ = γ (t0) > 0. In this case we say that (T ,Ψ ) :=
(T , {Ψ (s), s  0}) is a non-autonomous observation system (on X,Y ).
For linear operators C(s) :D(C(s)) ⊆ X → Y , s  0, we define the set
Ds
(
C(·)) := {f ∈ L2loc([s,∞),X): f (t) ∈ D(C(t)) for a.e. t  s,
C(·)f (·) ∈ L2loc
([s,∞), Y )}.
Let C(s) :D(C(s)) ⊆ X → Y , s  0, be densely defined linear operators such that T (·, s)η ∈
Ds(C(·)) and
s+t0∫
s
∥∥C(t)T (t, s)η∥∥2 dt  γ 2‖η‖2
for s  0, t0 > 0, η ∈ D(C(s)), and a constant γ = γ (t0) > 0. Then we say that C(s), s  0, are
admissible observation operators for T . Note that the admissibility of C(t) for T implies that
the mapping
Ψ (s) :D
(
C(s)
)→ L2loc([s,∞), Y ), Ψ (s)η := C(·)T (·, s)η, s  0, (7)
possess unique extensions (again denoted by Ψ (s)) to linear continuous operators from X to
L2loc([s,∞), Y ) which yield a non-autonomous observation system, see [15, Lemma 2.5].
Conversely, let (T ,Ψ ) be a non-autonomous observation system and s  0. We define the
operators
D
(
C˜(s)
) :=
{
η ∈ X: lim
τ↘0
1
τ
s+τ∫
s
(
Ψ (s)η
)
(σ ) dσ exists in Y
}
,
C˜(s)η := lim
τ↘0
1
τ
s+τ∫
s
(
Ψ (s)η
)
(σ ) dσ. (8)
We say that C˜(·) represent (T ,Ψ ); or that C˜(t) are the Lebesgue extensions of C(t) with respect
to T if Ψ (s) is given by (7).
The following result will be used constantly throughout this paper (see [15, Theorem 2.7]).
Theorem 1. Let (T ,Ψ ) be a non-autonomous observation system on X, Y . Let C˜(t), t  0, be
defined as in (8). Then T (·, s)η ∈Ds(C˜(·)) and Ψ (s)η = C˜(·)T (·, s)η for s  0 and η ∈ X.
Let (T ,Φ) and (T ,Ψ ) be non-autonomous control and observation systems. If there are linear
operators F(s) :L2loc([s,∞),U) → L2loc([s,∞), Y ) satisfying
F(s)u = Ψ (t)Φ(t, s)u+ F(t)(u|[t,∞)) on [t,∞), (9)∥∥F(s)u∥∥ 2  κ‖u‖L2([s,s+t ],U) (10)L ([s,s+t0],Y ) 0
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is called a well-posed non-autonomous system (on X,U,Y ) with input–output operators F(s).
We note that F(s)u = 0 on [s, t] and F(s)u = F(t)(u|[t,∞)) on [t,∞) is u vanishes on [s, t].
Then one defines the following restrictions
F(s)|[s, t] =: F(t, s) :L2([s, t],U)→ L2([s, t], Y ), t  s  0.
Let Σ = (T ,Φ,Ψ,F) be a well-posed non-autonomous system with state trajectory
x : [s,∞) → X
(see (5)) and control function u ∈ L2([s,∞),U) for initial time s  0. In the rest of this section
we assume that Ψ is given by non-autonomous admissible observation operators C(t) as in (7),
so we denote by C˜(t) the Lebesgue extensions of C(t) with respect to T . We now consider the
system
(CS)
{
x(t) = T (t, s)η +Φ(t, s)u, t  s  0,
y(t) = C(t)x(t),
We say that y is the observation function of (CS) (or Σ ). When η = 0, the operators F(s) relate
the input u to the output y. Since C(t) are unbounded operators then y(t) has a sense only if F(t)
satisfy additional regularity properties.
A well-posed non-autonomous linear system (T ,Φ,Ψ,F) is called regular (with feedthrough
D = 0) if
Y − lim
τ↘0
1
τ
t+τ∫
t
(
F(t)uz
)
(σ ) dσ = 0
and absolutely regular if
lim
τ↘0
1
τ
t+τ∫
t
∥∥(F(t)uz)(σ )∥∥2Y dσ = 0
for t  0 and z ∈ U , where uz(s) := z for s  0. We note that the absolute regularity implies the
regularity of Σ .
The following result is a consequence of Theorem 1 and [15, Theorem 3.11].
Theorem 2. Let Σ = (T ,Φ,Ψ,F) be a regular non-autonomous system, represented by C˜(t)
with state trajectory x, control function u and observation function y. The following assertions
hold.
(i) Φ(·, s)u ∈Ds(C˜(·)) for s  0.
(ii) x(t) ∈ D(C˜(t)) for a.e. t  s  0.
(iii) y = Ψ (s)η + F(s)u for s  0.
(iv) y(t) = C˜(t)x(t) for a.e. t  s  0.
Definition 3. Let Σ = (T ,Φ,Ψ,F) be a well-posed non-autonomous system. We call Δ(·) ∈
L∞(R+,Ls(Y,U)) (the space of essentially bounded and strongly measurable operator func-
tions) an admissible feedback for Σ if there exists t0 > 0 such that the operators
IY − F(s + t0, s)Δ(·), s  0,
have uniformly bounded inverses on L2([s, s + t0], Y ).
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loop system ΣΔ for Σ and Δ(·) exists, and it is also absolutely regular. Moreover, we have
several formulas relating the open-loop and closed-loop system. To put the formulas in a concise
form, we define the operators Ψ (t, s)x := (Ψsx)|[s,t] and
Σ(t, s) :=
(
T (t, s) Φ(t, s)
Ψ (t, s) F(t, s)
)
:X ×Lp([s, t],U)→ X ×Lp([s, t], Y ) (11)
for t  s  0. Then it holds
ΣΔ(t, s)−Σ(t, s) = Σ(t, s)
(0 0
0 Δ(·)
)
ΣΔ(t, s)
= ΣΔ(t, s)
(0 0
0 Δ(·)
)
Σ(t, s). (12)
These facts are shown in Theorem 4.4 and Proposition 5.1 of [15], where one can find further
results on the relations ship between Σ and ΣΔ.
2.2. The non-autonomous delay line realization
Let E be a Banach space and r > 0 be a fixed real number. We define the maximal operator
QmEψ = ψ ′ with D
(
QmE
) := W 1,2([−r,0],E).
We now consider the boundary control problem
f˙ (t, ·) = QmEf (t, ·), f (s, ·) = ζ, t  s  0,
f (t,0) = v(t), t  s  0, (13)
where v ∈ L2([s,∞),E) is the control at the boundary. For initial condition ζ ∈ W 1,2([−r,0],E)
and input v ∈ W 1,2loc ([s − r,∞),E) with v(τ) = ζ(τ − s) for τ ∈ [s − r, s], the boundary control
problem (13) has a unique (classical) solution
f ∈ C([s,∞),W 1,2([−r,0],E))∩C1([s,∞),L2([−r,0],E)),
see Salamon [14]. Moreover, this solution coincides with the input segment
f (t, τ ; ζ, v) = v(t + τ) := vt (τ ) for t  0 and τ ∈ [−r,0].
Now in order to reformulate (13) as a distributed control equation we introduce the following
operator
QEψ := ψ ′ for ψ ∈D(QE) :=
{
ψ ∈ W 1,2([−r,0],E): ψ(0) = 0}.
It is known that QE generates the left shift semigroup SE on L2([−r,0],E) defined by(
SE(t)ψ
)
(θ) := 1[−r,0](t + θ)ψ(t + θ), ψ ∈ L2
([−r,0],E), t  0, θ ∈ [−r,0].
Here the symbol 1J denotes the constant function equals to one in the interval J ⊂ R and zero
otherwise.
We set SE(t, s) := SE(t − s) for t  s  0. Then SE := (SE(t, s))ts0 is a strongly
continuous evolution family on L2([−r,0],E). Clearly, for s  0, ζ ∈ L2([−r,0],E) and
v ∈ L2 ([s − r,∞),E) with vs = ζ ,loc
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where Φ(t, s) :L2([s,∞),E) → L2([−r,0],E) are the linear operators defined by
(
ΦE(t, s)v
)
(θ) :=
{
u(t + θ), θ > s − t,
0, θ  s − t. (15)
Moreover, a short computation shows that (SE,ΦE) is a non-autonomous control system on
L2([−r,0],E),E. Thus, due to (14), the input segment vt is the state trajectory of this latter.
This shows that the boundary control problem (13) is entirely determined by the distributed
control system (SE,ΦE).
Next, we deal with a class of non-autonomous observations operators for the control system
(SE,ΦE). To this purpose, let us introduce the linear operators
P(t)ψ =
0∫
−r
dp(t, θ)ψ(θ), ψ ∈ C([−r,0],E), t  0, (16)
where p(t, ·) : [−r,0] → L(E,F ) are of bounded variation function for t  0 and a Banach
space F , i.e., for each t  0 the total variation of p(t, ·),
Var
(
p(t, ·))0−r := sup
{
N∑
j=1
∥∥p(t, sj )− p(t, sj−1)∥∥: 0 = s0 < s1 < · · · < sN = −r, N ∈ N
}
on [−r,0] is finite. We denote p(t, ·) ∈ BV ([−r,0],L(E,E)). In addition, p(t, ·) are nor-
malized throughout this paper by the requirements p(t,−r) = 0 and that p(t, ·) is left-
continuous on [−r,0]. Hence, extending p(t, ·) ∈ BV ([−r,0],L(E,E)) by 0 to (−∞,0], p(t, ·)
can be also considered as an element of BV ((−∞,0],L(E,E)). (This space is defined as
BV ([−r,0],L(E,E)).)
We now as in [9] we introduce the following assumption:
(H) The function R+ × [−r,0]  (t, θ) → p(t, θ) ∈ L(E,F ) is strongly measurable in θ and
strongly continuous in t, such that p(t, ·) ∈ BV ([−r,0],L(E,F )) with total variation
μp(t, ·) := Var(p(t, ·))−r0  cp < +∞ for all t  0 and supt μp(t, [−σ,0]) → 0 as σ → 0.
Moreover,
α∫
0
∥∥p(s + t, θ ′ − t)− p(s + t, θ − t)∥∥dt  c′p|θ ′ − θ |,
where c′p = c′p(α0), 0 < α  α0, θ ′, θ ∈ [−r,0] and s  0.
The following result is proved in [9].
Lemma 4. Let the kernel p(·,·) satisfies (H). Then for ψ ∈ C([−r,0],E) with ψ(0) = 0 we have
s+α∫
s
∥∥P(t)SE(t, s)ψ∥∥2 dt  c‖ψ‖22
for 0 < α  1, s  0, and a constant c > 0. Thus there exist the Lebesgue extensions P˜ (t), t  0,
of P(t) with respect to SE .
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represented by P˜ (·) (see Theorem 1).
We define the spaces of ‘smooth inputs’ by
W
1,2
s,loc
([s,∞),E) := {v ∈ W 1,ploc ([s,∞),E): v(s) = 0}, s  0.
Since v ∈ W 1,2s,loc([s,∞),E) the function vt (·;0, v) = ΦE(t, s)v, t  s  0, is exactly the clas-
sical solution of boundary control system (13) then ΦE(·, s)v ∈ C([s,∞),W 1,p([−r,0],E)). We
thus define the linear operators
FP (s)v = P(·)ΦE(·, s)v for v ∈ W 1,2s,loc
([s,∞),E), s  0.
We have shown in [7] that the condition (H) implies∥∥FP (s)v∥∥L2([s,s+τ ],F )  cpc′p‖v‖L2([s,s+τ ],E) (17)
for s, τ  0 and u ∈ W 1,2s,loc([s,∞),E).
The following result is proved in [7].
Theorem 5. Assume that p(·,·) satisfies (H). Then ΣE,P = (SE,ΦE,ΨP ,FP ) is an absolutely
regular non-autonomous system on L2([−r,0],E),E,F . Furthermore, if v is the control
function of ΣE,P then the input segment vt is the state trajectory of ΣE,P which satisfies
v• ∈Ds(P˜ (·)) for s  0. Moreover, the output function of ΣE,P satisfies the representation
y(t) = P˜ (t)vt for almost every t  s  0. For smooth input v ∈ W 1,2s,loc([s,∞),E) the outputfunction y satisfies y(t) = P(t)vt for t  s  0.
3. Non-autonomous system with input and output delays
In this section we recall some fact about non-autonomous systems with delays in input and
output variables (see [7,9] for more details). As we will see in the next section such systems are
very useful if one wants to investigate neutral non-autonomous systems.
Let us start with the following inhomogeneous Cauchy problem
z˙(t) = A(t)z(t)+ h(t), t  s  0, z(s) = η (18)
for t  s  0 and h ∈ L2loc([s,∞),X), where A(t), t  0, are linear (unbounded) operators
satisfying the Acquistapace and Terreni assumptions (see [2]):
(AT1) A(t), t  0, are linear operators on a Banach space X with dense domains D(A(t))
and there are constants β  0, α ∈ R, and φ ∈ (π/2,π) such that λ ∈ ρ(A(t)) and
‖R(λ,A(t))‖ β(1 + |λ− α|)−1 for λ ∈ Σ(φ,α) and t  s  0.
(AT1) There are constants κ  0 and μ,ν ∈ (0,1] with μ+ ν > 1 such that
|λ|ν∥∥Aα(t)R(λ,Aα(t))(Aα(t)−1 −Aα(t ′)−1)∥∥ κ|t − t ′|μ
for Aα(t) := A(t)− α, t, t ′  s  0, and |argλ| φ.
Here we set Σ(φ,α) = {α} ∪ {λ ∈ C \ {α}: |arg(λ− α)| φ}. If (AT1) and (AT2) hold, then we
say that (AT) is satisfied and (18) is a parabolic equation. With these condition (18) is called a
parabolic equation.
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T := (T (t, s))ts0 on X such that T (t, s)X ⊆ D(A(t)) for t > s (see [1,2]).
If A(t) satisfy (AT) then the function z : [s,∞) → X,
z(t) = T (t, s)η +
t∫
s
T (t, σ )h(σ )dσ, t  s  0, (19)
for η ∈ X and h ∈ L2loc([s,∞),X) is called the mild solution of (18). For more details and refer-
ences on the existence of the formula (19) we refer to [16].
Let us now deal with the solutions of the following input and output delay system
z˙(t) = A(t)z(t)+ P(t)vt , t  s  0,
z(s) = η, vs = ζ, (20)
q(t) = z(t)+W(t)vt , t  s  0, (21)
where A(t) satisfy (AT) and the operators P(t),W(t) ∈ L(C([−r,0],E),X) are given by (16)
with kernels p(·,·) and w(·,·), respectively.
If the kernel p(·,·) satisfies (H) then, by Theorem 5, the function h(t) = P(t)vt , τ  s  0, is
well defined and belongs to L2loc([s,∞),X) for initial condition ζ ∈ D(QE) and smooth input
v ∈ W 1,2s,loc([s,∞),E). In this case Eq. (20) has a unique mild solution.
The following definition can be justified by Theorem 5 (see [7] for more details).
Definition 6. Let (AT) holds and p(·,·) satisfies (H). For initial condition s  0, η ∈ X,
ζ ∈ L2([−r,0],E) and input v ∈ L2([s − r,∞),E) with vs = ζ a function z(·) = z(·; s,
ζ, v) : [s,∞) → X is called generalized solution of (20) if v• ∈Ds(P˜ (·)) and satisfies
z(t) = T (t, s)η +
t∫
s
T (t, σ )P˜ (σ )vσ dσ, t  s  0. (22)
In view of Theorem 5, the mild and generalized solutions of (20) coincide for smooth inputs,
i.e., v ∈ W 1,2s,loc([s,∞),E), s  0.
The following result is proved in [7].
Proposition 7. Let (AT) holds and p(·,·) satisfies (H). Then (20) has a unique generalized solu-
tion which coincides with the mild solution for smooth inputs v.
Now we recall how one can transform (20) into a free delay system (see [9] for more details).
To this purpose, let us introduce the product state space
X := X ×L2([−r,0],E)
endowed with the usual norm ‖(η,ψ)‖ = ‖η‖ + ‖ψ‖2 for (η,ψ) ∈X . Let
R(t, s) :L2
([−r,0],E)→ X, t  s  0,
be the linear bounded operators defined by
R(t, s)ψ =
t∫
T (t, σ )
(
ΨP (s)ψ
)
(σ ) dσ, ψ ∈ L2([−r,0],E), t  s  0.s
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Theorem 2(iii), we obtain(
z(t)
vt
)
= T(t, s)
(
η
ζ
)
+(t, s)v,
(
η
ζ
)
∈X , t  s  0, (23)
where T := (T(t, s))ts0 is the evolution family on X given by
T(t, s) :=
(
T (t, s) R(t, s)
0 SE(t, s)
)
, t  s  0, (24)
and the linear operators (t, s) :L2([s,∞),E) →X are defined by
(t, s)v :=
(∫ t
s
T (t, σ )[FP (s)v](σ ) dσ
ΦE(t, s)v
)
, t  s  0. (25)
It is shown in [9] that (T,) is a non-autonomous control system on X ,E. Thus Eq. (23) gives
the connection between the state trajectory of the input delay equation (20) and that of the con-
trol system (T,). We thus remark that there is a natural connection between the state trajectory
of (T,) and the delay observation equation (21). This motivates as to regard (21) as the ob-
servation equation associated with (T,). Then it is more convenient to introduce the linear
operators
C(t) := [I W(t)] with D(C(t)) := X ×C([−r,0],E), t  s  0. (26)
Since the kernel w(·,·) satisfies (H) then by using Lemma 4 it can be verified that C(t), t  0, are
admissible non-autonomous observation operators for the evolution family T. Then there exist
the Lebesgue extensions C˜(t) of C(t) with respect to T, which satisfy
D(C˜(t))= X × [D(P˜ (t))∩D(W˜ (t))], and C˜(t) = [I W˜ (t)], t  s (27)
(see [7]). Moreover, we denote by (T,) the non-autonomous observation system on X ,X rep-
resented by C˜(·) (see Theorem 1).
By Theorems 2(i), 5, (25) and (27) we get Φ(·, s)v ∈ D(C˜(t)) for any v ∈ L2loc([s,∞),E).
Thus, we can define the following operators
F(s)v := C˜(·)(·, s)v, v ∈ L2loc
([s,∞),E), s  0. (28)
The following theorem can be found in [7, Theorem 5.8].
Theorem 8. Assume that (AT) holds and kernels p(·,·) and w(·,·) satisfy (H). Then  :=
(T,,,F) is an absolutely regular non-autonomous system on X ,E,X. Moreover, for any
control function v ∈ L2loc([s − r,∞),V ) the state trajectory of  is given by (z(t), vt ), where
z(t) satisfies (22). Furthermore, the output function has the following representation
q(t) = z(t)+ W˜ (t)vt , for a.e. t  s  0. (29)
4. Neutral non-autonomous systems
In this section, we show that with some effort a neural non-autonomous system of the form
(1)–(2) can be reformulated as an absolutely regular non-autonomous system. Certainly, the ab-
stract results of the previous sections will play a crucial role in our approach.
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satisfy the condition (H) of Section 2.2.
We first investigate the solution of the system (1). Observe that if we introduce operators
W(t) := [D(t) N(t)], D(W(t))=D(D(t))×D(N(t)), t  0,
P (t) := [L(t) K(t)], D(P(t))=D(L(t))×D(K(t)), t  0,
and the auxiliary state z(t) = x(t)−D(t)xt −N(t)ut for t  s  0, then one can think of (1) as
the system (20)–(21) after an appropriate output feedback law “q(t) = x(t).”
Let SX and SU be the left shift semigroups on L2([−r,0],X) and L2([−r,0],U), respec-
tively. We set E := X × U the new control Banach space. Then the left shift semigroup on
L2([−r,0],E) is just the diagonal semigroup SE(t)(ψ1,ψ2) = (SX(t)ψ1, SU (t)ψ2) for t  0 and
(ψ1,ψ2) ∈ L2([−r,0],E). Now since the delay operators of (1) satisfy the condition (H) then
they are admissible non-autonomous observations operators for the left shift semigroups. Thus,
there exist the Lebesgue extensions D˜(t), L˜(t) and N˜(t), K˜(t) of D(t),L(t) and N(t),K(t) with
respect to the evolution families SX and SU , respectively. Clearly, the operators W(t) and P(t)
are admissible non-autonomous observation operators for SE with Lebesgue extensions
W˜ (t) := [D˜(t) N˜(t)], D(W˜ (t))=D(D˜(t))×D(N˜(t)), t  0,
P˜ (t) := [L˜(t) K˜(t)], D(P˜ (t))=D(L˜(t))×D(K˜(t)), t  0. (30)
Now the following kinds of solutions of (1) can be justified by Definition 6 and some formula
in [7].
Definition 9. Let the initial conditions s  0 and (η,ϕ, ζ ) ∈ X . A generalized solution of the
initial value problem (1) is a triple of functions
z : [s,∞) → X, x : [s − r,∞) → X and u : [s − r,∞) → U
such that:
(i) z is continuous, x• ∈Ds(D˜(·))∩Ds(L˜(·)) and u• ∈Ds(N˜(·))∩Ds(K˜(·)).
(ii) x(t) = ϕ(t − s) and u(t) = ζ(t − s) for almost every t ∈ [s − r, s].
(iii) The triple (z, x,u) satisfies the following integral equation
z(t) = T (t, s)η +
t∫
s
T (t, τ )
[
L˜(t)xτ + K˜(t)uτ
]
dτ, (31)
z(t) = x(t)− D˜(t)xt − N˜(t)ut (32)
for almost every t  s  0.
Due to Proposition 7, the variation of the constants formula (31) is satisfied. Next, we are
looking for the justification of (32), which will implies the existence of the generalized solution of
(1). To this purpose, we will be based on the feedback theory of non-autonomous linear systems
[15, Section 4].
Let  = (T,,,F) be the absolutely regular non-autonomous linear system on X ,E,X
obtained in Theorem 8. We now introduce the following operators
−→
(s) := [(s) 0] and −→F := [F(s) 0], s  0.
508 A. Elharfi et al. / J. Math. Anal. Appl. 323 (2006) 497–512By a short computation it can be verified that (T,−→) is a non-autonomous observation system on
X ,E represented by [C˜(t) 0] (see Theorem 1).
Lemma 10. Assume that (AT) holds and the delay operators of (1) satisfy (H). Then −→ =
(T,,−→,−→F ) is an absolutely regular non-autonomous linear system on X ,E,E. Moreover,
Δ(t) = IE are admissible feedback operators for −→ .
Proof. Obviously, −→ is a well-posed non-autonomous system on X ,E,E and its absolute reg-
ularity of is obtained from that of . We now prove that Δ(t) = IE are admissible feedback
operators for −→ . For this we use a similar technique as in [7]. We will also use the notations of
Section 2.2, in particular the absolute regular linear system associated to the left shift semigroups.
We set
F1(s) = FD(s)+KTs FL(s) and F2(s) = FN(s)+KTs FK(s), s  0.
Then, due to (25), (27), (28) and (30), we obtain
−→F (s) =
(
F1(s) F2(s)
0 0
)
, s  0. (33)
As in [7] and [9], it can be verified that
s+t∫
s
∥∥(FD(s)h)(τ )∥∥2 dτ  t sup
t
(
Var
(
d(t, ·))0−r)2‖h‖2L2([s,s+t],X) (34)
for t  s  0 and h ∈ L2loc([s,∞),X). Thus for a suitable t0 > 0 we have ‖FD(s)‖ < 1 on
L(L2([s, s + t0],X)). This implies again that IX − F1(s) have uniformly bounded inverse in
L(L2([s, s + t1],X)) for some t1 > 0. Thus, due to (33), Δ(t) = IE are admissible feedback
operators for −→ . 
We are now able to prove the existence of the generalized solutions.
Theorem 11. Assume that (AT) holds and the delay operators of (1) satisfy (H). Then the initial
value problem (1) has a unique generalized solution.
Proof. By Lemma 10, −→ = (T,,−→,−→F ) is an absolutely regular non-autonomous linear sys-
tem on X ,E,E with are admissible feedback operators Δ(t) = IE . We thus denote by −→I =
(TI ,I ,
−→
I ,
−→F I ) its associated closed-loop system. Appealing to right upper identity in (12) we
have I = (I + −→F I ). Now let q(t) and v ∈ L2loc([s − r,∞),E) be the observation and the
control function of −→ . We now consider the feedback law
v = (q,0) + vc,
where vc is another suitable input. Thus the state trajectory of −→ with initial condition
(
η
ψ
) ∈ X
is given by
(t) = TI (t, s)
(
η
ψ
)
+I (t, s)vc
= TI (t, s)
(
η
)
+(t, s)(vc + −→F I vc).
ψ
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ψ
)+ −→F I (s)vc , then by (12),
(t) = T(t, s)
(
η
ψ
)
+(t, s)(vc + (q,0)).
We now choose vc = (0, u) and x = q , so that v = (x,u) ∈ L2loc([s,∞),E). Then, due to
(22), (23) and (30), we obtain that
(t) = (z(t), xt , ut)
for t  s  0, where z(t) satisfies (31). Since q is the output function of  then x(t) = q(t) =
C˜(t)(t) = z(t) + D˜(t)xt + N˜(t)ut , due to (27) and (30). Thus (32) is verified as well. This
shows that (z, x,u) is the generalized solution of (1). 
Remark 12. Let the assumption of Theorem 11 be satisfied. Then we have seen in the proof of
this theorem that (1) determine a control non-autonomous system (TI ,I ), on X ,X ×U, with
state trajectory (t) = (z(t), xt , ut ) for t  s  0, where z is given by (31), (32). Moreover, the
input of (TI ,I ) are of the form (0, u) for u ∈ L2([s,∞),U), we thus set
I (t)u :=I (t)
(
0
u
)
for u ∈ L2([s,∞),U).
Thus with this notation one can consider (TI ,I ) as a control system on X ,U .
The rest of this section we deal with a representation of the output function (2). For this we
assume that the delay operators of this equation satisfy (H). Thus there are non-autonomous
admissible observation operators for the evolution families SX and SU . Then there exist the
Lebesgue extensions C˜(t) and G˜(t) of C(t) and G(t) with respect to SX and SU , respectively.
Observe that there is a natural connection between Eq. (2) and the state trajectory of (TI ,I ),
due to Remark 12. In view of Theorem 5 we shall work with the Lebesgue extension of C(t) and
G(t) (because there are similar for smooth input).
We thus introduce the following linear operators
C(t) = [0 C˜(t) G˜(t)], D(C(t))= X ×D(G˜(t))×D(C˜(t)), t  0. (35)
Lemma 13. Assume that (AT) holds and the delay operators in (3) satisfy (H). Then
TI (·, s)
(
η
ψ
)
∈Ds
(
C(·)) for all (η
ψ
)
∈X .
Now if we set
+(s) = C(·)TI (·, s)
(
η
ψ
)
, s  0,
(
η
ψ
)
∈X , (36)
then (TI ,+) is a non-autonomous observation system on X , Y . Furthermore, this system is
represented by C(t).
Proof. Appealing to the left upper identity in (12) we have
TI (·, s) = T(·, s)+(·, s)I (s), s  0. (37)
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(
η
ψ
) ∈X , where ψ = (ϕ, ζ ). By Lemma 4 and Theorem 1 we get
T(·, s)
(
η
ψ
)
∈Ds
(
C(·)).
On the other hand, due to Theorems 5 and 2(i) we have
(·, s)I (s)
(
η
ψ
)
∈Ds
(
C(·)).
This implies the first aim, due to (37). Then the maps +(s) defined by (36) are well defined and
linear bounded from X to L2loc([s,∞), Y ). Moreover, it can be verified that
+(s)
(
η
ψ
)
= ΨC(s)ϕ +ΨG(s)ζ + FC(s)I (s)
(
η
ψ
)
+ FG(s)I (s)
(
η
ψ
)
. (38)
With the above equation one can see that +(s) satisfy (6). This shows the second aim. Using
(34) and (H) one can obtain
lim
t→0
1
t
s+t∫
s
[
FC(s)
I (s)
(
η
ψ
)
+ FG(s)I (s)
(
η
ψ
)]
(τ ) dτ = 0.
Now since ΨC(s) and ΨG(s) are represented by C˜(t) and G˜(t), respectively, due to Lemma 4
and Theorem 1, then by (38) we have
lim
t→0
1
t
s+t∫
s
(
+(s)
(
η
ψ
))
(τ ) dτ = C˜(s)ϕ + G˜(s)ζ
for all
(
η
ψ
) ∈D(C(s)). This ends the proof. 
We end this section by the following main result of this paper which shows that the neu-
tral non-autonomous control system (1)–(2) determines an absolutely regular non-autonomous
system.
Theorem 14. Assume that (AT) holds and the operators in (3) satisfy (H). Then I (·, s)u ∈
Ds(C(·)) for any s  0 and u ∈ L2([s,∞),U). We now set
F+(s)u = C(·)I (·, s)u, s  0, u ∈ L2loc
([s,∞), Y ).
Then + := (TI ,I ,+,F+) is an absolutely regular non-autonomous linear system on
X ,U,Y . For initial conditions s  0 and (η,ϕ, ζ ) ∈X and input u ∈ L2loc([s,∞),U), the state
trajectory of + is the function (t) = (z(t), xt , ut ), t  s, where (z, x,u) is the generalized
solution of (1). The observation of + is the function y represented by
y(t) = C˜(t)xt + G˜(t)ut (39)
for almost every t  s  0.
Proof. We know that I =(I + −→F I ) (see (12)). Thus, I (·, s)u ∈Ds(C(·)) follows by The-
orems 2, 5 and (25). Now by a short computation it can be verified that + is a well-posed
A. Elharfi et al. / J. Math. Anal. Appl. 323 (2006) 497–512 511non-autonomous system on X ,U,Y (see [7] for a similar situation). To show the absolute regu-
larity of + we consider τ ∈ (0,1] and uz(t) = z for t  0 and z ∈ U . Observe, by (25) and (35),
that
F+(s) = FC(s)
(
I + −→F I (s))+ FG(s)(I + −→F I (s)).
Now if we denote by γ1 := supt (Var(c(t, ·))0−r ) and γ2 := supt (Var(g(t, ·))0−r ), then, by (17),
1
τ
s+τ∫
s
∥∥(F+(s)uz)(σ )∥∥2 dσ
 4
τ
s+τ∫
s
∥∥(FC(s)uz)(σ )∥∥2 dσ + 4
τ
s+τ∫
s
∥∥(FG(s)uz)(σ )∥∥2 dσ
+ 4c(γ
2
1 + γ 22 )
τ
s+τ∫
s
∥∥(−→F I (s)uz)(σ )∥∥2 dσ
for a constant c > 0. According to Theorem 5 and Lemma 10 we have
lim
τ↘0
1
τ
s+τ∫
s
∥∥(F+(s)uz)(σ )∥∥2 dσ = 0.
Thus + is absolutely regular. Remark 12 shows that (t) = (z(t), xt , ut ), t  s  0 is the
state trajectory of +, where z(t) satisfies (31)–(32). By Lemma 13 and Theorem 2(iv), the
observation equation satisfies
y(t) = C(t)(t) = C˜(t)xt + G˜(t)ut
for almost every t  s  0. 
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