We present an analytic study of the population dynamics of a two-state system interacting with an external field and subjected to periodic level crossings.
evolution, superpositional trapping, and stepwise evolution. The problem of a two-state system coupled to an external time-dependent field can be met in many areas in physics, such as magnetic resonance [1] [2] [3] , laser-atom interactions [4] , atomic collisions [5] , solid-state physics [6] , in chemistry [7] and even in biology [8] .
Particular attention in the literature has been paid to the problems of a level crossing [1] , non-crossing [2] , adiabatic evolution and non-adiabatic transitions. It is, for instance, well known that in the adiabatic regime, a level crossing leads to large transition probability while the absence of a crossing leads to no transitions. Less obvious is the population dynamics of a two-state system whose interaction with an external time-dependent field leads to repeated and periodic level crossings which produce multiple interference effects.
Periodic level crossings may arise in a number of problems, e.g. two-level atoms interacting with frequency modulated laser light, transitions in a double-well potential due to an external harmonic field, atoms travelling in periodic structures, ions in traps, and mode dynamics in optical cavities. The problem has been a subject of considerable interest in the recent years, particularly in studies on transitions in a double-well potential in solid-state physics [9] [10] [11] , in quantum transport analysis [12] and in optical physics [13, 14] . Amongst the results, we will mention an interesting effect called coherent destruction of tunneling in double-well potential studies [9, 10] , dynamic localization in transport analysis [12] and population trapping in laser-atom physics [14] . It consists of the suppression of transitions and takes place when the ratio between the modulation amplitude A and the modulation frequency ω is equal to a zero of the Bessel function J 0 (z) with the proviso that the modulation frequency ω is much larger than the coupling Ω. Attention has also been paid to the effect of dissipation on the population dynamics by using numerical methods [11, 13, 14] and simple approximate analytic models in the limit of strong dissipation [11, 13] . In this latter case, a simplification arises from the loss of coherence between the crossings.
In this paper, we study analytically the population dynamics of a two-state system subjected to periodic level crossings by an external field in the absence of dissipation, that is, in the fully coherent limit. To be specific, we will use the quantum optical terminology appropriate to a two level atom coupled to frequency modulated light. The paper is organized as follows. In Sec. II, we introduce the model and give the approximate solutions in two particular limiting cases: that of small coupling and in the adiabatic limit. In Sec. III, we make use of a new evolution matrix approach to calculate the excited-state population at the crossings (the nodes) and at the antinodes in terms of only two parameters: the transition probability p for a quarter period from a crossing to an antinode, and the transition probability P for a half period between two successive crossings. We find that the values of the excited-state population at the antinodes form global (gross) structures where features of the evolution on a short timescale (substructures) are repeated at regular intervals on a long timescale. In Sec. IV, we calculate the parameters p and P by using two approaches based on the original Landau-Zener (LZ) model [1] and the finite Landau-Zener model [15] . In Sec.
V, we apply the results to find various types of population dynamics, including population swapping, completely periodic evolution, superpositional trapping, stepwise evolution, and others. We show that the gross structures and the population dynamics as a whole are very sensitive to the initial phase ϕ of the frequency-modulated field, particularly in the cases ϕ = 0 and ϕ = π/2. Finally, in Sec. VI, we present the conclusions.
II. DEFINITION OF THE PROBLEM AND LIMITING CASES A. Definition of the problem
The time evolution of the probability amplitudes c(t) = [c 1 (t), c 2 (t)]
T of a coherently driven non-dissipative two-level system is governed by the Schrödinger equation which in the rotating-wave approximation (RWA) and interaction representation has the form 
with D(t) = t 0 ∆(t ′ )dt ′ . We will assume that the (on-resonance) Rabi frequency Ω(t) and the detuning ∆(t) are given by
that is, the laser field is turned on at time t 0 = −ϕ/ω and kept constant while the detuning has a sinusoidal behaviour, thus leading to repeated and periodic crossings of the resonance, as shown in Fig. 1 . The problem is equivalent to, and leads to the same results as the model with a coupling turned on at t 0 = 0 and detuning ∆(t) = A cos(ωt − ϕ) which is also shown in Fig. 1 , but the definition (2) leads to simpler derivations. We suppose that the system is initially in its ground state,
and we are interested in the excited-state population at time t, P ϕ (ωt) = |c 2 (t)| 2 . The problem is characterized by three parameters with the dimension of frequency: Ω, A and ω. Insofar as the populations are dimensionless, they must depend on the ratios of these frequencies. Among the three possible ratios only two are independent and we choose these to be A/ω and Ω/ω. Furthermore, we will use the dimensionless time ωt in the evolution matrices and the populations throughout the paper. In other words, we choose the modulation frequency ω to determine the frequency and time scales of our problem. Simple solutions exist in two particular extreme cases: that of small coupling (Ω/ω ≪ 1) and in the adiabatic limit (Ω 2 ≫ Aω). These cases are schematically shown in Fig. 2 and we will consider them below.
This case has been well studied and understood in the last few years by means of the Floquet formalism [9, 11, 12, 14] . We summarize it here for the sake of completeness and in order to emphasize later the differences between its features and those in the other regimes.
, we can expand the exponents in (1) in terms of Bessel functions by using the relation [16] 
Thus we obtain
When ω ≫ Ω, only the non-oscillating term with n = 0 in the sum contributes significantly to the population evolution. By neglecting all other terms (which is equivalent to a second rotating-wave approximation), one finds that the excited-state population is given by
This result is valid for any modulation amplitude A. Equation (5) suggests that if A/ω is equal to one of the zeroes of J 0 (A/ω) [denoted usually by j 0,k (k = 1, 2, 3, . . .)], then the excited-state population is approximately zero. This effect has been called coherent destruction of tunneling in studies on tuneling in a double-well potential [9] , dynamic localization in quantum transport theory [12] and population trapping in optical physics [14] . Moreover, we have to stress that the phase ϕ does not affect substantially the population evolution and, as Eq. (5) shows, it only shifts the time scale.
Evidently, this effect is strictly valid in the second RWA only. For A/ω = j 0,k , we can estimate the excited-state population by keeping the terms with odd n = ±1, ±3, . . . in (4) and neglecting those with even n. Then, since J −n (z) = (−) n J n (z), the sum in (4) is purely imaginary. Equations (1) are easily solved and we find
(Ω ≪ ω and A/ω = j 0,k )
Obviously, P ϕ (ωt) is small due to Ω ≪ ω and it oscillates between 0 and its maximum value which is of order O(Ω 2 /ω 2 ). Note that for A/ω = j 0,k , the solution (5) oscillates between 0 and 1. When A/ω = j 0,k is large, Eq. (6) should be a good approximation because, as the asymptotics [16] 
shows, the zeros of J 2m (z) are close to the zeros of J 0 (z) and hence, J 2m (j 0,k ) ≈ 0. Although rather simple, formula (6) has not, apparently, appeared in the literature so far.
The adiabatic evolution is realized when the system follows one of the eigenstates (adiabatic states) of the Hamiltonian. This takes place when the non-adiabatic coupling
is much smaller than the eigenvalue splitting
The adiabatic condition in our problem is least well satisfied at the crossings (∆ = 0) where it requires
The adiabatic solution is, of course, well known. For the reader's convenience, it is given in Appendix A. Provided the population is in the ground state at time t 0 , the excited-state population at time t in the adiabatic limit is
where
is the adiabatic phase acquired between times t 0 and t. It is clear from Eq. (11) . Hence, depending on the sign of ∆(t), the population around the antinodes resides either in the ground or in the excited-state almost completely. This is the regime of population swapping which will be discussed later on. Such a case is shown in Fig. 3 . Note that this effect cannot take place for sine modulation (ϕ = π/2). Finally, we should point out that as Eq. (11) shows, and in agreement with earlier conclusions [17] , adiabatic evolution and a level crossing do not necessarily lead to a diabatic transition probability of unity, unless the ratio ∆/Ω diverges at the initial and the final times.
For 1 < Ω 2 /ω 2 < A/ω, neither the Floquet analysis from Sec. II.B nor the adiabatic solution apply. In the next section we develop a completely different approach to treat the general case. Following the discussion of the adiabatic regime, we will separate the population evolution into two parts, or in other words, we will distinguish two time scales.
The local behaviour (the short time scale) can be deduced from the knowledge compiled on two-level systems which suggests that the biggest changes in the populations ("jumps") must occur around the crossings (the nodes) while between them (around the antinodes) one is to expect Rabi-like oscillations. The global structure (exhibited on a longer time scale) is a new feature which will be discussed in more detail below. It emerges when we consider the curves on which the values of the populations at the antinodes lie. We will be mainly concerned with the two limiting cases, ϕ = 0 and ϕ = π/2, as they lead to the most extreme differences in the population evolution.
III. EVOLUTION MATRIX APPROACH AND GLOBAL STRUCTURES
A. Evolution matrix approach
The approach we choose to treat the global structures for ϕ = 0 (cosine modulation) and ϕ = π/2 (sine modulation) consists of several steps: (i) we separate the entire evolution into intervals of length π/2 (quarter-periods); (ii) we express the evolution matrix for any quarter-period interval in terms of the evolution matrix U(π/2, 0) for the interval [0, π/2];
(iii) we find the evolution matrix for the entire evolution from ωt 0 to the N-th node or antinode by matrix multiplication of the evolution matrices for the preceding intervals.
By definition, c(t) = U(ωt, ωt 0 )c(t 0 ). Let us denote the basic evolution matrix in the
Since it is a unitary matrix, it can be parametrized by
where p is the transition probability in [0, π/2] while η and ζ are dynamical phases. In order to find the evolution matrix for any interval in terms of U we need the following relations which can readily be deduced from Eqs. (1):
where σ 3 is the Pauli matrix
For example, we will need the transition probability in the interval [−π/2, π/2] which is given by P ≡ |U 12 (π/2, −π/2)| 2 . Using relation (14) we find
In terms of the parameters of U [see Eq. (13)], P is given by
It turns out possible to express the values of the populations at the crossings ωt = Nπ and at the antinodes ωt = N + For cosine modulation (ϕ = 0), the excited-state population at the even (top) antinodes
while at the odd (bottom) antinodes ωt = π, 3π, 5π, . . . it is [cf. (B7)]
The points P ϕ=0 (2Nπ) (N = 0, 1, 2, . . .) form an "even" global structure G (21) we obtain the equations for these global structures
Therefore, for cosine modulation, there are two global structures which are two in-phase sinusoids with periods of 2π 2 /β shifted with respect to each other by the (constant) splitting
Note that the upper structure G o ϕ=0 (ωt) comprises the bottom (odd) antinodes. For sine modulation (ϕ = π/2), the excited-state population at the top antinodes
while the excited-state population at the bottom antinodes π, 3π, 5π, .
By replacing 2Nπ by ωt in Eq. (26) and (2N + 1)π by ωt in Eq. (27) we conclude that for sine modulation, there is only one global structure comprising the values of the excited-state population at both the top and the bottom antinodes. This gross structure is defined by
and its period is 2π 2 /β, the same as the period of the global structures for cosine modulation.
It can be shown that this is the period of the global structures for any ϕ.
The implication from the above results is that if the jumps at the crossings are small enough, the global excitation history for sine modulation is a stepwise trajectory. For cosine modulation, the global evolution is more complicated and, depending on the splitting (25), can either consist of alternative upward and downward jumps or be a stepwise trajectory as for sine modulation. More detailed discussion on the behaviour of the global structures follows in Sec. V.
We should particularly emphasize that in contrast to the regime of small coupling (Sec.
II.B), in the general case the population dynamics is quite sensitive to the initial phase ϕ. In The population evolution when ϕ is in the range [π/2, π] looks similarly, although it is not completely the same. Moreover, it is clear from Eqs. (2) that the population evolution for ϕ is the same (up to a shift in the time scale) as for ϕ + kπ (k = 0, ±1, ±2, . . .). Figure   4 shows that the population history is moreorless the same in the range 0 ≤ ϕ ≤ 0.45π
and then rapidly changes as ϕ approaches π/2. This is because the case of arbitrary ϕ can be viewed as cosine modulation (ϕ = 0) but with some pre-excitation in the interval [−ϕ, 0], i.e. as cosine modulation with the system being initially (at t = 0) in a coherent superposition of states rather than in a single state. This "pre-excitation" is strongest if the laser field is turned on near the crossing where the populations change most significantly, that is when ϕ ≈ π/2. We should also emphasize that for any ϕ = π/2 there are two global structures which ultimately degenerate into one for ϕ = π/2. This can be easily seen from the expression
which gives the splitting between the two global structures for arbitrary ϕ. It can be found in a similar way to the derivations for ϕ = 0 and ϕ = π/2 in Appendix B. The transition probability p ϕ and the dynamic phase η ϕ are defined similarly to (13) but for the interval [0, ϕ]. Evidently, the splitting vanishes only for p ϕ = p and η ϕ = η, i.e. for ϕ = π/2, except in some incidental cases.
It is readily seen that in the limit of small coupling (Ω ≪ ω), and for the specific case of ∆(t) = A cos ωt [Eq. (2)], the global structures (23), (24) and (28) reduce to the weak coupling result (5). Consider, for example, the case of cosine modulation (ϕ = 0). For weak excitation we have p ≪ 1, P ≪ 1, and the two global structures (23) and (24) coalesce into one, G ϕ=0 (ωt) ≈ sin 2 (βωt/2π). To estimate β = arccos(1 − 2P ) ≈ 2 √ P , we use perturbation theory to find
with the help of Eq. (9.1.18) of Ref. [16] . Hence, β ≈ (πΩ/ω)J 0 (A/ω) which leads to have been reported in Ref. [11] for the specific case of cosine modulation, ∆(t) = A cos ωt, in the limit A ≫ Ω, ω.
C. Excited-state population at the nodes
For cosine modulation (ϕ = 0) the excited-state population at the nodes ωt = π/2, 3π/2, 5π/2, . . . is
while for sine modulation (ϕ = π/2) it is
These results can be derived in a similar manner as Eqs. (20), (21), (26), and (27). Thus, the excited-state populations at the crossings lie on just one sinusoid for cosine modulation and on another sinusoid for sine modulation. These sinusoids are less noticeable compared to the global structures which comprise the antinodes because at the crossings the excitedstate population "jumps" up or down and the crossing points lie nearly in the middle of these jumps.
Finally, we should stress that all results derived in this section apply not only for the sinusoidal modulation (2) but for any kind of periodic detuning modulation with a period of 2π, provided the detuning is symmetric in [0, π] and antisymmetric in [0, 2π]. Of course, the particular values of p and P depend on the specific shape of the modulation. In the next section, we derive analytic approximations for p and P for the sinusoidal modulation (2) which is the most natural one. The methods used by us, nonetheless, can easily be applied to other modulations too.
IV. ANALYTIC DETERMINATION OF p AND P
We have developed two analytic approaches for the determination of the parameters p and P . The first is based on the finite Landau-Zener (LZ) model [15] and the second is based on the original LZ model [1] .
A. Approach based on the finite Landau-Zener model
We begin with the approach based on the finite LZ model and the calculation of p.
We separate the time evolution within a quarter-period from the crossing to the adjacent antinode into two parts: from the crossing to a certain time T , and from T to the antinode, with T being a free matching parameter. In the interval from the crossing to T , the detuning ∆(t) is almost linear; thus, we calculate the evolution matrix by using the half-crossing finite Landau-Zener (LZ) model [15] in order to account for non-adiabatic transitions. In the interval from T to the antinode we assume that the evolution is adiabatic and we use the adiabatic-following solution (Appendix A). The details of the derivation are given in Appendix C. The total evolution matrix for the quarter period [which in our approach is not U but rather U T M, see Appendix C and Eq. (C1)] is a product of the adiabatic and the finite-LZ matrices and p is given by the squared modulus of the off-diagonal element.
The evolution matrix that gives the other probability P is M * UU T M. The approximate expressions obtained for p and P are
with
where E(k) is the complete elliptic integral of the second kind [16] and α = Ω/ √ 2Aω. The 
Another useful check of the validity of our results can be carried out in the limit of weak excitation, Ω ≪ ω, where we have already calculated the value of P perturbatively, Eq. (29).
In this limit, the condition of validity of Eqs. (32) and (33) require A ≫ ω [cf condition (40) below]. For Ω ≪ ω ≪ A, we have sin
, and thus, our equation (33) gives
. This is indeed the correct limit obtained from (29) for A ≫ ω by using the Bessel function asymptotics (7).
In Fig. 5 , we compare formula (32) for p with the exact values derived numerically. In Fig. 6 , we do the same with formula (33) for P . The purely adiabatic solutions (38) and (39) are also given. Formulae (32) and (33) are very accurate almost everywhere except when Ω/ω and A/ω are both small.
B. Approach based on the original Landau-Zener model
We have also determined p and P by using the original LZ model instead of the finite LZ model. This cannot be done directly for a quarter period (for p) and a half period (for P ) because there is no complete level crossing but only half-crossings in these time intervals.
Instead, we have determined p and P indirectly by considering the evolution between two successive antinodes as described in Appendix D. We have assumed that the evolution is purely adiabatic throughout except at the crossing where instantaneous non-adiabatic LZ transitions take place. Quite unexpectedly, the results are given again by Eqs. (32) and (33).
C. Discussion
The fact that both approaches lead to the same results is a little surprising given that their conditions of validity are supposed to be different. In the finite LZ approach (with the assumption for the moment that the matching point is in the middle of the quarter-period interval, T = π/4), the validity conditions are
The former ensures the validity of the asymptotic expansions used in the finite LZ model while the latter ensures the adiabatic evolution. These conditions generally require that Ω/ω and/or A/ω should be large which can conveniently be written as
As Figs. 5 and 6 suggest, the condition (40) should be both necessary and sufficient for the validity of (32) and (33). Obviously, the finite LZ approach can only fail when Ω/ω and A/ω are both small, as is also confirmed by Figs. 5 and 6.
In the original LZ approach we have assumed that the evolution is purely adiabatic between the crossings while at each crossing instantaneous non-adiabatic LZ transitions take place. The restrictions on A/ω and Ω/ω that follow from these assumptions are much more stringent compared to the condition (40). For instance, the adiabaticity between the crossings requires that Ω 2 ≫ Aω while the instantaneous transitions impose a very small LZ transition time t c , well within a half period: i.e. t c ≪ π/ω. For nearly adiabatic excitation, the transition time in the diabatic basis (1) is t c ≈ Ω/(Aω) [18] , and this leads to the condition Ω/A ≪ 1. Thus, the conditions of validity of the original LZ approach seem to be
which are obviously much more restrictive than (40). For instance, the original LZ method is not expected to be valid for Ω/ω > A/ω ≫ 1 and for A/ω > (Ω/ω) 2 ≫ 1, while it actually is. The fact that the original LZ method produces the correct result even where it is not supposed to work, i.e. that the actual conditions of validity are much more relaxed than the "apparent" conditions (41), is related to the nature of the Landau-Zener model. One of the reasons is that the transition time in the adiabatic basis (where the matching of the LZ solution to the adiabatic solution is actually made) may be shorter than t c ; in fact the value Ω/(Aω), which is the width of the non-adiabatic couplingθ (see Appendix A), gives only an upper limit for the transition time, i.e. the condition Ω/A ≪ 1 is too strong. This time is really shorter which is related to the fact that the original LZ model produces the correct leading term of the finite LZ asymptotics in the adiabatic basis (A2). On the other hand, the requirement for adiabatic evolution throughout the interval between the crossings is also too strong because the condition for small transition time implies to a great extent that the non-adiabatic transitions are localized around the crossings anyway. The full discussion of this interesting issue, however, lies outside the scope of the present paper.
V. TYPES OF POPULATION DYNAMICS
The notion of the global structures developed in Sec. III and the relevant parametrization in terms of p and P allow us to find various distinctive cases of population dynamics which are discussed below.
A. Population swapping p = , can be found from our analytic approximation (32) which leads to the non-linear equation
which can easily be solved numerically. It is possible to derive a simple approximate solution in the adiabatic regime (Ω 2 ≫ Aω). Then the right hand side of (42) is approximately zero, and also φ ≈ 0,
After some simple algebra we find
This equation defines a family of infinite number of curves labeled by the odd index n. In Fig. 7 , we present the exact curves in the parameter plane (Ω/ω, A/ω) on which p = We must stress that the condition p = . In Fig. 8(a) , the population evolution is shown for A/ω = j 0,10 = 30.6346 . . . and Ω/ω = 8 (the same parameters from Fig. 2 of Ref. [14] ), with ϕ = 0.
Almost complete population swapping is realized. In Fig. 8(b) , we show the population evolution for A/ω = j 0,10 = 30.6346 . . . [the condition J 0 (A/ω) = 0 is again fulfilled] but
with Ω/ω = 4.81398 (then p = 0.192641, P ≈ 0.5). A rather different behaviour is observed, the excited-population being almost zero for every fourth half-period and around 2 3 for the other three half-periods. This specific case is further discussed in Sec. V.C. Hence, Fig. 8(b) shows that the condition J 0 (A/ω) = 0 does not necessarily ensure population swapping. In Another interesting case arises when P = 0. Then β = 0 and according to Eqs. (20), (21), (26) and (27), we have P ϕ=0 (2Nπ) = 0, P ϕ=0 [(2N + 1)π] = 4p(1 − p), and P ϕ=π/2 (Nπ) = p.
Hence, for cosine modulation the excited-state population jumps successively from 0 to 4p(1−p) and vice versa. Since 4p(1−p) < 1 for p = 1 2 , the population swapping is incomplete.
For sine modulation the excited-state population stays around p, i.e. we encounter a case of approximate superpositional trapping. Unlike the case of population trapping considered in Sec. II.B, where the population is trapped in a single diabatic state, here the population is trapped in a coherent superposition of states, namely, in the state
up to an unimportant phase factor. Cases of incomplete population swapping (for ϕ = 0) and superpositional trapping (for ϕ = π/2) are shown in Fig. 9 . According to our analytic approximation (33), the condition P = 0 is met when sin(φ + 2φ a ) = 0. We have verified that this is in very good agreement with the exact numerical calculations. Finally, when both P = 0 and p = 1 2 , the population swapping is complete, as it should be for p = 1 2 according to Sec. V.A.
C. Completely periodic evolution
When β ≡ arccos(1−2P ) is a rational multiple of π, β = rπ/s (r, s integers), the excited- (21) suggests and the figure demonstrates, for β = π/s with s odd, the excited-state population equals unity at the s-th, 3s-th, 5s-th and so on antinodes and the system is completely inverted there.
In Fig. 11 , we show examples of completely periodic evolution for smaller periods when
and β ≈ 2π/3 P ≈ . These cases resemble more the regime of population swapping. We encounter some curious cases of population evolution: "twice down-once middle-twice up" (top left figure) , "once down-twice middleonce up" (bottom left figure) , "twice down-twice up" (top middle figure) , "once down-three times up" (bottom middle figure) , "twice down-once up" (top right figure) , "once downtwice up" (bottom right figure) . We particularly emphasize the bottom figure in the middle
) which shows superpositional trapping around the value of 2 3 for three half periods and trapping in the ground state for the fourth half period, a case earlier seen in Fig. 8(b) . In Fig. 12 , we show the curves in the parameter plane (Ω/ω, A/ω) on which
. They resemble those for p = 1 2
in Fig. 7 , but are twice as dense as follows from Eqs.
(32) and (33). One can derive an approximation to the P = curves.
D. Stepwise evolution
As we pointed out in Sec. III, the implication from the existence of only one global structure for sine modulation is that if the jumps at the crossings are small enough, the global excitation history is a stepwise trajectory. For cosine modulation, the global evolution depends on the shift (25) between the two global structures. If this shift is large enough, then the evolution involves alternative upward and downward jumps as in Figs. 4 and 10 . It is readily seen that for P = 4p(1 − p) the shift (25) vanishes and the evolution should be a stepwise trajectory (if the "jumps" at the crossings are small enough) as for sine modulation.
Such an example is shown in Fig. 13 .
VI. CONCLUSIONS
We have presented an analytic study of the population dynamics of a non-dissipative twostate system interacting with an external field and subjected to periodic level crossings. We have used a new evolution matrix approach to calculate the excited-state population at the crossings (the nodes) and at the antinodes. The results depend on only two parameters: the transition probability p for a quarter period from a crossing to an antinode and the transition probability P for a half period between two successive crossings. We have found that the values of the excited-state population at the antinodes form global (gross) structures. The results are generally valid for any modulation with a period of 2π such that the detuning is symmetric in the interval [0,π] and antisymmetric in [0,2π]. We have been mainly concerned with the sinusoidal modulation (2) which is the most natural one. We have concluded that the global structures and the population dynamics as a whole are very sensitive to the initial phase ϕ of the frequency-modulated field. Particular attention has been paid to the cases ϕ = 0 (cosine modulation) and ϕ = π/2 (sine modulation) which lead to the most extreme differences in the population dynamics. We have calculated the parameters p and P by using two approaches based on the original Landau-Zener (LZ) model and the finite Landau-Zener model which turn out to lead to the same results (32) and (33). The notion of the global structures and the relevant parametrization in terms of p and P have allowed us to find various distinctive cases of population dynamics, such as population swapping, completely periodic evolution, superpositional trapping, and stepwise evolution. Finally, we note that physical systems exist where it should be possible to observe these phenomena.
It has already been suggested that, for example, the Yb atom could be used in conjunction with frequency modulated light [14, 20] , and it may also prove possible to manipulate the discrete optical levels in a resonator to show the same phenomena [21] .
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The time-dependent rotation b(t) = R 1 2 ϑ(ωt) a(t) with
where ϑ and Ω 0 are defined by (8) and (9) . The condition for adiabatic evolution is θ ≪ Ω 0 and if it is fulfilled then the evolution matrix in the adiabatic basis is nearly diagonal. The adiabatic-following solution is a(t) = U a ad (ωt, ωt 0 )a(t 0 ) with
where φ ad (ωt 0 , ωt) is the adiabatic phase defined by (12) and acquired between times t 0 and t. The adiabatic solution in the actual (bare, diabatic) basis is b(t) = U b ad (ωt, ωt 0 )b(t 0 ) where the evolution matrix is given by
with the short-hand notation ϑ ≡ ϑ(ωt), ϑ 0 ≡ ϑ(ωt 0 ) and φ ad ≡ φ ad (ωt 0 , ωt). The excitedstate population is P ad = |v| 2 and is given explicitly by (11).
APPENDIX B: GLOBAL STRUCTURES
We wish to calculate the evolution matrices for the intervals In addition to the relations (14)- (17), we will use the following identity valid for any unitary
where cos β =ReU 11 . We will need the evolution matrices for the intervals [0, 2π] and [π, 3π].
According to (14)- (17) they are given by
In terms of the parameters of U defined by (13) and P = 4p(1−p) sin 2 η, the matrix elements of U(2π, 0) and U(3π, π) read
Due to (17) , for the interval [0, 2Nπ] we have U(2Nπ, 0) = [U(2π, 0)] N and by using (B1), (B2) and (B3) we obtain
where cos β = 1−2P . Likewise, for the interval [0, (2N + 1)π] we use that
we further obtain with the help of Eqs. (B4)-(B7)
APPENDIX C: CALCULATION OF p AND P BY USING THE FINITE
LANDAU-ZENER MODEL
For the sake of convenience, we choose to derive p and P by working with a detuning 
Thus, the transition probability is exactly (U T M) 12 
where τ = T Aω/2 and α = Ω/ √ 2Aω while D ν (z) is the parabolic cylinder function [23] . These matrix elements are well approximated by using the so-called strong-coupling asymptotics of D ν (z) [15] ; the final expressions are
where φ is the Landau-Zener phase (36), φ LZ is the adiabatic phase in the finite LZ model,
and 
and hence,
where Θ ≡ ϑ(π/2) = arctan(Ω/A). In the derivation of (C8), we have assumed that ϑ LZ ≈ ϑ and φ LZ ≈ φ ad at t = T . These assumptions simplify the result, eliminate the dependence on the matching point T and compensate to some extent the inaccuracy introduced by the difference between the time dependence of the actual detuning ∆(t) = A sin ωt and the linear LZ detuning.
We now turn to the calculation of P ≡ (UU T ) 12 2 . Since for the time inter-
with the same assumptions as in the derivation of p.
APPENDIX D: CALCULATION OF p AND P BY USING THE ORIGINAL
We have also determined p and P by using the original Landau-Zener model which assumes a constant coupling lasting from t → −∞ to t → +∞ and linear detuning passing through the resonance at t = 0. This cannot be done directly for a quarter period (for p) and a half period (for P ) as in Appendix C because there is no complete level crossing but only half-crossings in these time intervals. Instead, one can determine p and P indirectly.
The parameter p can be found by deriving the transition probability from a given antinode to the next antinode, which, according to Eq. (21) with N = 0, is equal to 4p(1 − p); we choose to do this in the interval [−π/2, π/2] with sine modulation, ∆(t) = A sin ωt. Then, the parameter P can be found from the transition probability from a given lower (or upper) antinode to the next lower (or upper) antinode, which is equal to 4P (1 − 2p) 2 , according to Eq. (20) with N = 1; we choose for this the interval [−π/2, 3π/2] with sine modulation, ∆(t) = A sin ωt, again. We assume that the evolution is purely adiabatic throughout except at the crossings where instantaneous non-adiabatic LZ transitions take place. It is convenient to work with the adiabatic interaction representation
obtained from the adiabatic Schrödinger representation (A2) with the transformation
where U a ad (ωt, 0) is defined by (A3). It is this representation (D1) where the evolutionmatrix phases in the original LZ model are defined (in any other representation they diverge). Furthermore, in the adiabatic limit the probability amplitudes d(t) do not change and thus, the adiabatic evolution matrix is the unity matrix.
In this model, the evolution matrix in the interval [−π/2, π/2] is given by
with p LZ = e −πα 2 = cos 2 χ, α = Ω/ √ 2Aω and φ is given by (36). The evolution matrix for the actual (bare) amplitudes b(t) is
From here we find
where Θ ≡ ϑ(π/2) and φ ad ≡ φ ad (0, π/2), which leads to the same result (C8) as from using the finite LZ model.
To find P we need the evolution matrix for the time interval [−π/2, 3π/2]; it is
The transition probability in this interval is
and we obtain again the same result (C9) as from the finite LZ model in Appendix C. and β ≈ 2π/3 P ≈ for these parameters and stepwise evolution is realized not only for sine modulation (ϕ = π/2) but also for cosine modulation (ϕ = 0).
