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Abstract
We show that if a sequence of piecewise affine linear processes converges in the
strong sense with a positive rate to a stochastic process which is strongly Ho¨lder con-
tinuous in time, then this sequence converges in the strong sense even with respect
to much stronger Ho¨lder norms and the convergence rate is essentially reduced by
the Ho¨lder exponent. Our first application hereof establishes pathwise convergence
rates for spectral Galerkin approximations of stochastic partial differential equa-
tions. Our second application derives strong convergence rates of multilevel Monte
Carlo approximations of expectations of Banach space valued stochastic processes.
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1 Introduction
In this article we study convergence rates for general stochastic processes in Ho¨lder norms.
In particular, in the main results of this work (see Corollary 2.8 and Corollary 2.9 in Sub-
section 2.2 below) we reveal estimates for uniform Ho¨lder errors of general stochastic pro-
cesses. In this introductory section we now sketch these results and thereafter outline sev-
eral applications of the general estimates, which can be found in subsequent sections of this
article (see Corollary 2.11 in Subsection 2.2, Corollary 4.5 in Subsection 4.3, and Corol-
lary 5.15 in Subsection 5.3 below). To illustrate the key results of this work, we consider
the following framework throughout this section. Let T ∈ (0,∞) be a real number, let
(Ω,F ,P) be a probability space, let (E, ‖·‖E) be an R-Banach space, and for every func-
tion f : [0, T ] → E and every natural number N ∈ N = {1, 2, 3, . . .} let [f ]N : [0, T ] → E
be the function which satisfies for all n ∈ {0, 1, . . . , N − 1}, t ∈ [nT
N
, (n+1)T
N
]
that
[f ]N(t) =
(
n+ 1− tN
T
) · f(nT
N
)
+
(
tN
T
− n) · f( (n+1)T
N
)
(1.1)
(the piecewise affine linear interpolation of f |{0,T/N,2T/N,...,(N−1)T/N,T}, cf. (1.19) below).
Theorem 1.1. Assume the above setting. Then for all p ∈ (1,∞), ε ∈ (1/p, 1], α ∈
[0, ε − 1/p) there exists C ∈ (0,∞) such that it holds for all β ∈ [ε, 1], N ∈ N and all
(F , ‖·‖E)-strongly measurable stochastic processes X, Y : [0, T ]×Ω→ E with continuous
sample paths that(
E
[
‖X − [Y ]N‖pCα([0,T ],‖·‖E)
])1/p
≤ CN ε
(
sup
n∈{0,1,...,N}
∥∥XnT
N
− YnT
N
∥∥
L p(P;‖·‖E)
+N−β‖X‖C β([0,T ],‖·‖Lp(P;‖·‖E))
)
.
(1.2)
The Ho¨lder and L p-norms in (1.2) are to be understood in the usual sense (see Sub-
section 1.1 below for details). Theorem 1.1 is a direct consequence of the more general
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result in Corollary 2.9 in Subsection 2.2 below, which establishes an estimate similar to
(1.2) also for the case of non-equidistant time grids. Moreover, Corollary 2.8 in Subsec-
tion 2.2 provides an estimate similar to (1.2) but with
(
E
[‖X−Y ‖pCα([0,T ],‖·‖E)])1/p instead
of
(
E
[‖X − [Y ]N‖pCα([0,T ],‖·‖E)])1/p on the left hand side and with an appropriate Ho¨lder
norm of Y occurring on the right hand side. Theorem 1.1 has a number of applications in
the numerical approximation of stochastic processes, as the next corollary, Corollary 1.2,
clarifies. Corollary 1.2 follows immediately from Theorem 1.1.
Corollary 1.2. Assume the above setting, let β ∈ (0, 1], and let X : [0, T ]× Ω→ E and
Y N : [0, T ] × Ω → E, N ∈ N, be (F , ‖·‖E)-strongly measurable stochastic processes with
continuous sample paths which satisfy for all p ∈ (1,∞) that ∀N ∈ N : Y N = [Y N ]N and
‖X‖C β([0,T ],‖·‖Lp(P;‖·‖E)) + supN∈N
[
Nβ sup
n∈{0,1,...,N}
∥∥XnT
N
− Y NnT
N
∥∥
L p(P;‖·‖E)
]
<∞. (1.3)
Then it holds for all p, ε ∈ (0,∞) that
sup
N∈N
[
Nβ−ε
(
E
[
sup
t∈[0,T ]
‖Xt − Y Nt ‖pE
])1/p]
<∞. (1.4)
It is assumed in (1.3) that a sequence of affine linearly interpolated (F , ‖·‖E)-strongly
measurable stochastic processes (Y N)N∈N converges for every p ∈ (1,∞) inL p(P; ‖·‖E) to
an (F , ‖·‖E)-strongly measurable stochastic process X with a positive rate uniformly on
all grid points and that this process X admits corresponding temporal Ho¨lder regularity.
Corollary 1.2 then shows that these assumptions are sufficient to obtain convergence for
every p ∈ (1,∞) in the uniform Lp(P; ‖·‖C([0,T ],‖·‖E))-norm with essentially the same rate.
Corollary 2.11 in Subsection 2.2 below implies this result as a special case and includes
the case of non-equidistant time grids. Moreover, Corollary 2.11 proves an analogous
conclusion for convergence in uniform Ho¨lder norms, where the obtained convergence rate
is reduced by the considered Ho¨lder exponent. Corollary 2.12 below demonstrates how
this principle can be applied to Euler-Maryuama approximations for stochastic differential
equations (SDEs) with globally Lipschitz coefficients. Arguments related to Corollary 2.11
can be found in Lemma A1 in Bally, Millet, & Sanz-Sole´ [4] and in the second display on
page 325 in [9].
Corollary 1.2 is particularly useful for the study of stochastic partial differential equa-
tions (SPDEs). In general, a solution of an SPDE fails to be a semi-martingale. As a
consequence, Doob’s maximal inequality cannot be applied to obtain estimates with re-
spect to the L2(P; ‖·‖C([0,T ],‖·‖E))-norm. However, convergence rates with respect to the
C([0, T ], ‖·‖L2(P;‖·‖E))-norm are often feasible and Corollary 1.2 can then be applied to ob-
tain convergence rates with respect to the L2(P; ‖·‖C([0,T ],‖·‖E))-norm. Estimates with re-
spect to the L2(P; ‖·‖C([0,T ],‖·‖E))-norm are useful for using standard localisation arguments
in order to extend results for SPDEs with globally Lipschitz continuous nonlinearities to
results for SPDEs with nonlinearities that are only Lipschitz continuous on bounded sets.
We demonstrate this in Corollary 4.5 in Subsection 4.3 below in the case of pathwise
convergence rates for Galerkin approximations. To be more specific, Corollary 4.5 proves
essentially sharp pathwise convergence rates for spatial Galerkin and noise approxima-
tions for a large class of SPDEs with non-globally Lipschitz continuous nonlinearities.
For example, Corollary 4.5 applies to stochastic Burgers, stochastic Ginzburg-Landau,
stochastic Kuramoto-Sivashinsky, and Cahn-Hilliard-Cook equations.
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Another prominent application of Corollary 1.2 are multilevel Monte Carlo methods
in Banach spaces. For a random variable X ∈ L 2(P; ‖·‖E) convergence in L 2(P; ‖·‖E)
of Monte Carlo approximations of the expectation E[X] ∈ E has only been established
if E has so-called (Rademacher) type p for some p ∈ (1, 2] and in this case the conver-
gence rate is given by 1 − 1/p (see, e.g., Heinrich [15] or Corollary 5.12 in Subsection 5.2
below). However, the space C([0, T ], E) fails to have type p for any p ∈ (1, 2]. If X
has more sample path regularity, this problem can nevertheless be bypassed. More pre-
cisely, if it holds for some α ∈ (0, 1], p ∈ (1/α,∞) that X ∈ L 2(P; ‖·‖Wα,p([0,T ],E)), then
Monte Carlo approximations of E[X] ∈ Wα,p([0, T ], E) have been shown to converge in
L 2(P; ‖·‖Wα,p([0,T ],E)) with rate 1− 1/min{2,p} and, by the Sobolev embedding theorem, also
converge inL 2(P; ‖·‖C([0,T ],‖·‖E)) with the same rate. Here for any real numbers α ∈ (0, 1],
p ∈ (1/α,∞) we denote by Wα,p([0, T ], E) the Sobolev space with regularity parameter
α and integrability parameter p of continuous functions from [0, T ] to E. Informally
speaking, in order to gain control over the variances appearing in multilevel Monte Carlo
approximations it is therefore sufficient for the approximations to converge with respect to
the L2(P; ‖·‖Cα([0,T ],‖·‖E))-norm for some α ∈ (0, 1]. For more details, we refer the reader
to Section 5 and, in particular, to Corollary 5.15, which formalises this approach for the
case of multilevel Monte Carlo approximations of expectations of Banach space valued
stochastic processes.
Finally, we mention a few results in the literature which employ some findings from
this article. In particular, Corollary 2.10 in this article is applied in the proof of Corol-
lary 6.3 in Jentzen & Pusˇnik [26] to prove uniform convergence in probability for spatial
spectral Galerkin approximations of stochastic evolution equations (SEEs) with semi-
globally Lipschitz continuous coefficients (see Proposition 6.4 in Jentzen & Pusˇnik [26]).
Moreover, Corollary 4.4 in this article is employed in Subsection 5.2 and Subsection 5.3
in [7] for transferring initial value regularity results for finite-dimensional stochastic dif-
ferential equations to the case of infinite-dimensional SPDEs using the examples of the
stochastic Burgers equation and the Cahn-Hilliard-Cook equation. Furthermore, Corol-
lary 2.11 in this article is used in the proof of Corollary 5.2 in Hutzenthaler, Jentzen, &
Salimova [19] to establish essentially sharp uniform strong convergence rates for spatial
spectral Galerkin approximations of linear stochastic heat equations.
1.1 Notation
In this subsection we introduce some of the notation which we use throughout this article.
For two sets A and B we denote by M(A,B) the set of all mappings from A to B.
For measurable spaces (Ω1,F1) and (Ω2,F2) we denote by M (F1,F2) the set of all
F1/F2-measurable mappings from Ω1 to Ω2. For topological spaces (E,E ) and (F,F )
we denote by B(E) the Borel σ-algebra on (E,E ) and we denote by C(E,F ) the set
of all continuous functions from E to F . We denote by |·| : R → [0,∞) the absolute
value function on R. We denote by Γ: (0,∞) → (0,∞) the gamma function, that is,
we denote by Γ: (0,∞) → (0,∞) the function which satisfies for all x ∈ (0,∞) that
Γ(x) =
∫∞
0
t(x−1) e−t dt. We denote by Er : [0,∞) → [0,∞), r ∈ (0,∞), the mappings
which satisfy for all r ∈ (0,∞), x ∈ [0,∞) that
Er[x] =
( ∞∑
n=0
x2n(Γ(r))n
Γ(nr + 1)
)1/2
=
(
1 +
x2 Γ(r)
Γ(r + 1)
+
x4(Γ(r))2
Γ(2r + 1)
+ . . .
)1/2
(1.5)
(cf. Chapter 7 in Henry [17]). As a notational device to condense the statements and proofs
of many results in this article in a mathematically rigorous way, we next introduce the
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notion of an extendedly semi-normed vector space, which, roughly speaking, corresponds
to a vector space with a semi-norm-type function that is allowed to attain infinity. For
a field K ∈ {R,C}, a K-vector space V , and a mapping ‖·‖ : V → [0,∞] which satisfies
for all v, w ∈ {u ∈ V : ‖u‖ <∞}, λ ∈ K that ‖λv‖ = √[Re(λ)]2 + [Im(λ)]2 ‖v‖ and
‖v + w‖ ≤ ‖v‖ + ‖w‖ we call ‖·‖ an extended semi-norm on V and we call (V, ‖·‖) an
extendedly semi-normed vector space. For a measure space (Ω,F , µ), a measurable space
(S,S ), a set R ⊆ S, and a function f : Ω→ R we denote by [f ]µ,S the set given by
[f ]µ,S =
{
g ∈M (F ,S ) : (∃A ∈ F : µ(A) = 0 and {ω ∈ Ω: f(ω) 6= g(ω)} ⊆ A)}.
(1.6)
For a measure space (Ω,F , µ), a normed vector space (V, ‖·‖V ), and real numbers p ∈
[0,∞), q ∈ (0,∞) we denote by L 0(µ; ‖·‖V ) the set given by
L 0(µ; ‖·‖V ) =
{
f ∈M(Ω, V ) : f is (F , ‖·‖V )-strongly measurable
}
, (1.7)
we denote by ‖·‖L q(µ;‖·‖V ) : L 0(µ; ‖·‖V ) → [0,∞] the mapping which satisfies for all
f ∈ L 0(µ; ‖·‖V ) that
‖f‖L q(µ;‖·‖V ) =
[∫
Ω
‖f(ω)‖qV µ(dω)
]1/q
∈ [0,∞], (1.8)
we denote by L q(µ; ‖·‖V ) the set given by
L q(µ; ‖·‖V ) =
{
f ∈ L 0(µ; ‖·‖V ) : ‖f‖L q(µ;‖·‖V ) <∞
}
, (1.9)
we denote by Lp(µ; ‖·‖V ) the set given by
Lp(µ; ‖·‖V ) =
{{g ∈ L 0(µ; ‖·‖V ) : µ(f 6= g) = 0} ⊆ L 0(µ; ‖·‖V ) : f ∈ L p(µ; ‖·‖V )},
(1.10)
and we denote by ‖·‖Lq(µ;‖·‖V ) : L0(µ; ‖·‖V ) → [0,∞] the function which satisfies for all
f ∈ L 0(µ; ‖·‖V ) that∥∥{g ∈ L 0(µ; ‖·‖V ) : µ(f 6= g) = 0}∥∥Lq(µ;‖·‖V ) = ‖f‖L q(µ;‖·‖V ) ∈ [0,∞]. (1.11)
Note that for every p ∈ [1,∞), every measure space (Ω,F , µ), and every normed vector
space (V, ‖·‖V ) it holds that
(
L 0(µ; ‖·‖V ), ‖·‖L p(µ;‖·‖V )
)
and
(
L0(µ; ‖·‖V ), ‖·‖Lp(µ;‖·‖V )
)
are
extendedly semi-normed vector spaces. For a real number T ∈ [0,∞), a measurable space
(S,S ), a normed vector space (V, ‖·‖V ), and a mapping X : [0, T ]×S → V which satisfies
for all t ∈ [0, T ] that Xt : S → V is an (S , ‖·‖V )-strongly measurable mapping we call
X an (S , ‖·‖V )-strongly measurable stochastic process. For a metric space (M,d), an
extendedly semi-normed vector space (E, ‖·‖), a real number r ∈ [0, 1], and a set A ⊆
(0,∞) we denote by |·|C r,A(M,‖·‖) , |·|C r(M,‖·‖) , ‖·‖C(M,‖·‖) , ‖·‖C r(M,‖·‖) : M(M,E) → [0,∞]
the mappings which satisfy for all f ∈M(M,E) that
|f |C r,A(M,‖·‖) = sup
({
‖f(e1)−f(e2)‖
|d(e1,e2)|r : e1, e2 ∈M,d(e1, e2) ∈ A
}
∪ {0}
)
∈ [0,∞], (1.12)
|f |C r(M,‖·‖) = |f |C r,(0,∞)(M,‖·‖) ∈ [0,∞], (1.13)
‖f‖C(M,‖·‖) = sup({‖f(e)‖ : e ∈M} ∪ {0}) ∈ [0,∞], (1.14)
‖f‖C r(M,‖·‖) = ‖f‖C(M,‖·‖) + |f |C r(M,‖·‖) ∈ [0,∞] (1.15)
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and we denote by C r(M, ‖·‖) the set given by
C r(M, ‖·‖) =
{
f ∈ C(M,E) : ‖f‖C r(M,‖·‖) <∞
}
. (1.16)
For Hilbert spaces (Hi, 〈·, ·〉Hi , ‖·‖Hi), i ∈ {1, 2}, we denote by (HS(H1, H2), 〈·, ·〉HS(H1,H2),‖·‖HS(H1,H2)) the Hilbert space of Hilbert-Schmidt operators from H1 to H2. For a real
number T ∈ (0,∞) we denote by PT the set given by
PT =
{
θ ⊆ [0, T ] : {0, T} ⊆ θ and #(θ) <∞}. (1.17)
We denote by dmax, dmin : ∪T∈(0,∞) PT → R the functions which satisfy for all θ =
{θ0, θ1, . . . , θ#(θ)−1} ∈ ∪T∈(0,∞)PT with θ0 < θ1 < . . . < θ#(θ)−1 that
dmax(θ) = max
j∈{1,2,...,#(θ)−1}
|θj−θj−1| and dmin(θ) = min
j∈{1,2,...,#(θ)−1}
|θj−θj−1|. (1.18)
For a normed vector space (E, ‖·‖E), an element θ = {θ0, θ1, . . . , θ#(θ)−1} ∈ ∪T∈(0,∞)PT
with θ0 < θ1 < . . . < θ#(θ)−1, and a function f : [0, θ#(θ)−1] → E we denote by [f ]θ :
[0, θ#(θ)−1] → E the piecewise affine linear interpolation of f |{θ0,θ1,...,θ#(θ)−1}, that is, we
denote by [f ]θ : [0, θ#(θ)−1]→ E the function which satisfies for all j ∈ {1, 2, . . . , θ#(θ)−1},
s ∈ [θj−1, θj] that
[f ]θ(s) =
(θj − s)f(θj−1)
(θj − θj−1) +
(s− θj−1)f(θj)
(θj − θj−1) . (1.19)
2 Convergence in Ho¨lder norms for Banach space
valued stochastic processes
2.1 Error bounds for the Ho¨lder norm
Lemma 2.1 (An interpolation-type inequality). Consider the notation in Subsection 1.1,
let (E, ‖·‖E) be a normed vector space, let (M,d) be a metric space, let f : M → E be a
function, and let c ∈ (0,∞), α, β, γ ∈ [0, 1] satisfy α ≤ β ≤ γ. Then
|f |C β(M,‖·‖E) ≤ max
{
cα−β |f |Cα,(c,∞)(M,‖·‖E) , c
γ−β |f |C γ,(0,c](M,‖·‖E)
}
(2.1)
and
|f |C β(M,‖·‖E) ≤ max
{
cα−β |f |Cα,[c,∞)(M,‖·‖E) , c
γ−β |f |C γ,(0,c)(M,‖·‖E)
}
. (2.2)
Proof of Lemma 2.1. First of all, note that it holds for all e1, e2 ∈ M with d(e1, e2) ∈
(c,∞) that
‖f(e1)− f(e2)‖E
|d(e1, e2)|β
≤ |d(e1, e2)|α−β |f |Cα,(c,∞)(M,‖·‖E) ≤ c
α−β |f |Cα,(c,∞)(M,‖·‖E) . (2.3)
In addition, observe that it holds for all e1, e2 ∈M with d(e1, e2) ∈ (0, c] that
‖f(e1)− f(e2)‖E
|d(e1, e2)|β
≤ |d(e1, e2)|γ−β |f |C γ,(0,c](M,‖·‖E) ≤ c
γ−β |f |C γ,(0,c](M,‖·‖E) . (2.4)
Combining (2.3) and (2.4) shows (2.1). The proof of (2.2) is analogous. This finishes the
proof of Lemma 2.1.
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Lemma 2.2 (Approximation error for affine linear interpolation). Consider the notation
in Subsection 1.1, let T ∈ (0,∞), θ ∈ PT , α ∈ [0, 1], let (E, ‖·‖E) be a normed vector
space, and let f : [0, T ]→ E be a function. Then
‖f − [f ]θ‖C([0,T ],‖·‖E) ≤
∣∣dmax(θ)
2
∣∣α |f |Cα([0,T ],‖·‖E) . (2.5)
Proof of Lemma 2.2. Throughout this proof let N ∈ N, θ0, θ1, . . . , θN ∈ [0, T ] be the
real numbers which satisfy 0 = θ0 < θ1 < . . . < θN = T and θ = {θ0, θ1, . . . , θN}, let
s ∈ [0, T ] \ θ, let j ∈ {1, 2, . . . , N} be the natural number such that s ∈ (θj−1, θj), and
let g : [0, 1]→ R be the function which satisfies for all u ∈ [0, 1] that g(u) = (1− u)uα +
u (1− u)α. Observe that the concavity of the function [0,∞) 3 x 7→ xα ∈ R shows for all
u ∈ [0, 1] that
2αg(u) = (1− u) (2u)α + u (2(1− u))α ≤ ((1− u) 2u+ u 2(1− u))α
= (4u(1− u))α = (1− (2u− 1)2)α ≤ 1. (2.6)
Note that this proves that
‖f(s)− [f ]θ(s)‖E ≤ (θj−s)(θj−θj−1) ‖f(s)− f(θj−1)‖E +
(s−θj−1)
(θj−θj−1) ‖f(s)− f(θj)‖E
≤ (θj−s)
(θj−θj−1)
(
s− θj−1
)α |f |Cα([0,T ],‖·‖E) + (s−θj−1)(θj−θj−1)(θj − s)α |f |Cα([0,T ],‖·‖E)
=
( (θj−s)
(θj−θj−1)
( (s−θj−1)
(θj−θj−1)
)α
+
(s−θj−1)
(θj−θj−1)
( (θj−s)
(θj−θj−1)
)α)(
θj − θj−1
)α |f |Cα([0,T ],‖·‖E)
= g
( s−θj−1
θj−θj−1
) (
θj − θj−1
)α |f |Cα([0,T ],‖·‖E) ≤ ( θj−θj−12 )α |f |Cα([0,T ],‖·‖E) .
(2.7)
The proof of Lemma 2.2 is thus completed.
The next result, Corollary 2.3, provides estimates for the Ho¨lder norm differences
of two functions by using the difference of the two functions on suitable grid points.
Corollary 2.3 is a consequence of Lemma 2.1 and Lemma 2.2.
Corollary 2.3. Consider the notation in Subsection 1.1, let T ∈ (0,∞), θ ∈ PT , β ∈
[0, 1], α ∈ [0, β], let (E, ‖·‖E) be a normed vector space, and let f, g : [0, T ] → E be
functions. Then
|f − g|Cα([0,T ],‖·‖E)
≤ 2|dmax(θ)|α
[
sup
t∈θ
‖f(t)− g(t)‖E + |dmax(θ)|
β
2β
(|f |C β([0,T ],‖·‖E) + |g|C β([0,T ],‖·‖E))] (2.8)
and
‖f − g‖Cα([0,T ],‖·‖E) (2.9)
≤
[
2
|dmax(θ)|α + 1
][
sup
t∈θ
‖f(t)− g(t)‖E + |dmax(θ)|
β
2β
(|f |C β([0,T ],‖·‖E) + |g|C β([0,T ],‖·‖E))].
Proof of Corollary 2.3. Lemma 2.1 and the triangle inequality ensure that
|f − g|Cα([0,T ],‖·‖E)
≤ max
{
|dmax(θ)|−α |f − g|C 0,(dmax(θ),∞)([0,T ],‖·‖E), |dmax(θ)|β−α |f − g|C β([0,T ],‖·‖E)
}
(2.10)
≤ max{2 |dmax(θ)|−α ‖f − g‖C([0,T ],‖·‖E), |dmax(θ)|β−α (|f |C β([0,T ],‖·‖E) + |g|C β([0,T ],‖·‖E))} .
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In addition, observe that Lemma 2.2 and the triangle inequality assure that
‖f − g‖C([0,T ],‖·‖E) ≤
∥∥f − [f ]θ∥∥C([0,T ],‖·‖E) + ∥∥[f ]θ − [g]θ∥∥C([0,T ],‖·‖E) + ∥∥[g]θ − g∥∥C([0,T ],‖·‖E)
≤ sup
t∈θ
‖f(t)− g(t)‖E +
∣∣dmax(θ)
2
∣∣β (|f |C β([0,T ],‖·‖E) + |g|C β([0,T ],‖·‖E)) . (2.11)
Inserting (2.11) into (2.10) yields inequality (2.8). Moreover, adding inequality (2.8)
and (2.11) results in inequality (2.9). This finishes the proof of Corollary 2.3.
Lemma 2.4. Consider the notation in Subsection 1.1, let (E, ‖·‖E) be a normed vector
space, let T, c ∈ (0,∞), α ∈ [0, 1], θ ∈ PT , N ∈ N, θ0, . . . , θN ∈ [0, T ] satisfy 0 = θ0 <
. . . < θN = T and θ = {θ0, . . . , θN}, and let f : [0, T ]→ E be a function. Then
|[f ]θ|Cα,(0,c]([0,T ],‖·‖E) ≤
c1−α
dmin(θ)
[
supj∈{1,2,...,N} ‖f(θj)− f(θj−1)‖E
]
. (2.12)
Proof of Lemma 2.4. Observe that it holds for all s, t ∈ [0, T ] with t− s ∈ (0, c] that
‖[f ]θ(t)− [f ]θ(s)‖E
|t− s|α =
∥∥∫
(s,t)\θ([f ]θ)
′(u) du
∥∥
E
|t− s|α
≤ |t− s|
[
supu∈(s,t)\θ ‖([f ]θ)′(u)‖E
]
|t− s|α
≤ |t− s|1−α
[
sup
j∈{1,2,...,N}
‖f(θj)− f(θj−1)‖E
|θj − θj−1|
]
≤ c
1−α
dmin(θ)
[
sup
j∈{1,2,...,N}
‖f(θj)− f(θj−1)‖E
]
.
(2.13)
This completes the proof of Lemma 2.4.
Lemma 2.5. Consider the notation in Subsection 1.1, let (E, ‖·‖E) be a normed vector
space, let T ∈ (0,∞), α ∈ [0, 1], θ ∈ PT , and let f : [0, T ] → E be a function. Then
|[f ]θ|Cα([0,T ],‖·‖E) ≤ |f |Cα([0,T ],‖·‖E).
Proof of Lemma 2.5. Throughout this proof let N ∈ N, θ0, θ1, . . . , θN ∈ [0, T ] be the real
numbers which satisfy 0 = θ0 < θ1 < . . . < θN = T and θ = {θ0, θ1, . . . , θN} and let
n : [0, T ]→ N and ρ : [0, T ]→ [0, 1] be the functions which satisfy for all t ∈ [0, T ] that
n(t) = min
{
k ∈ {1, 2, . . . , N} : t ∈ [θk−1, θk]
}
and ρ(t) =
t− θn(t)−1
θn(t) − θn(t)−1 . (2.14)
Note that it holds for all t ∈ [0, T ] that
[f ]θ(t) = (1− ρ(t)) · f(θn(t)−1) + ρ(t) · f(θn(t)) = f(θn(t)−1) + ρ(t) ·
(
f(θn(t))− f(θn(t)−1)
)
.
(2.15)
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Hence, we obtain for all t1, t2 ∈ [0, T ] with t1 < t2 and n(t1) = n(t2) that
‖[f ]θ(t1)− [f ]θ(t2)‖E =
∥∥[(1− ρ(t1)) · f(θn(t1)−1) + ρ(t1) · f(θn(t1))]
− [(1− ρ(t2)) · f(θn(t1)−1) + ρ(t2) · f(θn(t1))]∥∥E
=
∥∥(ρ(t2)− ρ(t1)) · f(θn(t1)−1) + (ρ(t1)− ρ(t2)) · f(θn(t1))∥∥E
= |ρ(t1)− ρ(t2)| ·
∥∥f(θn(t1)−1)− f(θn(t1))∥∥E
≤ |ρ(t1)− ρ(t2)| |f |Cα([0,T ],‖·‖E)
∣∣θn(t1)−1 − θn(t1)∣∣α
= |ρ(t1)− ρ(t2)|1−α |f |Cα([0,T ],‖·‖E)
∣∣(ρ(t1)− ρ(t2)) · (θn(t1) − θn(t1)−1)∣∣α
≤ |f |Cα([0,T ],‖·‖E)
∣∣(ρ(t1)− ρ(t2)) · (θn(t1) − θn(t1)−1)∣∣α
= |f |Cα([0,T ],‖·‖E)
∣∣t1 − θn(t1)−1 − (t2 − θn(t1)−1)∣∣α
= |f |Cα([0,T ],‖·‖E) |t1 − t2|
α .
(2.16)
Moreover, (2.15) ensures for all t1, t2 ∈ [0, T ] with n(t1) < n(t2) that
‖[f ]θ(t1)− [f ]θ(t2)‖E =
∥∥[(1− ρ(t1)) · f(θn(t1)−1) + ρ(t1) · f(θn(t1))]
− [(1− ρ(t2)) · f(θn(t2)−1) + ρ(t2) · f(θn(t2))]∥∥E
≤ (1− ρ(t1)) (1− ρ(t2))
∥∥f(θn(t1)−1)− f(θn(t2)−1)∥∥E + ρ(t1) ρ(t2)∥∥f(θn(t1))− f(θn(t2))∥∥E
+ (1− ρ(t1)) ρ(t2)
∥∥f(θn(t1)−1)− f(θn(t2))∥∥E + ρ(t1) (1− ρ(t2))∥∥f(θn(t1))− f(θn(t2)−1)∥∥E
≤ |f |Cα([0,T ],‖·‖E)
{
(1− ρ(t1)) (1− ρ(t2)) |θn(t1)−1 − θn(t2)−1|α + ρ(t1) ρ(t2) |θn(t1) − θn(t2)|α
+ (1− ρ(t1)) ρ(t2) |θn(t1)−1 − θn(t2)|α + ρ(t1) (1− ρ(t2)) |θn(t1) − θn(t2)−1|α
}
. (2.17)
The concavity of the function (−∞, 0] 3 x 7→ |x|α ∈ R hence proves for all t1, t2 ∈ [0, T ]
with n(t1) < n(t2) that
‖[f ]θ(t1)− [f ]θ(t2)‖E
≤ |f |Cα([0,T ],‖·‖E)
∣∣(1− ρ(t1)) (1− ρ(t2)) (θn(t1)−1 − θn(t2)−1)+ ρ(t1) ρ(t2) (θn(t1) − θn(t2))
+ (1− ρ(t1)) ρ(t2)
(
θn(t1)−1 − θn(t2)
)
+ ρ(t1) (1− ρ(t2))
(
θn(t1) − θn(t2)−1
)∣∣α
= |f |Cα([0,T ],‖·‖E)
∣∣(1− ρ(t1)) θn(t1)−1 + ρ(t1) θn(t1) − (1− ρ(t2)) θn(t2)−1 − ρ(t2) θn(t2)∣∣α
= |f |Cα([0,T ],‖·‖E) (2.18)
· ∣∣{θn(t1)−1 + ρ(t1) [θn(t1) − θn(t1)−1]}− {θn(t2)−1 + ρ(t2) [θn(t2) − θn(t2)−1]}∣∣α
= |f |Cα([0,T ],‖·‖E) |t1 − t2|
α .
Combining this and (2.16) completes the proof of Lemma 2.5.
Lemma 2.6 (Approximations by piecewise affine linear functions). Consider the notation
in Subsection 1.1, let (E, ‖·‖E) be a normed vector space, let T ∈ (0,∞), α ∈ [0, 1],
β ∈ [α, 1], θ ∈PT , and let f, g : [0, T ]→ E be functions. Then
|f − [g]θ|Cα([0,T ],‖·‖E) ≤
2 |dmax(θ)|1−α
dmin(θ)
sup
t∈θ
‖f(t)− g(t)‖E + 2 |dmax(θ)|β−α |f |C β([0,T ],‖·‖E)
(2.19)
and
‖f − [g]θ‖Cα([0,T ],‖·‖E)
≤
(
2 |dmax(θ)|1−α
dmin(θ)
+ 1
)
sup
t∈θ
‖f(t)− g(t)‖E +
(
2
|dmax(θ)|α +
1
2β
)
|dmax(θ)|β |f |C β([0,T ],‖·‖E) .
(2.20)
9
Proof of Lemma 2.6. Throughout this proof let N ∈ N, θ0, θ1, . . . , θN ∈ [0, T ] be the real
numbers which satisfy 0 = θ0 < θ1 < . . . < θN = T and θ = {θ0, θ1, . . . , θN}. Note that
Lemma 2.1 implies that
|f − [g]θ|Cα([0,T ],‖·‖E) ≤ max
{
|dmax(θ)|−α |f − [g]θ|C 0,(dmax(θ),∞)([0,T ],‖·‖E) ,
|dmax(θ)|β−α |f − [g]θ|C β,(0,dmax(θ)]([0,T ],‖·‖E)
}
.
(2.21)
Next note that Lemma 2.2 ensures that
|f − [g]θ|C 0,(dmax(θ),∞)([0,T ],‖·‖E) ≤ 2 ‖f − [g]θ‖C([0,T ],‖·‖E)
≤ 2 ‖f − [f ]θ‖C([0,T ],‖·‖E) + 2 ‖[f ]θ − [g]θ‖C([0,T ],‖·‖E)
≤ 2 ∣∣dmax(θ)
2
∣∣β |f |C β([0,T ],‖·‖E) + 2 · supt∈θ ‖f(t)− g(t)‖E
≤ 2 ∣∣dmax(θ)∣∣β |f |C β([0,T ],‖·‖E) + 2 · dmax(θ)dmin(θ) · supt∈θ ‖f(t)− g(t)‖E .
(2.22)
Moreover, observe that Lemma 2.4 and Lemma 2.5 imply that
|f − [g]θ|C β,(0,dmax(θ)]([0,T ],‖·‖E) ≤ |f − [f ]θ|C β([0,T ],‖·‖E) + |[f − g]θ|C β,(0,dmax(θ)]([0,T ],‖·‖E)
≤ |f |C β([0,T ],‖·‖E) + |[f ]θ|C β([0,T ],‖·‖E)
+ |dmax(θ)|
1−β
dmin(θ)
[
sup
j∈{1,2,...,N}
∥∥[f(θj)− g(θj)]− [f(θj−1)− g(θj−1)]∥∥E
]
(2.23)
≤ 2 |f |C β([0,T ],‖·‖E) +
2
|dmax(θ)|β
· dmax(θ)
dmin(θ)
· sup
t∈θ
‖f(t)− g(t)‖E .
Substituting (2.23) and (2.22) into (2.21) proves (2.19). It thus remains to prove esti-
mate (2.20). For this note that Lemma 2.2 yields that
‖f − [g]θ‖C([0,T ],‖·‖E) ≤ ‖f − [f ]θ‖C([0,T ],‖·‖E) + ‖[f ]θ − [g]θ‖C([0,T ],‖·‖E)
≤ ∣∣dmax(θ)
2
∣∣β |f |C β([0,T ],‖·‖E) + supt∈θ ‖f(t)− g(t)‖E . (2.24)
Combining (2.19) and (2.24) shows (2.20). The proof of Lemma 2.6 is thus completed.
2.2 Upper error bounds for stochastic processes with Ho¨lder
continuous sample paths
We now turn to the result announced in the introduction which provides convergence
of stochastic processes in Ho¨lder norms given convergence on the grid points. For this
we first recall the Kolmogorov-Chentsov continuity theorem, cf., e.g., Revuz & Yor [35,
Theorem I.2.1 and its proof].
Theorem 2.7 (Kolmogorov-Chentsov continuity theorem). Consider the notation in Sub-
section 1.1. There exists a function Ξ = (ΞT,p,α,β)T,p,α,β∈R : R4 → R such that for every
T ∈ [0,∞), p ∈ (1,∞), β ∈ (1/p, 1], every Banach space (E, ‖·‖E), every probability space
(Ω,F ,P), and every X ∈ C β([0, T ], ‖·‖L p(P;‖·‖E)) there exists an (F , ‖·‖E)-strongly mea-
surable stochastic process Y : [0, T ] × Ω → E with continuous sample paths such that it
holds for every α ∈ [0, β − 1/p) that(
E
[
‖Y ‖pCα([0,T ],‖·‖E)
])1/p
≤ ΞT,p,α,β ‖X‖C β([0,T ],‖·‖Lp(P;‖·‖E)) <∞ and
∀ t ∈ [0, T ] : P(Xt = Yt) = 1.
(2.25)
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The next result, Corollary 2.8, follows directly from Corollary 2.3 (with T = T , θ = θ,
β = γ, α = β, E = Lp(P; ‖·‖E), f = ([0, T ] 3 t 7→ {Z ∈ L 0(P; ‖·‖E) : P(Z 6= Xt − Yt) =
0} ∈ Lp(P; ‖·‖E)), g = 0 for p ∈ [1,∞), β ∈ [0, 1], γ ∈ [β, 1] and (F , ‖·‖E)-strongly mea-
surable stochastic processesX, Y : [0, T ]×Ω→ E with ∀ t ∈ [0, T ] : ‖Xt−Yt‖L p(P;‖·‖E) <∞
in the notation of Corollary 2.3) and the Kolmogorov-Chentsov continuity theorem (see
Theorem 2.7 above).
Corollary 2.8 (Grid point approximations). Consider the notation in Subsection 1.1, let
T ∈ (0,∞), θ ∈ PT , let (Ω,F ,P) be a probability space, and let (E, ‖·‖E) be a Banach
space. Then
(i) it holds for all p ∈ [1,∞), β ∈ [0, 1], γ ∈ [β, 1] and all (F , ‖·‖E)-strongly measurable
stochastic processes X, Y : [0, T ]× Ω→ E that
‖X − Y ‖C β([0,T ],‖·‖Lp(P;‖·‖E)) ≤
(
2 |dmax(θ)|−β + 1
) [
supt∈θ ‖Xt − Yt‖L p(P;‖·‖E)
+ |dmax(θ)|γ
( |X|C γ([0,T ],‖·‖Lp(P;‖·‖E)) + |Y |C γ([0,T ],‖·‖Lp(P;‖·‖E)) )] (2.26)
(ii) and it holds for all p ∈ (1,∞), β ∈ (1/p, 1], α ∈ [0, β − 1/p), γ ∈ [β, 1] and all
(F , ‖·‖E)-strongly measurable stochastic processes X, Y : [0, T ] × Ω → E with con-
tinuous sample paths that(
E
[
‖X − Y ‖pCα([0,T ],‖·‖E)
])1/p
≤ ΞT,p,α,β ‖X − Y ‖C β([0,T ],‖·‖Lp(P;‖·‖E))
≤ ΞT,p,α,β
(
2 |dmax(θ)|−β + 1
) [
supt∈θ ‖Xt − Yt‖L p(P;‖·‖E)
+ |dmax(θ)|γ
( |X|C γ([0,T ],‖·‖Lp(P;‖·‖E)) + |Y |C γ([0,T ],‖·‖Lp(P;‖·‖E)) )].
(2.27)
The next result, Corollary 2.9, follows directly from Lemma 2.6 (with E = Lp(P; ‖·‖E),
T = T , α = β, β = γ, θ = θ, f = ([0, T ] 3 t 7→ {Z ∈ L 0(P; ‖·‖E) : P(Z 6= Xt − X0) =
0} ∈ Lp(P; ‖·‖E)), g = ([0, T ] 3 t 7→ {Z ∈ L 0(P; ‖·‖E) : P(Z 6= [Y ]θ(t) − X0) =
0} ∈ Lp(P; ‖·‖E)) for p ∈ [1,∞), β ∈ [0, 1], γ ∈ [β, 1] and (F , ‖·‖E)-strongly mea-
surable stochastic processes X, Y : [0, T ] × Ω → E with supt∈θ ‖Xt − Yt‖L p(P;‖·‖E) +|X|C γ([0,T ],‖·‖Lp(P;‖·‖E)) <∞ in the notation of Lemma 2.6) and the Kolmogorov-Chentsov
continuity theorem (see Theorem 2.7 above).
Corollary 2.9 (Piecewise affine linear stochastic processes). Consider the notation in
Subsection 1.1, let T ∈ (0,∞), θ ∈ PT , let (Ω,F ,P) be a probability space, and let
(E, ‖·‖E) be a Banach space. Then
(i) it holds for all p ∈ [1,∞), β ∈ [0, 1], γ ∈ [β, 1] and all (F , ‖·‖E)-strongly measurable
stochastic processes X, Y : [0, T ]× Ω→ E that
‖X − [Y ]θ‖C β([0,T ],‖·‖Lp(P;‖·‖E)) ≤
[
2 |dmax(θ)|1−β
dmin(θ)
+ 1
]
sup
t∈θ
‖Xt − Yt‖L p(P;‖·‖E)
+
[
2 |dmax(θ)|−β + 2−γ
] |dmax(θ)|γ |X|C γ([0,T ],‖·‖Lp(P;‖·‖E)) (2.28)
(ii) and it holds for all p ∈ (1,∞), β ∈ (1/p, 1], α ∈ [0, β − 1/p), γ ∈ [β, 1] and all
(F , ‖·‖E)-strongly measurable stochastic processes X, Y : [0, T ] × Ω → E with con-
tinuous sample paths that(
E
[
‖X − [Y ]θ‖pCα([0,T ],‖·‖E)
])1/p
≤ ΞT,p,α,β
([
2 |dmax(θ)|1−β
dmin(θ)
+ 1
]
sup
t∈θ
‖Xt − Yt‖L p(P;‖·‖E)
+
[
2 |dmax(θ)|−β + 2−γ
] |dmax(θ)|γ |X|C γ([0,T ],‖·‖Lp(P;‖·‖E)) ). (2.29)
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In (2.29) in Corollary 2.9 we assume beside other assumptions that α is strictly smaller
than γ. In general, this assumption cannot be omitted. To give an example, let (Ω,F ,P)
be a probability space and let W : [0, 1]×Ω→ R be a one-dimensional standard Brownian
motion with continuous sample paths. Then it clearly holds for all p ∈ [1,∞) that
‖W‖C 1/2([0,1],‖·‖Lp(P;|·|)) < ∞. However, the fact that the sample paths of the Brownian
motion are P-a.s. not 1/2-Ho¨lder continuous (cf., e.g., Revuz & Yor [35, Theorem I.2.7]
and, e.g., Arcones [3, Corollary 3.1]) ensures that it holds for all θ ∈P1, p ∈ (0,∞) that
E
[‖W − [W ]θ‖pC 1/2([0,1],|·|)] =∞. The following corollary is related to Lemma A1 in Bally,
Millet, & Sanz-Sole´ [4].
Corollary 2.10 (L p-convergence in Ho¨lder norms for a fixed p ∈ [1,∞)). Consider the
notation in Subsection 1.1, let T ∈ (0,∞), p ∈ [1,∞), β ∈ [0, 1], let (Ω,F ,P) be a
probability space, let (E, ‖·‖E) be a Banach space, and let Y N : [0, T ] × Ω → E, N ∈
N0, be (F , ‖·‖E)-strongly measurable stochastic processes with continuous sample paths
which satisfy lim supN→∞ |Y N |C β([0,T ],‖·‖Lp(P;‖·‖E)) <∞ and ∀ t ∈ [0, T ] : lim supN→∞ ‖Y
0
t −
Y Nt ‖L p(P;‖·‖E) = 0. Then
(i) it holds that |Y 0|C β([0,T ],‖·‖Lp(P;‖·‖E)) ≤ lim supN→∞ |Y
N |C β([0,T ],‖·‖Lp(P;‖·‖E)) <∞,
(ii) it holds for all α ∈ [0, 1]∩(−∞, β) that lim supN→∞ ‖Y 0−Y N‖Cα([0,T ],‖·‖Lp(P;‖·‖E)) = 0,
(iii) and it holds for all α ∈ [0, 1] ∩ (−∞, β − 1/p) that
lim sup
N→∞
E
[
‖Y 0 − Y N‖pCα([0,T ],‖·‖E)
]
= 0. (2.30)
Proof of Corollary 2.10. Throughout this proof let θn ∈ PT , n ∈ N, be the sequence
which satisfies for all n ∈ N that θn = {0, T
n
, 2T
n
, . . . , (n−1)T
n
, T} ∈ PT . Observe that the
assumption that ∀ t ∈ [0, T ] : lim supN→∞ ‖Y 0t − Y Nt ‖L p(P;‖·‖E) = 0 and the assumption
that lim supN→∞ |Y N |C β([0,T ],‖·‖Lp(P;‖·‖E)) <∞ ensure that
|Y 0|C β([0,T ],‖·‖Lp(P;‖·‖E)) = sups,t∈[0,T ],
s 6=t
[‖Y 0t −Y 0s ‖Lp(P;‖·‖E)
|t−s|β
]
= sup
s,t∈[0,T ],
s 6=t
[
lim supN→∞ ‖(Y Nt −Y Ns )+(Y 0t −Y Nt )+(Y Ns −Y 0s )‖Lp(P;‖·‖E)
|t−s|β
]
≤ sup
s,t∈[0,T ],
s 6=t
lim sup
N→∞
[‖Y Nt −Y Ns ‖Lp(P;‖·‖E)
|t−s|β
]
≤ lim sup
N→∞
|Y N |C β([0,T ],‖·‖Lp(P;‖·‖E)) <∞.
(2.31)
This establishes Item (i). In the next step we prove Item (ii). We apply Item (i) in
Corollary 2.8 to obtain for all α ∈ [0, β], n,N ∈ N that
‖Y 0 − Y N‖Cα([0,T ],‖·‖Lp(P;‖·‖E)) ≤
(
2 |dmax(θn)|−α + 1
) [
supt∈θn ‖Y 0t − Y Nt ‖L p(P;‖·‖E)
+ |dmax(θn)|β
(|Y 0|C β([0,T ],‖·‖Lp(P;‖·‖E)) + |Y N |C β([0,T ],‖·‖Lp(P;‖·‖E)))]
≤
(
2T−α
n−α + 1
)
supt∈θn ‖Y 0t − Y Nt ‖L p(P;‖·‖E) (2.32)
+
(
2Tβ−α
nβ−α +
Tβ
nβ
) (|Y 0|C β([0,T ],‖·‖Lp(P;‖·‖E)) + |Y N |C β([0,T ],‖·‖Lp(P;‖·‖E))).
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Item (i) and the assumption that ∀ t ∈ [0, T ] : lim supN→∞ ‖Y 0t −Y Nt ‖L p(P;‖·‖E) = 0 hence
imply for all α ∈ [0, β], n ∈ N that
lim sup
N→∞
‖Y 0 − Y N‖Cα([0,T ],‖·‖Lp(P;‖·‖E)) ≤
[
2T−α
n−α + 1
][
lim sup
N→∞
sup
t∈θn
‖Y 0t − Y Nt ‖L p(P;‖·‖E)
]
+
[
4Tβ−α
nβ−α +
2Tβ
nβ
]
lim sup
N→∞
|Y N |C β([0,T ],‖·‖Lp(P;‖·‖E)) (2.33)
=
[
4Tβ−α
nβ−α +
2Tβ
nβ
]
lim sup
N→∞
|Y N |C β([0,T ],‖·‖Lp(P;‖·‖E)) <∞.
Hence, we obtain for all α ∈ [0, 1] ∩ (−∞, β) that
lim sup
N→∞
‖Y 0 − Y N‖Cα([0,T ],‖·‖Lp(P;‖·‖E)) = lim supn→∞ lim supN→∞ ‖Y
0 − Y N‖Cα([0,T ],‖·‖Lp(P;‖·‖E))
≤
[
lim sup
n→∞
4Tβ−α
nβ−α + lim sup
n→∞
2Tβ
nβ
]
lim sup
N→∞
|Y N |C β([0,T ],‖·‖Lp(P;‖·‖E)) = 0. (2.34)
This shows Item (ii). It thus remains to establish Item (iii) to complete the proof of
Corollary 2.10. For this we apply the first inequality in Item (ii) in Corollary 2.8 to
obtain for all r ∈ (1/p,∞) ∩ (−∞, β], α ∈ [0, r − 1/p), N ∈ N that(
E
[
‖Y 0 − Y N‖pCα([0,T ],‖·‖E)
])1/p
≤ ΞT,p,α,r ‖Y 0 − Y N‖C r([0,T ],‖·‖Lp(P;‖·‖E)). (2.35)
This and Item (ii) imply for all r ∈ (1/p,∞) ∩ (−∞, β), α ∈ [0, r − 1/p) that
lim sup
N→∞
E
[
‖Y 0 − Y N‖pCα([0,T ],‖·‖E)
]
≤ (ΞT,p,α,r)p lim sup
N→∞
‖Y 0 − Y N‖pC r([0,T ],‖·‖Lp(P;‖·‖E)) = 0.
(2.36)
This establishes Item (iii). The proof of Corollary 2.10 is thus completed.
The next result, Corollary 2.11 below, is a consequence from Corollary 2.8 and Corol-
lary 2.9.
Corollary 2.11 (Convergence rates with respect to Ho¨lder norms). Consider the nota-
tion in Subsection 1.1, let T ∈ (0,∞), p ∈ (1,∞), β ∈ (1/p, 1], (θN)N∈N ⊆ PT satisfy
lim supN→∞ dmax(θ
N) = 0, let (Ω,F ,P) be a probability space, let (E, ‖·‖E) be a Banach
space, let Y N : [0, T ] × Ω → E, N ∈ N0, be (F , ‖·‖E)-strongly measurable stochastic
processes with continuous sample paths which satisfy Y 00 ∈ L p(P; ‖·‖E) and
|Y 0|C β([0,T ],‖·‖Lp(P;‖·‖E)) + supN∈N
[∣∣dmax(θN)∣∣−β supt∈θN ‖Y 0t − Y Nt ‖L p(P;‖·‖E)] <∞, (2.37)
and assume
([
supN∈N |Y N |C β([0,T ],‖·‖Lp(P;‖·‖E)) <∞
]
or
[
supN∈N dmax(θ
N )/dmin(θN ) <∞ and
∀N ∈ N : Y N = [Y N ]θN
])
. Then it holds for all α ∈ [0, β − 1/p), ε ∈ (0,∞) that
sup
N∈N
[
E
[
‖Y N‖pCα([0,T ],‖·‖E)
]
+
∣∣dmax(θN)∣∣−(β−α−1/p−ε)(E[‖Y 0 − Y N‖pCα([0,T ],‖·‖E)])1/p
]
<∞.
(2.38)
Proof of Corollary 2.11. Throughout this proof let c0 ∈ [0,∞), c1, c2 ∈ [0,∞] be the
extended real numbers given by
c0 = |Y 0|C β([0,T ],‖·‖Lp(P;‖·‖E)) + supN∈N
[∣∣dmax(θN)∣∣−β supt∈θN ‖Y 0t − Y Nt ‖L p(P;‖·‖E)] ,
c1 = sup
N∈N
[
dmax(θ
N)
dmin(θN)
]
, and c2 = sup
N∈N
|Y N |C β([0,T ],‖·‖Lp(P;‖·‖E)) .
(2.39)
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Next we observe that Item (ii) in Corollary 2.8 ensures for all r ∈ (1/p, β], α ∈ [0, r− 1/p),
N ∈ N that(
E
[
‖Y 0 − Y N‖pCα([0,T ],‖·‖E)
])1/p
≤ ΞT,p,α,r
(
2
∣∣dmax(θN)∣∣−r + 1)[ sup
t∈θN
‖Y 0t − Y Nt ‖L p(P;‖·‖E)
+
∣∣dmax(θN)∣∣β (|Y 0|C β([0,T ],‖·‖Lp(P;‖·‖E)) + |Y N |C β([0,T ],‖·‖Lp(P;‖·‖E)))
]
≤ ΞT,p,α,r
(
2
∣∣dmax(θN)∣∣(β−r) + ∣∣dmax(θN)∣∣β) [c0 + |Y N |C β([0,T ],‖·‖Lp(P;‖·‖E))] (2.40)
≤ ΞT,p,α,r
(
2
∣∣dmax(θN)∣∣(β−r) + ∣∣dmax(θN)∣∣β) [c0 + c2]
= ΞT,p,α,r
(
2 +
∣∣dmax(θN)∣∣r) ∣∣dmax(θN)∣∣(β−r) [c0 + c2] .
This implies for all r ∈ (1/p, β], α ∈ [0, r − 1/p) that
sup
N∈N
[∣∣dmax(θN)∣∣−(β−r)(E[‖Y 0 − Y N‖pCα([0,T ],‖·‖E)])1/p
]
≤ ΞT,p,α,r (2 + T r) [c0 + c2] .
(2.41)
Hence, we obtain for all α ∈ [0, β − 1/p), r ∈ (α + 1/p, β] that
sup
N∈N
[∣∣dmax(θN)∣∣−(β−α−1/p−[r−α−1/p])(E[‖Y 0 − Y N‖pCα([0,T ],‖·‖E)])1/p
]
≤ ΞT,p,α,α+1/p+[r−α−1/p] (3 + T ) (c0 + c2) .
(2.42)
This shows for all α ∈ [0, β − 1/p), ε ∈ (0, β − α− 1/p] that
sup
N∈N
[∣∣dmax(θN)∣∣−(β−α−1/p−ε)(E[‖Y 0 − Y N‖pCα([0,T ],‖·‖E)])1/p
]
≤ ΞT,p,α,α+1/p+ε (3 + T ) (c0 + c2) .
(2.43)
In the next step we note that Item (ii) in Corollary 2.9 proves for all r ∈ (1/p, β], α ∈
[0, r − 1/p), N ∈ N that(
E
[∥∥Y 0 − [Y N ]θN∥∥pCα([0,T ],‖·‖E)])1/p ≤ ΞT,p,α,r
([
2 |dmax(θN )|1−r
dmin(θN )
+ 1
]
sup
t∈θN
‖Y 0t − Y Nt ‖L p(P;‖·‖E)
+
[
2 |dmax(θN)|−r + 2−β
] ∣∣dmax(θN)∣∣β |Y 0|C β([0,T ],‖·‖Lp(P;‖·‖E))
)
. (2.44)
This implies for all r ∈ (1/p, β], α ∈ [0, r − 1/p), N ∈ N that(
E
[∥∥Y 0 − [Y N ]θN∥∥pCα([0,T ],‖·‖E)])1/p
≤ c0
∣∣dmax(θN)∣∣β ΞT,p,α,r(2 |dmax(θN )|1−rdmin(θN ) + 1 + 2 |dmax(θN)|−r + 2−β)
≤ 2 c0
∣∣dmax(θN)∣∣β ΞT,p,α,r ([c1 + 1] ∣∣dmax(θN)∣∣−r + 1) .
(2.45)
Hence, we obtain for all r ∈ (1/p, β], α ∈ [0, r − 1/p) that
sup
N∈N
[∣∣dmax(θN)∣∣−(β−r)(E[∥∥Y 0 − [Y N ]θN∥∥pCα([0,T ],‖·‖E)])1/p
]
≤ 2 c0 ΞT,p,α,r (c1 + 1 + T r) ≤ 2 c0 ΞT,p,α,r (2 + T + c1) .
(2.46)
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This shows for all α ∈ [0, β − 1/p), r ∈ (α + 1/p, β] that
sup
N∈N
[∣∣dmax(θN)∣∣−(β−α−1/p−[r−α−1/p])(E[∥∥Y 0 − [Y N ]θN∥∥pCα([0,T ],‖·‖E)])1/p
]
≤ 2 c0 ΞT,p,α,α+1/p+[r−α−1/p] (2 + T + c1) .
(2.47)
This establishes for all α ∈ [0, β − 1/p), ε ∈ (0, β − α− 1/p] that
sup
N∈N
[∣∣dmax(θN)∣∣−(β−α−1/p−ε)(E[∥∥Y 0 − [Y N ]θN∥∥pCα([0,T ],‖·‖E)])1/p
]
≤ 2 c0 ΞT,p,α,α+1/p+ε (2 + T + c1) .
(2.48)
Combining (2.43) and (2.48) assures for all α ∈ [0, β − 1/p), ε ∈ (0,∞) that
sup
N∈N
[∣∣dmax(θN)∣∣−(β−α−1/p−ε)(E[‖Y 0 − Y N‖pCα([0,T ],‖·‖E)])1/p
]
<∞. (2.49)
In addition, note that the assumption that Y 00 ∈ L p(P; ‖·‖E), the assumption that
|Y 0|C β([0,T ],‖·‖Lp(P;‖·‖E)) < ∞, the assumption that Y
0 has continuous sample paths, and
Theorem 2.7 ensure for all α ∈ [0, β− 1/p) that E[‖Y 0‖pCα([0,T ],‖·‖E)] <∞. This and (2.49)
complete the proof of Corollary 2.11.
The next result, Corollary 2.12 below, illustrates Corollary 2.11 through a simple
example. For this note that standard results for the Euler-Maruyama method show under
suitable hypotheses for every p ∈ [2,∞), β ∈ [0, 1/2] that condition (2.37) in Corollary 2.11
with uniform time steps is satisfied (cf., e.g., Section 10.6 in Kloeden & Platen [29]). The
convergence rate established in Corollary 2.12 (see (2.52) below) is essentially sharp; see
Proposition 2.14 below. Corollary 2.12 is related to Theorem 1.2 in [8] and Theorem 1.1
in [9].
Corollary 2.12 (Euler-Maruyama method). Consider the notation in Subsection 1.1,
let T ∈ (0,∞), d,m ∈ N, let (Ω,F ,P) be a probability space with a normal filtration
(Ft)t∈[0,T ], let W : [0, T ] × Ω → Rm be an m-dimensional standard (Ft)t∈[0,T ]-Brownian
motion with continuous sample paths, let µ : Rd → Rd and σ : Rd → Rd×m be globally
Lipschitz continuous functions, let X : [0, T ] × Ω → Rd be an (Ft)t∈[0,T ]/B(Rd)-adapted
stochastic process with continuous sample paths which satisfies ∀ p ∈ [1,∞) : E[‖X0‖pRd] <
∞ and which satisfies for all t ∈ [0, T ] that
[Xt]P,B(Rd) =
[
X0 +
∫ t
0
µ(Xs) ds
]
P,B(Rd)
+
∫ t
0
σ(Xs) dWs, (2.50)
and let Y N : [0, T ] × Ω → Rd, N ∈ N, be mappings which satisfy for all N ∈ N, n ∈
{0, 1, . . . , N − 1}, t ∈ [nT
N
, (n+1)T
N
] that Y N0 = X0 and
Y Nt = Y
N
nT
N
+
(
t− nT
N
) · µ(Y NnT
N
)
+
(
tN
T
− n) · σ(Y NnT
N
)(
W (n+1)T
N
−WnT
N
)
. (2.51)
Then it holds for all α ∈ [0, 1/2), ε ∈ (0,∞), p ∈ [1,∞) that
sup
N∈N
[
N
1/2−α−ε
(
E
[
‖X − Y N‖pCα([0,T ],‖·‖Rd )
])1/p]
<∞. (2.52)
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2.3 Lower error bounds for stochastic processes with Ho¨lder
continuous sample paths
In this subsection we comment on the optimality of the convergence rate provided by
Corollary 2.11 and Corollary 2.12, respectively. In particular, in the setting of Corol-
lary 2.12, Theorem 3 in Mu¨ller-Gronbach [32] shows in the case α = 0 that there exists
a class of SDEs for which the factors N 1/2−ε, N ∈ N, on the left hand side of the esti-
mate (2.52) can at best – up to a constant – be replaced by the factors N
1/2
log(N)
, N ∈ N.
In Proposition 2.14 below we show for every α ∈ [0, 1/2) in the simple case of µ = 0 and
σ = (R 3 x 7→ 1 ∈ R) in Corollary 2.12 that the factors N 1/2−α−ε, N ∈ N, on the left hand
side of the estimate (2.52) can at best – up to a constant – be replaced by the factors
N 1/2−α, N ∈ N. Our proof of Proposition 2.14 uses the following elementary lemma.
Lemma 2.13. Consider the notation in Subsection 1.1, let T ∈ (0,∞), p ∈ [1,∞),
α ∈ [0, 1], let (Ω,F ,P) be a probability space, let (E, ‖·‖E) be a normed vector space,
and let X : [0, T ] × Ω → E be an (F , ‖·‖E)-strongly measurable stochastic process with
continuous sample paths. Then
max
{|X|Cα([0,T ],‖·‖Lp(P;‖·‖E)), 2(1/p−1) ‖X‖Cα([0,T ],‖·‖Lp(P;‖·‖E))} ≤ (E[‖X‖pCα([0,T ],‖·‖E)])1/p.
(2.53)
The proof of Lemma 2.13 is clear. Instead we now present the promised proposition
on the optimality of the convergence rate estimate in Corollary 2.12.
Proposition 2.14. Consider the notation in Subsection 1.1, let T ∈ (0,∞), let (Ω,F ,P)
be a probability space, let W : [0, T ] × Ω → R be a one-dimensional standard Brownian
motion with continuous sample paths, and let WN : [0, T ]× Ω→ R, N ∈ N, be mappings
which satisfy for all N ∈ N, n ∈ {0, 1, . . . , N − 1}, t ∈ [nT
N
, (n+1)T
N
]
that
WNt =
(
n+ 1− tN
T
) ·WnT
N
+
(
tN
T
− n) ·W (n+1)T
N
. (2.54)
Then it holds for all α ∈ [0, 1/2], p ∈ [1,∞), N ∈ {2, 3, 4, . . .} that
‖W −WN‖C([0,T ],‖·‖Lp(P;|·|)) =
‖WT ‖Lp(P;|·|)
2
√
N
, (2.55)
|W−WN |Cα([0,T ],‖·‖Lp(P;|·|))
N(α−1/2) T−α ‖WT ‖Lp(P;|·|)
= (
1/2−α)(1/2−α)
2α (1−α)(1−α) ∈
[
1√
2
, 1
]
, (2.56)
‖W−WN‖Cα([0,T ],‖·‖Lp(P;|·|))
N(α−1/2) T−α ‖WT ‖Lp(P;|·|)
= T
α
2Nα
+ (
1/2−α)(1/2−α)
2α (1−α)(1−α) ∈
[
1√
2
, 2+T
α
2
]
, (2.57)
(
E
[
‖W−WN‖p
Cα([0,T ],|·|)
])1/p
N(α−1/2) T−α ‖WT ‖Lp(P;|·|)
≥ (1/2−α)(
1/2−α)
2α (1−α)(1−α) ≥
1√
2
. (2.58)
Proof of Proposition 2.14. Throughout this proof let f : [0, 1/2] → (0,∞) be the function
which satisfies for all x ∈ [0, 1/2] that f(x) = (1/2−x)(
1/2−x)
2x (1−x)(1−x) and let gα : (0, 1]
2 → R, α ∈
[0, 1/2], be the functions which satisfy for all x, y ∈ (0, 1], α ∈ [0, 1/2] that
gα(x, y) =
x (1− x) + y (1− y)
(x+ y)2α
. (2.59)
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We first prove (2.55). For this observe that it holds for all N ∈ N, n ∈ {0, 1, . . . , N − 1},
t ∈ [nT
N
, (n+1)T
N
]
that
Wt −WNt = Wt −
(
n+ 1− tN
T
) ·WnT
N
− ( tN
T
− n) ·W (n+1)T
N
=
(
n− tN
T
) · (W (n+1)T
N
−Wt
)
+
(
n+ 1− tN
T
) · (Wt −WnT
N
)
.
(2.60)
This and the fact that
∀N ∈ N : ∀ t ∈ (0, T
N
)
: ∀ p ∈ [1,∞) :
∥∥∥ Wt−WNt‖Wt−WNt ‖L2(P;|·|)∥∥∥L p(P;|·|) = ‖WT ‖Lp(P;|·|)√T (2.61)
imply that it holds for all N ∈ N, p ∈ [1,∞) that∥∥W −WN∥∥
C([0,T ],‖·‖Lp(P;|·|))
= supt∈[0,T ]
∥∥Wt −WNt ∥∥L p(P;|·|)
= supt∈[0, T
N
]
∥∥Wt −WNt ∥∥L p(P;|·|) = ‖WT ‖Lp(P;|·|)√T [supt∈[0, TN ] ∥∥Wt −WNt ∥∥L 2(P;|·|)]
=
‖WT ‖Lp(P;|·|)√
T
[
supt∈[0, T
N
]
∥∥∥ tNT · (Wt −W TN )+ (1− tNT ) ·Wt∥∥∥L 2(P;|·|)
]
=
‖WT ‖Lp(P;|·|)√
T
[
supt∈[0, T
N
]
[(
tN
T
)2 · ( T
N
− t)+ (1− tN
T
)2 · t ]1/2]
=
‖WT ‖Lp(P;|·|)√
N
[
sup
t∈[0,1]
√(
t2 · (1− t) + (1− t)2 · t)]
=
‖WT ‖Lp(P;|·|)√
N
[
sup
t∈[0,1]
√
t · (1− t)
]
=
‖WT ‖Lp(P;|·|)
2
√
N
.
(2.62)
This establishes (2.55). In the next step we prove (2.56). For this observe that (2.60)
shows for all N ∈ {2, 3, 4, . . .}, n ∈ {1, 2, . . . , N − 1}, t1 ∈ [0, TN ], t2 ∈ [nTN , (n+1)TN ],
p ∈ [1,∞) that∥∥(Wt2 −WNt2 )− (Wt1 −WNt1 )∥∥L p(P;|·|)
=
∥∥∥ (n− t2NT ) · (W (n+1)T
N
−Wt2
)
+
(
n+ 1− t2N
T
) · (Wt2 −WnT
N
)
+ t1N
T
·
(
W T
N
−Wt1
)
+
(
t1N
T
− 1) ·Wt1∥∥∥
L p(P;|·|)
=
‖WT ‖Lp(P;|·|)√
T
[(
n− t2N
T
)2 ( (n+1)T
N
− t2
)
+
(
n+ 1− t2N
T
)2 (
t2 − nTN
)
+ (t1)
2N2
T 2
(
T
N
− t1
)
+
(
t1N
T
− 1)2 t1] 12
=
‖WT ‖Lp(P;|·|)√
N
[ (
t2N
T
− n) (n+ 1− t2N
T
)
+ t1N
T
(
1− t1N
T
) ] 12
.
(2.63)
Moreover, (2.54) ensures for all N ∈ N, t1, t2 ∈ [0, TN ], p ∈ [1,∞) with t1 < t2 that∥∥(Wt2 −WNt2 )− (Wt1 −WNt1 )∥∥L p(P;|·|)
=
∥∥∥(Wt2 − t2NT ·W TN )− (Wt1 − t1NT ·W TN )∥∥∥L p(P;|·|)
=
‖WT ‖Lp(P;|·|)√
T
∥∥∥Wt2 −Wt1 + (t1−t2)NT ·W TN ∥∥∥L 2(P;|·|)
=
‖WT ‖Lp(P;|·|)√
T
(2.64)
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·
∥∥∥(1 + (t1−t2)NT ) · (Wt2 −Wt1) + (t1−t2)NT · (W TN −Wt2)+ (t1−t2)NT ·Wt1∥∥∥L 2(P;|·|)
=
‖WT ‖Lp(P;|·|)√
T
[∣∣∣1 + (t1−t2)NT ∣∣∣2 · (t2 − t1) + |t1−t2|2N2T 2 · ( TN − t2)+ |t1−t2|2N2T 2 · t1]1/2
=
‖WT ‖Lp(P;|·|)√
T
·
[
1 + 2(t1−t2)N
T
+ (t1−t2)
2N2
T 2
+ |t1−t2|N
2
T 2
· ( T
N
+ t1 − t2
)]1/2 · (t2 − t1)1/2
=
‖WT ‖Lp(P;|·|)√
T
·
(
1 + (t1−t2)N
T
)1/2
· (t2 − t1)1/2 .
Combining (2.63) and (2.64) proves for all N ∈ {2, 3, 4, . . .}, α ∈ [0, 1/2], p ∈ [1,∞) that∣∣W −WN ∣∣
Cα([0,T ],‖·‖Lp(P;|·|))
= sup
t1,t2∈[0,T ], t1<t2
∥∥(Wt2 −WNt2 )− (Wt1 −WNt1 )∥∥L p(P;|·|)
|t1 − t2|α
= sup
t1∈[0, TN ], t2∈[0,T ], t1<t2
∥∥(Wt2 −WNt2 )− (Wt1 −WNt1 )∥∥L p(P;|·|)
|t1 − t2|α
=
‖WT ‖Lp(P;|·|)√
T
∣∣∣∣∣∣∣∣max
 supt1,t2∈[0, TN ],
t1<t2
(
1+
(t1−t2)N
T
)
(t2−t1)(2α−1) , sup
t1∈[0, TN ],
t2∈( TN , 2TN ]
T
[(
t2N
T
−1
)(
2− t2N
T
)
+
t1N
T
(
1− t1N
T
)]
N (t2−t1)2α

∣∣∣∣∣∣∣∣
1
2
.
(2.65)
This implies for all N ∈ {2, 3, 4, . . .}, α ∈ [0, 1/2], p ∈ [1,∞) that∣∣W −WN ∣∣
Cα([0,T ],‖·‖Lp(P;|·|))
=
‖WT ‖Lp(P;|·|)√
T
∣∣∣∣∣∣∣
∣∣ T
N
∣∣(1−2α) max
 supx∈(0,1] (1− x)x(2α−1) , supx∈[0,1],
y∈(1,2]
(y − 1) (2− y) + x (1− x)
(y − x)2α

∣∣∣∣∣∣∣
1
2
=
‖WT ‖Lp(P;|·|)√
T
∣∣ T
N
∣∣( 12−α)
max
 supx∈(0,1] x (1− x)x2α , supx∈[0,1],
y∈(0,1]
y (2− (y + 1)) + x (1− x)
([y + 1]− [1− x])2α


1
2
.
(2.66)
Hence, we obtain for all N ∈ {2, 3, 4, . . .}, α ∈ [0, 1/2], p ∈ [1,∞) that∣∣W −WN ∣∣
Cα([0,T ],‖·‖Lp(P;|·|))
=
‖WT ‖Lp(P;|·|)√
T
∣∣ T
N
∣∣( 12−α) [max{ sup
y∈(0,1]
y (1− y)
y2α
, sup
x∈[0,1]
sup
y∈(0,1]
x (1− x) + y (1− y)
(x+ y)2α
}]1
2
=
‖WT ‖Lp(P;|·|)√
T
∣∣ T
N
∣∣( 12−α) [ sup
x∈[0,1]
sup
y∈(0,1]
x (1− x) + y (1− y)
(x+ y)2α
]1/2
(2.67)
= N (α−1/2) T−α ‖WT‖L p(P;|·|)
[
sup
x,y∈(0,1]
gα(x, y)
]1/2
.
To complete the proof of (2.56), we study a few properties of the functions gα, α ∈ [0, 1/2].
Note that it holds for all x, y ∈ [0, 1] that
x(1− x) + y(1− y) = (x+ y)
(
1− x+ y
2
)
− (x− y)
2
2
≤ 2
(x+ y
2
)(
1− x+ y
2
)
. (2.68)
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In addition, observe that it holds for all α ∈ [0, 1/2], z ∈ (0, 1) that
∂
∂z
(
z(1−2α) (1− z)) = (1− 2α) z−2α (1− z)−z(1−2α) = −2 (1− α) [z− 1/2−α
1−α
]
z−2α. (2.69)
Combining this with (2.68) ensures for all α ∈ [0, 1/2], x, y ∈ (0, 1] that
gα(x, y) =
x(1− x) + y(1− y)
(x+ y)2α
≤ 2(1−2α)
(x+ y
2
)1−2α(
1− x+ y
2
)
≤ 2(1−2α) sup
z∈(0,1]
[
z(1−2α)(1− z)] = 2(1−2α)[ 1/2−α
1−α
](1−2α)[
1− 1/2−α
1−α
]
= 2−2α
[ 1/2−α
1−α
](1−2α)[ 1
1−α
]
=
[
(1/2−α)(1/2−α)
2α (1−α)(1−α)
]2
= [f(α)]2 .
(2.70)
This proves for all α ∈ [0, 1/2] that
[f(α)]2 = sup
z∈(0,1]
[
(2 z)(1−2α)(1− z)] = sup
x∈(0,1]
gα(x, x) ≤ sup
x,y∈(0,1]
gα(x, y) ≤ [f(α)]2 . (2.71)
This shows for all α ∈ [0, 1/2] that
sup
x,y∈(0,1]
gα(x, y) = sup
x∈(0,1]
gα(x, x) = [f(α)]
2 . (2.72)
Next note that it holds for all α ∈ (0, 1/2) that
f(α) = exp
((
1
2
− α) · ln(1
2
− α)+ (α− 1) · ln(1− α)− α · ln(2)) . (2.73)
Moreover, observe that it holds for all α ∈ (0, 1/2) that
∂
∂α
((
1
2
− α) · ln(1
2
− α)+ (α− 1) · ln(1− α)− α · ln(2))
= − ln(1
2
− α)− 1 + ln(1− α) + 1− ln(2) = ln(1− α)− ln(1
2
− α)− ln(2)
= ln
(
1−α
1−2α
)
> 0.
(2.74)
This and (2.73) ensure that f is strictly increasing. Equation (2.72) hence proves for all
α ∈ [0, 1/2] that
sup
x,y∈(0,1]
gα(x, y) = sup
x∈(0,1]
gα(x, x) = [f(α)]
2 ∈
[
|f(0)|2 , ∣∣f(1
2
)
∣∣2] = [1
2
, 1
]
. (2.75)
Putting this into (2.67) establishes (2.56). Combining (2.55) with (2.56) proves (2.57).
Moreover, (2.56) and Lemma 2.13 imply (2.58). The proof of Proposition 2.14 is thus
completed.
3 Basic results for mild solutions of SEEs
In this section we collect a number of elementary results for mild solution processes of
SEEs, most of which are well-known.
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3.1 Temporal regularity of solutions of SEEs
Proposition 3.1. Consider the notation in Subsection 1.1, let (H, 〈·, ·〉H , ‖·‖H) and
(U, 〈·, ·〉U , ‖·‖U) be separable R-Hilbert spaces, let H ⊆ H be a non-empty orthonormal
basis of H, let λ : H → R be a function with suph∈H λh < 0, let A : D(A) ⊆ H → H
be the linear operator which satisfies D(A) =
{
v ∈ H : ∑h∈H |λh〈h, v〉H |2 < ∞} and
∀ v ∈ D(A) : Av = ∑h∈H λh〈h, v〉Hh, let (Hr, 〈·, ·〉Hr , ‖·‖Hr), r ∈ R, be a family of inter-
polation spaces associated to −A (cf., e.g., [36, Section 3.7]), let T ∈ (0,∞), p ∈ [2,∞),
γ ∈ R, η ∈ [0, 1), β ∈ [γ − η/2, γ], F ∈ C(Hγ, Hγ−η), B ∈ C(Hγ,HS(U,Hβ)) satisfy
|F |C 1(Hγ ,‖·‖Hγ−η ) + |B|C 1(Hγ ,‖·‖HS(U,Hβ)) <∞, let (Ω,F ,P) be a probability space with a nor-
mal filtration (Ft)t∈[0,T ], let (Wt)t∈[0,T ] be an IdU -cylindrical (Ω,F ,P, (Ft)t∈[0,T ])-Wiener
process, and let X : [0, T ]×Ω→ Hγ be an (Ft)t∈[0,T ]/B(Hγ)-predictable stochastic process
which satisfies for all t ∈ [0, T ] that sups∈[0,T ] ‖Xs‖L p(P;‖·‖Hγ ) <∞ and
[Xt]P,B(Hγ) =
[
etAX0 +
∫ t
0
1{∫ t0 ‖e(t−u)AF (Xu)‖Hγdu<∞} e(t−s)AF (Xs) ds
]
P,B(Hγ)
+
∫ t
0
e(t−s)AB(Xs) dWs.
(3.1)
Then it holds for all r ∈ [γ,min{1 +γ−η, 1/2 +β}), ε ∈ [0,min{1 +γ−η− r, 1/2 +β− r})
that infs∈(0,T ] P(Xs ∈ Hr) = 1 and
sup
t1,t2∈[0,T ],
t1 6=t2
(
‖(Xt1 − et1AX0)1{Xt1∈Hr} − (Xt2 − et2AX0)1{Xt2∈Hr}‖L p(P;‖·‖Hr )
|t1 − t2|ε
)
≤
[
sup
s∈[0,T ]
‖F (Xs)‖L p(P;‖·‖Hγ−η )
]
2T (1+γ−η−r−ε)
(1 + γ − η − r − ε)
+
[
sup
s∈[0,T ]
‖B(Xs)‖L p(P;‖·‖HS(U,Hβ))
]√
p (p− 1)T (1/2+β−r−ε)
(1 + 2β − 2r − 2ε)1/2 <∞.
(3.2)
Proof of Proposition 3.1. Note that the fact that it holds for all u ∈ [0, 1] that
sup
t∈(0,T ]
tu‖(−A)uetA‖L(H) ≤ 1 and sup
t∈(0,T ]
t−u‖(−A)−u(etA − IdH)‖L(H) ≤ 1 (3.3)
(cf., e.g., [34, Lemma 12.36]) implies that it holds for all r ∈ [γ, 1 + γ − η), ε ∈ [0, 1 + γ
− η − r), t1 ∈ [0, T ), t2 ∈ (t1, T ] that∥∥∥∥∫ t1
0
1{∫ t10 ‖e(t1−u)AF (Xu)‖Hrdu<∞} e(t1−s)AF (Xs) ds
−
∫ t2
0
1{∫ t20 ‖e(t2−u)AF (Xu)‖Hrdu<∞} e(t2−s)AF (Xs) ds
∥∥∥∥
L p(P;‖·‖Hr )
≤
∫ t2
t1
∥∥e(t2−s)AF (Xs)∥∥L p(P;‖·‖Hr ) ds+
∫ t1
0
∥∥e(t1−s)A(IdHγ−η − e(t2−t1)A)F (Xs)∥∥L p(P;‖·‖Hr ) ds
≤
[
sup
s∈[0,T ]
‖F (Xs)‖L p(P;‖·‖Hγ−η )
][∫ t2
t1
(t2 − s)γ−η−r ds+
∫ t1
0
(t1 − s)γ−η−r−ε(t2 − t1)ε ds
]
=
[
sup
s∈[0,T ]
‖F (Xs)‖L p(P;‖·‖Hγ−η )
][
(t2 − t1)(1+γ−η−r)
(1 + γ − η − r) +
(t2 − t1)ε(t1)(1+γ−η−r−ε)
(1 + γ − η − r − ε)
]
(3.4)
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≤
[
sup
s∈[0,T ]
‖F (Xs)‖L p(P;‖·‖Hγ−η )
][
2T (1+γ−η−r−ε)(t2 − t1)ε
(1 + γ − η − r − ε)
]
.
Moreover, (3.3) ensures for all r ∈ [γ, 1/2 + β), ε ∈ [0, 1/2 + β − r), t1 ∈ [0, T ), t2 ∈ (t1, T ]
that ∥∥∥∥∫ t1
0
e(t1−s)AB(Xs) dWs −
∫ t2
0
e(t2−s)AB(Xs) dWs
∥∥∥∥2
Lp(P;‖·‖Hr )
≤ p (p−1)
2
∫ t2
t1
∥∥e(t2−s)AB(Xs)∥∥2L p(P;‖·‖HS(U,Hr)) ds
+ p (p−1)
2
∫ t1
0
∥∥e(t1−s)A(IdHβ − e(t2−t1)A)B(Xs)∥∥2L p(P;‖·‖HS(U,Hr)) ds
≤ p (p−1)
2
[
sup
s∈[0,T ]
‖B(Xs)‖L p(P;‖·‖HS(U,Hβ))
]2
·
[∫ t2
t1
(t2 − s)(2β−2r) ds+
∫ t1
0
(t1 − s)(2β−2r−2ε)(t2 − t1)2ε ds
]
≤ p (p−1)
2
[
sup
s∈[0,T ]
‖B(Xs)‖L p(P;‖·‖HS(U,Hβ))
]2[
2T (1+2β−2r−2ε)(t2 − t1)2ε
(1 + 2β − 2r − 2ε)
]
.
(3.5)
Combining (3.4) and (3.5) completes the proof of Proposition 3.1.
Corollary 3.2. Consider the notation in Subsection 1.1, let (H, 〈·, ·〉H , ‖·‖H) and
(U, 〈·, ·〉U , ‖·‖U) be separable R-Hilbert spaces, let H ⊆ H be a non-empty orthonormal
basis of H, let λ : H → R be a function with suph∈H λh < 0, let A : D(A) ⊆ H →
H be the linear operator which satisfies D(A) =
{
v ∈ H : ∑h∈H |λh〈h, v〉H |2 < ∞}
and ∀ v ∈ D(A) : Av = ∑h∈H λh〈h, v〉Hh, let (Hr, 〈·, ·〉Hr , ‖·‖Hr), r ∈ R, be a fam-
ily of interpolation spaces associated to −A, let T ∈ (0,∞), p ∈ [2,∞), γ ∈ R, η ∈
[0, 1), β ∈ [γ − η/2, γ], δ ∈ [γ,∞), F ∈ C(Hγ, Hγ−η), B ∈ C(Hγ,HS(U,Hβ)) satisfy
|F |C 1(Hγ ,‖·‖Hγ−η ) + |B|C 1(Hγ ,‖·‖HS(U,Hβ)) <∞, let (Ω,F ,P) be a probability space with a nor-
mal filtration (Ft)t∈[0,T ], let (Wt)t∈[0,T ] be an IdU -cylindrical (Ω,F ,P, (Ft)t∈[0,T ])-Wiener
process, and let X : [0, T ] × Ω → Hγ be an (Ft)t∈[0,T ]/B(Hγ)-predictable stochastic pro-
cess which satisfies for all t ∈ [0, T ] that sups∈[0,T ] ‖Xs‖L p(P;‖·‖Hγ ) < ∞, X0(Ω) ⊆ Hδ,
E[‖X0‖pHδ ] <∞, and
[Xt]P,B(Hγ) =
[
etAX0 +
∫ t
0
1{∫ t0 ‖e(t−u)AF (Xu)‖Hγdu<∞} e(t−s)AF (Xs) ds
]
P,B(Hγ)
+
∫ t
0
e(t−s)AB(Xs) dWs.
(3.6)
Then it holds for all r ∈ [γ,min{1 +γ−η, 1/2 +β}), ε ∈ [0,min{1 +γ−η− r, 1/2 +β− r})
that infs∈(0,T ] P(Xs ∈ Hr) = 1 and
sup
t1,t2∈[0,T ],
t1 6=t2
(
|min{t1, t2}|max{r+ε−δ,0} ‖1{Xt1∈Hr}Xt1 − 1{Xt2∈Hr}Xt2‖L p(P;‖·‖Hr )
|t1 − t2|ε
)
≤ ‖X0‖L p(P;‖·‖Hmin{δ,r+ε} ) +
[
sup
s∈[0,T ]
‖F (Xs)‖L p(P;‖·‖Hγ−η )
]
2T (1+γ−η−min{δ,r+ε})
(1 + γ − η − r − ε)
+
[
sup
s∈[0,T ]
‖B(Xs)‖L p(P;‖·‖HS(U,Hβ))
]√
p (p− 1)T (1/2+β−min{δ,r+ε})
(1 + 2β − 2r − 2ε)1/2 <∞.
(3.7)
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Proof of Corollary 3.2. The fact that ∀u ∈ [0, 1] : (supt∈(0,T ] tu‖(−A)uetA‖L(H) ≤ 1 and
supt∈(0,T ] t
−u‖(−A)−u(etA− IdH)‖L(H) ≤ 1
)
ensures for all r ∈ [γ,min{1 + γ− η, 1/2 +β}),
ε ∈ [0,min{1 + γ − η − r, 1/2 + β − r}) that
sup
t1,t2∈[0,T ],
t1 6=t2
(
‖|min{t1, t2}|max{r+ε−δ,0}(et1AX0 − et2AX0)‖L p(P;‖·‖Hr )
|t1 − t2|ε
)
≤ sup
t1,t2∈[0,T ],
t1<t2
(‖|t1|max{r+ε−δ,0}(−A)r−min{δ,r+ε}(et1A − et2A)‖L(H) ‖X0‖L p(P;‖·‖Hmin{δ,r+ε} )
|t1 − t2|ε
)
≤ sup
t1,t2∈(0,T ],
t1<t2
(
|t1|max{r+ε−δ,0}‖(−A)r+ε−min{δ,r+ε} et1A‖L(H) ‖X0‖L p(P;‖·‖Hmin{δ,r+ε} )
)
(3.8)
= sup
t1∈(0,T ]
(
|t1|max{r+ε−δ,0}‖(−A)max{r+ε−δ,0} et1A‖L(H) ‖X0‖L p(P;‖·‖Hmin{δ,r+ε} )
)
≤ ‖X0‖L p(P;‖·‖Hmin{δ,r+ε} ).
Combining this with the triangle inequality and Proposition 3.1 proves for all r ∈ [γ,min{1
+γ−η, 1/2 +β}), ε ∈ [0,min{1 +γ−η− r, 1/2 +β− r}) that infs∈(0,T ] P(Xs ∈ Hr) = 1 and
sup
t1,t2∈[0,T ],
t1 6=t2
(
|min{t1, t2}|max{r+ε−δ,0} ‖1{Xt1∈Hr}Xt1 − 1{Xt2∈Hr}Xt2‖L p(P;‖·‖Hr )
|t1 − t2|ε
)
≤ sup
t1,t2∈[0,T ],
t1 6=t2
(
‖|min{t1, t2}|max{r+ε−δ,0}(et1AX0 − et2AX0)‖L p(P;‖·‖Hr )
|t1 − t2|ε
)
+ Tmax{r+ε−δ,0}
· sup
t1,t2∈[0,T ],
t1 6=t2
(
‖(Xt1 − et1AX0)1{Xt1∈Hr} − (Xt2 − et2AX0)1{Xt2∈Hr}‖L p(P;‖·‖Hr )
|t1 − t2|ε
)
(3.9)
≤ ‖X0‖L p(P;‖·‖Hmin{δ,r+ε} ) +
[
sup
s∈[0,T ]
‖F (Xs)‖L p(P;‖·‖Hγ−η )
]
2T (1+γ−η−min{δ,r+ε})
(1 + γ − η − r − ε)
+
[
sup
s∈[0,T ]
‖B(Xs)‖L p(P;‖·‖HS(U,Hβ))
]√
p (p− 1)T (1/2+β−min{δ,r+ε})
(1 + 2β − 2r − 2ε)1/2 <∞.
The proof of Corollary 3.2 is thus completed.
3.2 A priori bounds for solutions of SEEs
Lemma 3.3. Consider the notation in Subsection 1.1 and let B : (0,∞)2 → (0,∞)
and Eη : [0,∞) → [0,∞), η ∈ (−∞, 1), be the functions which satisfy for all η ∈
(−∞, 1), x, y ∈ (0,∞), z ∈ [0,∞) that B(x, y) = ∫ 1
0
t(x−1)(1 − t)(y−1) dt and Eη(z) =
1 +
∑∞
n=1 z
n
∏n−1
k=0 B(1 − η, k(1 − η) + 1). Then it holds for all η ∈ (−∞, 1), x ∈ [0,∞)
that
√
Eη(x2) = E(1−η)(x).
Proof of Lemma 3.3. Note that the fact that ∀x, y ∈ (0,∞) : B(x, y) = Γ(x) Γ(y)
Γ(x+y)
implies
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that it holds for all η ∈ (−∞, 1), x ∈ [0,∞) that
Eη(x
2) = 1 +
∞∑
n=1
(x2)n
n−1∏
k=0
B(1− η, k(1− η) + 1)
= 1 +
∞∑
n=1
x2n
n−1∏
k=0
Γ(1− η) Γ(k(1− η) + 1)
Γ((k + 1)(1− η) + 1) = 1 +
∞∑
n=1
x2n[Γ(1− η)]n
Γ(n(1− η) + 1)
=
∞∑
n=0
x2n[Γ(1− η)]n
Γ(n(1− η) + 1) = [E(1−η)(x)]
2.
(3.10)
The proof of Lemma 3.3 is thus completed.
Proposition 3.4 (A priori bounds). Consider the notation in Subsection 1.1, let
(H, 〈·, ·〉H , ‖·‖H) and (U, 〈·, ·〉U , ‖·‖U) be separable R-Hilbert spaces, let H ⊆ H be a
non-empty orthonormal basis of H, let λ : H → R be a function with suph∈H λh < 0,
let A : D(A) ⊆ H → H be the linear operator which satisfies D(A) = {v ∈ H :∑
h∈H |λh〈h, v〉H |2 <∞
}
and ∀ v ∈ D(A) : Av = ∑h∈H λh〈h, v〉Hh, let (Hr, 〈·, ·〉Hr , ‖·‖Hr),
r ∈ R, be a family of interpolation spaces associated to −A, let T ∈ (0,∞), p ∈ [2,∞),
γ ∈ R, η ∈ [0, 1), F ∈ C(Hγ, Hγ−η), B ∈ C(Hγ,HS(U,Hγ−η/2)) satisfy |F |C 1(Hγ ,‖·‖Hγ−η ) +
|B|C 1(Hγ ,‖·‖HS(U,Hγ−η/2)) < ∞, let (Ω,F ,P) be a probability space with a normal filtration
(Ft)t∈[0,T ], let (Wt)t∈[0,T ] be an IdU -cylindrical (Ω,F ,P, (Ft)t∈[0,T ])-Wiener process, and
let X : [0, T ]× Ω→ Hγ be an (Ft)t∈[0,T ]/B(Hγ)-predictable stochastic process which sat-
isfies for all t ∈ [0, T ] that sups∈[0,T ] ‖Xs‖L p(P;‖·‖Hγ ) <∞ and
[Xt]P,B(Hγ) =
[
etAX0 +
∫ t
0
1{∫ t0 ‖e(t−u)AF (Xu)‖Hγdu<∞} e(t−s)AF (Xs) ds
]
P,B(Hγ)
+
∫ t
0
e(t−s)AB(Xs) dWs.
(3.11)
Then
sup
t∈[0,T ]
∥∥max{1, ‖Xt‖Hγ}∥∥L p(P;|·|) ≤ √2∥∥max{1, ‖X0‖Hγ}∥∥L p(P;|·|) (3.12)
· E(1−η)
[
T 1−η
√
2√
1−η
(
sup
v∈Hγ
‖F (v)‖Hγ−η
max{1,‖v‖Hγ }
)
+
√
T 1−ηp(p− 1)
(
sup
v∈Hγ
‖B(v)‖HS(U,Hγ−η/2)
max{1,‖v‖Hγ }
)]
<∞.
Proof of Proposition 3.4. The Burkholder-Davis-Gundy-type inequality in Lemma 7.7 in
Da Prato & Zabczyk [10], the fact that ∀u ∈ [0, 1] : supt∈(0,T ] tu‖(−A)uetA‖L(H) ≤ 1, and
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Ho¨lder’s inequality imply that it holds for all t ∈ [0, T ] that∥∥max{1, ‖Xt‖Hγ}∥∥L p(P;|·|)
≤ ∥∥max{1, ‖X0‖Hγ}∥∥L p(P;|·|) + ∫ t
0
∥∥e(t−s)AF (Xs)∥∥L p(P;‖·‖Hγ ) ds
+
√
p (p− 1)
2
[∫ t
0
∥∥e(t−s)AB(Xs)∥∥2L p(P;‖·‖HS(U,Hγ )) ds
]1/2
≤ ∥∥max{1, ‖X0‖Hγ}∥∥L p(P;|·|) + [ t(1−η)(1− η)
∫ t
0
(t− s)−η ‖F (Xs)‖2L p(P;‖·‖Hγ−η ) ds
]1/2
+
√
p (p− 1)
2
[∫ t
0
(t− s)−η ‖B(Xs)‖2L p(P;‖·‖HS(U,Hγ−η/2)) ds
]1/2
≤ ∥∥max{1, ‖X0‖Hγ}∥∥L p(P;|·|) + [∫ t
0
(t− s)−η ∥∥max{1, ‖Xs‖Hγ}∥∥2L p(P;|·|) ds]1/2
·
[√
T (1−η)
(1−η)
(
sup
v∈Hγ
‖F (v)‖Hγ−η
max{1,‖v‖Hγ }
)
+
√
p (p−1)
2
(
sup
v∈Hγ
‖B(v)‖HS(U,Hγ−η/2)
max{1,‖v‖Hγ }
)]
.
(3.13)
This and the fact that ∀ a, b ∈ R : (a+ b)2 ≤ 2 (a2 + b2) prove for all t ∈ [0, T ] that∥∥max{1, ‖Xt‖Hγ}∥∥2L p(P;|·|) ≤ 2 ∥∥max{1, ‖X0‖Hγ}∥∥2L p(P;|·|)
+
∫ t
0
(t− s)−η ∥∥max{1, ‖Xs‖Hγ}∥∥2L p(P;|·|) ds
·
[√
2T (1−η)
(1−η)
(
sup
v∈Hγ
‖F (v)‖Hγ−η
max{1,‖v‖Hγ }
)
+
√
p (p− 1)
(
sup
v∈Hγ
‖B(v)‖HS(U,Hγ−η/2)
max{1,‖v‖Hγ }
)]2
.
(3.14)
E.g., Lemma 2.6 in Andersson, Jentzen, & Kurniawan [2] and Lemma 3.3 hence complete
the proof of Proposition 3.4.
3.3 A strong perturbation estimate for SEEs
Proposition 3.5 (Perturbation estimate). Consider the notation in Subsection 1.1, let
(H, 〈·, ·〉H , ‖·‖H) and (U, 〈·, ·〉U , ‖·‖U) be separable R-Hilbert spaces, let H ⊆ H be a
non-empty orthonormal basis of H, let λ : H → R be a function with suph∈H λh < 0,
let A : D(A) ⊆ H → H be the linear operator which satisfies D(A) = {v ∈ H :∑
h∈H |λh〈h, v〉H |2 <∞
}
and ∀ v ∈ D(A) : Av = ∑h∈H λh〈h, v〉Hh, let (Hr, 〈·, ·〉Hr , ‖·‖Hr),
r ∈ R, be a family of interpolation spaces associated to −A, let T ∈ [0,∞), p ∈ [2,∞),
γ ∈ R, η ∈ [0, 1), F ∈ C(Hγ, Hγ−η), B ∈ C(Hγ,HS(U,Hγ−η/2)) satisfy |F |C 1(Hγ ,‖·‖Hγ−η ) +
|B|C 1(Hγ ,‖·‖HS(U,Hγ−η/2)) < ∞, let (Ω,F ,P) be a probability space with a normal filtration
(Ft)t∈[0,T ], let (Wt)t∈[0,T ] be an IdU -cylindrical (Ω,F ,P, (Ft)t∈[0,T ])-Wiener process, and
let X1, X2 : [0, T ] × Ω → Hγ be (Ft)t∈[0,T ]/B(Hγ)-predictable stochastic processes which
satisfy maxk∈{1,2} sups∈[0,T ] ‖Xks ‖L p(P;‖·‖Hγ ) <∞. Then
sup
t∈[0,T ]
∥∥X1t −X2t ∥∥L p(P;‖·‖Hγ )
≤ E(1−η)
[
T 1−η
√
2 |F |C1(Hγ,‖·‖Hγ−η )√
1−η +
√
T 1−ηp(p− 1) |B|C 1(Hγ ,‖·‖HS(U,Hγ−η/2))
]
·
√
2 sup
t∈[0,T ]
∥∥∥∥[X1t − ∫ t
0
1{∫ t0 ‖e(t−r)AF (X1r )‖Hγdr<∞}e(t−s)AF (X1s ) ds
]
P,B(Hγ)
(3.15)
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−
∫ t
0
e(t−s)AB(X1s ) dWs −
{[
X2t −
∫ t
0
1{∫ t0 ‖e(t−r)AF (X2r )‖Hγdr<∞}e(t−s)AF (X2s ) ds
]
P,B(Hγ)
−
∫ t
0
e(t−s)AB(X2s ) dWs
}∥∥∥∥
Lp(P;‖·‖Hγ )
<∞.
Proof of Proposition 3.5. Throughout this proof we assume w.l.o.g. that T 6= 0 and
throughout this proof let A : Hγ+1 ⊆ Hγ → Hγ be the linear operator which sat-
isfies for all v ∈ Hγ+1 that A v =
∑
h∈H λh〈(−λh)−γh, v〉Hγ (−λh)−γh. Observe that
(Hr+γ, 〈·, ·〉Hr+γ , ‖·‖Hr+γ ), r ∈ R, is a family of interpolation spaces associated to −A .
This, Lemma 3.3, and Proposition 2.7 in Andersson, Jentzen, & Kurniawan [2] show for
all ε ∈ (0,∞) that
sup
t∈(0,T ]
∥∥X1t −X2t ∥∥L p(P;‖·‖Hγ )
≤ E(1−η)
[
T 1−η
√
2 |F |C1(Hγ,‖·‖Hγ−η )√
1−η sup
t∈(0,T ]
tη‖(−A )ηetA ‖L(Hγ)
+
√
T 1−ηp(p− 1)(|B|C 1(Hγ ,‖·‖HS(U,Hγ−η/2)) + ε) supt∈(0,T ] tη/2‖(−A )η/2etA ‖L(Hγ)
]
·
√
2 sup
t∈(0,T ]
∥∥∥∥[X1t − ∫ t
0
1{∫ t0 ‖e(t−r)A F (X1r )‖Hγdr<∞}e(t−s)A F (X1s ) ds
]
P,B(Hγ)
(3.16)
−
∫ t
0
e(t−s)AB(X1s ) dWs −
{[
X2t −
∫ t
0
1{∫ t0 ‖e(t−r)A F (X2r )‖Hγdr<∞}e(t−s)A F (X2s ) ds
]
P,B(Hγ)
−
∫ t
0
e(t−s)AB(X2s ) dWs
}∥∥∥∥
Lp(P;‖·‖Hγ )
.
The fact that ∀u ∈ [0, 1] : supt∈(0,T ] tu‖(−A )uetA ‖L(Hγ) ≤ 1 hence proves (3.15). The
proof of Proposition 3.5 is thus completed.
3.4 Existence of continuous solutions of SEEs
The next result, Proposition 3.6 below, proves the existence of continuous solution pro-
cesses of SPDEs (see, e.g., Theorem 7.1 in van Neerven, Veraar, & Weis [37] for a similar
result in a more general framework).
Proposition 3.6. Consider the notation in Subsection 1.1, let (H, 〈·, ·〉H , ‖·‖H) and
(U, 〈·, ·〉U , ‖·‖U) be separable R-Hilbert spaces, let H ⊆ H be a non-empty orthonormal basis
of H, let T ∈ (0,∞), p ∈ [2,∞), let (Ω,F ,P) be a probability space with a normal filtra-
tion (Ft)t∈[0,T ], let (Wt)t∈[0,T ] be an IdU -cylindrical (Ω,F ,P, (Ft)t∈[0,T ])-Wiener process,
let λ : H→ R be a function with suph∈H λh < 0, let A : D(A) ⊆ H → H be the linear op-
erator which satisfies D(A) =
{
v ∈ H : ∑h∈H |λh〈h, v〉H |2 < ∞} and ∀ v ∈ D(A) : Av =∑
h∈H λh〈h, v〉Hh, let (Hr, 〈·, ·〉Hr , ‖·‖Hr), r ∈ R, be a family of interpolation spaces asso-
ciated to −A, and let γ ∈ R, η ∈ [0, 1), F ∈ C(Hγ, Hγ−η), B ∈ C(Hγ,HS(U,Hγ−η/2)), ξ ∈
M (F0,B(Hγ)) satisfy |F |C 1(Hγ ,‖·‖Hγ−η )+|B|C 1(Hγ ,‖·‖HS(U,Hγ−η/2)) <∞. Then there exists an
(Ft)t∈[0,T ]/B(Hγ)-adapted stochastic process X : [0, T ]×Ω→ Hγ with continuous sample
paths which satisfies for all t ∈ [0, T ] that [Xt]P,B(Hγ) =
[
etAξ+
∫ t
0
e(t−s)AF (Xs) ds
]
P,B(Hγ)
+
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∫ t
0
e(t−s)AB(Xs) dWs and
sup
t∈[0,T ]
∥∥max{1, ‖Xt‖Hγ}∥∥L p(P;|·|) ≤ √2 ∥∥max{1, ‖ξ‖Hγ}∥∥L p(P;|·|)
· E(1−η)
[
T 1−η
√
2√
1−η
(
sup
v∈Hγ
‖F (v)‖Hγ−η
max{1,‖v‖Hγ }
)
+
√
T 1−ηp(p− 1)
(
sup
v∈Hγ
‖B(v)‖HS(U,Hγ−η/2)
max{1,‖v‖Hγ }
)]
.
(3.17)
Proof of Proposition 3.6. Throughout this proof let Ωn ∈ F0, n ∈ N0, be the sets which
satisfy for all n ∈ N0 that Ωn = {‖ξ‖Hγ < n} and let ξn : Ω → Hγ, n ∈ N, be the map-
pings which satisfy for all n ∈ N that ξn = ξ 1Ωn . Note that it holds for all q ∈ [0,∞),
n ∈ N that E[‖ξn‖qHγ] ≤ nq < ∞. E.g., Theorem 5.1 in Jentzen & Kloeden [27], Propo-
sition 3.1, and the Kolmogorov-Chentsov continuity theorem (see Theorem 2.7) hence
ensure that there exist (Ft)t∈[0,T ]/B(Hγ)-adapted stochastic processes with continuous
sample paths Xn : [0, T ] × Ω → Hγ, n ∈ N, which satisfy for all n ∈ N, t ∈ [0, T ] that
sups∈[0,T ] E
[‖Xns ‖pHγ] <∞ and
[Xnt ]P,B(Hγ) =
[
etAξn +
∫ t
0
e(t−s)AF (Xns ) ds
]
P,B(Hγ)
+
∫ t
0
e(t−s)AB(Xns ) dWs. (3.18)
Observe that it holds for all k ∈ N, n,m ∈ {k, k + 1, . . .}, t ∈ [0, T ] that
[(Xnt −Xmt )1Ωk ]P,B(Hγ) =
[∫ t
0
e(t−s)A
[
F (1ΩkX
n
s )− F (1ΩkXms )
]
1Ωk ds
]
P,B(Hγ)
+
∫ t
0
e(t−s)A
[
B(1ΩkX
n
s )−B(1ΩkXms )
]
1Ωk dWs.
(3.19)
Proposition 2.1 in Jentzen & Kurniawan [25] hence shows for all k ∈ N, n,m ∈ {k, k +
1, . . .} that
sup
t∈[0,T ]
‖(Xnt −Xmt )1Ωk‖L p(P;‖·‖Hγ ) = 0. (3.20)
This implies that
P
(
∀ k ∈ N : ∀n,m ∈ {k, k + 1, . . .} : 1Ωk
[
sup
t∈[0,T ]
‖Xnt −Xmt ‖Hγ
]
= 0
)
= 1. (3.21)
Next let Y : [0, T ]×Ω→ Hγ be the mapping which satisfies for all (t, ω) ∈ [0, T ]×Ω that
Yt(ω) =
∞∑
n=1
Xnt (ω) · 1Ωn\Ωn−1(ω). (3.22)
Note that it holds for all n ∈ N that
1Ωn sup
t∈[0,T ]
‖Yt −Xnt ‖Hγ = sup
t∈[0,T ]
‖Yt 1Ωn −Xnt 1Ωn‖Hγ
= sup
t∈[0,T ]
∥∥∥∥∥
[
n∑
k=1
Xkt 1Ωk\Ωk−1
]
−Xnt 1Ωn
∥∥∥∥∥
Hγ
= sup
t∈[0,T ]
∥∥∥∥∥
n∑
k=1
(Xkt −Xnt )1Ωk\Ωk−1
∥∥∥∥∥
Hγ
=
n∑
k=1
[
1Ωk sup
t∈[0,T ]
‖Xkt −Xnt ‖Hγ
]
1Ωk\Ωk−1 .
(3.23)
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This and (3.21) show that
P
(
∀n ∈ N : 1Ωn sup
t∈[0,T ]
‖Yt −Xnt ‖Hγ = 0
)
= 1. (3.24)
Hence, we obtain for all n ∈ N, t ∈ [0, T ] that
[Yt 1Ωn ]P,B(Hγ) = [X
n
t 1Ωn ]P,B(Hγ)
=
([
etAξn +
∫ t
0
e(t−s)AF (Xns ) ds
]
P,B(Hγ)
+
∫ t
0
e(t−s)AB(Xns ) dWs
)
1Ωn
=
([
etAξ +
∫ t
0
e(t−s)A 1ΩnF (X
n
s ) ds
]
P,B(Hγ)
+
∫ t
0
e(t−s)A 1ΩnB(X
n
s ) dWs
)
1Ωn
=
([
etAξ +
∫ t
0
e(t−s)AF (Ys) ds
]
P,B(Hγ)
+
∫ t
0
e(t−s)AB(Ys) dWs
)
1Ωn .
(3.25)
This implies for all t ∈ [0, T ] that
[Yt]P,B(Hγ) =
[
etAξ +
∫ t
0
e(t−s)AF (Ys) ds
]
P,B(Hγ)
+
∫ t
0
e(t−s)AB(Ys) dWs. (3.26)
Next note that (3.24) and Proposition 3.4 ensure for all n ∈ N that
sup
t∈[0,T ]
∥∥max{1, ‖Yt 1Ωn‖Hγ}∥∥L p(P;|·|) = sup
t∈[0,T ]
∥∥max{1, ‖Xnt 1Ωn‖Hγ}∥∥L p(P;|·|)
≤ sup
t∈[0,T ]
∥∥max{1, ‖Xnt ‖Hγ}∥∥L p(P;|·|) ≤ √2∥∥max{1, ‖ξn‖Hγ}∥∥L p(P;|·|)
· E(1−η)
[
T 1−η
√
2√
1−η
(
sup
v∈Hγ
‖F (v)‖Hγ−η
max{1,‖v‖Hγ }
)
+
√
T 1−ηp(p− 1)
(
sup
v∈Hγ
‖B(v)‖HS(U,Hγ−η/2)
max{1,‖v‖Hγ }
)]
.
(3.27)
This and Fatou’s lemma imply for all t ∈ [0, T ] that∥∥max{1, ‖Yt‖Hγ}∥∥L p(P;|·|) = ∥∥∥lim infn→∞ max{1, ‖Yt 1Ωn‖Hγ}∥∥∥L p(P;|·|)
≤ lim inf
n→∞
∥∥max{1, ‖Yt 1Ωn‖Hγ}∥∥L p(P;|·|) ≤ √2∥∥max{1, ‖ξ‖Hγ}∥∥L p(P;|·|)
· E(1−η)
[
T 1−η
√
2√
1−η
(
sup
v∈Hγ
‖F (v)‖Hγ−η
max{1,‖v‖Hγ }
)
+
√
T 1−ηp(p− 1)
(
sup
v∈Hγ
‖B(v)‖HS(U,Hγ−η/2)
max{1,‖v‖Hγ }
)]
.
(3.28)
The proof of Proposition 3.6 is thus completed.
3.5 Uniqueness of left-continuous solutions of SEEs with semi-
globally Lipschitz continuous coefficients
The proof of the next result, Proposition 3.7, is similar to the proof of Theorem 7.4 in
Da Prato & Zabczyk [10] (also see, e.g., Lemma 8.2 in van Neerven, Veraar, & Weis [37]
for an analogous result in a more general framework).
Proposition 3.7 (Local solutions). Consider the notation in Subsection 1.1, let
(H, 〈·, ·〉H , ‖·‖H) and (U, 〈·, ·〉U , ‖·‖U) be separable R-Hilbert spaces, let H ⊆ H be a
non-empty orthonormal basis of H, let λ : H → R be a function with suph∈H λh < 0,
let A : D(A) ⊆ H → H be the linear operator which satisfies D(A) = {v ∈ H :
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∑
h∈H |λh〈h, v〉H |2 <∞
}
and ∀ v ∈ D(A) : Av = ∑h∈H λh〈h, v〉Hh, let (Hr, 〈·, ·〉Hr , ‖·‖Hr),
r ∈ R, be a family of interpolation spaces associated to −A, let T ∈ (0,∞), γ ∈
R, η ∈ [0, 1), F ∈ C(Hγ, Hγ−η), B ∈ C(Hγ,HS(U,Hγ−η/2)) satisfy for all bounded
sets E ⊆ Hγ that |F |E|C 1(E,‖·‖Hγ−η ) + |B|E|C 1(E,‖·‖HS(U,Hγ−η/2)) < ∞, let (Ω,F ,P) be a
probability space with a normal filtration (Ft)t∈[0,T ], let (Wt)t∈[0,T ] be an IdU -cylindrical
(Ω,F ,P, (Ft)t∈[0,T ])-Wiener process, let τk : Ω→ [0, T ], k ∈ {1, 2}, be (Ft)t∈[0,T ]-stopping
times, and let Xk : [0, T ] × Ω → Hγ, k ∈ {1, 2}, be (Ft)t∈[0,T ]/B(Hγ)-adapted stochastic
processes with left-continuous and bounded sample paths which satisfy for all k ∈ {1, 2},
t ∈ [0, T ] that[
Xkt 1{t≤τk}
]
P,B(Hγ)
=
([
etAXk0 +
∫ t
0
1{s<τk} e
(t−s)AF (Xks ) ds
]
P,B(Hγ)
+
∫ t
0
1{s<τk} e
(t−s)AB(Xks ) dWs
)
1{t≤τk}.
(3.29)
Then P
(∀ t ∈ [0, T ] : 1{X10=X20}X1min{t,τ1,τ2} = 1{X10=X20}X2min{t,τ1,τ2}) = 1.
Corollary 3.8 is an immediate consequence from Proposition 3.7.
Corollary 3.8 (Continuous solutions). Consider the notation in Subsection 1.1, let
(H, 〈·, ·〉H , ‖·‖H) and (U, 〈·, ·〉U , ‖·‖U) be separable R-Hilbert spaces, let H ⊆ H be a
non-empty orthonormal basis of H, let λ : H → R be a function with suph∈H λh < 0,
let A : D(A) ⊆ H → H be the linear operator which satisfies D(A) = {v ∈ H :∑
h∈H |λh〈h, v〉H |2 <∞
}
and ∀ v ∈ D(A) : Av = ∑h∈H λh〈h, v〉Hh, let (Hr, 〈·, ·〉Hr , ‖·‖Hr),
r ∈ R, be a family of interpolation spaces associated to −A, let T ∈ (0,∞), γ ∈
R, η ∈ [0, 1), F ∈ C(Hγ, Hγ−η), B ∈ C(Hγ,HS(U,Hγ−η/2)) satisfy for all bounded
sets E ⊆ Hγ that |F |E|C 1(E,‖·‖Hγ−η ) + |B|E|C 1(E,‖·‖HS(U,Hγ−η/2)) < ∞, let (Ω,F ,P) be a
probability space with a normal filtration (Ft)t∈[0,T ], let (Wt)t∈[0,T ] be an IdU -cylindrical
(Ω,F ,P, (Ft)t∈[0,T ])-Wiener process, and let Xk : [0, T ] × Ω → Hγ, k ∈ {1, 2}, be
(Ft)t∈[0,T ]/B(Hγ)-adapted stochastic processes with continuous sample paths which sat-
isfy for all k ∈ {1, 2}, t ∈ [0, T ] that
[Xkt ]P,B(Hγ) =
[
etAX10 +
∫ t
0
e(t−s)AF (Xks ) ds
]
P,B(Hγ)
+
∫ t
0
e(t−s)AB(Xks ) dWs. (3.30)
Then P
(∀ t ∈ [0, T ] : X1t = X2t ) = 1.
4 Convergence in Ho¨lder norms for Galerkin approx-
imations
4.1 Setting
Consider the notation in Subsection 1.1, let (H, 〈·, ·〉H , ‖·‖H) and (U, 〈·, ·〉U , ‖·‖U) be
separable R-Hilbert spaces, let H ⊆ H be a non-empty orthonormal basis of H, let
T, ι ∈ (0,∞), let (Ω,F ,P) be a probability space with a normal filtration (Ft)t∈[0,T ], let
(Wt)t∈[0,T ] be an IdU -cylindrical (Ω,F ,P, (Ft)t∈[0,T ])-Wiener process, let λ : H → R be a
function with suph∈H λh < 0, let A : D(A) ⊆ H → H be the linear operator which satisfies
D(A) =
{
v ∈ H :
∑
h∈H
|λh〈h, v〉H |2 <∞
}
(4.1)
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and which satisfies for all v ∈ D(A) that
Av =
∑
h∈H
λh〈h, v〉Hh, (4.2)
let (Hr, 〈·, ·〉Hr , ‖·‖Hr), r ∈ R, be a family of interpolation spaces associated to −A, let
γ ∈ R, α ∈ [0, 1), β ∈ [0, 1/2), χ ∈ [β, 1/2), F ∈ C(Hγ, Hγ−α), B ∈ C(Hγ,HS(U,Hγ−β))
satisfy for all bounded sets E ⊆ Hγ that
|F |E|C 1(E,‖·‖Hγ−α ) + |B|E|C 1(E,‖·‖HS(U,Hγ−β)) <∞, (4.3)
let HN ⊆ H, N ∈ N0, be sets which satisfy H0 = H and supN∈NN ι sup
({1/|λh| : h ∈
H\HN} ∪ {0}
)
< ∞, let PN ∈ L(Hmin{0,γ−1}), N ∈ N0, and PN ∈ L(U), N ∈ N0, be
linear operators which satisfy for all N ∈ N0, v ∈ H that
PN(v) =
∑
h∈HN
〈h, v〉H h, (4.4)
and let XN : [0, T ]×Ω→ Hγ, N ∈ N0, be (Ft)t∈[0,T ]/B(Hγ)-adapted stochastic processes
with continuous sample paths which satisfy for all N ∈ N0, t ∈ [0, T ] that
[
XNt
]
P,B(Hγ)
=
[
etAPNX
0
0 +
∫ t
0
e(t−s)APNF (XNs ) ds
]
P,B(Hγ)
+
∫ t
0
e(t−s)APNB(XNs )PN dWs.
(4.5)
4.2 Strong convergence in Ho¨lder norms for Galerkin approxi-
mations of SEEs with globally Lipschitz continuous nonlin-
earities
The next lemma, Lemma 4.1 below, follows directly from, e.g., Proposition 3.6 and, e.g.,
Corollary 3.8.
Lemma 4.1. Assume the setting in Subsection 4.1, let p ∈ [2,∞), η ∈ [max{α, 2β}, 1),
N ∈ N0, and assume that
E
[‖X00‖pHγ]+ |F |C 1(Hγ ,‖·‖Hγ−α ) + |B|C 1(Hγ ,‖·‖HS(U,Hγ−β)) <∞. (4.6)
Then
sup
t∈[0,T ]
∥∥max{1, ‖XNt ‖Hγ}∥∥L p(P;|·|) ≤ √2∥∥max{1, ‖X00‖Hγ}∥∥L p(P;|·|) (4.7)
· E(1−η)
[
T 1−η
√
2√
1−η
(
sup
v∈Hγ
‖F (v)‖Hγ−η
max{1,‖v‖Hγ }
)
+
√
T 1−ηp(p− 1)
(
sup
v∈Hγ
‖B(v)PN‖HS(U,Hγ−η/2)
max{1,‖v‖Hγ }
)]
.
Lemma 4.2. Assume the setting in Subsection 4.1, let p ∈ [2,∞), η ∈ [max{α, 2β}, 1),
N ∈ N0, and assume that
E
[‖X00‖pHγ]+ |F |C 1(Hγ ,‖·‖Hγ−α ) + |B|C 1(Hγ ,‖·‖HS(U,Hγ−β)) <∞. (4.8)
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Then
sup
t∈[0,T ]
∥∥X0t −XNt ∥∥L p(P;‖·‖Hγ ) ≤
[√
2 sup
t∈[0,T ]
∥∥(P0 − PN)X0t ∥∥L p(P;‖·‖Hγ )
+
T
1/2−χ√p (p−1)√
1−2χ
(
1 + sup
t∈[0,T ]
‖XNt ‖L p(P;‖·‖Hγ )
)(
sup
v∈Hγ
‖B(v)(P0 −PN)‖HS(U,Hγ−χ)
1 + ‖v‖Hγ
)]
· E(1−η)
[
T 1−η
√
2 |F |C1(Hγ,‖·‖Hγ−η )√
1−η +
√
T 1−ηp(p− 1) |B|C 1(Hγ ,‖·‖HS(U,Hγ−η/2)) ‖P0‖L(U)
]
<∞.
(4.9)
Proof of Lemma 4.2. First of all, observe that Lemma 4.1 ensures that
sup
t∈[0,T ]
max
{‖X0t ‖L p(P;‖·‖Hγ ), ‖XNt ‖L p(P;‖·‖Hγ )} <∞. (4.10)
We can hence apply Proposition 3.5 to obtain that
sup
t∈[0,T ]
∥∥X0t −XNt ∥∥L p(P;‖·‖Hγ )
≤ E(1−η)
[
T 1−η
√
2 |PNF (·)|C1(Hγ,‖·‖Hγ−η )√
1−η +
√
T 1−ηp(p− 1) |PNB(·)P0|C 1(Hγ ,‖·‖HS(U,Hγ−η/2))
]
·
√
2 sup
t∈[0,T ]
∥∥∥∥[X0t − ∫ t
0
e(t−s)APNF (X0s ) ds
]
P,B(Hγ)
−
∫ t
0
e(t−s)APNB(X0s )P0 dWs
+
[∫ t
0
e(t−s)APNF (XNs ) ds−XNt
]
P,B(Hγ)
+
∫ t
0
e(t−s)APNB(XNs )P0 dWs
∥∥∥∥
Lp(P;‖·‖Hγ )
.
(4.11)
This shows that
sup
t∈[0,T ]
∥∥X0t −XNt ∥∥L p(P;‖·‖Hγ )
≤ E(1−η)
[
T 1−η
√
2 |F |C1(Hγ,‖·‖Hγ−η )√
1−η +
√
T 1−ηp(p− 1) |B|C 1(Hγ ,‖·‖HS(U,Hγ−η/2)) ‖P0‖L(U)
]
·
√
2 sup
t∈[0,T ]
∥∥∥∥[(P0 − PN)X0t ]P,B(Hγ) + ∫ t
0
e(t−s)APNB(XNs )(P0 −PN) dWs
∥∥∥∥
Lp(P;‖·‖Hγ )
.
(4.12)
The Burkholder-Davis-Gundy-type inequality in Lemma 7.7 in Da Prato & Zabczyk [10]
hence implies that
sup
t∈[0,T ]
∥∥X0t −XNt ∥∥L p(P;‖·‖Hγ )
≤ E(1−η)
[
T 1−η
√
2 |F |C1(Hγ,‖·‖Hγ−η )√
1−η +
√
T 1−ηp(p− 1) |B|C 1(Hγ ,‖·‖HS(U,Hγ−η/2)) ‖P0‖L(U)
]
·
√
2
[
sup
t∈[0,T ]
∥∥(P0 − PN)X0t ∥∥L p(P;‖·‖Hγ ) (4.13)
+ sup
s∈[0,T ]
∥∥B(XNs )[P0 −PN ]∥∥L p(P;‖·‖HS(U,Hγ−χ))
√
p (p−1)
2
sup
t∈[0,T ]
∫ t
0
(t− s)−2χ ds
]
.
This and (4.10) complete the proof of Lemma 4.2.
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Corollary 4.3. Assume the setting in Subsection 4.1, let ϑ ∈ [0,min{1 − α, 1/2 − β}),
p ∈ [2,∞), and assume that X00 (Ω) ⊆ Hγ+ϑ and
E
[‖X00‖pHγ+ϑ]+ |F |C 1(Hγ ,‖·‖Hγ−α ) + |B|C 1(Hγ ,‖·‖HS(U,Hγ−β)) <∞, (4.14)
sup
N∈N
sup
v∈Hγ
[
N ιϑ ‖B(v)(P0 −PN)‖HS(U,Hγ−χ)
1 + ‖v‖Hγ
]
<∞. (4.15)
Then it holds that
sup
N∈N0
sup
t∈[0,T ]
(‖F (XNt )‖L p(P;‖·‖Hγ−α ) + ‖B(XNt )PN‖L p(P;‖·‖HS(U,Hγ−χ))) <∞ (4.16)
and
sup
N∈N0
sup
t∈[0,T ]
(
N ιϑ ‖X0t −XNt ‖L p(P;‖·‖Hγ )
)
<∞. (4.17)
Proof of Corollary 4.3. Combining the assumptions thatX00 (Ω) ⊆ Hγ+ϑ and E
[‖X00‖pHγ+ϑ]
<∞ with, e.g., Proposition 3.6 and, e.g., Corollary 3.8 ensures that ∀ t ∈ [0, T ] : P(X0t ∈
Hγ+ϑ
)
= 1 and supt∈[0,T ] E
[‖1{X0t ∈Hγ+ϑ}X0t ‖pHγ+ϑ] < ∞. This and the assumption that
supN∈NN
ι sup
({1/|λh| : h ∈ H\HN} ∪ {0}) <∞ imply that
sup
N∈N
sup
t∈[0,T ]
[
N ιϑ
∥∥(P0 − PN)X0t ∥∥L p(P;‖·‖Hγ )
]
≤ sup
N∈N
sup
t∈[0,T ]
[
N ιϑ
∥∥(−A)−ϑ(P0|Hγ − PN |Hγ )∥∥L(Hγ) ∥∥1{X0t ∈Hγ+ϑ}X0t ∥∥L p(P;‖·‖Hγ+ϑ )
]
≤
[
sup
N∈N
N ιϑ
∥∥(−A)−1(IdHγ −PN |Hγ )∥∥ϑL(Hγ)
] [
sup
t∈[0,T ]
∥∥1{X0t ∈Hγ+ϑ}X0t ∥∥L p(P;‖·‖Hγ+ϑ )
]
(4.18)
=
[
sup
N∈N
N ιϑ
[
sup
({1/|λh| : h ∈ H\HN} ∪ {0})]ϑ][ sup
t∈[0,T ]
∥∥1{X0t ∈Hγ+ϑ}X0t ∥∥L p(P;‖·‖Hγ+ϑ )
]
<∞.
In addition, observe that (4.14), (4.15), and Lemma 4.1 ensure that
sup
N∈N0
sup
t∈[0,T ]
‖XNt ‖L p(P;‖·‖Hγ ) <∞. (4.19)
The triangle inequality and again (4.15) hence prove that
sup
N∈N0
sup
t∈[0,T ]
‖B(XNt )PN‖L p(P;‖·‖HS(U,Hγ−χ))
≤
(
1 + sup
N∈N0
sup
t∈[0,T ]
‖XNt ‖L p(P;‖·‖Hγ )
)(
sup
N∈N0
sup
v∈Hγ
‖B(v)PN‖HS(U,Hγ−χ)
1+‖v‖Hγ
)
≤
(
1 + sup
N∈N0
sup
t∈[0,T ]
‖XNt ‖L p(P;‖·‖Hγ )
)
·
(
sup
v∈Hγ
‖B(v)‖HS(U,Hγ−χ)‖P0‖L(U)
1+‖v‖Hγ + supN∈N0
sup
v∈Hγ
‖B(v)(P0−PN )‖HS(U,Hγ−χ)
1+‖v‖Hγ
)
<∞.
(4.20)
In the next step we combine (4.19), (4.18), and (4.15) with Lemma 4.2 to obtain that
supN∈N0 supt∈[0,T ]
(
N ιϑ ‖X0t −XNt ‖L p(P;‖·‖Hγ )
)
<∞. (4.21)
Furthermore, observe that (4.19) assures that supN∈N0 supt∈[0,T ] ‖F (XNt )‖L p(P;‖·‖Hγ−α ) <
∞. This, (4.20), and (4.21) complete the proof of Corollary 4.3.
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The next result, Corollary 4.4, proves strong convergence rates in Ho¨lder norms for
spatial spectral Galerkin approximations of SEEs with globally Lipschitz continuous non-
linearities. Note in the setting of Corollary 4.4 that, e.g., Becker et al. [5, Theorem 1.1
and Lemma 2.6] show in the case ι = 2, δ = 0 that the convergence rate established
in (4.23) is essentially sharp (cf., e.g., Conus, Jentzen, & Kurniawan [6, Lemma 7.2]).
Corollary 4.4. Assume the setting in Subsection 4.1, let ϑ ∈ (0,min{1 − α, 1/2 − β}),
p ∈ (1/ϑ,∞), and assume that X00 (Ω) ⊆ Hγ+ϑ, E
[‖X00‖pHγ+ϑ] <∞, |F |C 1(Hγ ,‖·‖Hγ−α ) <∞,
|B|C 1(Hγ ,‖·‖HS(U,Hγ−β)) <∞, and
sup
N∈N
sup
v∈Hγ
[
‖B(v)PN‖HS(U,Hγ−β) +N ιϑ ‖B(v)(P0 −PN)‖HS(U,Hγ−χ)
1 + ‖v‖Hγ
]
<∞. (4.22)
Then it holds for all δ ∈ [0, ϑ− 1/p), ε ∈ (0,∞) that
sup
N∈N
[
E
[
‖XN‖p
C δ([0,T ],‖·‖Hγ )
]
+N ι (ϑ−δ−1/p−ε)
(
E
[
‖X0 −XN‖p
C δ([0,T ],‖·‖Hγ )
])1/p]
<∞.
(4.23)
Proof of Corollary 4.4. Throughout this proof let η ∈ R be the real number given by
η = max{α, 2β} and let θN ∈PT , N ∈ N, be a sequence of sets such that
sup
N∈N
[
dmax(θ
N)
N−ι
+
N−ι
dmin(θN)
]
<∞. (4.24)
In particular, this ensures that lim supN→∞ dmax(θ
N) = 0. In addition, Corollary 4.3
proves that
sup
N∈N
[∣∣dmax(θN)∣∣−ϑ sup
t∈θN
‖X0t −XNt ‖L p(P;‖·‖Hγ )
]
≤
[
sup
N∈N
|dmax(θN )|−ϑ
N ιϑ
](
sup
N∈N
sup
t∈θN
N ιϑ ‖X0t −XNt ‖L p(P;‖·‖Hγ )
)
≤
[
sup
N∈N
N−ι
dmin(θN )
]ϑ(
sup
N∈N
sup
t∈[0,T ]
N ιϑ ‖X0t −XNt ‖L p(P;‖·‖Hγ )
)
<∞.
(4.25)
Next note that, e.g., Corollary 3.2 shows for all N ∈ N0, ε ∈ (0,min{1− η, 1/2− β}) that
sup
t1,t2∈[0,T ],
t1 6=t2
( |min{t1, t2}|max{γ+ε−(γ+ϑ),0} ‖XNt1 −XNt2 ‖L p(P;‖·‖Hγ )
|t1 − t2|ε
)
(4.26)
≤ ‖XN0 ‖L p(P;‖·‖Hmin{γ+ϑ,γ+ε} ) +
[
sup
s∈[0,T ]
∥∥PNF (XNs )∥∥L p(P;‖·‖Hγ−η )
]
2T (1+γ−η−min{γ+ϑ,γ+ε})
(1− η − ε)
+
[
sup
s∈[0,T ]
∥∥PNB(XNs )PN∥∥L p(P;‖·‖HS(U,Hγ−β))
]√
p (p− 1)T (1/2+γ−β−min{γ+ϑ,γ+ε})
(1− 2β − 2ε)1/2
<∞.
This and the fact that min{1 − η, 1/2 − β} = min{1 − max{α, 2β}, 1/2 − β} = min{1 −
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α, 1/2− β} > ϑ > 0 imply that
sup
N∈N0
sup
t1,t2∈[0,T ],
t1 6=t2
(‖XNt1 −XNt2 ‖L p(P;‖·‖Hγ )
|t1 − t2|ϑ
)
≤ sup
N∈N0
‖XN0 ‖L p(P;‖·‖Hγ+ϑ ) +
[
sup
N∈N0
sup
s∈[0,T ]
‖F (XNs )‖L p(P;‖·‖Hγ−η )
]
2T (1−η−ϑ)
(1− η − ϑ)
+
[
sup
N∈N0
sup
s∈[0,T ]
‖B(XNs )PN‖L p(P;‖·‖HS(U,Hγ−β))
]√
p (p− 1)T (1/2−β−ϑ)
(1− 2β − 2ϑ)1/2
.
(4.27)
Corollary 4.3 and estimate (4.22) hence prove that
sup
N∈N0
|XN |C ϑ([0,T ],‖·‖Lp(P;‖·‖Hγ ))
≤ ‖X00‖L p(P;‖·‖Hγ+ϑ ) +
[
sup
N∈N0
sup
s∈[0,T ]
‖F (XNs )‖L p(P;‖·‖Hγ−η )
]
2T (1−η−ϑ)
(1− η − ϑ)
+
[
sup
N∈N0
sup
s∈[0,T ]
‖B(XNs )PN‖L p(P;‖·‖HS(U,Hγ−β))
]√
p (p− 1)T (1/2−β−ϑ)
(1− 2β − 2ϑ)1/2
<∞.
(4.28)
This, (4.25), and the fact that ϑ ∈ (1/p, 1] allow us to apply Corollary 2.11 to obtain for
all δ ∈ [0, ϑ− 1/p), ε ∈ (0,∞) that
sup
N∈N
[
E
[
‖XN‖p
C δ([0,T ],‖·‖Hγ )
]
+
∣∣dmax(θN)∣∣−(ϑ−δ−1/p−ε)(E[‖X0 −XN‖pC δ([0,T ],‖·‖Hγ )])1/p
]
<∞.
(4.29)
Combining this with the fact that supN∈N
[dmax(θN )
N−ι
]
< ∞ completes the proof of Corol-
lary 4.4.
4.3 Almost sure convergence in Ho¨lder norms for Galerkin ap-
proximations of SEEs with semi-globally Lipschitz continu-
ous nonlinearities
The proof of the following corollary employs a standard localisation argument; see, e.g.,
[13, 33].
Corollary 4.5. Assume the setting in Subsection 4.1, let ϑ ∈ (0,min{1 − α, 1/2 − β}),
assume that P
(
X00 ∈ Hγ+ϑ
)
= 1, and assume for all non-empty bounded sets E ⊆ Hγ that
sup
N∈N
sup
v∈E
[
‖B(v)PN‖HS(U,Hγ−β) +N ιϑ ‖B(v)(P0 −PN)‖HS(U,Hγ−χ)
1 + ‖v‖Hγ
]
<∞. (4.30)
Then it holds for all δ ∈ [0, ϑ), ε ∈ (0,∞) that
P
(
sup
N∈N
[
N ι(ϑ−δ−ε) ‖X0 −XN‖C δ([0,T ],‖·‖Hγ )
]
<∞
)
= 1. (4.31)
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Proof of Corollary 4.5. Throughout this proof we assume w.l.o.g. that X00 (Ω) ⊆ Hγ+ϑ,
let δ ∈ [0, ϑ), let φr,M : Hr → Hr, r ∈ R, M ∈ (0,∞), be the mappings which satisfy for
all r ∈ R, M ∈ (0,∞), v ∈ Hr that
φr,M(v) = v ·min
{
1,
M + 1
1 + ‖v‖Hr
}
, (4.32)
let ξM : Ω → Hγ, M ∈ N, be the mappings which satisfy for all M ∈ N that ξM =
φγ+ϑ,M(X
0
0 ), let FM : Hγ → Hγ−α, M ∈ N, and BM : Hγ → HS(U,Hγ−β), M ∈ N, be the
mappings which satisfy for all M ∈ N that FM = F ◦ φγ,M and BM = B ◦ φγ,M , and let
SM ⊆ Hγ, M ∈ N, be the sets which satisfy for all M ∈ N that SM = {v ∈ Hγ : ‖v‖Hγ ≤
M + 1}. Observe that it holds for all v, w ∈ Hγ, M ∈ N that
‖φγ,M(v)− φγ,M(w)‖Hγ
=
∥∥∥∥v (1 + ‖w‖Hγ ) min{1 + ‖v‖Hγ ,M + 1} − w (1 + ‖v‖Hγ ) min{1 + ‖w‖Hγ ,M + 1}(1 + ‖v‖Hγ ) (1 + ‖w‖Hγ )
∥∥∥∥
Hγ
≤ ‖v − w‖Hγ
+
∥∥∥∥∥w
[
(1 + ‖w‖Hγ ) min{1 + ‖v‖Hγ ,M + 1} − (1 + ‖v‖Hγ ) min{1 + ‖w‖Hγ ,M + 1}
]
(1 + ‖v‖Hγ ) (1 + ‖w‖Hγ )
∥∥∥∥∥
Hγ
≤ ‖v − w‖Hγ
+
∣∣(1 + ‖w‖Hγ ) min{1 + ‖v‖Hγ ,M + 1} − (1 + ‖v‖Hγ ) min{1 + ‖w‖Hγ ,M + 1}∣∣
(1 + ‖v‖Hγ )
.
(4.33)
This ensures for all v, w ∈ Hγ, M ∈ N that
‖φγ,M(v)− φγ,M(w)‖Hγ
≤ ‖v − w‖Hγ +
∣∣‖w‖Hγ − ‖v‖Hγ ∣∣min{1 + ‖v‖Hγ ,M + 1}
(1 + ‖v‖Hγ )
+
(1 + ‖v‖Hγ )
∣∣min{1 + ‖v‖Hγ ,M + 1} −min{1 + ‖w‖Hγ ,M + 1}∣∣
(1 + ‖v‖Hγ )
≤ ‖v − w‖Hγ +
∣∣‖w‖Hγ − ‖v‖Hγ ∣∣
+
∣∣min{1 + ‖v‖Hγ ,M + 1} −min{1 + ‖w‖Hγ ,M + 1}∣∣
≤ 3 ‖v − w‖Hγ .
(4.34)
Hence, we obtain for all M ∈ N that |φγ,M |C 1(Hγ ,‖·‖Hγ ) ≤ 3. This, the fact that ∀M ∈
N : |F |SM |C 1(SM ,‖·‖Hγ−α ) + |B|SM |C 1(SM ,‖·‖HS(U,Hγ−β)) + |φγ,M |C 1(Hγ ,‖·‖Hγ ) < ∞, and the fact
that ∀M ∈ N : φγ,M(Hγ) ⊆ SM ensure that it holds for all M ∈ N, p ∈ [1,∞) that
|FM |C 1(Hγ ,‖·‖Hγ−α ) + |BM |C 1(Hγ ,‖·‖HS(U,Hγ−β)) + E
[‖ξM‖pHγ+ϑ] <∞. (4.35)
E.g., Proposition 3.6 hence proves that there exist (Ft)t∈[0,T ]/B(Hγ)-adapted stochastic
processes X N,M : [0, T ]× Ω → Hγ, N ∈ N0, M ∈ N, with continuous sample paths such
that it holds for all N ∈ N0, M ∈ N, t ∈ [0, T ] that[
X N,Mt
]
P,B(Hγ)
=
[
etAPNξM +
∫ t
0
e(t−s)APNFM(X N,Ms ) ds
]
P,B(Hγ)
+
∫ t
0
e(t−s)APNBM(X N,Ms )PN dWs
(4.36)
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(cf., e.g., Theorem 7.1 in van Neerven, Veraar, & Weis [37]). We now introduce a bit more
notation. Let τN,M : Ω → [0, T ], M ∈ N, N ∈ N0, be the mappings which satisfy for all
M ∈ N, N ∈ N0 that
τN,M = min
{
T 1{‖X00‖Hγ+ϑ≤M}, inf
({
t ∈ [0, T ] : ‖X N,Mt ‖Hγ ≥M
} ∪ {T})} , (4.37)
let Υ ∈ F be the set given by
Υ =[∩N∈N0 ∪M∈N ∩m∈{M,M+1,...}{τN,m = T}] ∩ [∩M∈N,N∈N0 {‖X N,M‖C δ([0,T ],‖·‖Hγ ) <∞}]
∩
[
∩M∈N,N∈N0
({‖X00‖Hγ+ϑ > M} ∪ {∀ t ∈ [0, T ] : X N,Mmin{t,τN,M} = XNmin{t,τN,M}})]
∩
[
∩M,n∈N
{
supN∈N
(
N ι(ϑ−δ−1/n) ‖X 0,M −X N,M‖C δ([0,T ],‖·‖Hγ )
)
<∞
}]
, (4.38)
let M : Υ → N be the mapping which satisfies for all ω ∈ Υ that
M (ω) = min
{
M ∈ N∩(‖X00 (ω)‖Hγ+ϑ ,∞) : ∀m ∈ {M,M+1, . . .} : τ0,m(ω) = T}, (4.39)
and let N : Υ → N be the mapping which satisfies for all
ω ∈ Υ ⊆
{
w ∈ Ω:
[
∀M ∈ N : lim supN→∞ ‖X 0,M(w)−X N,M(w)‖C δ([0,T ],‖·‖Hγ ) = 0
]}
that
N (ω) = min
{
N ∈ N : supn∈{N,N+1,...} ‖X 0,2M (ω)(ω)−X n,2M (ω)(ω)‖C([0,T ],‖·‖Hγ ) < 1
}
.
(4.40)
Observe that (4.38) ensures for all ω ∈ Υ , N ∈ N0, M ∈ N, t ∈ [0, τN,M(ω)] with
M ≥ ‖X00 (ω)‖Hγ+ϑ that
X N,Mt (ω) = X
N
t (ω). (4.41)
This, the fact that ∀ω ∈ Υ,N ∈ N0 : ∃M ∈ N : ∀m ∈ {M,M + 1, . . .} : τN,m(ω) = T , and
the fact that ∀ω ∈ Υ,N ∈ N0,m ∈ N : ‖X N,m(ω)‖C δ([0,T ],‖·‖Hγ ) < ∞ prove that it holds
for all ω ∈ Υ , N ∈ N0 that
‖XN(ω)‖C δ([0,T ],‖·‖Hγ ) <∞. (4.42)
Next note that (4.39) ensures for all ω ∈ Υ , M ∈ {M (ω),M (ω) + 1, . . .} that
τ0,M(ω) = T and M ≥M (ω) > ‖X00 (ω)‖Hγ+ϑ . (4.43)
This and (4.41) show for all ω ∈ Υ , M ∈ {M (ω),M (ω) + 1, . . .}, t ∈ [0, T ] that
X 0,Mt (ω) = X
0
t (ω) = X
0,M (ω)
t (ω). (4.44)
This, (4.43), and (4.37) prove for all ω ∈ Υ that
supt∈[0,T ] ‖X 0,2M (ω)t (ω)‖Hγ = supt∈[0,T ] ‖X 0,M (ω)t (ω)‖Hγ ≤M (ω). (4.45)
The triangle inequality and (4.40) hence assure for all ω ∈ Υ , N ∈ {N (ω),N (ω)+1, . . .}
that
supt∈[0,T ] ‖X N,2M (ω)t (ω)‖Hγ
≤ supt∈[0,T ] ‖X 0,2M (ω)t (ω)‖Hγ + supt∈[0,T ] ‖X 0,2M (ω)t (ω)−X N,2M (ω)t (ω)‖Hγ
< supt∈[0,T ] ‖X 0,2M (ω)t (ω)‖Hγ + 1 ≤M (ω) + 1 ≤ 2M (ω).
(4.46)
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This and the fact that ∀ω ∈ Υ : ‖X00 (ω)‖Hγ+ϑ < M (ω) ≤ 2M (ω) prove for all ω ∈
Υ , N ∈ {N (ω),N (ω) + 1, . . .} that τN,2M (ω)(ω) = T . Again the fact that ∀ω ∈
Υ : ‖X00 (ω)‖Hγ+ϑ <M (ω) ≤ 2M (ω) and (4.41) hence show for all ω ∈ Υ , N ∈ {N (ω),N (ω)+
1, . . .}, t ∈ [0, T ] that X N,2M (ω)t (ω) = XNt (ω). This and (4.44) prove for all ω ∈ Υ ,
ε ∈ (0,∞) that
supN∈NN
ι(ϑ−δ−ε) ‖X0(ω)−XN(ω)‖C δ([0,T ],‖·‖Hγ )
≤ supN∈{1,2,...,N (ω)}N ιϑ ‖X0(ω)−XN(ω)‖C δ([0,T ],‖·‖Hγ )
+ supN∈{N (ω),N (ω)+1,...}N
ι(ϑ−δ−ε) ‖X0(ω)−XN(ω)‖C δ([0,T ],‖·‖Hγ )
≤ [N (ω)]ιϑ
[
‖X0(ω)‖C δ([0,T ],‖·‖Hγ ) + supN∈{1,2,...,N (ω)} ‖X
N(ω)‖C δ([0,T ],‖·‖Hγ )
]
+ supN∈{N (ω),N (ω)+1,...}N
ι(ϑ−δ−ε) ‖X 0,2M (ω)(ω)−X N,2M (ω)(ω)‖C δ([0,T ],‖·‖Hγ ).
(4.47)
Combining this with (4.42) and (4.38) ensures for all ω ∈ Υ , ε ∈ (0,∞) that
supN∈NN
ι(ϑ−δ−ε) ‖X0(ω)−XN(ω)‖C δ([0,T ],‖·‖Hγ )
≤ [N (ω)]ιϑ∑N (ω)N=0 ‖XN(ω)‖C δ([0,T ],‖·‖Hγ ) (4.48)
+ supN∈{N (ω),N (ω)+1,...}N
ι(ϑ−δ−ε) ‖X 0,2M (ω)(ω)−X N,2M (ω)(ω)‖C δ([0,T ],‖·‖Hγ ) <∞.
It thus remains to prove that P
(
Υ ) = 1 to complete the proof of Corollary 4.5. For this
observe that the assumption (4.30) shows for all M ∈ N that
sup
N∈N
sup
v∈Hγ
[
‖BM(v)PN‖HS(U,Hγ−β) +N ιϑ ‖BM(v)(P0 −PN)‖HS(U,Hγ−χ)
1 + ‖v‖Hγ
]
≤ sup
N∈N
sup
v∈SM
[
‖B(v)PN‖HS(U,Hγ−β) +N ιϑ ‖B(v)(P0 −PN)‖HS(U,Hγ−χ)
1 + ‖v‖Hγ
]
<∞.
(4.49)
Corollary 4.4 hence proves for all p ∈ (1/ϑ,∞), r ∈ [0, ϑ− 1/p), ε ∈ (0,∞), M ∈ N that
sup
N∈N
[
E
[
‖X N,M‖pC r([0,T ],‖·‖Hγ )
]
+N ι (ϑ−r−ε)
(
E
[
‖X 0,M −X N,M‖pC r([0,T ],‖·‖Hγ )
])1/p]
<∞.
(4.50)
A standard Borel-Cantelli-type argument (see, e.g., Lemma 2.1 in Kloeden & Neuenkirch
[28]) hence ensures for all ε ∈ (0,∞), M ∈ N that
P
(
supN∈N
(
N ι(ϑ−δ−ε)‖X 0,M −X N,M‖C δ([0,T ],‖·‖Hγ )
)
<∞
)
= 1. (4.51)
Hence, we obtain that
P
(
∀M,n ∈ N : supN∈N
[
N ι(ϑ−δ−1/n) ‖X 0,M −X N,M‖C δ([0,T ],‖·‖Hγ )
]
<∞
)
= 1. (4.52)
In addition, (4.50) proves for all N ∈ N0, M ∈ N that P
(
X N,M ∈ C δ([0, T ], ‖·‖Hγ )
)
= 1.
This, in turn, ensures that
P
(
∀M ∈ N, N ∈ N0 : X N,M ∈ C δ([0, T ], ‖·‖Hγ )
)
= 1. (4.53)
Next observe that it holds for all t ∈ [0, T ], M ∈ N, N ∈ N0 that[
X N,Mt − etAPNX 0,M0
]
P,B(Hγ)
1{t≤τN,M}
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=([∫ t
0
e(t−s)APNFM(X N,Ms ) ds
]
P,B(Hγ)
+
∫ t
0
e(t−s)APNBM(X N,Ms )PN dWs
)
1{t≤τN,M}
=
([∫ t
0
1{s<τN,M} e
(t−s)APNFM(X N,Ms ) ds
]
P,B(Hγ)
+
∫ t
0
1{s<τN,M}e
(t−s)APNBM(X N,Ms )PN dWs
)
1{t≤τN,M} (4.54)
=
([∫ t
0
1{s<τN,M} e
(t−s)APNF (X N,Ms ) ds
]
P,B(Hγ)
+
∫ t
0
1{s<τN,M} e
(t−s)APNB(X N,Ms )PN dWs
)
1{t≤τN,M}.
E.g., Proposition 3.7 hence shows for all N ∈ N0, M ∈ N that
P
(
∀ t ∈ [0, T ] : 1{X N,M0 =XN0 }X
N,M
min{t,τN,M} = 1{X N,M0 =XN0 }X
N
min{t,τN,M}
)
= 1 (4.55)
(cf., e.g., Lemma 8.2 in van Neerven, Veraar, & Weis [37]). This implies for all N ∈ N0,
M ∈ N that
P
({‖X00‖Hγ+ϑ > M} ∪ {∀ t ∈ [0, T ] : X N,Mmin{t,τN,M} = XNmin{t,τN,M}}) = 1. (4.56)
Hence, we obtain that
P
(
∩M∈N,N∈N0
[
{‖X00‖Hγ+ϑ > M} ∪
{∀ t ∈ [0, T ] : X N,Mmin{t,τN,M} = XNmin{t,τN,M}}]) = 1.
(4.57)
In the next step we combine this with (4.37) to obtain for all M ∈ N, N ∈ N0 that
P
(
τN,M = min
{
T 1{‖X00‖Hγ+ϑ≤M}, inf
({
t ∈ [0, T ] : ‖XNt ‖Hγ ≥M
} ∪ {T})}) = 1. (4.58)
This shows for all N ∈ N0, M1,M2 ∈ N with M1 ≤M2 that P
(
τN,M1 ≤ τN,M2
)
= 1. This,
(4.58), and the fact that ∀ω ∈ Ω, N ∈ N0 : supt∈[0,T ] ‖XNt (ω)‖Hγ <∞ imply that it holds
for all N ∈ N0 that P
( ∪M∈N ∩m∈{M,M+1,...}{τN,m = T}) = 1. This, in turn, proves that
P
( ∩N∈N0 ∪M∈N ∩m∈{M,M+1,...} {τN,m = T}) = 1. (4.59)
Combining (4.59), (4.53), (4.57), and (4.52) proves that P
(
Υ ) = 1. The proof of Corol-
lary 4.5 is thus completed.
5 Cubature methods in Banach spaces
We first discuss in Subsection 5.1 a number of preliminary definitions related to the
Monte Carlo method in Banach spaces. In Subsection 5.2 we present an elementary
error estimate for the Monte Carlo method in Corollary 5.12. In Subsection 5.3 we then
illustrate how expectations of Banach space valued functions of stochastic processes can
be approximated.
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5.1 Preliminaries
As mentioned in the introduction, the rate of convergence of Monte Carlo approximations
in a Banach space depends on the so-called type of the Banach space; cf., e.g., Section 9.2
in Ledoux & Talagrand [30]. In order to define the type of a Banach space, we first
reconsider a few concepts from the literature.
Definition 5.1. Let (Ω,F ,P) be a probability space, let J be a set, and let rj : Ω →
{−1, 1}, j ∈ J , be a family of independent random variables with ∀ j ∈ J : P(rj = 1) =
P
(
rj = −1
)
. Then we say that (rj)j∈J is a P-Rademacher family.
Definition 5.2. Let p ∈ (0,∞) and let (E, ‖·‖E) be an R-Banach space. Then we denote
by Tp(E) ∈ [0,∞] the extended real number given by
Tp(E) = sup

r ∈ [0,∞) :
∃ probability space (Ω,F ,P) :
∃P-Rademacher family (rj)j∈N :
∃ k ∈ N : ∃x1, x2, . . . , xk ∈ E\{0} :
r =
(E[‖
∑k
j=1 rjxj‖pE])
1/p
(
∑k
j=1‖xj‖pE)
1/p
 ∪ {0}
 (5.1)
and we call Tp(E) the type p-constant of E.
Definition 5.3. Let p ∈ (0,∞) and let (E, ‖·‖E) be an R-Banach space which satisfies
Tp(E) <∞. Then we say that (E, ‖·‖E) has type p (we say that E has type p).
Note that it holds for all p ∈ (0,∞), all R-Banach spaces (E, ‖·‖E) with type p, all
probability spaces (Ω,F ,P), all P-Rademacher families (rj)j∈N, and all k ∈ N, x1, x2,
. . . , xk ∈ E that ∥∥∥∥∥
k∑
j=1
rjxj
∥∥∥∥∥
L p(P;‖·‖E)
≤ Tp(E)
(
k∑
j=1
‖xj‖pE
)1/p
. (5.2)
In addition, observe that it holds for all R-Banach spaces (E, ‖·‖E), all probability spaces
(Ω,F ,P), all P-Rademacher families (rj)j∈N, and all p ∈ [2,∞), k ∈ N, x ∈ E\{0} that
Tp(E) ≥
∥∥∥∑kj=1 rjx∥∥∥
L p(P;‖·‖E)[∑k
j=1 ‖x‖pE
]1/p ≥ ‖x‖E
∥∥∥∑kj=1 rj∥∥∥
L 2(P;|·|)
k1/p ‖x‖E
=
k1/2 ‖x‖E
k1/p ‖x‖E
= k(
1/2−1/p). (5.3)
In particular, it holds for all p ∈ (2,∞) and all R-Banach spaces (E, ‖·‖E) with E 6= {0}
that Tp(E) = ∞. Furthermore, observe that Jensen’s inequality together with the fact
that it holds for all normed R-vector spaces (E, ‖·‖E) and all p ∈ (0,∞), q ∈ [p,∞),
k ∈ N, x1, . . . , xk ∈ E that(∑k
j=1 ‖xj‖qE
)1/q
≤
(∑k
j=1 ‖xj‖pE
)1/p
(5.4)
assures that it holds for all R-Banach spaces (E, ‖·‖E) and all p, q ∈ (0,∞) with p ≤ q that
Tp(E) ≤ Tq(E). Hence, it holds for every R-Banach space (E, ‖·‖E) that the function
(0,∞) 3 p 7→ Tp(E) ∈ [0,∞] is non-decreasing. This and the triangle inequality ensure
for all p ∈ (0, 1] and all R-Banach spaces (E, ‖·‖E) with E 6= {0} that Tp(E) = 1. In
particular, note that it holds for all R-Banach spaces (E, ‖·‖E) that supp∈(0,1]Tp(E) ≤
1 < ∞. Additionally, observe that it holds for all p ∈ (0, 2] and all R-Hilbert spaces
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(H, 〈·, ·〉H , ‖·‖H) with H 6= {0} that Tp(H) = 1. Furthermore, we note that it holds
for every probability space (Ω,F ,P), every p, q ∈ [1,∞), and every R-Banach space
(E, ‖·‖E) with type q that Lp(P; ‖·‖E) has type min{p, q}; cf., e.g., Proposition 7.1.4 in
Hyto¨nen et al. [24], Section 9.2 in Ledoux & Talagrand [30], or Theorem 6.2.14 in Albiac
& Kalton [1]. In particular, it holds for every p ∈ [1,∞) and every probability space
(Ω,F ,P) that Lp(P; |·|) has type min{p, 2}.
Definition 5.4. Let p, q ∈ (0,∞). Then we denote by Kp,q ∈ [0,∞] the extended real
number given by
Kp,q = sup
r ∈ [0,∞) :
∃R-Banach space (E, ‖·‖E) :
∃ probability space (Ω,F ,P) :
∃P-Rademacher family (rj)j∈N : ∃ k ∈ N :
∃x1, x2, . . . , xk ∈ E\{0} : r = (E[‖
∑k
j=1 rjxj‖pE])
1/p
(E[‖
∑k
j=1 rjxj‖qE])
1/q
 (5.5)
and we call Kp,q the (p, q)-Kahane-Khintchine constant.
The celebrated Kahane-Khintchine inequality asserts that it holds for all p, q ∈ (0,∞)
that Kp,q < ∞; see, e.g., Theorem 6.2.5 in Albiac & Kalton [1]. Observe that Jensen’s
inequality ensures for all p, q ∈ (0,∞) with p ≤ q that Kp,q = 1. The nontrivial assertion
of the Kahane-Khintchine inequality is the fact that it holds for all p, q ∈ (0,∞) with
p > q that Kp,q <∞. In our analysis below we also use the following two abbreviations.
Definition 5.5. Let p, q ∈ (0,∞) and let (E, ‖·‖E) be an R-Banach space. Then we
denote by Θp,q(E) ∈ [0,∞] the extended real number given by Θp,q(E) = 2Tq(E)Kp,q.
Definition 5.6. Let (Ω,F ,P) be a probability space, let p ∈ (0,∞), let (E, ‖·‖E) be an
R-Banach space, and let X ∈ L 1(P; ‖·‖E). Then we denote by σp,E(X) ∈ [0,∞] the
extended real number given by σp,E(X) =
(
E
[‖X − E[X]‖pE])1/p.
5.2 Monte Carlo methods in Banach spaces
In this subsection we collect a few elementary results on sums of random variables with
values in Banach spaces. The next result, Lemma 5.7 below, can be found, e.g., in
Section 2.2 of Ledoux & Talagrand [30].
Lemma 5.7 (Symmetrisation lemma). Consider the notation in Subsection 1.1, let
(E, ‖·‖E) be an R-Banach space, let (Ω,F ,P) be a probability space, let ξ, ξ˜ ∈ L 0(P; ‖·‖E)
be independent mappings which satisfy E
[‖ξ˜‖E] < ∞ and E[ξ˜] = 0, and let ϕ : [0,∞) →
[0,∞) be a convex and non-decreasing function. Then
E
[
ϕ(‖ξ‖E)
] ≤ E[ϕ(‖ξ − ξ˜‖E)]. (5.6)
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Proof of Lemma 5.7. Jensen’s inequality assures that
E
[
ϕ(‖ξ‖E)
]
= E
[
ϕ(‖ξ − E[ξ˜]‖E)
]
=
∫
Ω
ϕ
(∥∥∥∥∫
Ω
ξ(ω)− ξ˜(ω˜)P(dω˜)
∥∥∥∥
E
)
P(dω)
≤
∫
Ω
ϕ
(∫
Ω
‖ξ(ω)− ξ˜(ω˜)‖E P(dω˜)
)
P(dω)
≤
∫
Ω
∫
Ω
ϕ(‖ξ(ω)− ξ˜(ω˜)‖E)P(dω˜)P(dω)
=
∫
Ω
∫
Ω
1
ξ(Ω)
E×ξ˜(Ω)E
(
ξ(ω), ξ˜(ω˜)
)
ϕ(‖ξ(ω)− ξ˜(ω˜)‖E)P(dω˜)P(dω)
=
∫
E
∫
E
1
ξ(Ω)
E×ξ˜(Ω)E(x, y)ϕ(‖x− y‖E)
(
ξ˜(P)
)
(dy)
(
ξ(P)
)
(dx)
=
∫
E×E
1
ξ(Ω)
E×ξ˜(Ω)E(x, y)ϕ(‖x− y‖E)
(
(ξ, ξ˜)(P)
)
(dx, dy) = E
[
ϕ(‖ξ − ξ˜‖E)
]
.
(5.7)
This completes the proof of Lemma 5.7.
Corollary 5.8 (Symmetrisation corollary). Let (E, ‖·‖E) be an R-Banach space, let
(Ω,F ,P) be a probability space, let ξ, ξ˜ ∈ L 1(P; ‖·‖E) be independent and identically
distributed mappings which satisfy E[ξ] = 0, and let ϕ : [0,∞) → [0,∞) be a convex and
non-decreasing function. Then
E
[
ϕ(‖ξ‖E)
] ≤ E[ϕ(‖ξ − ξ˜‖E)] ≤ E[ϕ(2 ‖ξ‖E)]. (5.8)
Proof of Corollary 5.8. Lemma 5.7 shows that
E
[
ϕ(‖ξ‖E)
] ≤ E[ϕ(‖ξ − ξ˜‖E)] ≤ E[ϕ(‖ξ‖E + ‖ξ˜‖E)] = E[ϕ(12 2 ‖ξ‖E + 12 2 ‖ξ˜‖E)]
≤ E[1
2
ϕ(2 ‖ξ‖E) + 12 ϕ(2 ‖ξ˜‖E)
]
= 1
2
E
[
ϕ(2 ‖ξ‖E)
]
+ 1
2
E
[
ϕ(2 ‖ξ˜‖E)
]
= 1
2
E
[
ϕ(2 ‖ξ‖E)
]
+ 1
2
E
[
ϕ(2 ‖ξ‖E)
]
= E
[
ϕ(2 ‖ξ‖E)
]
.
(5.9)
The proof of Corollary 5.8 is thus completed.
As a straightforward application we obtain the following randomisation result, cf., e.g.,
Lemma 6.3 in Ledoux & Talagrand [30].
Lemma 5.9 (Randomisation). Let (E, ‖·‖E) be an R-Banach space, let (Ω,F ,P) be a
probability space, let k ∈ N, let ξj ∈ L 1(P; ‖·‖E), j ∈ {1, . . . , k}, satisfy for all j ∈
{1, . . . , k} that E[ξj] = 0, and let rj : Ω → {−1, 1}, j ∈ {1, . . . , k}, be a P-Rademacher
family such that ξ1, ξ2, . . . , ξk, r1, r2, . . . , rk are independent. Then it holds for all p ∈
[1,∞) that ∥∥∥∥∥
k∑
j=1
ξj
∥∥∥∥∥
L p(P;‖·‖E)
≤ 2
∥∥∥∥∥
k∑
j=1
rjξj
∥∥∥∥∥
L p(P;‖·‖E)
. (5.10)
Proof of Lemma 5.9. Throughout this proof let (Ω,F ,P) = (Ω× Ω,F ⊗F ,P⊗ P), let
rj : Ω → {−1, 1}, j ∈ {1, . . . , k}, be the mappings which satisfy for all ω = (ω, ω˜) ∈ Ω,
j ∈ {1, . . . , k} that rj(ω) = rj(ω), and let ξj : Ω → E, j ∈ {1, . . . , k}, and ξ˜j : Ω → E,
j ∈ {1, . . . , k}, be the mappings which satisfy for all ω = (ω, ω˜) ∈ Ω, j ∈ {1, . . . , k} that
ξj(ω) = ξj(ω) and ξ˜j(ω) = ξj(ω˜). The fact that
{0, 1} × {1, . . . , k} 3 (i, j) 7→
{
ξj − ξ˜j : i = 0
rj : i = 1
(5.11)
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is a family of independent mappings and the fact that ∀ j ∈ {1, . . . , k} : (ξj − ξ˜j)(P) =
(ξ˜j − ξj)(P) prove for all p ∈ [1,∞) that∫
Ω
∥∥∥∥ k∑
j=1
rj(ω)
[
ξj(ω)− ξ˜j(ω)
]∥∥∥∥p
E
P(dω)
=
∫
Ω
∥∥∥∥ k∑
j=1
1∪1i=0[(−1)i(ξj−ξ˜j)](Ω)
E
(
rj(ω)
[
ξj(ω)− ξ˜j(ω)
])
rj(ω)
[
ξj(ω)− ξ˜j(ω)
]∥∥∥∥p
E
P(dω)
=
∫
({−1,1}×E)k
∥∥∥∥ k∑
j=1
1∪1i=0[(−1)i(ξj−ξ˜j)](Ω)
E(zjxj) zjxj
∥∥∥∥p
E(
(r1, ξ1 − ξ˜1, . . . , rk, ξk − ξ˜k)(P)
)
(dz1, dx1, . . . , dzk, dxk)
=
∫
{−1,1}
∫
E
· · ·
∫
{−1,1}
∫
E
∥∥∥∥ k∑
j=1
1∪1i=0[(−1)i(ξj−ξ˜j)](Ω)
E(zjxj) zjxj
∥∥∥∥p
E
(5.12)(
(ξk − ξ˜k)(P)
)
(dxk)
(
(rk)(P)
)
(dzk) . . .
(
(ξ1 − ξ˜1)(P)
)
(dx1)
(
(r1)(P)
)
(dz1)
=
∫
E
· · ·
∫
E
∥∥∥∥ k∑
j=1
1∪1i=0[(−1)i(ξj−ξ˜j)](Ω)
E(xj)xj
∥∥∥∥p
E(
(ξk − ξ˜k)(P)
)
(dxk) . . .
(
(ξ1 − ξ˜1)(P)
)
(dx1)
=
∫
Ek
∥∥∥∥ k∑
j=1
1∪1i=0[(−1)i(ξj−ξ˜j)](Ω)
E(xj)xj
∥∥∥∥p
E
(
(ξ1 − ξ˜1, . . . , ξk − ξ˜k)(P)
)
(dx1, . . . , dxk)
=
∫
Ω
∥∥∥∥ k∑
j=1
[
ξj(ω)− ξ˜j(ω)
]∥∥∥∥p
E
P(dω).
Furthermore, the fact that
∑k
j=1 ξj : Ω → E and
∑k
j=1 ξ˜j : Ω → E are independent, the
facts that
∫
Ω
∥∥∑k
j=1 ξ˜j(ω)
∥∥
E
P(dω) < ∞ and ∫
Ω
∑k
j=1 ξ˜j(ω) P(dω) = 0, Lemma 5.7,
and (5.12) imply that it holds for all p ∈ [1,∞) that∥∥∥∥∥
k∑
j=1
ξj
∥∥∥∥∥
L p(P;‖·‖E)
=
∥∥∥∥∥
k∑
j=1
ξj
∥∥∥∥∥
L p(P;‖·‖E)
≤
∥∥∥∥∥
k∑
j=1
(ξj − ξ˜j)
∥∥∥∥∥
L p(P;‖·‖E)
=
∥∥∥∥∥
k∑
j=1
rj(ξj − ξ˜j)
∥∥∥∥∥
L p(P;‖·‖E)
≤
∥∥∥∥∥
k∑
j=1
rjξj
∥∥∥∥∥
L p(P;‖·‖E)
+
∥∥∥∥∥
k∑
j=1
rj ξ˜j
∥∥∥∥∥
L p(P;‖·‖E)
= 2
∥∥∥∥∥
k∑
j=1
rjξj
∥∥∥∥∥
L p(P;‖·‖E)
.
(5.13)
The proof of Lemma 5.9 is thus completed.
The next result, Proposition 5.10 below, is the key to estimating the statistical error
term in the Banach space valued Monte Carlo method in the next subsection. Proposi-
tion 5.10 is similar to, e.g., Proposition 9.11 in Ledoux & Talagrand [30].
Proposition 5.10 (Sums of independent, centred, Banach space valued random vari-
ables). Let k ∈ N, q ∈ [1, 2], let (E, ‖·‖E) be an R-Banach space with type q, let (Ω,F ,P)
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be a probability space, and let ξj ∈ L 1(P; ‖·‖E), j ∈ {1, . . . , k}, be independent mappings
which satisfy for all j ∈ {1, . . . , k} that E[ξj] = 0. Then it holds for all p ∈ [q,∞) that∥∥∥∥∥
k∑
j=1
ξj
∥∥∥∥∥
L p(P;‖·‖E)
≤ Θp,q(E)
(
k∑
j=1
‖ξj‖qL p(P;‖·‖E)
)1/q
. (5.14)
Proof of Proposition 5.10. Throughout this proof let (Ω˜, F˜ , P˜) be a probability space, let
rj : Ω˜ → {−1, 1}, j ∈ {1, . . . , k}, be a P˜-Rademacher family, and let ξj : Ω × Ω˜ → E,
j ∈ {1, . . . , k}, and rj : Ω × Ω˜ → {−1, 1}, j ∈ {1, . . . , k}, be the mappings which satisfy
for all ω = (ω, ω˜) ∈ Ω × Ω˜, j ∈ {1, . . . , k} that ξj(ω) = ξj(ω) and rj(ω) = rj(ω˜).
Lemma 5.9 and the triangle inequality show for all p ∈ [q,∞) that∥∥∥∥∥
k∑
j=1
ξj
∥∥∥∥∥
L p(P;‖·‖E)
=
∥∥∥∥∥
k∑
j=1
ξj
∥∥∥∥∥
L p(P⊗P˜;‖·‖E)
≤ 2
∥∥∥∥∥
k∑
j=1
rjξj
∥∥∥∥∥
L p(P⊗P˜;‖·‖E)
= 2
(∫
Ω
∥∥∥∥ k∑
j=1
rj(·)ξj(ω)
∥∥∥∥p
L p(P˜;‖·‖E)
P(dω)
)1/p
≤ 2Kp,q
(∫
Ω
∥∥∥∥ k∑
j=1
rj(·)ξj(ω)
∥∥∥∥p
L q(P˜;‖·‖E)
P(dω)
)1/p
≤ 2Kp,qTq(E)
∥∥∥∥∥
(
k∑
j=1
‖ξj‖qE
)1/q∥∥∥∥∥
L p(P;|·|)
= 2Kp,qTq(E)
∥∥∥∥∥
k∑
j=1
‖ξj‖qE
∥∥∥∥∥
1/q
L p/q(P;|·|)
≤ 2Kp,qTq(E)
(
k∑
j=1
‖ξj‖qL p(P;‖·‖E)
)1/q
.
(5.15)
This finishes the proof of Proposition 5.10.
The result in Corollary 5.11 below is a direct consequence of Proposition 5.10.
Corollary 5.11 (Sums of independent Banach space valued random variables). Let M ∈
N, q ∈ [1, 2], let (E, ‖·‖E) be an R-Banach space with type q, let (Ω,F ,P) be a probability
space, and let ξj ∈ L 1(P; ‖·‖E), j ∈ {1, . . . ,M}, be independent. Then it holds for all
p ∈ [q,∞) that
σp,E
(
M∑
j=1
ξj
)
≤ Θp,q(E)
(
M∑
j=1
|σp,E(ξj)|q
)1/q
. (5.16)
Corollary 5.12 (Monte Carlo methods in Banach spaces). Let M ∈ N, q ∈ [1, 2], let
(E, ‖·‖E) be an R-Banach space with type q, let (Ω,F ,P) be a probability space, and let
ξj ∈ L 1(P; ‖·‖E), j ∈ {1, . . . ,M}, be independent and identically distributed. Then it
holds for all p ∈ [q,∞) that∥∥∥∥∥E[ξ1]− 1M
M∑
j=1
ξj
∥∥∥∥∥
L p(P;‖·‖E)
=
σp,E
(∑M
j=1 ξj
)
M
≤ Θp,q(E)σp,E(ξ1)
M1−1/q
. (5.17)
Results on lower and upper error bounds related to Corollary 5.12 can be found, e.g.,
in Theorem 1 in Daun & Heinrich [11] and in Corollary 2 in Heinrich & Hinrichs [16]. Note
that Corollary 5.12 does not imply convergence if the underlying Banach space (E, ‖·‖E)
has only type 1, in the sense that it holds for all q ∈ (1,∞) that Tq(E) =∞.
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5.3 Multilevel Monte Carlo methods in Banach spaces
In many situations the work required to obtain a certain accuracy of an approximation
using the Monte Carlo method can be reduced by using a multilevel Monte Carlo method.
Heinrich [14, 15] was first to observe this and established multilevel Monte Carlo methods
concerning convergence in a Banach (function) space. However, these methods do not ap-
ply to SDEs. Then Giles [12] derived the complexity reduction of multilevel Monte Carlo
methods for SDEs. The minor contribution of Proposition 5.13 below to the literature
on multilevel Monte Carlo methods is to combine the approaches of Heinrich [14] and
of Giles [12] into a single result on multilevel Monte Carlo methods in Banach spaces.
The useful observation of Proposition 5.13 generalises the discussion in Section 4 of Hein-
rich [15].
Proposition 5.13 (Abstract multilevel Monte Carlo methods in Banach spaces). Let
q ∈ [1, 2], let (Ω,F ,P) be a probability space, let (V1, ‖·‖V1) be an R-Banach space with
type q, let (V2, ‖·‖V2) be an R-Banach space with V1 ⊆ V2 continuously, let v ∈ V2, L ∈ N,
M1, . . . ,ML ∈ N, and for every ` ∈ {1, . . . , L} let D`,k ∈ L 1(P; ‖·‖V1), k ∈ {1, . . . ,M`},
be independent and identically distributed. Then it holds for all p ∈ [q,∞) that∥∥∥∥∥v −
L∑
`=1
1
M`
M∑`
k=1
D`,k
∥∥∥∥∥
L p(P;‖·‖V2 )
≤
∥∥∥∥∥v −
L∑
`=1
E
[
D`,1
]∥∥∥∥∥
V2
+ ‖IdV1‖L(V1,V2) Θp,q(V1)
L∑
`=1
σp,V1(D`,1)
(M`)1−1/q
.
(5.18)
Proof of Proposition 5.13. The triangle inequality and Corollary 5.12 imply for all p ∈
[q,∞) that∥∥∥∥∥v −
L∑
`=1
1
M`
M∑`
k=1
D`,k
∥∥∥∥∥
L p(P;‖·‖V2 )
≤
∥∥∥∥∥v −
L∑
`=1
E[D`,1]
∥∥∥∥∥
V2
+
∥∥∥∥∥
L∑
`=1
E[D`,1]−
L∑
`=1
1
M`
M∑`
k=1
D`,k
∥∥∥∥∥
L p(P;‖·‖V2 )
≤
∥∥∥∥∥v −
L∑
`=1
E[D`,1]
∥∥∥∥∥
V2
+ ‖IdV1‖L(V1,V2)
L∑
`=1
∥∥∥∥∥E[D`,1]− 1M`
M∑`
k=1
D`,k
∥∥∥∥∥
L p(P;‖·‖V1 )
≤
∥∥∥∥∥v −
L∑
`=1
E[D`,1]
∥∥∥∥∥
V2
+ ‖IdV1‖L(V1,V2) Θp,q(V1)
L∑
`=1
σp,V1(D`,1)
(M`)1−1/q
.
(5.19)
This completes the proof of Proposition 5.13.
Corollary 5.14 (Multilevel Monte Carlo methods in Banach spaces). Consider the no-
tation in Subsection 1.1, let q ∈ [1, 2], L ∈ N0, M0,M1, . . . ,ML+1, N0, N1, . . . , NL ∈ N, let
(Ω,F ,P) be a probability space, let (Vi, ‖·‖Vi), i ∈ {1, 2}, be separable R-Banach spaces
such that (V1, ‖·‖V1) has type q and such that V1 ⊆ V2 continuously, let (V3, ‖·‖V3) be an
R-Banach space, let f ∈M (B(V3),B(V2)), g ∈M (B(V3),B(V1)), X ∈M (F ,B(V3))
satisfy E
[‖f(X)‖V2] < ∞, for every n ∈ N let Y n,l,k ∈ M (F ,B(V3)), k ∈ N, l ∈ N0,
satisfy E
[‖g(Y n,0,1)‖V1] <∞, assume that Y N0,0,k, k ∈ N, are independent and identically
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distributed, and assume for every ` ∈ N ∩ [0, L] that (Y N(`−1),l,k, Y N`,l,k), k ∈ N, l ∈ N0,
are independent and identically distributed. Then it holds for all p ∈ [q,∞) that∥∥∥∥∥E[f(X)]− 1M0
M0∑
k=1
g(Y N0,0,k)−
L∑
`=1
1
M`
M∑`
k=1
[
g(Y N`,`,k)− g(Y N(`−1),`,k)]∥∥∥∥∥
L p(P;‖·‖V2 )
≤ ∥∥E[f(X)]− E[g(Y NL,0,1)]∥∥
V2
(5.20)
+ ‖IdV1‖L(V1,V2) Θp,q(V1)
(
σp,V1(g(Y N0,0,1))
(M0)1−1/q
+
L∑
`=1
σp,V1
(
g(Y N`,0,1)−g(Y N(`−1),0,1)
)
(M`)1−1/q
)
≤ ∥∥E[f(X)]− E[g(Y NL,0,1)]∥∥
V2
+ ‖IdV1‖L(V1,V2) Θp,q(V1)
(
2 ‖g(X)‖Lp(P;‖·‖V1 )
(M0)1−1/q
+
L∑
`=0
4‖g(Y N`,0,1)−g(X)‖
Lp(P;‖·‖V1 )
(min{M`,M`+1})1−1/q
)
.
Proof of Corollary 5.14. Proposition 5.13 and the identity
E
[
g(Y NL,0,1)
]
= E
[
g(Y N0,0,1)
]
+
L∑
`=1
E
[
g(Y N`,0,1)− g(Y N(`−1),0,1)] (5.21)
imply the first inequality in (5.20). Next note that the triangle inequality implies for all
ξ ∈ L 1(P; ‖·‖V1), p ∈ [q,∞) that σp,V1(ξ) ≤ 2 ‖ξ‖L p(P;‖·‖V1 ). This and again the triangle
inequality show for all p ∈ [q,∞) that
σp,V1(g(Y N0,0,1))
(M0)1−1/q
+
L∑
`=1
σp,V1
(
g(Y N`,0,1)−g(Y N(`−1),0,1)
)
(M`)1−1/q
≤
2‖g(Y N0,0,1)‖
Lp(P;‖·‖V1 )
(M0)1−1/q
+
L∑
`=1
2
∥∥∥g(Y N`,0,1)−g(Y N(`−1),0,1)∥∥∥
Lp(P;‖·‖V1 )
(M`)1−1/q
≤
2 ‖g(X)‖Lp(P;‖·‖V1 ) + 2‖g(Y N0,0,1)−g(X)‖Lp(P;‖·‖V1 )
(M0)1−1/q
+
L∑
`=1
2‖g(Y N`,0,1)−g(X)‖
Lp(P;‖·‖V1 )
+ 2
∥∥∥g(Y N(`−1),0,1)−g(X)∥∥∥
Lp(P;‖·‖V1 )
(M`)1−1/q
≤ 2 ‖g(X)‖Lp(P;‖·‖V1 )
(M0)1−1/q
+
L∑
`=0
4‖g(Y N`,0,1)−g(X)‖
Lp(P;‖·‖V1 )
(min{M`,M`+1})1−1/q .
(5.22)
This implies the second inequality in (5.20). The proof of Corollary 5.14 is thus completed.
Corollary 5.15 (Convergence of multilevel Monte Carlo approximations). Consider the
notation in Subsection 1.1, let T ∈ (0,∞), β ∈ (0, 1], α ∈ (0, β), c, r ∈ [0,∞), let
(Ω,F ,P) be a probability space, let (E, ‖·‖E) be a separable R-Banach space with type
2, let X : [0, T ] × Ω → E be a stochastic process with continuous sample paths which
satisfies for all p ∈ [1,∞), γ ∈ [0, β) that X ∈ C γ([0, T ], ‖·‖L p(P;‖·‖E)), for every N ∈ N,
` ∈ N0, k ∈ N let Y N,`,k : [0, T ] × Ω → E be a stochastic process which satisfies for all
n ∈ {0, 1, . . . , N − 1}, t ∈ [nT
N
, (n+1)T
N
]
, p ∈ [1,∞), ρ ∈ [0, β) that
Y N,`,kt =
(
n+ 1− tN
T
) · Y N,`,knT
N
+
(
tN
T
− n) · Y N,`,k(n+1)T
N
, (5.23)
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sup
M∈N
sup
m∈{0,1,...,M}
(
Mρ
∥∥XmT
M
− Y M,0,1mT
M
∥∥
L p(P;‖·‖E)
)
<∞, (5.24)
assume for every N1, N2 ∈ N that (Y N1,`,k, Y N2,`,k), k ∈ N, ` ∈ N0, are independent
and identically distributed, and let f : C([0, T ], E) → C([0, T ], E) be a B(C([0, T ], E))/
B
(
C([0, T ], E)
)
-measurable function which satisfies for all v, w ∈ C α([0, T ], ‖·‖E) that
f(v), f(w) ∈ C α([0, T ], ‖·‖E) and
‖f(v)− f(w)‖Cα([0,T ],‖·‖E) ≤ c
(
1 + ‖v‖rCα([0,T ],‖·‖E) + ‖w‖
r
Cα([0,T ],‖·‖E)
)
‖v − w‖Cα([0,T ],‖·‖E).
(5.25)
Then it holds that
E
[
‖f(X)‖Cα([0,T ],‖·‖E)
]
<∞, (5.26)
it holds for all p ∈ [1,∞), ρ ∈ [0, β − α) that
sup
N∈N
[
Nρ
(
E
[
‖f(X)− f(Y N,0,1)‖pCα([0,T ],‖·‖E)
])1/p]
<∞, (5.27)
and it holds for all p ∈ [1,∞), γ ∈ [0, α), ρ ∈ [0, β − α) that
sup
L∈N
2L·min{ρ,1/2}L−1{1/2}(ρ)∣∣∣∣∣E
[∥∥∥∥E[f(X)]− 2L∑
k=1
f(Y 1,0,k)
2L
−
L∑`
=1
2L−`∑
k=1
f(Y 2
`,`,k)−f(Y 2(`−1),`,k)
2L−`
∥∥∥∥p
C γ([0,T ],‖·‖E)
]∣∣∣∣∣
1/p
 <∞.(5.28)
Proof of Corollary 5.15. Throughout this proof let γ ∈ [0, α), δ ∈ (γ, 3γ+α
4
), let C1([0, T ], E)
be the R-vector space of continuously Fre´chet differentiable functions from [0, T ] to E, let
‖·‖C1([0,T ],E) : C1([0, T ], E)→ [0,∞) be the function which satisfies for all v ∈ C1([0, T ], E)
that ‖v‖C1([0,T ],E) = ‖v‖C([0,T ],‖·‖E) + ‖v′‖C([0,T ],‖·‖E), let W
(α+γ)/2,4/(α−γ)([0, T ], E) be the
Sobolev space with regularity parameter (α+γ)/2 ∈ (0, 1) and integrability parameter
4/(α−γ) ∈ (4,∞) of continuous functions from [0, T ] to E, let
‖·‖W(α+γ)/2,4/(α−γ)([0,T ],E) : W
(α+γ)/2,4/(α−γ)([0, T ], E)→ [0,∞)
be the function which satisfies for all v ∈ W (α+γ)/2,4/(α−γ)([0, T ], E) that
‖v‖W(α+γ)/2,4/(α−γ)([0,T ],E) =
[∫ T
0
‖v(t)‖
4
α−γ
E dt+
∫ T
0
∫ T
0
‖v(t)− v(s)‖
4
α−γ
E
|t− s| 3α+γα−γ
dt ds
]α−γ
4
, (5.29)
let V1, V2 ⊆ C γ([0, T ], ‖·‖E) be the sets given by V1 =W (α+γ)/2,4/(α−γ)([0, T ], E) and
V2 =
{
v ∈ C γ([0, T ], ‖·‖E) : lim sup
n→∞
sup
s,t∈[0,T ], 0<|s−t|<1/n
‖v(s)− v(t)‖E
|s− t|γ = 0
}
(5.30)
(cf., e.g., Lunardi [31, Section 0.2]), let ‖·‖V1 : V1 → [0,∞) be the function given by‖·‖V1 = ‖·‖W(α+γ)/2,4/(α−γ)([0,T ],E), let ‖·‖V2 : V2 → [0,∞) be the function which satisfies for
all v ∈ V2 that ‖v‖V2 = ‖v‖C γ([0,T ],‖·‖E), let (V3, ‖·‖V3) be the R-Banach space given by
(V3, ‖·‖V3) =
(
C([0, T ], E), ‖·‖C([0,T ],‖·‖E)
∣∣
C([0,T ],E)
)
, (5.31)
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and let f : V3 → V2 and g : V3 → V1 be the functions which satisfy for all v ∈ V3 that
f(v) = g(v) = 1Cα([0,T ],‖·‖E)(v)f(v). Observe that the Kolmogorov-Chentsov continuity
theorem (see Theorem 2.7) together with the assumptions that X ∈ ∩p∈[1,∞) ∩η∈[0,β)
C η
(
[0, T ], ‖·‖L p(P;‖·‖E)
)
and that X has continuous sample paths implies for all p ∈ [1,∞)
that E
[‖X‖pCα([0,T ],‖·‖E)] < ∞. This, assumption (5.25), Ho¨lder’s inequality, and Corol-
lary 2.11 show for all p ∈ [1,∞), ρ ∈ [0, β − α) that
sup
N∈N
(
Nρ E
[
‖f(X)− g(Y N,0,1)‖Cα([0,T ],‖·‖E)
])
≤ sup
N∈N
[
Nρ
(
E
[
‖f(X)− f(Y N,0,1)‖pCα([0,T ],‖·‖E)
])1/p]
≤ sup
N∈N
[
Nρ
(
E
[(
c
(
1 + ‖X‖rCα([0,T ],‖·‖E) + ‖Y
N,0,1‖rCα([0,T ],‖·‖E)
)
· ‖X − Y N,0,1‖Cα([0,T ],‖·‖E)
)p ])1/p]
(5.32)
≤ c
[
1 +
(
E
[
‖X‖2prCα([0,T ],‖·‖E)
])1/(2p)
+ sup
N∈N
(
E
[
‖Y N,0,1‖2prCα([0,T ],‖·‖E)
])1/(2p)]
· sup
N∈N
[
Nρ
(
E
[
‖X − Y N,0,1‖2pCα([0,T ],‖·‖E)
])1/(2p)]
<∞.
Assumption (5.25) also ensures for all p ∈ [1,∞) that
E
[
‖f(X)‖Cα([0,T ],‖·‖E)
]
≤
(
E
[
‖f(X)‖pCα([0,T ],‖·‖E)
])1/p
(5.33)
≤ ‖f(0)‖Cα([0,T ],‖·‖E) + c
[(
E
[
‖X‖pCα([0,T ],‖·‖E)
])1/p
+
(
E
[
‖X‖(r+1)pCα([0,T ],‖·‖E)
])1/p]
<∞.
Next note that (V1, ‖·‖V1) is a separable R-Banach space with type 2. In addition,
the fact that (C1([0, T ], E), ‖·‖C1([0,T ],E)) is a separable R-Banach space, the fact that
C1([0, T ], E) ⊆ C γ([0, T ], ‖·‖E) continuously, and the fact that
C1([0, T ], E)
C γ([0,T ],‖·‖E) = V2 (5.34)
(cf., e.g., Lunardi [31, Proposition 0.2.1]) prove that (V2, ‖·‖V2) is a separable R-Banach
space. Moreover, the Sobolev embedding theorem proves that V1 ⊆ C δ([0, T ], ‖·‖E)
continuously. This and the fact that C δ([0, T ], ‖·‖E) ⊆ V2 continuously establish that
V1 ⊆ V2 continuously. Combining (5.33) with (5.32) and the fact that C α([0, T ], ‖·‖E) ⊆
V1 continuously hence implies for all p ∈ [1,∞), ρ ∈ [0, β − α) that E
[‖f(X)‖V2] +
supN∈N E
[‖g(Y N,0,1)‖V1] <∞, ‖g(X)‖L p(P;‖·‖V1 ) <∞, and
sup
N∈N
(
Nρ E
[
‖f(X)−g(Y N,0,1)‖V2
])
+ sup
N∈N
(
Nρ ‖g(X)−g(Y N,0,1)‖L p(P;‖·‖V1 )
)
<∞. (5.35)
Furthermore, observe that it holds for all L ∈ N, ρ ∈ [0, β − α) \ {1
2
} that
L∑
`=1
(2`)−ρ 2−
1
2
(L−`) = 2−
L
2
L∑
`=1
2(
1
2
−ρ)` = 2−
L
2 1−2(
1
2−ρ)L
2ρ−
1
2−1
= 2−L·min{ρ,
1
2
} 1−2−| 12−ρ|L
|1−2ρ− 12 | ≤
2−L·min{ρ,
1
2 }
|1−2ρ− 12 |
(5.36)
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and
L∑
`=1
(2`)−
1
2 2−
1
2
(L−`) = 2−
L
2 L. (5.37)
Combining Corollary 5.14 with (5.35), (5.36), and (5.37) implies (5.28). This finishes the
proof of Corollary 5.15.
Corollary 5.15 can be applied to many SDEs. Under general conditions on the coeffi-
cient functions of the SDEs (see, e.g., Theorem 1.3 and Subsection 3.1 in [18]), suitable
stopped-tamed Euler approximations (cf. (6) in [23] or (10) in [21]) converge in the strong
sense with convergence rate 1/2. We note that the classical Euler-Maruyama approxima-
tions do not satisfy condition (5.24) for most SDEs with superlinearly growing coefficients;
see Theorem 2.1 in [20] and Theorem 2.1 in [22]. Moreover, under general conditions on
the coefficients it holds that the solution process is strongly 1/2-Ho¨lder continuous in time.
In conclusion, provided that a suitable numerical scheme is employed, Corollary 5.15 can
be applied to many SDEs with β = 1/2.
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