Abstract: Context and situational awareness are key features and trends of the smart grid and enable adaptable, flexible and extendable smart grid services. However, the traditional hardware-dependent communication infrastructure is not designed to identify the flow and context of data, and it focuses only on packet forwarding using a pre-defined network configuration profile. Thus, the current network infrastructure may not dynamically adapt the various business models and services of the smart grid system. To solve this problem, software-defined networking (SDN) is being considered in the smart grid, but the design, architecture and system model need to be optimized for the smart grid environment. In this paper, we investigate the state-of-the-art smart grid information subsystem, communication infrastructure and its emerging trends and potentials, called an SDN-enabled smart grid. We present an abstract business model, candidate SDN applications and common architecture of the SDN-enabled smart grid. Further, we compare recent studies into the SDN-enabled smart grid depending on its service functionalities, and we describe further challenges of the SDN-enabled smart grid network infrastructure.
Introduction
A smart grid is an extensive combination of power grids, communication networks and information management systems, which contributes to green and cost-effective energy generation. Generally, a smart grid comprises a data communications infrastructure integrated with an electrical grid that collects and analyzes data captured in near real time about power transmission, distribution and consumption [1] . Thus, the key to enabling a smart grid system is the seamless convergence of existing electronic grid systems and information-communication technologies (ICTs).
The electrical power grid system can be divided into four elements: electricity generation plants, transmission substations, distribution substations and end users [2] . First, power plants generate power from a variety of sources, including solar, wind and nuclear sources, for distribution. As the power approaches the customers' homes, it is again stepped down to the voltage required for residential use. Finally, home appliances access power through their electric smart meters [2] [3] [4] . Even though the primary goal of these elements differs, time-critical information that is generated by each element needs to be robustly shared between all elements in a smart grid system. For example, power generation can be dynamically controlled by using the real-time energy consumption of the end users. Meanwhile, the end user can visualize the real-time power usage of the home and can obtain the real-time cost of the power supplied from the power provider. In a smart grid, electricity can also be returned to the grid by users. For example, home users may be able to generate electricity using photovoltaic (PV) systems and return it to the grid or electric vehicles may provide power to help balance loads by "peak shaving", i.e., sending power back to the grid when the demand is high. This backward flow is important. For example, it can be extremely useful in a microgrid that has been "isolated" because of power failures. With the help of the energy feedback from the customers, the microgrid can continue to function, albeit at a reduced level.
By exchanging information between different elements, the smart grid provides predictive information and recommendations to utilities, their suppliers and their customers on how to manage power in an optimal manner [4] . In addition, this information can be collected at the data server and reproduced by the service provider in order to develop new services and business models. Potential smart grid services focus not only on power-related services, but they also aim to enable the development of utility services and business models, such as water, gas, facility monitoring and unmanned surveillance [5, 6] . Further, all electric grid elements must share the common understanding that the smart grid needs to be integrated with a data-networking infrastructure in order to be categorized them as "smart things" [7] .
In this paper, we revisit the current smart grid system architecture, and we investigate a new paradigm called SDN-enabled smart grid. In addition, we compare recent studies of the SDN-enabled smart grid based on its service functionalities, and we present further research issues regarding the SDN-enabled smart grid. To the best of our knowledge, this is the first work that deals with the identification and comparison of SDN-enabled smart grid architectures.
The rest of this paper is organized as follows. In Section 2, we describe the essentials of the smart grid technologies. In Section 3, we describe the isolated subsystems of the current smart grid that are based on information management and communication layers, namely the information characteristics, communication architecture and its requirements. We present the survey and common design of the SDN-enabled smart grid in Sections 4 and 5, as well as its challenges and guidelines for the smart grid. In Section 6, we conclude the paper.
Smart Grid Technology Essentials
The smart grid is a large-scale and complex networking system, and the National Institute of Standards and Technology (NIST) has therefore developed a conceptual hierarchical smart grid network infrastructure [1] . This conceptual architectural reference model enables us to analyze use cases, to identify interfaces for which interoperability standards are required and to facilitate the development of a cyber-security strategy [1, 9] . Figure 1a shows an example of a three-tier hierarchical smart grid network that is organized by wide area networks (WANs), neighbor area networks (NANs) and home area networks (HANs). The HAN is an end-user network that is constructed by the connection between smart household electric appliances. The NAN is a capillary of the smart grid that provides large-scale data communication and connectivity between each household and a WAN. The WAN is a high capacity data network between NAN gateways and the head-end system (HES). In this smart grid network, all devices need to use the same communication policies, such as the routing strategy and quality of service (QoS) properties of the application, in order to provide the 3S autonomous network functions, namely self-configuration, self-healing and self-optimization. Figure 1b shows the layer-based information and power-flow model of the smart grid. In this figure, all objectives between the power facility and end-user system, such as the power generator, substation and AMI, are connected to the wired power grid infrastructure. The information data from each objective is exchanged via the data-communication infrastructure, which can be established using both wired and wireless communication protocols, such as powerline communication (PLC), Ethernet, IEEE 802.11 wireless local area network (WLAN) and the IEEE 802.15.4 family of protocols [8] [9] [10] . In this layered smart grid model, the electric and communication infrastructure support the two-way flow of electricity and information. Note that it is straightforward to understand the concept of the "two-way flow of information". "Two-way flow of electricity" implies that the electric energy delivery is no longer unidirectional. The synthesized requirements of the desired smart grid are as follows:
 The smart information subsystem is responsible for advanced information metering, monitoring and management in the context of the smart grid.
 The smart communication subsystem is responsible for communication connectivity and information transmission between systems, devices and applications in the context of the smart grid.
The smart grid technologies employed for industrial and mission-critical environments require new network-management technologies to provide simple system management between smart grid sub-layers from the application and information sub-systems to the communication infrastructure. Currently, the smart grid concept is a relevant critical-use case, which includes the protection, automation and control of electric power systems and which is supported by ICT facilities that must meet the real-time requirements of these applications with high dependability and security [11] .
However, the current communication infrastructure may not be able to dynamically adapt to the new business model of the smart grid because of hardware dependencies. According to some smart grid researchers [12] [13] [14] [15] , communication technologies first need to be further developed, and they predict that software-defined networking (SDN) will allow information exchange in different network platforms, different layers and provide the adaption of new business models of the smart grid without hardware replacement. In addition, they argue that the SDN-based smart grid will improve the system robustness by enhancing the reliability and optimization of the transmission asset utilization [13, 15] . In the SDN architecture, the control plane of the network is controlled by using a centralized SDN controller, and a service provider can identify not only the network status, but can also flexibly make a network plan for services and business models. This separate control and data plane model of the SDN enables us to find a suitable solution, even if there are potential problems, such as route disconnection, bottlenecks, collisions and application errors without special network devices [16] . However, current SDN is designed for highly capable network environments and needs to solve various challenges to enable the SDN-enabled smart grid in terms of the control message overhead, route construction between devices and interoperability between smart grid protocols.
ICT Sub-Systems of the Smart Grid
The smart grid is a complex and interoperable system that needs to process meaningful and actionable information between different subsystems. The exchanged information will be shared by the systems, and this information will elicit agreed-upon types of responses. The reliability, fidelity and security of the information exchanges between smart grid systems must achieve the required performance levels [17] . The ICT technologies are basic building blocks for the underlying data-centric smart grid system. The combined requirements of the desired smart grid ICT are as follows:
 Integrity: The smart grid scopes (generation, transmission, distribution, consumption and control center [1] ) and sub-scopes will use a variety of communication networks that are integrated with the IT networks.
 Interoperability: The smart grid will have the capability of two or more networks, systems, devices, applications or components with respect to the ability to exchange and readily use information securely, effectively and with little or no inconvenience to the user [17] .
 Interactivity: Utilities and customers will reduce their usage during peak hours. Mechanisms will also be incorporated for consumers to smartly use their power devices to lower their cost.
Smart Grid applications
From an application perspective, there are three major domains for ICT integration into the power grid [4] , as shown in Figure 2 . Supervisory control and data acquisition (SCADA) is already widely used for remote monitoring and controlling of higher levels of the distribution grid [5] . This area is also well covered by advanced standards, such as IEC 61850 for substation automation. The active distribution grids are the core of modern smart grids and enable the integration of distributed energy sources mainly into the mid-level voltage grid. The primary task of communication in this respect is to collect critical network parameters and to actively influence the distributed energy generation, so as to maintain the overall power quality. On the lower grid levels, smart metering is the most relevant use case for ICT. Originally intended to enable the remote retrieval of meter values, smart metering also includes load profiling, local power-quality monitoring and the remote switching of loads [23] . This requires a permanent connection to a communication network, even though real-time requirements are not as stringent as in SCADA control applications, e.g., the overall load balancing on the grid. 
Information Management
The traffic volume of smart grid systems has grown rapidly because of extended business models and service domains, such as gas, water and facility surveillance [6] . Although it was an offshoot of recent power grid systems, the smart grid is required to meet more requirements and has to attain new features. This is because the volume of the generated and consumed data traffic is extremely high when compared to the traditional power grid network.
Smart grid needs to use real-time analytic engines that enable the analysis of the power network, determine the current state and condition of the power system, predict what may happen and develop an action plan [24, 25] . These engines receive data from the utility and external entities, such as weather services, through an advanced metering infrastructure (AMI). AMI is usually a combination of smart meters, data management modules, communication network modules and applications that are specific to metering and plays a key role in smart grid technology, enabling the enhancement of energy efficiency. Utilities, regulators and policymakers should focus on the consumer-centric architectures for appliance control, the public architecture on which AMI communication is based and the collaborative architecture for content. However, it is evident that choices made by utilities as part of their smart grid deployment strategy and network architecture, which are guided by the policies dictated by state and federal regulatory authorities, may significantly affect the outcome of the smart grid initiatives.
 Control and management: This is intended to monitor and manage all of the components of the electric power system. For example, their behaviors and performances can be modified and predicted to avoid or address potential emergencies [16, [18] [19] [20] 33] . In the smart grid system, the HES needs to provide dynamic pricing and end-user device management. Meanwhile, the HES needs to find the optimal configuration parameters of the smart grid system, such as the monitoring pattern, business model, network monitoring and network system configuration [6] .
 Neighbor area optimization: This is designed to help customers know the real-time prices of power, enabling them to optimize the power usage accordingly [9, 17, 21, 22 ]. In addition, consumers then become informed participants and can choose different purchasing patterns based on their needs and the Grid's demand, which can ensure the reliability of the electricity supply [5] . Meanwhile, the communication protocol needs to be optimized to provide stable data delivery services in the resource-constrained environment of the NAN [6] .
To realize a stable smart grid, there is a need for information analysis, management and different architectural directions for the smart grid that compares utility-controlled and consumer-controlled energy networks. For instance, with utility control, the intelligence of devices is derived from a central control point via a private utility network. However, with consumer control, these devices use a control system that is located in the home, business or on the Internet, but is ultimately managed by the needs of the consumer [26] . For both of these extremes, in addition to intermediate possibilities, it is important to consider how choices affect the combined efficiency and demand-response application (i.e., energy monitoring), as well as support/limit innovation in supporting a responsive energy future. Many utilities have begun smart grid implementation with AMI.
Communication Infrastructure
The smart grid is a combination of ICTs and the electrical power grid. It is expected to affect all segments of the current electrical grid system, including generation, transmission and distribution. However, these segments will not function well without an effective data communication networking system. In other words, designing a communication architecture that meets the requirements of the power grid is key to the successful implementation of the smart grid, because power grid implementation has long been established. Based on the requirements of smart grid, it initially implies a need for bidirectional, real-time communication networks for data collection and processing [17] . From a communication technology point of view, information exchange in the upper grid levels for SCADA applications is usually covered by existing communication networks belonging to utilities or grid operation [3] .
A smart grid communication infrastructure also includes HANs, building area networks (BANs), industrial area networks (IANs) and a WAN. A HAN is a communication network comprising appliances and devices within a home. A NAN is a network of multiple HANs that delivers the metering data to data concentrators and delivers control data to HANs. A WAN is the largest network for communications to/from data control centers. In a HAN, appliances (such as meters for electricity, gas, water, heat and solar panels) can be equipped with smart meters; these meters also connect smart appliances (i.e., appliances with communications and remote control functions, such as smart dishwashers, dryers and ovens). In addition, these meters connect to a metering gateway. In a NAN, many metering gateways of HANs are connected to each other to form a wireless mesh network [6] . A WAN connects smart metering gateways with utilities and the distribution control system. These networks are often based on fiber-optic links that are installed in parallel to the high-voltage grid and connect primary substations, large power plants and control rooms. Furthermore, they are mostly based on Internet technologies. Today, the challenge regarding interconnection lies in the medium-and low-voltage levels required, which are usually not reachable (or only to a small extent) by utility-owned communication infrastructures. To bridge this gap, several communication protocols are provided. PLC systems overcome traditional electronic communication technologies. The PLC channel is problematic, because it is time varying and depends greatly on the actual network topology and the connected electrical loads. To ensure connectivity from a communication viewpoint, network elements, such as transformers, need to be bridged with phases coupled, which requires additional equipment that is expensive at the higher voltage levels. Furthermore, regulation of the frequency bands used for data transmission is fragmented worldwide and remains unclear. The implementation of PLC is considered to be both economically and technically challenging and is still in its infancy compared to other communication technologies. However, it is a promising possibility that is currently being investigated.
The use of wireless networks is an alternate option, because they are flexible and can be used to build utility-owned networks. However, typical broadband computer network technologies, such as worldwide interoperability for microwave access (WiMAX) and WLANs, are problematic with respect to their limited transmission range and reachability, especially in urban areas. Hence, they may serve only as communication subsystems for small clusters of devices, such as meters. For long-distance transmission, trunked radio systems, such as terrestrial trunked radio (TTR) or trans-European trunked radio (TETRA), are becoming popular in some countries. Installation costs are moderate, even though the frequencies used are not license free. As TETRA is limited in bandwidth (7.2 kb/s per time slot), it can be considered as a substitute for services that are currently run over GSM/ General Packet Radio Service. Typical applications are metering (load profile meters and households), supervision of transformer stations and safety-related applications [3] .
Evolution of the Smart Grid Infrastructure: SDN-Enabled Smart Grid
The smart grid technologies employed for industrial and mission-critical environments require new network management technologies to provide simple system management between smart grid sublayers from applications, information sub-systems and communication infrastructure. Currently, the smart grid concept is a relevant critical use case that includes the protection, automation and control of electric power systems and which is supported by ICT facilities that must meet the real-time requirements of these applications with high dependability and security. However, the current communication infrastructure may not dynamically adapt to the new business model of the smart grid due to its hardware dependability. For example, in the traditional network paradigm, each network device, such as switches (AMI meter), individually manages its routing table by using a pre-defined routing protocol. In this architecture, the pre-defined routing protocol of the network device cannot be flexibly changed or configured to adapt network dynamicity. From a service (application) perspective, the system administrator cannot dynamically manage the network system because the network and service layer are isolated from each other. Thus, the service administrator would not be able to directly identify a network problem even when the application service is down due to network instability. Further, a new application profile of the utility service or network function needs to be added to legacy AMI infrastructure, and all AMI devices need to be replaced or upgraded with service interruption. According to smart grid researchers, smart grid communication technologies are required to evolve in order to solve these various complexity problems affecting the large-scale smart grid system. In addition, they predict that SDN will allow information exchange across different network platforms and different layers and will enable the adaption of a new business model of the smart grid system [27, 28] . Meanwhile, SDN-enabled smart grid architecture has been considered for various companies, such as Fujitsu and Cisco [46] . SDN is a next-generation network architecture that provides simplified and flexible network-management services through the abstraction of lower-level functionality, such as packet filtering, switching and monitoring. In SDN, to isolate the control and data plane of the network, a centralized network controller manages the control plane of the network instead of individual network switches. The incoming packet information (flow) of each switch is reported to the SDN controller when a packet is not listed in its flow table. The SDN controller decides and publishes the flow entry of the requested flow from the network switches using an SDN application that can be directly programmed by the system administrator. This separated control is implemented in the application layer through an application-network interconnection interface, such as OpenFlow API [29] . Thus, the service administrator manages and monitors not only the service (business) application status, but also the communication system without the need for an additional network management system. Moreover, each resource-constrained AMI device does not need to maintain its routing strategy, which is maintained using the SDN controller. The network design and potential advantages of the SDN-enabled smart grid are discussed below.
Network Design of the SDN-Enabled Smart Grid System
The SDN-enabled smart grid system can be simply installed over a legacy IP network infrastructure without the need for any additional wired or network installation. This is because the SDN functions are implemented by application software with a general operating system, such as Linux, instead of traditional hardware-dependable network systems. Figure 3 shows an example of an SDN-enabled smart grid. In this example case study, the message exchange between HES and the edge AMI meter is realized using a switch and gateway intelligent electronic device (IED). This communication architecture is the same as the traditional smart grid communication infrastructure, and it can be simply enhanced to become an SDN-enabled smart grid infrastructure by using centralized SDN controllers [4] . In addition, the resource and service capability of the SDN controller is determined depending on its service domain (tier) as a smart grid WAN and HAN. The service function as a communication policy and smart grid (power system) application can be realized within the SDN controller. Meanwhile, the service functions between communication infrastructure and the power grid system application can share the information to optimize the smart grid system.  WAN SDN case study: The WAN SDN controller needs to be designed to enforce the communication policy and smart grid application of the smart grid system. The WAN SDN controller is generally called a master controller and handles the back-end HES service applications, such as SCADA and intrusion detection system (IDS) control. In addition, its service capability can be extended to micro-grid service applications, such as AMI monitoring systems, depending on the network scale and system resources. Dong, X. et al. proposed a WAN SDN controller architecture that is designed for the back-end SCADA management infrastructure of the smart grid [18, 44] . In this system, the master SCADA controller is implemented for one of the SDN applications and controls slave SCADA systems in the power grid network. This WAN SDN controller system handles the global optimization of the smart grid system, such as end-toend routing, network capacity planning and back-end network management, but it also needs to consider the system resources, such as storage, link capacity and computational power.
 NAN case study: The NAN SDN controller (sub-controller) provides local optimization of the resource-constrained smart grid network. The service capability of the sub-controller is generally limited to a single subnet of the smart grid network. In Figure 4 , the gateway IED is directly connected to the sub-controller, and its service capability is migrated from the master SDN controller. The sub-controller framework can be installed in the gateway IED of the smart grid system to achieve resource-constrained AMI network management.
Potential Benefits of the SDN-Enabled Smart Grid
 Simplified system management: The main purpose of SDN is to realize simplified network management that allows an extension of the scale and flexibility of a network. To reduce the management complexity of the network system, SDN isolates the control and data forwarding planes [15] . The control plane of the network is implemented using an SDN controller that constructs the network topology, and the data forwarding plane of the network is implemented using feedback information from the SDN devices on the network. The feedback information between the SDN controller and the device is exchanged using a secure control channel that is established using network tunneling [29] . Service providers can deploy application and network functionalities, such as the routing strategy, topology and QoS policy, using a secure control channel. In the SDN-enabled smart grid HAN, resource-constrained AMI devices do not need to decide their own routing path, QoS or transmission strategies. Instead, the centralized SDN controller architecture determines the optimal configuration of the network, reducing the resource usage of the AMI devices in terms of power consumption and the number of control messages required [30] . The management software for the SDN controller can be categorized into two types, namely open-source-based and commercial systems. Nox [39] and Floodlight [12] are the most famous SDN control software frameworks that can handle the request and response messages that are sent between the application layer and network layer [39] . The SDN controller determines the network policy using an SDN application, and it maintains the flow information, route, forwarding strategy, topology and network status. Figure 4c shows an example of the SDN-enabled smart grid architecture. In this figure, SDN applications, such as network configuration, IEC 61850 configuration and system monitoring, are connected to the SDN controller using Southbound and REST APIs. Southbound is a connection application program interface (API) between the application and communication interface. When the AMI device receives a new flow, such as AMI metering data, it requests the forwarding policy from the SDN controller using the secure control channel. The forwarding policy of the requested flow is generated using the SDN application and is transmitted to the AMI meter. This process, which is carried out by the SDN-enabled smart grid, provides not only simplified network management, but also reduces the computational overhead of the AMI meter. Further, service providers simply add, remove or update network policies without the need for any hardware replacement or upgrade.
 Interoperability: SDN provides data and control message exchange between different types of communication infrastructure by using tunneling and Open vSwitch (OVS) and OpenFlow standards [29] . Figure 4c shows an example of the SDN system architecture. In this figure, the IEC 61850 utility protocol of the application and OVS is connected through the REST APIs of the OpenFlow interfaces. OpenFlow is the de facto SDN standard software that provides an interface between the control and forwarding layers of the SDN. OpenFlow allows direct access to and manipulation of the forwarding plane of network devices, such as switches, routers, whether they are physical or virtual (hypervisor based) [28] . OVS is an alternative to the bridge module that has been part of the kernel since the 2.4 series. OVS enables communication interface virtualization and port mapping for SDN router construction. All of the information received from each module can be monitored using SDN applications, and the service provider can access and control the system without the isolated stack regulations of the device.
 Situational awareness and flexibility: In SDN, the service provider can monitor the real-time network situation by using feedback information obtained from each SDN device. For example, in a traditional smart grid system, a service provider may not understand the need to upgrade the reception stability of the metering data without the need for additional network analyzers, such as firewalls, packet inspection routers and systems, when new standard protocols are utilized. However, in SDN, the network analysis system can be provisioned by employing an Open Systems Interconnection Reference Model Layer 2-3 network-monitoring SDN application [29] . Meanwhile, the service provider can simply identify network-wide network situations, such as congestion, collisions, bottlenecks and the flow status of the data packet, without additional hardware installation. In addition, network functionalities, such as routing, load balancing and the QoS management function, can be dynamically optimized and provisioned using network-wide situation information.
 Simplified service deployment: In the SDN-enabled smart grid, the application and network control plane can be removed from devices, such as routers, switches and AMI devices. Figure  4a -c shows an example of the SDN-enabled smart grid business model, SDN applications and system architecture. Generally, the SDN controller is directly managed by the service provider, and it is located in the HES. The service application is embedded within the application layer, which ensures hardware-independent system programming, and the new services and network policies can be dynamically deployed to the SDN devices without the need for new hardware installation and configuration.
 Simplified business model: The SDN-enabled smart grid business model can be simplified to include policy development, service provisioning and service monitoring, as shown in Figure 4a . In this model, the system administrator develops an SDN application, such as topology construction, routing, QoS and traffic-filtering program. The implemented SDN application and policy need to be provisioned to the SDN controller, which is a part of the HES of the SDN-enabled smart grid system. In the application provisioning step, the service provider deploys an SDN application or policy to the SDN controller. The service monitoring is a key to developing a new application and profile. In this step, the service provider analyzes the network event history by using diagnostic SDN applications. Figure 4b shows an example of the SDN applications. The SDN application is directly connected to the SDN stack using Northbound APIs [31] . Thus, the service providers do not need to consider hardware dependability, which allows interoperable data exchange between different network devices. The policy applies to the configuration profile of the SDN application, which enables the situational awareness of the smart grid infrastructure without the need for a replacement SDN application or hardware reconfiguration. The related studies about the information and network management SDN-enabled smart grid applications are categorized and shown in Table 1 .  Context awareness: Context awareness is an important feature for intelligent information management and provides situation-based interaction between a service provider and various IEDs. For example, the context awareness system can automatically identify and configure a new device's installation depending on its location and equipment type. In addition, this information can be utilized to anticipate an end-user's immediate needs, in the process offering more sophisticated, situational-aware, and usable functions. Magoutas, B. proposed a situational-aware demand-response algorithm for a smart meter that can be ported to the SDN controller [32] . In this algorithm, the system (controller) predicts the demand request patterns of the customer and automatically sends related information. Thus, the number of request messages and, thus, network congestion can be reduced. Byun, J. et al. proposed a smart energy distribution and management system (SEDMS). In this scheme, monitoring data from each household are reported to the centralized demand management system (DMS), which categorizes and optimizes the monitoring pattern for each household. The SEDMS application system is implemented using a software program without any specialized device, and its functions, such as the knowledge repository, context analyzer and monitoring-pattern generation module, can be dynamically updated or replaced by a new system without the need for any hardware replacement. These optimized traffic controls using the context-awareness function of the SDN can help to improve the network and service reliability of the resource-constrained smart grid infrastructure as an AMI system [36] . The experimental result of the SEMDS shows that the number of request messages and response delay time of the situational-awareness system are reduced compared to the traditional pre-defined profile-based demand response smart grid system [33] .
Candidate SDN Application for the Smart Grid
 System and network monitoring: In traditional smart grid communication infrastructure, the service provider cannot monitor the network status without an additional packet inspection device. IEC 61850 focuses on device monitoring automation and not on network-wide monitoring. Thus, the service provider cannot determine the accruable reason for the instability of the communication infrastructure without using a network-monitoring device. Further, it may be difficult for the network system administrator to determine the actual problem leading to the loss of application packets, because the network stack cannot open the application packet itself. Thus, the system administrator can only identify the end-to-end perspective problem, even if the packet-loss problem occurred during packet transmission in the link layer (hop-by-hop). However, in the SDN-enabled smart grid, the service provider can not only monitor the device, but can also monitor the network status, such as the real-time throughput, dropped packets, topology and link-connection stability between devices. To realize application and network monitoring in SDN, the smart grid application characteristics and network parameters should be handled by an SDN controller. In 2014, Molina, E. et al. proposed a smart grid SDN management application for an IEC 61850-based smart grid system [12] . In this system, they presented a substation configuration description (SCD) information-mapping algorithm for SDN. In traditional smart grid infrastructure, the communication system cannot utilize these types of information for network optimization and monitoring. The SCD is an application profile of the IEC 61850 system and indicates various metering application profiles, such as monitoring intervals, attributes and types. However, in this scheme, the SCD profile is converted to the OpenFlow flow structure. The converted flow structure from the SCD is inserted into the OpenFlow entry table, and the SDN controller maintains the smart grid data flow using its monitoring application. Thus, the system administrator can simplify the access and management of both the application (service) and network using a single SDN controller. The experimental result of the IEC 61850 and OpenFlow achieves automated network monitoring as a real-time topology view, link bandwidth, traffic flow and address information of the substation network. Further, the authors can easily detect service denial attacks using the application and network monitoring SDN application without the need for additional network monitoring devices, such as firewalls [44] .
 Neighbor discovery and routing: Optimal network configurations, such as routing and network topologies, are key to providing stable smart grid data communication links between HES and IEDs, but they cannot be dynamically configured by service providers in traditional networks. For example, the neighbor-discovery message interval cannot be dynamically configured in a traditional smart grid, even if the communication environment is very stable. Therefore, the service application may suffer from excessive control message overheads. In addition to the topology construction overhead, excessive routing-control message overheads may lead to a low QoS in resource-constrained AMI network environments [45] . SDN provides a flow-based forwarding strategy that employs combined neighbor discovery and routing SDN applications. Nils et al. proposed a multi-layered SDN4 smart grid architecture in 2014 [34] . In this architecture, the routing path between the central server and devices was constructed using a centralized SDN controller instead of the distributed routing protocol of the devices in the network. The SDN controller periodically monitors the network device, and constructs the network topology and route information between devices in the network. In addition, a SDN4 smart grid controller can maintain multiple routing paths between source and destination devices to provide DiffServ QoS routing between flows. If an AMI device, which has no route for incoming flow packets, requests the forwarding direction of the packet to the SDN controller, the SDN controller responds with the forwarding direction (next hop) to the requester. The experimental result of the end-to-end smart grid traffic delay shows that SDN4 smart grid routing outperforms open shortest path first (OSPF).
 Load balancing: SDN load balancing applications are flow information-based stateless control service applications that allow systems to bypass the limitations of traditional stateful hardware appliances, such as load balancers and firewalls [35] . In particular, load-balancing features must be considered for use in resource-constrained substation automation domains, such as wireless smart grid AMI networks. For example, if the emergency power-quality alert message from the AMI device is transmitted to the HES, end-to-end transmission needs to be guaranteed, but traditional network systems cannot detect specific flow priorities, because application profile information is not shared between application network layers. Therefore, the network cannot suspend low-priority flow transmission, even if the network capacity is overloaded. While traditional per packet-based admission control algorithms can be utilized to process network control message exchange, they need to be extended for application-flow identification. Sydney A. et al. proposed flow-based admission control for SDN [36] . In this algorithm, the SDN application creates two virtual network interfaces to isolate high-priority and best-effort flow transmission. The data rate of the developed virtual interfaces can be dynamically configured using queue-size management, which enables us to control the volume of the flow traffic in each network. This algorithm can be effectively utilized to protect the minimum bandwidth requirements of the high-priority data flow as emergency power quality traffic when a large volume of the best-effort data traffic, such as firmware and diagnostics flows, coexists on the network. The experimental result shows that the SDN controller can provide per flow-based service differentiation using a smart grid service profile.
 QoS management: The smart grid communication infrastructure must simultaneously support a wide range of QoS requirements for numerous smart grid and legacy applications. To satisfy the delay requirement of the smart grid traffic, the SDN controller uses both the context-awareness and load-balancing SDN applications. In the traditional network infrastructure, cross-layer-based QoS algorithms are widely utilized, but their use increases the network-system complexity [37] . However, in SDN, cross-layer information is easily shared using OpenFlow and OVS, which are operated without any direct information exchange between different network layers [29] . Qin, Z. et al. proposed a heuristic flow scheduling-based QoS algorithm for smart grid devices [38] . In this algorithm, the authors assumed that SDN can detect the flow information and real-time flow status using an SDN flow monitoring application. The SDN controller assigns flow priority depending on a calculus-based queue model that considers the flow-traffic arrival rate, delay requirement of the flow and the available network bandwidth of the device. Each application flow of the AMI device can be assigned a different virtual interface depending on the smart grid service profile. The interface configuration can also be dynamically changed using the calculated flow priority of the SDN controller to optimize the network capacity and service QoS. The performance result shows that SDN APP can provide not only the DiffServ QoS of the smart grid flows, but also the dynamic QoS configuration of the flows in the network.
 Security: The smart grid system autonomously collects massive amounts of data and transfers them to utility companies, consumers and service providers [35] . These data include the private information of customers, such as activities, devices being used and times at which the home is vacant. Abnormal user access and control packets of the SDN are protected by secure socket layer (SSL) and digital mark-based packet-inspection algorithms. The traditional packet-inspection system that is used as a firewall may be degraded because of the large network scale of the smart grid. In addition, the network installation cost will increase when the number of firewalls in the network is increased. However, SDN can provide packet inspection without specialized hardware, which allows dynamic protection rule updates by a system administrator. The ForNox is a role-based access control system for SDN [39] . In this scheme, the SDN controller inserts the validated digital sign to all control packets, and it is encapsulated by using a pre-shared key. Further, the SDN control channels are protected by the SSL protocol [29] . Rowan et al. presented an SDN security analysis model for information disclosure, denial of service and tampering attack detection [40] . In this algorithm, the SDN controller randomly chooses the sample packets and data flow table from the network devices. The collected sample data are analyzed using Microsoft STRIDE [40] and attack tree modeling methods, and experimental results show that the SDN effectively isolates and detects the abnormal flows without the need for an additional network monitoring system.
Further Research Opportunities of the SDN-Enabled Smart Grid
SDN is an emerging and promising future networking solution, but it needs to be optimized for use in a smart grid environment. Traditional SDN is designed for rich resource systems that are generally considered for backhaul IP networks. From a network design perspective, SDN-enabled smart grid systems require an additional network processing server, which must consider the end-to-end route between the SDN controller and each smart grid device in the region. Therefore, the communication overhead between the SDN controller and devices needs to be optimized in order to reduce network congestion, bottlenecks and computational delay problems. Challenging issues pertaining to the SDN-enabled smart grid system are as below:
 Reducing SDN control message overhead: In spite of the different benefits, such as simplified network and system management, SDN may not be directly utilized in resource-constrained AMI networks because of the control message and end-to-end session-management overhead. Generally, the SDN controller and all clients periodically exchange control messages for service provisioning and monitoring via a secure path. These control messages use secure control paths that are logically isolated from the data path using SSL or virtual private networks (VPNs). However, the MAC and physical perspective of the communication interface control and data packet use the same physical interface. Further, SSL-based data communication requires end-to-end session management control packets that are periodically exchanged between the SDN controller and all devices in the network. From a security perspective, control and data channel isolation are acceptable methods, but the end-to-end transmission reliability of the data packet can suffer from network congestion due to the SDN control traffic. In addition, when the control message between the controller and device is not stably delivered, metering traffic cannot be transmitted, even if the network capacity is sufficient. In particular, resource-constrained smart grid networks, such as wireless HANs, need to consider low-overhead message exchange protocols, such as Internet Engineering Task Force (IETF)-Constrained Application Protocol (CoAP) , to reduce congestion and realize a reliable SDN-enabled smart grid [41, 45] .
 Route construction between SDN controller and clients: SDN enables flow-based data forwarding that can replace the traditional distributed routing protocols. This centralized routing is a key feature of SDN, but during the network initialization stage, each client needs to find a default route path to the SDN controller [42] . To solve this problem, a distributed routing protocol, such as OSPF, is considered for simultaneous use with SDN in wired SDN, but it is not suitable for use in resource-constrained wireless and PLC-based HANs. To solve this problem, the SDN-enabled smart grid must use the default routing function, which provides a dynamic configuration to legacy routing protocols, or discover the routing path by using an SDN routing application. In HANs, the routes between the SDN controller and a device are constructed using a link discovery procedure. Generally, the SDN controller uses a link discovery application that enables it to find the adjacent one-hop neighbor SDN controller of the device. Meanwhile, the device that is connected to the SDN controller can respond to the link discovery request with SDN connection flags. This connection information can be sequentially flooded to the entire network, and the default routes between the SDN controller and the devices are established without additional routing protocols.
 SDN controller and function distribution: In a large-scale smart grid network, the flow information request messages from all clients are concentrated at an SDN controller. There is the potential problem of network congestion, queue overflow, large processing delay and service instability of the SDN. To solve this problem, multiple SDN controllers need to be distributed to the network and HES. In the case of multiple SDN controllers, all of them need to share the common management policy of the network. For example, the elastic SDN controller distribution (ElastiCon) algorithm can be utilized for a large-scale smart grid network [43] . In this algorithm, the SDN controllers are classified as a master and slaves. The master SDN controller can be located in the HES, and slaves are inserted at the substations. The master SDN controller assigns and distributes the slave SDN controllers to the network depending on the link capacity of the switch or router. Further, the SDN network functions (application) are distributed to the multiple slaves. During the migration process between the master and sub-controllers, at least one controller is activated to avoid a service suspension problem. The experimental results show that the network congestion, end-to-end control message delay, flow request-response time problem can be solved by using an elastic controller distribution system.
 Interoperable design between IEC 61850 and SDN protocols: In traditional layered networking architecture, communication strategies, such as routing policy, QoS policy and MAC parameters, may not dynamically adapt to applications and services. However, an SDN-enabled smart grid network can be optimized for specific smart grid services by using IEC 61850 standard profiles. The IEC 61850 protocol is the de facto application standard of the smart grid [12] . The information model of the smart grid substation is defined in IEC 61850-7, and the configuration language is also defined in IEC 61850-6. The IEC 61850 application defines the power-monitoring interval, transmission type (IEC 61850 Manufacturing Message Specification or multicast) and service priorities. The IEC 61850 uses the XML (or JSON) data format, which can be decoded using SDN applications because the SDN API basically uses the XML and JSON formats to exchange control messages between the SDN controller and clients. Thus, the service profile of the IEC 61850 can be simply identified and utilized for the network configuration. By using an interoperable management architecture between IEC 61850 and SDN, the service capability of the SDN-enabled smart grid can be extended from the network to smart grid application management.
 Interoperable controller system: Interoperability among different SDN architectures needs to be considered for SDN-enabled smart grid systems [45] . This is because SDN is implemented by a vendor-neutral strategy, depending on the capability and business goal of the service domain, without the need for any international agreement. In particular, northbound API and SDN controller systems need to be standardized to realize simplified communication and the development of smart grid SDN applications.
Conclusions
The complexity and heterogeneity of smart grid services are rapidly increasing because of the increased usage of IEDs, automation and service integration between utility domains. However, traditional networks that focus on distributed packet-forwarding strategies may not dynamically adapt to different business models, because the context and situation status of the application cannot be directly utilized for network configuration. Instead of the legacy networking system, in recent years, the SDN paradigm has been considered for the smart grid network infrastructure. However, traditional SDN architectures need to be optimized for the smart grid environment, and this process is still at the initial stages.
In this paper, we investigated the current information subsystem, communication infrastructure of the smart grid and an emerging communication infrastructure called the SDN-enabled smart grid. In particular, we described the SDN-enabled smart grid architecture in detail, as well as the abstracted business model process of the service provider, a candidate SDN-enabled smart grid application and system architecture. Finally, we presented a comparison of current SDN-enabled smart grid systems and categorized the examined network services and applications that have been developed based on the SDN paradigm. To the best of our knowledge, this is the first such comparison of studies into SDN-enabled smart grid communication infrastructures. Finally, we identified challenging issues affecting the current SDN-enabled smart grid and proposed possible solutions.
