




















学位 二△百m0 文要 ］白
Thisthesisproposestwonewbi-directionalapproximateheuristicsearchmethodsandtwonew
speedUpmethodsoftheinconsistentprocessandthesUbsumptionprocessonhypotheticalreasoningdealwithpredicatelogicandanewaIpproximatesearchmethodandanewoptimalsearChoncost‐
basedhO'Ｐotheticaheasoning・HeuristicsearchisauniveIちalprobleIn-soMngmechanislninArtificiallnteUigence(AI).Theaimofheuｪisticsearchistofindasolution(path)fromaninitialstatetoagoaJstate・Real-IYmeA＊(Ｒｎk*)isarepresentativeheu面sbicsearchalgo面thmfbrfindingapproximatesoluti。ns・nleMulti-StateCommitment(MSC)methodwasintroducedintolmk*anddramaticallyimprovedtheperfbrmanceinproblemssuchastheN-puzzle・ＡｓｗｅＵ,Real-TimeBidirectionalSearch
（RTBS)alsoimprovedRnWbychangingaunidirectionalsearchintoabidirectionaloneFi顕tproposedmethodisthatintroduceｓＭＳＣｉｎｔｏＲＴＢＳ、SecondproposedmethodisBidirectionaUDepthFiIBtA＊search(BDm*)usingbaCktraCktechniqUe,which麺eeHicienMindingsolutionsmethodsHypotheticalreasoningisaknowledgeprocessframewolkIwhichcanfindexplanationsfOragivensetofobservationbyassumingsomehypotheticalsets・KICK-HOPEachievedeHicientreasoning,however,theinconsistentprocessaⅡlｄｔｈｅｓｕbsuｪnptionprocessstiUconsumemucllCalculationtime・Thirdandfburthproposedmethodimprovedthatvainprocessescouldreduce・Cost-basedhypotheticalreasoningistofindabesteXplanationfOragivenobservationbasedontheassumptionofasetofhypothesis・PreviouslyefficientmethodthatutilizedtheA＊algorithmwaspresented，however，thetimeandspacecomputationalcomplexityareexponentiaLFifChproposedmethodisthatReal-TYmeA＊(R、*)wasintroducedtocost-basedhypotheticalreasoningSixthproposedmethodistochangeDepth-FiIちｔＡ＊search・
工序論
本論文では人工知能の研究の一分野である問題解決の代表的な手法である「ヒューリスティック探索」と「仮説推論」において，筆者がこれまでに行ってきた高速化手法について述べる．
２ヒューリスティック探索の高速化
第２章では，状態空間グラフにおけるヒューリスティック探索手法として２つの両方向近似解探索アルゴリズムを提案する．ヒニーリスティック探索とは，問題に関するヒューリスティックな知識を評価関数として用いることで効率的に初期状態から目標状態までの経路（解）を求めることである．推論など人工知能の最も基本となる問題であるが，計算複雑度はNP-完全またはNP-困難であり，状態空間のサイズが大きくなると現実的な時間で解を求めることが困難になるそこで，時間をかけて最適解を求めることよりも，許容可能な時間内に近似解を求めることが重要となる．そのような近似解探索アルゴリズムとして，１，k＊（実時間探索：Reau-TYmeA*）がある．Ｒｎ*は，先読み探索と移動を交互に行うアルゴリズムであり，先読みにより探索範囲を限定することで，計算量は改善される．しかし，次に展開する状態を－つに限定するため，選択を誤った場合の悪影響は大きい．多状態コミットメント探索(ＭＳＯ:Multi-StateCommitment)では，蔓哩三豊L壹澪雫、｣蔓'?!tli罐艤通｣三とｎ画ような問題点を鰯こそ臆二五.淑瀧鵡鐵鵜塾調時に両方向から実時間探索を実行する実時間両方向探索（IRTBS：ReaU-TYmeBidirectionalSearch）では，初期状態と
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目標状態から出発した２つの問題解決器が，常に他方の問題解決器を目指して移動することで効率化を実現している．
2.1多状態実時間両方向探索
実時間両方向探索に多状態コミットメントを導入した多状態実時間両方向探索（ＭＳＲｒＢＳ：Multi-StateReal-Time
BidirectionalSearch）を提案する．
前向き探索で生成された状態を保持するリストをＯＰＥＮ,，計算用のリストをＴＥＭＰｉとする．同様に，後向き探索
で生成された状態を保持するリストをＯＰＥｊＶｈ，計算用のリストをＴＥＭＰｂとする．以下にアルゴリズムを示す．
Stepl：初期状態ｓｏをＯＰＥｊＶｉ，目標状態ＣをＯＰＥＭに加える．保持する状態の数、を設定する．
Step2:if(OPEM＝空またはＯＰＥＭ=空)then探索失敗，終了．
Step3：。ＰＥＭの先頭の状態をｚ，ＯＰＥＭの先頭の状態をｙとする．
SteP4:if(ｚ＝g)then探索成功，終了．
Step5:if(TEMPK＝空)ｔｈｅｎ
ＬｏＰＥＭから先頭の状態ｚを取り出す．
２．２Fを展開し生成される全ての子状態の集合とＯＰＥｊＶｉに含まれる状態の集合をTEMP1に加える．
０.すべてのz'ＥＴＥＭＰｉに関してハ(z',y)を計算する．
SteP6:if(TEMら=空)ｔｈｅｎ
ＬＯＰＥＭから先頭の状態ｇを取り出す．
２．ｙを展開し生成される全ての子状態の集合とOPEjVhに含まれる状態の集合をＴＥＭPbに加える．
３.すべてのg'ＥＴＥＭＨに関してｈ(z,g')を計算する．
Step7:以下の式に従い，ハ(9Ｗ)を更新する．
ハ(剛)←…耐叱w{:(;猟鯏
（ｈ(｡ｗ)の値をc(z,z')＋ｈ(z'’9)とｃ(Ｍ')＋ﾊ(｡ｗ')のうち２番目に小さい値に更新する．）
Stelp8：前向き探索と後向き探索の制御戦略
Ｍｆ(m、{ｈ(z',g)}＜ｍin{ｈ(｡ｗ')})then
（a）全てのｚ'をＯＰＥＭとし，昇順にソートし，TEMPiを空にする.(最小のものが複数個あれば最小の
ものをランダムに並び替える.）
（b）if(OPEMの個数＞ｍ)then冗個になるまで，ＯＰＥＭの中で最大の評価値の状態を削除する．
２.if(伽､{ｈ(ｚ',y)}＞ｍ、{ｈ(』ｗ')})then
（a）全てのg'をＯＰＥＭとし，昇順にソートし，ＴＥＭPbを空にする.(最小のものが複数個あれば最小の
ものをランダムに並び替える.）
（b）if(OPEMの個数＞,z)then冗個になるまで，ＯPEMの中で最大の評価値の状態を削除する．
３Ｍ(mｉｎ{h(ｪ',y)}＝ｍ、{ｈ(ｑＷ')})thenランダムで(1)(2)を実行する．
Step9：Step2へ
６３パズルにおける，提案案手法ＭＳＲｒＢＳと従来の多状態コミットメント探索MSC-Imk*と両方向実時間探索ＲTBS
の実行時間（秒)，解の長さ，実行ステップ数，記憶節点数の平均値を表１に示す．なお，実行ステップ数とは問題解決
器が状態を移動した回数であり，記憶節点数とは探索した問題空間の広さである．なお，６３パズルは８×８の盤面に１
から６３までの番号のついたタイルと－つの空白があり，タイルをランダムな状態から，番号が正しく並ぶ目標状態へと
タイルをスライドさせてゆく問題である．
表１:６３パズルにおける実験結果
手法
MSC-RrA＊
ＲＴＢＳ
ＭＳＨｒＢＳ
実行時間（秒）
２４２２
１７１３
１１８
解の長さ
９１０７
10883
６５６４
ステップ数
176071
117278
43668
記憶節点数
78055
88271
22162
実験結果より，本提案手法であるMSRTBSは，従来のMSC-Rm*やＲＴＢＳと比べ，大幅に速度・解の精度が向上
していることがわかる．これは，実行ステップ数と記憶節点数が少なくなったことから，探索空間が狭められたためであ
ると考えられる．
－５１８－．
2.2両方向深さ優先Ａ*探索
提案手法ＭｓＲｒＢｓはＮパズルにおいて，従来のＭＳＣやＲTBSと比べ，大幅に性能を改善できたが，迷路問題においては有効ではないという結果が得られた．これは，実時間探索の性質として，障害物が多い迷路問題では，一度判断を誤ると問題解決器は何度も学習と移動を繰り返さないと目標に至ることができないという問題があるためである．そこで，バックトラックを用いることで，何度も学習と移動を繰り返さなくても高速に解を見つけることができる両方向深さ優先Ａ*探索（ＢＤＨｋ＊：BidirectionalDepthFirstA*）を提案する．
前向き探索で生成された状態を保持するリストをＯＰＥｊＶ１，展開した状態を保持するリストをＣＬＯＳＥＤ,､後向き探索で生成された状態を保持するリストをＯＰＥＭ，展開した状態を保持するリストをＣＬＯＳＥＤ２とする．一時的に展開した状態を保持するリストをＴＥＭＰｉ,ＴＥＭＰｈとし，以下にBDFyk*のアルゴリズムを示す．なお，終了条件は一方の探索でもう一方の探索空間にたどり着いたら探索成功とする.
Stepl：初期状態ｓｏをＯＰＥｊＶｉ，目標状態ＧをＯＰＥ１Ｖｈに加える．
Step2：if(OPEM＝空またはOPEjVb＝空)then探索失敗，終了．
Step3：ＯＰＥｊＶｉの先頭の状態ｚとする．ＯＰＥＭの先頭の状態ｇとする．
Step4:if(zECLOSED2またはgeCLOSED,)then探索成功，終了．
Step5：ｚを展開し，子ノードの集合をｚ'とする．ｇを展開し，子ノードの集合をＶ'とする．
Step6：すべてのｚ'に関してハエ',V)＝c(so,ｚ')＋ｈ(工'’9)＋c(V,Ｃ)を計算，昇順にソートし（もし，同じ値が複数個あればランダムでソート１項を変える），ｚ'ＥＣＬＯＳＥＤ１でなければＴＥＭＰｉに入れる．
すべてのV'に関してｆＯＷ')＝c(so,ｚ)＋h(｡Ｗ')＋g(y',Ｇ)を計算，昇順にソートし（もし，同じ値が複数個あればランダムでソート順を変える），ｙ'ＥＣＬＯＳＥＤ２でなければＴＥＭＰｂに入れる．
Step7：前向き探索と後向き探索の制御戦略
（１）if(ｍin(坤',y)＜ｍ、(ｆ(２Ｗ'))thenOPEjViの先頭を取り出しCLOSED,に入れる.TEMPiをOPEﾉVｉに加える．
（２）if(ｍin(ﾉ(z',y)＞nzm(加,g'))thenOPEMの先頭を取り出しCLOSED2に入れる.ＴＥＭPbをＯＰＥＭに加える．
（３）if(ｍ、(f(Z',y)＝ｍ、(f(Ｍ'))thenランダムで(1)(2)を実行する．
Step8：ＴＥＭＰ,,ＴＥＭらを空にする．
Ｓｔｅｐ９：Step2へ．
格子状グラフにおいて，迷路のサイズを４００×４００として通過することのできない障害物を３５％の割合でランダムに
起眞Ljﾄﾞﾆ艫塗199個用意し,両方I倉11李さ優先A*探索(ＢＤ剛*),単方向深さ優先A*探索(DFyk*),実時間両方向探索(RTBS)，実時間探索(Rn*)実行時間(msec)，解の長さ，実行ステップ数，探索空間の大きさの平均を表2.2に示す．
Ｚ Ｉ４ＵＵ４０【
０１６６８１０６９ｌ０５１Ｈ
ｇ２Ｚ１４４
酉｢罰‘ 4ＵＩ６８
ＢＤＦ乳*は実行時間において，Ｒｎ*やＲＴＢＳと比べ大幅な速度向上を実現していることがわかる．これは，同じ状態の訪問を削減することにより，実行ステップ数が減ったためであると考えられる．解の質においては，Ｒ正A*やＲＴＢＳと生≦唇ヱヒでＩＣ二L三岨,BDFZL亀でI圭パックﾄﾗｯｸが生じると,他方の探索の自橇状態力穰れ走蘇､と姦蔬虚探索空間が広がり経路が長くなったと考えられる．
３仮説推論の高速化
第３章では，述語論理を扱う仮説推瞼の矛盾処理と包摂処理の高速化手法を提案する．仮説推騰とは，真か偽か不明な事柄をとりあえず真と考えて（仮説を立てて）推論を進め，矛盾なく観測事象（ゴール）が説明できれば，立てた仮説は正しかったと考える形式の推論である．従来の仮説推論システムであるKICK-HOPEは，後向き探索と前向き探索を組み合わせて効率的な推論を実現している．しかし，推論途中で支持している仮説集合に矛盾が生じていないかを調べる矛盾処理と冗長な仮説集合が生じていないかを調べる包摂処理に膨大な計算時間がかかることが問題となっている．KICK-HOPEでは，仮説のピットベクトル表現とビット演算処理により高速化を実現しているが，無駄な処理を行っていることがわかった．そこで，矛盾処理・包摂処理が生じる条件から，仮説合成の際に，簡単な矛盾処理・包摂処理が必要かどうかチェックを行い，無駄な矛盾処理・包摂処理を削減する手法を提案する（提案手法３）．簡単な例題知識ベー
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ス，回路の故障診断，時間割作成のスケジューリング問題などにおいて比較実験を行い，大幅に速度向上を実現したこと
を示す．また，事例ベースとよばれる学習手法を導入した高速化手法を提案する（提案手法４）．
４コストに基づく仮説推論の高速化
第４章では，コストに基づく仮説推輪の高速化手法を提案する．仮説推論では一般に，説明を与える仮説集合（解）は
複数存在する．しかしながら，診断，設計問題などにおいては，ユーザが要求する解はすぺての説明ではなく，むしろ最
も好ましい説明であることが多い．各仮説にコスト（確率や信頼度から求める）を付け最も好ましい説明（最小コストの
説明）を求める推論を＝ストに基づく仮説推輪という．
4.1実時間探索を用いた仮説推論システム
コストに基づく仮説推輪は最適解探索問題に置き換えることができ，Ａ*アルゴリズムを適用することができる．Ａ*ア
ルゴリズムは最適解を求める探索アルゴリズムとしては，効率が最も良いが，実用規模の問題では，膨大なメモリと時間
が必要になる．そこで，探索アルゴリズムの近似解法として用いられている実時間探索を導入したシステムを提案する．
以下にアルゴリズムを示す．
stepl（初期設定）知識ベースＫＥとｺﾞｰﾉｌｆｇを与える．先読みの深さｌを設定する．ＫＢに含まれる矛盾知識を取り
除き，述語の引数を無視したＫＢＶＣに抽象化する．矛盾知識incの最小の仮説集合を求める．現在の探索ノー
ド毎をｇとし，Ｓｃをノードのリストとする．
Step２（展開）ｚとＫＢにおける一段階のＳＬＤ導出で得られるサプゴールを全て求めてＳｃに追加する．
Step３（終了判定）Ｓｃ＝の（サプゴールがないとき）2Fの仮説集合を解として出力し，終了する．
Step４（矛盾処理）Ｓｃに現れる仮説が矛盾知識の仮説集合を含むかどうかを調べ，矛盾するサブゴールをＳｃから削除
する．
二尾Step５（先読み探索）最小の評価値、、{ル)＝g(⑩)＋ｈ(z)|ｚＥＳＧ}を持つノードを②とする．
Step６（先読み深さチェック）もし，ノードェの深さが先読み深さ【ならＳＧを削除しStep2へそれ以外なら，Ｓｃを
保持しStep2へ
４２深さ優先Ａ*探索を用いた仮説推論システム
Ａ*アルゴリズムを用いた仮説推論システムは，命題論理に抽象化した知識をヒューリスティックな知識として用いる
ことで，効率的に探索を実現したが，Ａ*アルゴリズムは最適解の可能性がある未探索ノードをすべて保存する必要があ
るため，メモリ量が膨大になるという問題が生じる．それに伴い，膨大になった末探索ノードのリストから最小コストの
ノードを検索する時間が膨大になるという問題がある．
まず,Ａ*アルゴリズムを深さ優先Ａ*に改良し，高速に準最適解(最適解の保証のない解)を探す.次に，その解を暫定
解として，後戻り（バツクトラック）を起こし，分枝限定法の要領で最適解の可能性のない暫定解より評価値が悪いノー
ドを枝刈りしながら，最適解探索に必要なノードがなくなるまで，繰り返し探索することで，最適解を求めることができ
る．以下にアルゴリズムを示す．
Stepl（初期設定）知識ベースＫＢとゴールｇを与える．現在の探索ノード2Fをｇとし，Ｓｃ,ＳＧ`ｍｐをノードのリス
トとする．暫定解soMio泥のコストを｡｡とする．制限時間Ｔを設定する．
Step２（終了条件１）制限時間Ｔを超えた場合，現在の暫定解soMio”を出力し，終了する．
Step３（展開）ｚとＫＥにおける－段階のＳＬＤ導出で得られるサプゴールを全て求めて，その集合をＳｃ…とする．
Step４（矛盾処理）Ｓｃ…に現れる仮説が矛盾知識の仮説集合を含むかどうかを調べ，矛盾するサプゴールをＳＣｒｍＰか
ら削除する．
Step５（枝切り）暫定解solutionのコストよりＳＧＣｍｐの持つノードのコストが大きい場合は，最適解に達する可能性
のないノードのため削除する．
Step６（暫定解の更新）Ｓｃ…＝ｊのとき，ｚの仮説集合を暫定解soMionとする．最大の深さmax(depth(SG))を
持つノードの集合をＳＧ…とする．ただし，depth()はノードの深さを返す関数である．
Step７（終了条件２）Ｓｃ＝‘(最適解探索に必要なノードがない)場合，ｚの仮説集合を最適解soMionとして出力し，
終了する．
Step８（選択）最小の評価値、in{f(z)＝g(⑳)＋ｈ(z)ＩｚＥＳＧ…}を持つノードをｚとし，ＳＧ…からｚを取り除き，
ＳＣＯ…をＳｃに追加する．Step2に戻る．
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５結論
本論文では，問題解決の方法として最も基礎的な状態空間と記号飴理を対象として，様々な探索手法と仮説推論の高速
化手法を提案した．
ヒューリスティック探索の近似解法として，多状態実時間探索(MsRrBs）と両方向深さ優先Ａ*探索(BDFA*)を提
案した．ＭｓＲｒＢｓはＮパズルにおいて大幅な速度向上と精度向上を実現したが/迷路問題においては速度，解の質とも
に悪くなるという結果が得られた．ＢＤＦA*は迷路問題においては大幅な速度向上を実現したが，Ｎパズルでは速度，解
の質ともに悪くなるという結果が得られた．
述語論理を扱う仮説推論において，全解探索のKICK-HOPEを対象に，矛盾処理，包摂処理の高速化，事例ベース推
輪を導入した高速化手法を提案した．また，仮説に好ましさの基準（コスト）を付けた＝ストに基づく仮説推論において，
実時間探索(Rn*)を用いた手法，深さ優先Ａ*探索を用いた手法を提案した．
学位論文審査結果の要旨
平成１６年１月２７日に第１回学位論文審査委員会を開催、１月２８日に口頭発表、その後に第２回審査委
員会を開催し、慎重審議のⅧ結果以下の通り判定した。なお、口頭発表における質疑を最終試験に代えるもの
とした。
本論文は、大きく分けるとヒューリスティック探索の高速化と仮説推論の高速化に分けられる。前者は、
問題に関するヒューリスティック（経験に培われた）な知識を評価関数として用いることで効率的に初期状
態から目標状態までの経路(解)を求めることであり、最適解の計算複雑度はＮＰ完全またはＮＰ困難である。
そのため、状態空間のサイズが大きくなると現実的な時間で解を求めることが困難となり、許容可能な時間
内で近似解を求めることが要求きれる。申請者はこのような状況の下で、多状態実時間両方向探索と両方向
深さ優先Ａ率探索という近似解を求める手法を提案した。後者では、真か偽か不明な事柄をとりあえず真と
考えて（仮説を立てて）推論を進め、矛盾なく観測事象が説明できれば、立てた仮説が正しかったと考える
仮説推論を対象に、KICK-HOPEの矛盾処理と包摂処理の高速化、事例ベース推論の導入による高速化、実
時間探索を用いた仮説推論システム、深き優先Ａ､探索を用いた仮説推論システムを提案した。
以上の研究成果は、探索と仮説推論の高速化に大きく貢献するものであり、本論文は博士（工学）に値す
るものと判定した。
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