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INTRODUCTION 
The underlying problem of paired comparisons is the 
following. There are a number of treatments or stimuli, 
t 1 , ••••••••• , t5 , and these stimuli give rise to sensa-
tions when presented to an individual. These treatments, 
t,, can be located along a one-dimensional continuum by 
means of parameters ~i , one parameter being associated 
with each treatment. These OC"i characterize the average 
strength of the sensation. The main task is to space the 
«i 's on the continuum. 
For every combination, i * j, treatments ti and t~ are 
presented to n different individuals or judges, and n · · of 
'J 
these judges will state that they prefer t,· over t~ ; 
n · · = n·- n· will prefer t.; over t...:. • These n .. values, 
'J c. ; .. rT 'i 
i 
i * j, which are observed, are to be used in order to obtain 
estimates, a.: , of the o<,· (except for a linear transforma-
tion). 
The problem was first solved by Thurstone on the 
assumption that treatment t ·produces a sensation X· to ~ L 
the individual, X~ normally distributed with mean D(l_ and 
variance, CT~ (Xi. ) = crL. 
Writing Xi,)· = Xi - Xj. , we say ti is preferred to t~ , 
if X(j>O, and this occurs with probability TTij = 
P(Xi > X~ ) • The problem then becomes: Given the maximum 
likelihood estimates P ·· 
'J 
n .. 
= __.!:1:. of the 
n 
rr,; , we seek 
rl 
ii 
estimates a;, , of the c(c • 
In section I, we will examine the Thurstone-Mosteller 
Model. In section II we will look at a generalized model. 
Here, we will postulate the existance of variables X·· with 
'-) 
median .o<; - -<;. • Usually, it will not be known as to which 
distribution function will come closest to the true distri-
bution. Hence, we would like to compare estimates of the 
~i based upon different density functions, say f(u) and 
f*(u). It is noted that these estimates of ~(can be in-
fluenced both by the choice of the density function selected 
to represent the data, as well as by sampling effects which 
enter into the original observations. 
In section III, we will make use of the generalized 
model by examining an actual problem in which the data are 
nonfallible, that is, true probabilities -rrc:~ are assumed 
known. When a wrong density function is used to estimate 
the ~i •s, our error will be due to the use of this incorr-
ect distribution function. For various types of underlying 
distribution functions, the fit of various curves to the 
data will be discussed by means of overall measures of dis-
tortion. These are essentially measures of deviation of 
one form or another between the assumed •true" probabilities 
and those obtained by the use of the distribution function 
selected to fit the data at hand. 
In the final section, we will turn to the case of 
iii 
fallible data, that is, data of a more general interest to 
applied statisticians since it will allow for sampling err-
or. Here, we will take a sample of size n and determine 
our n ·· • Thus, P · · is known. We will carry out our in-CJ CJ 
vestigation as in section III. Here, we not only bring in 
an error due to the use of the wrong distribution function, 
but also an error due to sampling effects. 
The basic problem to be considered in sections III and 
IV then is an investigation into the influence of the use of 
a wrong distribution function when attempting to estimate 
our ol( • 
I: THE THURSTONE-MOSTELLER MODEL 
The fundamental ideas underlying this model are as 
follows. 
A. X( and X~ are assumed to be 
jointly normally distributed. 
B. E(X i ) = o(i • 
c. E(Xi - «c. )'z. = a-z (X,) = cr.z.. 
It is further noted that, whereas Thurstone in his Case V 
1 
assumed zero correlations between pairs of stimuli sensations, 
Mosteller [ 6, 7, 8] relaxes this assumption somewhat by 
taking 
D. Cor.(x,·, Xj) = Pi,i = P • 
The above are for all i, j = 1, 2, ••••••••• , s. 
If TTij , i ;, j, is the true probability of Xt· ::=> X~ , 




If P ij. represents 
-L Joe -~zA. 
= \J,ur e dz. 
-c.cc:-.t,p 
the estimate of the true probability, 
then we define an estimate D ij of tf~J = c<,: - o<j by 
(2) roo -~Z%. 
p.. = ...!._ ./ e dz. 
'J 'iil. tr -D,·. 
'J 
Hence, by looking up our normal deviate of Pv· , the estim-
ate D <J is determined. 
From these D{J· , Mosteller [ 6] then procedes to 
construct a set of estimates, at , of the ~i , such that 
(3) 
is minimized. By taking partial derivatives of (3) with 
respect to a, , and setting these equal to zero, he shows 
that f._ D·· J' • The determinant of the co-
efficients on the left vanishes. By selection a1 = 0 as a 
location parameter, it is seen that 
ai = 1/s J~ D.i1 - 1/s (4) .5 L D·· ' ~=· ~«. 
and our estimates are determined. Mosteller arrives at 
the result that the method of paired comparisons, Case V 
"Lead to a least squares estimate of the stimulus position 
on the sensation scale•. (Mosteller, 1951, page 3). 
In [ 9] , Mosteller suggests that the sensitivity of 
paired comparisons to the distribution function used to 
grade responses be investigated. He points out that Thur-
stone's Case V has been generally employed because of the 
joint normality of Xi and XJ_ • However, he continues, 
2 
one cannot depend upon previous trains of reasoning to es-
tablish the shape of the curves used. All we can say is 
that some family works fairly well. Yet some kind of curve 
or family of curves is needed to grade response percentages. 
He notes that just how important this shape of the curve is, 
has never been made clear. 
It is also to be noted that other models have been used 
in the literature as approaches to the analysis of paired 
comparisons. One other such method is the Bradley-Terry 
Model [ lJ • In this model, true rating preferences 
TT, , ••••••••• , TI'5 (which take the place of the «,· ) are 
assumed to exist. The probability that stimulus t,· is 
preferred to stimulus tJ is given by 
(5) n· ' • 
Here, the continuum is specialized by the requirement that 
every TT· ~ 0 and L that t_ rr,· = 1. 
,·::., 
Making use of (1)' employing ln( TJ,· ) 
- ln( 11~ ) to 
define the sensation location given by ( oc,· - <j ) on the 
continuum, we obtain upon substitution, 
TliJ = 14 J 00 sech"'-
-ln( "'. I '""d- ) 
(6) (~)dx, 
where the squared hyperbolic function has been substituted 
for the normal density. (5) yields a generalization of the 
binomial method for the analysis. 
II: THE GENERALIZED MODEL 
In the ensuing discussion, I have taken the basic 
model for computation from Noether [!OJ • The following 
assumptions are made. 
A. The TI,d are based upon s under-
lying parameters, o< K • 
B. X~;; = «c: - Al('d + E:i,d , where XiJ. are 
chance variables which can be inter-
3 
preted as the amount of pre-
ference of t[ over t~ , the 
'~ being chance variables with 
density f(u} and median zero. 
c. i. c<:,· = 0, this is permissable as 
c·-=• 
Noether points out since the 
enter the model only as differ-
ences. 
Let f(u) be the true density function. We employ the same 
method of estimation as for the Thurstone-Mosteller model, 
replacing the normal density by f(u). Following Mosteller 
[6], the estimates have the property of minimizing (3), 
that is, they are least square estimates. It is further 
noted that due to the symmetry of f(u), i a~ = 0. 
k=l 
Since in general, f(u) will not be accurately known, 
4 
we want to study the amount of distortion which is due to 
the use of an incorrect function f*(u} instead of the 
correct function f(u). Our procedure amounts to the follow-
ing: Given observed preference proportions P,J , determine 
Q .. by 
'J 




The amount of distortion is then measured in terms of 
(9) T .. = pi_l'. (..d C..J - p~j ' 
where 
(9a) * F*(o* .. ), piJ = 
'J 




Noether introduces measures of overall distortion 
as measures of the "best• fit of the data to the true 
distribution. These measures are: 
(10) • 
' 
( 11) T .z. = 1/ s ( s - 1) 4 I T ,) ; 
'.)) 
~ (12) T3 = [ 1/s(s - 1) L T.~] ; 
-':.j 'J 
where sis the number of stimuli, and T;j is as given in 
5 
(9). It is noted that ~ is by far the simplest of the 
three measures since it represents only the maximum of the 
individual deviations. However, Noether [10_) points out 
that T~ seems to be the most appropriate of the three over-
all measures of distortion due to the least squares nature 
III: THE CASE OF NONFALLIBLE DATA 
As an illustration, we will now consider the special 
case of nonfallible data. Here, we eliminate errors due to 
sampling fluctuations by assuming n = 00 , that is, P~ = 
Tr~ • Thus we assume that the true distribution of the 
data is known, and that the true parameter values, «~ , are 
known. 
In the first group of tables (that is, Table I, 
Table II, Table III, and Table IV), the influence of dis-
tribution type which is used to grade response percentages 
are given on various ~ distribution types. The four 
true distribution types selected are those of the t-distri-
·bution with one, six, eleven, and twenty-one degrees of 
freedom respectively. The ~~ 's which I have chosen are 
proportional to -1.00, -0.50, 0.00, 0.20, 1.30, and thus 
s = 5. 
In the four cases, I have chosen three different dis-
tribution functions to represent three different response 
curves. These are: 
the normal distribution given by 
(13) . 
' 
the double exponential distribution given by 
- u 
f*(u) = ~e (14) 
' - 00 ; 
where integration yields ~eu 
F*(u) L ' u ~ 0 (15) = • ~ -"' ' u ~ 0 - e 
and setting rr. .. = F*(d 'd ) ' 
'-d 
(16) d . . = Jl n ( 2 ~:.· ) , rt c: ~ ~ ~ ; 
LJ lln2(1 - TT,;j), rr,J ~ ~ 
and the uniform distribution 
(17) f*(u) = 1, -~ 6 u ~ ~. 
and setting IT·· = p*(d· ·) = d · · + ~. we have c.~ '"cl 'J 
6 
7 
(18) d.· = TT-· - ~ • 
C) 'd 
The method of computation used for each of the dis-
tributions is that which has been presented in section II. 
It is noted that the o(l( 's which appear in the tables 
have been normalized as « = 0 and f. o(~ = s - 1, in order 
"""' to see the relationship between them and the normalized 
.; 
ali: = o(1< of the various distribution types chosen to repre-
sent the data. This also allows us to superimpose the 
various estimates (one upon the other) along the same sen-
sation continuum. 
The four tables, then, give the normalized parameters, 
o(k: and c<:. , and the "preference proportions", TTiJ. and 
n~j· , i > j (note, P '~i and 1\i have been used in place of 
rr. ·and rr~. ) • Also listed in the tables are the individ-~ •J 
ual measures of distortion, T~ , as well as the overall 
measures of distortion T, , T~ , and T3 • 
In table I, where the true distribution is the t-dis-
tribution with one degree of freedom (the Cauchy distribu-
tion), the "best• fit, with respect to all three overall 
measures of distortion is given by the double exponential 
distribution (14). This is as to be expected since the 
t-distribution with one degree of freedom has relatively 
high tails as does the double exponential function. 
In tables II, III, and IV, it is seen that as the 
number of degrees of freedom for the t-distribution in-
TABLE I 
Influence of distribution type used to grade response per-
centages (true distribution: t-distribution with 1 d.f.). 
Distribution True Uniform Normal Double 
type exponential 
c<"' I 
-1.30 -1.34 -1.33 -1.30 
o<" -0.65 -0.68 -0.67 -0.66 
.a 
o("' o.oo 0.05 0.04 0.01 ~ 0.26 0.35 0.32 0.28 o<../ 
o(~· 1.69 1.62 1.64 1.67 
P.,, 0.563 0.555 0.549 0.561 
r .. , -0.008 -0.014 -0.002 
p.2.1 0.648 0.603 0.614 0.635 
T.z., -0.045 -0.034 -0.013 
p3.Z. 0.648 0.615 0.623 0.641 
Ta~ -0.033 -0.025 -0.007 
P,.a.. 0.694 0.661. 0.671 0.685 
T-t~ -0.033 -0.023 -0.009 
PJ, 0.750 0.718 0.728 0.738 
Ta, -0.032 -0.022 -0.012 
P,.v 0.765 0.699 0.721 0.748 
T$,.. -0.062 -0.044 -0.017 
Py, 0.779 0.763 0.768 0.770 
r.,, -0.016 -0.011 -0.009 
I} a 0.791 0.744 0.761 0.778 r,_, -0.047 -0.030 -0.013 
P;,-;{ 0.839 0.859 0.848 0.841 
Ts~ 0.020 0.009 Q.002 p 0.869 0.962 0.906 0.884 
~-I Ts, 0.093 0.037 0.015 
T, 0.093 0.044 0.017 
T.t 0.020 0.012 0.005 




Influence of distribution type used to grade response per-
centages (true distribution: t-distribution with 6 d.f.). 
Distribution true Uniform Normal Double 
type exponential 
d.' 
-1.30 -1.33 -1.30 -1.27 I 
o<.t 
-0.65 -0.68 -0.66 -0.64 
"'' • 
o.oo 0.05 0.01 -0.02 
«I 0.26 0.34 0.28 0.22 
«/ 1.69 1.62 1.67 1.71 
P.,J 0.576 0.556 0.570 0.596 
T~~ -0.020 -0.006 0.020 
P.u 0.683 0.630 0.667 0.714 
T~ -0.053 -0.016 0.031 
p~ 0.683 0.647 0.673 0.707 
TJ:c. -0.036 -0.010 0.024 
P.,.t 0.745 0.705 0.735 0.764 
T.,.._ -0.040 -0.010 0.019 
p31 0.822 0.777 0.811 0.833 
T.:., -0.045 -0.011 o.o11 
~~ 0.843 0.758 0.825 0.864 T,.., -0.085 -0.018 0.021 
P,., 0.862 0.835 0.855 0.865 
r~.~, -0.027 -0.007 0.003 
Ps3 0.879 0.816 0.867 0.890 
T,.J -0.063 -0.012 0.011 
PS.t, 0.939 0.963 0.941 0.936 
TS.I, -0.024 0.002 -0.003 
~I 0.969 1.000 0.977 0.963 
Ts, 0.031 o.oo8 -0.006 
T, 0.085 0.018 0.031 
T.c. '0.021 0.005 0.007 
TJ 0.033 0.008 0.012 
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TABLE III 
Influence of distribution type used to grade response per-
centages (true distribution: t-distribution with 11 d.f.). 




-1.30 -1.31 -1.32 -1.26 rl(,;
-0.65 -0.67 -0.65 -0.62 
ol.i~ o.oo 0.05 0.01 -0.03 
-<: 0.26 0.27 0.28 0.19 
o<; 1.69 1.66 1.68 1.72 
P,.J 0.577 0.546 0.574 0.594 T~3 -0.031 -0.003 0.017 ~I 0.687 0.633 0.677 0.730 T.t, -0.054 -0.010 0.043 
~.t 0.687 0.6~0 0.681 0.719 
T3.:t -0.037 -0.006 0.032 p 0.751 0.697 0.745 0.771 
-¥.l, 
TY.t -0.054 -0.006 0.020 
~I 0.831 0.784 0.824 0.856 r,, -0.047 -0.007 0.025 
p~+' 0.853 0.791 0.841 0.886 
T.f"y -0.062 -0.012 0.033 P,_, 0.872 0.830 0.868 0.876 
T,il -0.042 -0.004 0.004 
~.1 0.890 0.888 0.882 0.908 
'TI:S.J -0.002 -0.008 0.018 
Ps.r. 0.950 0.988 0.951 0.948 
Ts.t 0.038 o.oo1 -0.002 
PS'I 0.979 1.000 0.983 0.971 1s, ''0.021 0.004 -0.008 
T, 0.062 0.012 0.043 
T.;t 0.019 o.oo3 0.010 
T3 0.030 0.004 0.015 
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TABLE IV 
Influence of distribution type used to grade response per-
centages (true distribution: t-distribution with 21 d.f.). 
Distribution True Uniform Normal Double 
type exponential 
o(• 
-1.30 -1.33 -1.30 -1.28 I ~· 
-0.65 -0.68 -0.65 -0.63 :a. 
oc* . o.oo 0.05 o.oo -0.03 a,. 
"'-'~ 0.26 0.34 0.27 0.23 
o<,/ 1.69 1.63 1.68 1.71 
P,, 0.578 0.561 0.577 0.616 
T'~, -0.017 -0.001 0.038 
P,~., 0.689 0.635 0.683 0.741 
T.al -0.054 -0.006 0.052 
~2. 0.689 0.652 0.686 0.726 
T,. -0.037 -0.003 0.037 
P.,~ 0.754 0.713 0.751 0.790 
T,..t -0.041 -0.003 0.036 
~I 0.836 0.787 0.831 0.858 T,, -0.049 -0.005 0.022 
P,.,. 0.858 0.768 0.852 0.887 
T611 -0.090 -0.006 ·o;o29 
P,, 0.878 0.848 0.875 0.891 
T¥, -0.030 -0.003 0.013 
113 0.896 0.829 0.892 0.913 Ts, -0.067 -0.004 0.017 
P,..t 0.957 0.981 0.957 0.952 
TS'.t. 0.024 o.ooo -0.005 
P, 0.984 1.000 0.986 0.975 
TS", 0.016 0.002 -0.009 
T, 0.090 0.006 0.052 
T.z. 0.019 0.002 0.013 
T3 0.034 0.003 0.021 
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creases from 6 to 21, the normal distribution provides a 
progressively better fit to the data. This again is as was 
to be expected, for as the number of degrees of freedom in-
creases, the t-distribution tends to the normal distribution. 
It is further noted that the double exponential distribution 
becomes progressively worse as an approximation to the true 
distribution type. 
In none of the four examples, does the uniform distri-
bution provide a close fit to the true distribution type. 
This is due primarily to the nature of the distribution 
which is finite in range, and constant in f(u) for all u in 
the range. Dr. Noether [10] points out, •use of the uni-
form distribution may seem objectionable from a practical 
point of view. It can be shown that the uniform distribu-
tion cannot correspond to the difference of two independ-
ently and identically distributed variables ••••••••• A more 
serious objection to the use of the uniform distribution is 
that in general it does not seem to provide a very good fit 
••••••••• • Justification of its inclusion, however, is 
based on the simplicity of the computation alone as is 
indicated by (17) and (18). 
It is seen from these four examples that no single 
distribution type could be expected to give a good fit under 
widely varying conditions. Yet, even in the case of the 
t-distribution with one degree of freedom, it appears that 
13 
the normal distribution will more or less consistantly give 
a good fit to the data if all the information known about 
the true distribution is that it is a t-distribution with 
an unknown number of degrees of freedom. 
IV: THE CASE OF FALLIBLE DATA 
Whereas the preceding problem is a problem in the 
•recapturing" of percentages, given the true distributional 
probabilities, no attempt has been made to actually inves-
tigate sampling effects in the data. We now consider an 
additional error due to sampling effects. Here we take a 
sample of size n. Experimental n0· are obtained by drawing 
n = 25 observations corresponding to given 
with the help of the true_·density, f{u). 
TT> 's, obtained 
':.) 
Estimates of the 
e(tc. , a 1< , are then computed from the observed P,:j with the 
help of the erroneous density function, f*{u), by the use. 
of the previously discussed model. 
The samples of size n = 25 have been taken from a 
table of random numbers [12] • The data is presented in 
Tables V and VI following the same format as that of the 
previous tables considered. 
In table V, the observed distribution type is based on 
the t-distribution with six degrees of freedom. 
If the observed proportions are based upon the normal 
distribution, as in table VI, the ni.J are determined as 
follows. Using the random numbers as the population, we 
take samples of size n = 25 each. The normal deviates of 
the samples can be found in the Rand Tables, [ 12 J • By 
taking XLJ ~ 0 as a success, Xi.J· ~ 0 as a failure, n,;.i is 
found. 
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In both tables, the P~ are found and the computations 
are carried out as previously discussed in order to form the 
recaptured probabilities. Again, the ak values have been 
"i:_ a* = 0 and f. a*.t. = s - 1. ·given normalized as 
1(":1 II,. 1(~1 I( 
In table V, it is seen that the T3 overall measures of 
distortion are fairly close together for all three distri-
butions. Whereas the T3 measure of the double exponential 
distribution indicates, here, a slightly better fit, it 
might have been slightly worse as a fit to the data if an-
other sample of the same size had been drawn from the same 
population. That is, although the double exponential dis-
tribution seems to provide the closest (best) fit to the 
data at hand when the observed probabilities are based upon 
the t-distribution with six degrees of freedom, the normal 
and uniform distributions to the extent of their T3 values, 
are nearly as good. 
In table VI, it is noted that the uniform distribution 
gives the worst fit to the data, although the T3 values for 
other f*(u) are not too much smaller in quantity. The T3 
values for the recaptured normal distribution is seen to be 
15 
TABLE V 
Influence of distribution type used to grade response per-
centages based upon random samples of size 25 each (observed 
distribution: t-distribution with 6 d.f.). 
Distribution- Observed Uniform Normal Double 
type exponential 
a* 
-1.30 -1.14 -1.19 -1.06 
. *. 
-0.65 -0.87 -0.71 -0.85 a ~ 
a* o.oo o.o5 -0.11 -0.09 
*" 0.26 0.27 0.18 0.25 a ., 
a* 1.69 1.69 1.85 1.76 r 
p~ 0.520 0.540 0.560 0.596 
T~3 0.020 0.040 0.076 
~. 0.520 0.548 0.592 0.562 
TL, o.o28 o.o12 0.042 
~l 0.680 0.660 0.613 0.690 TJ.z -0.020 -0.067 0.010 
P,~ 0.680 0.700 0.669 0.750 
T,t. -0.020 -0.011 0.070 
Pa, 0.760 0.708 0.699 0.729 
Tal -0.052 -0.061 -0.031 P,, 0.840 o.748 0.796 0.807 
T.rtt -0.092 -0.044 -0.033 
P~t, 0.880 o.748 0.749 0.780 
Tll, -0.132 -0.131 -0.100 
~ o.880 0.788 0.836 0.844 T.s"'J -0.092 -0.044 -0.036 p 0.920 0.948 0.897 0.903 
5;_ Ts-~ o.o28 -0.023 -0.017 
Ps, 0.840 0.996 0.933 0.915 
TS'I 0.156 0.073 o.o65 
T, 0.156 0.131 0.100 
Tt 0.032 0.028 o.024 
TJ 0.057 0.046 0.039 
16 
TABLE VI 
Influence of distribution type used to grade response per-
centages based upon samples of size 25 each (observed dis-
tribution: normal distribution). 
Distribution Observed Uniform Recapture Double 
type exponential 
a• 
-1.30 -1.14 -1.25 -1.16 l 
a• 
-0.65 -0.56 -0.66 -0.65 z 
o.oo o.o8 -0.06 -0.18 a" , 
.... 0.26 0.28 0.27 0.21 '( 
a .. ~ 1.69 1.34 1.70 1.78 
P.,, 0.560 0.552 0.562 0.664 
T...,,~ -0.008 0.002 0.104 
p~ 0.760 0.652 0.671 0.669 
T.a, -0.108 -0.089 -0.061 
~~ 0.720 0.664 0.674 0.688 
TI-l -0.056 -0.046 -0.032 
Pv.t o.8oo 0.716 0.694 0.790 
T,..z. -0.084 -0.106 -0.010 
~I 0.920 0.816 0.837 0.812 T.~, -0.104 -0.083 -0.108 
p.f"il 0.880 0.776 0.860 0.898 
Tsy -0.104 -0.020 -0.018 
P., 0.880 0.868 0.872 0.873 
T.,, -0.012 -0.008 -0.007 
~j 0.980 0.828 0.907 0.931 
T.s"j -0.152 -0.073 -0.049 
Ps-t 0.960 0.992 0.962 0.957 
T"'~ 0.032 0.002 -0.003 
~I 0.920 1.000 0.987 0.974 
T5'J 0.080 0.067 0.054 
T, 0.152 0.106 0.108 
T.t 0.037 0.025 0.022 
TJ 0.061 0.04;1. 0.044 
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nearly the same as that of the double exponential distribu-
tion. This indicates either a close agreement for the data 
to be fitted, or an equally bad fit by both of these dis-
tribution functions. 
On the basis of the theoretical proportions, as is 
mentioned by Noether [10] , the method of paired compari-
sons can be extended to allow other distribution functions 
in addition to the normal case as discussed by Thurstone 
and Mosteller. It is further noted that in all six ex-
amples considered, no one distribution function gives a 
consistantly good fit to the data under all conditions, 
although on the basis of a particular example, we might make 
some cautious remarks concerning the best fit. For this 
reason, in conducting any experiment with paired comparisons, 
it does not seem too important as to which distribution 
function is used, even the uniform distribution is seen to 
offer a fairly good fit in the case of fallible data. 
iv 
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