Abstract -In this paper, we present techniques for steganalysis of images that have been potentially subjected to a watermarking algorithm. We show that watermarking schemes leave statistical evidence or structure that can be exploited for detection with the aid of proper selection of image features and multivariate regression analysis. We use some image quality metrics as the feature set to distinguish between watermarked and unwatermarked images and furthermore distinguish between different watermarking techniques. To identify specific quality measures that provide the best discriminative power, we use analysis of variance (ANOVA) techniques. Multivariate regression analysis is then used on the selected quality metrics to build an optimal classifier using a set of test images and their blurred versions. Simulation results with a specific feature set and some well-known and publicly available watermarking techniques indicate that our approach is able to accurately distinguish with high accuracy between images marked by different watermarking techniques.
INTRODUCTION
One important application of digital watermarks is secret communication, that is, steganography. In fact, robust watermarks that are designed to withstand malicious tampering provide a means for secret communication in the presence of an active warden, as long as she does not alter the perceptual content of the stego-object. Although there have been many different robust watermarking techniques proposed in the literature, there has been very little effort aimed at analyzing or evaluating the effectiveness of such techniques for steganographic applications. Instead, most work has focused on analyzing or evaluating the watermarking algorithms for their robustness against various kinds of attacks that try to remove or destroy them. However, if digital watermarks are to be used in steganography applications, detection of their presence by an unauthorized agent defeats their very purpose. Even in applications that do not require hidden communication, but only robustness, we note that it would be desirable to first detect the possible presence of a watermark before trying to remove or manipulate it.
A number of robust watermarking techniques can be loosely thought of as a process that injects "structured noise" into the cover image. Since this "noise" is dependent on a secret key, an attacker with no knowledge of this key has to perform global damage to the stego-object in order to remove the watermark. However, a question that arises then is whether the watermark insertion procedure leads to any predictable artifacts in the stego-object? In this paper, we show that the answer to this question is in the affirmative; at least for some well-known robust watermarking techniques. Specifically, we show that addition of a watermark leaves unique artifacts, which can be detected using sophisticated image quality measures. The rest of this paper is organized as follows. In Section 2, we discuss the selection of the image quality measures to be used in the steganalysis and the rationale of utilizing multiple quality measures. Section 3 describes the regression analysis that we use in order to build a composite measure of quality to indicate the presence or abs1:nce of a watermark. Experiments are given in subsections that show that we can reliably distinguish between watermarked and non-watermarked image. We extcnd our techniques to f%rther distinguish between specific watermarking techniques. Finally, conclusions are drawn in Section 4.
llSTEGANALYSIS BASED ON IMAGE QUALITY METRICS
The steganalysis we propose is based on the observation that a watermarked and bluired image would differ significantly from a non-watermarked but blurred image. In other words, when watermarked and non-watermarked images are compared against their blurred versions, a significance difference arises. We have a detailed proof of this fact, which we do not include here due to length limitations [2] . But intuitively, this differential behavior is in part due to the fact that watermarking is not in general a global operation, but is local in nature. The watermark is either injected locally, e.g., on a block basis, or the watermark signal is subjected to perceptual masking. In any case, as we show in the rest of this paper, this fact leads significant statistical difference in image quality metric scores obtained from blurred-and-watermarked images as compared to blurred-but-non-watermarked soui*ces.
'The steganalysis technique we develop is based on regression analysis of a nuniber of "prominent" image quality measures. The first step in this process is to identify quality measures that are sensitive specifically to watermarking and blurring effects. In other words, those measures for which the variability in the scores can be explained better because of treatment rather then as random variations due to the image set. In order to identify specific quality measures that are useful in steganalysis, we start from an extensive set of measures [3, 41 and we use ANOVA (Analysis of Variance) test. ANOVA helps us distinguish measures that are most consistent and accurate vis-a-vis the effects of watermarking and the effects of blwring. More specifically, we consider a set of training images, and the resulting quality degradation measures from watermarking and from blurring. These quality scores are then subjected to a statistical test to determine if the fluctuations of the mealsures result from image variety or whether they arise due to treatment effects, that is, blurring and watermarking.
'The rationale of using several quality measures is that different measures respond with differing sensitivities to artifacts and distortions. For example, some measures like mean square error respond more to additive noise, others like spectral phase or mean square HVS-weighted (Human Visual System) error are more sensitive to pure blur, while the gradient measure reacts to distortions concentrated around edges and textures. However, we want our steganalyzer to be able to work With a variety of watermarking algorithms. Recall that some watermarking algorithms inject 'noise' in block DCT coefficients, another one in a narrow-band of global DCT or Fourier coefficients, still others operate in selected localities in the spatial domain. Thus, a multitude of quality features is needed so that the steganalyzer has the chance to probe all features in an image that are significantly impacted by the watermarking process.
'The selected subset of image quality measures with respect to their discriminative power were: Mean Square Error, Multiresolution Distance Measure, Structural Content, Cross Correlation, Weighted Spectral Distance, Median Block Weighted Spectral Distance, H V S Based Normalized Absolute Error, H V S Based L2, and Gradient Measure.
PERFORMANCE OF THE STEGANALYZER
The steganalyzer is concerned with two tasks: 1) To detect the presence of a watermark, 2) To identify the watermarking algorithm. We treat these problems under separate sub-sections.
The watermarking techniques we used were the following: 1) Photoshop . One reason for their selection was the free availability of these popularly known algorithms on the Internet. Furthermore these algorithms all enabled watermark embedding at different strengths.
We used an image database from [SI for the simulations. The database contained a variety of images including computer generated images, images with bright colors, images with reduced and dark colors, images with textures and fine details like lines and edges, and well-known images like Lena, peppers. Twelve images were used in the training and ten images (different from training images) were used in testing.
Is there a watermark?
In the design of this steganalyzer, we regressed the normalized quality measure scores to, respectively, -1 and 1, depending upon whether an image did not or did contain a watermark. Similarly, image quality scores were calculated between the original images and their blurred version. In the regression model, we expressed each decision label y in a sample of n observations as a linear function of the image quality measure scores x 's plus a random error, E : 
The corresponding optimal MMSE linear predictor p can be obtained by
fi = (xTX)-'(xTy).
Once the prediction coefficients are obtained in the training phase, these coefficients can be used in the testing phase. Given an image in the test phase, first it is blurred and the q image quality measure scores are obtained using the image and its blurred version. Then using the prediction coefficients, these scores are regressed to the output value. If the output exceeds the threshold 0 then the decision is that the image contains watermark, otherwise the decision is that the image does not contain watermark. That is j = p , x , +p*x* +...
We performed two types of training and testing for the proposed steganalyzer, one for the individual watermarking algorithms and the other for the ensemble of algorithms. In the individual case, the 12 training and 10 test images were wat'ermarked with separate watermarking algorithms (Digimarc, Cox and PGS). They were compared against their non-watermarked versions in the test and training phases. Thus, three sets of regression coefficients were obtained, Phcmaro Po, , and PPGIj, one for each of the watermarking methods. In the mixed case, all the images marked with the three watermarking algorithms were pooled in one set (a set of 36 for training, another set of 30 for testing). The corresponding regression vector is referred as simply p. The results of individual and mixed tests are given in Table I .
The results show that we are able to correctly detect a watermarked image with a significantly high degree of accuracy. It should be noted that the false alarm rates can be fixed to any level by asymmetric selection of output labels other than -1 and 1 if it is so desired. In fact, with a large number of images ROC curves can be plolted. However, our purpose here is to merely demonstrate the validity of our approach.
the image contains watermark, and for j < 0 it does not.
Technique False
Rate Digimarc 
What type of watermark is it?
In this section, we extend the steganalysis towards the seemingly more difficult task of discriminating between different watermarking algorithms. That is, not only do we wish to discriminate between watermarked and unwatermarked images, but we wish to further sub-classify potentially watermarked images to different categories indicating the specific watermarking algorithm that we suspect has been employed.
The approach we employ to design such a classifier is very similar to that described in the previous section. We chose three different watermarking algorithms, Digimarc, Cox and PGS. In the design phase of the steganalyzer, we reg.ressed the normalized quality measure scores to, respectively, -1, 1, 3 and 5 depending upon whether an image is unmarked, marked with Digimarc, marked with Cox or marked with PGS. Similarly, image quality scores were calculated between the original images and their blurred versions.
Given an image in the test phase, first it is blurred and the q image quality measure scores are obtained using the image and its blurred version. Then using the prediction coefficients, these scores are regressed to the output value. If the output is less than 0 then the decision is that the image contains no watermark, if the output is between (0,2] the decision is that the image is watermarked with Digimarc, if it is between (2,4] the decision is that the image is watermarked with Cox's technique, otherwise the image is watermarked with PGS. That is, j j = p , x , + f i 2 x 2 +...+p, x, Table 11 summarizes our simulation results with a small test of test images. First, a training set was constructed using 12 distinct images. From this set, a total of 48 images were generated; 12 images with no watermark, the same 12 images marked with Digimarc, the same 12 images marked with Cox and the same 12 images marked with PGS. This set of 48 images was then used as the training set to obtain optimal coefficients for the classifier described above. Then a set of 10 images, completely different from the test set images were selected and a total of 40 images were generated; 10 images with no watermark, the same 10 images marked with Digimarc, the same 10 images marked with Cox and the same 10 images marked with PGS. This set of images formed the test set and the results for this test are shown in Table II The results show that our classifier is indeed able to distinguish quite accurately between unwatermarked, Digimarc, Cox and PGS images. For example, only one of the 10 images watermarked using Digimarc was classified incorrectly.
CONCLUSIONS
In this paper, we have addressed the problem of steganalysis of watermarked images. That is, we develop techniques for discriminating between watermarked and non-watermarked images and furthermore between images watermarked by different techniques.
Our approach is based on the hypothesis that a particular watermarking scheme leaves statistical evidence or structure that can be exploited for detection with the aid of proper selection of image features and multivariate regression analysis. We used image quality metrics as the feature set to distinguish between watermarked and non-watermarked images. To identify specific quality measures, which provide the best discriminative power, we used analysis of variance (ANOVA) techniques. After selecting an appropriate feature set, we used multivariate regression techniques to get an optimal classifier using an image and its blurred version.
;Simulation results with well-known and commercially available watermarking techniques indicate that the image quality metrics form a multidimensional feature space whose points cluster well enough to do a successful classification of watermarked and non-watermarked images and furthermore identify the specific watermark algorithm.
Although we show positive results, there is a lot of work that still needs to be done. First, the number of images and watermarking techniques used in our experiments were limited. Extensive tests need to be done with a larger number of techniques and images. An interesting question arises whether our approach can detect a watermarking technique that has not been used in the training set. Preliminary results indicate that this can indeed be done. Full results will be given in a future paper. Finally, what happens if an image is multiply watermarked? Here, we belileve that a fuzzy c-means classifier can be designed to detect if an image is multiwatermarked or not. In this case, every test object would have a possibility value, in the range (0, l), of belonging to every other watermarking technique.
