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Kapitel 1
Einleitung Introduction
Seit in den dreißiger Jahren des ver-
gangenen Jahrhunderts die Bewegung
von linienhaften Kristallbaufehlern,
den sogenannten Versetzungen, als
grundlegender Mechanismus der Kri-
stallplastizität erkannt wurden, ist die
Theorie der Versetzungen ein Gebiet
aktiver Forschung geblieben. Für ei-
ne Übersicht der ersten fünfzig Jah-
re Versetzungstheorie verweise ich auf
das Buch von Hirth und Lothe [1].
Die Theorie der Versetzungen er-
streckt sich vom kollektiven Verhal-
ten vieler Versetzungen mit unzähli-
gen Experimenten und den makrosko-
pischen Modellen der Plastizität über
die mesoskopischen bildgebenden Ver-
fahren, insbesondere aus dem Bereich
der Elektronenmikroskopie, und den
Kontinuumsmodellen der Versetzung
hin zu mikroskopischen Betrachtun-
gen einzelner Versetzungen auf ato-
marer Ebene. Insbesondere sind es die
atomaren Koordinations- und Diffu-
sionsmechanismen, welche im Detail
über die Versetzungsbewegung ent-
scheiden.
In the 1930s the movement of line
defects, called dislocations, through
crystal structures were recognized as
the predominant cause for their ma-
croscopic plasticity. The field of dis-
location theory has been subject to
intensive research ever since. With
their book [1] Hirth and Lothe pro-
vide an excellent summary of the first
fifty years of research. The dislocati-
on theory of crystal plasticity covers
a wide range of phenomena, from ma-
cro scale plastic behaviour of solids
including a large number of experi-
ments, meso scale continuum models
and electron beam imaging techniques
down to the micro scale models of
single dislocations. At this very basic
atomic level dislocation movement is
controlled by recoordination and dif-
fusion. The recent increase in compu-
ter resources and the parallel develop-
ment of more realistic interatomic po-
tentials [2][3][4] have led to the use of
molecular dynamics in solid-state mo-
delling. In 1966 [5] the first simulation
of a dislocation core
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Die stetig steigende Leistung moder-
ner Computer und die Entwicklung
realistischer interatomarer Potentiale
[2][3][4], haben es ermöglicht, die Me-
thode der molekulardynamischen Si-
mulation auch auf physikalische Fra-
gestellungen des Festkörpers erfolg-
reich anzuwenden. Anders als bei den
ersten Relaxationssimulationen von
1966 [5] mit knapp tausend Ato-
men sind heute Simulationen mit eini-
gen Millionen Atomen [6] und vielen
tausend Iterationsschritten möglich.
Durch diese Entwicklung können auch
solche Defektstrukturen studiert wer-
den, die eine große Ausdehnung ha-
ben, wie Krongrenzen in Polykristal-
len [7][8], Risse [9][10], Phasenum-
wandlungen [11], Stapelfehler [12] und
Versetzungen, z.B. [13][14][15]. Ge-
messen an den Größenordungen der
Teilchenzahlen im Festkörper stellen
die heutigen Simulationsbereiche im-
mer noch einen sehr kleinen Aus-
schnitt dar. Um die Simulationen qua-
litativ sowie quantitativ an die reale
Physik des Festkörpers anzunähern,
ist es unverzichtbar, die Interakti-
on der berechneten Strukturen mit
dem Rest des Festkörpers zu modellie-
ren. Zusätzlich sind Methoden zu ent-
wickeln, um die Zustände jenseits des
mechanischen Gleichgewichtes, insbe-
sondere die Phasenraumpfade über ei-
ne zu bestimmende Sattelpunktslage,
gezielt zu erzeugen.
consisted of less than thousand atoms.
Nowadays simulations of millions of
atoms [6] at reasonable time-scales
can be carried out on subjects li-
ke grain boundaries in polycrystals
[7][8], crack propagation [9][10], pha-
se transformation [11], stacking faults
[12], and dislocations, e.g. [13][14][15].
Even though these simulations con-
tain large numbers of atoms these
numbers are very small compared to
the typical dimensions in a solid. In
order to achieve results that come clo-
se to the real properties of the sy-
stem under study special care has to
be taken in the design of the atomistic
to continuum interface. On the other
hand methods have to be developed
to study the transition states beyond
mechanical equilibrium.
Reading guidelines The present
work is intended to present some of
the methods that can be used to stu-
dy solid-state defects like dislocations
with the help of atomistic simulations.
It is separated in two parts. The first
part is written in German and provi-
des a theoretically motivated summa-
ry of the methods being used (chap-
ter 2), the presentation and discussion
of the results from various simulati-
ons (chapters 3, 4, 5) and a summary
(chapter 6). The second part in Eng-
lish resides on the CDROM. It inclu-
des a summary of
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Diese Arbeit stellt die methodischen
Ansätze vor und prüft deren Gültig-
keit an der konkreten Fragestellung
der mikroskopischen Energiebarrieren
für die Versetzungsbewegung in einem
Kupfereinkristall. Damit schließen die
vorliegenden Simulationen die beste-
hende Lücke zwischen den quanten-
mechanischen Ab-Initio Rechnungen
und den mesoskopischen Kontinuums-
modellen und stellen für letztere wich-
tige Eingabeparameter bereit. Dane-
ben ist es möglich qualitativ die ab-
laufenden Prozesse nachzuvollziehen
und zu visualisieren.
Aufbau Entsprechend der metho-
dologischen Zielsetzung ist die Ar-
beit zweigeteilt. Der erste, deutsch-
sprachige Teil in Buchform enthält
grundlegende theoretische Überlegun-
gen (Kapitel 2), die Vorstellung und
physikalische Interpretation der Si-
mulationsergebnisse (Kapitel 3, 4, 5)
und eine Zusammenfassung (Kapi-
tel 6). Ein zweiter, englischsprachiger
Teil gibt eine Zusammenfassung der
Ergebnisse, präsentiert die zugehöri-
gen Visualisierungen und bietet eine
einführende Beschreibung der Metho-
den anhand des Quelltextes der Si-
mulation. Dieser zweite Teil liegt als
CDROM bei.
the results discussed in the first part
with additional animated sequences
and a description of the methods on








Die gerade Versetzung als linearer Defekt des Kristallgitters ist von Na-
tur her ein atomistisches, d.h. auf Ebene der Git-
tervektoren ein diskretes Phänomen. Die wenigen
charaktersierenden Größen, der Linienvektor der
Versetzung, der Gleitebenennormalenvektor und
der Burgersvektor sind Gittervektoren[16]. Aus
einer Skizze 2.1 einer Stufenversetzung im ein-
fachen kubischen Kristallgitter sieht man deut-
lich, daß es zwei Bereiche gibt, in denen die Be-
schreibung der Versetzung und deren Dynamik als
Verschiebungsfeld u(r, t) qualitativ unterschied-
lich ist:                                                                                 BallRoom 7.4                                                                                                                                                    
                                                                                
Boxes/side = 1 x , 1 y , 1 z                                                    
Rho =   130.00     Theta =   90.000     Phi =   90.000      Omega =  0.00000E+00
Psi =  0.00000E+00          RTarget = (  -1.0029      -3.0000     -0.45446     )
                                                                                
                                                                                
Abbildung 2.1: Stufenversetzung
im einfach kubischen Gitter
1. Im inneren Feldbereich, dem sogenannten Kern der Versetzung, ist die
Koordination der Atome zu ihren Nachbarn gegenüber der des ungestörten
Kristallgitters verändert.
2. Im äußeren Feldbereich bleibt die Koordination eines Atoms zu seinen
Nachbarn des ungestörten Gitters erhalten, es ändern sich nur die relativen
Abstände.
Für den Bereich 1 bedeutet die veränderte Koordination, daß bei einer Bewe-
gung der Versetzung kleine Wegstrecken der Versetzung große Änderungen der
5
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Abbildung 2.2: Anordung der Atome für Stufen- und Schraubenversetzung im
fcc-Gitter.
relativen Atomabstände zur Folge haben, während diese Änderungen im Bereich
2 sehr viel geringer ausfallen.
Der Bereich 2 außerhalb des Versetzungskerns läßt sich demnach gut durch
eine Kontinuumstheorie der Verschiebungen annähern. Dies gilt insbesondere in
großen Abständen zum Versetzungskern, wo bei hinreichend homogenen Teilvo-
lumina die Bedingungen des thermodynamischen Grenzwertes großer Teilchen-
zahlen Anwendung finden und z.B. auf die lineare[17][18], nichtlineare [19][20][21]
oder nichtlokale[22] Elastizitätstheorie führen. In kleineren Abständen zum Kern
innerhalb des Bereichs 2 werden oft die vorher genannten Ansätze extrapoliert.
Ein speziell abgestimmter Ansatz beruht auf der Verwendung der dynamischen
Greenschen Funktionen aus der Gittertheorie des Kristalls [23][24]. Allen diesen
Ansätzen ist jedoch gemeinsam, daß sie trotz der guten Beschreibung von Wech-
selwirkungen und der groben geometrische Lage von Versetzungen indifferent
sind gegenüber den Prozessen im Bereich 1. Nur dort erschließen sich mit einem
entsprechenden atomaren Ansatz die Gründe dafür, daß es nur wenige stabile
Lagen insbesondere für aufgespaltene Versetzungen gibt, welche sich periodisch
mit dem Gitter wiederholen. In diesen periodischen Energieunterschieden für die
Lage der Versetzung sind die zwei wichtigen Effekte begründet, welche für die
Dynamik der Versetzung und damit letztlich auch für das Verformungsverhalten
mesoskopischer Bereiche maßgeblich sind:
• die Existenz einer kritischen Spannung, welche mindestens zum Ablösen
der Versetzung aus der Ruhelage benötigt wird, und
• die Existenz innerer Reibung, d.h. die Dissipation von Energie aus dem
Versetzungskern mittels Gitterschwingungen und elektronischer Wärme-
leitung.
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Im folgenden werden zwei einfache Modelle vorgestellt, die eine erste Annähe-
rung an den atomistischen Bereich bieten und zugleich eine analytische oder
einfache numerische Lösung erlauben.
2.1.1 Frenkel-Kontorova Modell der Versetzung
Das einfachste Modell einer Stufenversetzung auf atomarer Skala ist das Frenkel-
Kontorova Modell [25] [26]. In der ursprünglichen Form handelt es sich um ein
eindimensionales periodisches Potential UFK(u(i)) = k2γ2π (1 − cos(2π
u(i)
b )) des
Halbraumes unter- bzw. oberhalb der Gleitebene mit darin liegender linearer
Kette von Atomen der anderen Halbebene. Dabei bezeichnet u(i) die Verschie-
bung des Atoms i, b die Periodizität des Potentials und k2γ2π eine Energiekon-
stante, die z.B. aus der Scherspannung für kleine Dehnungen abgeschätzt wird.
Um die Stufe zu repräsentieren, können in einer der Potentialmulden zwei oder





Abbildung 2.3: Zwei Darstellungen einer Stufenversetzung im Frenkel-Kontorova
Modell.











ergänzt jeweils durch Terme für Reibung, stochastische Kräfte, Kräfte externer
Spannungen u.ä.
In dieser Form ist das Modell insbesondere zur Veranschaulichung und zur nu-
merischen Simulation der Dynamik tauglich, welche zur kritischen Spannung des
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Modells [27][28], zur Emission akustischer Signale durch Versetzungsbewegung
[29] und zur Versetzungsbewegung bei endlicher Temperatur und mit Hindernis-
sen [30][31] durchgeführt wurden.
Das Model ist auch ohne weiteres auf die gesamte Gleitebene erweiterbar.
Ein mögliches einfaches Potential in zwei Dimensionen für die {111}-Ebene eines




































y ) = k2γ2π
(










· sin( π3b (−1 + 2
√
3u(i)y )) + 0.5
)
mit b = a0√
2
Mit dieser 2-dimensionalen Darstellung kann man die beiden Versetzungs-
typen Stufenversetzung, d.h. Burgersvektor senkrecht zum Linienvektor, und
Schraubenversetzung, d.h. Burgersvektor parallel zum Linienvektor, unterscheid-
bar darstellen. Gemischte Versetzungstypen, aufgespaltene Versetzungen und
Versetzungsloops sind ebenfalls darstellbar. Hier und in Kombination mit an-
deren Modellen wie dem Linienspannungsmodell [32], ist dieses Modell durch
seine Einfachheit ausgezeichnet.
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Eine analytische Approximation beruht auf dem sogenannten Kontinuums-
übergang (u(i+1)−u(i) +u(i−1)) → d
2u
dx2 , so daß sich die sogenannte Sine-Gordon
Gleichung in phonetischer Anlehnung im Englischen an die Klein-Gordon Glei-
chungen der Quantenmechanik, auch als Ennepper-Gleichung bekannt, ergibt.






2 (1− v2)− 12 (x− vt))) .
Diese Lösungen können zum Verständnis von Dynamik der Versetzung als
Quasiteilchen des Verschiebungsfeldes [35][36][37], dessen Wechselwirkung mit
Punktdefekten [38][41][42][43] und als zweidimensionales Soliton [39][40] beitra-
gen, zeigen jedoch wieder die Defizite kontinuierlicher Lösungen, d.h. das Fehlen
von innerer Reibung und ausgezeichneter Ruhelagen. Das Solitonenmodell ist
auf Anordnungen mehrerer Versetzungen nicht einfach übertragbar, da die Soli-
tonen nicht miteinander wechselwirken. Eine aufwendige Vielversetzungslösung
wäre hierzu notwendig.
Daß das Frenkel-Kontorova Modell auch in seinen qualitativen Ergebnissen
anfechtbar bleibt [50], liegt insbesondere an der Art des Potentials. Während
die Kräfte im Sinne der linearen Kette der Gittertheorie des Kristalls eine er-
ste Näherung der zu erwartenden Elastizitätstheorie darstellen, ist das Potential,
welches die atomistische Seite des Modells verkörpert, in der Wahl als sinusförmig
willkürlich und durch seine Starrheit unrealistisch. Das Frenkel-Kontorova Mo-
dell zeigt nicht, daß sich die beiden dargestellten Konfigurationen in Abb. 2.3 bei
Vertauschung von Potentialminima und Massenpunkten im ausgedehnten Mate-
rial als identisch erweisen müssen. Damit zeigt sich deutlich, daß das Frenkel-
Kontorova Modell in seiner quantitiven Anwendung auf Substrate mit epitaktisch
dünnen Schichten[50] beschränkt bleiben muß. Qualitativ wird jedoch klar die
Notwendigkeit aufgezeigt den Versetzungskern und die ihm zugeordneten physi-
kalischen Prozesse (s. 2.1) mit atomistischen Modellen zu erfassen.
2.1.2 Peierls-Nabarro Modell der Versetzung
Eine Weiterentwicklung des Frenkel-Kontorova Modells ist das Peierls-Nabarro
Modell [44][45]. Das Potential des Frenkel-Kontorova Modells bleibt erhalten,
wird jedoch genutzt um eine Spannung herzuleiten, welche zwei linear elasti-
sche, isotrope Halbräume verbindet. Im einfachsten Fall eines einfach kubischen
Kristallgitters ergeben sich aus der Gleichgewichtsbedingung der Spannungen
von Halbraum und Potential die Integralgleichungen [1]





















































Dabei ist d die Dicke der Gleitebene und ν die Querkontraktionszahl. Die Möglich-
keit der analytischen Lösung ist für andere Konfigurationen wie aufgespaltene
und gekrümmte Versetzungen nicht mehr gegeben. Der Ansatz ist so gewählt,
daß er den Einfluß des umgebenden elastischen Kontinuums berücksichtigt. Die
Polstelle der elastischen Versetzungslösung entlang der Versetzungslinie wird je-
doch beseitigt. Kritikpunkte bleiben die willkürliche Wahl des Potentials sowie
die Tatsache, daß die lineare Elastizitätstheorie bis in eine Nähe des Versetzungs-
kerns extrapoliert wird, in der sie nicht mehr gilt. Aus den einfachen Rechnungen
lassen sich dennoch Abschätzungen für die kritische Spannung für das Einsetzen
der Versetzungsbewegung[46][47][48], die sogenannte Peierlsspannung σP , und
die zugehörige Energiebarriere gewinnen. Aufgrund der Konstruktion ist das
Peierls-Nabarro Modell ebenfalls für Halbräume verschiedener Materialien mit
Fehlpassung[49], d.h. bei sogenannten van der Merwe Versetzungen, anwendbar.
Seit der Formulierung des Modells durch Peierls und Nabarro in den vierziger
Jahren des vergangenen Jahrhunderts wurden viele Korrekturen und Erweiterun-
gen vorgeschlagen. Einen guten Überblickt darüber gibt [50]. Von besonderer Re-
levanz für diese Arbeit sind die Betrachtungen von Schoeck zur Einbeziehung von
Aufspaltung, elastischer Anisotropie und Einfluß der elektronischen Bindung in
das Peierls-Nabarro Modell [58]. Da insbesondere die Rechnung zur Aufspaltung
in dieser Arbeit benötigt wird, soll sie kurz dargestellt werden. Aufbauend auf
[51] hat Schoeck in den letzten Jahren mit [52][53][54][55][55][57] unter anderem
die Aufspaltung einer Versetzung in einem zweidimensionalen Peierlspotential
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Γ(u(x)) ähnlich dem aus Abbildung 2.4 beschrieben. Die Idee liegt darin, ausge-
hend von der bewährten Lösung des Peierls-Nabarro Problems für eine geeignete
Kombination von Burgersvektoren b =
∑
i b
(n), definiert in der Gleitebene, den













Dabei sind die Lagen x(n)0 , die Weiten ω
(n) und die partiellen Burgersvektoren
b(n) die freien Parameter nach denen eine Lösung gemäß dem Ritzschen Va-
riationsprinzip bestimmt wird. Die zugehörigen elastischen und atomistischen






















mit den Bezeichnungen aus A.1. Die analytische Integration des Terms für die
elastische Energie gibt ebenfalls [55]. Zur Berechung einer aufgespaltenen Ver-
setzung müssen demnach mindestens zwei separate Burgersvektoren b(n) ent-
sprechend den Burgersvektoren der Partialversetzungen gewählt werden.
2.2 Atomistisches Modell
Von den in 2.1 beschrieben atomistischen Modellen unterscheiden sich jene, wel-
che den Festkörper als Gesamtheit von Atomen betrachten. Anwendung auf das
Versetzungsproblem finden Ab-Initio Methoden, Molekulardynamische Metho-
den und in seltenen Fällen die Monte-Carlo Methode [59]. Bei den Ab-Initio
Rechnungen werden für einen Ausschnitt des Festkörpers die Lagen der Atome
durch näherungsweise Bestimmung der gesamten elektronischen Wellenfunktio-
nen bestimmt. Diese Berechnungen, z.B. mit der Dichtefunktionalformulierung
sind sehr aufwendig und daher nur für Anordnungen mit einigen hundert Ato-
men anwendbar. Diese Art der Simulation wird oft benutzt um grundlegende
Eigenschaften des jeweiligen Festkörpers zu bestimmen. Für Versetzungen gibt
es Rechnungen zu Halbleitern [61][60][63][64], Diamantkristallen [62] und Me-
tallen [66][67][68]. Ein möglicher Vergrößerungsschritt für das betrachtete Vo-
lumen besteht im Übergang zur Molekulardynamik (siehe 2.3.1). Den Atomen
werden untereinander sogenannte Pseudopotentiale zugeordnet, welche die elek-
tronischen und elektrostatischen Wechselwirkungen annähern. Die Bewegungen
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der Atome ergeben sich aus der Lösung der Newtonschen Bewegungsgleichung
(siehe z.B. [71][70][69][72]).
2.2.1 Atomares Potential
Bei den in der Molekulardynamik und Molekularstatik eingesetzten Potentialen
finden sich neben vielen Kombinations- und Speziallösungen die folgenden drei
Klassen:
1. Reine Paarpotentiale: Diese historisch erste Klasse von Potentialen mit
dem Coulomb-Potential als direkten Vertreter für Ionenkristalle und den
bekannten Lennard-Jones-, Morse- und Born-Meyer-Potentialen für Ionen-
kristalle und Festkörper in isotroper Näherung wurden bei den ersten Si-
mulationen verwandt [73][74]. Bei diesen werden jeweils zwei Paarterme
mit unterschiedlichen Vorzeichen und gegebenenfalls zusätzliche Volumen-
kräfte eingesetzt, um eine stabile Kristallstruktur mit den grundsätzlichen
Eigenschaften wie Gitterkonstante und elastische Konstanten zu erhalten.
Die erste Simulation einer Versetzung von Cotterill und Doyama [5] basiert
auf einem Morse-Potential für Kupfer. Neben diesen Potentialen, die nur
in der praktischen numerischen Anwendung einen willkürlichen Abschnei-
deradius kennen, gibt es die Potentiale nach Johnson und Englert [73],
welche als Anpassung mit kubischer Polynomfunktionen auf kurzreichwei-
tigen Intervallen für ausgewählte physikalische Parameter erstellt werden.
Eine solche Versetzungssimulation findet sich in [75]. Neuere Ansätze kom-
binieren die verschiedenen Paarpotentialtypen je nach den Anforderungen
der Simulation [76].
2. Vielteilchenpotentiale: Diese Klasse basiert auf der Kombination von rei-
nen Paarpotentialen zur Darstellung der ionischen Wechselwirkungen und
von Vielatomtermen für die elektronischen Anteile und findet insbesonde-
re bei Metallen Anwendung. Eine genauere Beschreibung gibt der nächste
Abschnitt.
3. Gerichtete Vielteilchenpotentiale: Diese Potentiale von Typ Bond-Order-
Potential [77] und Tersoff-Potential [78] berücksichtigen die Bilanz der aus-
gehenden Bindungen und deren Winkel zueinander mit dem Ansatz von
Drei-Teilchen-Wechselwirkungen. Anwendungsgebiete sind entsprechend
Festkörper und Moleküle mit kovalentem Bindungscharakter.
Zur Klasse der im Aufzählungspunkt 2 angesprochenen Vielteilchenpotentia-
le gehören insbesondere die Effective-Medium-Theory [79], Embedded-Atom-
Method [3] und Finnis-Sinclair-Potentiale. Diese besonders für Metalle geeigne-
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ten Potentiale haben alle die gleiche mathematische Gestalt der Gesamtenergie













Dabei sind V und Φ aufgrund der starken elektronischen Abschirmung der elek-
trostatischen Kräfte in Metallen kurzreichweitige Funktionen des interatomaren
Abstandes rij . In der Herleitung des FS-Potentials ergibt sich für die Funkti-
on f die Wurzel als einbettende Funktion in Näherung des 2. Momentes der
elektronischen Zustandsdichte im Tight-Binding Ansatz. Für Übergangsmetalle
enthält dieses Moment die ḧoppingÏntegrale für die d-Orbitale, in Edelmetallen










 12 , (2.5)
wobei V ein Paarpotential ist, das die elektrostatische Abstoßung der Atomkerne
abbildet und durch die Friedel-Oszillationen die Kristallstruktur bestimmt, und
Φ eine Paarfunktion, welche durch die Einbettungsfunktion neben der Kohäsion
die Koordination und damit mögliche Defekte gut beschreibt. Das FS-Potential
wurde in den Simulationen dieser Arbeit benutzt.
Bei der konkreten Bestimmung des FS-Potentials werden V und Φ durch
kubische Interpolationspolynome angenähert. Ein Abschneideradius wird ein-
geführt, so daß das Potential kurzreichweitig ist, jedoch werden die notwendi-
gen Ordnungen von Nachbarschaftsschalen einbezogen, um die jeweils stabile

















1 für x ≥ 0,
0 sonst.
Für eine Legierung von Metall A und Metall B werden für die Bindung gleicher
Atomsorten die Terme aus 2.6 und 2.7 benutzt und für die Bindung verschiedener
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Atomsorten





k − rij) (rABk − rij)3 (2.8)
ΦAB(rij) = ΦBA(rij) =
√
ΦAA(rij) ΦBB(rij) . (2.9)
Diese Form der FS-Potentiale wurde für die Metalle Ag, Au, Cu [80], Ti [82]
und andere [83][80] und die Legierungen Cu-Ag [84], Cu-Ag [81], Cu-Bi [85], Cu-
Fe [86] und Cu-Ti [87] gewählt. Dabei beruhen diese, anders als bei den EMT-
und EAM-Potentialen, welche größtenteils auf Ab-Initio Rechnungen zurück-
geführt sind, auf einer Anpassung an physikalische Parameter wie elastische
Konstanten, Gitterkonstanten, kohäsive Energien, Grenzenergie für Leerstellen-
bildung und Mischungsenthalpien für verschiedene Punkte im Phasendiagramm.
Andere Parameter, z.B. Druck-Volumen Relationen, wurden quantenmechani-
schen Rechnungen entnommen. Überprüft wurden die Potentiale auf die Stabi-
lität der zum jeweiligen Punkt des Phasendiagramms gehörenden Gitterstruktur
gegenüber anderen, Bildungsenergien für Leerstellen und Zwischengitteratome,
Oberflächenenergie und Oberflächenrelaxation. Details hierzu sowie die verwen-
deten Werte für die Parameter ak, Ak, rk und Rk findet man in den erwähnten
Veröffentlichungen. Die in dieser Arbeit benutzten Parameter sind darüber hin-
aus auf der beigefügten CDROM angegeben.
2.2.2 Versetzungen in der Atomistik
Alle vereinfachenden Versetzungsmodelle des Kontinuums gehen von der
Existenz einer Linie im Raum aus, welche die La-
ge der Versetzung definiert. Dies gilt im Linienspan-
nungsmodell [88] ebenso wie in der elastischen Rech-
nung (Anhang A.1). Eine solche Linie ist das Resul-
tat der Übertragung des Konzeptes zur Charakterisie-
rung der Versetzung durch den Burgers-Umlauf 2.5.i
in die Kontinuumstheorie. Der Burgers-Umlauf wird
in ein Pfadintegral Abb. 2.5.ii) um ein infinitesima-
les Gebiet angesehen, das die gesamte Verschiebung
aufgrund der Versetzung als Diskontinuität enthält.
Diese Betrachtungsweise verliert ihre Gültigkeit schon
in den einfachen atomistischen Modellen aus 2.1. Da
die Kontinuumsmodelle für die Beschreibung großer







sind, muss eine äquivalente Konstruktion für die atomistischen Modelle verfügbar
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Abbildung 2.6: Modell der Bestimmung der Linien von aufgespaltenen Verset-
zungen durch den Stapelfehlerparameter γi/( a0√6 ).
sein, welche eine Linie festlegt.
Im folgenden wird die Versetzung im Modell aus N Atomen betrachtet. Das
atomistische Model hat als einzige Charakteristik für eine Versetzung das Ver-
schiebungsfeld, auswertbar an den Positionen der Atome. Die Atompositionen
mit dem Verschiebungsfeld der Kontinuumsmodelle zur Deckung zu bringen, um
so auf die Linie zu schließen ist kein gangbarer Weg, da die atomistischen Mo-
delle im Versetzungskern keine Diskontinuitäten und somit stark abweichende
Verschiebungen aufweisen. Atome in der Nähe der Versetzungslinie kann man
auf verschiedene Weise herausfiltern. Bisher benutzte Methoden sind
• die Auftragung der relativen Verschiebungen [89][90][91][92],
• die Festlegung von lokalen Energieschranken [6],
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• die Berechnung lokaler Dehnungsfelder [92][76],
• die Berechnung lokaler Spannungsfelder [24] und
• die Bestimmung lokaler Burgers-Umläufe [93].
Diese Verfahren haben alle den Vorteil, Versetzungen beliebiger Orientierung in
der Simulationszelle zu finden, jedoch den Nachteil, daß die Lage der Versetzung
nur mit der maximalen Genauigkeit von einem Atomabstand nächster Nachbarn
bestimmt werden kann. Ist, wie im Fall dieser Arbeit, eine genaue Kenntnis über
die Lage der Gleitebene vorhanden, so kann im vorliegenden Fall aufgespaltener
Versetzungen die Eigenschaft der Gleitebene zwischen den Partialversetzungen,
d.h. der Stapelfehler, zur Festlegung der Linienpositionen herangezogen wer-
den. Die betrachteten Versetzungen in Kupfer haben die Gleitebenennormale
[111] und den Linienvektor [12̄1] für eine Stufenversetzung sowie [1̄01] für eine










Vereinfacht läßt sich der Stapelfehler bei einer Stufenversetzung wie in Abbildung
2.6 darstellen. Die normale Stapelfolge ABC von {111}-Ebenen des kubisch-
flächenzentrierten (fcc) Gitters ändert sich zwischen den Partialversetzungen zu
ABA. Eine Projektion der Atompositionen entlang [111] zeigt einen charakteri-









mit l×m = [111],
Atom i ∈ Ebene A und Atom j ∈ Ebene C .
Die Funktion γi hat im reinen fcc-Gitter der Gitterkonstanten a0 den Wert a0√6
und in der reinen Stapelfehlerregion den Wert Null. Durch Interpolation wird




Atomkonfiguration gemäß den Verschiebungen der linearen, anisotropen Elasti-
zitätstheorie wird die Position der Linie mit der Genauigkeit von 0.1Å ermittelt,
relative Verschiebungen der Linien jedoch noch eine Größenordnung genauer.
Wie man in den Animationsbeispielen auf der CDROM sehen kann, ist der Al-
gorithmus auch in der Lage, gekrümmte Versetzungslinien zu detektieren.
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2.3 Simulationsmethoden
In diesem Abschnitt werden die Grundlagen der benutzten Simulationsmethoden
vorgestellt. Eine ausführliche Darstellung inklusive Details der Implementierung
und der Quellkode der Simulation befindet sich auf der CDROM.
2.3.1 Molekularstatik und Molekulardynamik
Simuliert man einen Ausschnitt eines Festkörpers durch eine Anzahl N von Ato-
men, die durch die Potentiale aus Abschnitt 2.2.1 wechselwirken, so hat man die
Wahl zwischen statischer und dynamischer Rechnung. Im Fall der Molekularsta-
tik führt man eine Relaxation der Atompositionen mit den vom Potential aus-
gehenden Kräften und gegebenenfalls zusätzlichen Randbedingungen aus. Der
erreichte Zustand, in dem die resultierende Kraft an jedem Atom jeweils Null ist,
entspricht dem eines mechanischen Gleichgewichtes, d.h. eines thermodynami-
schen Gleichgewichtes für die Temperatur 0K. Sollte es sich bei dem relaxierten
Zustand nur um ein lokales Minimum der potentiellen Energie handeln, so hat
man auch nur eine metastabile lokale Gleichgewichtslage.
Die Molekulardynamik, z.B. [71][70][69][72], fußt in dem Prinzip der Ergodi-
zität. Hierbei wird angenommen, daß das dynamische System bei der fortlaufen-
den Integration der Newtonschen Bewegungsgleichungen über einen langen Zeit-
raum mit seinem Weg durch den Phasenraum jedem Punkt desselben beliebig
nahe kommt [94][95]. Daher wird die zeitliche Mittelung makroskopischer Größen
dem thermodynamischen Ensemblemittelwert gleichgesetzt. Da die Größe der
Simulation mit maximal einigen 106 Atomen gegenüber den üblichen Atomzah-
len in makroskopischen Systemen, welche mindestens in der Größenordnung der
Avogadro Zahl NAvogadro ≈ 6 · 1023 liegen, sehr klein ist, ergibt sich die Not-
wendigkeit, durch die Wahl von Randbedingungen den thermodynamischen und
mechanischen Anschluß an ein ausgedehntes Kontinuum zu modellieren. Die Art
der Randbedingungen legt neben den mechanischen Eigenschaften, siehe Ab-
schnitt 2.3.2, zusammen mit anderen Zwangsbedingungen, die Art der bei der
Interpretation der auswertbaren Größen zu verwendenden thermodynamischen
Gesamtheit fest:
• Ein abgeschlossenes System wird durch eine mikrokanonische Gesamtheit
charakterisiert. Als zugehörige Randbedingungen kommen in Frage:
1. freie Ränder, d.h. es wird die interne und die Gesamtdynamik eines
Atomclusters oder eines Moleküls bzw. Makromoleküls auf der Nano-
skala beschrieben,
2. ein Abschluß durch die periodische Fortsetzung der Simulationszelle
entlang drei linear unabhängigen Symmetrieachsen, und
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3. die Einfassung durch einen starren Rahmen aus festgehaltenen Ato-
men.
• Für eine Simulation unter konstanter Temperatur bei gleichzeitiger me-
chanischer Arbeit muß die Simulationszelle an ein Wärmebad gekoppelt
werden. Dies entspricht dem kanonischen Ensemble. Dies kann durch die
zusätzliche Einführung eines Freiheitsgrades geschehen, der den Wärme-
austausch mit dem Wärmebad bilanziert [96][97]. Ein anderer Ansatz ist
die Einführung von stochastischen Kräften und entsprechenden Dämp-
fungstermen proportional zur Geschwindigkeit [98][99] [100]. Wird zusätz-
lich der Druck bzw. Spannungszustand kontrolliert, so kommen zusätzliche
Freiheitsgrade für das Volumen bzw. der Metriktensor der Simulationszelle
hinzu [101][98]. Als Randbedingungen findet hierbei die periodische Fort-
setzung Anwendung.
• Durch konsequente Verfolgung des Ansatzes zusätzlicher Freiheitsgrade ge-
langt man zum großkanonischen Ensemble mit veränderlicher Teilchenzahl
[102][103].
In Festkörpern sowie Gasen und Flüssigkeiten können die obigen Arten der mole-
kulardynamischen Simulation angewandt werden, um thermodynamische Größen
nahe dem Gleichgewicht aus zeitlichen Mittelwerten bzw. den zugehörigen Fluk-
tuationen zu ermitteln. Ein Beispiel für ein Metall ist [104]. Typische Größen
für Festkörper sind die elastischen Konstanten [101][105] [106][107], welche nach
der Verifikation mit Messungen für Zustände berechnet werden können, die der
Messung schwer zugänglich sind. Ein weiteres Anwendungsgebiet ist die Simula-
tionen von Zuständen fern vom Gleichgewicht [108][109].
Da die Integration der Bewegungsgleichungen auf numerischem Weg geschieht,
sind Algorithmen nötig, die diese Integration ausführen. Eine Zusammenfassung
findet man in [72]. In dieser Arbeit wurde ein Prädiktor-Korrektor Schrittverfah-
ren von Refson [110] benutzt. Die Relaxation in der Molekularstatik kann über
verschiedene Minimierungsverfahren erreicht werden. Dazu gehören das Gradi-
entenverfahren, das auch als dynamische Simulation mit einer großen geschwin-
digkeitsproportionalen Dämpfungskraft modelliert werden kann, das Verfahren
konjugierter Gradienten [111][112] und ein ebenfalls dynamisches gradientenähn-
liches Verfahren, bei dem für den Schritt durch das Minimum entlang der mo-
mentanen Relaxationsrichtung die Geschwindigkeiten auf Null gesetzt werden
[130].
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2.3.2 Randbedingungen der Simulationszelle
Die heutigen Rechner ermöglichen Simulationen, die mit maximal einigen Mil-
lionen Atomen in der Lage sind, ausgedehnte Defektstrukturen, in dieser Arbeit
sind es Versetzungen, zu beschreiben. Gleichzeitig sind die Simulationszellen mit
einigen nm Kantenlänge noch so klein, daß sie auf sinnvolle Weise in das Kon-
tinuum eingebettet werden müssen. Der Abschluß der Simulationszelle durch
geeignete Randbedingungen hat deutlichen Einfluß auf deren mechanischen Ei-




• flexible statische Randbedingungen,
• dynamische Randbedingungen.
und Kombinationen davon.
Freie Oberflächen Entspricht die Begrenzung der Simulationszelle einer frei-
en Oberfläche, so handelt es sich physikalisch gesehen um die Simulation eines
Partikels oder Moleküls mit einem Volumen von einigen nm3. [113][114] nutzen
teilweise diese Randbedingungen. Abhängig vom gewählten Potential findet eine
Relaxation der oberflächennahen Atome statt. Gleichzeitig sind die Oberflächen
spannungsfrei, d.h. für Defekte wie z.B. Versetzungen ergeben sich deutlich ande-
re Spannungszustände, als sie im ausgedehnten Festkörper vorkommen würden.
Für eine [1̄01]-Stufenversetzung in Kupfer führt dies z.B. dazu, daß die Auslen-
kungen der Atome in [111]-Richtung u[111] nicht den aus der Elastizitätstheorie
erwartenten logarithmischen Verlauf zeigen, siehe auch Anhang A.1, sondern sich
bis zum Rand linear fortsetzen.
Dieses Verhalten führt zwangsläufig auch zur Änderung des Spannungszu-
standes im Versetzungskern, bekannt als Spiegelkräfte in der Elastizität [1]. Auch
die Aufspaltungsweite einer Stufenversetzung in Kupfer ändert sich deutlich, wie
man in Abbildung 2.7 sieht. Die Bestimmung kleiner Größen, wie z.B. der kri-
tischen Energien und Spannungen analog zum Peierls-Nabarro Modell, erhält
somit eine systematische Fehlerquelle. Daneben eignet sich diese Art der Rand-
bedingungen nicht für die Simulation unter externen Spannungen oder Verschie-
bungen, da diese mangels Referenzrahmens nicht aufgeprägt werden können.
Unter diesen Einschränkungen werden die freien Ränder für ausgewählte Orien-
tierungen zusammen mit den nachfolgend beschriebenen Randbedingungen zur


































Abbildung 2.7: Darstellung der Atompositionen r[111](r[1̄01]) einer aufgespaltenen
Stufenversetzung in Kupfer der [111]-Ebenen zu beiden Seiten der Gleitebene.
Die Randbedingungen sind frei bzw. flexibel statisch (S. 19 bzw. S. 22).
vereinfachten Beschreibung großer Simulationsbereiche [115][6] oder bei stark
dynamischen Vorgängen [13] gewählt.
Periodische Randbedingungen Die einfachste und eleganteste Art aus dem
endlichen Simulationsvolumen einen Teil eines unendlich ausgedehnten Raumes
zu machen sind periodische Randbedingungen. Diese nutzen natürliche im physi-
kalischen System vorkommende Symmetrien um das Volumen zyklisch fortzuset-
zen. Für Gase, Flüssigkeiten und amorphe Festkörper sind dies die Raumrichtun-
gen, für Kristalle die Gittervektoren. Sind die Dimensionen der Simulationszelle
groß bezüglich der maximalen Wechselwirkungsabstände der verwendeten Po-
tentiale und der simulierten Strukturen, können die sogenannten Größeneffekte
vernachlässigt werden. Betrachtet man die erzeugenden Vektoren des Volumens
als freie Parameter, so können zusätzlich Spannungen und homogene Verschie-
bungen realisiert werden [101][98]. Möglich sind hierbei auch Transformatio-
nen, die über die lineare Elastizität hinausgehen, d.h. nichtlineare Elastizität
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[116] und Drehungen um feste Ebenen [117], wie sie in der Abgleitung während
martensitischer Umformungen vorkommen. Leider ist diese Methode nicht auf
Problemstellungen anwendbar, welche die Symmetrie brechen, wie z.B. durch
Einfügen von Halbebenen im Fall der Stufenversetzung oder der spiralförmi-
gen Ebenenanordnung der Schraubenversetzung. Es würde eine regelmäßige An-
ordnung von Versetzungen mit zwischenliegenden Grenzflächen entstehen, was
neben der wirklichkeitsfremden Versetzungsverteilung zusätzliche große resultie-
rende Grenzflächenkräfte zur Folge hätte. Um die Beschreibung dennoch durch-
zuführen müssen Multipole von Versetzungen betrachtet werden, so daß sich die
Symmetriebrechungen kompensieren. In erster Näherung ist die Kompensation
durch einen Dipol gegeben, der den Burgersvektor des Gesamtumlaufs ausgleicht
[117][118]. Während vollständige Periodizität für Versetzungssimulationen nicht
in Frage kommt, ist für die üblicherweise simulierten geraden Versetzungen eine
zyklische Fortsetzung entlang der Orientierung der Versetzungslinie wünschens-
wert. Diese Art der periodischen Fortsetzung entlang nur einer Raumrichtung
wird auch in dieser Arbeit verwendet.
Statische Randbedingungen Kennt man die ungefähre Position der
Randatome aus einer Kontinuumstheorie, meist anisotrope lineare Elastizität,
so kann man den Atomen innerhalb einer Randschicht, siehe Abbildung 2.8, de-
ren Dicke durch den Abschneideradius des Potentials bestimmt wird, ein festes
Verschiebungsfeld zuweisen. Diese Randbedingungen finden häufige Anwendung
für einzelne begrenzende Ebenenscharen [121][120][119][14][122] [76] oder sogar
nur einzelne Vektorkomponenten in den Verschiebungsfeldern dieser [123][124].
Diese Methode hat zwei Schwachstellen. Zum einen besteht das Problem, daß
sich die gewählten Randbedingungen auf einen einzigen Zustand beziehen, der
zu Simulationsbeginn schon bekannt sein muß. Dies ist nur möglich, wenn der
Rand von den simulierten Effekten in der Mitte des Simulationsvolumens nahe-
zu unabhängig ist. Ergeben sich im Simulationsverlauf substantielle Änderungen
innerhalb des betrachteten Volumens, so entstehen am Übergang zum Randbe-
reich Fehlpassungen. Folge dieser Fehlpassungen sind rücktreibende Kräfte auf
Versetzungen, wie man deutlich bei der Bestimmung der Peierlsspannung σp in
[122] sieht. Diese steigt mit der Annäherung an den Rand deutlich an. Es gibt
also ähnlich wie bei den freien Rändern Spiegelkräfte, die bis in den Versetzungs-
kern zurückwirken. Zu anderen stellen die statischen Ränder Reflektionshinder-
nisse für die dynamischen Vorgänge im Inneren dar. Die von den Versetzungen
bei der Bewegung abgestrahlten Wellen werden an den starren Rändern reflek-
tiert, ebenso wie die thermischen Bewegungen. Beim Verrichten von Arbeit, z.B.
bei Bewegung einer Versetzung im externen Spannungsfeld, muß ein effektiver
Kontrollmechanismus wie der Nosé-Hoover-Thermostat eingesetzt werden, um
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physikalisch sinnvolle Bedingungen zu erhalten. Ebenfalls unklar ist, ob durch
die thermische Anregung gegebenenfalls stehende Wellen zwischen den statischen
Rändern entstehen. Entweder sollten diese Randbedingungen nur in molekular-
statischen Rechnungen Anwendung finden, oder durch geeignete Zusatzmecha-




(weiß) und statischer Rand
(grau).
Flexible statische Randbedingungen Um
die entstehenden Fehlpassungen zu vermeiden,
wie sie im vorhergehenden Abschnitt beschrie-
ben wurden, gibt es Ansätze, die den statischen
Rand der Simulationszelle nachbessern.
Aus der Literatur sind folgende Verfahren be-
kannt. Die Idee dieser Verfahren ist es, daß man
den Rand, die Fläche II in Abbildung 2.8, ver-
doppelt in die Gebiete II und III. Diese Tren-
nung ist notwendig, um die in der Grenzschicht
II auftretenden atomistischen Kräfte bzw. Ener-
gien zu ermitteln. Dazu benötigt man die Atome
der Zone III. Molekulardynamische Integration
der Bewegungsgleichungen findet jedoch nur im
Gebiet I statt.
Green Der Ansatz mit elastostatischen Greenschen Funktionen [126] für Lini-
enkräfte, siehe Teil von Gleichung A.9, und für Punktkräfte berechnet die
zusätzlichen Verschiebungen für alle drei Gebiete, welche sich aus der Re-
laxation der Kräfte in der Randzone II ergeben.
Lagrange Ein Lagrange Ansatz [127] formuliert das Verschiebungsfeld des Rand-
gebietes als Funktion weniger Parameter, welche die lineare Versetzungs-
lösung, darauf aufbauende nichtlineare Terme und eine externe homogene
Spannung beschreiben. Die zu den Parametern koordinierten Kräfte leiten
sich aus der Variation des atomistischen Potentials in der Randzone II ab.
Die resultierende Verschiebung wird für die Gebiete II und III im Sinne
einer Bewegungsgleichung für die Parameter ermittelt.
In den Simulationen dieser Arbeit kommt ein anderes Verfahren zum Ein-
satz. Da bei jedem Zeitschritt die Lage der Partialversetzungen mit dem Algo-
rithmus aus Abschnitt 2.2.2 ermittelt werden kann, wird diese Information vor
jedem neuen Zeitschritt dazu eingesetzt, um für die Randatome im Gebiet II
in Abbildung 2.8 eine Näherung in Form der analytisch bestimmbaren aniso-
tropen linear elastischen Lösung zu berechnen (A.1, S.84). Der Nachteil dieses
Verfahrens besteht darin, daß die Nichtlinearität des Kerns bei der Bestimmung
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der Verschiebungen der Randatome nicht berücksichtigt wird. Insbesondere eine
nichtlineare Volumenänderung des Kerns wird zumindest teilweise unterdrückt
bzw. muß durch Verschiebungen randnaher Atome kompensiert werden. Dem
gegenüber steht der Vorteil, daß mit der bekannten analytischen Lösung der
anisotropen linearen Elastizität für eine beliebige Anzahl von Versetzungen eine
effektive Anpassung des Randbereiches in wenigen Berechnungsschritten möglich
ist. Daneben kommt das Verfahren mit der halben Anzahl an Randatomen als
die beiden oben beschriebenen Verfahren aus. Das Verfahren wurde dem Ver-
fahren Green vorgezogen, da die Berechnung der 3-dimensionalen Greenschen
Funktion Gij selbst mit modernen Verfahren [128] deutlich mehr Rechenauf-
wand erfordert. Hinzu kommt, daß für jede Neuberechnung des Randes eine für




dŕ3 Gij(r− ŕ) uj(ŕ) ∀ r ∈ V (I+II+III) (2.12)
resultiert und welche ebenfalls starke Beschränkungen bezüglich Simulations-
größe und -dauer impliziert. Das Verfahren Lagrange hat sich für den vorlie-
genden Fall weit aufgespaltener Versetzungen weder für die Versetzungsparame-
ter noch die nichtlinearen Parameter als anwendbar erwiesen. Die betrachteten
Parameter mit dem doppelten Ursprung in den jeweiligen Kernen der Partial-
versetzungen sind nicht mehr entkoppelt, da sie je Partialversetzung ähnliche
Wirkungen haben. Es hat sich gezeigt, daß das Verfahren Lagrange für aufge-
spaltene Versetzungen numerisch nicht stabil ist.
Den Verfahren ist gemeinsam, daß sie nur für quasistatische Rechnungen und
Molekularstatik gute Ergebnisse liefern. Die dynamischen Defizite der statischen
Lösung bleiben bestehen.
Dynamische Randbedingungen Zwei Ansätze sind bisher gemacht wor-
den, um eine vollständige dynamische Ankopplung der Simulationszelle an ein
umgebendes Kontinuum zu modellieren [9][129]. Beide nutzen Finite-Element-
Methoden. Die Rißsimulation [9] im bcc-Kristall benutzt eine direkte Abbildung
der Atome auf die Knotenpunkte der FEM. Zusammen mit nichtlinearen und
nichtlokalen Ansätzen in der Elastizitätstheorie der FEM wurden die gewünsch-
ten Übergangseigenschaften zwischen molekulardynamischen und Randatomen
erzielt. Die sogenannte Quasikontinuums-Methode [129] setzt eine Vergröberung
der Strukturen ein. In einer Randzone werden immer größere Atomzahlen zu
nichtlokalen Einheiten zusammengefaßt und so der Übergang zur FEM bewerk-
stelligt. Da beide Methoden von erheblicher Komplexität sind, sei für die Details
auf die jeweiligen Artikel verwiesen.
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2.3.3 Bestimmung einer Sattelpunktslage
Zwischen zwei benachbarten stabilen Lagen einer Versetzung liegt eine
Energiebarriere, z.B. ist dies im Fall des Modells von Peierls und Nabar-
ro die Peierlsenergie. Diese Ener-
giebarriere hat eine charakteri-
stische Form, die beispielhaft im
Abbildung 2.9.i gezeigt ist. Die
maximale Ableitung der Barriere
bezüglicher der Reaktionkoordi-
nate, welche im vorliegenden Fall
die Schwerpunktslage der Verset-
zung ist, ergibt eine kritische ko-
ordinierte Kraft, d.h. für die Ver-
setzung eine kritische Spannung
σc = const. · maxx(dE(x)dx ). Legt
man an die Versetzung verschie-
dene stetig
steigende Spannungen an (Abb.
2.9.ii), so wird bei Überschrei-
ten von σc (Abb. 2.9.iii) die Ver-
setzung beschleunigt ohne erneut
zu stoppen. Mit dieser an die











Abbildung 2.9: Peierlsbarriere unter steigender ex-
terner Spannung
sich nur ein Teil der Energiebarriere ermitteln.
Für die Abschätzung anderer Phänomene, wie z.B. eine mögliche Kinkpaarbil-
dung [1], thermische Aktivierung oder die Art des Umordnungsmechanismus,
d.h. einem möglichen Umklappen der eingeschobenen Halbebenen, ist die Kennt-
nis des gesamten Verlaufes der Energiebarriere wichtig. Für die Bestimmung
kommt erschwerend hinzu, daß die Energiebarriere, anders als im eindimensio-
nalen Peierls-Nabarro-Modell für die Versetzung, im atomistischen Modell ein
Energiepfad in einem erweiterten Phasenraum ist, d.h. in einer Simulation mit
N Atomen wird ein Pfad in einem (6N + 1)-dimensionalen Raum gesucht. Die
oben dargestellte Methode sukzessiv gesteigerter Spannungen kann nicht zur
Bestimmung des Minimal-Energie-Pfades herangezogen werden, da mit der Be-
schleunigung die kinetische Energie stark variiert und damit der vorliegende
MEP keine Aussagekraft hat. Für eine quasistatische Abtastung des Übergangs
zwischen den beiden stabilen Konfigurationen erhält man einen eindeutigen und
reproduzierbaren MEP. Die Eindeutigkeit resultiert aus der Tatsache, daß al-
le 3N Impuls-Freiheitsgrade wegfallen, da die kinetische Energie und damit die
Geschwindigkeiten null sind. Der Pfad minimaler Energie, der MEP, ist damit
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in einem Gebiet des verbleibenden (3N + 1)-dimensionalen Raumes definiert
durch die Eigenschaft, daß die N Kräfte auf die Atome keine Komponenten
senkrecht zum Pfad haben. In anderen Worten heißt dies, daß eine Art Integral






Dieses kann als Abschätzung der Energiebarriere für eine Temperatur von 0
K in weitergehende Betrachtungen einfließen. In dieser Arbeit werden von den
verschiedenen existierenden Methoden zur Bestimmung von MEP oder Sattel-
punktslage [130] zwei ausgewählt, deren Anwendung im Fall einer atomistischen
Simulation als besonders geeignet erscheinen:
• das überdämpfte dynamische System und
• das Verfahren des sanft geschobenen elastischen Bandes (Nudged-
Elastic-Band-Method).
Zwei einfachere Methoden werden ebenfalls im Zusammenhang mit Versetzun-
gen verwendet. In [132] wird ein Modell, das erweiterte Peierls-Nabarro Modell,
benutzt, um die Sattelpunktslage und die relevanten Parameter der MEP an-
zunähern. Als vereinfachte Version der unten beschriebenen Verfahren ist die
Interpolation der Zwischenzustände anzusehen [91][133].
Überdämpftes dynamisches System
Um ein quasistatisches Abtasten des MEP zu erreichen, wird eine normale ato-
mistische Simulation des Gebietes von N Atomen durchgeführt, wobei die Be-
wegungsgleichungen durch einen linearen Dämpfungsterm erweitert werden:
m r̈i = Fi − γ ṙi , i = 1, . . . , N . (2.14)
Die Dämpfungskonstante γ muß so gewählt werden, daß ein Kriechfall ein-
tritt, d.h. die Integrationsschritte sollten nicht über die jeweiligen Minima ent-
lang der Schrittrichtung ṙi hinausgehen. Die gesamte im System verbleibende ki-
netische Energie wird sich bei konstanter treibender Kraft und damit konstanter
Verrichtung von Arbeit am System nach den zusätzlichen Relaxationsvorgängen
auf einem geringen konstanten Niveau einstellen. Die gesuchte Energiebarriere
findet sich angenähert in der Fluktuation der potentiellen Energie in Abhängig-
keit von der Reaktionskoordinate, d.h. hier der Versetzungskoordinate.
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Nudged-Elastic-Band Methode
Neben der sequentiellen Abtastung des MEP im vorhergehenden Abschnitt ist ei-
ne parallele Anordnung denkbar. Dabei werden M Simulationszellen mit jeweils
N Atomen gekoppelt [131][130]. Die grundlegende Idee besteht darin, eine Kette
von Systemen in festen Abständen entlang des MEP zu verteilen. Abbildung
2.10 zeigt ein solches Vorgehen. Ließe man die einzelnen Systeme vollständig
relaxieren, so würden sie je nach Lage zum Sattelpunkt in einer der stabilen
Konfigurationen enden. In der Nudged-Elastic-Band Methode wird dies verhin-
dert, indem der 3N -dimensionale Kraftvektor
~FPotentialj = −∇~rj V (~rj) (2.15)
des Systems j , welcher an den N Atomen mit dem 3N -dimensionalen Ortsvek-
tor ~rj angreift, auf senkrecht zu dem durch die Glieder der Kette aufgespannten
Pfad projiziert wird. Entlang des Pfades wird eine harmonische Federkraft ge-
ringer Stärke eingesetzt, um die Systeme der Kette gleichmäßig auf dem MEP zu
verteilen. Für die begrenzenden Simulationszellen 1 und M gelten die normalen
Abbildung 2.10: Bestimmung der Sattelpunktslage durch die Nudged-Elastic-
Band Methode.
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Kraftgesetze ~FNEB1/M = ~F
Potential
1/M aus (2.15), für die anderen
~FNEBj = (~F
Potential
j )⊥ + (κj(~rj+1 − 2~rj +~rj−1))‖ . (2.16)
Während der erste Term die Lage des Pfades im Raum der Ortkoordinaten und
der potentiellen Energie bestimmt, leistet der zweite Term die Verteilung der
Simulationszellen als Stützstellen des Pfades. Für die übliche Wahl einer klei-
nen Federstärke κ = κj ereicht man eine Gleichverteilung der Simulationszellen
entlang des Pfades. Durch die Projektion der Potentialkraft (~FPotentialj )⊥ wird
erreicht, daß die Simulationszelle j gegen das ihr nächste Minimum bei Zelle 1
oder M konvergiert, die Projektion der Federkraft verhindert bei ausreichend
großem M das Schneiden von Ecken im Potentialprofil. Durch die Entkopplung
wird auch mit einer geringen Anzahl an Simulationszellen M eine gute Annähe-
rung an den MEP gewährleistet, der nach gleichen Bedingungen definiert ist,
siehe Seite 24.
Zu beachten ist, daß es in komplexeren Potentialhyperebenen zu zwei End-
punkten mehrere Pfade geben kann, die jeweils das Kriterium eines MEPs erfüllen.
Hier ist die Wahl des Pfades entscheidend, mit dem man die Iterationsprozedur
beginnt. Ein Beispiel dafür findet sich auf Seite 55.
Für die Simulation von Versetzungen wurde die NEB Methode bisher erfolg-
reich angewandt für die Untersuchung des Kletterns von aufgespaltenen Schrau-






In der klassischen Theorie der Versetzungen gibt es zwei konkurrierende Kräfte,
welche die Ruhelagen von aufgespaltenen Versetzungen in [111]-Ebenen von ku-
bisch flächenzentrierten (fcc) Kristallstrukturen bestimmt:
• die abstoßende elastische Wechselwirkung zwischen den Versetzungen, wel-
che durch die Peach-Köhler Kraft auf eine Versetzung im Spannungsfeld
der jeweils anderen gegeben ist,
• und die Kraft auf die Versetzung aufgrund der Stapelfehlerenergie γ, der
atomistischen Energie, die aus den Änderungen der Nachbarschaftsverhält-
nisse der Atome aufgrund des Wechsels von einer Stapelfolge ABC auf
ABA (siehe Abbildung 2.6) resultiert.
Abbildung 3.1 der zugehörigen Gesamtenergie zeigt , daß diese ein eindeutiges
Minimum besitzt. Die Berechnung der Peach-Koehler Kraft geht davon aus, daß
die Energieänderung der Versetzung bei Bewegung um den infinitesimalen Vektor
δr im lokal konstanten Spannungsfeld σ gleich der Kraft F auf die Versetzung
ist. Bei einer geraden Versetzung mit Länge L, Linienvektor ξ, Burgersvektor b1
in der Ebene n[111] · r = 0 ist die Energieänderung pro Längeneinheit
28
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Abbildung 3.1: Skizze möglicher stabiler Aufspaltungsweiten für eine gerade Ver-
setzung bei positiver Stapelfehlerenergie.






= (σ · (ξ × δr) · b1
= (σ · n[111]) · b1 |δr| . (3.1)
Wie aus A.1 ersichtlich gilt für die Kraft in der Gleitebene einer parallelen
Versetzung im Abstand x mit Burgersvektor b2








Die Energieänderung aufgrund des Stapelfehlers für die gleiche Fläche |δr|L ist
δW
L
= γ|δr| . (3.3)
Damit folgt für die Aufspaltungsweite der Ruhelage
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Mit den elastischen Konstanten, Stapelfehlerparametern und Gitterkonstante für
Kupfer
c11 c12 c44 γ
FS a0
168, 4 GPa 121, 4 GPa 75, 4 GPa 36mJm2 3, 615 Å
erhält man bei der Aufspaltung b0 → b1 + b2 für gerade Stufen- und Schrau-
benversetzungen für den kontinuumsmechanischen Ansatz:






























36, 3 Å 34± 7 Å [136]
.
Nimmt man jedoch die atomistische Struktur hinzu, wie sie in der einfachen
Form durch das Peierls-Nabarro Modell (2.1.2) beschrieben wird, so wird dem
Energieverlauf eine periodische Abfolge von Energiebarrieren überlagert (Abb.
3.1). Das Resultat ist die Existenz mehrerer lokaler Minima, die durch ihre Lage
im Kristallgitter und die Aufspaltungsweite bestimmt sind. In der atomistischen
Simulation sind die Komponenten, elastische Wechselwirkung, Stapelfehlerener-
gie sowie periodische Energiebarrieren, direkt vorhanden, so daß sich sowohl für
die betrachteten geraden Stufenversetzungen, als auch für die geraden Schrau-
benversetzungen mehrere Ruhelagen ergeben sollten.
Als Grundlage für alle weiteren Simulationen ist es notwendig diese stabilen
Lagen systematisch zu bestimmen. Dazu wurden verschiedene Simulationszellen
einer einheitlichen Größe von ca. 240000 Atomen jeweils einem Relaxationsprozeß
unterzogen. Ausgangspunkte waren jeweils die Verschiebungen der anisotropen
elastischen Lösungen aus A.1 für eine Variation von Aufspaltungsweiten und
Versetzungspositionen.
3.1 Gerade Stufenversetzung
Aufspaltungsweite In Abbildung 3.2 sieht man 19 Start- und Endkonfigura-
tionen der Versetzungslinien einer aufgespaltenen Stufenversetzung (siehe auch
Abb. 3.3(i) ). Die Startkonfigurationen haben alle eine Aufspaltungsweite d0
von 42.4 Å und sind gegeneinander mit einem Abstand von 0.64 Å verschoben
angeordnet. Der nächste Abstand zweier benachbarter Atome im ungestörten
Kristallgitter von Kupfer beträgt b0 = a0√2 ≈ 2.56Å. Dies ist auch die Länge
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des gesamten Burgersvektors. Durch die Aufspaltung erwartet man eine stabile
Lage pro Partialversetzung im Abstand von b02 . Die untere Hälfte von Abb. 3.2
zeigt die relaxierten Konfigurationen nach mehr als 16000 Schritten. Es treten


























Abbildung 3.2: Versetzungskonfigurationen gleicher Aufspaltungsweite an ver-
schiedenen Positionen.
Ein weiterer Versuch, Abb. 3.3(ii), mit einer Anfangsaufspaltungsweite d0
von 40, 7 Å liefert für 7 Simulationen mit ebenfalls um 0, 64 Å translatierten
Stufenversetzungen liefert auch eine Aufspaltungsweite d = 41, 0 Å. Im dritten
Versuch, Abb. 3.3(iii), wurde für 19 Konfigurationen unter Festhalten der Lage
einer Partialversetzung eine Variation der Anfangsaufspaltungsweiten d0 zwi-
schen 36, 6 Å und 48, 2 Å mit Hilfe der elastischen Lösung modelliert. Bei den
Relaxationsrechnungen dieser Konfigurationen findet sich eine weitere stabile
Lage im Bereich d = 40, 3 Å. In Abbildung 3.3 sind alle relaxierten Konfigura-
tionen eingetragen. Man erkennt, daß im Gegensatz zu den Versuchen (i) und
(ii) die Aufspaltungsweiten d der relaxierten Systeme aus (iii) erhebliche Streu-


























Abbildung 3.3: Stabile Aufspaltungsweiten für eine gerade Stufenversetzung in
der (111)-Ebene von Kupfer, aufgetragen über dem Abstand der Gesamtverset-
zung vom Mittelpunkt der Simulationszelle. Die Fälle (i)-(iii) bezeichnen die im
Text bzw. in Abb. 3.2 beschriebenen Scharen von Anfangskonfigurationen.
Abbildung 3.4: Stabile Aufspaltungsweiten für eine gerade Stufenversetzung in
Kupfer. Aufsicht auf die Ebene senkrecht zum Linienvektor [12̄1].
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ungen aufweisen. Dies ist begründet in den z.T. großen Unterschieden zwischen
Start- und Endkonfiguration, so daß insbesondere für die Startkonfigurationen
mit d < 40Å oder d > 44Å auch nach ca. 25000 Relaxationsschritten noch nicht














Die atomistische Bedeutung der drei ge-
fundenen Aufspaltungsweiten d kann man er-
kennen, wenn man entlang der Versetzungs-
linie auf den Versetzungskern blickt. Abbil-
dung 3.4 (S. 32) zeigt, daß die einzelnen Par-
tialversetzungen so liegen, daß sich bezüglich
der eingeschobenen Halbebene eine symmetri-
sche Anordnung ausprägt. Nach der Klassi-
fikation aus Abbildung 3.5 kann man den
Fällen a)-c) aus Abbildung 3.4 die Kombinatio-
nen
a) b) c)
I - I I - II II - II
d = 40, 3 Å d = 41, 0 Å d = 41, 8 Å
ermitteln. Damit erhält man für die Lage der Par-
tialversetzungen eine Periodizität von ungefähr
b0
4 = 0.64Å entlang des Burgersvektors b0 =
[1̄01]. Die Abweichungen sind durch die mögliche
Genauigkeit der präsentierten Werte und durch
die Tatsache bedingt, daß sich die Lagen der Halb-
ebene aufgrund der Konkurrenz zwischen Wechselwirkung der Partialversetzun-





































Abbildung 3.6: Stapelfehler Parameter γi aus 2.11 für Stufenversetzung.
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Weite des Versetzungskerns Betrachtet man für die Aufspaltungsweite d =
41, 0 Å den Verlauf des Stapelfehlerparameters γi aus Seite 16, so ist die Brei-






) ein Maß für die Kernweite
der jeweiligen Partialversetzung. Der Wert von 9± 1 Å, ermittelt aus Abb. 3.6,
kann nicht mit den Kernweiten verglichen werden, die durch Bestimmung der
Burgersvektordichte ermittelt werden, z.B. [93][73]. Der in der Literatur beob-
achtete Faktor > 2 zwischen elastischer Lösung und atomistischer Simulation
kann hier nicht beobachtet werden. Prägt man eine anisotrope elastische Lösung
mit gleicher Aufspaltungsweite auf die Atomkonfiguration, so reduziert sich die
Kernweite auf 7, 5±1 Å, ebenfalls aus Abb. 3.6, d.h. der Faktor ist nur 1, 2. Man




























Mittlere Versetzungsposition in 0.1nm
(i)
(ii)
Abbildung 3.7: Stabile Aufspaltungsweiten für eine gerade Schraubenversetzung
in der (111)-Ebene von Kupfer aufgetragen über dem Abstand der Gesamtver-
setzung vom Mittelpunkt der Simulationszelle.
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3.2 Gerade Schraubenversetzung
Aufspaltungsweite Für die gerade Schraubenversetzung wurden ebenfalls die
verschiedenen möglichen Aufspaltungsweiten d und stabilen Lagen bestimmt.
In Abbildung 3.7 sind zwei Simulationsreihen dargestellt. Zum einen wurden
19 Konfigurationen mit der Aufspaltungsweite d0 = 17, 1 Å angenommen, de-
ren Ausgangskonfigurationen 0, 64 Å auseinander liegen. Dieser Fall (i) liefert,
ähnlich dem Fall (i) für die aufgespaltene Stufenversetzung, zwei stabile Aufspal-
tungsweiten 16, 9 Å und 18, 8 Å (siehe Abb. 3.7). Die Differenz von 1, 9 Å läßt
auf eine Anordnung entlang der [12̄1]-Richtung mit der Periodizität a0
√
3
8 = 2, 2
Å schließen. Abbildung 3.9 zeigt, daß die stabilen Lagen der einzelnen Partial-
versetzungen die Periodizität von a0
√
3
8 sehr gut einhalten. Die Abweichung des
Unterschiedes in der Aufspaltungsweite um 0, 3 Å ist auf die ebenfalls geänder-
ten Wechselwirkungen zurückzuführen. Innerhalb dieses Abstandes von a0√
3
lie-
gen drei (12̄1)-Ebenen, jedoch scheint nur eine von diesen Lagen für die einzelne
Partialversetzung stabil zu sein. Zum anderen zeigt der Fall (ii) die Variation
der Anfangsaufspaltungsweite d0 zwischen 11 Å und 31 Å durch 19 äquidistante
Konfigurationen (siehe auch Abb. 3.8). Aus diesem großen Intervall ergeben sich
nach ca. 30000 Iterationsschritten 6 stabile Aufspaltungsweiten d : 13, 4 Å, 15, 0
Å, 16, 9 Å, 18, 8 Å, 20, 7 Å und 22, 6 Å mit einer methodischen Unsicherheit
von jeweils ±0, 1 Å. Die Schwankungen um die jeweils auftretenden mittleren
Aufspaltungsweiten d sind maximal von der Größenordung ±0, 03. In 3.10 sind
die zugehörigen Atomanordnungen gezeigt. Anders als bei der Stufenversetzung
sind die ausgezeichneten Lagen des Versetzungskerns nicht so gut zu erkennen,
d.h. die Variation der Positionen der Partialversetzungen sind auch aufgrund des
größeren Aufspaltungsintervalls stärker ausgeprägt. Eine genauere Betrachtung
ergibt jedoch ebenfalls eine Kopplung an eingeschobene Halbebenen. Bezüglich
der Stufenkomponenten stellen die Partialversetzungen einen Versetzungsdipol
dar, bei dem an den Positionen der Partialversetzungen aus jeweils verschiede-
nen Richtungen (21̄2)- bzw. (121)-Halbebenen eingefügt sind. In Abbildung 3.11
ist dies am Beispiel der Konfiguration mit der Aufspaltungsweite 16, 9 Å ein-
gezeichnet. Die anderen Fälle aus Abbildung 3.10 lassen sich auf gleiche Weise
deuten. Damit ist auch die Periodizität mit jeder dritten (12̄1)-Ebene aus den
geometrischen Überlegungen ableitbar.
Weite des Versetzungskerns Die Weite des Kerns wurde ebenfalls an der
Konfiguration mit Aufspaltungsweite d = 16, 9 Å bestimmt. Im relaxierten Zu-
stand haben die Partialversetzungen eine Kernweite von 7± 1 Å, gemessen nach
der Methode von Seite 33. Eine Simulationszelle mit aufgeprägter anisotroper
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Position der linken Partialversetzung entlang 
[1-21]-Richtung in c = a sqrt(3/8)
Abbildung 3.9: Stabile Lagen der einzelnen Partialversetzungen der Schrauben-
versetzung aus Abbildung 3.7(i) gegeneinander aufgetragen.
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Abbildung 3.10: Stabile Aufspaltungsweiten für eine gerade Schraubenversetzung
in Kupfer. Aufsicht auf die Ebene senkrecht zum Linienvektor [1̄01].





Abbildung 3.11: Eingeschobene (21̄2)- bzw. (121)-Halbebenen an den Verset-
zungspositionen.
linearer elastischer Lösung von gleicher Aufspaltungsweite ergibt eine Kernweite
von 6± 1 Å, d.h. zwischen elastischer und atomistischer Lösung liegt ein Faktor
von ungefähr 1, 3. Da die Aufspaltungsweite deutlich geringer ist als für die Stu-
fenversetzung, die Weite der Versetzungskerne jedoch nur um 30%, findet man
im Fall der Schraubenversetzung eine größere Überlappung der Kernstrukturen.
Diese ist jedoch weiterhin so gering, daß man von deutlich getrennten Verset-
zungskernen ausgehen kann. Einzig der reine Stapelfehlerbereich mit Werten des
Stapelfehlerparameters γi nahe Null, ist weniger stark ausgeprägt bzw. γi er-
reicht mit nur 0.15 a0√
3
einen höheren Wert als 0.04 a0√
3
für die Stufenversetzung
(siehe Abb. 3.6). Man kann also annehmen, daß die Wahl der Stufenfunktion zwi-
schen den Partialversetzungen zur Beschreibung der Stapelfehlerenergie in der
einfachsten Abschätzung der Aufspaltungsweite aus Gleichung 3.4 diesen Teil der

































Abbildung 3.12: Stapelfehler Parameter γi aus 2.11 für Schraubenversetzung.










Stellvertretend für die gemischten Versetzungen wurde die
sogenannte 60◦-Versetzung simuliert, bei der der Winkel
zwischen gesamten Burgersvektor b0 = 12 [01̄1] und Li-
nienvektor ξ = 16 [12̄1] 60






6 [12̄1]. Es wurde eine Relaxationsrech-
nung mit der Anfangsaufspaltungsweite d0 = 24, 5 Å und
der stabilen Aufspaltungsweite d = 33, 6 Å durchgeführt.
Wie man aus den Abbildungen 3.13 und 3.14 ersehen
kann, ist diese Konfiguration im Gegensatz zu Stufen- und
Schraubenversetzung nicht symmetrisch, sondern besteht
aus einer Partialversetzung (b) von gemischtem Charak-
ter, wie sie bei der Schraubenversetzung auch vorkommt,
und einer Partialversetzung (a), die eine reine Stufenver-
setzung ist.
Abbildung 3.14: Stabile Aufspaltungsweite für ein gerade 60◦- Versetzung in
Kupfer. Aufsicht auf die Ebene senkrecht zum Linienvektor [1̄01].
Diese Unsymmetrie findet sich auch im Profil des Stapelfehlerparameters γi
wieder. Die Partialversetzung (a) hat die Weiten 9, 5±1 Å im atomistischen und
7, 5 ± 1 Å im anfänglich elastischen Zustand. Dies stimmt wie zu erwarten gut
mit den Werten der Stufenversetzung überein. Der Kern der Partialversetzung
(b) ist 6± 1 Å im atomistischen und 4, 7± 1 Å im elastischen Fall, also ähnlich
dem der Schraubenversetzung.
3.4 Diskussion der Ergebnisse
In der atomistischen Simulation von Versetzungen in Kupfer gibt es in der Lite-
ratur eine Vielzahl von berichteten Aufspaltungsweiten:
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• für Stufenversetzungen 20 Å [5], 32 Å [75], 31− 55(77) Å [119], 23 Å [76],
54 Å [123] und 28.3 Å [93]
• sowie für Schraubenversetzungen 15 Å [75] und 16.0 Å [93].
Die vorliegenden Simulationen liefern Aufspaltungsweiten von 40, 3 Å, 41, 0
Å und 41, 8 Å für die Stufenversetzung, 13, 4 Å, 15, 0 Å, 16, 9 Å, 18, 8 Å, 20, 7 Å
und 22, 6 Å für die Schraubenversetzung und als Stichprobe 33, 6 Å für die 60◦-
Versetzung in der (111)-Ebene von kubisch-flächenzentriertem Kupfer. Diese lie-
gen in guter Übereinstimmung mit den verfügbaren Meßwerten von 38 ± 6 Å
[135], 18± 8 Å [135] und 34± 7 Å [136], insbesondere wenn man die dort einzeln
gefundenen Aufspaltungsweiten ansieht [135][137]. Diese Übereinstimmung kann
als Test für die atomistischen Potentiale aus Kapitel 2.2.1 gewertet werden. Ins-
besondere die Eigenschaften der Potentiale in der Nachbildung der elastischen
Wechselwirkung und der Stapelfehlerenergie γFS = 36 Jm2 werden damit bestätigt.
Diese Eigenschaften können aufgrund der großen Aufspaltungsweiten und der
geringen Überlappung der Kerne der Partialversetzungen separiert werden.
Die z.T. deutlichen Abweichungen zwischen den Werten dieser Arbeit sowie
den Meßwerten und den Ergebnissen anderer Simulationen sind in der Wahl der
atomistischen Potentiale begründet, welche an Stapelfehlerenergien von 30 Jm2
bis 70 Jm2 angepaßt sind. Daneben kann die Wahl der Randbedingungen der Si-
mulationszelle die Ergebnisse beeinflussen, sowohl durch die reine Größe der
Simulationszelle [5][75] als auch durch die Wahl der Randbedingungen [119],
Abbildung 2.7. Die in [93] diskutierte Abweichung der Kernweiten zwischen ela-
stischer und atomistischer Rechnung in der Größe eines Faktors 2 kann in dieser
Arbeit nicht bestätigt werden. Im Gegenteil sind die Unterschiede mit maximal
30% so gering, daß die Benutzung der anisotropen linearen Elastizitätstheorie



































Abbildung 3.15: Stapelfehler Parameter γi aus 2.11 für gemischte Versetzung.
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gerechtfertigt erscheint. Die großen Abweichungen in der Kernweiten anderer Si-
mulationen lassen sich zum einen durch die Potentiale, zum anderen durch die
Tatsache erklären, daß für Atomistik und Kontinuumslösung verschiedene Me-
thoden zur Bestimmung der Kernweite herangezogen wurden. Eine bessere Aus-
wertung und Anpassung an die Simulation wird erst möglich sein, wenn sowohl
die Simulation der Versetzung als auch die der zugehörigen Elektronenstreuung
als eine Ab-Initio-Simulation der atomaren Anordnung und elektronischen Dich-





Im vorherigen Kapitel wurden die stabilen Lagen von unendlich langen gera-
den Versetzungen betrachtet. Zur Durchführung der zugehörigen Relaxations-
rechnungen reicht es mit einem Iterationsverfahren und den flexiblen statischen
Randbedingungen von Seite 22 die Beträge der auftretenden atomaren Kräfte
auf Null, d.h. in der Praxis unter einen sehr geringen Schwellenwert, zu bringen.
Um die Energiebarriere zwischen zwei stabilen Zuständen durch die Simulation
zu erfassen und zu quantifizieren, gilt es drei Aufgabenstellungen zu lösen:
1. Auswahl geeigneter benachbarter Zustände aus den in Kapitel 3 berechne-
ten Konfigurationen,
2. Anwendungen einer Methode aus 2.3.3 zur Bestimmung der Zwischen-
zustände und
3. Sinnvolle Maßfunktion für die Energie der Konfiguration.
Die vorgestellten Ergebnisse werden am Ende des Kapitels diskutiert.
4.1 Gespeicherte Energie einer Versetzung
Die Bestimmung der gespeicherten mechanischen Energie, d.h. des Energiean-
teils, der vollständig durch die interatomaren Potentialfunktionen berechnet wer-
42
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den kann, ergibt sich für eine vorliegende Simulationszelle einfach aus der Summe

























Gleitebene senkrecht zur Versetzungslinie in 0.1nm
Stufenversetzung
Schraubenversetzung
Abbildung 4.1: Energiedichteverteilung in der Ebene jeweils senkrecht zur Ver-
setzungslinie für eine Stufenversetzung (a)) und eine Schraubenversetzung (b)),
sowie deren Beträge nahe der (111)-Gleitebene.
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Diese einfache Bestimmung ist, wie in Punkt 3 oben angedeutet, jedoch nicht
notwendig eine Größe, die einen Vergleich zwischen verschiedenen Konfiguratio-
nen direkt ermöglicht. Da es sich bei einer Versetzung um einen Defekt mit
langreichweitiger Wechselwirkung handelt, zeigt auch die Energiedichte (Abb.
4.1) in größerer Entfernung vom Versetzungskern noch deutliche Änderungen.
Eine Integration bzw. Summation über diese Energieanteile ergibt eine Energie,
welche von drei Parametern abhängig ist:
1. von der Größe der Simulationszelle,
2. von der Form der Simulationszelle und
3. von der Lage der Versetzung in dem simulierten Volumen.
Die Betrachtung der elastischen Lösung zeigt, daß die Energiedichte als Inte-
grand in Gleichung A.11 mit dem Faktor 1r2 für den Abstand r von der jeweili-
gen Partialversetzung abnimmt. Abbildung 4.1 zeigt ein vergleichbares Verhalten
für die atomistische Simulation. In der Simulation ist die Energiedichte gleich
der Energie des spezifischen Atoms dividiert durch das Volumen der zugehöri-
gen Wigner-Seitz Zelle. Damit und mit den ebenfalls in 4.1 abgebildeten Mu-
stern der Energiedichteverteilung sind die Punkte 1 und 2 direkt zu erschließen.
In den Simulationen dieser Arbeit kamen ellipsoid und quaderförmige Geome-
trien zum Einsatz. Die Abhängigkeit von der Größe im atomistischen Fall als
Ausschnitt eines größeren Simulationsvolumens in ellipsoidischer Geometrie aus
Abb. 4.2 ist ähnlich der erwarteten logarithmischen der Elastizitätstheorie [1].
Wählt man also zwei Konfigurationen mit gleichem Volumen, so kann ein Ver-
gleich der Energien, d.h. z.B. eine Differenzbildung aussagekräftig sein, da sich
der für beide fehlende Energieanteil außerhalb des Volumens ebenso auslöscht,
wie der für beide gleiche Anteil im Volumen. Reduziert man die Energie noch auf
eine Energie pro Einheitslänge entlang der Versetzungslinie, so erhält man eine
vergleichbare Größe. Eine Einschränkung zu dem beschriebenen Verfahren be-
steht, wenn die Lage der Versetzung innerhalb des Volumens variiert, wie es z.B.
in Abb. 3.2 gezeigt wird. Dabei werden Teilvolumina mit höherer Energiedichte
durch solche mit niedrigerer Energiedichte ersetzt, wie aus Abb. 4.1 ersichtlich
ist. Eine elastische Abschätzung des Effekts erhält man, wenn man das Inte-
gral der Gesamtenergie aus Gleichung A.11 umschreibt. In die Koordinaten der




b2 ≤ 1} (Abb. A.1) senkrecht zur Versetzungslinie pro-
jiziert ergeben sich die Koordinaten r = xm + yn wie in der Skizze 4.3 gezeigt.
Die Lagen der Partialversetzungen sind damit −d2 + l und
d
2 + l. Aus der Formel


















































Abbildung 4.2: Energie von Stufen- bzw. Schraubenversetzung pro Länge in einer
Ellipse senkrecht zur Versetzungslinie aufgetragen über der großen Halbachse der
Ellipse. Das Verhältnis der Achsen beträgt 6 : 1 für die Stufen- bzw.5 : 1 für die
Schraubenversetzung.
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Eine Reihenentwicklung in l, sowie die Symmetrieüberlegung, daß es aufgrund
der identischen Energieänderung für die Richtungen ±l keine ungeraden Terme
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Abbildung 4.3: Ellipse senkrecht zur Versetzungslinie.
Da d und a in realistischen Rechnungen deutlich größer sind als l, sind die Terme
für l0, l2 und l4 ausreichend für die Abschätzung des Effektes. Abbildung 4.4
zeigt auch für eine atomistische Rechnung eines Ausschnittes aus einem größeren
Volumen dieselbe Abhängigkeit von der 2. und 4. Potenz von l. Die deutlich
verschiedenen Energien der Parabeln sind durch die unterschiedlichen simulierten
Volumina und die stärkeren Relaxationen der atomistischen Lösung zu erklären.
Neben den bisher beschriebenen Effekten kann die Energie auch von den
verwendeten Randbedingungen abhängen. Im Fall freier oder statischer Rand-
bedingungen ist dies offensichtlich. Durch die Mitführung der benutzten flexibel
statischen Ränder wird die hiervon ausgehende Störung sehr klein und sorgt
in erster Linie für eine Abweichung vom rein atomistischen aus Abb. 4.4 hin
zum elastischen. Ist also für eine bestimmte Klasse von Konfigurationen bei glei-
chem Volumen und gleicher Atomzahl die Energie bekannt, so kann man mit
dem obigen Ansatz eines Polynoms 4. Grades zur Korrektur die Aussagekraft
der Simulation noch erhöhen. Dies zeigt Abbildung 4.5, welche zu den Fällen
(i) und (ii) auf Seite 32 sowie (i) auf Seite 34 die zugeordneten Energien zeigt.
Für die Stufenversetzung ergibt sich eine gute Übereinstimmung mit der Para-
belform, für die Schraubenversetzung ist dies durch weniger Werte mit höher-
en Schwankungen nicht so gut. Die höheren Schwankungen resultieren aus der
geringeren Iterationszahl. Insgesamt ist zu bemerken, daß die gefundenen Dif-
ferenzen in der Größenordung von 10−5 eV
Å
bei ca. 195000 Atomen mit je ca.
3, 51 eV Bindungsenergie und einer Versetzungslänge von ca. 70 Å eine Genau-
igkeit von ∆EE = 10
−10 ergeben. Dies wird durch die hohe Iterationszahl, d.h.
die Nähe zum asymptotisch erreichbaren kräftefreien Zustand, erreicht. Zur Aus-
wertung und Interpretation der folgenden Ergebnisse, in denen Energiebarrieren
in der Größenordung 3 · 10−5 − 10−4 eV
Å
zu sehen sein werden, sind die gefun-
denen Korrekturparabeln derselben Konfigurationsschar einsetzbar. Weiterhin
beziehen sich die unten angegebenen Zahlenwerte für Energien und deren Fehler
























































E(l)/L = 0.004 -8e-6*l^2 -2e-10*l^4























































E(l)/L = 1.01 - 8e-5*l^2 - 8e-8*l^4
E(l)/L = 0.66 - 6e-5*l^2 - 6e-8*l^4
Abbildung 4.4: Energienvariationen für die Verschiebung des Versetzungsmittel-
punktes relativ zum Simulationsvolumen im elastischen und im atomistischen
Fall. Die Lage der jeweiligen Maxima ist simulationsbedingt.

















































Differenz l zwischen Volumen- und Versetzungsmittelpunkt in 0.1 nm
Stufenversetzung
1.09840 - 1-64e-6*l^2 - 3.75e-10*l^4

















































Differenz l zwischen Volumen- und Versetzungsmittelpunkt in 0.1 nm
Schraubenversetzung
 0.7629 - 4.62e-6*l^2
 0.7625 - 4.61e-6*l^2
Abbildung 4.5: Energienvariationen für die Verschiebung des Versetzungsmittel-
punktes relativ zum Simulationsvolumen im atomistischen Fall für Stufenverset-
zungen oben und Schraubenversetzungen unten.
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auf das eingesetzte atomistische Potential 2.2.1, d.h. evtl. systematische Fehler,
welche sich aus der Wahl des Potentials ergeben, sind nicht quantifiziert.
4.2 Energiebarrieren aus der
atomistischen Rechnung
In diesem Abschnitt werden die Ergebnisse eines Großteils der Simulationsrech-
nungen vorgestellt. Neben den hier präsentierten Abbildungen und Daten gibt es
zu den einzelnen Unterabschnitten jeweils Animationen der Versetzungskonfigu-
rationen entlang der Sattelpunktspfade auf der beiliegenden CDROM, erreichbar
über eine kurze Zusammenfassung dieses Kapitels. Anhand der vorliegenden Er-
gebnisse werden die Vor- und Nachteile der beiden in 2.3.3 vorgestellten Verfah-
ren zur Bestimmung von Sattelpunkt und Minimalenergiepfad (MEP) bewertet.
Die zu erwartende Größe für die Energiebarriere ist eine Energie pro Länge
E
L der Versetzungslinie, angegeben in
eV
Å
, in Abhängigkeit eines Positionspara-
meters x ( in Å), der jeweils die relative Lage einer Partialversetzung x1/2 oder
des Mittelpunktes der gesamten Versetzung x0 = x1+x22 in der Gleitebene und
senkrecht zur Versetzungslinie angibt. Im Sinne einer Arbeitsfunktion einer qua-




die jeweils bewegte Versetzung. Die zugehörige kritische Spannung kann nicht
aus Kraft und Abgleitung bestimmt werden, da für die Abgleitung die Kennt-
nis der Versetzungsdichte maßgeblich ist. Eine gute Abschätzung gibt jedoch
die Auswertung der Peach-Koehler Kraft auf die Versetzung. Ist τ(x) die Span-
nungskomponente entlang x in der Gleitebene, so erhält man











Alternativ ist eine direkte Ermittlung der kritischen Spannung in der Simulation
denkbar, indem man dem Simulationsvolumen iterativ steigende Dehnungs- und
damit Spannungszustände über die Randatome aufprägt. Die kritische Spannung
ist an der Stelle zu verzeichnen, an der die folgende Iteration für die Versetzung
eine deutliche Bewegung in mindestens der Größenordnung einer Gitterperiodi-
zität, oft jedoch deutlich größer, in Bewegungsrichtung zeigt.
Eine Simulation dieser Art mit sehr feiner Schrittweite und hoher Anzahl von
Relaxationsschritten pro Spannungsschritt für eine Stufenversetzung ist in Abb.
4.6 gezeigt. Zu beobachten ist eine hohe kritische reine Scherspannung von ca.
50 MPa.
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Daneben zeigt die Auswer-
tung der Simulationsdaten, daß
die Aufspaltungsweite konstant
bleibt. Durch die vollständig sym-
metrische Spannungsverteilung
bleibt offensichtlich die mögli-
che und erwartete sequenziel-
le Bewegung der Partialverset-
zungen [53], d.h. unabhängige
Bewegung zur Minimierung der
Gesamtenergie der Versetzung,
unberücksichtigt. Um den erst
nach Erreichen der kritischen
Spannung überschrittenen Sat-
telpunkt auflösen zu können, muß
die Relaxation als Lösung der
Bewegungsgleichung mit hoher
Dämpfung realisiert werden. Die-
se Forderung ist jedoch komple-
mentär zu einer endlichen Itera-
tionszahl für Spannungen nahe
der kritischen Spannung. Die-
se gravierenden Nachteile führ-
ten zur Wahl der Methoden aus



























Abbildung 4.6: Kritische Scherspannung für eine
Stufenversetzung bei iterativer Spannungserhöhung.
des Systems in den Vordergrund, die Spannung ist eine abgeleitete Größe.
4.2.1 Stufenversetzung
Als Grundlage der folgenden Simulationen von Pfaden zwischen benachbarten
stabilen Konfigurationen dienen die aus Abschnitt 3.1. Die dort vorgestellten
Konfigurationen haben eine Versetzungslänge von 70, 8 Å und ellipsoidische Geo-
metrie mit je 239616 Atomen.
Einzelne Partialversetzung
Neben der Nachbildung physikalischer Fragestellungen eröffnet die Simulation
die Möglichkeit, Probleme gemäß dem Ansatz eines Gedankenexperimentes in
Teile zu separieren, die natürlich niemals beobachtbar wären. Um eine solche hy-
pothetische, jedoch sehr hilfreiche Betrachtung handelt es sich bei der Simulation
einer isolierten Partialversetzung. Die zugehörige zweite Partialversetzung wurde
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Position der Partialversetzung  entlang [-101] 
Burgersvektoren b=sqrt(0.5)a = 0.256 nm
Abbildung 4.8: Variation der potentiellen Energie pro Versetzungslänge bei
Translation einer Stufenpartialversetzung in der (111)-Gleitebene.
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durch den elastizitätstheoretischen Ansatz außerhalb des Simulationsvolumens
festgehalten. Bei der vorgegebenen Aufspaltungsweite von d0 ≈ 360|b0| ist die
elastische Wechselwirkung, welche mit dem Faktor 1d0 skaliert, vernachlässigbar.
Die einzige treibende Kraft für die Partialversetzung resultiert aus der Stapel-
fehlerenergie γFS (S. 30). Für die partielle Stufenversetzung mit Burgersvektor
b1 = a06 [1̄1̄2] entspricht die Stapelfehlerenergie nach 4.3 einer Spannung in der
Gleitebene von τ γ = 243MPa. Der großen Menge an freiwerdender Versetzungs-
energie im Kernbereich steht eine große Dämpfung gegenüber, so daß nach kurzer
Einklingphase (Abb. 4.7) die Temperatur der wärmeren Atome im Versetzungs-
kern in der Größenordnung TKern < 30mK ist.
Bereinigt man den zweiten Teil der Energiekurve aus Abbildung 4.7 um den
linearen Anteil der Stapelfehlerenergie und den parabolischen Anteil 2. und 4.
Ordnung aus 4.1 so behält man die reine Variation der im atomaren Potential
gespeicherten Energie pro Länge bei Translation der Partialversetzung in der
Gleitebene (Abb. 4.8). Man erkennt eine Abnahme der Amplitude der Energie-
variation mit zunehmendem x, d.h. mit zunehmender Schrittzahl der Simulation.
Zurückzuführen ist diese Abnahme auf den exponentiell abklingenden Energiean-
teil der unrelaxierten Startkonfiguration durch die Verwendung der überdämpf-
ten Bewegungsgleichung. Eine Korrektur auf eine asymptotisch zu erreichende
Endamplitude ist aufgrund der wenigen Werte mit großer Unsicherheit behaf-
tet und unterbleibt aus diesem Grund. Der kleinste Abstand von Minimum und
Maximum liefert mit 4, 2 · 10−5 eV
Å
eine obere Abschätzung für die Energieb-
arriere der einzelnen Partialversetzung. Die auftretende Variation der Energie
ist periodisch mit der Komponente des Burgersvektors b1 entlang der Bewe-
gungsrichtung x. Abbildung 4.9 zeigt die zugehörigen Atomkonfigurationen im
Versetzungskern. Die Maxima korrespondieren mit den auf Seite 32 gezeigten
stabilen Lagen. Energetisch sind die beiden im Wechsel auftretenden Lagen, die
mit symmetrisch eingeschobener Halbebene auftreten, nicht zu unterscheiden.
Die Ableitung der Energiekurve aus Abbildung 4.8 zeigt Abbildung 4.10.
Damit läßt sich die kritische Spannung zur Überwindung der Energiebarriere
mit 4.3 abschätzen durch
τ kritischPartielle Stufe < 25MPa . (4.4)
Elementare Übergänge mit der Nudged-Elastic-Band Methode für
aufgespaltene Stufenversetzungen
Simulationen des MEP mit der Nudged-Elastic-Band Methode haben den Vor-
teil, daß sie wesentlich genauer sind als die im vorherigen und nächsten Abschnitt
präsentierte quasistatische Bewegungssimulation. Die Genauigkeit gründet auf
dem Fehlen jeglicher kinetischer Energieanteile und der hohen Iterationszahl
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Position der Partialversetzung  entlang [-101]
Burgersvektoren b=sqrt(0.5)a = 0.256 nm
Abbildung 4.10: Variation der Kraft auf die Versetzung pro Versetzungslänge bei
Translation einer Stufenpartialversetzung in der (111)-Gleitebene.
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von mehr als 10000. Nachteilig ist, daß man nur einen ausgewählten Übergang
untersuchen kann. Dieser Nachteil wird jedoch durch eine gute Vorauswahl, wie
sie die systematisch angelegten Simulationen in Kapitel 3 darstellen, kompen-
siert. Ausgewählt wurden vier benachbarte Konfigurationen. Zur Erreichung des
Energieprofils der einzelnen Pfade wurden diese getrennt mit fest vorgegebe-
nen Randkonfigurationen gemäß der Nudged-Elastic-Band Methode (Seite 26)
ermittelt. Die Kombination verschiedener Übergänge spiegelt die möglichen Ein-
zelschritte der Partialversetzungen wider (Abb. 4.11). Die gezeigten Kombina-
tionen, dargestellt durch die geraden Linien in Abb.4.11, sind als solche stabil
und zeigen damit, daß zwischen den Pfaden, d.h. innerhalb der beiden einge-
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Abbildung 4.11: Kombinationen von Aufspaltungsweiten und Lagen der Parti-
alversetzungen
Deutlicher zeigt sich diese Tatsache in den Abbildungen 4.12 und 4.13. Es fällt
auf, daß die beiden benachbarten Konfigurationen gleicher Aufspaltungsweite
mit symmetrisch eingefügter Halbebene wiederum energetisch gleichwertig sind.
Die ganze Stärke der NEB Methode erweist sich im folgenden. Die je zwei Pfa-
de der sequentiellen Translation der Partialversetzungen, d.h. I− III + III− II
und III− II + II− IV, werden zu je einem Pfad zusammengefaßt und einer
erneuten Rechnung unterworfen. Die vorher festen Endpunkte III und II sind
frei relaxierbare Simulationszellen in der Mitte des neuen Pfades geworden. Ne-
ben einem weiteren deutlichen Relaxationspotential hin zu niedrigeren Energien,


















































































Abbildung 4.13: Energieprofile der zusammengelegten Pfade
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welches den hohen Rechenaufwand rechtfertigt, erkennt man, daß diese Pfade
sich nicht mehr an den lokalen Minima der vorher festen Endpunkte orientie-
ren, sondern den günstigsten Pfad entlang der Flanke der zweidimensionalen
Energiebarriere erreichen (Abb.4.13). Die Höhen der Energiebarrieren sind mit
ca. (3 ± 1) · 10−6 eV
Å
in derselben Größenordnung, wie der Energiebeitrag durch
Erhöhung der Aufspaltungsweite. Im Fall I− III− II wird eine Versetzung mit
der Aufspaltungsweite d = 41, 0 Å direkt, d.h. I− II, sowie über die Aufweitung
auf d = 41, 7 Å, d.h.I− III− II, bewegt, wobei der zweite Pfad eine doppelt so
große Sattelpunktsenergie hat. Der direkt Pfad sollte als gegenüber jenem mit
der Aufweitung bevorzugt werden. Anders ist der Fall III−II−IV in Abbildung










































Abbildung 4.14: Pfad für Stufenversetzung mit d = 41, 7 Å.
In Abbildung 4.14 ist eine Halbierung der Sattelpunktsenergie für den indi-
rekten Pfad III−II−IV gegenüber dem direkten Pfad III−IV zu beobachten.
Die Partialversetzungen führen eine korrelierte asynchrone Bewegung aus, in-
dem erst die linke und dann die rechte zur Translation der Gesamtversetzung
beitragen. Betrachtet man die zugehörigen Kräfte auf die Versetzung, d.h. die
maximalen Steigungen der Energiebarrieren, so erhält man ein umgekehrtes Er-
gebnis. Als Differentiationsvariable wird die Mittelpunktslage der Versetzung
verwandt, da eine getrennte Differentiation nach den Einzelkoordinaten der Par-
tialversetzungen bei der Berechnung der kritischen Spannung in der Gleitebene
durch den jeweils kleineren Burgersvektorbetrag ausgeglichen wird. Es gilt für
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die resultierenden kritischen Spannungen
τ kritischAsynchron ≈ 2 · τ kritischSynchron ≈ 0, 95± 0, 02MPa . (4.5)
Insgesamt gilt für alle in Abbildung 4.13 auftretenden Pfade, daß die kritischen
Spannungen




























Versetzungslage in b = sqrt(0.5)a = 0.255nm
Abbildung 4.15: Energievariation bei quasistatischer Bewegung einer Stufenver-
setzung
Quasistatische Bewegung einer geraden Stufenversetzung
Für eine Stufenversetzung mit der Anfangsaufspaltungsweite von d = 41, 7 Å
wurde eine quasistatische Bewegung simuliert, indem für eine überdämpfte Be-
wegung eine externe Spannung von 200MPa als [100]-Zug angelegt wurde. Im
Laufe der Simulation wird die Stufenversetzung auf den Wert von d = 40, 5 Å
komprimiert. Dabei fluktuiert die Aufspaltungsweite mit dem Betrag von ±0, 04
Å um den fallenden Mittelwert (Abb. 4.17). Eine detaillierte Untersuchung er-
gab, daß innerhalb der möglichen Auflösung für die hier 71 Å lange Versetzung
kein Kinkpaarmechanismus zu erkennen war, obwohl man diesen mit einer sehr
































Versetzungslage in b = sqrt(0.5)a = 0.255nm































Versetzungslage in b = sqrt(0.5)a = 0.255nm
Abbildung 4.17: Aufspaltungsweite der Stufenversetzung bei quasistatischer Be-
wegung
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flachen und langen Kinke hinter dem gitterperiodischen Verhalten der Aufspal-
tungsweite vermuten muß. Zusammen mit dieser Fluktuation in d findet man
nach einer Datenanalyse ähnlich der auf Seite 53 die in Abbildung 4.15 gezeigte
Energiebarriere von 2−2.5 ·10−5 eV
Å
, welche in der Größenordnung zwischen den
Ergebnissen der einzelnen Partialversetzung und denen der NEB Methode liegt.
Die geringe Restdynamik der Simulationsmethode ist in den schwankenden Ma-
xima und Minima wiederzuerkennen. Die in den drei Abbildungen auftauchende
Unstetigkeit bei (n + 34 )b hat numerische Ursachen durch eine Unterbrechung
der Simulationsrechnung. Die zugehörige kritische Spannung ist nach Abbildung
4.16
τ kritischStufe quasistatisch ≈ 3± 0, 1MPa . (4.7)
4.2.2 Schraubenversetzung
Einzelne Partialversetzung
Analog zur Vorgehensweise für die Stufenversetzung wurde die Energiebarrie-
re und kritische Spannung für eine freie Schraubenpartialversetzung mit der
überdämpften Simulationsmethode bestimmt. Die Variationen treten ebenfalls




zugehörige Energiebarriere ergibt sich aus Abbildung 4.18 mit (5 ± 1) · 10−4 eV
Å
trotz besserer Korrektur für den exponentiell dämpfenden Term, der hier aus
der kinetischen Restenergie bestimmt werden konnte, um den Faktor 10 höher
als jener der Stufenpartialversetzung. Die kritische Spannung in der Gleitebene
zeigt mit
τ kritischPartielle Schraube ≈ 55± 5MPa (4.8)
mehr als den doppelten Wert der Stufenversetzung.
Elementare Übergänge mit der Nudged-Elastic-Band Methode für
aufgespaltene Schraubenversetzungen
Für die NEB Methode wurden drei Konfigurationen im Bereich von d = 16, 8
Å und 18, 8 Å ausgewählt. Gezeigt sind diese Übergänge in Abbildung 4.20. Die
Energieverläufe der direkten Übergänge sind in Abbildung 4.21 zusammenge-
stellt. Diese Übergänge haben als Endpunkte jeweils lokale Minima, d.h. stabile
Konfigurationen. Die Energiebarriere des reinen Translationsübergangs ist mit
dem großen Wert von (2, 5± 0, 05) · 10−5 eV
Å
ca. 8-mal so groß wie der zugehörige
Wert für die Stufenversetzung . Wählt man die Kombination aus Dilatations-




























Position in [1-21]-Richtung in b = sqrt(3/8)a = 0,221nm
<-- Bewegungsrichtung































Position in [1-21]-Richtung in b = sqrt(3/8)a = 0,221nm
<-- Bewegungsrichtung
Abbildung 4.19: Kräfte auf eine Schraubenpartialversetzung für freie gedämpfte
Bewegung.
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Energie pro Laenge in eV/(0.1nm)
Abbildung 4.21: Vier mögliche Minimal-Energie-Pfade für eine aufgespaltenen
Schraubenversetzung.
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und Kompressionspfad so sinkt die zu überwindende Energiebarriere auf ca. die
Hälfte mit (1, 3±0, 05)·10−5 eV
Å
. Bei der Betrachtung der Kräfte, d.h. der Steigung
der Energiebarrieren aufgetragen über der Lage des Versetzungsmittelpunktes,
und der zugehörigen kritischen Spannungen in der Gleitebene, so kehren sich die
Verhältnisse um.
τ kritischAsynchron ≈ 1, 1 · τ kritischSynchron ≈ 2, 5± 0, 1MPa . (4.9)
Nimmt man die Kombination aus Dilatations- und Kompressionspfad zusammen
und läßt sie als ganzen Pfad durch die NEB Methode relaxieren, so findet man,
anders als bei der Stufenversetzung keine wesentliche Abweichung vom ursprüng-
lichen Pfad. Die geringe Abweichung ist in der Ausschnittvergrößerung in Abb.
4.20 gezeigt. Der Einfluß auf die Energie des Zustandes ist so gering, daß er in
Abbildung 4.21 nicht aufgelöst werden kann.
Quasistatische Bewegung einer geraden Schraubenversetzung
Zur Modellierung der quasistatischen Bewegung wurde eine Simulationszelle glei-
cher Geometrie wie in den vorherigen Kapiteln angenommen, deren periodische
Achse entlang der Versetzungslinie verdreifacht wurde. Damit wurde eine Ver-
setzungslänge von 214, 7 Å erreicht.
Abbildung 4.22 zeigt, daß die Energie korreliert mit der Aufspaltungsweite
(Abb. 4.23) eine starke periodische Schwankung aufweist. Die innere Struktur
der Energiefunktion zeigt die jeweils größere Aufspaltungsweite. Die Energieb-
arriere liegt bei (4 ± 0.1 bzw. 5 ± 0.1) · 10−4 eV
Å
. In Abb. 4.24 sieht man die
Bewegung der rechten Partialversetzung. Diese findet im Wechsel so auch für
die linke Partialversetzung statt. Bei der Überwindung der Potentialbarriere er-
kennt man eine kleine Ausbauchung der Versetzung von maximal 0.3 Å, die sich
über die volle Versetzungslänge erstreckt. Die kritische Spannung unter denen
die Bewegung stattfinden würde, ist
τ kritischSchraube/Zug ≈ 82± 5MPa . (4.10)
Bei zusätzlichen Simulationen von Konfigurationen mit Versetzungslängen
von 20, 5 Å und 71, 6 Å ergab sich, daß die Bewegung immer mit der Variation
der Aufspaltungsweite zwischen 14, 7 Å und 16, 2 Å voranschreitet, unabhängig
von der Länge der Versetzung. Dies galt auch, wenn die Startaufspaltungsweite
geringer als 14, 7 Å gewählt wurde. Setzt man die Simulationszelle unter Druck
indem man das Vorzeichen der externen Spannung ändert, so erhält man einen
umgekehrten Effekt. Die Aufspaltungsweite steigt zuerst auf 21, 8 Å bzw. auf






























Abbildung 4.22: Energievariation für freie gedämpfte Bewegung einer Schrau-























Abbildung 4.23: Variation der Aufspaltungsweite für freie gedämpfte Bewegung
einer Schraubenversetzung unter 300 MPa [100]-Zug.





























Position der rechten Versetzung in 0.1nm
Linie der Partialversetzung jeweils 200 Iterationsschritte auseinander
Abbildung 4.24: Bewegung der rechten Schraubenpartialversetzung unter ange-
deuteter Kinkbildung.
23, 3 Å (Abb. 4.26), bevor die Versetzung anfängt sich fortzubewegen. Die Ener-
giebarriere (Abb. 4.25) gleicht mit 5, 5± 0, 5 · 10−4 eV
Å
bei einer Versetzungslänge
von 71, 6 Å dem Wert für den uniaxialen Zug. Mit
τ kritischSchraube/Druck ≈ 85± 5MPa . (4.11)
ist die kritische Spannung mit jener der Simulation des Zugexperimentes iden-
tisch, jedoch wurde mit 500 MPa eine deutlich höhere externe Spannung zur
Versetzungsbewegung benötigt.
Die kritische Spannung der Versetzungsbewegung nimmt mit zunehmender
Länge L und damit abnehmender Steifigkeit der Versetzung ab. Eine lineare Ex-
trapolation der gefundenen Werte hin zur Größenordung von 1 MPa ergibt
τ kritischSchraube 110± 5 MPa 90± 5 MPa 82± 5 MPa → ≈ 1 MPa
L 20, 5 Å 71, 6 Å 214, 7 Å → ≈ 850± 100 Å .
Eine andere Extrapolation wäre eventuell dem Kinkpaarmodell angemessener,
die Anzahl von nur drei Datenpunkten läßt jedoch nur diese sehr grobe Abschätzung
zu.
































Abbildung 4.25: Energievariation für freie gedämpfte Bewegung einer Schrau-





























Abbildung 4.26: Variation der Aufspaltungsweite für freie gedämpfte Bewegung
einer Schraubenversetzung unter 500 MPa [100]-Druck.
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4.2.3 Diskussion der Ergebnisse
Nimmt man die gefundenen Übergänge der geraden Versetzungen zwischen be-
nachbarten vollständig relaxierten Zuständen, so kann man die gefundenen Wer-
te auf folgende Weisen mit dem Experiment vergleichen. Unter der Annahme,
daß im natürlichen Kupfereinkristall die Versetzungen i.a. weder gerade sind,
noch im vollständig spannungsfreien Fall existieren, kann man die vorgestellten
Idealfälle als vernünftigen Mittelwert über alle Versetzungen ansehen, die durch
Spannungsgradienten in ihrer Mobilität sowohl gefördert, als auch behindert sein
können. Die errechneten kritischen Spannungen, die äquivalent sind zu den oft
zitierten Peierlsspannungen des Peierls-Nabarro Modells, müssen also von der
Größenordung der experimentellen Spannungen sein, unter denen die Bewegung
einer größeren Anzahl von Versetzungen bei geringen Temperaturen einsetzt.
In der Literatur finden sich die folgenden experimentellen Werte
• aus der Extrapolation von Streckgrenzenmessungen, d.h. kritische Schub-
und Scherspannungen: 0, 29 MPa und 0, 57 MPa(zusammengestellt in [46];
• aus Messung der kritischen Schub- und Scherspannungen bei niedrigen
Temperaturen: 0, 82 MPa [138] und 0, 27 MPa [40];
• aus Auswertung von Messungen des Bordoni Peaks: 30 MPa [139].
• sowie aus den kleinsten auftretenden Spannungen bei Messungen von Ver-
setzungsgeschwindigkeiten durch Ätzgrübchen: 0, 002−0, 06 MPa [140] und
0, 4 MPa [141].
Die bisherige Simulationspraxis nach dem Prinzip von Seite 50 ist nicht in
der Lage diese Größen zu reproduzieren. In den vorliegenden Simulationen zeigen
sich auf den ersten Blick deutliche Unterschiede zwischen Stufen- und Schrau-
benversetzungen.
Stufenversetzung Für die aufgespaltene Stufenversetzung konnten die kriti-
schen Spannungen der Messungen insbesondere mit der NEB Methode in gu-
ter Näherung reproduziert werden. Die quasistatische Simulation zeigt darüber
hinaus, daß im Fall der rein spannungsgetriebenen Versetzungsbewegung für tie-
fe Temperaturen der Pfad der kleinsten kritischen Spannung dem der klein-
sten Energiebarriere vorgezogen wird. Die geringe aber deutlich reproduzierbare
Schwankung der Aufspaltungsweite im quasistatischen Fall (Abb. 4.17) sowie das
Abschneiden der stabilen Lagen in der Simulation des Gesamtpfades in der NEB
Betrachtung auf Seite 55 deuten auf eine flache Anordnung der Energiebarriere
als Funktion der Lagen beider Partialversetzungen an, so daß wie beobachtet
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Kinkpaarbildung nahezu ausgeschlossen ist. Da in den vorliegenden Simulatio-
nen aufgrund der Rechenzeitbeschränkung keine Konvergenz, nur asymptotisches
Verhalten erzielt werden konnte, kann man davon ausgehen, daß das volle Po-
tential der vorgestellten Methoden noch nicht ausgeschöpft ist.
Schraubenversetzung Für die Schraubenversetzung zeigt sich ein differen-
zierteres Bild. Während die NEB Methode für den betrachteten Fall kritische
Spannungen vorhersagt, die zumindest in die Größenordung der Messungen rei-
chen, so zeigt die quasistatische Rechnung ein vollständig anderes Verhalten.
Die quasistatischen Simulationen benötigen Zugspannungen von einigen hun-
dert MPa, damit sich die Versetzung überhaupt bewegt. Gleichzeitig scheint
sich zunächst eine spezielle Kombination von Aufspaltungsweiten einzustellen,
zwischen denen im Weiteren die bewegte Versetzung wechselt. Daneben deutet
der Wechsel zwischen Bewegung im ausgebogenen Zustand und Ruhen der Par-
tialversetzungen im geraden Zustand auf einen von den Partialversetzungen im
Wechsel ausgeführten Kinkpaarmechanismus hin. Dies paßt mit der Beobach-
tung aus Abbildung 4.20 zusammen, in der die zu vernachlässigende Relaxation
des Gesamtpfades auf eine Energiebarriere mit steilen Flanken hinweist. Eine
einfache Berechnung der Peach-Köhler Kraft FL [1] auf die einzelnen Partialver-
setzungen für den vorliegenden uniaxialen Zug σextern entlang [100] nach
Fi
L
= (bi · σextern)× ξ (4.12)
zeigt, daß die Kraftkomponente in der Gleitebene, senkrecht zur Versetzungslinie
ξ unterschiedlich ist für die beiden Partialversetzungen. Sowohl für die Stufen-,



















Für die flache Energiebarriere der Stufenversetzung bedeutet der Faktor 2 in
der Kraft auf die Versetzung, daß sich die Versetzung bewegt und dabei eine
langsame Kompression stattfindet, wie sie Abbildung 4.17 zeigt. Im Fall der
Schraubenversetzung mit der hohen steilen Energiebarriere setzt zuerst die Be-
wegung nur einer Partialversetzung ein, so daß sich je nach Vorzeichen der Span-
nung, wie beobachtet, Kompression bzw. Dilatation der Versetzung ergibt, bis
die zusätzliche interne Spannung der Versetzung eine abwechselnde Bewegung
der Partialversetzungen vorgibt. Dieser ungünstig vorgespannte Zustand ist of-
fensichtlich verantwortlich für die hohen berechneten kritischen Spannungen im






















Positionen der Versetzungslinien in 0.1nm
Abbildung 4.27: Zeitlich äquidistante Versetzungslinien einer aufgespalteten ver-
ankerten Schraubenversetzung unter 300 MPa [100]-Zug.
Gegensatz zu den niedrigen Spannungen der NEB Methode, die eine symmetri-
sche Bewegung der Versetzungen simuliert.
Die Abnahme der kritischen Spannungen mit der Versetzungslänge und die
ebenfalls zunehmende Ausbauchung der Versetzung in der Bewegung, doku-
mentiert auf Seite 64, deutet darauf hin, daß ein Kinkpaarbildungsmechanis-
mus diese Blockade überwindet. Die einfachste modellunabhängige Extrapolati-
on der gefundenen kritischen Spannungswerte für verschiedene simulierte Ver-
setzungslängen ergibt eine freie Versetzungslänge von ca. 300− 400 Burgersvek-
torlängen als jene Länge, bei der der Kinkpaarbildungsmechanismus voll zum
Tragen kommt. Eine Vorstellung davon, wie dieser aussehen wird vermittelt eine
Simulation, bei der die Schraubenversetzung der Länge 214, 7 Å an einem Punkt
fixiert wird. Die in der quasistatischen Rechnung unter 300 MPa [100]-Zug ent-
stehende Ausbauchung mit vorschreitender Iterationszahl zeigt Abbildung 4.27.
Entstehung und Ausbreitung von Kinken in Richtung auf die fixierte Stelle sind
zu sehen. An dieser Stelle sei angemerkt, daß in [140] bei Geschwindigkeitsmes-
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sungen von Versetzungen keine reinen Schraubenversetzungen, sondern Stufen-
versetzungen und gemischte Versetzungen vom 30◦ Typ beobachtet wurden.
Die interessante Übereinstimmung der kritischen Spannungen der einzelnen
Partialversetzungen mit denen, die aus der Lage des Bordoni Peaks abgeleitet
wurden, legt nahe, daß es für die Auswertung des Bordoni Peaks wichtig ist,
die bisher unberücksichtigte Aufspaltung der Versetzungen in die Modellbildung
aufzunehmen.
Die auffällige Gleichheit der Energie für die unterschiedlichen Symmetrie-
lagen der eingeschobenen Halbebene deutet darauf hin, daß für die einzelne
Partialversetzung das einfache Peierls-Nabarro Modell mit der Symmetrie des
kubischen Kristallgitters anwendbar ist, jedoch sind Minima und Maxima für





Neben den Energiebarrieren im reinen Kristall aus dem vorherigen Kapitel ist
die benutzte Simulationsumgebung gut auf die Problemstellung der Wechselwir-
kung zwischen atomaren Hindernissen und Versetzungen anwendbar. Da durch
das Einfügen verschiedener substitutioneller Fremdatome in beliebigen Konzen-
trationen einen große Menge an untersuchbaren Konfigurationen entsteht, wurde
für das folgende Kapitel eine beschränkte Auswahl getroffen, um der Endlichkeit
der Computerressourcen Rechnung zu tragen. Mit den in Kaptitel 2.2.1 vorge-
stellten Potentialen lassen sich für Kupfer folgende Kombinationen berechnen:
Cu-Ag, Cu-Au, Cu-Bi, Cu-Fe, Cu-Ti und Cu-Leerstelle. Mit den verschiedenen
in den vorhergehenden Kapiteln vorgestellten Simulationsmethoden können fol-
gende Aspekte des Themas untersucht werden:
• Nahfeldwechselwirkung zwischen Fremdatom und Versetzung durch
energetische Betrachtungen von Relaxationsrechnungen,
• Energiebarriere durch das Fremdatom im Versetzungskern bei Passage ei-
ner Partialversetzung
• und quasistatische Versetzungsbewegung im Hindernisfeld mehrerer
Fremdatome gleicher Sorte.
Die ausgewählten Simulationen stellen einige wenige Parameter bereit als mögli-
che Eingabeparameter für andere Modelle. Ziel dieses Kapitels ist es jedoch in
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erster Linie, die Kapazitäten der Methoden zu zeigen. Aus diesen Gründen be-
schränkt sich das nächste Kapitel auf qualitative Betrachtungen. Es stellt einen
Ausblick auf die möglichen Fragestellungen der Zukunft dar und liefert mit den
Animationen der quasistatischen Versetzungsbewegung eine Vorstellung, zu wel-
chen Simulationen zukünftige Rechnergenerationen fähig sein werden.
5.1 Energiebarrieren für verschiedene Atomsor-
ten
5.1.1 Nahe Wechselwirkung zwischen Versetzung und Frem-
datom
Für diesen Abschnitt wurden Kupferatome um eine Partialversetzung der auf-
gespaltenen Gesamtversetzung innerhalb eines kleinen Gebietes gezielt durch
Fremdatome bzw. Leerstellen ersetzt. Die Versetzungen haben je eine Länge von
ca. 71 Å.
In der elastizitätstheoretischen Betrachtung, in welcher das Atom als ein-
geschlossene Kugel angenommen wird, unterscheidet man den Beitrag zur ela-
stischen Energie aufgrund der Fehlpassung, d.h. der unterschiedlichen Gitter-
parameter, und dem aufgrund der veränderten elastischen Moduln des Ein-
schlusses im Spannungsfeld der Versetzung [1][142][143][144][145]. Der Größen-





Abschätzung für die Wechselwirkungsenergie ∆E dient der einfachste Fall, der
das Fremdatom als harte Kugel im isotropen fcc Kristall annimmt. In zylindri-








wobei b der jeweilige Stufenanteil des Burgersvektors der Partialversetzung ist.



















Ausgehend von den Werten der FS-Potentiale der Simulation ergeben sich die
Abschätzungen zu
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Cu Ag Au Bi Fe Ti
a0 in Å 3, 615 4, 086 4, 078 3, 565 4, 173 2, 8665
β 1 0, 130 0, 128 −0, 014 0, 154 −0, 207
∆EGröße rb sin(θ) in eV 0,0 0,50 0,49 -0,05 0,59 -0,80
∆EModul r
2
b2 in eV 0,0 -0,024 -0,028 -0,041 0,113 -0,164
.






a0, für die Stufenpartialverset-




a0. Die Abbildungen 5.1 und 5.2 zeigen sowohl den Größeneffekt
als auch den Moduleffekt. Die Atome liegen je in Positionen, in denen die Wech-
selwirkung aufgrund des Größeneffektes mit der Partialversetzung attraktiv oder
repulsiv ist.
Für die Stufenversetzung kann man die wechselnden Vorzeichen der Krüm-
mung relativ zur Gleitebene gut beobachten (Abb. 5.1). Bismut zeigt ein abwei-
chendes Verhalten, welches keinem der beiden Effekte direkt zugeordnet werden
kann. Bei Titan ist der Moduleffekt in derselben Größenordung wie beim Größen-
effekt ,zu sehen durch die ebenfalls vom Fall des Größeneffektes abweichenden
Krümmungen der Energieverläufe. Im Fall der Stufe ist also, wie aus der Wer-
ten der obigen Tabelle zu erwarten, der Größeneffekt bestimmend. Die fehlende
Symmetrie der Wechselwirkungsverläufe kann durch die Anisotropie des Mate-
rials, als auch durch den Stapelfehler bedingt sein. Die Ähnlichkeit der Wech-
selwirkungsenergien für Silber, Gold und Eisen als Fremdatome mit ähnlichen
Gitterkonstanten deuten auch darauf hin, daß der Moduleffekt keine wesentliche
Rolle für die Stufenversetzung spielt.
Im Fall der Schraubenversetzung zeigen sich Abweichungen vom erwartetet
Verhalten des Größeneffektes. Bis auf Titan und Leerstelle als Zentren starker
negativer Dehnung sind die Krümmungen durchweg positiv. Das bedeutet, daß
der Moduleffekt hier einen höheren Energiebeitrag liefert, als der Größeneffekt.
Führt man dieses Verhalten in der elastischen Interpretation auf den anderen
Burgersvektoranteil b zurück, so sollten die numerischen Werte in der Tabelle
auf Seite 72 maximal um den Faktor
√
3 unterschiedlich sein. Generell kann man
jedoch aus den Abbildungen 5.1 und 5.2 abschätzen, daß die Bindungsenergi-
en zwischen Versetzung und Fremdatom auf der Länge von 71 Å den Wert von
0.15eV nicht überschreiten. Ausnahmen sind das Titan und die Leerstelle mit 0.4
eV als Beispiele für einen starken negativen Größeneffekt und Moduleffekt mit
gleichem Vorzeichens. Energetisch betrachtet sind die groben Abschätzungen des
Größeneffektes der obigen Tabelle nahezu eine Größenordung über den relaxier-
ten atomistischen Werten. Zusammen mit dem vom Größeneffekt abweichenden
Verhalten bei der Schraubenversetzung wird klar, daß das elastische Feld um die
Fremdatome stark, sicherlich auch nichtlinear, relaxiert ist.
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Abbildung 5.1: Nahpotential der Stufenversetzung für verschiedene Fremdatome.
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Abbildung 5.2: Nahpotential der Schraubenversetzung für verschiedene Fremd-
atome.




































































Abbildung 5.4: Energiebarrieren der Schraubenversetzung für verschiedene
Fremdatome.
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5.1.2 Fremdatom im Versetzungskern
Dieser Abschnitt zeigt die Ergebnisse der Rechnungen mit der NEB Methode.
Zusammengefaßt sind diese in den Abbildungen 5.3 und 5.4. Die Fremdatome
wurden jeweils am Ende der eingefügten Halbebene plaziert. Dann wurde mit
den zwei stabilen Konfigurationen der Partialversetzung als Endpunkten der di-
rekte Übergang modelliert. Es zeigt sich, daß Stufen- und Schraubenversetzun-
gen nahezu gleiche Werte für die Energiebarrieren aufweisen. Bei der simulierten
Versetzungslänge von 71 Å sind die Barrieren mit 0.1 − 0.4 eV je nach Atom-
sorte noch einmal in derselben Größenordung, wie das Nahfeld. Ausgehend von
der zusätzlichen stabilen Konfiguration für die Stufenversetzung bei b02 zeigt sich
dort ein lokales Minimum. Die unterschiedlichen, z.T. für die Schraubenverset-
zung unsinnig erscheinenden negativen Positionsangaben in Abbildung 5.4 sind
darauf zurückzuführen, daß in der Positionsberechnung die lokal auftretenden
Ausbauchungen der Partialversetzung in der Nähe des Fremdatoms mit der Ver-
setzungslänge gemittelt werden. Dieser bei der Überwindung der Fremdatoms
einsetzende Prozeß zeigt sich am Beispiel einer Schraubenversetzung mit einem
Bismutatom in Abbildung 5.5. Die Ähnlichkeit der Barrieren für Gold, Silber und
Eisen setzt sich fort. Im Fall von Titan erschwert die Stärke des Effektes eine
numerische Betrachtung. Leerstellen können nicht betrachtet werden, da diese
selbst den Algorithmus der Linienbestimmung stören und damit auswertbare
Ergebnisse verhindern.
5.2 Quasistatische Versetzungsbewegung im Hin-
dernisfeld
Simulationen der quasistatischen Bewegung wie im vorangegangenen Kapitel
kann man auch für verdünnte Legierungen durchführen. Im Rahmen dieser Ar-
beit wurde dies für Silber und Titan in Kupfer getan. Die Simulation der Cu-Ti
Legierungen kann nur als Animation qualitativ ausgewertet werden, da starke
an den Fremdatomen lokalisierte Schwingungen die energetische Betrachtung zu
sehr stören. Im Fall der Legierung mit Silber stellt sich ein weiteres Problem
ein. Für die Schraubenversetzung verdeckt die starke Variation der Energie auf-
grund der Versetzungsbewegung nahezu die Wechselwirkung. Den Verlauf der in
der Versetzung gespeicherten Energie zeigen Abbildungen 5.6 und 5.7. Es wird
deutlich, daß die z.Z. möglichen Simulationen nicht mit der nötigen Länge durch-
geführt werden können, um statistisch vertrauenswürdige Ergebnisse zu erhalten.
Besonders deutlich sichtbar wird dies bei den Energieverläufen für 0, 2% Ag und
0, 1% Ag bei Durchgang der Stufenversetzung. Die erwartete Abfolge der Kurven
wird durch die zufällige Anordnung der Atome umgekehrt. Die Abbildungen
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Abbildung 5.5: Linienkonfiguration in der [111]-Ebene bei Überwindung eines Bi
Atoms durch die rechte Schraubenpartialversetzung.
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5.6 und 5.7 zeigen Bereiche positiver und negativer Steigung. In diesen Berei-
chen wird Energie in der Versetzungskonfiguration gespeichert bzw. freigesetzt.
Nimmt man alle Energieverläufe mit negativer Steigung als maximalen Ener-
gieverlust an, so lassen sich für die Bewegungen Verlustkoeffizienten abschätzen.
Diese sind für die Stufenversetzung ungefähr 3±1 ·10−4 eV
Å
2 für die Konzentratio-
nen 0.1% und 0.2% Silber und 6± 1 · 10−4 eV
Å
2 für die Konzentration 1.0% Silber.
Für die Schraubenversetzung ist aus den vorliegenden Daten eine Abschätzung
noch schwieriger, jedoch sollten die Werte denen der Stufenversetzung entspre-
chen. Beschränkt man eine Stufenversetzung periodisch auf die Länge von 17, 7
Å, so ist eine längere Simulation möglich. Aufgrund der unterdrückten Kink-
paarbildung ist dieses Vorgehen für die Schraubenversetzung nicht möglich. Die
Ergebnisse zeigt Abbildung 5.8. Eine Auswertung dieser Atomverteilung liefert
2, 5± 0, 5 · 10−4 eV
Å
2 . Mit ca. 125 Å wurde dabei die mögliche freie Weglänge der
Versetzung in der Simulationszelle fast ausgeschöpft. Man sieht, daß diese Art
der Simulation sinnvolle Ergebnisse für eine gezielte Fragestellung liefern kann,
insbesondere wenn man die hohe anfallende Rechenzeit nutzt, um in längeren
Simulationsläufen mit größeren Zellen als den verwendeten 0.5 · 106 Atomen die


























Stufenversetzung der Laenge 7,1nm
Reines Kupfer 0.2% Ag
0.1% Ag
1.0% Ag
Abbildung 5.6: Gespeicherte Energie der Stufenversetzung bei quasistatischer
Bewegung im Ag-Hindernisfeld.






























Abbildung 5.7: Gespeicherte Energie der Schraubenversetzung bei quasistati-

































Stufenversetzung der Laenge 1,8nm
0.2% Ag
Abbildung 5.8: Gespeicherte Energie einer kurzen Stufenversetzung bei quasista-
tischer Bewegung im 0.2% Ag-Hindernisfeld.
Kapitel 6
Zusammenfassung
Zielsetzung der vorliegenden Arbeit war es, die Energiebarrieren der Versetzungs-
bewegung in Kupfer auf atomistischer Ebene mittels Simulation zu beschreiben
und zu quantifizieren. Es hat sich gezeigt, daß die hier vorgestellte Kombination
von Nudged-Elastic-Band Methode und dem neu formulierten Ansatz der quasi-
statischen Bewegungssimulation mit den in dieser Arbeit entwickelten flexiblen
Randbedingungen diese Aufgabe gut erfüllt. Hierdurch wurde es möglich, mit
der atomistischen Simulation die Peierlsenergie für die Versetzungsbewegung so
zu beschreiben, daß auch quantitative Übereinstimmung mit den aus dem Expe-
riment ableitbaren Werten erzielt wurde. Die Präsentation einiger Fallbeispiele
zeigt, daß auch qualitative und quantitative Ergebnisse für die Wechselwirkung
der aufgespaltenen Versetzung mit atomaren Hindernissen verfügbar werden.
6.1 Simulationsmethoden
Mit der Nudge-Elastic-Band Methode und der Methode der quasistatischen Be-
wegungssimulation stehen zwei Methoden zur Verfügung, die sich zur Bestim-
mung der Parameter von Energiebarrieren zwischen stabilen Lagen im Energie-
Ortskoordinaten Raum eignen. Dieser Raum ist ein wichtiger Teilraum des Ge-
samtraumes aus Energiekoordinate und Phasenraum, da er die Grundzustände
der Versetzungskonfiguration enthält. Die Anwendung der Methoden auf die ato-
mistische Darstellung einer aufgespaltenen Versetzung in Kupfer zeigt das große
Potential auf, welches sich aus der Kombination der Methoden und der heutzu-
tage verfügbaren und in Zukunft weiter wachsenden Rechnerleistung ergibt. Die
Kapitel 4 und 5 zeigen, daß sich die NEB Methode und die quasistatische Metho-
de ergänzen. Die NEB Methode betrachtet den Minimal-Energie-Pfad, also den
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Pfad der Überwindung des Sattelpunktes zwischen den stabilen Konfigurationen
(Abb. 2.10) ohne externe Einflüsse, wie z.B. eine treibende externe Spannung der
Versetzungsbewegung. Der betrachtete Pfad ist der prinzipiell günstigste, um die
Endkonfigurationen zu verbinden. Dies gilt unabhängig von Einschränkungen der
Bewegung durch äußere Einflüsse. Die Energiebarriere aus der NEB Rechnung
ist also jene, die bei einer energetischen, d.h. thermischen, Aktivierung minde-
stens überwunden werden muß, um die Versetzungsbewegung zu ermöglichen.
Dynamische Rechnungen thermischer Aktivierung sind mit dem gegenwärtigen
Modell nicht ausführbar. Die statisch-flexiblen Randbedingungen stellen durch
die von ihnen ausgehenden Reflexionen nicht kontrollierbare Fehlerquellen dar.
Erforderlich wären dynamische Randbedingungen mit einem hohen Transmissi-
onskoeffizienten. Diese transparente Einbettung in das Kontinuum muß auf den
Gesetzen der Elastizitätstheorie beruhen. Neben den auf Seite 23 beschriebenen
Ansätzen scheinen sich jene zur Untersuchung anzubieten, die ihre Grundlage in
der Randelementmethode haben. Gute dynamische Randbedingungen würden
ebenfalls den Übergang von der quasistatischen Rechnung zur rein dynamischen
Rechnung ermöglichen.
Die Methode der quasistatischen Bewegungssimulation liefert Energiepfade
im Energie-Ortskoordinaten Raum, die unter zusätzlichen treibenden Kräften
ausgewählt werden. Besonders deutlich wird dies im Fall der Simulation der
Schraubenversetzung unter externer Spannung. Die externe Spannung mit den
unterschiedlichen Kräften auf die einzelnen Partialversetzungen gibt einen Pfad
vor, der nicht dem der NEB Rechnung entspricht. Diese Beobachtung erklärt
auch, warum bisherige Verfahren, die kritischen Spannungen durch Iteration ste-
tig steigender externer Spannungen zu bestimmen, oft nicht erfolgreich waren.
Für die Versetzung liefert die quasistatische Methode demnach den Prototyp
für das Verhalten bei spannungsaktivierter Bewegung. Beide Bewegungsarten
können sich, wie in Kapitel 4 gesehen, unterscheiden.
6.2 Simulationsergebnisse
Die Simulationen dieser Arbeit liefern qualitative sowie quantitative Ergebnisse.
Qualitative Ergebnisse
Qualitativ ergeben die vorliegenden Simulationsrechnungen, daß die Beweglich-
keit der Versetzungen von der Art der Aktivierung abhängig sein kann. Energe-
tische Aktivierung liefert einen anderen Bewegungsmechanismus als Aktivierung
durch externe Spannungen.
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Für die aufgespaltene Stufenversetzung oder Schraubenversetzung spielt in
der energetischen Betrachtung ein Mechanismus eine Rolle, bei dem die abwech-
selnde Bewegung der Partialversetzungen günstiger ist, als die symmetrische
Bewegung.
In der spannungsgetriebenen Bewegung unterscheiden sich Stufen- und
Schraubenversetzung dadurch, daß die Stufenversetzung relativ leicht beweglich
ist, die Schraubenversetzung hingegen zur Erreichung ähnlicher Beweglichkeiten
auf angewiesen ist. Die zu erwartende Länge der Kinken ist jedoch sehr groß
gegenüber dem Betrag des Burgersvektors.
In der Wechselwirkung mit Fremdatomen reagieren Stufen- und Schrauben-
versetzungen ähnlich. Effekte ähnlich dem Größen- und dem Moduleffekt der
elastizitätstheoretischen Betrachtung können beobachtet werden. Die quasistati-
sche Bewegung der aufgespaltenen Versetzung durch verschieden stark verdünn-
te Kupferlegierung mit Silber- bzw. Titanfremdatomen, dargestellt in den Ani-
mationen auf der beigelegten CDROM, zeigt, daß die Wechselwirkungsenergie
sowohl in der Krümmung als auch in der Veränderung der Aufspaltungsweite
der jeweiligen Versetzung gespeichert wird. Diese Simulationen zeigen außer-
dem, daß die Wechselwirkungen im atomaren Hindernisfeld sehr komplex sein
können. Eine Parametrisierung kann nur für die einzelne Wechselwirkung oder
als statistischer Mittelwert erfolgen.
Quantitative Ergebnisse
Die quantitativen Ergebnisse aus Kapitel 3 (Seite 30) für die zu erwartenden
stabilen Aufspaltungsweiten der Versetzungen von ca. 4 nm für die Stufenverset-
zung, 3 nm für die 60◦-Versetzung und 2 nm für die Schraubenversetzung sind
in guter Übereinstimmung mit den verfügbaren Meßwerten [135][136].
Die Größe der sogenannten Peierlsenergie, jener minimalen Energiebarriere
der Versetzungsbewegung im reinen Kristall, ergibt sich aus der Simulation für
Kupfer als ca. 3 ·10−6 eV
Å
für die Stufenversetzung und 3 ·10−5 eV
Å
für die Schrau-
benversetzung. Die zugehörigen kritischen Spannungen von ungefähr 1 bzw. 3
MPa sind in der erwarteten Größenordnung.
Die Wechselwirkungsenergien zwischen Versetzung und Fremdatomen sind
mit ca. 2− 5 · 10−3 eV
Å
um zwei bis drei Größenordnungen höher als die Peierls-
energie, jedoch deutlich unter den Werten der Elastizitätstheorie. Die erhaltenen
Werte aus Kapitel 5 und die Simulation einiger zusätzlicher Werte können die
Grundlage für die Formulierung eines Pseudopotentials des atomaren Hindernis-
feldes für eine mesoskopische elastizitätstheoretische Simulation bilden.
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Ausblick
Neben der Bereitstellung einiger beispielhafter quantitativer Ergebnisse bietet
diese Arbeit ein komplettes Simulationspaket, das speziell zur Lösung der un-
tersuchten Fragestellung entwickelt wurde und darüber hinaus viele Funktio-
nen und Schnittstellen moderner Software aus dem Bereich Molekulardynamik
enthält. Die zugrundeliegenden Methoden wurden in dieser Arbeit mit positi-
vem Ergebnis geprüft. Die Simulationssoftware liegt in Form eines portierbaren,
kommentierten C-Quellkodes auf der beiliegenden CDROM vor. Der Leser sei
herzlich aufgefordert die Software für gezielte Fragestellungen, z.B. solche aus
dem Problemfeld der mesoskopischen Versetzungsmodellierung, zu nutzen und
nach seinen Anforderungen zu modifizieren. Die Auswahl einer Klasse von Si-
mulationsexperimenten und die parametrische Beschreibung der gewonnenen Er-
gebnisse können u.a. als Eingabegrößen für Modelle auf gröberer Skala dienen.
Die Bestimmung mesoskopischer und makroskopischer Größen aus der statisti-
schen Auswertung vieler Simulationsläufe oder großer Simulationsvolumina, wie
sie ein Kapitel 5 beschrieben werden, ist eine Option, die sich mit der bereitge-
stellten Software und ausreichenden Rechnerkapazitäten verwirklichen läßt. Eine
mögliche und erwünschte Erweiterung der Simulationssoftware durch dynami-
sche Randbedingungen kann helfen, weitere Aspekte der Versetzungsbewegung
und anderer Fragestellungen zum Thema Defektstrukturen im Festkörper auf
atomarer Skala zu erschließen.
Anhang A
Anhang
A.1 Anisotrope linear elastische
Versetzungslösung
An dieser Stelle soll kurz die Lösung der anisotropen linearen Elastizitätstheorie
für eine unendlich lange gerade Versetzung mit Linienvektor l und Burgersvektor
b im elastischen Kontinuum skizziert werden. Der folgende Lösungsansatz von
A.N. Stroh beruht auf dem sextischen Formalismus. Für ausführliche Darstel-
lungen siehe [1][17][146][18]. Die Grundgleichung der linearen Elastizitätstheorie
[147] für das Verschiebungsfeld u(r, t) ist unter Verwendung der Summations-
konvention





− fi(r, t) (A.1)
mit Dichte ρ, elastischen Konstanten Cijkl und Volumenkraftdichte f(r, t). Glei-


















, dem Hookeschen Gesetz σij =
Cijklεkl für die Spannung σ als konjugierte thermodynamische Kraft zu ε und
der Newtonschen Bewegungsgleichung für ein Volumenelement der Dichte ρ.
Im Folgenden wird nur der statische Fall des mechanischen Gleichgewichtes
u(r, t) = u(r), d.h. ü(r, t) = u̇(r, t) = 0, betrachtet. Aufgrund der zweidimen-
sionalen Struktur des Problems ist die Lösung nur von dem Koordinatensystem
m,n senkrecht zur Versetzungslinie m×n = l abhängig. Definiert man ein Ten-
sorprodukt
C(a,b)ij = akCikjlbl , (A.2)
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so erhält man als partielle Lösung zu A.1
u(r) = A g
(
r · (m + pn)
)
. (A.3)
p ist ein komplexer Eigenwert der 6× 6 Matrix
N = (A.4)(






















mit der zusätzlichen Orthogonalitäts- und Normierungsbeziehung
A(α) · ·L(β) + A(β)L(α) = δαβ . (A.6)
Da die Spannung und damit auch die ersten partiellen Ableitungen der Ver-
schiebungen bis auf eine Polstelle auf der Versetzungslinie stetig sein müssen
um die Bedingungen des mechanischen Gleichgewichts zu erfüllen, kann man die
Funktion g(r · (m + p(α)n)) aus Gleichung A.3 durch einfache Integration mit











Führt man in einer beliebigen Ebene senkrecht zum Linienvektor der Versetzung
ein geschlossenes komplexes Pfadintegral in ξ um den Ursprung über jeweils die
Spannung σ und den Gradienten des Verschiebungsfeldes ∇u aus und kombiniert
dieses mit den eingeschlossenen Residuen und Bedingung A.6, so kann man die
Koeffizienten D(α) durch die beiden möglichen Quellen des Verschiebungsfeldes
ausdrücken, durch einen Sprung im Verschiebungsfeld entlang einer Halbebene,
welche die Versetzungslinie enthält, d.h. den Burgersvektor b, und durch eine
Linienkraft f Das Ergebnis ist
D(α) = ± (L(α) · b−A(α) · f) . (A.8)
Für den kräftefreien Fall einer aufgespaltenen Versetzung b → b1 + b2 mit









(L(α) · b1) ln ((r−r01)·(m+p(α)n)) + (L(α) · b2) ln ((r−r02)·(m+p(α)n))
]
.







Abbildung A.1: Integrationspfad zu A.13 um die Fläche A .
Wird die Versetzung am Ort festgehalten, z.B. durch Fremdatome, so ist auch
eine Konfiguration unter externer Spannung σextern möglich. Da die lineare Aus-
lenkung die Randbedingungen der Versetzungslösung erfüllt, ergibt sich die Ge-
samtlösung aus der Superposition der Einzellösungen
ui(r) = u
cb





Ebenfalls von Interesse in dieser Arbeit ist die mechanische Energie pro Länge
der Versetzung, welche in einem bestimmten Raumbereich mit Linienvektor der





















mit Querschnittsfläche A. Anwendung des Gaußschen Satzes der Integralrech-
























(L(α) · b1) ln ((r−r01)·(m+p(α)n)) + (L(α) · b2) ln ((r−r02)·(m+p(α)n))
]
·
[ L(β) · b1
(r− r01) · (m + p(α)n)
+
L(β) · b2
(r− r02) · (m + p(α)n)
])
. (A.13)
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Das Linienintegral über den Rand der Fläche A wird wie in Abbildung A.1 so
ausgeführt, daß die Polstellen an den Positionen der Partialversetzungen durch
Kreise mit Radius r0 angenähert werden. Eine Lösung erfolgt in Kapitel 4.1 für
den in Abbildung A.1 gezeigten Integrationspfad numerisch.
Literaturverzeichnis
[1] J.P.Hirth,J.Lothe THEORY OF DISLOCATIONS, 2nd.Ed. Krieger
Publishing Company, Malabar 1992
[2] M.S.Daw,M.I.Baskes, Phys.Rev.Let., 50 (1983) 1285
[3] M.S.Daw,M.I.Baskes, Phys.Rev. B, 29 (1984) 6443
[4] M.W.Finnis,J.E.Sinclair, Phil.Mag A, 50 (1984) 45
[5] R.M.Cotterill,M.Doyama, Phys.Rev. 135 (1966) 465
[6] S.J.Zhou,D.L.Preston,P.S.Lomdahl,D.M.Beazley, Science, 279 (1998) 1525
[7] H.v.Swygenhoven,A.Caro, Phys.Rev. B, 58 (1998) 11246
[8] H.v.Swygenhoven,A.Caro, D.Farkas, Scripta mat., 44 (2001) 1513
[9] S.Kohlhoff,P.Gumbsch,H.F.Fischmeister, Phil.Mag. A ,64 (1991) 851
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