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Abstract
We prove three decomposition results for sparse positive (semi-)definite polynomial
matrices. First, we show that a polynomial matrix P (x) with chordal sparsity is
positive semidefinite for all x ∈ Rn if and only if there exists a sum-of-squares (SOS)
polynomial σ(x) such that σ(x)P (x) can be decomposed into a sum of sparse SOS ma-
trices, each of which is zero outside a small principal submatrix. Second, we establish
that setting σ(x) = (x21 + · · ·+ x2n)ν for some integer ν suffices if P (x) is even, homo-
geneous, and positive definite. Third, we prove a sparse-matrix version of Putinar’s
Positivstellensatz: if P (x) has chordal sparsity and is positive definite on a compact
semialgebraic set K = {x : g1(x) ≥ 0, . . . , gm(x) ≥ 0} satisfying the Archimedean con-
dition, then P (x) = S0(x)+g1(x)S1(x)+ · · ·+gm(x)Sm(x) for matrices Si(x) that are
sums of sparse SOS matrices, each of which is zero outside a small principal submatrix.
Using these decomposition results, we obtain sparse SOS representation theorems for
polynomials that are quadratic and correlatively sparse in a subset of variables. We
also obtain new convergent hierarchies of sparsity-exploiting SOS reformulations to
convex optimization problems with large and sparse polynomial matrix inequalities.
Analytical examples illustrate all our decomposition results, while large-scale numeri-
cal examples demonstrate that the corresponding sparsity-exploiting SOS hierarchies
have significantly lower computational complexity than traditional ones.
Keywords. Polynomial optimization, polynomial matrix inequalities, chordal decomposition
1 Introduction
A wide range of control problems for dynamical systems governed by differential equations
can be reformulated as optimization problems with matrix inequality constraints that
must hold on a prescribed portion of the state space [1, 2]. For systems with polynomial
dynamics, which are widespread in physics and engineering, these problems typically take
the form of convex programs with polynomial matrix inequalities on semialgebraic sets.
Specifically, one would like to solve the convex program
inf
λ∈R`
b(λ)
subject to P (x, λ)  0, ∀x ∈ K,
(1.1)
∗zhengy@g.harvard.edu
†giovanni.fantuzzi10@imperial.ac.uk
1
ar
X
iv
:2
00
7.
11
41
0v
1 
 [m
ath
.O
C]
  2
2 J
ul 
20
20
where λ ∈ R` is the optimization variable, b : R` → R is a convex cost function, P (x, λ) is
an m×m symmetric matrix that depends polynomially on x and affinely on λ, and
K = {x ∈ Rn : g1(x) ≥ 0, . . . , gq(x) ≥ 0} (1.2)
is a basic semialgebraic set defined by inequalities on fixed polynomials g1, . . . , gq. There
is no loss of generality in considering only inequality constraints because any equality
g(x) = 0 can be replaced by the two inequalities g(x) ≥ 0 and −g(x) ≥ 0.
When K is a finite set whose elements are known explicitly, problem (1.1) reduces to
a semidefinite program (SDP) and can be solved to global optimality using a number of
algorithms with polynomial-time complexity [3–6]. When K is either infinite or finite but
not known explicitly, instead, problem (1.1) cannot usually be solved exactly. Nevertheless,
it can be tackled computationally if one replaces the positive semidefiniteness constraint
on P with the stronger condition that
P (x, λ) = S0(x) + g1(x)S1(x) + · · ·+ gq(x)Sq(x) (1.3)
for some m×m sum-of-squares (SOS) matrices S0, . . . , Sq of degree no smaller than the
degree of P (see [7] and the references therein). A polynomial matrix S(x) is SOS if
S(x) = H(x)TH(x) for some polynomial matrix H(x), and such a matrix can be found if
and only if there exists a positive semidefinite matrix Q, called Gram matrix, such that
S(x) = (Im ⊗ v(x))T Q (Im ⊗ v(x)) . (1.4)
Here, Im is the m × m identity matrix, ⊗ denotes the usual Kronecker product, and
v(x) is a suitable vector of monomials; see [7–10] for more details. Using the Gram
matrix representation (1.4), the search for a weighted SOS decomposition (1.3) can be
reformulated as a set of affine equality constraints on q+ 1 positive semidefinite matrices,
so in principle one can compute feasible λ for (1.1) by solving a standard SDP. In practice,
however, the size of this SDP increases very quickly as a function of the size of P , its
polynomial degree, and the dimension of x. This makes SOS reformulations of (1.1) based
on (1.3) intractable in many applications. The aim of this paper is to develop new SOS
representations for positive semidefinite polynomial matrices, which allow for significant
computational savings when P (x, λ) is large but sparse.
For standard SDPs with large and sparse LMIs, the curse of dimensionality in both
interior-point and first-order algorithms can be tackled by so-called chordal decomposition
techniques [11–15]. The idea is to represent the sparsity of an m×m positive semidefinite
symmetric matrix M as a graph G with vertices V = {1, . . . ,m} and edges E ⊆ V ×V such
that Mij = Mji = 0 if (i, j) /∈ E and i 6= j. If this sparsity graph is chordal—that is, for
any cycle in G of length 4 or larger there is at least one edge in E connecting nonconsecutive
vertices in the cycle—then M can be written as the sum of positive semidefinite matrices
that are “supported” on the maximal cliques of the graph G, in the sense that each has
nonzero entries only in the principal submatrix defined by one of the maximal cliques [16].
For example, the sparsity of the positive semidefinite matrix
M =
4 2 02 2 2
0 2 4
 (1.5)
can be represented by the sparsity graph in Figure 1, which is chordal because it has no
cycles. This graph has two maximal cliques, C1 = {1, 2} and C2 = {2, 3}, and we have
M =
4 2 02 1 0
0 0 0
+
0 0 00 1 2
0 2 4
 . (1.6)
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Figure 1: A chain graph with vertices V = {1, 2, 3} and edges E = {(1, 2), (2, 3)}, which is chordal
with maximal cliques C1 = {1, 2}, C2 = {2, 3}.
The two matrices on the right-hand side are supported on the maximal cliques of the
sparsity graph in the sense described above, and one can readily checked that each of
them is positive semidefinite. The key observation, both in the example and in the general
case, is that the positive semidefiniteness of each addend depends only on the nonzero
submatrix indexed by the corresponding maximal clique. Thus, chordal decomposition
enables one to replace a large and sparse LMI with a set of smaller ones, which leads
to significant computational gains. This fact underpins recent work on large-scale sparse
SDPs [13, 15], analysis and control of structured systems [17, 18], and optimal power flow
for large grids [19, 20].
In this work we accomplish two goals. First, we prove new decomposition theorems
for positive semidefinite polynomial matrices with chordal sparsity. For example, one of
our results (Theorem 2.1) implies that any positive semidefinite polynomial matrix of the
form
P (x) =
p11(x) p12(x) 0p12(x) p22(x) p23(x)
0 p23(x) p33(x)
  0 ∀x ∈ Rn (1.7)
can be written as a sum of two positive semidefinite rational matrices in a way that re-
sembles the decomposition (1.6) for the numeric matrix M above. Second, we use our
decomposition results to formulate new hierarchies of sparsity-exploiting SOS reformu-
lations of the optimization problem (1.1), which can be used to compute feasible λ and
corresponding upper bounds on the optimal objective value when P (x, λ) is a large and
sparse matrix that depends polynomially on x. Such SOS reformulations are generally
weaker than than standard ones based on the “dense” representation (1.3), but have a
significantly lower computational complexity when the cliques of the sparsity graph asso-
ciated to P (x, λ) are small. Thus, they can be applied to problems that have so far been
beyond reach. Moreover, we show that our sparsity-exploiting SOS hierarchies are asymp-
totically exact in at least two cases. The first is when K ≡ Rn is the full space, P (x, λ)
is even and homogeneous in x, and there exists a vector λ that makes P (x, λ) strictly
positive definite for all nonzero x. The second case is when K is a compact set satisfying
the Archimedean condition and there exists λ for which P (x, λ) is strictly positive definite
on K. When problem (1.1) falls into one of these categories, therefore, its optimal solution
can be approximated with arbitrary accuracy and at significantly lower computational
cost compared to traditional approaches with similar convergence guarantees.
1.1 Related work
Techniques to exploit sparsity in polynomial optimization problems have been developed
in the past, although most have considered nonnegativity constraints on polynomials (i.e.,
m = 1 in (1.3) and (1.4)) rather than on polynomial matrices. For this reason, the term
“sparse” in polynomial optimization commonly refers to polynomials that depend only on
a small subset of all possible monomials. This concept makes sense also for polynomial
matrices, and we will refer to it as “monomial sparsity” to avoid confusion with the
different notion of matrix sparsity based on zero vs. nonzero entries.
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One way to exploit monomial sparsity in SOS constraints, either on polynomials or
polynomial matrices, is to apply facial or symmetry reduction and replace the basic Gram
matrix representation (1.4) with an equivalent one that can be handled more efficiently
at the computational level. Facial reduction techniques (which include methods based
on the Newton polytope [21] and diagonal inconsistency [22]) enable one to eliminate
unnecessary monomials from the vector v(x) in (1.4), thereby reducing the size of the
positive semidefinite matrix Q [23]. Symmetry reduction, instead, allows one to restrict
the search for Q to matrices with block-diagonal structure, which can be exploited numer-
ically [8]. These approaches are extremely effective on small-to-medium-size polynomial
optimization problem with polynomial inequalities, but often they are not sufficient to
tackle large-scale polynomial matrix inequalities.
Another way to leverage monomial sparsity is to consider the finer notion of correla-
tive sparsity [24], which refers to sparsity in the couplings between different independent
variables. Given a nonnegative correlatively sparse polynomial, one can try to express it
as a sum of SOS polynomials, each of which depends only on a subset of variables that
are coupled together. This is equivalent to looking for a sparse Gram matrix Q in (1.4)
that is as a sum of positive semidefinite matrices with nonzero entries only on a certain
principal submatrix [25]. Such sparsity-exploiting positivity certificates are usually more
restrictive than standard SOS ones, and there exist correlatively sparse SOS polynomials
that do not admit sparse SOS representations (see, e.g., [25, 26]). However, exploiting
sparsity significantly lowers computational complexity. Moreover, sparse versions of Puti-
nar’s Positivstellensatz [27–29] and a recent extension of Reznik’s Positivstellensatz [30]
guarantee that certain families of nonnegative correlatively sparse polynomials do admit
sparsity-exploiting SOS representations provided that the couplings between independent
variables are represented by a chordal graph. Correlative sparsity techniques also under-
pin other sparsity-exploiting frameworks for polynomial optimization, such as the sparse-
BSOS [31] and multi-ordered Lasserre relaxation hierarchies [32], and have recently been
extended to leverage other refinements of monomial sparsity, such as term sparsity [33]
and decomposed structured subsets [34].
Correlative sparsity techniques can be applied to polynomial matrix inequalities that
are sparse, but not correlatively sparse, via a scalarization argument. Indeed, any m×m
polynomial matrix inequality P (x)  0 on a semialgebraic set K can be reformulated as the
polynomial inequality p(x, y) = yTP (x)y ≥ 0 on the set K′ := K×{y ∈ Rm : ‖y‖∞ = 1} at
the expense of introducing m additional independent variables. If P (x) is a sparse matrix,
then the polynomial p(x, y) is correlatively sparse with respect to y and the techniques
of [24, 25, 27, 28, 31–33] can be used to check if it is nonnegative on K′. Despite this
connection between the matrix and scalar cases, our present investigation remains of in-
terests. For example, Theorems 2.1 and 2.2 imply new results on the existence of sparse
SOS representations of polynomials that are homogeneous, quadratic and correlatively
sparse with respect to a subset of variables (see Corollaries 4.1 and 4.2). Theorem 2.3
implies that when the SOS representation theorems for correlatively sparse polynomials
in [27, 28] are applied to the polynomial p(x, y) above, it suffices to consider SOS poly-
nomials with quadratic dependence on y (see Corollary 4.3). Thus, results for polynomial
matrix inequalities provide explicit and tight degree bounds for sparse SOS representations
of certain correlatively sparse polynomials, which may be harder to obtain otherwise.
1.2 Outline
Section 2 states our main results on the chordal decomposition of polynomial matrices
and discusses how they can be applied to formulate sparsity-exploiting SOS reformula-
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tions of the convex optimization problem (1.1). Asymptotic convergence results for these
hierarchies, which are relatively straightforward corollaries of our chordal decomposition
theorems, are also proved in that section. In Section 3, we illustrate our approach using a
range of analytical and computational examples and we offer further discussion. Section 4
relates our decomposition results for polynomial matrices to the classical SOS techniques
for correlatively sparse polynomials [24, 27, 28]. In Section 5 we prove our main results.
Appendices contain details of calculations, proofs of auxiliary results, and a second proof
of Theorem 2.3.
2 Main results
The main contributions of this work are chordal decomposition theorems for n-variate
positive semidefinite m × m polynomial matrices P (x) whose sparsity is described by a
chordal graph G with set of edges E and maximal cliques C1, . . . , Ct, in the sense that
Pij(x) ≡ 0, if (i, j) /∈ E and i 6= j. (2.1)
For instance, the chordal graph in Figure 1 describes the sparsity of the 3× 3 polynomial
matrix in (1.7).
Section 2.1 presents and discusses decomposition results for polynomial matrices that
are positive semidefinite globally, i.e. on K ≡ Rn. Section 2.2, instead, studies the case
in which K is a compact semialgebraic set. To state our results, we will use “inflation”
matrices ECk , defined for each clique Ck in such a way that the product ETCkSECk maps
a |Ck| × |Ck| matrix S into an m × m matrix whose principal submatrix indexed by Ck
coincides with S and has zero entries otherwise (|Ck| denotes the cardinality of Ck). For
example, with m = 4, Ck = {1, 3} and S =
[
S11 S12
S12 S22
]
we have
ETCkSECk =

S11 0 S12 0
0 0 0 0
S12 0 S22 0
0 0 0 0
 .
Precise definitions and a quick review of chordal graphs are given in Section 5.1. Most
proofs are postponed to Section 5.
2.1 Polynomial matrix decomposition on Rn
The global chordal decomposition problem for sparse polynomial matrices can be stated
as follows: given an m×m polynomial matrix P (x) with chordal sparsity pattern that is
positive semidefinite on Rn, find positive semidefinite polynomial matrices S1, . . . , St of
size |C1| × |C1|, . . . , |Ct| × |Ct| such that
P (x) =
t∑
k=1
ETCkSk(x)ECk , (2.2)
or show that no such matrices exist. Throughout this paper, we assume without loss of
generality that the sparsity graph G of P (x) is connected and not complete. Complete
sparsity graphs correspond to dense matrices, which are not of interest here. Disconnected
sparsity graphs, instead, correspond to matrices that have a block-diagonalizing permuta-
tion. Each (irreducible) diagonal block can be analyzed individually and has a connected
(but possibly complete) sparsity graph by construction.
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Our first result states that the basic decomposition (2.2) may fail to exist if m ≥ 3
irrespective of the sparsity pattern of P (x).
Proposition 2.1. Let G be a connected and not complete chordal graph with m ≥ 3
vertices and maximal cliques C1, . . . , Ct. Fix any integer n. There exists a polynomial
matrix P (x) with sparsity graph G that is positive definite for all x ∈ Rn, but does not
admit a chordal decomposition of the form (2.2).
While the basic decomposition (2.2) does not always exist, more general ones do.
Theorem 2.1 below guarantees that if an m×m polynomial matrix with chordal sparsity
is positive semidefinite globally, then it admits a chordal decomposition in terms of SOS
matrices up to multiplication by an SOS polynomial weight. While not hard to prove,
this result is nontrivial: it establishes not only that a chordal decomposition is possible
up to multiplication by a polynomial weight, but also that this weight and the polynomial
matrices involved in the decomposition are SOS, rather than just positive semidefinite.
Theorem 2.1. Let P (x) be an m × m positive semidefinite polynomial matrix whose
sparsity corresponds to a chordal graph with maximal cliques C1, , . . . , Ct. Then, there exist
an SOS polynomial σ(x) and SOS matrices S1(x), . . . , St(x) of size |C1|×|C1|, . . . , |Ct|×|Ct|
such that
σ(x)P (x) =
t∑
k=1
ETCkSk(x)ECk . (2.3)
In principle, Theorem 2.1 allows for sparsity-exploiting SOS reformulations of the op-
timization problem (1.1) when K ≡ Rn. Indeed, we can replace the polynomial matrix
inequality constraint P (x, λ) with the constraint
σ(x)P (x, λ) =
t∑
k=1
ETCkSk(x)ECk (2.4)
and optimize λ over the choice of SOS matrices Sk(x) and the SOS polynomial σ(x).
However, constraint (2.4) is not jointly convex in λ and the coefficients of σ(x), so these
two cannot be optimized simultaneously. Nevertheless, one can fix σ(x) a priori to obtain
a convex SOS problem for λ and the matrices Sk(x), whose optimal solution is feasible
for (1.1). When the cliques of the sparsity graph are small, meaning that |Ck|  m for all
k = 1, . . . , t, the computational cost of this sparsity-exploiting SOS formulation is lower
than simply requiring that P (x, λ) be an SOS matrix. This is because standard SDP-
based solution methods for SOS programs currently can handle a set of t small matrix
SOS constraints more efficiently that a single large one.
Fixing the SOS polynomial σ(x) a priori typically introduces a so-called relaxation gap
between (1.1) and its SOS reformulation based on (2.4). In other words, the latter usually
has a strictly larger optimal value than the former. By letting σ(x) vary within a family
of increasingly general polynomials, one can formulate hierarchies of SOS problems with
increasingly weaker constraints, which approximate the original optimization problem (1.1)
with increasing accuracy. Theorem 2.2 below, which is our second main result, leads
to an explicit hierarchy of SOS reformulations of (1.1) that is asymptotically exact at
least when P (x) belongs to a particular class of polynomial matrices. It states that a
sparse polynomial matrix P (x) admits a chordal decomposition of the form (2.4) with
σ(x) = (x21 + · · · + x2n)ν and ν sufficiently large if it is homogeneous, positive definite
on Rn \ {0}, and even. (We say that P (x) is even if it contains only monomials where
each variable xi is raised to an even power, so it is invariant under any sign-changing
transformation xi 7→ ±xi).
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Theorem 2.2. Let P (x) be a polynomial matrix whose sparsity corresponds to a chordal
graph with maximal cliques C1, , . . . , Ct. Suppose that P (x) is homogeneous, even, and pos-
itive definite on Rn\{0}. Then, there exist an integer ν and SOS matrices S1(x), . . . , St(x)
of size |C1| × |C1|, . . . , |Ct| × |Ct| such that(
x21 + · · ·+ x2n
)ν
P (x) =
t∑
k=1
ETCkSk(x)ECk . (2.5)
Using this result, it is not hard to prove that SOS reformulations of problem (1.1)
based on the sparse representation (2.5) are asymptotically exact as ν → ∞ if (1.1) is
strictly feasible and the polynomial matrix P (x, λ) is homogeneous and even in x for all
λ. Precisely, let Σmd denote the cone of m×m SOS matrices of degree d or less, let dν be
the smallest even integer no smaller than 2ν + deg(P ), and consider the SOS problem
inf
Sk,λ
b(λ)
subject to (x21 + · · ·+ x2n)νP (x, λ) =
t∑
k=1
ETCkSk(x)ECk ,
S1 ∈ Σ|C1|dν , . . . , St ∈ Σ
|Ct|
dν
.
(2.6)
As mentioned above, the optimal value of this SOS program is never smaller than the
optimal value of (1.1). Theorem 2.2 implies the following convergence result.
Corollary 2.1. Let K ≡ Rn and denote by B∗ and B∗ν the optimal values of problems (1.1)
and (2.6), respectively. Suppose that P (x, λ) is homogeneous and even in x for all λ.
Suppose also that (1.1) is strictly feasible, meaning that there exists λ0 such that P (x, λ0)
is positive definite on Rn \ {0}. Then, B∗ν → B∗ from above as ν →∞.
Proof. It suffices to prove that for any ε > 0 there exists ν such that B∗ ≤ B∗ν ≤ B∗ + 2ε.
Assume first that λ0 is optimal for (1.1). Since Theorem 2.2 guarantees that λ0 is
feasible for (2.6) for some sufficiently large ν, the inequalities b(λ0) = B
∗ ≤ B∗ν ≤ b(λ0)
imply that B∗ν = B∗ and the result follows. In particular, if the optimal solution of (1.1)
is strictly feasible, then the convergence B∗ν → B∗ is finite rather than just asymptotic.
If λ0 is not optimal, fix ε > 0 and let λε be an ε-suboptimal feasible point for (1.1)
such that b(λε) ≤ B∗ + ε < b(λ0). Consider the vector λ = (1 − γ)λε + γλ0 for some
γ ∈ (0, 1) to be determined. Given that P (x, λ0) is strictly positive definite on Rn \ {0}
and P (x, λε) is positive semidefinite on the same set, the matrix
P (x, λ) = (1− γ)P (x, λε) + γP (x, λ0)
is strictly positive definite on Rn\{0}. Since it is also homogeneous and even, Theorem 2.2
guarantees that λ is feasible for (2.6) for sufficiently large ν. Given such ν, we can use the
inequality B∗ ≤ B∗ν and the convexity of b to estimate
B∗ ≤ B∗ν ≤ b(λ)
= b ((1− γ)λε + γλ0)
≤ (1− γ)b(λε) + γb(λ0)
≤ (1− γ)B∗ + (1− γ)ε+ γb(λ0)
= B∗ + ε+ γ
[
b(λ0)−B∗ − ε
]
.
The term inside the square brackets is strictly positive by construction, so we can fix
γ = ε/[b(λ0)−B∗ − ε] and conclude that B∗ ≤ B∗ν ≤ B∗ + 2ε, as required.
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Table 1: Different versions of Putinar’s Positivstellensatz for polynomials and polynomial matri-
ces, with and without sparsity exploitation. The word “sparsity” here refers to correlative sparsity
for polynomials, and to zero vs. nonzero entries for polynomial matrices. The connection between
these two notions of sparsity is explored further in Section 4.
Dense Sparse
Polynomials Putinar [35] Lasserre [27]
Polynomial matrices Scherer and Hol [7] This work (Theorem 2.3)
2.2 Polynomial matrix decomposition on compact semialgebraic sets
Let us now consider polynomial matrix inequalities on a general basic semialgebraic set
K defined as in (1.2), rather than on the full space K = Rn. We say that K satisfies
the Archimedean condition if there exist a scalar r and SOS polynomials σ0(x), . . . , σq(x)
such that
σ0(x) + g1(x)σ1(x) + · · ·+ gq(x)σq(x) = r2 − x21 − · · · − x2n. (2.7)
This condition implies that K is compact (see, e.g., [2]). The converse is not always true,
but can be ensured at the expense of adding the redundant inequality r2 − ‖x‖2 ≥ 0 to
the semialgebraic definition (1.2) of K for a sufficiently large r.
Theorem 2.3 below guarantees that if a polynomial matrix is strictly positive definite
on a compact K satisfying the Archimedean condition, then it admits a chordal decompo-
sition in terms of weighted sums of SOS matrices supported on the cliques of the sparsity
graph, where the weights are exactly the polynomials g1, . . . , gq used in the semialgebraic
definition (1.2) of K. This result extends Putinar’s Positivstellensatz [35] to sparse poly-
nomial matrices and can be considered either as a matrix version of a Positivstellensatz
for correlatively sparse polynomials [27, 28], or as a sparsity-exploiting version of a Posi-
tivstellensatz for dense polynomial matrices (see [36, Theorem 2.19] and its generalization
given by [7, Corollary 1]). Table 1 summarizes the relation between these results.
Theorem 2.3. Let K be a compact basic semialgebraic set defined as in (1.2) that satisfies
the Archimedean condition (2.7), and let P (x) be a polynomial matrix whose sparsity
corresponds to a chordal graph with maximal cliques C1, . . . , Ct. If P (x) is strictly positive
definite on K, then there exist SOS matrices Sj,k(x) of size |Ck| × |Ck| such that
P (x) =
t∑
k=1
ETCk
(
S0,k(x) +
q∑
j=1
gj(x)Sj,k(x)
)
ECk . (2.8)
Existence of the SOS representation (2.8) clearly implies that P (x) is positive semidef-
inite on K. Thus, for any integer d the optimal value of the convex optimization prob-
lem (1.1) is bounded above by that of the sparsity-exploiting SOS reformulation
inf
Sj,k,λ
b(λ)
subject to P (x, λ) =
t∑
k=1
ETCk
(
S0,k(x) +
m∑
j=1
gj(x)Sj,k(x)
)
ECk ,
S0,1 ∈ Σ|C1|d , . . . , Sm,t ∈ Σ|Ct|d .
(2.9)
The nontrivial and far-reaching implication of Theorem 2.3 is that, when K satisfies the
Archimedean condition, these SOS problems are asymptotically exact as d→∞ provided
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that the original problem (1.1) is strictly feasible. Specifically, straightforward minor
modifications to the argument proving Corollary 2.1 yield the following result.
Corollary 2.2. Let B∗ and B∗d denote the optimal values of problems (1.1) and (2.9),
respectively. Suppose that K is a compact semialgebraic set that satisfies the Archimedean
condition (2.7). Suppose also that (1.1) is strictly feasible, meaning that there exists λ0
such that P (x, λ0) is strictly positive definite on K. Then, B∗d → B∗ from above as d→∞.
3 Examples
Before proving the decomposition results presented above and clarifying their relation
with the correlative sparsity techniques of [24, 27, 28], we illustrate them on a range of
examples. Analytical examples in Section 3.1 highlight some of the ideas and constructions
used in Section 5 to prove our main results. In all examples, we consider 3× 3 polynomial
matrices of the form (1.7), whose sparsity graph is depicted in Figure 1 and has two
maximal cliques, C1 = {1, 2} and C2 = {2, 3}. The corresponding inflation matrices are
EC1 =
[
1 0 0
0 1 0
]
, EC2 =
[
0 1 0
0 0 1
]
. (3.1)
Numerical examples in Section 3.2, instead, demonstrate that our sparsity-exploiting SOS
reformulations for optimization problems with polynomial matrix inequalities offer signif-
icant computational advantages compared to traditional SOS methods.
3.1 Analytical examples
Our first example presents a family of univariate polynomial matrices for which the basic
decomposition (2.2) may fail to exist, but that can always be decomposed as described
by Theorem 2.1. The construction leading to this decomposition is similar to what is
required in general to prove the theorem. The example is also key to our proof of Propo-
sition 2.1, which is presented in Section 5.2.
Example 3.1. Fix a real number k and consider the 3× 3 univariate polynomial matrix
P (x) =
k + 1 + x2 x+ x2 0x+ x2 k + 2x2 x− x2
0 x− x2 k + 1 + x2
 =
x 1x x
1 −x
[x x 11 x −x
]
+ kI3. (3.2)
This matrix is globally positive semidefinite and SOS for all k ≥ 0, and it is strictly
positive definite if k > 0.
Let us try to search for a basic decomposition of the form (2.2). We need to find two
2×2 positive semidefinite polynomial matrices S1 and S2 such that P (x) = ETC1S1(x)EC1 +
ETC2S2(x)EC2 . Equivalently, we need to find polynomials a, b, c, d, e and f such that
P (x) =
a(x) b(x) 0b(x) c(x) 0
0 0 0
+
0 0 00 d(x) e(x)
0 e(x) f(x)
 ,
and such that the two matrices on the right-hand sides are positive semidefinite. Clearly,
equality is possible only if a(x) = k+1+x2, b(x) = x+x2, e(x) = x−x2, f(x) = k+1+x2
and d(x) = k + 2x2 − c(x), so the decomposition must take the form
P (x) =
k + 1 + x2 x+ x2 0x+ x2 c(x) 0
0 0 0
+
0 0 00 k + 2x2 − c(x) x− x2
0 x− x2 k + 1 + x2
 . (3.3)
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The two matrices on the right-hand side are positive semidefinite if and only if the traces
and determinants of their 2× 2 nonzero blocks are nonnegative, which requires
c(x) ≥ 0, (3.4a)
k + 2x2 − c(x) ≥ 0, (3.4b)
(k + 1 + x2)c(x)− (x4 + 2x3 + x2) ≥ 0, (3.4c)
x4 + 2x3 + (3k + 1)x2 + k2 + k − (k + 1 + x2)c(x) ≥ 0. (3.4d)
If c(x) is to be a nonnegative polynomial, then it must be quadratic; otherwise, (3.4b)
cannot hold for all x. In particular, we must have c(x) = α+ 2x+ x2 for some scalar α to
ensure that the coefficient of x4 and x3 in (3.4c) and (3.4d) vanish, otherwise at least one
of these conditions cannot hold for all x ∈ R. Then, inequalities (3.4a) and (3.4b) become
x2 + 2x+ α ≥ 0, x2 − 2x− α+ k ≥ 0,
and hold if and only if 1 ≤ α ≤ k − 1. These inequalities are consistent and admit a
solution only when k ≥ 2. Thus, our matrix P (x) cannot be decomposed as in (2.2) if
0 ≤ k < 2 despite being positive semidefinite (in fact, positive definite if 0 < k < 2).
On the other hand, it is not difficult to check that inequalities (3.4a–d) hold when
c(x) =
(1 + x)2x2
k + 1 + x2
.
Using this choice we obtain
P (x) =
1
1 + k + x2
 (k + 1 + x2)2 (k + 1 + x2)(x+ x2) 0(k + 1 + x2)(x+ x2) (1 + x)2x2 0
0 0 0

+
1
k + 1 + x2
0 0 00 k2 + k + 3kx2 + (1− x)2x2 (k + 1 + x2)(x− x2)
0 (k + 1 + x2)(x− x2) (k + 1 + x2)2
 (3.5)
and, by construction, the two polynomial submatrices
S1(x) :=
[
(k + 1 + x2)2 (k + 1 + x2)(x+ x2)
(k + 1 + x2)(x+ x2) (1 + x)2x2
]
S2(x) :=
[
k2 + k + 3kx2 + (1− x)2x2 (k + 1 + x2)(x− x2)
(k + 1 + x2)(x− x2) (k + 1 + x2)2
]
are positive semidefinite for any k ≥ 0. They are also SOS because the two concepts
are equivalent for univariate polynomial matrices [37]. Thus, upon multiplying both sides
of (3.5) by k + 1 + x2, we obtain the weighted decomposition of P (x) guaranteed by
Theorem 2.1 with the SOS weight σ(x) = k + 1 + x2 and the SOS matrices S1(x) and
S2(x) given above. 
Our next example demonstrates the decomposition in Theorem 2.1 for a multivariate
polynomial matrix, for which positive semidefiniteness and SOS are not the same.
Example 3.2. Consider the polynomial matrix
P (x) =
x21 + x22 −x1x2 0−x1x2 x22 + x23 −x2x3
0 −x2x3 x21 + x23
 . (3.6)
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This matrix is positive semidefinite (a certificate attesting this will be given below) but
is not SOS (see Appendix A). Nevertheless, it can be decomposed as a sum of sparse
SOS matrix as described by Theorem 2.1 upon multiplication by a polynomial weight. To
derive this decomposition, we observe that
P (x, y, z) =

x21 + x
2
2 −x1x2 0
−x1x2 x
2
1x
2
2
x21 + x
2
2
0
0 0 0
+

0 0 0
0 x22 + x
2
3 −
x21x
2
2
x21 + x
2
2
−x2x3
0 −x2x3 x21 + x23
, (3.7)
where each addend is well-defined for (x1, x2) 6= (0, 0) and can be extended by continuity
at (x1, x2) = (0, 0) if desired. The 2× 2 nonzero submatrices have nonnegative trace and
determinants, hence are positive semidefinite. Moreover, the matrices
S1(x) :=
[
(x21 + x
2
2)
2 −x1x2(x21 + x22)
−x1x2(x21 + x22) x21x22
]
,
S2(x) :=
[
x21x
2
3 + x
2
2x
2
3 + x
4
2 −x2x3(x21 + x22)
−x2x3(x2 + x22) (x2 + x22)(x2 + z2)
]
are SOS since
S1(x) =
[
x21 + x
2
2
−x1x2
] [
x21 + x
2
2 −x1x2
]
,
S2(x) =
[
x1x3 x2x3 x
2
2 0 0
0 −x2 −x2x3 x1x2 x1x3
]
x1x3 0
x2x3 −x2
x22 −x2x3
0 x1x2
0 x1x3
 .
They also satisfy
(x21 + x
2
2)P (x) = E
T
C1S1(x)EC1 + E
T
C2S2(x)EC2
for all x. This is exactly the weighted decomposition of P (x) guaranteed by Theorem 2.1
with the SOS weight σ(x) = x21 + x
2
2. 
Remark 3.1. The decomposition in (3.7) can be obtained by direct computations, as in
Example 3.1, but also through systematic row/column operations that correspond to the
first step of the Cholesky algorithm. This systematic procedure, the zero fill-in property
of the Cholesky algorithm for matrices with chordal sparsity, and a representation of
nonnegative polynomials as sums of squares of rational function [38] are the ingredients
needed to prove Theorem 2.1. The details are given in Section 5.3.
The next example illustrates the decomposition of a homogeneous, even and positive
definite polynomial matrix according to Theorem 2.2.
Example 3.3. The polynomial matrix
P (x, y) =
x41 + x21x22 + x42 x21x22 0x21x22 x41 + x42 x21x22
0 x21x
2
2 x
4
1 + x
2
1x
2
2 + x
4
2

is even, homogeneous and positive definite for all x 6= 0 (this will be proved below). To
decompose it as stated by Theorem 2.2, we apply the same systematic construction that
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we will use in Section 5.4 to prove the theorem in full generality. The strategy is to look
for an integer ν such that the matrix coefficients Cα of the product
(x21 + x
2
2)
νP (x) =
∑
α∈N2
Cαx
α1
1 x
α2
2
are positive semidefinite. The existence of a suitable ν is guaranteed when P is positive
definite thanks to a matrix version of Polya´’s theorem [7, Theorem 3]. For our particular
example, it suffices to fix ν = 1 because
(x21 + x
2
2)P (x, y) =
1 0 00 1 0
0 0 1
 (x61 + x62) +
2 1 01 1 1
0 1 2
 (x41x22 + x21x42). (3.8)
This equivalence implies that P (x) is positive definite for nonzero x, as claimed above.
Moreover, the standard chordal decomposition (cf. Theorem 5.1) can be applied to de-
compose the two matrices on the right-hand side as sums of positive semidefinite matrices
supported on the cliques C1 = {1, 2} and C2 = {2, 3} of the sparsity graph of P . For
example, we can write 1 0 00 1 0
0 0 1
 =
1 0 00 12 0
0 0 0
+
0 0 00 12 0
0 0 1
 ,
2 1 01 1 1
0 1 2
 =
2 1 01 12 0
0 0 0
+
0 0 00 12 1
0 1 2
 .
Substituting these decompositions into (3.8) and recalling the definitions of the inflation
matrices EC1 and EC2 we arrive at(
x21 + x
2
2
)
P (x) = ETC1
[
x61 + x
6
2 + 2(x
4
1x
2
2 + x
2
1x
4
2) x
4
1x
2
2 + x
2
1x
4
2
x41x
2
2 + x
2
1x
4
2
1
2(x
6
1 + x
6
2) + x
4
1x
2
2 + x
2
1x
4
2
]
EC1
+ETC2
[
1
2(x
6
1 + x
6
2) + x
4
1x
2
2 + x
2
1x
4
2 x
4
1x
2
2 + x
2
1x
4
2
x41x
2
2 + x
2
1x
4
2 x
6
1 + x
6
2 + 2(x
4
1x
2
2 + x
2
1x
4
2)
]
EC2 .
The two 2×2 polynomial matrices on the right-hand side are SOS by construction, so this
expression is the desired decomposition for P (x).
For this particular example, a chordal decomposition exists also with ν = 0. Indeed,
P (x) = ETC1
[
x41 + x
2
1x
2
2 + x
4
2 x
2
1x
2
2
x21yx
2
2 x
4
2
]
EC1 + E
T
C2
[
x41 x
2
1x
2
2
x21x
2
2 x
4
1 + x
2
1x
2
2 + x
4
2
]
EC2 ,
and the 2× 2 matrices on the right-hand side are SOS since[
x41 + x
2
1x
2
2 + x
4
2 x
2
1x
2
2
x21x
2
2 x
4
2
]
=
[
x21 x1x2 x
2
2
x22 0 0
] x21 x22x1x2 0
x22 0
 ,
[
x41 x
2
1x
2
2
x21x
2
2 x
4
1 + x
2
1x
2
2 + x
4
2
]
=
[
x21 0 0
x22 x1x2 x
2
1
]x21 x220 x1x2
0 x21
 .
Thus, the systematic construction outlined above is not tight, in the sense that the min-
imum value of ν required to ensure that all coefficients of (x21 + x
2
2)
νP (x) are positive
semidefinite needs not be the smallest one for which Theorem 2.2 applies. Nevertheless,
this construction is the key to our proof of this theorem given in Section 5.4. 
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Figure 2: The “bow-tie” semialgebraic set K (red shading, solid boundary), compared to the
region of R2 where the matrix P (x) in Example 3.4 is positive definite (grey shading). The dashed
line is the boundary of this region, where P (x) is positive semidefinite but not definite.
Our last analytical example illustrates the application of Theorem 2.3 to a polynomial
matrix that is positive definite on a compact semialgebraic set satisfying the Archimedean
condition, but not globally.
Example 3.4. The bivariate polynomial matrix
P (x) :=
 1 + 2x21 − x41 x1 + x1x2 − x31 0x1 + x1x2 − x31 3 + 4x21 − 3x22 2x21x2 − x1x2 − 2x32
0 2x21x2 − x1x2 − 2x32 1 + x22 + x21x22 − x42

is not positive semidefinite globally (the first diagonal element is negative if x1 is sufficiently
large) but is strictly positive definite on the compact semialgebraic “bow-tie” set
K = {x ∈ R2 : g1(x) := 1− x21 ≥ 0, g2(x) := x21 − x22 ≥ 0}. (3.9)
This can be verified numerically by approximating the region of R2 where P is positive
definite (see Figure 2) and an analytical certificate will be given below.
The semialgebraic set K satisfies the Archimedean condition (2.7) with σ0(x) = 0,
σ1(x) = 2, σ2(x) = 1 and r =
√
2. Therefore, Theorem 2.3 guarantees that
P (x) = ETC1 [S0,1(x) + g1(x)S1,1(x) + g2(x)S2,1(x)]EC1
+ETC2 [S0,2(x) + g1(x)S1,2(x) + g2(x)S2,2(x)]EC2
for some 2× 2 SOS matrices S0,1, S1,1, S2,1, S0,2, S1,2 and S1,2. Possible choices for these
matrices are S2,1 = 0, S1,2 = 0 and
S0,1(x) =
[
1 + x21 x1x2
x1x2 1 + x
2
2
]
=
[
1 0
0 1
]
+
[
x1
x2
] [
x1 x2
]
S0,2(x) =
[
1 + x21 −x1x2
−x1x2 1 + x22
]
=
[
1 0
0 1
]
+
[
x1
−x2
] [
x1 −x2
]
S1,1(x) =
[
x21 x1
x1 1
]
=
[
x1
1
] [
x1 1
]
S2,2(x) =
[
4 2x2
2x2 x
2
2
]
=
[
2
x2
] [
2 x2
]
.
13
Finally, observe that this decomposition for P may be rearranged to obtain
P (x)−
1 0 00 2 0
0 0 1
 = ETC1 [S0,1(x)− I2 + g1(x)S1,1(x)]EC1
+ ETC2 [S0,2(x)− I2 + g2(x)S2,2(x)]EC2 ,
where the right-hand side is positive semidefinite on K. This proves that P is indeed
strictly positive definite on set (3.9), as claimed at the beginning of this example. 
3.2 Computational examples
We now turn to numerical examples to demonstrate that the matrix decomposition results
stated in Section 2 allow for significant computational gains when SOS methods are used
to approximate the optimal solution of the optimization problem (1.1). All examples were
implemented on a PC with a 2.2 GHz Intel Core i5 CPU and 12GB of RAM using the
MATLAB optimization toolbox YALMIP [22, 39] and the SDP solver MOSEK [40]. Our
scripts can be downloaded from https://github.com/zhengy09/sos_csp.
Example 3.5. Fix an integer ω ≥ 1 and consider the 3ω × 3ω tridiagonal polynomial
matrix Pω = Pω(x, λ), parameterized by λ ∈ R2, given by
Pω =

λ2x
4
1 + x
4
2 λ1x
2
1x
2
2
λ1x
2
1x
2
2 λ2x
4
2 + x
4
3 λ2x
2
2x
2
3
λ2x
2
2x
2
3 λ2x
4
3 + x
4
1 λ1x
2
1x
2
3
λ1x
2
1x
2
3 λ2x
4
1 + x
4
2 λ2x
2
1x
2
2
λ2x
2
1x
2
2 λ2x
4
2 + x
4
3
. . .
. . .
. . . λix
2
2x
2
3
λix
2
2x
2
3 λ2x
4
3 + x
4
1

,
where i = 1 if 3ω is even and i = 2 otherwise. The sparsity graph of this matrix is
chordal with vertices V = {1, . . . , 3ω}, edges E = {(1, 2), (2, 3), . . . , (3ω − 1, 3ω)}, and
maximal cliques C1 = {1, 2}, C2 = {2, 3}, . . . , C3ω−1 = {3ω − 1, 3ω}. Observe that Pω(x)
is homogeneous and even for all λ, and it is positive definite on R3 \ {0} when λ = (0, 0).
First, we illustrate how Theorem 2.2 enables one to approximate the set of vectors λ
for which Pω is a positive semidefinite polynomial matrix,
Fω = {λ ∈ R2 : Pω(x, λ)  0 ∀x ∈ R3}.
Define two hierarchies of subsets of Fω indexed by an integer ν as
Dω,ν :=
{
λ ∈ R2 : (x21 + x22 + x23)νPω(x, λ) is SOS
}
, (3.10)
Sω,ν :=
{
λ ∈ R2 : (x21 + x22 + x23)νPω(x, λ) =
3ω−1∑
k=1
ETCkSk(x)ECk , Sk(x) is SOS
}
. (3.11)
In other words, the sets Dω,ν are defined using the standard (dense) SOS constraint (1.3),
while Sω,ν use our sparsity-exploiting nonnegativity certificate (2.5).
For each ν, we have Sω,ν ⊆ Dω,ν ⊆ Fω and the inclusions are generally strict. This is
confirmed by Figure 3, which shows (approximations to) the first few sets D2,ν and S2,ν
obtained by maximizing the linear cost function λ1 cos θ + λ2 sin θ for 1000 equispaced
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(a) (b)
Figure 3: Inner approximations of the set F2 obtained using SOS optimization. (a) Sets D2,ν
obtained using the standard SOS constraint (1.3); (b) Sets S2,ν obtained using the sparse SOS
constraint (2.5). Theorem 2.2 guarantees the sequences of approximating sets {D2,ν}ν∈N and
{S2,ν}ν∈N are asymptotically exact as ν →∞. The numerical results suggest S2,3 = D2,2 = F2.
values of θ in the interval [0, pi/2] and exploiting the λ1 7→ −λ1 symmetry of D2,ν and S2,ν .
(Computations for S2,1 were ill-conditioned, so the results are not reported.) On the other
hand, for any choice of ω, Theorem 2.2 guarantees that any λ for which Pω is positive
definite belongs to Sω,ν for sufficiently large ν. Thus, the sets Sω,ν can approximate Fω
arbitrarily accurately in the following sense: any compact subset of the open set
F◦ω :=
{
λ ∈ R2 : Pω(x, λ)  0, ∀x ∈ R3 \ {0}
}
,
whose closure coincides with Fω, is included in Sω,ν for some sufficiently large integer ν.
The same is true for the sets Dω,ν since Sω,ν ⊆ Dω,ν . Once again this is confirmed by our
numerical results for ω = 2 in Figure 3, which suggest that S2,3 = D2,2 = F2.
To illustrate the computational advantages of our sparsity-exploiting SOS methods
compared to the standard ones, we use both approaches to bound
Bω := inf
λ∈Fω
λ2 − 10λ1 (3.12)
from above by replacing Fω with its inner approximationsDω,ν and Sω,ν in (3.10) and (3.11).
Optimizing over Dω,ν requires imposing one SOS constraint on a 3ω× 3ω polynomial ma-
trix of degree 2ν + 4, while optimizing over Sω,ν requires 3ω− 1 SOS constraints on 2× 2
polynomial matrices of the same degree. Corollary 2.1 and the inclusion Sω,ν ⊆ Dω,ν
guarantee that the upper bounds Bω,ν obtained with both SOS formulations converge to
Bω as ν →∞.
Table 2 lists upper bounds Bω,ν computed with MOSEK using both SOS formulations
and different values of ω and ν, along with the CPU time. Bounds Bω,1 for our sparse
SOS formulation are not reported because MOSEK encountered severe numerical problems
irrespective of ω. It is evident that our sparsity-exploiting SOS method scales significantly
better than the standard approach as ω and ν increase. For example, the bound B10,3
obtained with our sparsity-exploiting approach agrees to two decimal places with the
bounds B10,2 and B10,3 calculated using traditional methods, but the computation is three
orders of magnitude faster. More generally, our sparsity-exploiting computations took less
than 10 seconds for all tested values of ω and ν,1 while traditional ones required more
1Interestingly, computations are sometimes faster for ν = 3 than for ν = 2 because MOSEK converged
in fewer iterations. This suggests that numerical conditioning improves with ν for this example.
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Table 2: Upper bounds Bω,ν on the optimal value Bω in (3.12) for increasing values of ω obtained
using the standard SOS constraint (1.3) and the sparsity-exploiting SOS condition (2.5). Also
tabulated is the CPU time (t, in seconds) required by MOSEK to solve the SDP corresponding to
each SOS problem. Entries marked by oom indicate “out of memory” runtime errors in MOSEK.
Standard SOS (1.3) Sparse SOS (2.5)
ν = 1 ν = 2 ν = 3 ν = 2 ν = 3 ν = 4
ω t Bω,ν t Bω,ν t Bω,ν t Bω,ν t Bω,ν t Bω,ν
5 11.9 -8.68 25.2 -9.36 68.8 -9.36 0.58 -8.97 0.72 -9.36 1.29 -9.36
10 406.7 -8.33 885.8 -9.09 2910 -9.09 1.65 -8.72 0.82 -9.09 2.08 -9.09
15 2090 -8.26 oom oom oom oom 2.76 -8.68 1.13 -9.04 2.79 -9.04
20 oom oom oom oom oom oom 3.24 -8.66 1.54 -9.02 4.70 -9.02
25 oom oom oom oom oom oom 2.85 -8.66 1.94 -9.02 4.59 -9.02
30 oom oom oom oom oom oom 2.38 -8.65 2.40 -9.01 5.50 -9.01
35 oom oom oom oom oom oom 2.66 -8.65 3.25 -9.01 6.17 -9.01
40 oom oom oom oom oom oom 3.07 -8.65 3.14 -9.01 8.48 -9.01
RAM than available for all but the smallest values. We expect similarly large efficiency
gains for any optimization problem with sparse polynomial matrix inequalities if the size of
the largest maximal clique of the sparsity graph is much smaller than the matrix size. 
Our second numerical example demonstrates how our sparse-matrix version of Puti-
nar’s Positivstellensatz in Theorem 2.3 and its Corollary 2.2 allow for significant reductions
in computational complexity when solving SOS reformulations of the optimization prob-
lem (1.1) when K is a compact semialgebraic set.
Example 3.6. Let K be the same “bow-tie” compact semialgebraic set defined in (3.9)
and consider the m×m polynomial matrix
P (x) =

10 + x32 − x41 x1 + x1x2 − x31 · · · · · · x1 + x1x2 − x31
x1 + x1x2 − x31 10 + x32 − x41 0 · · · 0
... 0
. . .
...
...
...
. . . 0
x1 + x1x2 − x31 0 · · · 0 10 + x32 − x41
 .
The “arrow” sparsity pattern of this matrix corresponds to a chordal graph with vertices
V = {1, . . . , m}, edges E = {(1, 2), (1, 3), . . . , (1,m)}, and maximal cliques Ck = {1, k+1}
for k = 1, . . . ,m− 1.
Let λ∗m be the minimum over K of the smallest eigenvalue of P (x), which can be
calculated by solving the optimization problem
inf
λ∈R
− λ
subject to P (x)− λIm  0 ∀x ∈ K.
(3.13)
For our simple bivariate matrix the optimizer λ∗m can be found easily with direct compu-
tations, e.g. using the MATLAB function fmincon to minimize the smallest eigenvalue of
P (x) over K, but in more complicated cases it must be estimated.
Lower bounds λd,m on λ
∗
m can be computed upon replacing the polynomial matrix
inequality constraint either with the standard SOS condition (1.3) or with the sparsity-
exploiting SOS constraint (2.8), using SOS matrices Sk and Sj,k of increasing degree d.
Since the matrix P (x)−λIm is strictly positive definite on K for all λ < λ∗m, Corollary 2.2
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Table 3: Lower bounds λd,m on λ
∗
m, the minimum over K of the smallest eigenvalue of the m×m
matrix P (x) in Example 3.6, computed using the standard SOS constraint (1.3) and the sparsity-
exploiting SOS condition (2.8). Results are reported for increasing values of m. Also tabulated are
the CPU time (t, in seconds) required by MOSEK to solve the SDP corresponding to each SOS
problem, and the value of λ∗m computed using the function fmincon in MATLAB. Entries marked
by oom indicate “out of memory” runtime errors in MOSEK.
Standard SOS (1.3) Sparse SOS (2.8) Exact
d = 2 d = 4 d = 2 d = 4 (fmincon)
m t λd t λd t λd t λd λ
∗
10 1.04 5.00 4.13 5.00 0.48 5.00 0.46 5.00 5.00
20 11.6 3.64 113.6 3.64 0.55 3.64 0.68 3.64 3.64
30 87.0 2.61 1045 2.61 0.63 2.61 0.82 2.61 2.61
40 424 1.76 oom oom 0.58 1.76 1.15 1.76 1.76
50 1320 1.00 oom oom 0.74 1.00 1.40 1.00 1.00
60 oom oom oom oom 0.91 0.32 1.62 0.32 0.32
70 oom oom oom oom 0.78 -0.31 2.00 -0.31 -0.31
80 oom oom oom oom 0.96 -0.89 2.27 -0.89 -0.89
and its dense counterpart [7, Theorem 1] guarantee that the bounds λd,m obtained using
both types of SOS relaxations converge to λ∗m as d is raised.
Table 3 compares λ∗ to the bounds λd we obtained with standard and sparsity-
exploiting SOS conditions for different values of d and of the matrix size m. The CPU
time required by MOSEK to solve the corresponding SDPs is also reported. As one would
expect, the sparsity-exploiting methods developed in this work perform significantly bet-
ter than standard ones for large m. For this particular example, the bounds λd at all
d are independent of the type of SOS condition used, and increasing d past 2 also gives
no improvement. This is unlikely to be the case for other problems and we expect that
in general, just as in Example 3.5, our sparsity-exploiting approach requires using SOS
matrices of larger degree than the traditional SOS constraint (1.3). However, comparing
our results for d = 2 and 4 across all matrix sizes m demonstrates that the reduction in
computational complexity allowed by the exploitation of sparsity can dramatically offset
the increase in cost associated with the need to work with higher-degree polynomials. This
enables the solution of optimization problems with polynomial matrix inequalities that are
otherwise intractable. 
4 Relation to correlative sparsity techniques
An n-variate polynomial matrix inequality can be reformulated as a standard polynomial
inequality at the expense of introducing additional independent variables. Precisely, the
m ×m polynomial matrix P (x) is positive semidefinite on the semialgebraic set K ⊂ Rn
if and only if the following polynomial inequality holds:
p(x, y) := yTP (x)y ≥ 0 ∀(x, y) ∈ K × Rm : ‖y‖∞ = 1. (4.1)
As usual, ‖y‖∞ denotes the entry of y with largest magnitude. Note that the condition
‖y‖∞ = 1 is equivalent to the set of polynomial inequalities ±(1 − y21) ≥ 0, . . . ,±(1 −
y2m) ≥ 0, so (4.1) is a polynomial inequality on a semialgebraic set that is compact and
satisfies the Archimedean condition precisely when K does. These observations enable
us to relate the decomposition results for polynomial matrices presented in Section 2 to
so-called correlative sparsity techniques for polynomial optimization [24, 27, 28].
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4.1 A brief review of correlative sparsity
A polynomial p(x, y) =
∑
α,β cα,βx
αyβ with independent variables x = (x1, . . . , xn) and
y = (y1, . . . , ym) is said to be correlatively sparse with respect to y if the independent
variables y1, . . . , ym are sparsely coupled. More precisely, p(x, y) is correlatively sparse
with respect to y if the m×m coupling matrix CSPy(p) with entries
[CSPy(p)]ij =
{
1, if i = j or ∃β : βiβj 6= 0 and cα,β 6= 0,
0, otherwise,
(4.2)
is sparse. For example, the polynomial p(x, y) = x21x2y
2
1 − x2y2y3 + y44 with n = 2 and
m = 4 is correlatively sparse with respect to y and
CSPy(x
2
1x2y
2
1 − x2y2y3 + y44) =

1 0 0 0
0 1 1 0
0 1 1 0
0 0 0 1
 .
The sparsity graph G of the coupling matrix CSPy(p) is known as the correlative sparsity
graph of p, and we say that p(x, y) has chordal correlative sparsity with respect to y if the
correlative sparsity graph G is chordal.
Correlative sparsity methods for polynomial optimization are based on a relatively
straightforward idea: to verify the nonnegativity of a correlatively sparse polynomial
p(x, y), it suffices to find an SOS decomposition of the form
p(x, y) =
t∑
k=1
σk(x, yCk) , (4.3)
where C1, . . . , Ct are the maximal cliques of the correlative sparsity graph and each σk
is an SOS polynomial that depends on x and on the subset yCk = ECky of y indexed by
Ck. For instance, with two cliques C1 = {1, 2} and C2 = {2, 3} we have yC1 = (y1, y2) and
yC2 = (y2, y3).
4.2 Sparse SOS decomposition for some correlative sparse polynomials
In general, the existence of the sparse SOS representation (4.3) is only sufficient but
not necessary to conclude that p(x, y) is nonnegative: Example 3.8 in [26] gives a non-
negative (in fact, SOS) correlatively sparse polynomial that cannot be decomposed as
in (4.3). Nevertheless, our Theorems 2.1, 2.2 and 2.3 imply that sparsity-exploiting SOS
decompositions do exist for polynomials p(x, y) that are quadratic and correlatively sparse
with respect to y. This is because any polynomial p(x, y) that is correlatively sparse,
quadratic, and (without loss of generality) homogeneous with respect to y can be ex-
pressed as p(x, y) = yTP (x)y for some polynomial matrix P (x) whose sparsity graph
coincides with the correlative sparsity graph of p(x, y). Thus, we can “scalarize” Theo-
rems 2.1, 2.2 and 2.3 to obtain the following statements.
Corollary 4.1. Suppose that p(x, y) is nonnegative for all x ∈ Rn and y ∈ Rm, and that
p is quadratic and correlatively sparse with respect to y. Let C1, . . . , Ct be the maximal
cliques of the correlative sparsity graph G. If G is chordal, there exists an SOS polynomial
σ0(x) and SOS polynomials σ1(x, yC1), . . . , σt(x, yCt), quadratic in the second argument,
such that
σ0(x)p(x, y) =
t∑
k=1
σk(x, yCk) .
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Proof. First, suppose that p is homogeneous with respect to y. We can write p(x, y) =
yTP (x)y where P (x) has the same sparsity pattern as the correlative sparsity matrix
CSPy(p) and is positive semidefinite globally. Then, Theorem 2.1 yields
σ0(x)p(x, y) = y
T [σ0(x)P (x)] y = y
T
(
t∑
k=1
ETCkSk(x)ECk
)
y =
t∑
k=1
(ECky)
TSk(x)ECky
for some SOS polynomial σ0(x) and SOS polynomial matrices Sk(x). Setting σk(x, yCk) :=
(ECky)
TSk(x)ECky with yCk = ECky gives the desired decomposition. When p is not homo-
geneous, the result follows using a homogenization argument described in Appendix B.
Corollary 4.2. Consider a polynomial p(x, y) with independent variables x ∈ Rn and
y ∈ Rm. Assume the following:
1) p is homogeneous and even with respect to x;
2) p is quadratic and correlatively sparse with respect to y, and the correlative sparsity
graph G is chordal with maximal cliques C1, . . . , Ct;
3) p is strictly positive for all x 6= 0 and all y (with y 6= 0 if p is homogeneous in y).
Then, there exist an integer ν and SOS polynomials σ1(x, yC1), . . . , σt(x, yCt), each of which
is quadratic in the second argument, such that
(x21 + · · ·+ x2n)νp(x, y) =
t∑
k=1
σk(x, yCk) .
Proof. When p is homogeneous with respect to y , write p(x, y) = yTP (x)y, apply The-
orem 2.2 to P (x), and proceed as in the proof of Corollary 4.1. For the inhomogeneous
case, use a homogenization argument similar to that in Appendix B.
Corollary 4.3. Let K be a compact basic semialgebraic set defined as in (1.2) that satisfies
the Archimedean condition (2.7), and let p(x, y) be a polynomial that is both homogeneous
quadratic and correlatively sparse with respect to y. Suppose the correlative sparsity graph
G of p(x, y) with respect to y is chordal with maximal cliques C1, . . . , Ct and that p(x, y)
is strictly positive for all x ∈ K and y ∈ Rm (with y 6= 0 if p is homogeneous in y). Then,
there exists SOS polynomials σ0,1(x, yC1), . . ., σq,1(x, yC1), . . ., σ0,t(x, yCt), . . ., σq,t(x, yCt),
each quadratic in the second argument, such that
p(x, y) =
t∑
k=1
σ0,k(x, yCk) + q∑
j=1
gj(x)σj,k(x, yCk)
 .
Proof. If p(x, y) is homogeneous in y, write p(x, y) = yTP (x)y for a polynomial matrix
P (x) with chordal sparsity graph G. The strict positivity of p for all nonzero y implies that
P is strictly positive definite on K. Therefore, we can apply Theorem 2.3 to P and proceed
as before to conclude the proof. The inhomogeneous case follows from the homogeneous
one with an argument similar to that in Appendix B.
Corollary 4.3 specializes, but appears not to be a particular case of, the SOS rep-
resentation result for correlative sparse polynomials proved by Lasserre [27]. Similarly,
Corollaries 4.1 and 4.2 specialize recent results in [30]. In particular, although our state-
ments apply only to polynomials p(x, y) that are quadratic and correlatively sparse with
respect to y rather than to general ones, they imply explicit and tight degree bounds on
the quadratic variables that cannot be deduced directly from more general results.
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For example, let K ⊂ Rn be a semialgebraic set defined by polynomial inequalities
g1(x) ≥ 0, . . . , gq(x) ≥ 0 that satisfy the Archimedean condition (2.7), and suppose that
p(x, y) is quadratic, homogeneous and has chordal correlative sparsity with respect to y.
Then, p is strictly positive on K × Rm \ {0} if and only if it is so on the set
K′ := {(x, y) ∈ K × Rm : ±(1− y21) ≥ 0, . . . , ±(1− y2m) ≥ 0} , (4.4)
which also satisfies the Archimedean condition. Then, Theorem 3.1 in [27] guarantees that
p(x, y) =
t∑
k=1
[
σ0,k(x, yCk) +
q∑
j=1
gj(x)σj,k(x, yCk)
+
∑
i∈Ck
(σk,i,1(x, yCk)− σk,i,2(x, yCk)) (1− y2i )
] (4.5)
for some SOS polynomials σj,k, σk,i,1 and σk,i,2. However, that theorem does not prescribe
the degree of these polynomials; in particular, they could be higher than quadratic in y
with the right-hand sum reducing to the quadratic polynomial p through carefully arranged
cancellations. In contrast, Corollary 4.3 above implies not only that σj,k, σk,i,1 and σk,i,2
may be taken to be homogeneous and quadratic with respect to their second argument,
but also that one can further confine the search to σk,i,1 = 0, σk,i,2 = 0 and
σj,k(x, yCk) = y
T
CkSj,k(x)yCk ,
where all matrices Sj,k are SOS. While such restrictions could probably be deduced starting
from (4.5), our approach based on chordal decomposition results for sparse polynomial
matrices makes them immediate.
5 Proofs
We finally turn to the proofs of Proposition 2.1 and Theorems 2.1, 2.2 and 2.3. For
completeness, Section 5.1 briefly reviews some notions from graph theory and a chordal
decomposition theorem for sparse matrices due to Agler et al. [16] that will be key to our
proofs. Readers who are familiar with these ideas may proceed directly to Section 5.2.
5.1 Chordal graphs and their connection to sparse matrices
A graph G is defined as a set of vertices V = {1, 2, . . . ,m} connected by a set of edges E ⊆
V×V. We call G undirected if edge (j, i) is identified with edge (j, i), so edges are unordered
pairs; complete if E = V×V; and connected if there exists a path (i, v1), (v1, v2), . . . , (vk, j)
between any two distinct vertices i and j. We only consider undirected graphs here, and
are mostly interested in the connected but not complete case.
Given an undirected graph G, we say that a vertex i ∈ V is simplicial if the subgraph
induced by its neighbors is complete. A subset of vertices C ⊆ V that are fully connected,
meaning that (i, j) ∈ E for all pairs of (distinct) vertices i, j ∈ C is called a clique. A
maximal clique is a clique that is not contained in any other clique. Finally, a sequence
of vertices {v1, v2, . . . , vk} ⊆ V is called a cycle of length k if (vi, vi+1) ∈ E for all i =
1, . . . , k − 1 and (vk, v1) ∈ E . Any edge (vi, vj) between nonconsecutive vertices in a cycle
is known as a chord, and the graph G is said to be chordal if all cycles of length k ≥ 4
have at least one chord. Complete graphs, chain graphs, and trees are all chordal; other
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Figure 4: Two undirected, connected, non-complete and chordal graphs. (a) A star graph with
vertices V = {1, 2, 3, 4, 5} and edges E = {(1, 2), (1, 3), (1, 4), (1, 5)}. (b) A triangulated graph with
vertices V = {1, 2, 3, 4} and edges E = {(1, 2), (2, 3), (3, 4), (1, 4), (2, 4)}.
particular examples are illustrated in Figure 4. Observe that any non-chordal graph G can
be extended into a chordal one by adding appropriate edges to E [14].
Our proofs of Theorems 2.1, 2.2 and 2.3 rely on three key properties of chordal graphs.
The first two, stated below as lemmas, are that chordal graphs have simplicial vertices
and that the subgraph obtained by removing any simplicial vertex and its corresponding
edges remains chordal. For example, vertices 1 and 3 of the chordal graph in Figure 4(b)
are simplicial, and removing either of them yields a chordal graph.
Lemma 5.1 ([14, Theorem 3.3]). Every chordal graph has at least one simplicial vertex.
Lemma 5.2 ([14, Section 4.2]). If G is a chordal graph, the graph G′ obtained by removing
a simplicial vertex v and the corresponding edges is also chordal.
The third key property of chordal graphs is that they describe the sparsity of positive
semidefinite matrices that can be written as sums of other positive semidefinite matrices,
each of which is nonzero only on a principal submatrix indexed by a maximal cliques of
the graph. Specifically, consider a graph G with vertices V = {1, . . . ,m} and edge set E .
This graph can be interpreted as the sparsity pattern of an m ×m symmetric matrix X
such that Xij = 0 if i 6= j and (i, j) /∈ E , and we say that G is the sparsity graph of X.
Let C1, . . . , Ct be the maximal cliques of G and for each maximal clique Ck define a matrix
ECk ∈ R|Ck|×m as
(ECk)ij :=
{
1, if Ck(i) = j,
0, otherwise.
(5.1)
Here |Ck| denotes the cardinality of Ck and Ck(i) denotes the i-th node in Ck when its
elements is sorted in the natural ordering; equation (3.1) illustrates this construction
when G is the 3-vertex line graph in Figure 1. The matrix ECk is defined in such a way
that ETCkXkECk “inflates” a |Ck| × |Ck| matrix Xk into a sparse m×m matrix whose only
nonzero entries are in the submatrix indexed by Ck. The next result, due to Agler et
al. [16], relates chordal graphs and positive semidefinite matrices that can be decomposed
as outlined above; this decomposition was already illustrated in (1.6).
Theorem 5.1 (Agler et al. [16]). Let G be the sparsity graph of a sparse m×m symmetric
matrix X, and let C1, . . . , Ct be the maximal cliques of G. Suppose that G is chordal.
Then, X is positive semidefinite if and only if there exist positive semidefinite matrices
X1, . . . , Xt of size |C1| × |C1|, . . . , |Ct| × |Ct|, respectively, such that
X =
t∑
k=1
ETCkXkECk .
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In Sections 5.3, 5.4 and 5.5, we shall prove Theorems 2.1, 2.2 and 2.3 either by applying
this result directly, or by modify a constructive proof of it by Kakimura [41] that relies on
Lemmas 5.1 and 5.2. First, let us prove Proposition 2.1.
5.2 Proof of Proposition 2.1
We shall construct explicit examples of polynomial matrices that cannot be decomposed
according to (2.2). Note that we may assume that n = 1 without loss of generality, because
univariate polynomial matrices are particular cases of multivariate ones.
First, fix m = 3 and let G be the sparsity graph of the 3×3 positive definite polynomial
matrix considered in Example 3.1 for k = 1,
P (x) =
2 + x2 x+ x2 0x+ x2 2x2 + 1 x− x2
0 x− x2 2 + x2
 .
Observe that G is essentially the only connected but not complete graph with m = 3: any
other such graph can be reduced to G upon reordering its vertices, which corresponds to
a symmetric permutation of P (x). We have already shown in Example 3.1 that this P (x)
does not have a decomposition of the form (2.2), so Proposition 2.1 holds for m = 3.
The same 3×3 matrix can be used to generate counterexamples for a general connected
but not complete sparsity graph G with m > 3. Non-completeness implies that such graph
must have at least two maximal cliques, while connectedness implies that all maximal
cliques must contain at least two elements and any maximal clique Ci overlaps with at
least with one other clique Cj , in the sense that Ci ∩ Cj 6= ∅. Thus, there exist vertices
vi ∈ C1 \ C2, vj ∈ C1 ∩ C2 and vk ∈ C2 \ C1. Moreover, since G is chordal, it must contain
at least one simplicial vertex (cf. Lemma 5.1), and this simplicial vertex belongs to one
and only one maximal clique. Upon reordering the vertices and the maximal cliques if
necessary, we may assume without loss of generality that: (i) C1 = {1, . . . , r} for some r;
(ii) vertex 1 is simplicial, so it belongs only to clique C1; (iii) vi = 1, vj = 2 and vk = r+1.
Now, consider the positive definite m×m matrix
P (x) =

2 + x2 x+ x2 0 · · · 0 0 0 0 · · · 0
x+ x2 2x2 + 1 0 · · · 0 x− x2 0 0 · · · 0
0 0 1
. . .
...
...
...
...
...
...
...
...
. . .
. . . 0 0 0 0 · · · 0
0 0 · · · 0 1 0 0 0 · · · 0
0 x− x2 0 · · · 0 2 + x2 0 0 · · · 0
0 0 0 · · · 0 0 1 0 · · · 0
0 0 0 · · · 0 0 0 1 . . . ...
...
...
... · · · ... ... ... . . . . . . 0
0 0 0 · · · 0 0 0 · · · 0 1

,
r rows
r columns
whose nonzero entries are on the diagonal or in the principal submatrix with rows and
columns indexed by {1, 2, r + 1}. The sparsity pattern of P (x) is compatible with the
sparsity graph G. However, no decomposition of the form (2.2) exists. To see this, let
R = ∪tk=2Ck and rewrite any candidate decomposition (2.2) as
P (x) =
t∑
k=1
ETCkSk(x)ECk = E
T
C1S1(x)EC1 + E
T
RQ(x)ER
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for a positive semidefinite r× r polynomial matrix S1(x) and a positive semidefinite (m−
r)× (m− r) polynomial matrix Q(x). Since vertex 1 is contained only in clique C1(x), the
matrix S1 must have the form
S1(x) =
[
2 + x2 (x+ x2, 0, . . . , 0)
(x+ x2, 0, . . . , 0)T T (x)
]
for some (r − 1) × (r − 1) polynomial matrix T to be determined. Similarly, the matrix
Q(x) can be partitioned as
Q(x) =
[
A(x) B(x)
B(x)T C(x)
]
,
where A is an (r−1)×(r−1) polynomial matrix to be determined, while the (r−1)×(m−r)
block B and the (m− r)× (m− r) block C are given by
B(x) =

x− x2 0 0 · · · 0
0 0 0 · · · 0
...
...
... · · · 0
0 0 0 · · · 0
 , C(x) =

x2 + 2 0 0 · · · 0
0 1 0 · · · 0
0 0 1
. . . 0
...
...
. . .
. . . 0
0 0 · · · 0 1
 .
The block T of S1 and the block A of Q correspond to element of clique C1 that may belong
also to other cliques. These blocks cannot be determined uniquely, but their sum must be
equal to the principal submatrix of P with rows and columns indexed by {2, . . . , r}. In
particular, we must have A11(x) = 2x
2 + 1− T11(x).
Now, since S1 and Q are positive semidefinite, we may take appropriate Schur com-
plements to obtain
T (x) 

x2(1+x)2
x2+2
0 · · · 0
0 0 · · · 0
...
...
. . .
...
0 0 · · · 0
 , A(x) 

x2(1−x)2
x2+2
0 · · · 0
0 0 · · · 0
...
...
. . .
...
0 0 · · · 0
 .
Using the identity A11(x) = 2x
2 + 1− T11(x), these conditions require
T11(x) ≥ x
2(1 + x)2
x2 + 2
, 2x2 + 1− T11(x) ≥ x
2(1− x)2
x2 + 2
.
But, just as in Example 3.1, there is no polynomial T11(x) that can satisfy these inequal-
ities. We conclude that P (x) does not admit a decomposition of the form (2.2), which
proves Proposition 2.1 in the general case.
5.3 Proof of Theorem 2.1
To establish Theorem 2.1, we essentially extend the constructive proof of Theorem 5.1
for standard positive semidefinite matrices given by Kakimura [41], which relies on the
fact that symmetric matrices with chordal sparsity patterns have an LDLT factorization
with no fill-in [42]. In Appendix C, we use Schmu¨dgen’s diagonalization procedure [43] for
polynomial matrices to show the following analogous result for sparse polynomial matrices.
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Proposition 5.1. Let P (x) be an m × m polynomial matrix whose sparsity graph G is
chordal. There exists an m×m permutation matrix T , an invertible m×m lower-triangular
polynomial matrix L(x), and polynomials b(x), d1(x), . . . , dm(x) such that
b4(x)TP (x)TT = L(x) Diag (d1(x), . . . , dm(x))L(x)
T. (5.2)
Additionally, the diagonalizing matrix L has no fill-in in the sense that L + LT has the
same sparsity as TPTT.
Now, let P (x) be a positive semidefinite matrix whose sparsity graph G is chordal and
apply Proposition 5.1 to diagonalize it. We will henceforth assume that the permutation
matrix T is the identity, and we will remove this assumption at the end using a relatively
straightforward permutation argument.
Since P is positive semidefinite, the polynomials d1(x), . . . , dm(x) in (5.2) must be
nonnegative globally and, by Artin’s theorem [38], can be written as sum of squares of
rational functions. In particular, there exist SOS polynomials f1, . . . , fm and g1, . . . , gm
such that
fi(x)di(x) = gi(x)
for all i = 1, . . . , m. Therefore, we can write (omitting the argument x for notational
simplicity)
m∏
j=1
fjb
4 P = LDiag
(
g1
∏
j 6=1
fj , . . . , gi
∏
j 6=i
fj , . . . , gm
∏
j 6=m
fj
)
LT.
Next, define σ :=
∏
j fjb
4 and observe that it is an SOS polynomial because it is the
product of SOS polynomials. For the same reason, the products gi
∏
j 6=i fj appearing on
the right-hand side of the last equation are SOS polynomials. Thus, we can find an integer
s and polynomials q11, . . . , qm1, . . . , q1s, . . . , qms such that
σP =
s∑
i=1
LDiag
(
q21i, . . . , q
2
mi
)
LT =:
s∑
i=1
HiH
T
i , (5.3)
where, for notational simplicity, we have introduced the lower-triangular matrices
Hi := LDiag (q1i, . . . , qmi) .
Under our additional assumption that Proposition 5.1 can be applied with T = I,
Theorem 2.1 follows if we can show that
HiH
T
i =
t∑
k=1
ETCkSikECk (5.4)
for some SOS matrices Sik and each i = 1, . . . , s. Indeed, combining (5.4) with (5.3) and
setting Sk =
∑s
i=1 Sik yields the desired decomposition (2.3) for P . To establish (5.4),
denote the columns of Hi by hi1, . . . , him and write
HiH
T
i =
m∑
j=1
hijh
T
ij . (5.5)
Since Hi has the same sparsity pattern as L, the non-zero elements of each column vector
hij must be indexed by a clique C`j for some `j ∈ {1, . . . , t}. Thus, the non-zero elements
of hij can be extracted through multiplication by the matrix EC`j and
hij = E
T
C`jEC`jhij .
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Consequently,
hijh
T
ij = E
T
C`j
(
EC`jhijh
T
ijE
T
C`j
)
︸ ︷︷ ︸
=:Qij
EC`j (5.6)
where Qij is an SOS matrix by construction. Now, let Jik = {j : `j = k} be the set
of column indices j such that column hij is indexed by clique Ck. These index sets are
disjoint and ∪kJik = {1, . . . ,m}, so substituting (5.6) into (5.5) we obtain
HiH
T
i =
m∑
j=1
ETC`jQijEC`j =
t∑
k=1
∑
j∈Jik
ETCkQijECk =
t∑
k=1
ETCk
( ∑
j∈Jik
Qij
)
ECk .
This is exactly (5.4) with matrices Sik =
∑
j∈Jik Qij , which are SOS because they are
sums of SOS matrices. Thus, we have proved Theorem 2.1 for polynomial matrices P to
which Proposition 5.1 can be applied with T = I.
The general case follows from a relatively straightforward permutation argument.
First, apply the argument above to decompose the permuted matrix TPTT, whose spar-
sity graph G′ is obtained by reordering the vertices of the sparsity graph G of P according
to the permutation T . Then, observe that since the cliques C1, . . . , Ct of G are related to
the cliques C′1, . . . , C′t of G′ by the permutation T , the corresponding inflation matrices ECk
and EC′k satisfy ECk = EC′kT . Thus, we have
σ(x)P (x) = TT
(
σ(x)TP (x)TT
)
T = TT
(
t∑
k=1
ETC′kSk(x)EC′k
)
T =
t∑
k=1
ETCkSk(x)ECk .
This concludes the proof of Theorem 2.1.
5.4 Proof of Theorem 2.2
Our proof of Theorem 2.2 combines Theorem 5.1 on the decomposition of classical positive
semidefinite matrices with a matrix extension of Polya´’s theorem due to Scherer and Hol [7,
Theorem 3]. To state this extension we let
P :=
{
x ∈ Rn : xi ≥ 0,
n∑
i=1
xi = 1
}
be the probability simplex and use the standard multi-index notation xα = xα11 · · ·xαnn to
denote an n-variate monomial with multi-index exponent α ∈ Nn.
Theorem 5.2 (Scherer and Hol [7, Theorem 3]). Let P (x) be an m × m homogeneous
polynomial matrix that is positive definite on the probability simplex P. There exists an
integer ν such that the polynomial matrix
(x1 + · · ·+ xn)ν P (x) =
∑
α
Pαx
α
has positive definite matrix-valued coefficients Pα.
Now, suppose that P (x) is an m ×m polynomial matrix that is homogeneous, even,
positive definite on Rn \{0}, and that has chordal sparsity graph G. For x ∈ Rn+ define the
symmetric matrix Q(x) := P (
√
x1, . . . ,
√
xn). Since P is even, meaning that all monomials
on which it depends have the form x2α for some multi-index α ∈ Nn, the matrix Q is
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polynomial on Rn+ and can be extended to a polynomial matrix on the entire space Rn
that satisfies Q(x2i , . . . , x
2
n) = P (x) globally. Moreover, since P is positive definite, Q(x)
is positive definite whenever x ∈ Rn+ and, in particular, on the probability simplex P.
We may therefore apply Theorem 5.2 to find an integer ν and a finite family of positive
definite coefficient matrices {Pα}α∈Nn such that
(x1 + · · ·+ xn)νQ(x) =
∑
α
Pαx
α.
After the change of variables xi 7→ x2i we obtain
(x21 + · · ·+ x2n)νP (x) =
∑
α
Pαx
2α.
Since (x21 + · · ·+ x2n)νP (x) has the same chordal sparsity pattern as P (x) and the last
identity holds for all x ∈ Rn, the coefficient matrices Pα must also have the same chordal
sparsity pattern as P (x). We can therefore apply Theorem 5.1 to each Pα to find positive
semidefinite matrices Sα,1, . . . , Sα,t such that
Pα =
t∑
k=1
ETCkSα,kECk ,
and we obtain
(x21 + · · ·+ x2n)νP (x) =
∑
α
t∑
k=1
(
ETCkSα,kECk
)
x2α
=
t∑
k=1
ETCk
(∑
α
Sα,kx
2α
)
ECk .
This is the required decomposition for P (x) because each positive semidefinite matrix Sα,k
admits the factorization Sα,k = Lα,kL
T
α,k, which guarantees that the matrices
Sk(x) :=
∑
α
Sα,kx
2α =
∑
α
xαLα,kL
T
α,kx
α =
∑
α
(Lα,kx
α) (Lα,kx
α)T
are SOS. This concludes the proof of Theorem 2.2.
Remark 5.1. As shown by Example 3.3, the smallest ν for which Theorem 2.2 applies
need not be as large as required by Theorem 5.2 to ensure that all coefficient matrices Pα
of (x21 + · · ·+x2n)νP (x) are positive definite. It would be interesting to check if there exists
a polynomial matrix P (x) for which the construction in this section is optimal, meaning
that the minimum ν required by Theorem 5.2 and Theorem 2.2 coincide. Unfortunately
we have not yet been able to find such a matrix, nor can we prove that it does not exist.
We leave further investigation of this problem to future work.
Remark 5.2. The assumption that P (x) is strictly positive definite on Rn \ {0} in The-
orem 2.2 cannot be relaxed within our method of proof, but is not necessary for P (x)
to have the decomposition implied by the theorem. To see this, consider the polynomial
matrix
P (x) =
x42 + x21x22 x21x22 0x21x22 2x41 x21x22
0 x21x
2
2 x
4
2 + x
2
1x
2
2
 .
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This matrix is positive semidefinite globally (we will prove this below) and satisfies all
assumptions of Theorem 2.2 except for the positive definitess on R2 \ {(0, 0)}, as P (0, 1)
has a zero eigenvalue. Theorem 5.2, and hence our proof of Theorem 2.2, fails for this
matrix. Indeed, upon expanding
(x21 + x
2
2)
νP (x) =
ν∑
k=0
(
ν
k
)
x2k1 x
2ν−2k
2
1 0 00 0 0
0 0 1
x42 +
0 0 00 2 0
0 0 0
x41 +
1 1 01 0 1
0 1 1
x21x22

it is not difficult to check that the monomial x21x
2ν+2
2 has coefficient matrixν + 1 1 01 0 1
0 1 ν + 1
 ,
which is not positive (semi)definite for any choice of ν. On the other hand, P (x) can still
be decomposed as stated in Theorem 2.2:
P (x) = ETC1
[
x42 + x
2
1x
2
2 x
2
1x
2
2
x21x
2
2 x
4
1
]
EC1 + E
T
C2
[
x41 x
2
1x
2
2
x21x
2
2 x
4
2 + x
2
1x
2
2
]
EC2
and the two polynomial matrices on the right-hand side, which coincide up to a symmetric
permutation, are SOS since[
x42 + x
2
1x
2
1 x
2
1x
2
2
x21x
2
2 x
4
1
]
=
[
x1x2 x
2
2
0 x21
] [
x1x2 0
x22 x
2
1
]
.
Weakening the assumptions of Theorem 2.2, if at all possible, remains an open problem
for future research.
5.5 Proof of Theorem 2.3
Theorem 2.3 can be proved in a relatively straightforward way by extending the construc-
tive proof of Theorem 5.1 given by Kakimura [41] to polynomial matrices with chordal
sparsity patterns that are strictly positive definite on compact semialgebraic sets. Fol-
lowing ideas from [28], this can be done with the help of the Weierstrass polynomial ap-
proximation theorem and the following SOS representation result for arbitrary polynomial
matrices by Scherer and Hol [7, Theorem 2].
Theorem 5.3 (Scherer and Hol [7]). Let K be a compact basic semialgebraic set defined
as in (1.2) that satisfies the Archimedean condition (2.7). Suppose that P (x) is an m×m
polynomial matrix that is strictly positive definite on K. There exist a set of m×m SOS
matrices S0, . . . , Sq such that
P (x) = S0(x) +
q∑
i=1
Si(x)gi(x).
Remark 5.3. When m = 1, this result was proved by Putinar [35] and is commonly
known as Putinar’s Positivstellensatz.
Remark 5.4. It is also possible to establish Theorem 2.3 by modifying the proof of The-
orem 5.3 with the help of Theorem 5.1 on the chordal decomposition of sparse numeric
matrices; we provide this alternative proof in Appendix D. This approach is more tech-
nically involved but might be easier to generalize in order to obtain sparsity-exploiting
versions of the general result in [7, Corollary 1], rather than of its particular version in
Theorem 5.3. We leave this generalization to future research.
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Let P (x) be an m×m polynomial matrix with chordal sparsity graph G. Theorem 2.3
follows directly from Theorem 5.3 if m = 1 or 2. To handle the case m ≥ 3 we shall
assume that Theorem 2.3 holds for matrices of size m− 1 or less and use induction.
Suppose without loss of generality that the sparsity graph G of P (x) is not complete
(otherwise P (x) is dense and Theorem 2.3 reduces to Theorem 5.3) but connected (oth-
erwise we may replace P (x) and G with their connected components). Since G is chordal,
it has at least one simplicial vertex (Lemma 5.1). Relabelling vertices if necessary, which
is equivalent to permuting P , we may assume that vertex 1 is simplicial and that the first
maximal clique of G is C1 = {1, . . . , r} with 1 < r < m. Thus, P (x) has the block structure
P (x) =
a(x) b(x)T 0b(x) U(x) V (x)
0 V (x) W (x)

for some polynomial a(x), polynomial vector b = (b1, . . . , br−1), and polynomial matrices
U of dimension (r − 1)× (r − 1), V of dimension (r − 1)× (m− r), and W of dimension
(m− r)× (m− r).
The polynomial a(x) must be strictly positive on K because P (x) is strictly posi-
tive definite on that set. We can therefore apply one step of the Cholesky factorization
algorithm to write
L(x)P (x)L(x)T =
a(x) 0 00 U(x)− a(x)−1b(x)b(x)T V (x)
0 V (x)T W (x)
 , (5.7)
where
L(x) :=
 1 0 0−a(x)−1b(x) I 0
0 0 I
 .
Since L(x) is invertible and P (x) is positive definite on K, so is the matrix on the right-
hand side of (5.7). In particular, its 2×2 bottom-right block is positive definite on K and,
since K is compact, there exists ε > 0 such that[
U(x)− a(x)−1b(x)b(x)T V (x)
V (x)T W (x)
]
 4εI ∀x ∈ K. (5.8)
Since a(x) is strictly positive on K, the rational entries of the matrix a−1bbT are contin-
uous on that set and we may apply the Weierstrass approximation theorem to choose a
polynomial matrix H(x) that satisfies
− εI  H(x)− a(x)−1b(x)b(x)T  εI ∀x ∈ K. (5.9)
Next, consider the decomposition
P (x) =
a(x) b(x)T 0b(x) H(x) + 2εI 0
0 0 0
+
0 0 00 U(x)−H(x)− 2εI V (x)
0 V (x)T W (x)
 . (5.10)
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Combining (5.9) with the strict positivity of a(x) on K we obtain
Q(x) :=
[
a(x) b(x)T
b(x) H(x) + 2εI
]

[
a(x) b(x)T
b(x) a(x)−1b(x)b(x)T + εI
]
=
1
a(x)
[
a(x) 0
b(x)
√
εa(x)I
] [
a(x) b(x)T
0
√
εa(x)I
]
 0
for all x ∈ K. Since Q(x) is positive definite on K, we may apply Theorem 5.3 to find SOS
matrices T0, . . . , Tq such that
Q(x) = T0(x) +
q∑
i=1
gi(x)Ti(x). (5.11)
Moreover, for all x ∈ K inequalities (5.8) and (5.9) yield
R(x) :=
[
U −H(x)− 2εI V (x)
V (x)T W (x)
]

[
U − a(x)−1q(x)q(x)T − 3εI V (x)
V (x)T W (x)
]
 εI.
The sparsity of R(x) is described by the subgraph G˜ of G obtained by removing vertex
1 and its corresponding edges. This subgraph is chordal (cf. Lemma 5.2), and it has
either t maximal cliques C˜1 = C1 \ {1}, C˜2 = C2, . . . , C˜t = Ct, or t − 1 maximal cliques
C˜2 = C2, . . . , C˜t = Ct (in the latter case, we set C˜1 = ∅ for notational convenience). In
either case, by the induction hypothesis, we can find SOS matrices Yi and S˜ik such that
2
R(x) = ETC˜1
(
Y0 +
q∑
i=1
gi(x)Yi(x)
)
EC˜1 +
t∑
k=2
ETC˜k
(
S˜0k +
q∑
i=1
gi(x)S˜ik(x)
)
EC˜k . (5.12)
Now we combine the SOS decomposition (5.11) and (5.12) with (5.10) to derive the
desired SOS decomposition for P (x). The process is relatively straightforward but cum-
bersome in notation, because we need to handle matrices of different dimension. For each
i ∈ {0, . . . , q} and k ∈ {1, . . . , t} define the matrices
Zi :=
[
0 0
0 Yi(x)
]
, Sik :=
[
0 0
0 S˜ik(x)
]
,
and note that[
0 0
0 ETC˜k S˜ik(x)EC˜k
]
= ETCkSik(x)ECk ,
[
0 0
0 ETC˜1Yi(x)EC˜1
]
= ETC1Zi(x)EC1 .
2Here we slightly abuse notation. The matrices EC˜k have dimensions |C˜k| × (m − 1) because they are
defined using the graph G˜, which has m− 1 vertices. Instead, the matrices ECk have dimensions |Ck| ×m
because are defined using the graph G, which has m vertices.
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Thus,[
0 0
0 R(x)
]
= ETC1
(
Z0 +
q∑
i=1
gi(x)Zi(x)
)
EC1 +
t∑
k=2
ETCk
(
S0k +
q∑
i=1
gi(x)Sik(x)
)
ECk
and we may rewrite the decomposition (5.10) as
P (x) = ETC1
(
Q(x) + Z0 +
q∑
i=1
gi(x)Zi(x)
)
EC1 +
t∑
k=2
ETCk
(
S0k +
q∑
i=1
gi(x)Sik(x)
)
ECk .
Substituting the decomposition of Q from (5.11) and letting
Si1(x) := Ti(x) + Zi(x)
we arrive at
P (x) =
t∑
k=1
ETCk
(
S0k +
q∑
i=1
gi(x)Sik(x)
)
ECk .
This is the desired decomposition of P (x), concluding the proof of Theorem 2.3.
6 Conclusion
In this paper, we have proved three decomposition theorems for positive semidefinite
polynomial matrices with chordal sparsity (Theorems 2.1, 2.2 and 2.3), which extend in a
nontrivial way a classical chordal decomposition result for sparse numeric matrices [16]. We
have also demonstrated that a na¨ıve adaptation of this classical result to sparse polynomial
matrices fails (Proposition 2.1).
In addition to being interesting in their own right, our theorems have two important
consequences. First, they can be combined with a straightforward scalarization argument
to deduce new SOS representation results for nonnegative polynomials that are quadratic
and correlatively sparse with respect to a subset of independent variables (Corollaries 4.1,
4.2 and 4.3). These statements specialize a sparse version of Putinar’s Positivstellensatz
proven in [27], as well as a recent extension of Reznick’s Positivstellensatz [30]. Second,
Theorems 2.2 and 2.3 allow us to build new sparsity-exploiting hierarchies of SOS refor-
mulations for convex optimization problems subject to large-scale but sparse polynomial
matrix inequalities. These hierarchies are asymptotically exact for problems that have
strictly feasible points and whose matrix inequalities are either imposed on a compact set
(Corollary 2.2), or are imposed globally but are homogeneous and even (Corollary 2.1).
Moreover, and perhaps most importantly, our SOS hierarchies have significantly lower
computational complexity than traditional ones when the maximal cliques of the sparsity
graph associated to the polynomial matrix inequality are much smaller than the matrix.
As the numerical examples in Section 3.2 demonstrate, this makes it possible to solve
optimization problems with polynomial matrix inequalities that are well beyond the reach
of standard SOS methods, without sacrificing their asymptotic convergence guarantees.
It would be interesting to explore if the results we have presented in this work can
be extended in various directions. For example, it may be possible to adapt the analy-
sis in [7] to derive a more general version of Theorem 2.3 and to deduce explicit degree
bounds for the SOS matrices that appear in Theorems 2.1, 2.2 and 2.3. Stronger decom-
position results for polynomial matrix inequalities that are imposed globally would also
be of interest. Theorem 2.1 is of limited practical use because the SOS polynomial σ
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cannot be optimized using algorithms for convex programming, while Theorem 2.2 applies
only to a very particular class of polynomial matrices. Finally, the chordal decomposition
problem for semidefinite matrices has a dual formulation that considers positive semidef-
inite completion of partially specified matrices; see, e.g., [14, Chapter 10]. Building on
a notion of SOS matrix completion introduced in [44], it should be possible to establish
positive semidefinite completion results for polynomial matrices. All of these extensions
will contribute to building a comprehensive theory for the decomposition and completion
of polynomial matrices, which will allow the use of SOS programming to tackle large-scale
optimization problems with semidefinite constraints on sparse polynomial matrices.
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A The matrix in Example 3.2 is not SOS
To establish that the 3 × 3 matrix P in (3.6) is not SOS, we need to prove that no
Gram matrix representation (1.4) exists such that Q is positive semidefinite. Any such
representation for P (x) must take the form
P (x) =
I3 ⊗
x1x2
x3
T Q11 Q12 Q13QT12 Q22 Q23
QT13 Q
T
23 Q33

︸ ︷︷ ︸
Q
I3 ⊗
x1x2
x3
 , (A.1)
where each Qij is a 3× 3 block and the diagonal blocks Q11, Q22 and Q33 are symmetric.
Matching the two sides of (A.1) uniquely determines the diagonal blocks as
Q11 =
1 0 00 1 0
0 0 0
 , Q22 =
0 0 00 1 0
0 0 1
 , Q33 =
1 0 00 0 0
0 0 1
 .
Then, the other matching constraints and the positive semidefiniteness requirement on Q
require that
Q12 =
0 a 0b 0 0
0 0 0
 , Q13 =
0 0 00 0 0
0 0 0
 , Q23 =
0 0 00 0 c
0 d 0

for some constants a, b, c and d that satisfy a + b = −1 and c + d = −1. Since the first
diagonal element of Q22 is zero, the positive semidefinitess constraint on Q forces b = 0
and a = −1. For similar reasons we must have d = 0 and c = −1, so all elements of Q are
determined. However, the characteristic polynomial of the matrix Q we have obtained is
det(λI9 −Q) = λ3(λ− 1)4
[
(λ− 1)2 − 2] ,
so Q has a negative eigenvalue of 1−√2. We conclude that no positive semidefinite Gram
matrix can satisfy (A.1), so P (x) is not an SOS matrix.
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B Homogenization for Corollary 4.1
If p(x, y) is quadratic but not homogeneous with respect to y, introduce a new variable z
and define a new polynomial that is homogeneous and quadratic polynomial with respect
to (y, z) as
q(x, y, z) := z2p
(
x,
y1
z
, . . . ,
ym
z
)
.
This expression is well defined when z 6= 0 and can be extended by continuity to z = 0.
It is not difficult to check that the correlative sparsity graph of q with respect to (y, z)
is chordal and has maximal cliques
Cˆ1 = C1 ∪ {m+ 1}, Cˆ2 = C2 ∪ {m+ 1}, . . . , Cˆt = Ct ∪ {m+ 1},
where C1, . . . , Ct are the maximal cliques of the correlative sparsity graph of p with respect
to y. This is because z multiplies all entries of y. Moreover, since p(x, y) is nonnegative
for all x and y by assumption, q(x, y, z) is nonnegative for all x, y and z. We can therefore
apply the result of Corollary 4.1 for the homogeneous case to q and find SOS polynomials
σˆk(x, yCk , z), each homogeneous and quadratic in yCk and z, such that
σ0(x)q(x, y, z) =
t∑
k=1
σˆk(x, yCk , z).
Since q(x, y, 1) = p(x, y) we obtain
σ0(x)p(x, y) =
t∑
k=1
σˆk(x, yCk , 1),
which is the decomposition stated in Corollary 4.1 with polynomials σk(x, yCk) := σˆk(x, yCk , 1)
that are quadratic (but not necessarily homogeneous) in yCk .
C Proof of Proposition 5.1
Proposition 5.1 is obvious if m = 1, and follows directly from the next lemma, which is
due to Schmu¨dgen [43] and can be verified by direct computation, if m = 2.
Lemma C.1 (Schmu¨dgen [43]). Suppose that P (x) is an m ×m symmetric polynomial
matrix with block form
P (x) =
[
u(x) v(x)T
v(x) W (x)
]
,
where u is a polynomial, v =
[
v1, . . . , vm−1
]T
is a polynomial vector, and W is a symmetric
(m− 1)× (m− 1) polynomial matrix. Set
Z(x) =
[
u(x) 0
v(x) u(x)Ir−1
]
Q(x) =
[
u3(x) 0
0 u(x)2W (x)− u(x)v(x)v(x)T
]
.
Then,
u4(x)P (x) = Z(x)Q(x)Z(x)T.
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For m ≥ 3, we use an induction procedure that combines Schmu¨dgen’s lemma with
the zero fill-in property of the Cholesky algorithm for matrices with chordal sparsity.
Assume that Proposition 5.1 holds for all polynomial matrices of size m−1 with chordal
sparsity. We claim that it holds also for polynomial matrices of size m. Let P (x) be any
m × m matrix whose sparsity graph G is chordal. By Lemma 5.1, the graph G has at
least one simplicial vertex. Let Π be a permutation matrix and denote by GΠ the sparsity
graph of the permuted matrix ΠPΠT, which is obtained simply by reordering the vertices
of G as specified by the permutation Π. We choose Π such that vertex 1 is simplicial for
GΠ and such that the first maximal clique of GΠ is C1 = {1, . . . , r} for some r ≥ 1. This
means that the matrix ΠPΠT can be partitioned into the block form
ΠP (x)ΠT =
a(x) q(x)T 0q(x) F (x) G(x)T
0 G(x) H(x)
 , (C.1)
where a is a polynomial, q =
[
q1, . . . , qr−1
]T
is a vector of polynomials, and F , G and H
are polynomial matrices of suitable dimensions.
Applying Lemma C.1 with
u = a, v =
[
q
0
]
, W =
[
F GT
G H
]
yields (omitting the argument x from all polynomials to ease the notation)
a4ΠPΠT =
a 0 0q aI 0
0 0 aI

︸ ︷︷ ︸
:=Z
a3 0 00 a2F − aqqT a2GT
0 a2G a2H

︸ ︷︷ ︸
:=Q
a qT 00 aI 0
0 0 aI

︸ ︷︷ ︸
:=ZT
. (C.2)
Next, consider the matrix
P ′(x) =
[
a2F − aqqT a2GT
a2G a2H
]
.
The sparsity graph G′ of P ′ coincides with the subgraph of G obtained by removing vertex 1.
Since this vertex is simplicial and G is chordal, Lemma 5.2 guarantees that G′ is also
chordal. Thus, P ′ is an (m − 1) × (m − 1) matrix with chordal sparsity graph. By
our induction assumption, there exists an (m − 1) × (m − 1) permutation matrix Λ, an
(m− 1)× (m− 1) lower-triangular polynomial matrix R, a polynomial s, and polynomials
d2, . . . , dm such that
s4ΛP ′ΛT = RDiag(d2, . . . , dm)RT.
Moreover, R + RT has the same sparsity pattern as ΛP ′ΛT, meaning that ΛT(R + RT)Λ
has the same sparsity as P ′. Combining this factorization with (C.2) we obtain
s4a4ΠPΠT = Z
[
s4a3 0
0 s4P ′
]
ZT
= Z
[
s4a3 0
0 ΛTRDiag(d2, . . . , dm)R
TΛ
]
ZT
= Z
[
1 0
0 ΛT
] [
1 0
0 R
]
Diag(s4a3, d2, . . . , dm)
[
1 0
0 RT
] [
1 0
0 Λ
]
ZT. (C.3)
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To conclude the proof of Proposition 5.1, set b := sa, d1 := s
4a3 and define
T :=
[
1 0
0 Λ
]
Π, L :=
[
1 0
0 Λ
]
Z
[
1 0
0 ΛT
] [
1 0
0 R
]
.
Note that T is a permutation matrix, while L is lower triangular. Pre- and post-multiplying
identity (C.3) by
[
1 0
0 Λ
]
and
[
1 0
0 ΛT
]
, respectively, gives
b4TPTT = LDiag(d1, . . . , dm)L
T,
which is the desired factorization. It remains to verify that L+ LT has the same sparsity
pattern as TPTT or, equivalently, that TT(L+LT)T has the same sparsity pattern as P .
To see this, partition Z =
[
a 0
v aI
]
with v = [ q0 ] and observe that
TT(L+ LT)T = ΠT
[
1 0
0 ΛT
]([
1 0
0 Λ
]
Z
[
1 0
0 ΛT
] [
1 0
0 R
]
+ LT
)[
1 0
0 Λ
]
Π
= ΠT
([
a 0
v aI
] [
1 0
0 ΛTRΛ
]
+
[
1 0
0 ΛTRTΛ
] [
a vT
0 aI
])
Π
= ΠT
[
a vT
v aΛT(R+RT)Λ
]
Π.
Since ΛT(R+RT)Λ has the same sparsity pattern as P ′ and v = [ q0 ], the 2×2 block matrix
on the right-hand side has the same sparsity pattern as the right-hand side of (C.1), hence
as ΠPΠT. We conclude that TT(L+LT)T has the same sparsity pattern as P , as required.
D Another proof of Theorem 2.3
In Section 5.5, we have proved Theorem 2.3 using a straightforward approximation argu-
ment. Here, we give another proof that combines the argument used in [7] to establish
Theorem 5.3 with the standard chordal decomposition of positive semidefinite matrices
given by Theorem 5.1.
The key step in [7] is to reduce the strict polynomial inequality P (x)  0 on the
compact semialgebraic set K to a strict polynomial inequality Q(z)  0 on the unit
simplex without the origin,
S0 :=
{
z ∈ Rn : z ≥ 0,
n∑
i=1
zi ≤ 1, z 6= 0
}
.
This is achieved through the change of variables
z = ρ
(
1
rx+ e
)
, ρ :=
1
n+
√
n
,
where r is the constant for which K satisfies the Archimedean condition (2.7) and e =
[1, . . . , 1]T ∈ Rn is the vector of ones. The details of this construction are not important
for our proof, and we refer interested readers to [7, Section 3.1]; here, we only need the
following two facts. First, the matrix Q is given by
Q(z) = P
(
r
ρz − re
)
−
q∑
i=1
σˆi(z)gi
(
r
ρz − re
)
Im, (D.1)
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where σˆ1, . . . , σˆq are SOS polynomials and g1, . . . , gq are the polynomials that define the
semialgebraic set K. Second, the Archimedean condition (2.7) implies that, in the new
coordinates, there exist another set of SOS polynomials sˆ0(z), sˆ1(z), . . . , sˆq(z) such that
1−
∥∥∥1ρz − e∥∥∥2 = sˆ0(z) + q∑
i=1
sˆi(z)gi
(
r
ρz − re
)
. (D.2)
Reformulating the problem in this way is useful because it enables one to apply the
following technical result, which is a combination of Lemmas 2 and 3 in [7].
Lemma D.1 (Scherer and Hol [7]). Suppose that the m×m symmetric polynomial matrix
Q(z) is strictly positive definite on the unit simplex without origin S0. Then, there exist
an integer d, positive definite numeric matrices Qα, and SOS polynomials uα and vα such
that
Q(z) =
∑
α∈Nn
|α|=d
Qα
[
uα(z) + vα(z)
(
1−
∥∥∥1ρz − e∥∥∥2)] . (D.3)
Now, if the polynomial matrix P (x) has chordal sparsity pattern, so does the poly-
nomial matrix Q(z) in (D.1) because only the diagonal elements are modified. Thus, the
constant matrices Qα in Lemma D.1 also have a chordal sparsity pattern and we can apply
Theorem 5.1 to decompose them as
Qα =
t∑
k=1
ETCkQα,kECk ,
where each Qα,k is a |Ck| × |Ck| positive semidefinite matrix. Combining this with (D.3)
yields
Q(z) =
∑
α∈Nn
|α|=d
t∑
k=1
ETCkQα,kECk
[
uα(z) + vα(z)
(
1−
∥∥∥1ρz − e∥∥∥2)]
=
t∑
k=1
[
ETCkUk(z)ECk + E
T
CkVk(z)ECk
(
1−
∥∥∥1ρz − e∥∥∥2)] (D.4)
where
Uk(z) :=
∑
α∈Nn
|α|=d
Qα,kuα(z), Vk(z) :=
∑
α∈Nn
|α|=d
Qα,kvα(z).
Note that all Uk(z) and Vk(z) are SOS polynomial matrices because each Qα,k is positive
semidefinite and all polynomials uα(z) and vα(z) are SOS.
Substituting (D.2) into (D.4) leads to
Q(z) =
t∑
k=1
{
ETCkUk(z)ECk + E
T
CkVk(z)ECk
[
sˆ0(z) +
q∑
i=1
sˆi(z)gi
(
r
ρz − re
)]}
,
which can be combined with (D.1) to obtain (after some rearrangement)
P
(
r
ρz − re
)
=
t∑
k=1
ETCk [Uk(z) + Vk(z)sˆ0(z)]ECk
+
q∑
i=1
[
t∑
k=1
ETCkVk(z)ECk sˆi(z) + σˆi(z)Im
]
gi
(
r
ρz − re
)
. (D.5)
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Now observe that the inflation matrices ECk are such that ECkE
T
Ck = I|Ck| and E
T
CkECk is an
m×m diagonal matrix. Using the fact that the product of diagonal matrices commutes,
it is not hard to check that the diagonal SOS matrices
ψi,k(z) := σˆi(z)ECk
(
t∑
k=1
ETCkECk
)−1
ETCk
satisfy
t∑
k=1
ETCkψi,k(z)ECk = σˆi(z)Im
for i = 1, . . . , q. Then, Theorem 2.3 follows upon substituting this identity into (D.5) and
taking
S0,k(x) := Uk
(ρ
rx+ ρe
)
+ Vk
(ρ
rx+ ρe
)
sˆ0
(ρ
rx+ ρe
)
,
Si,k(x) := Vk
(ρ
rx+ ρe
)
sˆi
(ρ
rx+ ρe
)
+ ψi,k
(ρ
rx+ ρe
)
.
This concludes our alternative proof.
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