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Abstract
We study the spectrum of a one-dimensional Schro¨dinger operator per-
turbed by a fast oscillating potential. The oscillation period is a small pa-
rameter. The essential spectrum is found in an explicit form. The existence
and multiplicity of the discrete spectrum are studied. The complete asymp-
totics expansions for the eigenvalues and the associated eigenfunctions are
constructed.
Introduction
Many books and papers are devoted to studying the asymptotic properties of
the boundary value problems with fast oscillating perturbations (see, for instance,
the monographs [1]-[7] and the references therein). Much attention is paid to the
investigating the spectral properties of such problems imposed in bounded domains
(see, for instance, [3, Ch. 4, §10], [5, Ch. III], [6, Ch. XI]). The spectral properties
of differential operators in unbounded domains with fast oscillating perturbations
are also of great interest, since the operators of this kind arise in many applications.
As examples we mention the mathematical model of the photonic crystals being
materials with high-contrast structure (see [8]), as well as a semiclassical model of
electron dynamics in metals (see [9]). The rigorous mathematical study of these
models was carried out in many works. Not aiming to list all these papers, we
cite only the survey [10] and paper [11] on photonic crystals and survey [12] and
article [13] on the semiclassical model of electron dynamics. We also mention the
works [14]-[17] where basing on the methods of the spectral theory for unbounded
operators the authors developed an abstract scheme for homogenization of the
periodic differential operators in unbounded domains with fast oscillating periodic
perturbations. At the same time, spectral properties of differential operators with
fast oscillating perturbations in unbounded domains are not clearly understood
and even simply formulated problems are not touched yet. The present paper is
devoted to one of such examples. Namely, we study the spectrum of the operator
Hε := − d
2
dx2
+ V (x) + a
(x
ε
)
1
in L2(R) with domain W
2
2 (R). Here V is a real infinitely differentiable compactly
supported function, a is a real 1-periodic continuous function, ε is a small positive
parameter. The operator Hε is regarded as a perturbation of the operator
H0 := − d
2
dx2
+ V (x)
in L2(R) with domainW
2
2 (R) by the potential a
(
x
ε
)
. The operator H0 is one of the
simplest operators considered in the spectral theory of unbounded operators, while
a
(
x
ε
)
is one the simplest examples of fast oscillating perturbation. We find the
essential spectrum of the operator Hε in an explicit form. The existence, number
and multiplicity of the eigenvalues of the operator Hε are studied and complete
asymptotics expansions for these eigenvalues and the associated eigenfunctions are
constructed.
We note that a similar problem on the spectrum of the operator − d2
dξ2
+p(ξ)+
q(εξ) in L2(R) was considered recently in [13]. Here ε is a small positive parameter,
p and q are periodic and rapidly decaying function, respectively. The change of
variables x = εξ transforms this problem to the problem on the spectrum of
the operator −ε2 d2
dx2
+ p
(
x
ε
)
+ q(x), where the potential p
(
x
ε
)
becomes a fast
oscillating function. Under the row of quite severe constraints one of those was an
analyticity of the potential q the leading terms of the asymptotics expansions for
the eigenvalues lying in a some subinterval of a given lacuna were calculated.
Let us briefly describe the structure of the paper. We formulate the main
results in the next section. The second section is devoted to the describing the
essential spectrum of the operator Hε. In the third section we study the existence,
number, multiplicity, and convergence of the eigenvalues located in the semi-infinite
lacuna of the essential spectrum. The complete asymptotics expansions for these
eigenvalues and the associated eigenfunctions are constructed in the fourth and
fifth sections. The existence, number, and multiplicity of the eigenvalues of the
operator Hε located in interior lacunas of the essential spectrum are studied in
the sixth section. In the seventh section we construct the complete asymptotics
expansions for these eigenvalues and the associated eigenfunctions.
The results of this paper have been partially announced in [18].
1. Main results
The aim of this work is to study the structure and the asymptotic properties
of the spectrum of the operator Hε as ε→ 0.
Throughout the work the functions a and V are assumed to be nonzero. We
also suppose that the function a obeys the equality
1∫
0
a(ξ) dξ = 0. (1.1)
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This equality can be always achieved by shifting the spectrum of the operator Hε
and adding an appropriate constant to the function a. We denote a spectrum,
discrete spectrum, and essential spectrum by symbols σ(·), σdisc(·), and σess(·),
respectively. Clearly, the operators Hε and H0 are self-adjoint.
Let us formulate the main results.
Theorem 1.1. The essential spectrum of the operator Hε is given by the equality
σess(Hε) =
∞⋃
n=0
[
µ+n (ε
2), µ−n+1(ε
2)
]
.
The functions µ±n (·) are meromorphic and have the form
µ+0 (t) =
∞∑
i=1
µ+0,it
i, (1.2)
µ±n (t) =
pi2n2
t
+
∞∑
i=0
µ±n,it
i. (1.3)
The coefficients of these series are determined in accordance with (2.10), (2.18),
(2.21), (2.23) and, in particular,
µ+0,1 = −
1∫
0
(∫ ξ
0
a(η) dη +
∫ 1
0
a(η)η dη
)2
dξ, (1.4)
µ±n,0 = ±
√
a2n + b
2
n, (1.5)
where
an =
1∫
0
a(ξ) cos 2pinξ dξ, bn =
1∫
0
a(ξ) sin 2pinξ dξ.
The lacuna (µ−n , µ
+
n ) in the essential spectrum of the operator Hε is absent, if the
hypothesis of item (2) of Lemma 2.7 holds true.
According to the theorem given, the essential spectrum of the operatorHε has a
band structure and consists of an infinite number of the segments
[
µ+n (ε
2), µ−n+1(ε
2)
]
.
Each of these segments has a length of order O(ε−2). Lacunas (µ−n (ε2), µ+n (ε2)),
n > 1, in the essential spectrum ”run” to infinity as ε → 0 keeping the length
bounded uniformly on ε. The finiteness condition of n-th lacuna is an inequality
a2n + b
2
n 6= 0 (see (1.3), (1.5)); otherwise the length of the lacuna tends to zero as
ε → 0. The border µ+0 of the essential spectrum is located at the left of zero and
has the order O(ε2), since µ+0,1 < 0.
The operator Hε can have a discrete spectrum in the lacunas of the essential
one. The next part of the results describes the discrete spectrum of the operator
3
Hε in a semi-infinite lacuna (−∞, µ+0 (ε2)). In order to formulate them we will
employ additional notations.
It is known that the essential spectrum of the operator H0 coincides with the
positive semiaxis [0,+∞), while a discrete spectrum H0 is either empty or consists
of a finite number of simple eigenvalues (see [19, §30, Theorem 8, §31, Theorem
25]). We denote these eigenvalues by λ
(n)
0 , n = −K, . . . ,−1, where K > 0 (the
case K = 0 corresponds to the empty discrete spectrum of the operator H0). The
eigenvalues λ
(n)
0 are taken in an ascending order: λ
(−K)
0 < λ
(−K+1)
0 < . . . < λ
(−1)
0 <
0. The associated orthonormalized in L2(R) eigenfunctions are denoted by ψ
(n)
0 .
Let x0 be a fixed number such that suppV ⊂ (−x0, x0).
Theorem 1.2. Let the problem(
− d
2
dx2
+ V
)
ψ
(0)
0 = 0, x ∈ R, ψ(0)0 (x) = ψ(0)0 (±x0), ±x > x0, (1.6)
have no nontrivial solution in W 22,loc(R). Then for all sufficiently small ε the
operator Hε has exactly K eigenvalues λ
(n)
ε , n = −K, . . . ,−1, in the semi-infinite
lacuna (−∞, µ+0 (ε2)), each of them being simple and satisfying the asymptotics
expansion:
λ(n)ε = λ
(n)
0 +
∞∑
i=2
εiλ
(n)
i , (1.7)
λ
(n)
2 = µ
+
0,1, λ
(n)
3 = 0, λ
(n)
4 = µ
+
0,2 − 4
∫
R
∣∣∣dψ(n)0
dx
∣∣∣2 dx 1∫
0
|L0[a](ξ)|2 dξ, (1.8)
where the operator L0 is defined in Lemma 2.3.
Theorem 1.3. Let the problem (1.6) have a nontrivial solution inW 22,loc(R). Then
for all sufficiently small ε the operator Hε has exactly (K + 1) eigenvalues λ
(n)
0 ,
n = −K, . . . , 0, in the semi-infinite lacuna (−∞, µ+0 ). The eigenvalues λ(n)ε , n =
−K, . . . ,−1, are simple and satisfy the asymptotics (1.7), (1.8). The eigenvalue
λ
(0)
ε is simple and satisfies the asymptotics:
λ(0)ε =
∞∑
i=2
εiλ
(0)
i , (1.9)
λ
(0)
2j = µ
+
0,j, λ
(0)
2j+1 = 0, j = 1, 2, 3,
λ
(0)
8 = µ
+
0,4 − 16
∫
R
∣∣∣dψ(0)0
dx
∣∣∣2 dx 1∫
0
|L0[a](ξ)|2 dξ
2 , (1.10)
where
β± = ψ
(0)
0 (±x0), β2+ + β2− = 1. (1.11)
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Remark 1.1. Observe, if exists, a nontrivial solution to the problem (1.6) is unique
up to a multiplicative constant and is infinitely differentiable. The normalization
condition (1.11) defines this solution uniquely. We also stress that β± 6= 0, since
each of the equalities β± = 0 contradicts to the non-triviality of the function ψ
(0)
0 .
Thus, Theorems 1.2, 1.3 maintain that the number of the eigenvalues of the
operator Hε in the semi-infinite lacuna coincides or is greater by one the number of
the eigenvalues of the operator H0. The perturbation a
(
x
ε
)
shifts the eigenvalues
of the operator H0 to the left, the value of the shift coincides with the shift of the
essential spectrum in leading terms. At the same time, the shift of the eigenval-
ues of the operator H0 is less than the shift of the essential spectrum, since the
difference (λ
(n)
ε − λ(n)0 − µ+0 (ε2)) is negative and of order O(ε4).
Apart from the eigenvalues, converging to the eigenvalues of the operator H0
as ε → 0, in the semi-infinite lacuna the operator Hε can have an additional
eigenvalue, emerging from the border of the essential spectrum. The existence
of this eigenvalue is equivalent to the existence of the nontrivial solution to the
problem (1.6). It is clear that the existence of this solution is independent on the
choice of the point x0 and is determined by the potential V only. In the case of the
eigenvalue emerging from the essential spectrum, the distance from this eigenvalue
to the border of the essential spectrum is of order O(ε8). Thus, the potential a (x
ε
)
behaves as a negative perturbation with respect to the eigenvalues in the semi-
infinite lacuna and the border of the essential spectrum. We notice that earlier a
similar phenomenon was revealed in [20, 21] for the eigenvalue emerging from the
essential spectrum in studying the operator − d2
dx2
+εV (x), where V is a compactly
supported or sufficiently rapidly decaying function with zero mean value.
The remaining part of the results is devoted to the discrete spectrum of the op-
erator Hε in the interior lacunas. We will deal only with lacunas
(
µ−n (ε
2), µ+n (ε
2)
)
,
n > 1, the condition a2n + b
2
n 6= 0 holds for, what is equivalent to the finiteness of
the lacuna’s length.
Theorem 1.4. Let at least one of the numbers an and bn be nonzero for some n >
1. Then the operator Hε has at most two eigenvalues in the lacuna (µ
−
n (ε
2), µ+n (ε
2)).
Each of these eigenvalues is simple and satisfies the equality
λε − µ(ε2) = o(1), ε→ 0, (1.12)
where µ = µ−n or µ = µ
+
n . If the lacuna
(
µ−n (ε
2), µ+n (ε
2)
)
contains two eigenvalues
of the operator Hε, then one of them satisfies the equality (1.12) with µ = µ
−
n ,
while the other does with µ = µ+n .
Let the hypothesis of this theorem holds true. If exists, the eigenvalue of the
operator Hε in the lacuna (µ
−
n (ε
2), µ+n (ε
2)) obeying (1.12) with µ = µ−n will be
denoted by λ
(n)
ε,−. Similarly, if exists, the eigenvalue of the operator Hε in the
lacuna (µ−n (ε
2), µ+n (ε
2)) obeying (1.12) with µ = µ+n will be denoted by λ
(n)
ε,+.
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Theorem 1.5. Let at least one of the numbers an and bn be nonzero for some
n > 1. Then
(1). The operator Hε has an eigenvalue λ
(n)
ε,−, if and only if
∫
R
V (x) dx > 0.
(2). The operator Hε has an eigenvalue λ
(n)
ε,+, if and only if∫
R
φ+n
(x
ε
, ε2
) (
I + εV T+14(ε)
)−1
V (x)φ+n
(x
ε
, ε2
)
dx < 0. (1.13)
Here the function φ+n is defined by the formulas (2.12), (2.17), (2.18), (2.22)
and Lemma 2.8, while the operator T+14 is given by the equality (6.19).
Theorem 1.6. Let at least one of the numbers an and bn be nonzero for some
n > 1 and
∫
R
V (x) dx > 0. Then the asymptotics of the eigenvalue λ
(n)
ε,− is as
follows:
λ
(n)
ε,− =
pi2n2
ε2
+
∞∑
i=0
εiλ
(n)
i,−, (1.14)
λ
(n)
0,− = µ
−
n,0, λ
(n)
1,− = 0, λ
(n)
2,− = µ
−
n,1 +
2pi2n2
(
τ−2
)2√
a2n + b
2
n
, (1.15)
where τ−2 is from (7.14). If
∫
R
V (x) dx = 0, then
λ
(n)
2,− = µ
−
n,1, λ
(n)
3,− = λ
(n)
5,− = 0, λ
(n)
4,− = µ
−
n,2, λ
(n)
6,− = µ
−
n,3+
2pi2n2
(
τ−4
)2√
a2n + b
2
n
, (1.16)
where τ−4 is defined in (7.32).
Theorem 1.7. Let at least one of the numbers an and bn be nonzero for some
n > 1. Let there exists a natural number n+ so that the numbers τ
+
i , defined in
accordance with (7.14), (7.30), (7.32) and Lemma 7.2, meet the relations: τ+i = 0,
i 6 n+ − 1, τn+ 6= 0. Then the eigenvalue λ(n)ε,+ exists, if and only if τn+ > 0. In
this case the asymptotics of the eigenvalue λ
(n)
ε,+ has the form:
λ
(n)
ε,+ =
pi2n2
ε2
+
∞∑
i=0
εiλ
(n)
i,+ (1.17)
λ
(n)
2j,+ = µ
+
n,j, λ
(n)
2j+1,+ = 0, j 6 n+ − 2, λ(n)2n+−2,+ = µ+n,n+ −
2pi2n2
(
τ+
n+
)2√
a2n + b
2
n
.
(1.18)
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Remark 1.2. In the fourth, fifth, and seventh sections we give the algorithm deter-
mining all the coefficients of the series (1.7), (1.9), (1.14), (1.17). We do not give
these formulas in Theorems 1.2, 1.3, 1.6, 1.7, since they include a great amount
of additional notations. Because of the same reason we do not give the asymp-
totics expansions for the eigenfunctions of the operator Hε but formulate cor-
responding statements in the end of the fourth, fifth, and seventh sections (see
Theorems 4.1, 5.1, 7.1).
In accordance with item (1) of Theorem 1.5 the eigenvalue λ
(n)
ε,− exists, if and
only if
∫
R
V (x) dx > 0, while due to Theorem 1.7 and formula (7.14) for τ+2 the
eigenvalue λ
(n)
ε,+ exists, if
∫
R
V (x) dx < 0, and is absent, if
∫
R
V (x) dx > 0. Hence, the
finite lacuna
(
µ−n (ε
2), µ+n (ε
2)
)
contains at least one eigenvalue of the operator Hε.
Moreover, in the case
∫
R
V (x) dx 6= 0 the finite lacuna contains exactly one eigen-
value located near one of the edges of the lacuna subject to the sign of
∫
R
V (x) dx
and differs from this edge by a quantity of order O(ε2). If ∫
R
V (x) dx = 0, then
the eigenvalue λ
(n)
ε,− exists in the finite lacuna and is distant from the left edge by a
quantity of order O(ε6). The existence of the eigenvalue λ(n)ε,+ is determined by the
numbers τ+i constructed in the seventh section (see (7.23), (7.32)). In particular,
it follows from Theorems 1.7 and (7.32) that the eigenvalue λ
(n)
ε,− exists, if
2
∫
R
V 2(x) dx <
√
a2n + b
2
n
∫
R
(∫
R
sgn(x− t)V (t) dt
)2
dx (1.19)
and is absent, if the opposite inequality takes place. Clearly, given a potential V ,
one can always achieve a prescribed sign in this inequality by a suitable choice
of a. Thus, in the case
∫
R
V (x) dx = 0 the lacuna
(
µ−n (ε
2), µ+n (ε
2)
)
can contain
both one and two eigenvalues of the operator Hε. We also note that, if exists, the
distance from the eigenvalue λ
(n)
ε,+ to the right edge of the lacuna is of order O(ε2m),
where m > 3, and the case m > 3 can be realized by choosing the potentials a
and V so that the left-hand side in (1.19) equals to the right-hand side. Hence, in
contrast to the semi-infinite lacuna, in a finite lacuna the potential a
(
x
ε
)
behaves
as a perturbation of variable sign. We should also notice, that the statements of
Theorems 1.4-1.7 are in agreement with the results of works [22]-[25]. In these
papers the operator − d2
dx2
+ p(x) + q(x) was considered where p ∈ L1,loc(R) is
a periodic function, and q obeys the condition
∫
R
(1 + |x|)|q(x)| dx < ∞. It was
shown that the lacunas of the essential spectrum contain the finite number of the
eigenvalues, a distant (in number) lacuna contain at most two eigenvalues, and in
the case
∫
R
q(x) dx 6= 0 a distant lacuna contains exactly one eigenvalue.
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2. Essential spectrum
This section is devoted to the proof of Theorem 1.1. An operator
H˜ε := − d
2
dx2
+ a
(x
ε
)
in L2(R) with domain W
2
2 (R) is self-adjoint. It is easy to check that the multipli-
cation operator by V (x) is H˜ε-compact. By Theorem 5.35 from [26, Ch. IV, §5.6]
it implies the equality σess(Hε) = σess(H˜ε). Hence, in order to prove Theorem 1.1
it is sufficient to study the structure of the essential spectrum of the operator H˜ε.
Due to the periodicity of the potential a
(
x
ε
)
and in accordance with [27, Ch. 2,
§2.8] the essential spectrum of the operator H˜ε is as follows:
σess(H˜ε) =
∞⋃
n=0
[
µ+n , µ
−
n+1
]
, (2.1)
where µ+0 and µ
±
n are eigenvalues of the boundary value problems(
− d
2
dx2
+ a
(x
ε
))
φ = µφ, x ∈ [0, ε],
φ(0)− φ(ε) = 0, dφ
dx
(0)− dφ
dx
(ε) = 0, if n is even,
φ(0) + φ(ε) = 0,
dφ
dx
(0) +
dφ
dx
(ε) = 0, if n is odd.
The solution to these problems are sought in the space C2[0, ε]. Making change of
variable ξ = x/ε, we obtain that the quantities M±n := ε
2µ±n are eigenvalues of the
boundary value problems for the equation(
− d
2
dξ2
+ ε2a(ξ)
)
φ =Mφ, ξ ∈ [0, 1], (2.2)
subject to boundary conditions
φ(0)− φ(1) = 0, dφ
dξ
(0)− dφ
dξ
(1) = 0, (2.3)
if n is even, and
φ(0) + φ(1) = 0,
dφ
dξ
(0) +
dφ
dξ
(1) = 0, (2.4)
if n is odd. Here φ = φ(ξ).
Lemma 2.1. The eigenvalues of the problems (2.2), (2.3) and (2.2), (2.4) are
holomorphic on ε2. The associated eigenfunctions orthonormalized in L2(0, 1) can
be chosen as holomorphic on ε2 in the norm of C2[0, 1].
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Proof. ByW+ (respectively, byW−) we denote the subset of functions belonging to
W 22 (0, 1) and satisfying the boundary conditions (2.3) (respectively, (2.4)). Using
the estimate
|u(0)|+ |u(1)|+ |u′(0)|+ |u′(1)| ≤ C‖u‖W 22 (0,1)
it is easy to check that the sets W± are Hilbert spaces. An operator − d2
dξ2
+ δa(ξ)
in L2(0, 1) with domainW+ (respectively, W−) will be indicated as A+(δ) (respec-
tively, A−(δ)). A complex parameter δ is supposed to belong to a small neighbor-
hood of an interval (−δ0, δ0), where δ0 is a sufficiently small fixed number. This
neighbourhood is assumed to be symmetric with respect to the real axis. Following
the definition, one checks that the operators A±(δ) are self-adjoint holomorphic
families of the type (A) (see the definition in [26, Ch. VII, §§2.1, 3.1]). It is also
easy to make sure that the resolvents of the operators A±(0) are compact, what
by Theorem 2.4 from [26, Ch. VII, §2.1] yields that the operators A±(δ) have the
compact resolvent as well. The described properties of the operators A±(δ) allow
to apply Theorem 3.9 from [26, Ch. VII, §3.5] to these operators, which implies
the holomorphy on δ ∈ (−δ0, δ0) of the eigenvalues of the operators A±(δ) and the
associated orthonormalized in L2(0, 1) eigenfunctions (in norm of the same space).
Treating these eigenfunctions as solutions of the boundary value problems for the
equation (
− d
2
dξ2
+ 1
)
φ = φ− δaφ+Mφ (2.5)
with boundary conditions (2.3) or (2.4), we deduce that the eigenfunctions of the
operators A±(δ) are holomorphic in the norm of W 22 (0, 1). Due to the inclusion
C1[0, 1] ⊂ W 22 (0, 1) it follows that the eigenfunctions are holomorphic in norm of
C1[0, 1]. Treating these eigenfunctions as solutions to the boundary value problems
for the equation (2.5) once again, we conclude that they belong to C2[0, 1] and are
holomorphic on δ in the norm of this space.
According to the proven lemma, the eigenvalues M±n (ε
2) read as follows
M±n =M
±
n (ε
2) =
∞∑
i=0
ε2iµ±n,i−1, (2.6)
where µ±n,i−1 are some numbers. The numbers µ
±
n,−1 are eigenvalues of the problems
(2.2), (2.3) and (2.2), (2.4) with ε = 0. One can easily check that µ+0,−1 = 0, µ
±
n,−1 =
pi2n2, n > 1. Let us determine other coefficients of the series (2.6). We begin with
the case n = 0. The eigenvalue µ+0,−1 of the problem (2.2), (2.3) is simple, and
the associated eigenfunction takes the form: φ+0,0(ξ) ≡ 1. By Lemma 2.1 it follows
that the eigenvalue M+0 (ε
2) is simple as well.
Hereinafter the symbol (·, ·)X denotes the inner product in a Hilbert space X .
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Lemma 2.2. The eigenfunction φ+0 associated with M
+
0 (ε
2) can be chosen as holo-
morphic on ε2 in the norm of C2[0, 1]:
φ+0 (ξ, ε
2) =
∞∑
i=0
ε2iφ+0,i(ξ), (2.7)
where the functions φ+0,i meet the equalities
1∫
0
φ+0,i(ξ) dξ = 0, i > 1. (2.8)
Proof. By Lemma 2.1 the eigenfunction associated with M+0 can be chosen as
normalized in L2(R) and holomorphic on ε
2 in the norm of C2[0, 1]. We denote
such function by φ˜+0 = φ˜
+
0 (ξ, ε
2). Without loss of generality we suppose that
φ˜+0 (ξ, 0) ≡ φ+0,0(ξ). Bearing in mind the properties of φ˜+0 , it is easy to check that
the function φ0(ξ, ε
2) :=
(
φ˜+0 , φ
+
0,0
)−1
L2(0,1)
φ˜0(ξ, ε
2) satisfies the lemma.
In what follows the function φ+0 is assumed to be chosen in accordance with
Lemma 2.2. We substitute the series (2.6) and (2.7) into the boundary value
problem (2.2), (2.3) and evaluate the coefficients of the same powers of ε. In view
of holomorphy of the functions M+0 and φ
+
0 on ε
2 such substitution is not a formal
procedure, that is why we obtain that the problem (2.2), (2.3) for M+0 and φ
+
0 is
equivalent to the following recurrent system of boundary value problems:
− d
2
dξ2
φ+0,i = −aφ+0,i−1 +
i∑
j=1
µ+0,j−1φ
+
0,i−j, ξ ∈ [0, 1],
φ+0,i(0)− φ+0,i(1) = 0,
dφ+0,i
dξ
(0)− dφ
+
0,i
dξ
(1) = 0, i > 1.
(2.9)
It is sufficient to find out the solutions of these problems satisfying the conditions
(2.8) in order to determine the coefficients of the series (2.6), (2.7) for n = 0.
By direct calculations one can check the following statement.
Lemma 2.3. Let f ∈ C[0, 1]. The boundary value problem
−d
2u
dξ2
= f, ξ ∈ [0, 1], u(0)− u(1) = 0, du
dξ
(0)− du
dξ
(1) = 0
has a unique solution u ∈ C2[0, 1] obeying the equality
1∫
0
u(ξ) dξ = 0, if and only
if
1∫
0
f(ξ) dξ = 0. The solution u is given by the formula
u(ξ) = L0[f ](ξ) := −
ξ∫
0
(ξ − η)f(η) dη + 1
2
1∫
0
(η2 − η − 2ξη)f(η) dη.
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Solving sequentially the boundary value problems (2.9) by Lemma 2.3 and
taking into account (1.1), (2.8), we get
µ+0,0 = 0, µ
+
0,i =
1∫
0
aφ+0,i dξ, i > 1,
φ+0,1 = −L0[a], φ+0,i = L0
[
−aφ+0,i−1 +
i∑
j=2
µ+0,j−1φ
+
0,i−j
]
, i > 2.
where the coefficients µ+0,i are determined by the solvability conditions of the bound-
ary value problems (2.9). We calculate µ+0,1:
µ+0,1 =
1∫
0
aφ+0,1 dξ =
1∫
0
φ+0,1
d2
dξ2
φ+0,1 dξ = −
1∫
0
(
d
dξ
φ+0,1
)2
dξ,
what in view of the definition of the operator L0 implies the formula (1.4). The
conclusion of Theorem 1.1 on µ+0 is complete.
We proceed to the calculating the coefficients µ±n,i for n > 0. The eigenfunctions
φ±n,0 associated with µ
±
n,−1 will be indicated as φ
±
n,0 and are chosen as orthogonal
in L2(0, 1) in the form:
φ+n,0(ξ) =
√
2 cos(pinξ + α), φ−n,0(ξ) =
√
2 sin(pinξ + α), (2.10)
where α ∈ (−pi/2, pi/2] is a some number depending on n. The functions M±n (ε2)
begin holomorphic on ε2, without loss of generality we assume that
M−n (ε
2) 6M+n (ε
2). (2.11)
Lemma 2.4. The eigenfunctions φ±n associated with M
±
n and the number α in
(2.10) can be chosen so that the functions φ±n are orthogonal in L2(0, 1) and holo-
morphic on ε2 in the norm of C2[0, 1]:
φ±n (ξ, ε
2) =
∞∑
i=0
ε2iφ±n,i(ξ), (2.12)
where the functions φ±n,i obey the equalities(
φ±n,i, φ
±
n,0
)
L2(0,1)
= 0, i > 1. (2.13)
Proof. Employing Lemma 2.1, we chose the eigenfunctions φ˜±n = φ˜
±
n (ξ, ε
2) associ-
ated with M±n as orthonormalized in L2(0, 1) and holomorphic on ε
2 in C2[0, 1].
Since φ˜±n (ξ, 0) are the eigenfunctions of the problem (2.2), (2.3) or (2.2), (2.4) as-
sociated with µ±n,−1 and orthonormalized in L2(0, 1), it follows that the number α
in (2.10) can chosen so that the equalities φ˜±n (ξ, 0) ≡ φ±n,0(ξ) take place. Now it
is easy to check that the functions φ±n (ξ, ε
2) :=
(
φ±n , φ
±
n,0
)−1
L2(0,1)
φ˜±n (ξ, ε
2) meet the
conclusion of the lemma.
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Hereafter the functions φ±n are assumed to be chosen in accordance with Lem-
ma 2.4. As in the case n = 0, in order to determine the coefficients of the series
(2.6), (2.12) one should substitute these series into one of the boundary value
problems (2.2), (2.3) and (2.2), (2.4) (subject to the parity of n) and collect the
coefficients of the same powers of ε, what leads us to the following boundary value
problems:
−
(
d2
dξ2
+ pi2n2
)
φ±n,i = −a(ξ)φ±n,i−1 +
i∑
j=1
µ±n,j−1φ
±
n,i−j, ξ ∈ [0, 1],
φ±n,i(0) + (−1)n+1φ±n,i(1) = 0,
dφ±n,i
dξ
(0) + (−1)n+1dφ
±
n,i
dξ
(1) = 0, i > 1.
(2.14)
In what follows we will make use of the following auxiliary statements.
Lemma 2.5. Let f ∈ C[0, 1]. The boundary value problem
−
(
d2
dξ2
+ pi2n2
)
u = f, ξ ∈ [0, 1],
u(0) + (−1)n+1u(1) = 0, du
dξ
(0) + (−1)n+1du
dξ
(1) = 0
(2.15)
has a unique solution u ∈ C2[0, 1] orthogonal to the function φ±n,0 in L2(0, 1), if
and only if
(
f, φ±n,0
)
L2(0,1)
= 0. The solution u is given by the formula:
u(ξ) = Ln[f ](ξ) := − 1
pin
ξ∫
0
sin pin(ξ − η)f(η) dη − 1
pin
1∫
0
η sin pin(ξ − η)f(η) dη.
The validity of the lemma is checked by direct calculations.
Lemma 2.6. Let p, s be some natural numbers, Ai, Bi,j be arbitrary number
sequences. The equality
p−s∑
i=s
i−s∑
j=0
AjBp−i,i−j =
p−s∑
i=s
i−s∑
j=0
AjBi−j,p−i
holds true
Proof. The validity of the lemma follows from the chain of equalities:
p−s∑
i=s
i−s∑
j=0
AjBp−i,i−j =
p−2s∑
j=0
p−s∑
i=j+s
AjBp−i,i−j =
=
p−2s∑
j=0
p−s∑
i˜=j+s
AjBi˜−j,p−i˜ =
p−s∑
i˜=s
i˜−s∑
j=0
AjBi˜−j,p−i˜,
where the change of summation index i˜ = p− i+ j has been carried out.
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We set:
Φ+n,0(ξ) :=
√
2 cos(pinξ), Φ−n,0(ξ) :=
√
2 sin(pinξ), M±,+n,0 :=M
±,−
n,0 := 0,
Φ±n,i := Ln
[
−aΦ±n,i−1 +
i∑
j=1
M±,±n,j Φ
±
n,i−j
]
,
M±,+n,i :=
(
aΦ±n,i−1,Φ
+
n,0
)
L2(0,1)
, M±,−n,i :=
(
aΦ±n,i−1,Φ
−
n,0
)
L2(0,1)
.
Lemma 2.7. One of two situations takes place:
(1). There exists a number N > 1 such that the equalities
M+,−n,i =M
−,+
n,i =M
+,+
n,i −M−,−n,i = 0 (2.16)
hold true for i 6 N − 1 and at least one of three numbers M+,−n,N , M−,+n,N ,(
M+,+n,N −M−,−n,N
)
is nonzero. In this case the functions Φ±n,i, 1 6 i 6 N
satisfy the boundary conditions in (2.15), are orthogonal to Φ+n,0 and Φ
−
n,0 in
L2(0, 1), and the equality M
+,−
n,N =M
−,+
n,N holds true.
(2). The equalities (2.16) are valid for each i > 1. In this case µ−n (ε
2) ≡ µ+n (ε2)
and the lacuna
(
µ−n (ε
2), µ+n (ε
2)
)
in the essential spectrum of the operator Hε
is absent.
Proof. Obviously, the hypothesis of one of the cases (1) and (2) always takes
place and these cases exclude each other. Suppose the hypothesis of the first
case holds. Assume that the equalities (2.16) are valid i 6 m, and the functions
Φ±n,i, 1 6 i 6 m, are orthogonal to Φ
+
n,0 and Φ
−
n,0 in L2(0, 1). In this case the
functions f± := −aΦ±n,m +
m+1∑
j=1
M±,±n,j Φ
±
m−j+1 satisfy the hypothesis of Lemma 2.5,
and Φ±n,m+1 are the corresponding solutions of the boundary value problem (2.15).
It follows that the functions Φ±n,m+1 obey the boundary conditions in (2.15) and
are orthogonal to Φ+n,0 and Φ
−
n,0 in L2(0, 1). Therefore, all the functions Φ
±
n,i,
1 6 i 6 N − 1, satisfy the boundary conditions in (2.15), and are orthogonal to
Φ+n,0 and Φ
−
n,0 in L2(0, 1).
Let us prove the equality M+,−n,N = M
−,+
n,N . If N = 1, then this equality is
obvious. Let N > 2. Bearing in mind the definition and the proven properties of
the functions Φ±n,i, and integrating by parts, we get (1 6 i 6 N−1, 0 6 j 6 N−2):
1∫
0
aΦ+n,iΦ
−
n,j dξ =
1∫
0
Φ+n,i
(
d2
dξ2
+ pi2n2
)
Φ−n,j+1 dξ +
j+1∑
q=1
M−,−n,q
1∫
0
Φ+n,iΦ
−
n,j−q+1 dξ =
=
1∫
0
aΦ+n,i−1Φ
−
n,j+1 dξ −
i−1∑
q=1
M+,+n,q
1∫
0
Φ+n,i−qΦ
−
n,j+1 dξ +
j∑
q=1
M−,−n,q
1∫
0
Φ+n,iΦ
−
n,j−q+1 dξ,
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what together with (2.16) imply
1∫
0
aΦ+n,N−1Φ
−
n,0 dξ =
N−2∑
j=1
j∑
q=1
M+,+n,q
1∫
0
Φ+n,N−j−1Φ
−
n,j−q+1 dξ−
−
N−1∑
i=2
i−1∑
q=1
M+,+n,q
1∫
0
Φ+n,i−qΦ
−
n,N−i dξ +
1∫
0
aΦ+n,0Φ
−
n,N−1 dξ.
Changing the summation index j 7→ j + 1 in the first summand in the right
hand side of the equality obtained and applying Lemma 2.6 with p = N , s = 1,
Aj = M
+,+
n,j , j > 0, Bi,j =
1∫
0
Φ+n,iΦ
−
n,j dξ to the second summand, we arrive at the
equality M+,−n,N =M
−,+
n,N .
Suppose that the case (2) takes place, and the equalities (2.16) hold for each
i > 1. Then it follows from the definition of Φ±n,i that the functions
φ+n,i = Φ
+
n,i cosα− Φ−n,i sinα, φ−n,i = Φ−n,i sinα + Φ+n,i cosα
are solutions to the boundary value problems (2.14) with µ±n,i = M
±,±
n,i+1. The
relations (2.16) yield the equalities µ−n,i = µ
+
n,i, what implies that µ
−
n (ε
2) ≡ µ+n (ε2).
Everywhere till the end of this section we suppose that the case (1) of Lemma 2.7
takes place. Using Lemmas 2.5, 2.7 and the definition of the functions Φ±n,i and
numbersM±n,i, by direct calculations one can easily check that the general solutions
to the problems (2.14) for i 6 N − 1 obeying the conditions (2.13) and numbers
µ±n,i with i 6 N − 2 are of the form:
φ±n,i = φ˜
±
n,i +
i∑
j=1
c±n,jφ
∓
n,i−j, i 6 N − 1, (2.17)
φ˜+n,i = Φ
+
n,i cosα− Φ−n,i sinα, φ˜−n,i = Φ+n,i sinα + Φ−n,i cosα, 0 6 i 6 N − 1,
µ+n,i =M
+,+
n,i+1 =M
−,−
n,i+1 = µ
−
n,i, 0 6 i 6 N − 2, (2.18)
where c±n,i are some numbers. This fact together with Lemma 2.5, the item (1)
of Lemma 2.7, and the definition of the numbers M±,±n,i imply that the solvability
conditions of the boundary value problem (2.14) for φ±n,N are as follows:
µ±n,N−1 =
(
aφ˜±n,N−1, φ
±
n,0
)
L2(0,1)
,(
aφ˜+n,N−1, φ
−
n,0
)
L2(0,1)
=
(
aφ˜−n,N−1, φ
+
n,0
)
L2(0,1)
= 0,
(2.19)
what yields:
µ±n,N−1 =
M+,+n,N +M
−,−
n,N ±
((
M+,+n,N −M−,−n,N
)
cos 2α− 2M+,−n,N sin 2α
)
2
,
14
(
M+,+n,N −M−,−n,N
)
sin 2α + 2M+,−n,N cos 2α = 0. (2.20)
According to the hypothesis of item (1) of Lemma 2.7, one of the numbers M+,−n,N ,(
M+,+n,N −M−,−n,N
)
is nonzero, this is why the equality (2.20) regarded as an equation
for α has exactly two roots differing by pi in the interval (−pi/2, pi/2]. Using (2.20),
we check that for each of these root the equality((
M+,+n,N −M−,−n,N
)
cos 2α− 2M+,−n,N sin 2α
)2
=
(
M+,+n,N −M−,−n,N
)2
+ 4
(
M+,−n,N
)2
holds. Taking into account this equality, it is not difficult to make sure that(
M+,+n,N −M−,−n,N
)
cos 2α− 2M+,−n,N sin 2α =
√(
M+,+n,N −M−,−n,N
)2
+ 4
(
M+,−n,N
)2
> 0
for one of the roots of the equation (2.20). We choose α ∈ (−pi/2, pi/2] so that
the last equality is true. This choice is explained by the fact that in this case the
inequality µ−n,N−1 < µ
+
n,N−1 is valid, what in virtue of (2.18) corresponds to the
ordering (2.11):
µ±n,N−1 =
M+,+n,N +M
−,−
n,N ±
√(
M+,+n,N −M−,−n,N
)2
+ 4
(
M+,−n,N
)2
2
. (2.21)
Bearing in mind (2.17) and the boundary value problems for φ±n,N , we deduce that
the functions φ±n,N have the form:
φ±n,N = φ˜
±
n,N+
N∑
j=1
c±n,jφ˜
∓
n,N−j, φ˜
±
n,N = Ln
[
−aφ˜±n,N−1 +
N∑
j=1
µ±n,j−1φ˜
±
n,N−j
]
. (2.22)
Lemma 2.8. The functions φ±n,i for i > N and numbers µ
±
n,i for i > N − 1 are
determined by the equalities:
φ±n,i = φ˜
±
n,i +
i∑
j=i−N+1
c±n,jφ˜
∓
n,i−j, µ
±
n,i =
(
aφ˜±n,i, φ
±
n,0
)
L2(0,1)
, (2.23)
φ˜±n,i = Ln
[
− a
(
φ˜±n,i−1 + c
±
n,i−N φ˜
∓
n,N−1
)
+
i∑
j=N+1
µ±n,j−1φ
±
n,i−j+
+
N∑
j=1
µ±n,j−1
(
φ˜±n,i−j +
i−N∑
p=max{i−j−N+1,1}
c±n,pφ˜
∓
n,i−j−p
)]
,
c±n,i−N =
1
µ±n,N−1 − µ∓n,N−1
((
aφ˜±n,i−1, φ
∓
n,0
)
L2(0,1)
−
i−1∑
j=N+1
µ±n,j−1c
±
n,i−j
)
.
The functions φ˜±n,i are orthogonal to φ
+
n,0 and φ
−
n,0 in L2(0, 1).
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Proof. We prove the lemma by induction. The conclusion of the lemma for φ±n,N ,
µ±n,N−1 and c
±
n,0 follows from the formulas (2.19), (2.22), if we put c
±
n,0 = 0. Suppose
the lemma is valid for φ±n,i and c
±
n,i−N as i 6 m and for µ
±
n,i as i 6 m − 1. We
denote by f±m+1 the right hand sides of the equations in (2.14) for i = m+ 1. By
the induction assumption these functions are of the form:
f±m+1 =− a
(
φ˜±n,m −
m∑
j=m−N+1
c±n,jφ˜
∓
n,m−j
)
+
m+1∑
j=N+1
µ±n,j−1φ
±
n,m−j+1+
+
N∑
j=1
µ±n,j−1
φ˜±n,m−j+1 + m−N∑
p=max{m−j−N+2,1}
c±n,pφ˜
∓
n,m−j−p+1
+
+
m∑
j=m−N+1
c±n,j
m−j+1∑
p=1
µ±n,p−1φ˜
∓
n,m−j−p+1.
Now we write out the solvability conditions of the boundary value problems (2.14),
taking into account the induction assumption, item (1) of Lemma 2.7 and the
equalities (2.17), (2.19), (2.21), and µ+n,i = µ
−
n,i, i 6 N − 2:
µ±n,m −
(
aφ˜±n,m, φ
±
n,0
)
L2(0,1)
= 0,
c±n,m−N+1
(
µ±n,N−1 − µ∓n,N−1
)− (aφ˜±n,m, φ∓n,0)L2(0,1) + m∑
j=N+1
µ±n,j−1c
±
n,m−j+1 = 0.
The equalities obtained prove the statement of the lemma for µ±n,m and c
±
n,N−m+1.
The statement of the lemma for φ±n,m+1 follows from the form of the functions f
±
m+1
and the definition of the operator Ln and the functions φ
±
n,i, i 6 N − 1.
Let us prove the formula (1.5). We calculate M±,±n,1 :
M+,−n,1 =M
−,+
n,1 = 2
1∫
0
a(ξ) sinpinξ cospinξ dξ = bn,
M+,+n,1 = 2
1∫
0
a(ξ) cos2 pinξ dξ = an, M
−,−
n,1 = 2
1∫
0
a(ξ) sin2 pinξ dξ = −an.
If at least one of the numbers an, bn is nonzero, then N = 1. In this case the
formula (1.5) follows immediately from (2.21). If an = bn = 0, then N > 2 and
M+,+n,1 =M
−,−
n,1 = 0, what by (2.18) implies the formula (1.5).
Remark 2.1. Notice, the formula (1.5) follows also from the results of [28, Ch. XXI,
§11], where the spectrum − d2
dx2
+ εq(x) was studied for a periodic function q(x)
and the leading terms for the asymptotics expansions of the edges of the essential
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spectrum of this operator were constructed. At the same time, in the book cited
the complete asymptotics expansions were not constructed and the holomorphic
dependence of these edges on small parameter was not proved as well.
3. Existence and convergence of the discrete spectrum in
the semi-infinite lacuna
In this section we study the existence, number, multiplicity, and convergence
of the eigenvalues of the operator Hε located in the semi-infinite lacuna
( −
∞, µ+0 (ε2)
)
.
By C we denote the set of all finite intervals on the real axis. We begin with
an auxiliary lemma.
Lemma 3.1. Let L be an arbitrary compact set in the complex plane such that for
all sufficiently small ε the equalities
L ∩ σdisc(H0) = ∅, L ∩ σess(Hε) = ∅ (3.1)
hold. Then for all sufficiently small ε and λ ∈ L the resolvent (Hε − λ)−1 is well
defined and is a bounded linear operator from L2(R) into W
2
2 (R):
‖(Hε − λ)−1f‖W 22 (R) ≤ C‖f‖L2(R), (3.2)
where the constant C is independent on ε, f ∈ L2(R), λ ∈ L. For each function
f ∈ L2(R) an uniform on λ ∈ L convergence
(Hε − λ)−1f → (H0 − λ)−1f, ε→ 0, (3.3)
holds. The convergence is weak in W 22 (R) and strong in W
1
2 (Q) for each Q ∈ C.
Proof. First we prove that for all sufficiently small ε for each function u ∈ W 22 (R)
the inequality
‖u‖W 22 (R) ≤ C‖f‖L2(R) (3.4)
holds true, where f = (Hε − λ)u, and the constant C is independent on u, ε, and
λ ∈ L. We argue by contradiction. Suppose that there exist sequences εp → 0,
λp ∈ L, up ∈ W 22 (R) such that
‖up‖W 22 (R) > p‖fp‖L2(R), fp := (Hεp − λp)up. (3.5)
Without loss of generality we assume that λp → λ∗ ∈ L and ‖up‖L2(R) = 1. Taking
into account the normalization of the functions up, we obtain:(
fp, up
)
L2(R)
=
(
(Hεp − λp)up, up
)
L2(R)
=
=
∥∥∥∥dupdx
∥∥∥∥2
L2(R)
− λp +
((
V (x) + a
(x
ε
))
up, up
)
L2(R)
,
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what implies
‖up‖W 22 (R) 6 ‖fp‖L2(R) + C‖up‖W 12 (R) 6 C
(‖fp‖L2(R) + 1) ,
where the constant C is independent on p. The estimate obtained and (3.5) yield
the uniform on p inequality
‖up‖W 22 (R) 6 C. (3.6)
Substituting the inequality obtained into (3.5), we get:
‖fp‖L2(R) → 0. (3.7)
It follows from (3.6) that the sequence up contains a subsequence (which is denoted
by up as well) converging to a function u∗ ∈ W 22 (R) weakly in W 22 (R). For each
interval Q ∈ C the operator of embedding W 22 (R) into W 12 (Q) is compact. Since
the compact operator maps weakly converging sequence into strongly converging
one and the weak limit is mapped into strong one (see, for instance, [29, Ch. VI,
§1, Theorem 1]), it follows that the sequence up converges to u∗ strongly in W 12 (Q)
for each Q ∈ C.
Obviously, the functions up satisfy the equality (H˜εp −λp)up = fp− V up, what
by (2.1), (3.1) and formula (3.16) from [26, Ch. 5, §3.5] yield
1 =‖up‖L2(R) = ‖(H˜εp − λp)−1(fp − V up)‖L2(R) 6
6
(‖fp‖L2(R) + ‖V up‖L2(R))
dist(λp, σ(H˜ε))
6
(‖fp‖L2(R) + ‖V up‖L2(R))
dist(L, σess(Hε))
.
(3.8)
The last inequality by (3.1), (3.7) leads us to an uniform on p estimate
‖V up‖L2(R) > C > 0,
what by V being compactly supported and convergence of up to u∗ in W
1
2 (supp V )
implies: u∗ 6≡ 0.
For a test function ς ∈ C∞0 (R) the relation(
(Hεp − λp)up, ς
)
L2(R)
= (fp, ς)L2(R)
gives rise to the equality
−
(
dup
dx
,
dς
dx
)
L2(R)
−λp(up, ς)L2(R)+(V up, ς)L2(R)+
(
a
(
x
εp
)
up, ς
)
L2(R)
= (fp, ς)L2(R).
By ς being compactly supported, strong in W 12 (supp ς) convergence up → u∗, the
equality (1.1) and Lemma 4.1 from [4, Ch. V, §4] we deduce that the last summand
in the left hand side of the equality obtained tends to zero as ε → 0. Bearing in
mind this fact, (3.7) and weak in W 12 (R) convergence up → u∗, we pass to limit in
the last equality as p→ +∞, what results in
−
(
du∗
dx
,
dς
dx
)
L2(R)
− λ∗(u∗, ς)L2(R) + (V u∗, ς)L2(R) = 0.
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The equality obtained implies that u∗ satisfies the equation (H0− λ∗)u∗ = 0. Due
to the inequality u∗ 6≡ 0 established above this equation means that λ∗ ∈ L is an
eigenvalue of the operator H0, what contradicts to (3.1). The estimate (3.4) is
proven.
The results of [29, Ch. VII, §7] and the estimate (3.4) imply the boundedness
of the resolvent (Hε − λ)−1 : L2(R)→ W 22 (R) as well as the estimate (3.2).
Employing the estimate (3.2) instead of (3.6), by arguments similar to the proof
of the estimate (3.2) it is easy to show that for all sequences εp → 0, λp → λ∗,
λp ∈ L the function (Hεp − λp)−1f converges to (H0 − λ∗)−1f weakly in W 22 (R)
and strongly in W 12 (Q) for each Q ∈ C. Bearing in mind this convergence and
the analyticity of the function (H0 − λ)−1f on λ ∈ L in the norm of W 22 (R), by
arguing by contradiction one proves the convergence (3.3).
Remark 3.1. The ideas employed in the proof of Lemma 3.1 are borrowed from
the proof of Theorem 2.1 in the work [30].
We denote Bδ(λ0) := {λ ∈ C : |λ− λ0| < δ}.
Lemma 3.2. Let a number δ0 < 0 be such that σdisc(H0) = {λ(−K)0 , . . . , λ(−1)0 } ⊂
(−∞, δ0]. Then for all sufficiently small ε a half-interval (−∞, δ0] contains exactly
K eigenvalues λ
(n)
ε , n = −K, . . . ,−1 of the operator Hε. Each of these eigenvalues
is simple and the convergences λ
(n)
ε → λ(n)0 , n = −K, . . . ,−1, hold. The associated
orthonormalized in L2(R) eigenfunctions can be chosen so that the convergences
ψ
(n)
ε → ψ(n)0 , n = −K, . . . ,−1, weak in W 22 (R) and strong in W 12 (Q) for each
Q ∈ C hold.
Proof. According to [22], for each value ε > 0 the number of the eigenvalues of
the operator Hε located in the semi-infinite lacuna (−∞, µ+0 (ε2)) is finite. The
discrete spectrum of the operator Hε is semi-bounded from below:
(−∞, 0) ∩ σdisc(Hε) ⊂ [c, 0], c = min
[0,1]
a(ξ) + min
R
V (x).
Let L˜ be some fixed bounded neighbourhood in the complex plane of the segment
[c, δ0] of the real axis and L˜∩ σessHε = ∅ for all sufficiently small ε. We denote by
L the closure of the set L˜ \
−1⋃
n=−K
Bδ(λ
(n)
0 ), where δ is an arbitrary small number.
Then the compact set L obeys the hypothesis of Lemma 3.1, and, therefore, for all
sufficiently small ε the resolvent (Hε−λ)−1 is bounded uniformly on λ ∈ L, this is
why the set L contains no eigenvalues of the operator Hε for all sufficiently small
ε. Since δ is arbitrary, it follows that the eigenvalues of the operator Hε located
in (−∞, δ0] converge to the eigenvalues of the operator H0.
We fix n and choose δ so that the equality Bδ(λ
(n)
0 ) ∩ σ(H0) = {λ(n)0 } is true.
Then due to (3.3) with f = ψ
(n)
0 the convergence follows
1
2pii
∫
∂Bδ(λ
(n)
0 )
(Hε − λ)−1ψ(n)0 → −ψ(n)0 , ε→ 0, (3.9)
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which is weak in W 22 (R) and strong in W
1
2 (Q) for each Q ∈ C. According to
[26, Ch. V, §3.5], the isolated eigenvalues of the operator Hε are simple poles for
the resolvent (Hε − λ)−1 : L2(R) → L2(R). Therefore, being considered as an
operator from L2(R) into L2(Q), where Q ∈ C, the resolvent (Hε−λ)−1 has simple
poles as well. Taking into account that the right hand side (3.9) is nonzero, we
conclude, that a disk Bδ(λ
(n)
0 ) contains at least one eigenvalue of the operator Hε
for all sufficiently small ε. This is why at least one eigenvalue of the operator Hε
converges to each eigenvalue of the operator H0.
Let λε,j, j = 1, . . . , mn(ε) be the eigenvalues of the operator Hε, converging to
λ
(n)
0 as ε → 0. Assume that on some sequence εp → 0 at least two eigenvalues
λε,1 and λε,2 taken accounting multiplicity converge to the eigenvalue λ
(n)
0 . We
indicate by ψε,1 and ψε,2 the associated eigenfunctions orthonormalized in L2(R).
Similarly to the proof of Lemma 3.1 it is easy to show that selecting a subsequence
of {εp}, if needed, the functions ψεp,i can be assumed to converge to ψ0,i weakly
in W 22 (R) and strongly in W
1
2 (Q) for each Q ∈ C, where ψ0,i are eigenfunctions
associated with λ
(n)
0 , and ψ0,i 6≡ 0. Since λ(n)0 is a simple eigenvalue, it follows that
ψ0,i = ciψ
(n)
0 .The function ψ˜εp := c2ψεp,1 − c1ψεp,2, obviously, converges to zero
strongly in W 12 (Q) for each Q ∈ C. On the other hand, the function ψ˜εp satisfies
the equation
(H˜εp − λ(n)0 )ψ˜εp = c2(λεp,1 − λ(n)0 )ψεp,1 − c1(λεp,2 − λ(n)0 )ψεp,2 − V ψ˜εp ,
what by analogy with (3.8) implies:
0 < c21 + c
2
2 6
|c2||λεp,1 − λ(n)0 |+ |c1||λεp,2 − λ(n)0 |+ ‖V ψ˜εp‖L2(R)
µ+0 (ε
2)− λ(n)0
.
The last inequality contradicts to the convergence ψ˜εp → 0 in L2(supp V ). There-
fore, only one eigenvalue of the operator Hε converges to the eigenvalue λ
(n)
0 and
this eigenvalue of the operator Hε is simple.
Let us prove the convergence for the eigenfunctions. According to [26, Ch.
V, §3.5], the convergence λ(n)ε → λ(n)0 implies that for all sufficiently small ε the
equality
1
2pii
∫
∂Bδ(λ
(n)
0 )
(Hε − λ)−1 ψ(n)0 dλ = −
(
ψ
(n)
0 , ψ
(n)
ε
)
L2(R)
ψ(n)ε ,
holds true, where ψ
(n)
ε is the normalized in L2(R) eigenfunction associated with
λ
(n)
ε , and δ is the same as in (3.9). By (3.9) it follows the convergence(
ψ
(n)
0 , ψ
(n)
ε
)
L2(R)
ψ(n)ε → ψ(n)0 , ε→ 0,
which is weak in W 22 (R) and strong in W
1
2 (Q) for each Q ∈ C. A weak W 22 (R)
convergence yielding a weak L2(R) convergence in, we multiply the last convergence
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by ψ
(n)
0 in L2(R) and get:(
ψ
(n)
0 , ψ
(n)
ε
)2
L2(R)
→ 1, ε→ 0.
The last two convergences imply that the eigenfunction ψ
(n)
ε sgn
(
ψ
(n)
0 , ψ
(n)
ε
)
L2(R)
meets the conclusion of the lemma.
In constructing the asymptotics expansions for the eigenvalues λ
(n)
ε , n = −K, . . . ,−1,
we will employ an auxiliary statement, and it is convenient to formulate it in the
present section.
Lemma 3.3. For λ close to λ
(n)
0 each function f ∈ L2(R) meets the representation:
(Hε − λ)−1f = − ψ
(n)
ε
λ− λ(n)ε
(
f, ψ(n)ε
)
L2(R)
+ u˜(x, λ, ε), (3.10)
where the function u˜(x, λ, ε) satisfies the estimate
‖u˜‖W 22 (R) 6 C‖f‖L2(R) (3.11)
with the constant C independent on ε, λ, and f .
Proof. The representation (3.10) with the function u˜ holomorphic on λ in the norm
of L2(R) follows from [26, Ch. V, §3.5]. Let δ be the same as in (3.9). The function
u˜ takes the form
u˜ = (Hε − λ)−1f˜ , f˜ = f − (f, ψ(n)ε )L2(R)ψ(n)ε .
By the holomorphy of u˜ on λ in the norm of L2(R) it follows the holomorphy of u˜
in the norm ofW 22 (R). A compact set ∂Bδ(λ0) obeys the hypothesis of Lemma 3.1,
this is why the representation given for u˜ implies the estimate (3.11) uniform on
λ ∈ ∂Bδ(λ0). By the maximum principle for holomorphic functions the function u˜
satisfies the estimate (3.11) for λ ∈ Bδ(λ0) as well.
Besides the eigenvalues λ
(n)
ε , n = −K, . . . ,−1, in the semi-infinite lacuna
(−∞, µ+0 (ε2)) the operator Hε can also have the eigenvalues not converging to
the eigenvalues of H0. As it follows from Lemma 3.2, such eigenvalues must con-
verge to zero as ε→ 0. The remaining part of this section is devoted to the proof
of the fact that the operator Hε can have at most one such eigenvalue and, if exists,
such eigenvalue is simple. We will also show that the necessary condition for such
eigenvalue to exist is the existence of the nontrivial solution to the problem (1.6).
First we prove the following auxiliary lemmas.
Lemma 3.4. The solutions ϕi = ϕi(ξ, ε
2) of the equation (2.2) withM = ε2µ+0 (ε
2)
subject to the initial conditions
ϕ1(0, ε
2) = 1, ϕ′1(0, ε
2) = 0, ϕ2(0, ε
2) = 0, ϕ′2(0, ε
2) = 1,
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are of the form
ϕ1 = 1 +
∞∑
j=1
ε2jP j(ε2)[1], ϕ2 = ξ +
∞∑
j=1
ε2jP j(ε2)[ξ]
for all sufficiently small ε. Here the operator P (ε2) is defined by the equality
P (ε2)[f ](ξ, ε2) :=
ξ∫
0
(ξ − η)(a(η)− µ+0 (ε2))f(η) dη
and is a linear bounded operator from C[0, 1] into C2[0, 1] holomorphic on ε2. The
functions ϕi are holomorphic on ε
2 in the norm of C2[0, 1].
Remark 3.2. The notations P j(ε2)[1] and P j(ε2)[ξ] in the lemma mean the applying
of the j-th power of the operator P (ε2) to the functions f(ξ) ≡ 1 and f(ξ) ≡ ξ.
Proof. The maintained properties of the operator P are obvious. The Cauchy
problems for the functions ϕi are easily reduced to the integral equations
ϕ1 − ε2P (ε2)[ϕ1] = 1, ϕ2 − ε2P (ε2)[ϕ2] = ξ,
what implies the required series for the functions ϕi and the holomorphy of this
functions on ε2.
Lemma 3.5. The solutions Θi = Θi(ξ, ε
2, k2) of the equation (2.2) with M =
ε2(µ+0 (ε
2)− k2), where k is a small complex parameter, subject to the initial con-
ditions
Θ1(0, ε
2, k2) = 1, Θ′1(0, ε
2, k2) = 0, Θ2(0, ε
2, k2) = 0, Θ′2(0, ε
2, k2) = 1,
are of the form
Θi = ϕi +
∞∑
j=1
ε2jk2jP˜ j(ε2)[ϕi],
for all sufficiently small ε. Here the operator P˜ (ε2) is defined by the equality
P˜ (ε2)[f ](ξ, ε2) :=
ξ∫
0
(
ϕ2(ξ, ε
2)ϕ1(η, ε
2)− ϕ2(η, ε2)ϕ1(ξ, ε2)
)
f(η) dη
and is a linear bounded operator from C[0, 1] into C2[0, 1] holomorphic on ε2. The
functions Θi are holomorphic on ε
2 in the norm of C2[0, 1].
Proof. The boundedness and holomorphy of the operator P˜ follows from Lemma 3.4.
Reducing the equation (2.2) to an integral one Θi − ε2k2P˜ (ε2)[Θi] = ϕi, one can
easily deduce the statement of the lemma on the functions Θi.
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The equation (2.2) having 1-periodic coefficients, the Floquet theory is appli-
cable to it. Let us calculate the multipliers corresponding to this equation with
M = ε2
(
µ+0 (ε
2)− k2). We introduce the function
D = D(ε2, k2) := Θ1(1, ε
2, k2) + Θ′2(1, ε
2, k2).
Due to the formulas (8.13) from [27, Ch. 2, §2.8] the multipliers κ± = κ±(ε, k)
are of the form
κ± = κ
±1, κ =
D +
√
D2 − 4
2
. (3.12)
Since µ+0 is an edge of the essential spectrum of the operator Hε and the associated
solution φ+0 of the equation (2.2) satisfies the periodic boundary condition in (2.3),
in accordance with [27, Ch. 2, §2.8] the identity
ϕ1(1, ε
2) + ϕ′2(1, ε
2) ≡ 2 (3.13)
holds. Taking into account this identity, by Lemmas 3.4, 3.5 we obtain
D(ε2, k2) = 2 + ε2k2D˜(ε2) + ε4k2D̂(ε2, k2),
D˜(ε2) :=
(
P˜ (ε2)[ϕ1](ξ, ε
2) +
d
dξ
P˜ (ε2)[ϕ2](ξ, ε
2)
) ∣∣∣∣∣
ξ=1
= 1 +O(ε2),
where D˜, D̂ are holomorphic functions. Substituting these equalities into (3.12),
we get
κ(ε, k) = 1 + εk + ε3kκ˜(1)(ε, k) + ε2k2κ˜(2)(ε, k), (3.14)
where κ˜(i)(ε, k) are holomorphic on ε and k functions. By Floquet-Lyapunov
theorem the equation (2.2) withM = ε2(µ+0 (ε
2)−k2) has the solutions of the form
Θ± = Θ±(ξ, ε, k) = e∓ξ lnκ(ε,k)Θ±per(ξ, ε, k), (3.15)
where Θ±per are 1-periodic on ξ functions. We indicate by Wt(f(t), g(t)) the wron-
skian of functions f(t) and g(t). Bearing in mind the equalities
Θi(ξ +m, ε
2, k2) = Θi(m, ε
2, k2)Θ1(ξ, ε
2, k2) + Θ′i(m, ε
2, k2)Θ2(ξ, ε
2, k2), m ∈ Z,
Wξ
(
Θ1(ξ, ε
2, k2),Θ2(ξ, ε
2, k2)
) ≡ 1,
κ(ε, k) + κ−1(ε, k) = Θ1(1, ε
2, k2) + Θ′2(1, ε
2, k2),
(3.16)
it is not difficult to check that the functions Θ± can be chosen as follows:
Θ±(ξ, ε, k) = Θ2(1, ε
2, k2)Θ1(ξ, ε
2, k2) +
(
κ
∓1(ε, k)−Θ1(1, ε2, k2)
)
Θ2(ξ, ε
2, k2).
(3.17)
By (3.14), (3.15), (3.17), and Lemmas 3.4, 3.5 the functions Θ±per(ξ, ε, k) satisfy
the equalities
Θ±per(ξ, ε, k) = 1 + ε
3kΘ±,1per (ξ, ε, k) + ε
2k2Θ±,2per (ξ, ε, k), (3.18)
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where Θ±,iper are 1-periodic on ξ functions holomorphic on ε and k in the norm of
C2[0, 1].
Let us consider the equation(
− d
2
dx2
+ V (x) + a
(x
ε
)
− λ
)
u = f, x ∈ R, (3.19)
where f ∈ L2(R) is a compactly supported function, and supp f ⊆ [−x0, x0]. We
choose the parameter λ in this equation as λ = µ+0 (ε
2) − k2, where k is a small
complex parameter. We seek the solutions of the equation (3.19) with such λ in
the class W 22,loc(R) and impose the constraint
u(x, ε, k) = c±(ε, k)Θ
±
(x
ε
, ε, k
)
, ±x > x0. (3.20)
These equalities can be replaced by the boundary conditions
d
dx
(
u
Θ±
(
x
ε
, ε, k
)) = 0, x = ±x0. (3.21)
Indeed, the solution of the problem (3.19), (3.20) with λ = µ+0 (ε
2) − k2 satisfies,
obviously, the boundary value problem (3.19), (3.21). The solution of the problem
(3.19), (3.21) with λ = µ+0 (ε
2)− k2 extended by the equality
u(x, ε, k) :=
u(±x0, ε, k)
Θ±
(±x0
ε
, ε, k
)Θ± (x
ε
, ε, k
)
, ±x > x0, (3.22)
is a solution to the problem (3.19), (3.20). We note that the relations (3.14),
(3.15), (3.18) imply that Θ±
(±x0
ε
, k, ε
) 6= 0.
In the problem (3.19), (3.21) we make a substitution
u(x, ε, k) = U(x, ε, k)ϕ
(x
ε
, ε2
)
, (3.23)
where ϕ(ξ, ε2) := ϕ2(1, ε
2)ϕ1(ξ, ε
2) + (1 − ϕ1(1, ε2))ϕ2(ξ, ε2) is 1-periodic on ξ
function. This substitution is well defined, since due to Lemma 3.4 the function ϕ
is holomorphic on ε2 in the norm of C2[0, 1], and ϕ(ξ, 0) ≡ 1. As a result of the
substitution we arrive at the following boundary value problem for U :(
− d
2
dx2
− 2ε−1ϕ
′
(
x
ε
, ε2
)
ϕ
(
x
ε
, ε2
) d
dx
+ V (x) + k2
)
U = F, x ∈ (−x0, x0),
dU
dx
− U d
dx
ln
ϕ
(
x
ε
, ε2
)
Θ±
(
x
ε
, ε, k
) = 0, x = ±x0, (3.24)
where F = F (x, ε) = f(x)/ϕ
(
x
ε
, ε2
)
. Let us study the solvability of the problem
(3.24). In order to do this we will employ the following
24
Lemma 3.6. The statements
(1). For all sufficiently small ε an uniform on ε and x estimate∣∣∣∣∣ϕ′
(
x
ε
, ε2
)
ϕ
(
x
ε
, ε2
) ∣∣∣∣∣ ≤ Cε2
holds.
(2). The functions
ρ± = ρ±(ε, k) := − d
dx
ln
ϕ
(
x
ε
, ε2
)
Θ±
(
x
ε
, ε, k
)∣∣∣∣∣
x=±x0
can be represented as ρ±(ε, k) = ∓k + ερ˜±(ε, k), where ρ˜±(ε, k) are holo-
morphic on k functions bounded uniformly on ε and k together with their
derivatives
dρ˜±
dk
.
are valid.
Proof. Item (1) follows directly from the definition of the function ϕ and Lemma 3.4.
From (3.15) we deduce
d
dx
lnΘ±(ξ, ε, k) = ∓ lnκ(ε, k)
ε
+
d
dx
lnΘ±per
(x
ε
, ε, k
)
,
what by (3.14), (3.18) and item (1) implies item (2).
We will treat a solution of the problem (3.24) in a generalized sense, namely,
as a solution to the integral equation(
dU
dx
,
dς
dx
)
L2(−x0,x0)
− 2ε−1
(
ϕ′
(
x
ε
, ε2
)
ϕ
(
x
ε
, ε2
) dU
dx
, ς
)
L2(−x0,x0)
+
+ (V U, ς)L2(−x0,x0) + k
2 (U, ς)L2(−x0,x0) + ρ+(x0)U(x0, ε, k)ς(x0)−
− ρ−(−x0)U(−x0, ε, k)ς(−x0) = (f, ς)L2(−x0,x0)
(3.25)
for each ς ∈ W 12 (−x0, x0). The line in this equation indicates the complex con-
jugation. Due to Lemma 1′ from [31, Ch. IV, §1] there exists a linear bounded
operator T1 : L2(−x0, x0) → W 12 (−x0, x0) such that for each ς ∈ W 12 (−x0, x0) the
equality
(v, ς)L2(−x0,x0) = (T1v, ς)W 12 (−x0,x0) (3.26)
holds. The restriction of the operator T1 on W
1
2 (−x0, x0) is compact and self-
adjoint.
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Lemma 3.7. There exist linear bounded operators T2(ε), T
±
3 : W
1
2 (−x0, x0) →
W 12 (−x0, x0) such that the operator T2(ε) is bounded uniformly on ε, the operators
T±3 are compact, and the equalities
ε−2
(
ϕ′
(
x
ε
, ε2
)
ϕ
(
x
ε
, ε2
) dU
dx
, ς
)
L2(−x0,x0)
= (T2(ε)U, ς)W 12 (−x0,x0),
U(±x0)ς(±x0) = (T±3 U, ς)W 12 (−x0,x0)
hold.
Proof. We set
T2(ε)U := ε
−2T1
ϕ′
(
x
ε
, ε2
)
ϕ
(
x
ε
, ε2
) dU
dx
, T±3 U :=
U(±x0) cosh(x± x0)
sinh 2x0
.
The conclusion of the lemma on the operator T2(ε) follows from item (1) of
Lemma 3.6, (3.26), and the boundedness of the operator T1. The maintained
properties of the operators T±3 are checked by direct calculations.
Due to (3.26) and the proven lemma the equation (3.25) is equivalent to an
operator equation in W 12 (−x0, x0):
(I− 2εT2(ε) + T1V + (k2 − 1)T1 + ρ+(ε, k)T+3 − ρ−(ε, k)T−3 )U = T1F, (3.27)
where I is the identity mapping, and V is the operator of multiplication by the
function V (x). First we study the solvability of this equation for ε = 0 (we put
T2(0) := 0). Denote T4(k) := T1V + (k
2 − 1)T1 − k(T−3 + T+3 ).
Lemma 3.8. If there exists no nontrivial solution of the problem (1.6), then for
all sufficiently small k the operator (I + T4(k)) has an inverse operator bounded
uniformly on k. If there exists the nontrivial solution of the problem (1.6), then
for all sufficiently small k the equality
(I + T4(k))
−1g = −ψ
(0)
0
k
(
g, ψ
(0)
0
)
W 12 (−x0,x0)
+ T5(k)g
holds true, where g ∈ W 12 (−x0, x0), T5(k) :W 12 (−x0, x0)→W 12 (−x0, x0) is a linear
bounded operator holomorphic on k, and the function ψ
(0)
0 obeys the normalization
condition (1.11).
Proof. Let the problem (1.6) have no nontrivial solution. The operator T4(0) being
compact, due to Fredholm theorems the invertibility of the operator (I + T4(0)) is
equivalent to the absence of nontrivial solutions to the equation
(I + T4(0))U = 0. (3.28)
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It is easy to check that each solution of such equation is a generalized solution to
a boundary value problem(
− d
2
dx2
+ V
)
U = 0, x ∈ (−x0, x0), dU
dx
= 0, x = ±x0.
This problem is equivalent to the problem (1.6), which has no nontrivial solution.
Therefore, the operator (I + T4(0)) has a bounded inverse operator, what implies
that for all sufficiently small k the operator (I + T4(k)) has an inverse operator
bounded uniformly on k.
Assume that the problem (1.6) has a nontrivial solution. The operator equation
(I + T4(k))U = 0 describes generalized solutions to the following boundary value
problem:(
− d
2
dx2
+ V − k2
)
U = 0, x ∈ (−x0, x0),
(
d
dx
± k
)
U = 0, x = ±x0.
For k > 0 nontrivial solutions U of this problem extended by the rule U(x, k) :=
U(±x0, k)e∓k(x∓x0), ±x > x0, are eigenfunctions of the operatorH0 associated with
eigenvalues λ = −k2. The negative spectrum of the operator H0 being discrete,
there exists a number k∗ > 0 such that λ = −k2∗ is not an eigenvalue of the operator
H0, i.e., the operator (I + T4(k∗))
−1 is invertible. Bearing in mind this fact as well
as the compactness of the operator T4(k), in virtue of Theorem 7.1 from [4, Ch.
XV, §7] the operator (I + T4(k))−1 is meromorphic on k. The function ψ(0)0 is a
solution of the equation (3.28), what implies that the operator (I + T4(k))
−1 has a
pole at zero:
U = (I + T4(k))
−1g =
U0
km
+ k−m+1T5(k)g,
where m > 1 is the order of the pole, T5(k) : W
1
2 (−x0, x0) → W 12 (−x0, x0) is a
bounded linear operator holomorphic on k. This equality and the definition of the
operator T4(k) yield that
g =
(I + T4(0))U0
km
+
(I + T4(0))T5(0)g − (T+3 + T−3 )U0
km−1
+O(k−m+2), (3.29)
i.e., U0 is a solution of the equation (3.28): U0 = C(g)ψ
(0)
0 , where C(g) is a
some linear nonzero functional. Let us multiply the equation (3.29) by ψ
(0)
0 in
W 12 (−x0, x0) and take into account the definition of the operators T±3 and the
normalization condition (1.11). This procedure results in
(
g, ψ
(0)
0
)
W 12 (−x0,x0)
=
(
(I + T4(0))T5(0)g, ψ
(0)
0
)
W 12 (−x0,x0)
− C(g)
km−1
+O(k−m+2).
Employing the definition of the operator T1, it is not difficult to check that the
operator T4(0) is self-adjoint, what implies that(
(I + T4(0))T5(0)g, ψ
(0)
0
)
W 12 (−x0,x0)
=
(
T5(0)g, (I + T4(0))ψ
(0)
0
)
W 12 (−x0,x0)
= 0.
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Since C(g) is not identically zero, it follows from last two equalities that m = 1
and C(g) = −(g, ψ(0)0 )W 12 (−x0,x0).
Lemma 3.9. Let there exists no nontrivial solution of the problem (1.6). Then
the operator Hε has no eigenvalues tending to zero as ε→ 0.
Proof. It follows from Lemmas 3.7, 3.8 and item (2) of Lemma 3.6 that the operator
in the right hand side of the equation (3.27) is boundedly invertible, i.e., the
equation (3.27) with F = 0 has no nontrivial solutions for all sufficiently small ε
and k. Thus, the problem (3.24), and, therefore, the problem (3.19), (3.20) have
no nontrivial solution as F = 0 for all sufficiently small ε and k. This implies the
absence of small eigenvalues of the operator Hε.
We proceed to the case of presence of the nontrivial solution to the problem
(1.6). This solution is assumed to meet the equality (1.11). In studying this case
we will employ the approach suggested in [32] (see also [33], [34]).
Applying the operator (I+ T4(k))
−1 to the equation (3.27), by Lemma 3.8 and
item (2) we obtain:
U − ε
k
ψ
(0)
0
(
T6(ε, k)U, ψ
(0)
0
)
W 12 (−x0,x0)
+ εT5(k)T6(ε, k)U =
= −1
k
ψ
(0)
0
(
T1F, ψ
(0)
0
)
W 12 (−x0,x0)
+ T5(k)T1F,
(3.30)
where T6(ε, k) := −2T2(ε) + ρ˜+(ε, k)T+3 − ρ˜−(ε, k)T−3 . Item (2) of Lemma 3.6 and
Lemma 3.7 imply the uniform on ε and k boundedness of the operator T6(ε, k). In
view of holomorphy of the operator T5(k) the bounded invertibility of the operator
(I+ εT5(k)T6(ε, k)) follows for all sufficiently small ε and k. We denote T7(ε, k) :=
(I + εT5(k)T6(ε, k))
−1. Clearly, the uniform on k convergence
T7(ε, k) −−→
ε→0
I (3.31)
holds true. Applying T7(ε, k) to the equation (3.30) and bearing in mind the
equality (3.26), we get
U − ε
k
(
T6(ε, k)U, ψ
(0)
0
)
W 12 (−x0,x0)
T7(ε, k)ψ
(0)
0 =
= −1
k
(
F, ψ
(0)
0
)
L2(−x0,x0)
T7(ε, k)ψ
(0)
0 + T7(ε, k)T5(k)T1F.
(3.32)
Now we apply the operator T6(ε, k) to this equation, and then calculate the inner
product with ψ
(0)
0 in W
1
2 (−x0, x0) and multiply by k:
(k − εg(ε, k))(T6(ε, k)U, ψ(0)0 )W 12 (−x0,x0) = −g(ε, k)(F, ψ(0)0 )L2(−x0,x0)+
+ k
(
T6(ε, k)T7(ε, k)T5(k)T1F, ψ
(0)
0
)
W 12 (−x0,x0)
,
(3.33)
g(ε, k) :=
(
T6(ε, k)T7(ε, k)ψ
(0)
0 , ψ
(0)
0
)
W 12 (−x0,x0)
.
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A nontrivial solution of the equation (3.27) with F = 0 satisfy the equation (3.33)
with F = 0. Moreover, for such solutions the inner product
(
T6(ε, k)U, ψ
(0)
0
)
W 12 (−x0,x0)
is nonzero, otherwise the equation (3.32) would imply that U = 0. Thus, the equa-
tion (3.27) with F = 0 can have nontrivial solution only for k those satisfy the
equation
k = εg(ε, k). (3.34)
As it follows from (3.32) with F = 0, the nontrivial solutions of the equation (3.27)
associated with such roots k = kε are unique up to a multiplicative constant and
takes the form
Uε = T7(ε, kε)ψ
(0)
0 . (3.35)
Moreover, Uε 6= 0, since by (3.31) the convergence
Uε = T7(ε, kε)ψ
(0)
0 → ψ(0)0 6= 0
is valid in W 12 (−x0, x0). Hence, the equation (3.34) determines k those nontrivial
solutions of the equation (3.27) with F = 0 exist for.
The function g(ε, k) is holomorphic on k and bounded uniformly on ε and k.
Owing to this reason by choosing ε the right hand side of (3.34) can be made as
small as needed for |k| = δ, where δ is a small fixed number. By Rouche theorem
it follows that in the disc {k : |k| 6 δ} the function k 7→ (k−εg(ε, k)) has as many
zeros as the function k 7→ k. Therefore, the equation (3.34) has exactly one root
kε, and kε → 0 as ε→ 0. The associated nontrivial solution of the equation (3.27)
with F = 0 is given by the formula (3.35). This nontrivial solution is an element
of L2(R), if and only if Re kε > 0 (see (3.14), (3.15), (3.20), (3.23)), this is why
only in this case the operator Hε has an eigenvalue λε = µ
+
0 (ε
2) − k2ε tending to
zero as ε→ 0. Thus, we have proved
Lemma 3.10. The operator Hε has the eigenvalue converging to zero as ε→ 0, if
and only if there exists the nontrivial solution to the problem (1.6), and the solution
kε of the equation (3.34) meets the inequality Re kε > 0. If exists, this eigenvalue
is simple and of the form λ
(0)
ε = µ
+
0 (ε
2)− k2ε . An associated eigenfunction is given
by the equality
ψ(0)ε (x) =

ϕ
(x
ε
, ε2
)
Uε(x), |x| < x0,
ϕ
(±x0
ε
, ε2
)
Uε(±x0)
Θ±
(±x0
ε
, ε, kε
) Θ± (x
ε
, ε, kε
)
, ±x > x0,
and the convergence
ψ(0)ε −−→
ε→0
ψ
(0)
0 (3.36)
holds true in W 12 (Q) for each Q ∈ C.
In the fifth section we will show that the solution of the equation (3.34) satisfies
the inequality Re kε > 0, what we will need the following auxiliary statement for.
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Lemma 3.11. For k close to zero each function F ∈ L2(−x0, x0) can be repre-
sented as
(I− 2εT2(ε)+T1V +(k2− 1)T1+ ρ+T+3 − ρ−T−3 )−1T1F =
T8(ε, k)F
k − kε Uε+T9(ε, k)F,
(3.37)
where T8(ε, k) : L2(−x0, x0)→ C, T9(ε, k) : L2(−x0, x0)→W 12 (−x0, x0) are linear
functional and operator bounded uniformly on ε and k.
Proof. Let us complete the solving of the equation (3.27). We express the inner
product
(
T6(ε, k)U, ψ
(0)
0
)
W 12 (−x0,x0)
from (3.33) and substitute the result into (3.32):
U =
T10(ε, k)F
k − εg(ε, k)T7(ε, k)ψ
(0)
0 + T7(ε, k)T5(k)T1F, (3.38)
T10(ε, k)F :=
(
T6(ε, k)T7(ε, k)T5(k)T1F, ψ
(0)
0
)
W 12 (−x0,x0)
− (F, ψ(0)0 )L2(−x0,x0),
By the equation (3.34) we deduce: k − εg(ε, k) = (k − kε) (1 + εg˜(ε, k)), g˜(ε, k) =
g(ε, kε)− g(ε, k)
k − kε . Item (2) of Lemma 3.6, holomorphy of the operator T5(k), and
the definition of the operators T6(ε, k), T7(ε, k), and the function g(ε, k) imply that
the derivative d
dk
g(ε, k) is bounded uniformly on ε and k. This fact by Hadamard
lemma yields a uniform on ε and k estimate: |g˜(ε, k)| 6 C. In the same way one
can prove an uniform on ε and k estimate:
‖T7(ε, k)ψ(0)0 − Uε‖W 12 (−x0,x0) = ‖(T7(ε, k)− T7(ε, kε))ψ
(0)
0 ‖W 12 (−x0,x0) 6 C|k − kε|.
(3.39)
Last two estimates and (3.38) lead us to the representation (3.37), where
T8(ε, k) =
T10(ε, k)F
1 + εg˜(ε, k)
,
T9(ε, k) =
(T7(ε, k)− T7(ε, kε))ψ(0)0
k − εg(ε, k) T10(ε, k) + T7(ε, k)T5(k)T1.
4. Asymptotics for the finite eigenvalues in the
semi-infinite lacuna
In the present section we construct the asymptotics expansions for the eigen-
values λ
(n)
ε , n = −K, . . . ,−1, of the operator Hε. The asymptotics expansions for
the associated eigenfunctions will be constructed as well. First we construct the
asymptotics expansions formally, and then we justify them rigorously.
The asymptotics for an eigenvalue λ
(n)
ε is constructed as the series (1.7). In
constructing the asymptotics for the associated eigenfunction we employ the two-
scale asymptotics expansions method (asymptotic method of homogenization) [3],
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[6], [7]. Following this method, the asymptotics for the eigenfunction is sought as:
ψ(n)ε (x) = ψ
(n)
0 (x) +
∞∑
i=2
εiψ
(n)
i (x, ξ), (4.1)
where, we remind, ξ = x/ε. The functions ψi are sought as 1-periodic on second
argument. The eigenfunction, associated with λ
(n)
ε is an element of L2(R), this is
why for the functions ψi we impose an additional restriction: ψi(x, x/ε) ∈ L2(R).
The aim of the formal constructing is to determine the coefficients of the series
(1.7) and (4.1). Throughout the constructing we will omit the superscript (n) in
the notations λ
(n)
i and ψ
(n)
i , at the same time having in mind that all the functions
appearing in constructing depend on n as well.
The eigenfunction associated with λ
(n)
ε satisfies the equation (3.19) with f = 0,
λ = λ
(n)
ε . Because of this we substitute the series (1.7), (4.1) into the equation
(3.19) with f = 0, collect the coefficients of the same powers of ε and equate them
to zero. It gives the following equations:
− ∂
2
∂ξ2
ψi+2 =
(
∂2
∂x2
− a− V
)
ψi + 2
∂2
∂x∂ξ
ψi+1+
+
i−2∑
j=0
λjψi−j + λiψ0, (x, ξ) ∈ R2, i > 0.
(4.2)
where a = a(ξ), V = V (x), λ1 = 0, ψ0(x, ξ) := ψ0(x), ψ1(x, ξ) := 0. Following the
two-scale asymptotics expansions method, the variables x and ξ in these equations
are treated to be independent. According Lemma 2.3, the equations (4.2) have
1-periodic on ξ solutions, if their right hand sides meet the solvability conditions:(
− d
2
dx2
+ V − λ0
) 1∫
0
ψi dξ = −
1∫
0
aψi dξ +
i−2∑
j=2
λj
1∫
0
ψi−j dξ + λiψ0, x ∈ R.
(4.3)
Here we have also taken into account that the function ψi+1 is supposed to be 1-
periodic on ξ. We denoteW∞2 (R) :=
∞⋂
p=1
W p2 (R). By standard embedding theorems
we have W∞2 (R) ⊂ C∞(R) (see, for instance, [31, Ch. III, §6]). Obviously, ψ0 ∈
W∞2 (R).
In order to solve the equations (4.2), (4.3) we will make use of the following
auxiliary lemma.
Lemma 4.1. An equation(
− d
2
dx2
+ V − λ0
)
u = f, x ∈ R, (4.4)
where f ∈ L2(R) is solvable in the space W 22 (R), if and only if (f, ψ0)L2(R) = 0.
In this case a solution of the equation (4.4) is unique up to an additive term Cψ0,
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C = const. There exists unique solution u ∈ W 22 (R) orthogonal to ψ0 in L2(R). If
f ∈ W∞2 (R), then u ∈ W∞2 (R).
Proof. The resolvent (H0−λ)−1 : L2(R)→W 22 (R) is meromorphic on λ in a small
neighbourhood of λ0 and in accordance with [26, Ch.V, §3.5] it has a simple pole
at the point λ0, the residue at this pole being a projector on ψ0. Therefore, the
resolvent (H0−λ0)−1 is a bounded operator on the orthogonal complement of ψ0 in
L2(R), what proves the condition of solvability of the equation (4.4) in the space
W 22 (R). If f ∈ W p2 (R), then expressing d
2u
dx2
from the equation (4.4), it is not
difficult to show that u ∈ W p+22 (R). Thus, if f ∈ W∞2 (R), then u ∈ W∞2 (R).
Obviously, the equation (4.3) holds for i = 0, 1. It is easy to see that 1-periodic
on ξ solution to the equation (4.2) with i = 0 is of the form:
ψ2(x, ξ) = u2,0(x) + ψ˜2(x, ξ), ψ˜2(x, ξ) = u2,1(x)ψ2,1(ξ),
where u2,0 is a some function,
u2,1(x) = ψ0(x), ψ2,1(ξ) = −L0[a](ξ). (4.5)
Clearly, ψ0 ∈ C∞(R), ψ2,1 ∈ C2(R). The condition ψ2 (x, x/ε) ∈ L2(R) holds,
if the same condition holds for the function u2,0, this is why the function u2,0
is sought in the space L2(R). Now we substitute the obtained expression for ψ2
into the equation (4.3) with i = 2 and take into account that due to Lemma 2.3
the equality
1∫
0
ψ2,1(ξ) dξ = 0 takes place. As a result we arrive at the following
equation: (
− d
2
dx2
+ V − λ0
)
u2,0 = − (a, ψ2,1)L2(0,1) ψ0 + λ2ψ0, x ∈ R.
The right hand side of this equation being an element of L2(R), in view of Lemma 4.1
the equation is solvable in L2(R), if the equality
− (a, ψ2,1)L2(0,1) + λ2 = 0
takes place. By (2.10) and (4.5) it follows the formula (1.8) for λ2. In turn, this
equality implies that u2,0 = Cψ0. The constant C is chosen by the orthogonality
condition (u2,0, ψ0)L2(R) = 0, i.e., u2,0 ≡ 0. Thus, the function ψ2 has the form
ψ2(x, ξ) = ψ˜2(x, ξ) = u2,1(x)ψ2,1(ξ), (4.6)
where u2,1 and ψ2,1 are defined by the equalities (4.5). Other functions ψi and
numbers λi are given by the following lemma.
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Lemma 4.2. There exist the solutions of the equations (4.2), (4.3) having the
form
ψi(x, ξ) = ui,0(x) + ψ˜i(x, ξ), (4.7)
ψ˜i(x, ξ) = L0[Gi(x, ·)](ξ) =
mi∑
j=1
ui,j(x)ψi,j(ξ), (4.8)
Gi :=
(
∂2
∂x2
− a− V
)
ψ˜i−2 +
1∫
0
aψ˜i−2 dξ + 2
∂2
∂x∂ξ
ψ˜i−1 +
i−4∑
j=0
λjψ˜i−j−2 − aui−2,0,
(4.9)
where Gi = Gi(x, ξ), a = a(ξ), V = V (x), ψ˜0 = ψ˜1 := 0, u0,0 := ψ0, mi are
some numbers, ui,j ∈ W∞2 (R), ψi,j ∈ C2(R) are 1-periodic functions obeying the
equalities
1∫
0
ψi,j(ξ) dξ = 0. (4.10)
The functions ui,0 ∈ W∞2 (R) are solutions of the equations(
− d
2
dx2
+ V − λ0
)
ui,0 =−
1∫
0
aψ˜i dξ +
i−1∑
j=1
λjui−j,0 + λiψ0, x ∈ R, (4.11)
orthogonal to ψ0 in L2(R). The numbers λi are given by the formulas
λi =
∫
R
1∫
0
a(ξ)ψ0(x)ψ˜i(x, ξ) dξ dx. (4.12)
Remark 4.1. The notation L0[Gi(x, ·)] means the applying of the operator L0 to
the function Gi(x, ξ) as a function on ξ depending on additional parameter x.
Proof. We prove the lemma by induction. For i = 2 the conclusion of the lemma
follows from the formula (1.8) of λ2 and formulas (4.5), (4.6) for the function
ψ2(x, ξ). Moreover, the equation (4.2) holds for i = 0, and the equation (4.3)
holds for i = 0, 1, 2.
Suppose the formulas (4.7)–(4.10) hold for i 6 m + 1, the equations (4.2),
(4.3), (4.11) and the formulas (4.12) do for i 6 m− 1. Let us prove that then the
equations (4.2), (4.3) are solvable for i = m and their solutions are determined in
accordance with (4.7)–(4.11), and the number λm is given by the formula (4.12).
By the induction assumption the functions ψi,j, i 6 m, obey the equalities (4.10).
Therefore, the condition of solvability of the equation (4.2) with i = m in the class
of 1-periodic on ξ functions is the equation (4.3) with i = m. We substitute the
formulas (4.7) for ψi, i 6 m, to this equation. These formulas are valid due to the
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induction assumption. Bearing in mind the relations (4.10), we get the equation
(4.11) for the function um,0. By the induction assumption the right hand side
of this equation is an element of the space W∞2 (R). The functions um,j, j > 1,
belonging to W 22 (R), it is sufficient the inclusion um,0 ∈ L2(R) to be true to meet
the restriction ψm
(
x, x
ε
) ∈ L2(R). The condition of solvability of the equation
(4.11) with i = m in the space L2(R) is given by Lemma 4.1. Writing out this
condition and bearing in mind the orthogonality of the functions ui,0, i 6 m − 1,
to the functions ψ0 in L2(R), we arrive at the equality (4.12) for λm. The function
um,0 ∈ W∞2 (R) is chosen as orthogonal to ψ0 in L2(R).
Thus, the solvability condition for the equation (4.2) with i = m holds. The
right hand side of the equation (4.2) with i = m coincides with the function Gm+2
from (4.9) by the induction assumption and the equation (4.11) for um,0. We
represent the function Gm+2 as
Gm+2(x, ξ) = G
(1)
m+2(x, ξ) +G
(2)
m+2(x, ξ), (4.13)
G
(1)
m+2 =
(
∂2
∂x2
− V
)
ψ˜m + 2
∂2
∂x∂ξ
ψ˜m+1 +
m−2∑
j=0
λjψ˜m−j − aum,0,
G
(2)
m+2 = −aψ˜m +
1∫
0
aψ˜m dξ.
By the formulas (4.8) for ψ˜i, i 6 m + 1, the functions G
(i)
m+2, i = 1, 2, are finite
series
G
(i)
m+2(x, ξ) =
∑
j
G
(i,1)
m+2,j(x)G
(i,2)
m+2,j(ξ), (4.14)
where Gi,1m+2,j ∈ W∞2 (R). The equalities (1.1) and (4.10) for i 6 m + 1 and the
definition of the function G
(1)
m+2 imply that
1∫
0
G
(1,2)
m+2,j(ξ) dξ = 0 (4.15)
for all j. The same equalities hold for the functions G
(2,2)
m+2,j as well, what follows
from the definition of the function G
(2)
m+2 and the formula (4.8) with i = m. Tak-
ing into account the established properties of the function Gm+2 and solving the
equation (4.2) with i = m by Lemma 2.3, we arrive at the representations (4.7),
(4.8) for ψm+2(x, ξ), where um+2,0 is a some function, um+2,j ∈ W∞2 (R), j > 1, and
ψm+2,j ∈ C2(R) are 1-periodic functions satisfying the equalities (4.10).
Let us prove the formulas (1.8) for λ3 and λ4. Employing (4.5)–(4.9), it is not
difficult to check that
m3 = 1, u3,1 = 2
du2,1
dx
= 2
dψ0
dx
, ψ3,1 = L0
[
dψ2,1
dξ
]
. (4.16)
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These formulas and the definition of the function ψ2,1 imply:
1∫
0
aψ3,1 dξ =
1∫
0
ψ3,1
d2ψ2,1
dξ2
dξ =
1∫
0
ψ2,1
d2ψ3,1
dξ2
dξ = −
1∫
0
ψ2,1
dψ2,1
dξ
dξ = 0. (4.17)
In view of the equality obtained and (4.12) we conclude that λ3 = 0. Therefore,
the equation (4.11) for u3,0 is homogeneous, this is why
u3,0 ≡ 0. (4.18)
From (4.6)–(4.9), (4.12) it follows that
m4 = 2, u4,1 = ψ0, ψ4,1 = L0[λ2 − aψ2,1],
u4,2 = 2
dU3,1
dx
= 4
d2ψ0
dx2
, ψ4,2 = L0
[
dψ3,1
dξ
]
.
(4.19)
By (4.12) and the normalization condition for ψ0 it implies
λ4 =
1∫
0
aψ4,1 dξ + 4
∫
R
ψ0
d2ψ0
dx2
dx
1∫
0
aψ4,2 dξ.
The first summand in the right hand side of the last equality coincides with µ+0,2
(see (2.10), (4.5), (4.19)). Let us calculate the second summand:
4
∫
R
ψ
d2ψ0
dx2
dx = −4
∫
R
∣∣∣∣dψ0dx
∣∣∣∣2 dx,
1∫
0
aψ4,2 dξ =
1∫
0
ψ4,2
d2ψ2,1
dξ2
dξ = −
1∫
0
ψ2,1
dψ3,1
dξ
dξ =
1∫
0
|ψ2,1|2 dξ,
(4.20)
what yields immediately the formula (1.8) for λ4.
Let m > 2. We denote
ψε,m(x) := ψ0(x) +
m∑
i=2
εiψi
(
x,
x
ε
)
, λε,m := λ0 +
m−2∑
i=2
εiλi.
Lemma 4.2 implies the following statement.
Lemma 4.3. The function ψε,m is an element of the space W
2
2 (R) ∩ C∞(R) and
converges to ψ0 in W
1
2 (R) as ε → 0. The function fε,m := (Hε − λε,m)ψε,m obeys
the estimate ‖fε,m‖L2(R) = O(εm−1).
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Since fε,m ∈ L2(R) and ψε,m = (Hε − λε,m)−1fε,m, it follows that Lemma 3.3
and, in particular, the representation (3.10) are applicable to the function ψε,m:
ψε,m = − ψ
(n)
ε
λ− λ(n)ε
(
fε,m, ψ
(n)
ε
)
L2(R)
+ ψ˜ε,m, (4.21)
where by (3.11) and Lemma 4.3 the function ψ˜ε,m satisfies the uniform on ε esti-
mate:
‖ψ˜ε,m‖W 22 (R) 6 C‖fε,m‖L2(R) 6 Cεm−1. (4.22)
The representation (4.21) yields
‖ψε,m − ψ˜ε,m‖L2(R) 6
‖fε,m‖L2(R)
|λ(n)ε − λε,m|
,
what together with the estimate (4.22) and convergence of ψε,m to ψ0 in W
1
2 (R)
imply
|λ(n)ε − λε,m| = O(εm−1).
This equality proves the asymptotics (1.7) and completes the proof of Theorem 1.2.
Multiplying (4.21) by ψ
(n)
ε in L2(R) and bearing in mind the normalization of
ψ
(n)
ε , we obtain:
−
(
fε,m, ψ
(n)
ε
)
L2(R)
λε,m − λ(n)ε
=
(
ψε,m − ψ˜ε,m, ψ(n)ε
)
L2(R)
.
Lemma 4.2 and (4.22) imply that for any m1, m2(
ψε,m1 − ψ˜ε,m1 , ψ(n)ε
)
L2(R)
− (ψε,m2 − ψ˜ε,m2 , ψ(n)ε )L2(R) = O(εmin{m1,m2}+1).
The last two relations and Lemmas 3.2, 4.3 yield that there exists the function
c(ε) such that
c(ε) = −
(
fε,m, ψ
(n)
ε
)
L2(R)
λε,m − λ(n)ε
+O(εm+1), c(ε) = 1 + o(1), ε→ 0, (4.23)
for each m. The equalities (4.21)-(4.23) lead us to the estimates:
‖ψε,m − c(ε)ψ(n)ε ‖W 22 (R) = O(εm−1).
Thus, we have proved
Theorem 4.1. The eigenfunction associated with the eigenvalue λ
(n)
ε , n = −K, . . . ,−1
can be chosen such that in norm of W 22 (R) it has an asymptotics expansion (4.1),
where the coefficients of the expansions are determined by the equalities (4.5),
(4.6), (4.16), (4.18), (4.19), and Lemma 4.2.
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5. Asymptotics for the small eigenvalue in the semi-infinite
lacuna
In the present section we prove Theorem 1.3. The constructing and justifying
of the asymptotics expansions for the eigenvalues λ
(n)
ε , n = −K, . . . ,−1, and the
associated eigenfunctions under hypothesis of Theorem 1.3 coincide completely
with the arguments of the previous section. This is why in this section we study
only the eigenvalue of the operator Hε converging to zero as ε → 0. In addition
to the proof of Theorem 1.3 we will also obtain the asymptotics expansion of the
associated eigenfunction.
Throughout this section the problem (1.6) is assumed to have the nontrivial
solution obeying the condition (1.11).
According to Lemma 3.10, under hypothesis of Theorem 1.3 the operator Hε
has the eigenvalue converging to zero, if and only if the inequality Re kε > 0 holds
for the root of the equation (3.34). We will construct the asymptotics expansions
of the number λε = µ
+
0 (ε
2) − k2ε and the associated nontrivial solution to the
problem (3.19), (3.20) with f = 0, k = kε, which is denoted by ψε. Then on the
base of these asymptotics expansions we will show that Re kε > 0, λε is a required
eigenvalue of the operator Hε, and ψε is the associated eigenfunction. Like in the
previous section, first we construct the asymptotics expansions formally and then
we justify them rigorously.
The asymptotics of λε is constructed as the series (1.9). The asymptotics of
the associated eigenfunction ψε of the problem (3.19), (3.20) is constructed on the
base of two-scale asymptotics expansions method as follows
ψε(x) = h(x, ε)
(
ψ
(0)
0 (x) +
∞∑
i=2
εiψ
(0)
i (x, ξ)
)
, (5.1)
h(x, τε) = χ(x) + (1− χ(x)) e−τε|x|, (5.2)
where χ ∈ C∞(R) is an even real cut-off function taking values from the segment
[0, 1], equalling to one in some fixed neighbourhood of the support of V and van-
ishing as |x| > x0. The symbol τε in (5.2) denotes a function, whose asymptotics
is constructed as follows
τε =
∞∑
i=4
εiτi. (5.3)
The aim of the formal constructing is to determine the functions ψ
(0)
i and num-
bers λ
(0)
i , τi. Everywhere in constructing we will omit the superscript (0) in the
notations ψ
(0)
i and λ
(0)
i .
We will employ the symbol V for the subset of the functions u = u(x) from
C(R) satisfying the constraint u(x) = u(±x0), ±x > x0. The functions ψ˜i(x, ξ)
are sought as 1-periodic on ξ and belonging to the set V as function on x.
Let us explain the choice of the ansatz (5.1). The function ψε satisfies the
equalities (3.20) with k = kε. Because of this reason the asymptotics expansions
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(5.1) has been chosen so that it has the same structure for ±x > x0 as the functions
Θ± from (3.20). The function h(x, ε) in (5.1) models the exponents being a factor
in the functions Θ±
(
x
ε
, ε, kε
)
(see (3.15)). We also stress that the function h is
positive. The requirement of 1-periodicity on ξ for the functions ψi corresponds
to 1-periodicity of the function Θ±per. The same reason explains the requirement
ψi(·, ξ) ∈ V. A priori choice of inferior summation limits in the series (1.9), (5.1),
(5.3) is explained by the fact that in constructing the asymptotics given below the
coefficients of the absent powers of ε are happened to be zero. This is why we
do not introduce them, what also simplify the equations appearing in determining
the other coefficients of the series (1.9), (5.1), (5.3).
We substitute the series (1.9), (5.1), (5.3) into the equation (3.19) with f = 0,
divide this equation by h(x, τε), expand it in power series on ε and collect the
coefficients of the same powers of ε. As a result we get the following equations:
− ∂
2
∂ξ2
ψi+2 =2
∂2
∂x∂ξ
ψi+1 +
(
∂2
∂x2
− V − a
)
ψi + 2
i−1∑
j=4
h
(1)
j
∂
∂ξ
ψi−j+1+
+
i∑
j=2
(
2h
(1)
j
∂
∂x
+ h
(2)
j + λj
)
ψi−j , (x, ξ) ∈ R2, i > 0,
(5.4)
where V = V (x), a = a(ξ), ψ1 := 0, h
(1)
i = h
(2)
i := 0, i = 2, 3. The functions
h
(1)
i = h
(1)
i (x, τ i) and h
(2)
i = h
(2)
i (x, τ i), i > 4, τ i := (τ4, . . . , τi) are the coefficients
of the power asymptotics expansion on ε for the functions h′(x, τε)/h(x, τε) and
h′′(x, τε)/h(x, τε), respectively. The functions h
(j)
i ∈ C∞(R) can be represented in
the form
h
(j)
i (x, τ i) = −τi
dj
dxj
(|x|(1− χ(x))) + h˜(j)i (x, τ i−1), j = 1, 2, (5.5)
where h˜
(j)
i ∈ C∞(R) ∩ V and, in particular,
h˜
(1)
4 (x) = h˜
(2)
4 (x) = 0. (5.6)
We also note that for ±x > x0 the equalities
h
(1)
i (x, τ i) = ∓τi, h(2)i (x, τ i) =
i−4∑
j=4
τjτi−j (5.7)
take place. These equalities are consequences of (5.3) and the following relations
h′(x, τε)
h(x, τε)
= ∓τε, h
′′(x, τε)
h(x, τε)
= τ 2ε , ±x > x0. (5.8)
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In accordance with Lemma 2.3 the condition of solvability of the equation (5.4)
in the class of 1-periodic on ξ functions ξ is the equality(
− d
2
dx2
+ V
) 1∫
0
ψi dξ = −
1∫
0
aψi dξ+
+
i∑
j=2
(
2h
(1)
j
d
dx
+ h
(2)
j + λj
) 1∫
0
ψi−j dξ, x ∈ R, i > 0,
(5.9)
where a = a(ξ). In deducing this equation we have also beared in mind that the
functions ψj , j 6 i+1, are assumed to be 1-periodic on ξ. For i = 0, 1 the equation
(5.9) holds due to (1.1), (1.6) and the equality ψ1 = 0. Therefore, the equation
(5.4) is solvable for i = 0, 1. It is easy to make sure that 1-periodic on ξ solutions
of the equation (5.4) with i = 0, 1 take the form
ψi(x, ξ) = ui,0(x) + ψ˜i(x, ξ), ψ˜i(x, ξ) = ui,1(x)ψi,1(ξ), i = 2, 3,
ψ2,1(ξ) = −L0[a](ξ), ψ3,1(ξ) = −L0
[
dψ2,1
dξ
]
(ξ),
u2,1(x) = ψ0(x), u3,1 = 2
d
dx
ψ0(x),
(5.10)
where u2,0, u3,0 are some functions. Clearly, ψ2,1, ψ3,1 ∈ C2(R), u2,1, u3,1 ∈ C∞(R)∩
V.
The equations (5.4), (5.9) are solvable for i > 2 as well. In order to prove this
fact we will employ the following auxiliary statement.
Lemma 5.1. The equation(
− d
2
dx2
+ V
)
u = f, x ∈ R, (5.11)
where f ∈ C(R) has a solution u ∈ C2(R) ∩ V, if and only if supp f ⊆ [−x0, x0]
and the equality
∫
R
fψ0 dx = 0 holds. In this case the solution of the equation (5.11)
is unique up to an additive term Cψ0, C = const. There exists a unique solution
of the equation (5.11) satisfying the equality
β−u(x0) + β+u(−x0) = 0. (5.12)
This solution is of the form u(x) = S[f ](x),
S[f ](x) = ψ0(x)
x∫
−∞
f(t)ψ˜0(t) dt+ ψ˜0(x)
+∞∫
x
f(t)ψ0(t) dt− ψ0(x)
2
∫
R
f(t)ψ˜0(t) dt,
where ψ˜0 are the solutions of the equation from (1.6), such that Wx(ψ0, ψ˜0) ≡ 1.
If f ∈ C∞0 (R), then u ∈ C∞(R).
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The statement of the lemma is checked by direct calculations.
Lemma 5.2. There exist the solutions of the equations (5.4), (5.9) having the
form
ψi(x, ξ) = ui,0(x) + ψ˜i(x, ξ), (5.13)
ψ˜i(x, ξ) = L0[Gi(x, ·)](x, ξ) =
mi∑
j=1
ui,j(x)ψi,j(ξ), (5.14)
ui,0(x) = S[fi](x), (5.15)
fi =
i∑
j=2
(
2h
(1)
j
d
dx
+ h
(2)
j + λj
)
ui−j,0 −
1∫
0
aψ˜i dξ, (5.16)
Gi = 2
∂2
∂x∂ξ
ψ˜i−1 +
(
∂2
∂x2
− V − a
)
ψ˜i−2 +
1∫
0
aψ˜i−2 dξ+
+ 2
i−3∑
j=4
h
(1)
j
∂
∂ξ
ψ˜i−j−1 +
i−4∑
j=2
(
2h
(1)
j
∂
∂x
+ h
(2)
j + λj
)
ψ˜i−j−2 − aui−2,0,
(5.17)
where mi are some numbers, Gi = Gi(x, ξ), fi = fi(x), a = a(ξ), V = V (x),
ψ˜1 := 0, u0,0 := ψ0, u1,0 := 0, ui,j ∈ C∞(R) ∩ V, supp fi ⊆ [−x0, x0], and the
functions ψi,j are 1-periodic and obey the equalities
1∫
0
ψi,j(ξ) dξ = 0. (5.18)
The numbers λi and τi are given by the formulas
λi = −
i−4∑
j=4
τjτi−j + ai,+, τi =
∫
R
ψ0f˜i dx, (5.19)
f˜i :=
i−2∑
j=2
(
2h
(1)
j
d
dx
+ h
(2)
j + λj
)
ui−j,0 +
(
2h˜
(1)
i
d
dx
+ h˜
(2)
i + λi
)
ψ0 −
1∫
0
aψ˜i dξ,
(5.20)
where ai,+ is defined in (5.22), f˜i = f˜i(x), supp f˜i ⊆ [−x0, x0].
Proof. The conclusion of the lemma for ψ2, ψ3 follows from (5.10). The formulas
(5.19) are valid for λ1 and τ1, if we set λ1 = τ1 := 0. We also note that the equations
(5.4), (5.9) hold for i = 0, 1. The further proof is carried out by induction. Suppose
the equalities (5.13), (5.14), (5.18) hold for i 6 m+ 1, and formulas (5.15), (5.19)
be valid for i 6 m− 1. Let us prove that in this case the conclusion of the lemma
on ψm+2, um,0, λm, τm is valid.
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According the induction assumption, the functions ψi,j, i 6 m+ 1, satisfy the
equalities (5.18). Taking into account these equalities and (1.1), we substitute the
representations (5.13) into the equation (5.9) with i = m. As a result we get the
following equation for um,0:(
− d
2
dx2
+ V
)
um,0 = fm, x ∈ R, (5.21)
where fm is given by the formula (5.16). By the induction assumption, ui,0 ∈
C∞(R)∩V, i 6 m−1, and um,j ∈ C∞(R)∩V, j > 1, this is why fm ∈ C∞(R)∩V.
Let us prove that supp fm ⊆ [−x0, x0]. We denote
fm,± :=
fm(x0)
2β+
± fm(−x0)
2β−
, ui :=
ui,0(x0)
2β+
− ui,0(−x0)
2β−
,
ψ̂i,±(ξ) :=
ψ˜i(x0, ξ)
2β+
± ψ˜i(−x0, ξ)
2β−
, ai,± :=
1∫
0
a(ξ)ψ̂i,±(ξ) dξ.
(5.22)
Clearly, the inclusion supp fm ⊆ [−x0, x0] is equivalent to the equalities fm,± = 0.
Let us calculate the numbers fm,±. From the formula (5.15) for fm, the equalities
(5.7), and the condition (5.12) for ui,0, 1 6 i 6 m− 1 it follows:
fm,+ = −am,+ + lm, fm,− = −am,− +
m−2∑
j=2
lm−juj, li := λi +
i−4∑
j=4
τjτi−j . (5.23)
The equality fm,+ = 0 is a consequence of the formula (5.19) for λm.
Let us prove that fm,− = 0. By (5.10) and the equality ψ˜1 = 0 we obtain:
ψ̂1,± = 0, ψ̂2,+ = ψ2,1, ψ̂2,− = 0, ψ̂3,± = 0. (5.24)
By the induction assumption it implies that the functions ψ̂i+2,±, i 6 m − 1, are
1-periodic solutions of the equations:
d2
dξ2
ψ̂2,+ = a,
d2
dξ2
ψ̂i+2,+ = aψ̂i,+ − ai,+ + 2
i−1∑
j=4
τj
d
dξ
ψ̂i−j+1,− −
i−2∑
j=2
ljψ̂i−j,+,
d2
dξ2
ψ̂i+2,− = aψ̂i,− − ai,− + 2
i−1∑
j=4
τj
d
dξ
ψ̂i−j+1,+ −
i−2∑
j=2
ljψ̂i−j,− + aui, ξ ∈ R,
(5.25)
where i > 1. Due to the equalities (5.19) for λi, i 6 m − 1, we have li = ai,+,
i 6 m−1. Bearing in mind these equalities and (5.18), we multiply the equation for
ψ̂i+2,+ in (5.25) by ψ̂m−i,+ in L2(0, 1) and make a summation over i = 2, . . . , m−2.
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This procedure results in
m−2∑
i=2
lm−iui =
m−2∑
i=2
(
ψ̂m−i,+,
d2
dξ2
ψ̂i+2,−
)
−
m−2∑
i=2
(
ψ̂m−i,+, aψ̂i,−
)
−
− 2
m−2∑
i=2
i−1∑
j=4
τj
(
ψ̂m−i,+,
d
dξ
ψ̂i−j+1,+
)
+
m−2∑
i=2
i−2∑
j=2
lj
(
ψ̂m−i,+, ψ̂i−j,−
)
.
(5.26)
Here and everywhere till the end of the proof the symbol (·, ·) indicates the inner
product in L2(0, 1). The third summand in the right hand side of this equality is
zero, what follows from the following realtions:
2
m−2∑
i=2
i−1∑
j=4
τj
(
ψ̂m−i,+,
d
dξ
ψ̂i−j+1,+
)
=
m−3∑
j=4
τj
m−2∑
i=j+1
2
(
ψ̂m−i,+,
d
dξ
ψ̂i−j+1,+
)
=
=
m−3∑
j=4
τj
 m−2∑
i=j+1
(
ψ̂m−i,+,
d
dξ
ψ̂i−j+1,+
)
+
m−2∑
i˜=j+1
(
ψ̂i˜−j+1,+,
d
dξ
ψ̂m−i˜,+
) = 0,
(5.27)
where i˜ = m− i+ j−1. The equalities obtained imply that the third summand in
the right hand side of (5.26) is zero. Changing the summation indexes i 7→ m−i+2,
i 7→ m− i in the first and second summands in the right hand side of (5.26), and
then integrating by parts in the first summand and employing (5.18), (5.24), and
(5.25), we deduce:
m−2∑
i=2
lm−iui =
m−4∑
i=0
(
ψ̂m−i,−,
d2
dξ2
ψ̂i+2,+
)
−
m−2∑
i=2
(
ψ̂i,+, aψ̂m−i,−
)
+
+
m−2∑
i=2
i−2∑
j=2
lj
(
ψ̂m−i,+, ψ̂i−j,−
)
= am,− + 2
m−4∑
i=1
i−1∑
j=4
τj
(
ψ̂m−i,−,
d
dξ
ψ̂i−j+1,−
)
−
−
m−4∑
i=1
i−2∑
j=2
lj
(
ψ̂m−i,−, ψ̂i−j,+
)
+
m−2∑
i=2
i−2∑
j=2
lj
(
ψ̂m−i,+, ψ̂i−j,−
)
.
By analogy with (5.27) it is not difficult to show that the second summand in the
right hand side of the last equality is zero. Taking into account (5.24) and applying
Lemma 2.6 with p = m, s = 2, A0 = A1 = 0, Aj = lj , j > 2, Bi,j =
(
ψ̂i,+, ψ̂j,−
)
to the last summand, we arrive at the equality:
m−2∑
i=2
lm−iui = am,−, what together
with (5.23) imply that fm,− = 0. The inclusion supp fm ⊆ [−x0, x0] is proven.
By (5.5), (5.16) the function fm can be represented as
fm(x) = −τm
(
ψ0(x)
d2
dx2
+ 2
dψ0(x)
dx
d
dx
)
(|x|(1− χ(x))) + f˜m(x),
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where f˜m is defined by the equality (5.20). The function f˜m is compactly sup-
ported, since the functions fm and
(
ψ0(x)
d2
dx2
+ 2
dψ0(x)
dx
d
dx
)
(|x|(1− χ(x))) are
compactly supported.
In virtue of Lemma 5.1 the equation (5.21) is solvable in the space V, if the
solvability condition
0 =
∫
R
ψ0(x)fm(x) dx =− τm
∫
R
d
dx
(
ψ20(x)
d
dx
(|x|(1− χ(x)))
)
dx+
+
∫
R
ψ0(x)f˜m(x) dx = −τm +
∫
R
ψ0(x)f˜m(x) dx
holds, what implies the equality (5.19) for τm. In accordance with Lemma 5.1 the
solution um,0 of the equation (5.21) is given by the formula (5.15).
Substituting the representations (5.13) for i 6 m + 1 into the equation (5.4)
with i = m and taking into account (5.21), we get
− ∂
2
∂ξ2
ψm+2 = Gm+2, (x, ξ) ∈ R2, (5.28)
where Gm+2 is defined by the formula (5.17). Using (5.14), (5.18) with i 6 m+ 1,
by analogy with (4.13)–(4.15) it is not difficult to show that the function Gm+2 is
the finite series
Gm+2(x, ξ) =
∑
p
G
(1)
m+2,p(x)G
(2)
m+2,p(ξ),
where G
(1)
m+2,p ∈ C∞(R) ∩ V, G(2)m+2,p ∈ C2(R) are 1-periodic functions, satisfying
the equalities
1∫
0
G
(2)
m+2,p(ξ) dξ = 0.
Substituting the obtained representation for Gm+2 into the equation (5.28) and
solving then this equation by Lemma 2.3, we arrive at the formulas (5.13), (5.14)
for ψm+2, where um+2,0 is a some function, um+2,j ∈ C∞(R) ∩ V, j > 1, and
ψm+2,j ∈ C2(R) are 1-periodic functions satisfying the equalities (5.18).
We proceed to proving the formulas (1.10). From (2.10), (5.10), (5.22), (5.24)
it follows that
ψ2,1 = φ
+
0,1, a2,+ =
1∫
0
aφ+0,1 dξ = µ
+
0,1, a3,+ = 0, (5.29)
what together with (5.19) imply the formulas (1.10) for λ2, λ3. Employing the
definition (5.16) of the functions fi, the formulas (5.10), and the equality λ2 = 0,
it is easy to check that f2 = 0, what by (5.15) yields the identity
u2,0(x) ≡ 0. (5.30)
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In view of (5.10), (5.16), and the formulas (1.10) for λ2 and λ3 we get that f3 =
−2dψ0
dx
1∫
0
aψ3,1 dξ. The functions ψ2,1, ψ3,1 defined in (5.10) coincide with the
functions ψ2,1, ψ3,1 from (4.5), (4.16), this is why by (4.17) we have f3 = 0. Now
from (5.15) it follows that
u3,0 ≡ 0. (5.31)
This equality, (5.10), (5.17), (5.29), (5.30), and the formulas (1.10) for λ2, λ3 lead
us to
G4(x, ξ) = 4
d2
dx2
ψ0(x)
d
dξ
ψ3,1(ξ) + (−a(ξ)φ+0,2(ξ) + µ+0,1)ψ0(x),
what due to (5.14) and (2.10) imply that
m4 = 2, u4,1 = ψ0, ψ4,1 = φ
+
0,2, u4,2 = 4
d2ψ0
dx2
, ψ4,2 = L0
[
dψ3,1
dξ
]
. (5.32)
Hence,
ψ̂4,+ = φ
+
0,2, ψ̂4,− = 0, a4,+ = µ
+
0,2, (5.33)
and the formula (1.10) for λ4 holds true. The formulas (1.10) for λ2, λ4, (5.19),
(5.20), and the equalities (2.10), (5.10), (5.30), (5.32) allow us to determine τ4:
τ4 = −4
∫
R
ψ0
d2ψ0
dx2
dx
1∫
0
aψ4,2 dξ.
The function ψ4,2 from (5.32) coinciding with the function ψ4,2 in (4.19), by (4.20)
we deduce:
τ4 = 4
∫
R
∣∣∣dψ0
dx
∣∣∣2 dx 1∫
0
|φ+0,1|2 dξ. (5.34)
From (5.24), (5.29) it follows that the right hand side of the equation (5.25) for
ψ̂5,+ is zero, this is why ψ̂5,+ = 0, what due to (5.22) yields a5,+ = 0. Similarly,
taking into account the equalities li = ai,+ established in the proof of Lemma 5.2,
one can check that a7,+ = 0. The equalities li = ai,+ and (2.10), (5.24), (5.29),
(5.33) imply that the equation (5.25) for ψ̂6,+ coincide with the equation (2.9) for
φ+0,3, because of this ψ̂6,+ = φ
+
0,3, what by (2.10) gives rise to a6,+ = µ
+
0,3. In the
same way one can show that a8,+ = µ
+
0,4. The equalities obtained and (5.19), (5.34)
lead us to the formulas (1.10) for λ6, λ7, λ8.
Let m > 8. We denote
τε,m :=
m∑
i=4
εiτi, λε,m :=
m∑
i=2
εiλi,
ψε,m(x) := h(x, τε,m)
(
ψ0(x) +
m∑
i=2
εiψi
(
x,
x
ε
))
.
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The equations (5.4), the equalities (5.10), (5.34), and Lemma 5.2 yield the following
statement.
Lemma 5.3. The function ψε,m ∈ C2(R) converges to ψ0 inW 12 (Q) for each Q ∈ C
as ε→ 0. The functions ψε,m and λε,m satisfy the equation(
− d
2
dx2
+ V (x) + a
(x
ε
)
− λε,m
)
ψε,m = h(x, τε,m)fε,m(x), x ∈ R, (5.35)
and the estimate
max
R
|fε,m(x)| = O(εm−1) (5.36)
holds.
We set kε,m :=
√
µ+0 (ε
2)− λε,m. Due to (1.2), (1.10) we have the inequality
µ+0 (ε
2) > λε,m, this is why we suppose that kε,m > 0. Then the formulas (1.2),
(1.10) imply
kε,m = ε
4τ4 +O(ε5), (5.37)
where τ4 > 0 (see (5.34)). Let τm(ε) := ε
−1 lnκ(ε, kε,m), where, we remind, κ is
from (3.12). Then (3.14) and (5.37) give rise to
τm(ε) = ε
4τ4 +O(ε5). (5.38)
Lemma 5.4. For each m the equality
τm(ε) = τε,m +O(εm−5)
takes place.
Proof. From (5.2), (5.10), and Lemma 5.2 it follows that for x > x0 the function
ψε,m(x) can be represented as
ψε,m(x) = e
−τε,mxψperε,m
(x
ε
)
, ψperε,m(ξ) = β+ + ε
2ψ˜perε,m(ξ), (5.39)
where 1-periodic function ψ˜perε,m is bounded uniformly on ε in the norm of the
space C[0, 1]. Employing this representation, the definition of the function Θ+,
the equality (3.15), and the equation (5.35), it is not difficult to check that the
function
U(x, ε) :=Wx
(
Θ+per
(x
ε
)
, ψperε,m
(x
ε
))
+(τm(ε)− τε,m) Θ+per
(x
ε
)
ψperε,m
(x
ε
)
, (5.40)
where Θ+per(ξ) := Θ
+
per(ξ, ε, kε,m), obeys the equation
d
dx
U(x, ε)− (τε,m + τm(ε))U(x, ε) = −Θ+per
(x
ε
)
fε,m(x), x > x0. (5.41)
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Let us integrate this equation on x from x0 to (x0 + ε) and take into account the
ε-periodicity of the functions ψperε,m
(
x
ε
)
and Θ+per
(
x
ε
)
. As a result we arrive at the
following equality:
(
τ 2ε,m − τ 2m(ε)
) x0+ε∫
x0
Θ+per
(x
ε
)
ψperε,m
(x
ε
)
dx =
x0+ε∫
x0
Θ+per
(x
ε
)
fε,m(x) dx. (5.42)
It follows from (3.18) and (5.39) that the integral in the left hand side of the last
equality meets the relation
x0+ε∫
x0
Θ+per
(x
ε
)
ψperε,m
(x
ε
)
dx = εβ+ +O(ε3),
what together with (5.36), (5.42) lead us to
τ 2ε,m − τ 2m(ε) = O(εm−1). (5.43)
The conclusion of the lemma follows from the equality obtained and (5.37), (5.38).
Further we will make use of the following auxiliary statement.
Lemma 5.5. There exists a function Rε,m(x) ∈ C2(R), such that the function
ψ̂ε,m := ψε,m(x)−Rε,m(x) obeys the equation (3.19) with λ = λε,m, f(x) = f̂ε,m(x),
supp f̂ε,m ⊆ [−x0, x0], and the constraint (3.20) with k = kε,m, and the estimates
‖Rε,m‖C2(Q) = O(εm−8), ‖f̂ε,m‖C[−x0,x0] = O(εm−8) (5.44)
are valid for each interval Q ∈ C.
Proof. For the sake of brevity throughout the proof we denote Θ±(ξ) := Θ±(ξ, ε, kε,m).
Let us calculate the wronskian of the functions Θ+
(
x
ε
)
and Θ−
(
x
ε
)
, taking into
account the equalities (3.16), (3.17), (5.38), and Lemma 3.5:
W (ε) := Wx
(
Θ+
(x
ε
)
,Θ−
(x
ε
))
= ε−1Wξ
(
Θ+(ξ),Θ−(ξ)
)
=
= ε−1Θ2(1, ε
2, k2ε,m)
(
eτm(ε) − e−τm(ε)) = 2ε3τ4 +O(ε4). (5.45)
Since W (ε) 6= 0, it follows that the functions Θ± form the fundamental set of
solutions for the equation(
− d
2
dx2
+ a
(x
ε
)
− λε,m
)
u = f, (5.46)
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with f = 0. Let R± = R±(x, ε) be the solutions of these equations withf(x) =
h(x, τε,m)fε,m(x) defined by the formulas
R±(x) =
1
W (ε)
x∫
±x0
(
Θ+
(x
ε
)
Θ−
(
t
ε
)
−Θ−
(x
ε
)
Θ+
(
t
ε
))
h(t, τε,m)fε,m(t) dt.
(5.47)
Clearly, R± ∈ C2(R). In view of the equations (5.35), (5.46) and V being com-
pactly supported the function (ψε,m(x) − R+(x, ε)) as x > x0 is a solution of the
equation (5.46) with homogeneous right hand side, this is why the equality
ψε,m(x)−R+(x, ε) = C++Θ+
(x
ε
)
+ C−+Θ
−
(x
ε
)
, x > x0, (5.48)
is valid. Let us estimate the coefficient C−+ . Putting x > x0 in (5.47) and replac-
ing the function h(t, τε,m)fε,m(t) by the left hand side of the equation (5.35), by
integration by parts we obtain:
C−+ =
Wx
(
Θ+
(
x
ε
)
, ψε,m(x)
)
W (ε)
∣∣∣∣∣
x=x0
=
U(x0, ε)e−(τε,m+τm(ε))x0
W (ε)
, (5.49)
where the function U is defined in accordance with (5.40). From the equation
(5.41) it follows that
U(x, ε) = e(τε,m+τm(ε))x
U(x0, ε)− x∫
x0
e−(τε,m+τm(ε))tΘ+per
(
t
ε
)
fε,m(t) dt
 .
The function U is ε-periodic for x > x0, what gives rise to the equality U(x0+ε, ε) =
U(x0, ε), which can be rewritten as
U(x0, ε) = eε(τε,m+τm(ε))
U(x0, ε)− x0+ε∫
x0
e−(τε,m+τm(ε))tΘ+per
(
t
ε
)
fε,m(t) dt
 .
Due to (5.49) it follows that
C−+ = −
eε(τε,m+τm(ε))
x0+ε∫
x0
e−(τε,m+τm(ε))tΘ+per
(
t
ε
)
fε,m(t) dt
(1− eε(τε,m+τm(ε)))W (ε) .
From (3.18) we deduce that the function Θ+per
(
x
ε
)
is bounded uniformly on x and ε.
Taking into account this fact, (5.36), (5.38) and (5.45), we arrive at the estimate:
C−+ = O(εm−8). (5.50)
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The form of the function R+, (3.14), (3.15), (3.18), (5.36), (5.45) imply that
‖R+‖C(Q) = O(εm−4) (5.51)
for each Q ∈ C. As one can easily check,
d
dx
R+(x, ε) =
1
W (ε)
(
d
dx
Θ+
(x
ε
) x∫
x0
Θ−
(
t
ε
)
h(t, τε,m)fε,m(t) dt−
− d
dx
Θ−
(x
ε
) x∫
x0
Θ+
(
t
ε
)
h(t, τε,m)fε,m(t) dt
)
.
Basing on this equality and (3.14), (3.15), (3.18), (5.36), (5.45), we prove the
estimate ∥∥∥∥ ddxRε,+
∥∥∥∥
C(Q)
= O(εm),
which is valid for each Q ∈ C. From the estimate obtained, the equation R+,
(5.36), (5.51) we deduce that
‖R+‖C2(Q) = O(εm−4) (5.52)
for each Q ∈ C. By analogy with (5.48) one can prove that
ψε,m(x)− R−(x, ε) = C+−Θ+
(x
ε
)
+ C−−Θ
−
(x
ε
)
, x 6 −x0.
The constant C+− is estimated in the same way as this was done for C
−
+ ; the only
difference is that the function U should be chosen as follows:
U(x, ε) := Wx
(
ψperε,m
(x
ε
)
,Θ−per
(x
ε
))
+ (τm(ε)− τε,m) Θ−per
(x
ε
)
ψperε,m
(x
ε
)
.
Similarly to (5.50), (5.52) it not difficult to show that the estimates
C+− = O(εm−8), ‖R−‖C2(Q) = O(εm−4)
hold true for each Q ∈ C. Employing the obtained estimates for C+− , C−+ , R± and
(3.15), (3.18), one can easily show that the function
Rε,m(x) := (1− χ(x)) R˜ε,m(x) + C−+Θ−
(x
ε
)
+ C+−Θ
+
(x
ε
)
,
R˜ε,m(x) :=
{
Rε,+(x), as x > 0,
Rε,−(x), as x < 0,
satisfies the lemma.
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In virtue of the proven lemma the function ψ̂ε,m is a solution to the problem
(3.19), (3.20). Therefore, the Lemma 3.11 is applicable to the function Fε,m(x) :=
f̂ε,m(x)/ϕ
(
x
ε
, ε2
)
, namely, the representation
ψ̂ε,m =
T8(ε, kε,m)Fε,m
kε,m − kε ψ
(0)
ε + ϕ
(x
ε
, ε2
)
T9(ε, kε,m)Fε,m (5.53)
holds true, where ψ
(0)
ε is from Lemma 3.10. From (3.36) a uniform on ε estimate
‖ψ(0)ε ‖W 12 (−x0,x0) 6 C (5.54)
follows. Bearing in mind this estimate, (5.44), Lemma 3.4, and uniform on ε
boundedness of the functional T8(ε, kε,m) and the operator T9(ε, kε,m) (see Lemma 3.11),
from (5.53) we get
‖ψ̂ε,m − ϕT9(ε, kε,m)Fε,m‖L2(−x0,x0) 6
Cεm−8
|kε,m − kε| ,
what due to the convergence of ψ̂ε,m to ψ0 in L2(−x0, x0) (see Lemmas 5.3, 5.5)
imply
kε − kε,m = O(εm−8). (5.55)
Putting now m = 13, by (5.47) we obtain that the solution of the equation (3.34)
satisfies the equality
kε = ε
4τ4 +O(ε5),
and this is why Re kε > 0. By Lemma 3.10 it implies that the operator Hε has
the unique eigenvalue converging to zero as ε → 0 which is given by the equality
λ
(0)
ε = µ
+
0 (ε
2) − k2ε and is simple. It also follows from (5.55) and the definition of
kε,m that the asymptotics of this eigenvalue is given by (1.9), (1.10). The proof of
Theorem 1.3 is complete.
In conclusion let us find out the asymptotics of the eigenfunction associated
with λ
(0)
ε . Multiplying the representation (5.53) by ψ
(0)
ε in L2(−x0, x0), on the base
of Lemmas 3.11 and 5.3 and the convergence (3.36) by analogy with the proof of
the equality (4.23) it is not difficult to establish the existence of a function c(ε)
such that
c(ε) =
T8(ε, kε,m)Fε,m
kε,m − kε +O(ε
m−8), c(ε) = 1 +O(1), ε→ 0. (5.56)
Taking into account this formula, from the estimates (5.44), (5.54), and the rep-
resentation (5.53) we get
‖ψ̂ε,m − c(ε)ψ(0)ε ‖W 22 (−x0,x0) = O(εm−8).
The functions ψ̂ε,m and ψε obeying the equalities (3.20) with k = kε,m and k = kε,
respectively, the last equality, (5.44), (5.55), and Lemmas 3.5, 5.4 yield that
‖ψε,m − c(ε)ψ(0)ε ‖W 22 (Q) = O(εm−8)
for each Q ∈ C. Thus, we have just proved
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Theorem 5.1. The eigenfunction associated with the eigenvalue λ
(0)
ε of the oper-
ator Hε can be chosen so that it satisfies the asymptotics expansion (5.1) in the
norm of W 22 (Q) for each Q ∈ C. The coefficients of this expansion are determined
in accordance with (5.10), (5.30), (5.31), (5.32), and Lemma 5.2. As ±x > x0 this
eigenfunction satisfies the equalities (3.20), and the multipliers κ± = κ
±1(ε, kε)
corresponding to the functions Θ± meet the equality κ(ε, kε) = e
−τε, where τε
has the asymptotics (5.3) with the coefficients defined by the formula (5.34) and
Lemma 5.2.
6. Existence of the eigenvalues in a finite lacuna
The aim of the present section is to prove Theorem 1.4 and item (2) of The-
orem 1.5. Throughout the section the hypothesis of Theorem 1.4 is supposed to
hold.
Lemma 6.1. The solutions ϕ±,i = ϕ±,i(ξ, ε
2) of the equation (2.2) with M =
ε2µ±n (ε
2) subject to the initial conditions
ϕ±,1(0, ε
2) = 1, ϕ′±,1(0, ε
2) = 0, ϕ±,2(0, ε
2) = 0, ϕ′±,2(0, ε
2) = 1,
are of the form
ϕ±,1 = cospinξ +
∞∑
j=1
ε2jP j±(ε
2)[cospinξ],
ϕ±,2 =
1
pin
sin pinξ +
1
pin
∞∑
j=1
ε2jP j±(ε
2)[sin pinξ]
for all sufficiently small ε. Here the operator P±(ε
2) is defined by the equality
P±(ε
2)[f ](ξ, ε2) :=
1
pin
ξ∫
0
(a(η)− µ±n (ε2) + pi2n2ε−2) sin pin(ξ − η)f(η) dη
and is a linear bounded operator from C[0, 1] into C2[0, 1] holomorphic on ε2. The
functions ϕ±,i are holomorphic on ε
2 in the norm of C2[0, 1].
Lemma 6.2. The solutions Θ±,i = Θ±,i(ξ, ε
2, k2) of the equation (2.2) M =
ε2(µ±n (ε
2)∓ k2), where k is a complex parameter, subject to the initial conditions
Θ±,1(0, ε
2, k2) = 1, Θ′±,1(0, ε
2, k2) = 0,
Θ±,2(0, ε
2, k2) = 0, Θ′±,2(0, ε
2, k2) = 1,
are of the form
Θ±,i = ϕ±,i +
∞∑
j=1
ε2jk2jP˜ j±(ε
2)[ϕi],
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for all sufficiently small ε. Here the operator P˜±(ε
2) is defined by the equality
P˜±(ε
2)[f ](ξ, ε2) := ±
ξ∫
0
(
ϕ±,2(ξ, ε
2)ϕ±,1(η, ε
2)− ϕ±,2(η, ε2)ϕ±,1(ξ, ε2)
)
f(η) dη
and is a linear bounded operator from C[0, 1] into C2[0, 1] holomorphic on ε2. The
functions Θ±,i are holomorphic on ε
2 and k2 in the norm of C2[0, 1].
The proof of these lemmas is completely similar to the proof of Lemmas 3.4, 3.5.
Throughout this section we will not indicate explicitly the dependence of the
functions ϕ±,i and Θ±,i on ε and k, putting for the sake of brevity ϕ±,i(ξ) :=
ϕ±,i(ξ, ε
2), Θ±,i(ξ) := ϕ±,i(ξ, ε, k), i = 1, 2.
Directly from Lemmas 6.1, 6.2 we deduce
ϕ±,1(1) = (−1)n
(
1− ε2 bn
2pin
)
+O(ε4),
ϕ′±,1(1) = (−1)nε2
an ∓ µn,0
2
+O(ε4),
ϕ±,2(1) = (−1)nε2an ± µn,0
2pi2n2
+O(ε4),
ϕ′±,2(1) = (−1)n
(
1 + ε2
bn
2pin
)
+O(ε4),
(6.1)
as well as
Θ±,1(1) = (−1)n
(
1− ε2 bn
2pin
)
+O(ε4k2),
Θ′±,1(1) = (−1)nε2
an ∓ µn,0 ± k2
2
+O(ε4k2),
Θ±,2(1) = (−1)nε2an ± µn,0 ∓ k
2
2pi2n2
+O(ε4k2),
Θ′±,2(1) = (−1)n
(
1 + ε2
bn
2pin
)
+O(ε4k2),
(6.2)
where µn,0 :=
√
a2n + b
2
n > 0.
Lemma 6.3. Let c > 0 be an arbitrary constant independent on ε and k. The
functions Θ±,i are holomorphic on k in the norm of C
2[−cε−1, cε−1]. In the sense
of the same norm the functions Θ±,i together with all their derivatives on k are
bounded uniformly on ε and k.
Proof. Lemma 6.2 and equalities (6.1) imply
‖ϕ±,i‖C2[0,1] 6 C0, |ϕ±,1(1)|+ |ϕ±,2(1)|+ |ϕ′±,1(1)|+ |ϕ′±,2(1)| 6 1 + cε2,
where the constants C0 and c are independent on ε. Let a uniform on ε estimate
‖ϕ±,i‖C2[m−1,m] 6 Cm, i = 1, 2,
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holds true for an integer m with a constant Cm. Then it follows from the equality
ϕ±,i(ξ + 1) = ϕ±,i(1)ϕ±,1(ξ) + ϕ
′
±,i(1)ϕ±,2(ξ) (6.3)
that
‖ϕ±,i‖C2[m,m+1] 6
(|ϕ±,i(1)|+ |ϕ′±,i(1)|) ‖ϕ±,i‖C2[m−1,m] 6 Cm(1 + cε2),
and the same estimate is valid for ‖ϕ±,i‖C2[m−2,m−1]. Applying the estimates ob-
tained by induction, we arrive at the inequality
‖ϕ±,i‖C2[m,m+1] 6 C0(1 + cε2)m, m ∈ Z,
which yields
‖ϕ±,i‖C2[−cε−1,cε−1] 6 C0(1 + cε2)cε−1+1 6 C,
where the constant C is independent on ε. Therefore, the operator P˜±(ε
2) from
Lemma 6.2 satisfies a uniform on ε estimate
‖P˜±(ε2)[f ]‖C2[−cε−1,cε−1] 6 Cε−1‖f‖C[−cε−1,cε−1]
for each fixed c > 0. In view of Lemma 6.2 it implies the conclusion of the
lemma.
Let us calculate the multipliers κ+± = κ
+
±(ε, k) and κ
−
± = κ
−
±(ε, k) correspond-
ing to the equation (2.2) with M = ε2(µ±n (ε
2) ∓ k2). By the formula (8.13) from
[27, Ch. 2, §2.8] these multipliers can be defined as follows:
κ
+
± = κ±, κ
−
± =
1
κ±
, κ± =
D± + (−1)n
√
D2± − 4
2
, (6.4)
D± = D±(ε
2, k2) := Θ±,1(1, ε
2, k2) + Θ′±,2(1, ε
2, k2).
Since µ±n (ε
2) are edges of the essential spectrum of the operator Hε and the cor-
responding solutions φ±n of the equation (2.2) obey either periodic or antiperiodic
boundary conditions (2.3), (2.4), according to [27, Ch. 2, §2.8] it follows that the
equality
ϕ±,1(1) + ϕ
′
±,2(1) = 2(−1)n (6.5)
holds true. Using this equality, the relations (6.2), and Lemmas 6.1, 6.2, by direct
calculate one can check that
D±(ε
2, k2) = (−1)n
(
2 +
ε4k2
4pi2n2
(
D˜±(ε
2)− k2
))
+ ε6k4D̂±(ε
2, k2),
D˜±(ε
2) :=
4pi2n2
ε2
(
P˜±[ϕ±,1](ξ, ε
2) +
d
dξ
P˜±[ϕ±,2](ξ, ε
2)
)∣∣∣∣
ξ=1
= 2µn,0 +O(ε2),
(6.6)
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where D̂± and D˜± are holomorphic function. Substituting the equality obtained
into (6.4) leads us to the following representation for κ±:
κ±(ε, k) = (−1)n
(
1 +
ε2k
2pin
√
D˜±(ε2)− k2
)
+ ε4k2κ˜±(ε, k),
lnκ±(ε, k) = ln
(
(−1)n)+ ε2k
2pin
√
2µn,0 − k2 +O(ε4k),
(6.7)
where κ˜±(ε, k) is a holomorphic function on two variables and a logarithm branch
is chosen by the condition ln 1 = 0 and, therefore, ln(−1) = pii. Here we also
assume that |2µn,0 − k2| > c > 0, where the constant c is independent on ε
and k. In accordance with Floquet-Lyapunov theorem, the equation (2.2) with
M = ε2 (µ±n (ε
2)∓ k2) has a fundamental set of solutions of the form
Θ+± = Θ
+
±(ξ, ε, k) = e
−ξ lnκ±(ε,k)Θ+per,±(ξ, ε, k),
Θ−± = Θ
−
±(ξ, ε, k) = e
ξ lnκ±(ε,k)Θ−per,±(ξ, ε, k),
(6.8)
where the functions Θ±per,±(ξ, ε, k) are 1-periodic. Everywhere till the end of the
section we will omit the dependence on ε and k in the notations of the functions
Θ±±, putting for the sake of brevity: Θ
+
±(ξ) := Θ
+
±(ξ, ε, k), Θ
−
±(ξ) := Θ
−
±(ξ, ε, k).
Let us consider the equation (3.19) with λ = µ±n (ε
2) ∓ k2. We will seek a
solution of this equation obeying the constraints:
u(x, ε, k) = c+(ε, k)Θ
+
±
(x
ε
)
, x > x0,
u(x, ε, k) = c−(ε, k)Θ
−
±
(x
ε
)
, x 6 −x0,
(6.9)
where c±(ε, k) are some constants. We denote
Θ˜1±(ξ, s) := Θ±,2(1)Θ±,1(ξ) +
(
s−Θ±,1(1)
)
Θ±,2(ξ),
Θ˜2±(ξ, s) := −Θ′±,1(1)Θ±,2(ξ) +
(
s−Θ±,1(1)
)
Θ±,1(ξ).
(6.10)
Let s = κ± or s = κ
−1
± . Employing the equalities
Θ±,i(ξ + 1) = Θ±,i(1)Θ±,1(ξ) + Θ
′
±,i(1)Θ±,2(ξ),
Wξ (Θ±,1(ξ),Θ±,2(ξ)) ≡ 1, κ± + κ−1± = Θ±,1(1) + Θ′±,2(1),
(6.11)
it is easy to show that Θ˜1±(ξ + 1, s) = sΘ˜
1
±(ξ, s), Θ˜
2
±(ξ + 1, s) = s
−1Θ˜2±(ξ, s), what
implies
Θ˜1±(ξ,κ±) = c
±
1 Θ
−
±(ξ), Θ˜
2
±(ξ,κ
−1
± ) = c
±
2 Θ
+
±(ξ),
Θ˜1±(ξ,κ
−1
± ) = c
±
3 Θ
+
±(ξ), Θ˜
2
±(ξ,κ±) = c
±
4 Θ
−
±(ξ),
(6.12)
where c±i are some constants depending on ε and k only.
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On functions g ∈ L2(−x0, x0), supp g ⊆ [−x0, x0], we define the operator
T±11(ε, k)g :=
1
κ±(ε, k)− κ−1± (ε, k)
T±12(ε, k)g, (6.13)
T±12g :=
x∫
−∞
(
Θ˜1±
(x
ε
,κ−1±
)
Θ±,1
(
t
ε
)
+ Θ˜2±
(x
ε
,κ±
)
Θ±,2
(
t
ε
))
g(t) dt+
+
+∞∫
x
(
Θ˜1±
(x
ε
,κ±
)
Θ±,1
(
t
ε
)
+ Θ˜2±
(x
ε
,κ−1±
)
Θ±,2
(
t
ε
))
g(t) dt.
Lemma 6.4. For each Q ∈ C the operator T±11 is a linear bounded operator from
L2(−x0, x0) into W 22 (Q). The problem (3.19), (6.9) with λ = µ±n (ε2) ∓ k2 is
equivalent to the following operator equation in L2(−x0, x0):
g + εV T±11(ε, k)g = f, (6.14)
where
g := f − V u, u = εT±11(ε, k)g. (6.15)
Remark 6.1. In the lemma the functions from L2(−x0, x0) those the operator T±11
is applied to are supposed to be extended by zero outside the segment [−x0, x0].
Proof. The boundedness of the operator T±11 : L2(−x0, x0) → W 22 (Q), Q ∈ C,
follows directly from the definition of this operator. Let g be a solution of the
equation (6.14). We define the function u in accordance with (6.15). In view of
the definition of the functions tΘi± one can easily check that the function u is a
solution of the equation(
− d
2
dx2
+ a
(x
ε
)
− µ±n (ε2)± k2
)
u = g, x ∈ R. (6.16)
For x 6 x0 the function u takes the form:
u(x) = Θ˜1±
(x
ε
,κ−1±
) ∫
R
Θ±,1
(
t
ε
)
g(t) dt+ Θ˜2±
(x
ε
,κ±
)∫
R
Θ±,2
(
t
ε
)
g(t) dt,
what together with (6.12) yield that the function u satisfies the former of the
constraints (6.9). In same way one can prove that the function u satisfies the
latter of the constraints (6.9).
If u is a solution to the problem (3.19), (6.9), it is a solution of the equation
(6.16) with the right hand side defined by (6.15). Taking into accound the defi-
nition of the operator T±11, we get that u = εT
±
11g. Substituting this equality into
(6.16), we arrive at the equation (6.14).
Lemma 6.5. For each δ > 0 the segment [µ−n (ε
2) + δ, µ+n (ε
2)− δ] of the real axis
contains no eigenvalues of the operator Hε, if ε is small enough.
54
Proof. For λ ∈ [µ−n (ε2) + δ, µ+n (ε2) − δ] we set k :=
√
µ+n (ε
2)− λ > 0. Then it
follows from (1.3), (1.5) that for all sufficiently small ε the estimate 0 < c 6 k2 6
2µn,0 − c holds where c is a constant independent on ε and k. This estimate and
(6.6), (6.7) yield that the denominator in (6.13) obeys the inequality:
|κ±(ε, k)− κ−1± (ε, k)| > Cε2, (6.17)
where the constant C > 0 is independent on ε and k. The equalities (6.2),
(6.6), (6.7) and Lemma 6.3 allow to estimate the norm of the operator T±12(ε, k) :
L2(−x0, x0) → L2(−x0, x0) uniformly on ε and k as follows: ‖T±12‖ 6 Cε2. By
(6.17) it implies that the operator V T±11 : L2(−x0, x0) → L2(−x0, x0) is bounded
uniformly on ε and k. Therefore, for all sufficiently small ε the operator (I +
εV T±11(ε, k)) is uniformly bounded, this is why the equation (6.14) with f = 0 has
a trivial solution only. In virtue of Lemma 6.4 it follows that the problem (3.19),
(6.9) with f = 0, λ ∈ [µ−n (ε2) + δ, µ+n (ε2) − δ] has no nontrivial solution for all
sufficiently small ε, what completes the proof.
It follows from the proven lemma that the eigenvalues of the operatorHε located
in lacuna (µ−n (ε
2), µ+n (ε
2)) obey the equality (1.12). We will seek these eigenvalues
as λ
(n)
ε,± := µ
±
n (ε
2)∓ k2ε,±, where kε,± → 0 as ε→ 0. We study the existence of the
eigenvalues λ
(n)
ε,± of the operator Hε by the scheme which is similar to one employed
in the third section in studying the eigenvalue tending to zero as ε→ 0.
Using Lemmas 6.2, 6.3, the equalities (6.2), (6.7), and
κ± − κ−1± = (κ± − (−1)n)
(
1 + (−1)nκ−1±
)
,
from (6.13) and the definition of the functions Θ˜i± we deduce that the operator T
±
11
can be represented as
T±11(ε, k) =
1
κ± − κ−1±
T±13(ε) + T
±
14(ε) + kT
±
15(ε, k), (6.18)
T±13(ε)g =
(
ϕ±,2(1)ϕ±,1
(x
ε
)
+
(
(−1)n − ϕ±,1(1)
)
ϕ±,2
(x
ε
))∫
R
ϕ±,1
(
t
ε
)
g(t) dt+
+
(
−ϕ′±,1(1)ϕ±,2
(x
ε
)
+
(
(−1)n − ϕ±,1(1)
)
ϕ±,1
(x
ε
))∫
R
ϕ±,2
(
t
ε
)
g(t) dt,
T±14(ε)g =
1
2
∫
R
(
ϕ±,1
(x
ε
)
ϕ±,2
(
t
ε
)
− ϕ±,2
(x
ε
)
ϕ±,1
(
t
ε
))
sgn(x− t)g(t) dt,
(6.19)
where for each Q ∈ C the linear operator T±15(ε, k) : L2(−x0, x0)→ W 22 (Q) together
with its derivative d
dk
T±15(ε, k) are holomorphic on k and bounded uniformly on ε
and k. Since ϕ±,i(ξ, ε
2) = Θ±,i(ξ, ε
2, 0), it follows from Lemma 6.3 that the linear
55
operators T±13(ε), T14(ε) : L2(−x0, x0) → W 22 (Q) are bounded uniformly on ε for
each Q ∈ C.
We set
ϕ±(ξ, ε
2) := ϕ±,1(ξ, ε
2) +
(−1)n − ϕ±,1(1, ε2)
ϕ±,2(1, ε2)
ϕ±,2(ξ, ε
2),
if bn 6= 0 or bn = 0, sgn an = ±1, and
ϕ±(ξ, ε
2) := ϕ±,2(ξ, ε
2)− (−1)
n − ϕ±,1(1, ε2)
ϕ′±,1(1, ε
2)
ϕ±,1(ξ, ε
2),
if bn = 0, sgn an = ∓1. The function ϕ± is well defined, since the denominators
ϕ±,2(1) and ϕ
′
±,1(1) in its definition are nonzero due to (6.1). The equalities (6.3)
imply that the function ϕ± is 1-periodic on ξ for even n and 1-antiperiodic for
odd n. Taking into account (6.1) and Lemma 6.1 it is easy to make sure that the
function ϕ± is holomorphic on ε
2 in the norm of C2[0, 1]. For the sake of brevity
everywhere till the end of the section we denote ϕ±(ξ) := ϕ±(ξ, ε
2).
The function ϕ± is a solution of the boundary value problem (2.2), (2.3) for
even n and the boundary value problem (2.2), (2.4) for odd n with M = ε2µ±n (ε
2).
Therefore, ϕ± = C±(ε
2)φ±n , where C± is a constant, and φ
±
n , we remind, is defined
in accordance with (2.10), (2.12) and Lemma 2.8. By the formulas (6.1) and
Lemma 6.1 the equality
ϕ±(ξ, 0) =

cospinξ +
bn sin pinξ
an ± µn,0 , if bn 6= 0 or bn = 0, sgn an = ±1,
sin pinξ
pin
− bn cospinξ
pin(an ∓ µn,0) , if bn = 0, sgn an = ∓1,
holds true. In virtue of holomorphy on ε2 of the functions ϕ± from the last equality
we deduce that C± is holomorphic on ε
2 and C±(ε
2) = C±(0)+O(ε2), where C±(0)
is a nonzero real constant.
From the relations (6.5) and Wξ
(
ϕ±,1
(
x
ε
)
, ϕ±,2
(
x
ε
)) ≡ 1 one can easily obtain
the equality ((−1)n − ϕ±,1)2 = −ϕ′±,1(1)ϕ±,2(1), which is being taken into account,
by direct calculations we check that
T±13(ε)g = ε
2c±(ε
2)φ±n
(x
ε
, ε2
)
T±16(ε)g, T
±
16(ε)g :=
∫
R
φ±n
(
t
ε
, ε2
)
g(t) dt, (6.20)
c±(ε
2) =

ϕ±,2(1, ε
2)C2±(ε
2)
ε2
, if bn 6= 0 or bn = 0, sgn an = ±1,
−ϕ
′
±,1(1, ε
2)C2±(ε
2)
ε2
, if bn = 0, sgn an = ∓1.
The functional T±16(ε) : L2(−x0, x0) → C is bounded uniformly on ε, since the
function φ±n (ξ, ε
2) is 1-periodic and holomorphic on ε2 in the norm C2[0, 1]. The
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equalities (6.18), (6.20) allow to rewrite the equation (6.14) as
g +
ε3c±V φ
±
n
κ± − κ−1±
T±16g + εV T
±
14g + εkV T
±
15g = f. (6.21)
The operators T±14, T
±
15 : L2(−x0, x0) → L2(−x0, x0) being bounded uniformly on
ε and k, there exists a bounded inverse operator T±17(ε, k) :=
(
I + εV T14(ε) +
εkV T±15(ε, k)
)−1
: L2(−x0, x0)→ L2(−x0, x0). The operator T±17 is holomorphic on
k and obey a uniform on k equality
T±17(ε, k) = I +O(ε), ε→ 0. (6.22)
Applying the operator T±17 to the equation (6.21), we get:
g +
ε3c±T
±
16g
κ± − κ−1±
T±17V φ
±
n = T
±
17f. (6.23)
Acting now by the functional T±16 on this equation, we obtain(
1 +
ε3c±
κ± − κ−1±
T±16T
±
17V φ
±
n
)
T±16g = T
±
16T
±
17f. (6.24)
By analogy with the way we employed to deduce the equation (3.34) from (3.32),
(3.33), from (6.23), (6.24) we deduce that the values k those the equation (6.14)
with f = 0 has a nontrivial solution for are defined by the equation
k = εg±(ε, k), (6.25)
g±(ε, k) := −
kε2c±(ε
2)T±16(ε)T
±
17(ε, k)V (x)φ
±
n
(
x
ε
, ε2
)
κ±(ε, k)− κ−1± (ε, k)
.
From Lemma 6.1, equalities (6.1) and holomorphy of C±(ε
2) it follows that c±(ε
2)
is a holomorphic function and
c±(0) =

(−1)nC2±(0)
an ± µn,0
2pi2n2
, if bn 6= 0 or bn = 0, sgn an = ±1,
(−1)n+1C2±(0)
an ∓ µn,0
2
, if bn = 0, sgn an = ∓1.
Clearly, c±(0) 6= 0, and (−1)n+1c+(0) < 0. Bearing in mind (6.7), we conclude
that the function g± is holomorphic on k and together with its derivative
dg±
dk
are uniformly bounded on ε. For all sufficiently small ε the equation (6.25) has
a unique root k = kε,± tending to zero as ε → 0, what can be proved completely
by analogy with the proof of the unique solvability of the equation (3.34). The
nontrivial solution of the equation (6.14) with f = 0 and k = kε,± is defined up to
a multiplicative constant and is of the form
gε,± = −T17(ε, kε,±)V φ±n . (6.26)
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The solution ψε,± of the problem (3.19), (6.9) associated with gε,±, in view of (6.15)
is connected with gε,± by the equalities:
ψε,± = εT
±
11(ε, kε,±)gε,±, gε,± = −V ψε,±. (6.27)
If Re kε,± > 0, then the function ψε,±(x) decays exponentially as x → ±∞ (see
(6.7)-(6.9)). Therefore, in this case ψε,± belongs to L2(R) and due to this reason
it is the eigenfunction of the operator Hε associated with the eigenvalue λε,± :=
µ±n (ε
2) ∓ k2ε,±. The eigenvalue λε,± is simple. If Re kε,± 6 0, it follows that the
function ψε,± is not an element of L2(R), and in this case the operator Hε has no
eigenvalues obeying the equality (1.12).
From (6.22), (6.26) we deduce that in the norm of L2(−x0, x0) the equality
gε,±(x) = −V (x)φ±n
(x
ε
, ε2
)
+O(ε) (6.28)
holds. Due to (6.18), (6.20), (6.28) and holomorphy of the function φn on ε
2 it
follows that
ψε,±(x) = − ε
3c±(ε
2)T±16(ε)gε,±
κ±(ε, kε,±)− κ−1± (ε, kε,±)
φ±n
(x
ε
, ε2
)
+O(ε2),
gε,±(x) =
ε3c±(ε
2)T±16(ε)gε,±
κ±(ε, kε,±)− κ−1± (ε, kε,±)
V (x)φ±n
(x
ε
, ε2
)
+O(ε2),
(6.29)
where the former of the equalities holds in the norm ofW 22 (Q) for each Q ∈ C, and
the latter does in the norm of L2(−x0, x0). Since by Riemann-Lebesgue lemma
x0∫
−x0
V 2(x) cos
2pinx
ε
dx = o(1), ε→ 0,
from (2.10), (2.12) it follows that∥∥V φ±n∥∥2L2(−x0,x0) = ∥∥V φ±n,0∥∥2L2(−x0,x0) +O(ε2) = ‖V ‖2L2(−x0,x0) + o(1), (6.30)
where φ±n = φ
±
n
(
x
ε
, ε2
)
, φ±n,0 = φ
±
n,0
(
x
ε
)
. We multiply the equality (6.28) and the
latter of the equalities (6.29) by φ±n
(
x
ε
, ε2
)
in L2(−x0, x0) and obtain as a result
that ∥∥∥V (x)φ±n (xε , ε2)∥∥∥L2(−x0,x0)
(
1 +
ε3c±(ε
2)T±16(ε)gε,±
κ±(ε, kε,±)− κ−1± (ε, kε,±)
)
= O(ε),
what by (6.30) implies
− ε
3c±(ε
2)T±16(ε)gε,±
κ±(ε, kε,±)− κ−1± (ε, kε,±)
= 1 +O(ε).
By the equality obtained, (2.12), and the former of the equalities (6.29) we get
that
ψε,±(x) = φ
±
n,0
(x
ε
)
+O(ε), (6.31)
in the norm of W 22 (Q) for each Q ∈ C. Thus, we have just proved
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Lemma 6.6. Theorem 1.4 is valid. The operator Hε has the eigenvalue λε,±, if and
only if Re kε,± > 0, which is given in this case by the equality λε,± = µ
±
n (ε
2)∓k2ε,±,
and the associated eigenfunction ψε,± is determined by the formulas (6.26), (6.27).
The equality (6.31) holds true for the function ψε,±.
The form of the function g+(ε, k) and (6.7) yield
g+(ε, k) = (−1)n+1 c+(ε
2)pin√
D˜+(ε2)− k2
T+16(ε)(I + εV T
+
14(ε))
−1V (x)φ+n
(x
ε
, ε2
)
+O(εk).
We substitute this equality into the equation (6.25) with k = kε,+ and obtain
kε,+
(
1+O(ε2)) = (−1)n+1 εc+(ε2)pin√
D˜+(ε2)− k2ε,+
T+16(ε)(I+εV T14(ε))
−1V (x)φ+n
(x
ε
, ε2
)
,
what together with (6.6), (6.20), holomorphy of c+(ε
2) on ε2, realness of the func-
tion φ+n , and the inequality (−1)n+1c+(0) < 0 imply that the condition Re kε,+ > 0
is equivalent to (1.13). The proof of item (2) of Theorem 1.5 is complete.
In the next section we will make use of an auxiliary lemma, and it is convenient
to formulate it in this section.
Lemma 6.7. For all sufficiently small ε and k the representation
(I + εV T±11(ε, k))
−1f =
εT±18(ε, k)f
k − kε,± gε,± + T
±
19(ε, k)f,
holds true, where T±18 : L2(−x0, x0) → C and T±19 : L2(−x0, x0) → L2(−x0, x0) are
linear functional and operator bounded uniformly on ε and k.
The proof of this lemma is carried out completely by analogy with the proof
of Lemma 3.11 on the base of the equations (6.23)-(6.25), equality (6.22), and
formulas (2.12), (6.6), (6.7), (6.26).
7. Asymptotics for the eigenvalues in a finite lacuna
In this section we will prove Theorems 1.6, 1.7 and item (1) of Theorem 1.5.
The proofs will be based on the asymptotics expansions for the numbers λ
(n)
ε,± :=
µ±n (ε
2) ∓ k2ε,±, where kε,±, we remind, are the solutions of the equations (6.25).
As in the fifth section, first we formally construct the asymptotics expansions for
these numbers and the associated nontrivial solutions ψε,± of the problem (3.19),
(6.9) from (6.27), and then we justify them rigorously.
We construct the asymptotics of the number λε,± as the corresponding series
from (1.14), (1.17), and the asymptotics for the associated function ψε,± is sought
as follows
ψε,±(x) = h(x, τ
±
ε )
(
φ±n,0(ξ) +
∞∑
i=1
εiψ±i (x, ξ)
)
, (7.1)
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where, we remind, the function h is defined by the equality (5.2). The asymptotics
of the function τ±ε is constructed as follows
τ±ε =
∞∑
i=2
εiτ±i . (7.2)
The aim of the formal constructing is to determine the functions ψ±i and the
numbers λ±i := λ
(n)
i,± and τ
±
i .
The functions ψ±i are sought as 1-periodic on ξ, of n is even and 1-antiperiodic,
if n is odd. We also postulate the functions ψ±i to belong to the space V as
functions on x. As in the fifth section, the ansatze (7.1) is chosen so that it has
the same structure for |x| > x0 as the functions Θ±± in (6.8). In particular, the
requirement for the functions ψ±i to be 1-periodic (1-antiperiodic) is explained
by 1-periodicity (1-antiperiodicity) of the functions e−ξ ln((−1)
n)Θ+per,±(ξ, ε, k) and
eξ ln((−1)
n)Θ−per,±(ξ, ε, k) (see (6.7), (6.8), (7.2)).
We proceed to the formal constructing of the asymptotics. We substitute (7.1),
(7.2) and the corresponding series from (1.14), (1.17) into the equation (3.19) with
f = 0, divide the equation obtained by h(x, τ±ε ), expand it in a power asymptotic
series on ε and collect the coefficients of the same powers of ε. As a result we
arrive at the following equations for the functions ψ±i :
−
(
∂2
∂ξ2
+ pi2n2
)
ψ±i+2 = 2
∂2
∂x∂ξ
ψ±i+1 +
(
∂2
∂x2
− a− V
)
ψ±i +
+
i∑
j=0
(
2h
(1)
j
∂
∂x
+ h
(2)
j + λ
±
j
)
ψ±i−j + 2
i+1∑
j=2
h
(1)
j
∂
∂ξ
ψ±i−j+1, (x, ξ) ∈ R2,
(7.3)
where i > −1, a = a(ξ), V = V (x), ψ±−1 := 0, ψ±0 (x, ξ) := φ±n,0(ξ), h(1)i =
h
(2)
i := 0, i = 0, 1. The functions h
(1)
i = h
(1)
i (x, τ
±
i ) and h
(2)
i = h
(2)
i (x, τ
±
i ),
τ
±
i := (τ
±
2 , . . . , τ
±
i ), i > 2, are the coefficients of the expansions of the functions
h′(x, τ±ε )/h(x, τ
±
ε ) and h
′′(x, τ±ε )/h(x, τ
±
ε ) in the power asymptotic series on ε,
respectively. These coefficients obey the equalities (5.5) with τ i = τ
±
i for i > 2,
where h˜
(j)
i ∈ C∞(R) ∩ V, and, in particular,
h˜
(1)
2 (x) = h˜
(2)
2 (x) = 0. (7.4)
For ±x > x0 the equalities
h
(1)
i (x, τ i) = ∓τi, h(2)i (x, τ i) =
i−2∑
j=2
τjτi−j (7.5)
hold true, where τp = τ
+
p or τp = τ
−
p . These equalities follow from (5.8) and (7.2).
In view of Lemma 2.5 the equations (7.3) are solvable in the class of 1-periodic
on ξ functions for even n and 1-antiperiodic on ξ functions for odd n, if the following
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solvability conditions
2
d
dx
1∫
0
φ±n,0ψ
±
i+1 dξ = c
±
0
(
d2
dx2
− V
) 1∫
0
φ∓n,0ψ
±
i dξ − 2
i+1∑
j=2
h
(1)
j
1∫
0
φ±n,0ψ
±
i−j+1 dξ+
+ c±0
i∑
j=0
(
2h
(1)
j
d
dx
+ h
(2)
j + λ
±
j
) 1∫
0
φ∓n,0ψ
±
i−j dξ − c±0
1∫
0
aφ∓n,0ψ
±
i dξ, x ∈ R,
2
d
dx
1∫
0
φ∓n,0ψ
±
i+1 dξ = −c±0
(
d2
dx2
− V
) 1∫
0
φ±n,0ψ
±
i dξ − 2
i+1∑
j=2
h
(1)
j
1∫
0
φ∓n,0ψ
±
i−j+1 dξ−
− c±0
i∑
j=0
(
2h
(1)
j
d
dx
+ h
(2)
j + λ
±
j
) 1∫
0
φ±n,0ψ
±
i−j dξ + c
±
0
1∫
0
aφ±n,0ψ
±
i dξ, x ∈ R,
(7.6)
take place, where c±0 := ± 1pin , i > 0. In deducing these equations we have also
made use of the equality
d
dξ
φ±n,0(ξ) = −
1
c±0
φ∓n,0(ξ) (7.7)
and integrated once by parts in some of the integrals, assuming that the functions
ψj are 1-periodic (1-antiperiodic) on ξ.
In order to study the solvability of the equations (7.6) we will employ the
following obvious statement.
Lemma 7.1. Let f ∈ C(R). Then the equation
2
du
dx
= f, x ∈ R,
has a solution u ∈ C1(R) ∩ V, if and only if supp f ⊆ [−x0, x0]. In this case there
exists a unique solution of this equation, satisfying the equality
u(x0) + u(−x0) = 0, (7.8)
which is of the form
u(x) =
∫
R
sgn(x− t)f(t) dt.
The equation (7.3) for the function ψ±1 implies that this function is of the form:
ψ±1 (x, ξ) = u
±
1,0(x)φ
±
n,0(ξ) + u
±
1,1(x)φ
∓
n,0(ξ), (7.9)
where u±1,j(x) are some functions. This representation for the function ψ
±
1 and the
equalities (2.19) for N = 1 allow us to rewrite the equations (7.6) for i = 0 as
follows
2
du±1,0
dx
= 0, 2
du±1,1
dx
= f±1,1, x ∈ R, (7.10)
61
where f±1,1 := c
±
0
(
V + µ±n,0 − λ±0
)
. Clearly, the inclusion ψ±1 (·, ξ) ∈ V is valid, if
u±1,j ∈ V, j = 0, 1. By Lemma 7.1 the equations (7.10) are solvable in the class V, if
λ±0 is chosen in accordance with (1.15), (1.18), and the solutions of these equations
are of the form
u±1,0 = 0, u
±
1,1 = u˜
±
1 (x) + c
±
1 , u˜
±
1 (x) = c
±
0
∫
R
sgn(x− t)V (t) dt, (7.11)
where c±1 is some constant, and the function u˜1 satisfies the equality (7.8).
Remark 7.1. The solution to the former of the equations (7.10) is determined up
to an additive constant. Without loss of generality we set this constant equal zero,
since it can be always achieved, multiplying the asymptotics (7.1) by a suitable
number.
The equations (7.6) being valid for i = 0, the equation (7.3) with i = 0 is
solvable in the class of 1-periodic (1-antiperiodic) functions. Using (7.7), (7.9),
(7.11), and formulas (1.15), (1.18) for λ±0 , it is easy to check that the equation
(7.3) with i = 0 reads as follows
−
(
∂2
∂ξ2
+ pi2n2
)
ψ±2 =
(−a + µ±n,0) φ±n,0, (x, ξ) ∈ R2.
In accordance with Lemma 2.5 the solution of this equation is given by the formula
ψ±2 (x, ξ) = ψ˜
±
2 (x, ξ) + u
±
2,0(x)φ
±
n,0(ξ) + u
±
2,1(x)φ
∓
n,0(ξ),
ψ˜±2 (x, ξ) = Ln[−aφ±n,0 + µ±n,0φ±n,0](ξ) = φ˜±n,1(ξ),
(7.12)
where the latter equality follows from (2.22) with N = 1. Now we substitute
(7.9), (7.11), (7.12) into the equations (7.6) with i = 1 and take into account the
relations (5.5), (7.4), (2.19) with N = 1, and the orthogonality of the function φ˜±n,1
to the functions φ+n,0 and φ
−
n,0 in L2(0, 1). As a result we obtain
2
du±2,0
dx
= f±2,0, 2
du±2,1
dx
= f±2,1 = −c±0 λ±1 , x ∈ R,
f±2,0 = c
±
0
(
d2
dx2
− V
)
u±1,1 + 2c
±
0 µ
±
n,0u
±
1,1 + 2τ
±
2
d
dx
(|x|(1− χ(x))) , (7.13)
We seek the solutions of these equations in the class V, what is explained by the
equality (7.12) and the constraints ψ±2 (·, ξ) ∈ V. Obviously, f±2,j ∈ V, j = 0, 1,
this is why the inclusion supp f±2,1 ⊆ [−x0, x0] is equivalent to the formulas (1.15),
(1.18) for λ±1 , and the inclusion supp f
±
2,0 ⊆ [−x0, x0] is equivalent to the equalities
f±2,0(x0)+f
±
2,0(−x0) = 0, f±2,0(x0)−f±2,0(−x0) = 0. Taking into account the condition
(7.8) for the function u˜±1 , it is easy to check that the last two equalities hold, if we
set
c±1 = 0, τ
±
2 = −c±0 µ±n,0u˜±1 (x0) = ∓
µn,0
pi2n2
∫
R
V (x) dx, (7.14)
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where, we remind, µn,0 =
√
a2n + b
2
n. Therefore,
u±2,0(x) =
∫
R
sgn(x− t)f±2,0(t) dt, u±2,1(x) = u˜±2 (x) + c±2 , u˜±2 (x) ≡ 0, (7.15)
where c±2 is a some constant.
Lemma 7.2. There exist the solutions to the equations (7.3), (7.6) of the form
ψ±i (x, ξ) = ψ˜
±
i (x, ξ) + u
±
i,0(x)φ
±
n,0(ξ) + u
±
i,1(x)φ
∓
n,0(ξ), (7.16)
ψ˜±i (x, ξ) = Ln[G
±
i (x, ·)](ξ) =
m
±
i∑
j=2
u±i,j(x)ψ
±
i,j(ξ) (7.17)
u±i,0(x) =
∫
R
sgn(x− t)f±i,0(x) dx, u±i,1(x) = u˜±i (x) + c±i ,
u˜±i (x) =
∫
R
sgn(x− t)f±i,1(x) dx,
(7.18)
G±i =2
∂2
∂x∂ξ
ψ˜±i−1 +
(
∂2
∂x2
− V − a
)
ψ˜±i−2 + φ
±
n,0
1∫
0
aφ±n,0ψ˜
±
i−2 dξ+
+ φ∓n,0
1∫
0
aφ∓n,0ψ˜
±
i−2 dξ + 2
i−3∑
j=2
h
(1)
j
∂
∂ξ
ψ˜±i−j−1 −
(
a− µ±n,0
)
φ±n,0u
±
i−2,0+
+
i−4∑
j=0
(
2h
(1)
j
∂
∂x
+ h
(2)
j + λ
±
j
)
ψ˜±i−j−2 −
(
a + µ±n,0
)
φ∓n,0u
±
i−2,1,
(7.19)
f±i,0 =c
±
0
(
d2
dx2
− V
)
u±i−1,1 − c±0
1∫
0
aφ∓n,0ψ˜
±
i−1 dξ − 2
i∑
j=2
h
(1)
j u
±
i−j,0+
+ c±0
i−2∑
j=2
(
2h
(1)
j
d
dx
+ h
(2)
j + λ
±
j
)
u±i−j−1,1 + 2c
±
0 µ
±
n,0u
±
i−1,1,
f±i,1 =− c±0
(
d2
dx2
− V
)
u±i−1,0 + c
±
0
1∫
0
aφ±n,0ψ˜
±
i−1 dξ − 2
i−1∑
j=2
h
(1)
j u
±
i−j,1+
− c±0
i−1∑
j=2
(
2h
(1)
j
d
dx
+ h
(2)
j + λ
±
j
)
u±i−j−1,0,
(7.20)
where m±i are some numbers, G
±
i = G
±
i (x, ξ), f
±
i,j = f
±
i,j(x), V = V (x), a = a(ξ),
φ±n,0 := φ
±
n,0(ξ), ψ˜
±
−1 = ψ˜
±
0 := 0, u
±
0,0(x) ≡ 1, u±−1,j = u±0,1 := 0, u±i,j ∈ C∞(R) ∩ V,
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supp f±i,p(x) ⊆ [−x0, x0], p = 0, 1, the functions ψ±i,j are 1-periodic for even n and
1-antiperiodic for odd n and obey the equalities
1∫
0
φ+n,0(ξ)ψ
±
i,j(ξ) dξ =
1∫
0
φ−n,0(ξ)ψ
±
i,j(ξ) dξ = 0. (7.21)
The functions u±i,0 and u˜
±
i meet the condition (7.8). The numbers λ
±
i , τ
±
i and c
±
i
are given by the formulas
λ±i = −
i−2∑
j=2
τ±j τ
±
i−j + a
±
i,+ +
2
c±0
i∑
j=2
τ±j u˜
±
i−j+1, (7.22)
τ±i =
c±0
2
(
a˜±i−1,− − 2µ±n,0u˜±i−1 −
i−2∑
j=2
l±j u˜
±
i−j−1
)
(7.23)
c±i =
1
2µ±n,0
(
a˜±i,+ −
i−2∑
j=2
l±j c
±
i−j −
2
c±0
i−1∑
j=2
τ±j u
±
i−j+1
)
, (7.24)
where l±i := λ
±
i +
i−2∑
j=2
τ±j τ
±
i−j, and the numbers a
±
i,±, a˜
±
i,± u
±
i , u˜
±
i are defined in (7.25).
Proof. The conclusion of the lemma on ψ±1 , ψ˜
±
2 , u
±
i,j, i = 1, 2, j = 0, 1, λ
±
0 , u˜
±
2,1, λ
±
1 ,
c±1 , and τ
±
2 follows from (7.9), (7.11), (7.12), (7.14), (7.15) and the formulas (1.15),
(1.18) for λ±0 and λ
±
1 . The further proof is carried out by induction. Suppose the
formulas (7.16), (7.17), (7.21) be valid for i 6 m + 1, the formulas (7.18), (7.23)
be valid for i 6 m, the formulas (7.22), (7.24) be valid for i 6 m− 1. Let us prove
that in this case the conclusion of the lemma on ψ±m+2, ψ˜
±
m+2, u
±
m+1,0, u
±
m+1,1, u˜
±
m+1,
λ±m, τ
±
m+1 and c
±
m is true.
Throughout the proof the symbol (·, ·) indicates the inner product in L2(0, 1).
We also denote
ψ̂±i,+(ξ) :=
ψ˜±i (x0, ξ) + ψ˜
±
i (−x0, ξ)
2
, ψ̂±i,−(ξ) :=
ψ˜±i (x0, ξ)− ψ˜±i (−x0, ξ)
2
,
a±i,+ := (φ
±
n,0, aψ̂
±
i,+), a
±
i,− := (φ
±
n,0, aψ̂
±
i,−), a˜
±
i,+ := (φ
∓
n,0, aψ̂
±
i,+),
a˜±i,− := (φ
∓
n,0, aψ̂
±
i,−), u
±
i := ui,0(x0), u˜
±
i := ui,1(x0).
(7.25)
It follows from the formulas (1.15), (1.18) for λ±0 , λ
±
1 , and the relations (7.9),
(7.11), (7.12), (7.14), (7.15) that
u±1 = u˜
±
2 = 0, ψ̂
±
j,+ = ψ̂
±
j,− = ψ̂
±
2,− = 0, j = 0, 1,
a±1,+ = a
±
1,− = a˜
±
1,+ = a˜
±
1,− = 0, l
±
0 = µ
±
n,0, l
±
1 = 0.
(7.26)
According to the induction assumption, the functions ψ±i,j, j > 2, i 6 m+ 1, meet
the equalities (7.21). Bearing in mind these equalities, (7.26), and (2.19) with
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N = 1 and substituting the representations (7.16), (7.17) into the equations (7.6)
with i = m+ 1, we obtain:
2
d
dx
u±m+1,j = f
±
m+1,j, x ∈ R, j = 0, 1, (7.27)
where the functions f±m+1,j ∈ C∞(R) ∩ V are given by the formulas (7.20). The
solutions of these equations are sought in the space V in order to ensure the be-
longing ψ±m+1(·, ξ) ∈ V. In accordance with Lemma 7.1 the condition of solvability
of the equations (7.27) in the space V is the inclusion supp f±m+1,j ⊆ [−x0, x0].
Clearly, these inclusions are equivalent to the equalities f±m+1,j,+ = f
±
m+1,j,− = 0,
where
f±m+1,j,+ :=
f±m+1,j(x0) + f
±
m+1,j(−x0)
2
, f±m+1,j,− :=
f±m+1,j(x0)− f±m+1,j(−x0)
2
.
It follows from the formulas (7.20) for f±m+1,j,±, (7.18) with i 6 m, the condition
(7.8) for the functions u±i,0, u˜
±
i , i 6 m, equalities (7.5), (7.14), (7.26), and the
definition of the numbers f±m+1,j,± that
f±m+1,0,+ = −c±0 a˜±m,+ + 2
m−1∑
j=2
τ±j u
±
m−j+1 + c
±
0
m−2∑
j=2
l±j c
±
m−j + 2c
±
0 µ
±
n,0c
±
m,
f±m+1,0,− = −c±0 a˜±m,− + 2τ±m+1 + c±0
m−1∑
j=2
l±j u˜
±
m−j + 2c
±
0 µ
±
n,0u˜
±
m,
f±m+1,1,+ = c
±
0 a
±
m,+ + 2
m∑
j=2
τ±j u˜
±
m−j+1 − c±0 l±m,
f±m+1,1,− = c
±
0 a
±
m,− + 2
m−1∑
j=2
τ±j c
±
m−j+1 − c±0
m−2∑
j=2
l±j u
±
m−j. (7.28)
The numbers f±m+1,0,+, f
±
m+1,0,−, f
±
m+1,1,+ are zero, if we define c
±
m, τ
±
m+1 and λ
±
m in
accordance with (7.22), (7.23), (7.24). Let us prove that f±m+1,1,− = 0.
Formulas (7.17) and (7.26) imply that the functions ψ̂±i,± are 1-periodic for even
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n and 1-antiperiodic for even n and satisfy the equations(
d2
dξ2
+ pi2n2
)
ψ̂±2,+ = (a− µ±n,0)φ±n,0, ξ ∈ R,(
d2
dξ2
+ pi2n2
)
ψ̂±i+2,+ = 2
i−2∑
j=2
τ±j
d
dξ
ψ̂±i−j+1,− + aψ̂
±
i,+ − a±i,+φ±n,0 − a˜±i,+φ∓n,0−
−
i−2∑
j=0
l±j ψ̂
±
i−j,+ + c
±
i (a+ µ
±
n,0)φ
∓
n,0, ξ ∈ R, i > 1,
(
d2
dξ2
+ pi2n2
)
ψ̂±i+2,− = 2
i−1∑
j=2
τ±j
d
dξ
ψ̂±i−j+1,+ + aψ̂
±
i,− − a±i,−φ±n,0 − a˜±i,−φ∓n,0−
−
i−3∑
j=0
l±j ψ̂
±
i−j,− + u
±
i (a− µ±n,0)φ±n,0 + u˜±i (a+ µ±n,0)φ∓n,0, ξ ∈ R, i > 1.
(7.29)
In deducing these equations we also took into account the equalities (7.26). Using
the equations (7.29) and the equalities (7.21), (7.26), let us calculate the following
sum:
a±m,− +
m−1∑
j=2
c±j a˜
±
m−j,− =
(
ψ̂±m,−, (a− µ±n,0)φ±n,0
)
+
m−1∑
j=1
c±j
(
ψ̂±m−j,−, (a+ µ
±
n,0)φ
∓
n,0
)
=
=
m−3∑
j=0
(
ψ̂±m−j,−,
(
d2
dξ2
+ pi2n2
)
ψ̂±j+2,+
)
− 2
m−1∑
j=1
j−2∑
p=2
τ±p
(
ψ̂±m−j,−,
d
dξ
ψ̂±j−p+1,−
)
−
−
m−1∑
j=2
(
ψ̂±m−j,−, aψ̂
±
j,+
)
+
m−3∑
j=1
m−2∑
p=0
l±p
(
ψ̂±m−j,−, ψ̂
±
j−p,+
)
.
Completely by analogy with (5.27) one can easily show that the second summand
in the right hand side of the last equality is zero. Changing the summation index
j 7→ m − j − 2 and integrating by parts twice in the first summand in the right
hand side of the last equality and changing the summation index j 7→ m − j in
the third summand, in view of (7.26), (7.29) we obtain:
a±m,− +
m−1∑
j=2
c±j a˜
±
m−j,− = 2
m−2∑
j=1
j−1∑
p=2
τ±p
(
ψ̂±m−j,+,
d
dξ
ψ̂±j−p+1,+
)
+
m−2∑
j=2
u±j a
±
m−j,++
+
m−2∑
j=1
u˜±j a˜
±
m−j,+ −
m−2∑
j=1
j−3∑
p=0
l±p
(
ψ̂±m−j,+, ψ̂
±
j−p,−
)
+
m−3∑
j=1
j−2∑
p=0
l±p
(
ψ̂±m−j,−, ψ̂
±
j−p,+
)
.
Similarly to (5.27) one can prove that the first summand in the right hand side of
the last equality is zero. The sum of the fourth and fifth summand is zero, what
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follows from the equality (7.26) and Lemma 2.6 with p = m, s = 1, Aj = l
±
j ,
Bi,j =
(
ψ̂±i,+, ψ̂
±
j,−
)
. Therefore,
a±m,− +
m−1∑
j=2
c±j a˜
±
m−j,− =
m−2∑
j=2
u±j a
±
m−j,+ +
m−2∑
j=1
u˜±j a˜
±
m−j,+.
Employing this equality, (7.14), (7.23), (7.24), (7.26) and applying Lemma 2.6
with p = m, s = 1, A0 = A1 = 0, Aj = l
±
j , j > 2, Bi,j = c
±
i u˜
±
j , we get
a±m,− +
2
c±0
m−1∑
j=2
c±j τ
±
m−j+1 =
m−2∑
j=2
u±j a
±
m−j,+ +
m−2∑
j=1
u˜±j a˜
±
m−j,+ − 2µn,0
m−1∑
j=2
u˜±m−jc
±
j −
−
m−3∑
j=2
m−j−1∑
p=2
l±p c
±
j u˜
±
m−j−p =
m−2∑
j=2
u±j a
±
m−j,+ +
m−1∑
j=2
u˜±m−j
(
a˜±j,+ − 2µ±n,0c±j
)−
−
m−2∑
j=3
j−1∑
p=2
l±p c
±
m−j u˜
±
j−p =
m−2∑
j=2
u±j a
±
m−j,+ +
2
c±0
m−1∑
j=2
j−1∑
p=2
τ±p u
±
j−p+1u˜
±
m−j .
Let us transform the last summand in the right hand side of the equality obtained:
m−1∑
j=2
j−1∑
p=2
τ±p u
±
j−p+1u˜
±
m−j =
m−2∑
p=2
m−1∑
j=p+1
τ±p u
±
j−p+1u˜
±
m−j =
=
m−2∑
p=2
m−p∑
j=2
τ±p u
±
j u˜
±
m−j−p+1 =
m−2∑
j=2
u±j
m−j∑
p=2
τ±p u˜
±
m−j−p+1,
The equalities obtained and (7.22) allow to continue the calculations:
a±m,− +
2
c±0
m−1∑
j=2
c±j τ
±
m−j+1 =
m−2∑
j=2
u±j a
±
m−j,+ +
m−2∑
j=2
u±j
m−j∑
p=2
τ±p u˜
±
m−j−p+1 =
m−2∑
j=2
u±j l
±
m−j ,
what by (7.28) gives rise to the equality fm+1,1,− = 0. Thus, the functions f
±
m+1,0
are compactly supported. By Lemma 7.1 it follows that the equations (7.27) are
solvable in V and their solutions are given by the formulas (7.18), where c±m+1 are
some constants and the functions ui,0, u˜i ∈ C∞(R) ∩ V meet the condition (7.8).
Substituting now the representations (7.16)-(7.18) for the functions ψ±i , i 6 m+1,
into the equation (7.3) with i = m, we get that the function ψ±m+2 is a solution of
the equation
−
(
∂2
∂ξ2
+ pi2n2
)
ψ±m+2 = G
±
m+2, (x, ξ) ∈ R2,
where the right hand side is given by the formula (7.19). Due to the form of
the functions G±m+2, the equalities (7.21) for i 6 m + 1 and (2.19) with N =
1, and Lemma 2.5, similarly to (4.13)–(4.15) it is not difficult to show that the
representation (7.16), (7.17) for the function ψ±m+2 is valid, where u
±
m+2,j , j = 0, 1
are some functions and the equalities (7.21) with i = m+ 2 take place.
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Let us calculate the numbers τ±3 and τ
±
4 . From the formulas (7.23), (7.26) it
follows that
τ±3 = 0. (7.30)
Suppose that τ±2 = 0, i.e.,
∫
R
V (x) dx = 0. In this case u˜±1 = 0. In virtue of
the assumption made from (7.23) we deduce: τ±4 = c
±
0
(
a˜±3,− − 2µ±n,0u˜±3
)
/2. The
equation (7.29) for ψ̂±3,− has a zero right hand side in this case, this is why ψ̂
±
3,− = 0.
Therefore, a˜±3,− = 0 and
τ±4 = −µ±n,0c±0 u˜±3 . (7.31)
From (7.12) and (7.22) it follows that λ±2 = a
±
2,+, ψ̂
±
2,+ = ψ˜
±
2 , what due to (5.5),
(7.4), (7.20) leads us to f±3,1 = −c±0
(
d2
dx2
− V
)
u±2,0. The last equality and (7.10),
(7.11), (7.13), (7.14) imply:
u˜±3 =
∫
R
f±3,1 dx = c
±
0
∫
R
V u±2,0 dx = 2
∫
R
u±2,0
du˜±1
dx
= −2
∫
R
u˜±1
du±2,0
dx
dx =
= −c±0
∫
R
u˜±1
(
d2
dx2
− V + 2µ±n,0
)
u˜±1 dx =
= c±0
∫
R
(
du˜±1
dx
)2
dx− 2µ±n,0
∫
R
(
u˜±1
)2
dx
+
+ 2
∫
R
(
u˜±1
)2 du˜±1
dx
dx = c±0
∫
R
(
du˜±1
dx
)2
dx− 2µ±n,0
∫
R
(
u˜±1
)2
dx
 ,
what together with (7.11), (7.31) yield
τ±4 = −
2µ±n,0
pi4n4
2 ∫
R
V 2(x) dx− µ±n,0
∫
R
∫
R
sgn(x− t)V (t) dt
2 dx
 , (7.32)
if
∫
R
V (x) dx = 0.
Let m > 2. We denote
τ±ε,m :=
m∑
i=2
εiτ±i , λ
±
ε,m :=
pi2n2
ε2
+
m∑
i=0
εiλ±i ,
ψ±ε,m(x) := h(x, τ
±
ε,m)
(
φ±n,0
(x
ε
)
+
m∑
i=1
εiψ±i
(
x,
x
ε
))
.
From (7.9)–(7.15) and Lemma 7.2 it follows
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Lemma 7.3. As ε→ 0 the function ψ±ε,m ∈ C2(R) satisfies the equality∥∥∥ψ±ε,m(x)− φ±n,0 (xε)∥∥∥L2(Q) = O(ε)
for each Q ∈ C. The functions ψ±ε,m and λ±ε,m obey the equation (5.35) with ψε,m =
ψ±ε,m, λε,m = λ
±
ε,m, fε,m = f
±
ε,m, where the functions f
±
ε,m meet the estimates (5.36).
Suppose that there exist the numbers n± such that τ
±
i = 0, i 6 n±−1, τn± 6= 0.
Observe, it follows from the formulas (7.14), (7.32) that at least one of the numbers
τ−2 , τ
−
4 is nonzero, this is why n− 6 4. We takem > 4n−2, where n = n− or n = n+.
We set k±ε,m :=
√
±(µ±n (ε2)− λ±ε,m). The branch of the root in this definition is
chosen as follows. If the radicand is positive, we take k±ε,m of the same sign as τn± .
If the radicand is negative, we choose k±ε,m from the condition the imaginary part
of a number being positive. We denote τ±m(ε) := ε
−1
(
lnκ±(ε, k
±
ε,m)− ln((−1)n)
)
.
Lemma 7.4. For each m the relations
τ±m(ε) = τ
±
ε,m +O(εm−2n±−1), λ+ε,m 6 µ+n (ε2), λ−ε,m > µ−n (ε2). (7.33)
hold. The equalities
λ±2j = µ
±
n,j, λ
±
2j+1 = 0, j 6 n± − 2, λ±2n±−2 = µ±n,n±−1 ∓
2pi2n2
(
τ±
n±
)2
µn,0
(7.34)
are valid.
Proof. In view of (6.11) we choose the functions Θ±± in (6.8) as follows:
Θ+±(ξ) = Θ˜
1
±(ξ,κ
−1
± ), Θ
−
±(ξ) = Θ˜
1
±(ξ,κ±), (7.35)
where the function, we remind, is from (6.10). These functions are linear indepen-
dent, since their wronskian is of the form:
Wξ
(
Θ+±(ξ),Θ
−
±(ξ)
)
=
(
κ± − κ−1±
)
Θ±,2(1) (7.36)
and due to (6.2), (6.7) it is nonzero for all sufficiently small ε and k 6= 0. We
denote Θ˜+±(ξ) := e
−ξ ln((−1)n)Θ+per,±(ξ, ε, k
±
ε,m), Θ˜
−
±(ξ) := e
ξ ln((−1)n)Θ−per,±(ξ, ε, k
±
ε,m).
The functions Θ˜+±(ξ) and Θ˜
−
±(ξ) are 1-periodic for even n and 1-antiperiodic for
odd n, what follows from the periodicity of the functions Θ±per,±. By (6.2) we
deduce that the equalities
Θ˜+±(ξ) = φ
+
n,0(ξ) +O(ε2), Θ˜−±(ξ) = φ−n,0(ξ) +O(ε2)
hold true in the norm of C2[0, 1]. In virtue of Lemma 7.2 for x > x0 the function
ψε,m is of the form
ψ±ε,m(x) = e
−τ±ε,mxψper,±ε,m
(x
ε
)
, ψper,±ε,m (ξ) = φ
±
n,0(ξ) + εψ˜
per,±
ε,m (ξ),
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where the function ψ˜per,±ε,m (ξ) is 1-periodic for even n and 1-antiperiodic for odd n.
Using the properties of the functions ψε,m and Θ˜
±
± listed above, Lemma 7.3 and
choosing the function U as
U(x, ε) := Wx
(
Θ˜+±
(x
ε
)
, ψper,±ε,m
(x
ε
))
+
(
τ±m(ε)− τ±ε,m
)
Θ˜+±
(x
ε
)
ψper,±ε,m
(x
ε
)
instead of (5.40), completely by analogy with the deducing of the equation (5.43)
in the proof of Lemma 5.4 it is not difficult to show that the equality (5.43) is
valid with τε,m = τ
±
ε,m, τm(ε) = τ
±
m(ε). From (1.3), (1.5) and the formulas (1.15),
(1.18) for λ±0 , λ
±
1 we obtain that k
±
ε,m → 0, ε→ 0. By (6.7) it follows that
τ±m(ε) =
εk±ε,m
√
µn,0√
2pin
(1 +O(ε)) .
Substituting of the equality obtained into (5.43) gives rise to
ε2
µn,0
(
k±ε,m
)2
2pi2n2
(1 +O(ε)) = (τ±ε,m)2 +O(εm−1).
Setting now m = 2n± + 2, we get:
(
kε,2n±+2
)2
= ε2n
±−2
2pi2n2
(
τ±
n±
)2
µn,0
+O(ε2n±−1) (7.37)
In view of the definition of k±ε,m from the last equality we get
λ±ε,2n±−2 = µ
±
n,0(ε
2)∓ ε2n±−22pi
2n2
(
τ±
n±
)2
µn,0
+O(ε2n±−1),
what together with (1.3) imply the formulas (7.34) and the inequalities (7.33) for
λ±ε,m. These inequalities and (6.7) yield that k
±
ε,m is real, and τ
±
m(ε) and τ
±
ε,m are
of the same sign. The equality (5.43) for τ±m(ε) and τ
±
ε,m lead us to the equality
(7.33) for τm(ε).
From the proven lemma and (7.15) the formulas (1.15), (1.18) follow.
Lemma 7.5. There exists a function R±ε,m(x) ∈ C2(R) such that the function
ψ̂±ε,m := ψ
±
ε,m(x) − R±ε,m(x) satisfies the equation (3.19) with λ = λ±ε,m, f(x) =
f̂±ε,m(x), supp f̂
±
ε,m ⊆ [−x0, x0], and the constraints (6.9) with k = k±ε,m, and the
estimates
‖R±ε,m‖C2(Q) = O(εm−4n±+3), ‖f̂±ε,m‖C[−x0,x0] = O(εm−4n±+3)
hold true for each interval Q ∈ C.
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The proof of the lemma is carried out completely by analogy with the proof
of Lemma 5.5. The functions U and Θ±± should be defined as in the proof of
Lemma 7.4. Instead of the estimate (5.45) one should make use of the following
inequality ∣∣∣Wx (Θ+± (xε) ,Θ−± (xε))∣∣∣ > Cε3 (k±ε,m)3 > Cε3n±,
where the positive constant C is independent on ε. This inequality is a consequence
of the relations (6.2), (7.35), (7.36).
We denote g±ε,m := f̂
±
ε,m − V ψ̂±ε,m. From Lemmas 7.3, 7.5 we deduce that∥∥∥g±ε,m(x)− V (x)φ±n,0 (xε)∥∥∥L2(−x0,x0) = O(ε). (7.38)
According to Lemma 7.5, the functions ψ̂±ε,m is a solution of the problem (3.19),
(6.9) with λ = λ±ε,m, k = k
±
ε,m, f = f̂
±
ε,m, this is why by Lemma 6.4, 6.7 g
±
ε,m =
(I + εV T±11(ε, k
±
ε,m))
−1f̂±ε,m and the representation
g±ε,m =
T±18(ε, k
±
ε,m)f̂
±
ε,m
k±ε,m − kε,±
gε,± + T
±
19(ε, k
±
ε,m)f̂
±
ε,m (7.39)
holds true. By analogy with the way the estimate (5.55) was obtained from (5.53),
from the last equality on the base of (6.30), (7.38) and Lemmas 6.7, 7.5 one can
easily deduce that
k±ε − k±ε,m = O(εm−4n±+4). (7.40)
Due to (6.6), (6.7) and (7.37) it follows that
kε,± = ε
n±−1
√
2pinτ±
n±√
µn,0
+O(εn±). (7.41)
In view of Lemma 6.6 now we conclude that the operator Hε has an eigenvalue
λε,± meeting the equality (1.12) with µ = µ
±
n , if and only if τ
±
n±
> 0. As it follows
from (7.40), in this case the asymptotics of the eigenvalue λε,± coincides with the
corresponding series from (1.14), (1.17) with the coefficients defined in this section.
From formulas (1.5), (7.11) we deduce that in the case
∫
R
V dx > 0 the inequality
τ−2 > 0 holds. If
∫
R
V dx = 0, then τ−2 = 0, τ
−
3 = 0, and according to (7.32) τ
−
4 > 0.
Therefore, the criterion for the existence of the eigenvalue λε,− is the inequality∫
R
V dx > 0. The proof of item (1) of Theorem 1.5 and Theorems 1.6, 1.7 are
complete.
Suppose the eigenvalue λε,± exist. Let us find out the asymptotics expansions
of the associated eigenfunction ψε,±.
Similarly to the proof of (4.23), from (6.28), (6.30), (7.38), and Lemmas 6.7, 7.3, 7.5
one can easily deduce the existence of the function c±(ε) satisfying the equalities:
c±(ε) =
εT±18(ε, k
±
ε,m)f̂
±
ε,m
k±ε,m − kε,±
+O(εm−4n±+3), c±(ε) = 1 + o(1), ε→ 0,
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for all m. By (6.28), (6.30), (7.39), Lemma 7.5 and uniform boundedness of the
operator T±20 it implies the equality:
εg±ε,m = c±(ε)gε,± +O(εm−4n±+3), (7.42)
which is valid in the norm of L2(−x0, x0). By (6.15) the function ψ̂±ε,m can be
expressed by g±ε,m as follows: ψ̂
±
ε.m = εT
±
11(ε, k
±
ε,m)g
±
ε,m. From (6.7), (6.18) we
obtain that for each Q ∈ C the operator T±11(ε, k) : L2(−x0, x0) → W 22 (Q) obeys
the uniform on ε and k estimates:
‖T±11‖ 6 Cε−2k,
∥∥∥∥ ddkT±11
∥∥∥∥ 6 Cε−2k−2.
Taking into account these estimates, (7.40), Lemma 7.5 and applying the operator
T±11(ε, k
±
ε,m) to (7.42), we get:
ψ̂±ε,m = c±(ε)ψε,± + c±(ε)
(
T±11(ε, k
±
ε,m)− T±11(ε, kε,±)
)
gε,± +O(εm−5n±+2) =
= c±(ε)ψε,± +O(εm−6n±+4),
where the equality holds in the norm of W 22 (Q) for each Q ∈ C. Thus, we have
proved
Theorem 7.1. Suppose the eigenvalue λε,± exists. The associated eigenfunction
ψε,± can be chosen so that it satisfies the asymptotics expansion (7.1) in the norm of
W 22 (Q) for each Q ∈ C. The coefficients of this expansion are determined according
to (7.9), (7.11), (7.12), (7.14), and Lemma 7.2. For ±x > x0 this eigenfunction
meet the equalities (6.9), and the multipliers κ± and κ
−1
± corresponding to the
functions Θ+± and Θ
−
± obey the equality κ± = (−1)ne−τ
±
ε , where the function τ±ε
has the asymptotics (7.2) with the coefficients determined by the formulas (7.11),
(7.32) and Lemma 7.2.
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