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Sommaïre
Cette thèse porte sur l’optimisation de la préparation et la caractérisation
de nanoparticules polymériques contenant un modèle d’ADN ainsi que la
modélisation du procédé de leur fabrication. Une revue de littérature
permet d’explorer les différentes méthodes utilisées pour la préparation de
vecteurs microparticulaires et nanoparticulaires, en portant une attention
particulière aux nanosphères. Les approches de modélisation et
d’optimisation de procédés sont également décrites. Ensuite les méthodes
basées sur l’intelligence artificielle, à savoir les réseaux de neurones
artificiels (RNA) et l’algorithme génétique (AG), sont présentées puisque
ces approches seront adoptées dans la présente étude. Finalement une
introduction sur des nouvelles méthodes de caractérisation de la structure
interne des NP met en relief deux nouveaux outils la dimension fractale
(D) et la lacunarité (L).
Les nanoparticules ont été préparées à partir de différents polymères
biodégradables par double émulsion en utilisant une homogénéisation à
haute pression. La forme et texture ont été élucidées par microscopie
électronique à balayage et par microscopie à force atomique. La taille des
nanoparticules a été évaluée par spectroscopie par corrélation de photons,
et la porosité mesurée par adsorption de gaz. La vitesse de libération de
l’ADN a été déterminée par une méthode appropriée. De même la
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dégradation des nanoparticules de PLA a été étudiée en suivant la
progression de la porosité.
Les résultats obtenus montrent des nanoparticules qui atteignent des
tailles aussi petites que 100-300 nm, et ce en l’absence même d’un
tensioactif. La taille et porosité varient selon les conditions de préparation
et facteurs de formulation. Les différences de porosité existant entre les
nanoparticules préparées à partir de différents polymères sont des raisons
principales des différences dans le comportement de libération de l’ADN.
Les résultats de modélisation illustrent l’intérêt des RNA. En appliquant un
programme de type boîte noire, nous avons obtenu des prédictions qui
étaient supérieures à celles produites par les méthodes statistiques
classiques. Ces prédictions ont même été améliorées en utilisant un
deuxième programme plus flexible dans ce cas, nous avons construit un
réseau qui était encore plus approprié aux données, et qui a démontré
d’excellentes capacités de prédiction.
Finalement, la structure interne des nanoparticules a été évaluée par une
étude de la microporosité, et par la mesure de D. Les résultats ont permis
d’expliquer certaines caractéristiques reliées aux conditions de
préparation. Les calculs de D et de L ont démontré la capacité de ces
types de mesure à quantifier un phénomène, à savoir la dégradation des
Vnanoparticules qui était jusque là étudiée par des méthodes
conventionnelles.
En concluant, cette thèse souligne l’importance de la compréhension du
rôle des paramètres de préparation sur les propriétés physiques des
nanoparticules; des propriétés qui contrôlent potentiellement la libération à
partir de ces vecteurs. Cette compréhension nécessite une modélisation
simple, telle que fournie par les RNA. D’autre part, les travaux mettent
également en oeuvre des outils de caractérisation qui s’avèrent
prometteurs dans le domaine pharmaceutique, quoique leurs applications
initiales appartiennent aux mathématiques ou à la physique: les fractales
et la lacunarité.
Mots-Clé:
nanoparticules, double-émulsion, homogénéisation, tensioactif, ADN, taille,
porosité, réseaux de neurones artificiels, algorithme génétique, dimension
fractale, lacunarité.
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Summary
The aim of this study was the optimization cf the preparation and
characterization of polymeric nanoparticles containing a model DNA, in
addition to modeling of the manufacturing process. A review of the
literature aiiows exploring different methods used for the preparation of
polymeric carriers: namely microparticles and nanoparticles, with a speciai
emphasis on nanospheres.
Methods for modeling and process optimization are described. Then, new
approaches based on artificiai intelligence are presented; these include
artificial fleurai networks (ANN) and genetic algorithm (GA), which will be
applied in the present study. Finally an introduction on new methods for
characterizing complex structures highlights two recent tools: Fractal
dimension (D) and Lacunarity (L). These will be used to quantitativeiy
describe internai structure of nanoparticles.
Nanoparticles were prepared from different biodegradable polymers by a
double emulsion method based on high pressure homogenization.
Morphology and texture of nanoparticles were elucidated by scanning
electron microscopy (SEM) and atomic force microscopy (AFM).
Nanoparticle mean size and size distributions were measured by photon
correlation spectroscopy, and porosity by gas adsorption. Release rate of
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DNA was determined by an appropriate technique. Also, degradation of
poly(lactic acid) nanoparticles was studied by following porosity changes.
Resuits showed nanoparticles of varying mean size, which may decrease
to reach 100-300 nm, even in the absence of surfactant. Size and porosity
data were depending on preparation conditions and formulation factors.
Differences in porosity existing among nanoparticles prepared from
different polymers appeared to be a major reason for differences in DNA
release behavior.
Results of modeling study illustrated the advantages of using ANN. Upon
appiying a ‘black-box’ program, we have obtained predictions which were
doser to experimental data than those obtained from classic statistical
methods. ANN predictions were even improved by using a second program
which offers a great flexibility in network building. In this case the built
networks demonstrated excellent prediction capacities.
Finally, the internai structure of nanoparticles was further characterized by
evaluating microporosity as well as the fractal dimension D. Results
aliowed to expiain certain characteristics related to preparation conditions.
Also, fractal dimension and lacunarity measurements demonstrated the
capacity of these tools to describe nanoparticle degradation which is used
to be done by conventional techniques.
VIII
To conclude, this thesis shows the importance of understanding the raie
played by each variable on the physical properties of nanoparticles, those
properties which potentially govern release of encapsulated material. A
simple modeling study, as provided by ANN is essential for this
understanding and for optimization purpose. On the other hand, the
present work shows the interest of applying new characterization tools in
the pharmaceutical field, which demonstrated promising resuits, even
though their initial application belonged ta mathematics or physics: Fractals
and lacunarity.
Key words:
nanoparticles, double emulsion, homogenization, surfactant, DNA, size,
porosity, artificial neural networks, genetic algorithm, fractal dimension,
lacunarity.
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AvANT-PRopos
Avec le progrès continu en biotechnologie, de nombreux peptides,
protéines et matériaux génétiques sont considérés comme étant de futurs
agents thérapeutiques. Cependant, la plupart de ces substances
possèdent une demi-vie in vivo d’une courte durée due à une instabilité
physique et/ou chimique, ou à une dégradation enzymatique. Par
conséquent, une administration fréquente est requise pour réaliser la
thérapie désirée. Une solution alternative consiste à préparer des formes
posologiques qui assurent une protection ainsi qu’une libération contrôlée
de ces agents. L’encapsulation, dans des microparticules ou
nanoparticules, s’avère être une approche idéale pour réaliser un tel but.
De plus, compte tenu de leur taille, les nanoparticules sont considérées
plus appropriées pour le ciblage et la pénétration intracellulaire.
La présente étude se compose de trois parties La première a consisté à
préparer des nanoparticu les contenant un modèle d’ADN, comme exemple
d’une biomolécule hydrophile, en utilisant différents polymères
biodégradables, à savoir, l’acide polylactique (PLA), l’acide poly(lactique
co-glycolique) (PLGA), un tribloc (PLA-PEG-PLA) et un multibloc (PLA
PEG-PLA), et cela par une méthode de double émulsion. Tel qu’il sera
décrit dans l’introduction, la phase externe de cette double émulsion
contient généralement un tensioactif agissant comme une barrière
physique pour empêcher l’agrégation des nanoparticules. Bien que ces
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dernières soient rincées plusieurs fois, des traces d’émulsifiant peuvent
persister dans la suspension, pour s’adsorber sur les nanoparticules
finales. Or, la toxicité de ces agents suivant l’injection a été rapportée dans
la littérature. Ainsi l’un des objectifs de ce travail était de tester la faisabilité
de préparer des nanoparticules sans l’utilisation d’agents de surface. De
plus, l’absence d’un émulsifiant permettrait d’étudier la porosité externe
des nanoparticules, puisqu’il pourrait influencer les résultats en masquant
les pores.
Une étape essentielle pour obtenir les nanoparticules est la lyophilisation,
qui stabilise le produit final et empêche la libération précoce de la
substance encapsulée. Toutefois, ce processus pourrait induire des
changements dans les propriétés physiques des vecteurs polymériques,
surtout leur taille, dus à l’agrégation. À cet effet, différentes concentrations
d’un cryoprotecteur, le sorbitol, ont été utilisées, et leur capacité de
préservation de la taille a été évaluée.
Différentes variables de formulation pourraient moduler les propriétés
physiques des nanoparticules. Ces propriétés mesurées ont été la taille
moyenne et la distribution de taille avant et après la lyophilisation, la
surface spécifique ainsi que la porosité en termes de volume total de pores
et distribution de taille des pores, de même que la microporosité. Trois
paramètres ont été considérés importants dans cette étude la
concentration du polymère, puisqu’elle affecte la viscosité de la phase
organique et par suite la densité de la matrice polymérique, ce qui influe
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sut la taille et la porosité des nanoparticules. Le deuxième paramètre a été
la concentration du tensioactif (ou l’émulsifiant), puisqu’il empêche la
coalescence des nanoparticules, contrôlant ainsi leur taille. Finalement, la
pression d’homogénéisation a été choisie comme le troisième paramètre,
puisqu’elle contrôle l’efficacité de l’émulsification. Les changements de
porosité des nanoparticules de PLA durant la dégradation ont été suivis, et
finalement la libération in vitro de l’ADN a été étudiée.
La deuxième partie de la thèse a été consacrée à une étude de
modélisation en appliquant les réseaux de neurones de même que
l’algorithme génétique. Ces deux systèmes informatisés basés sur
l’intelligence artificielle ont permis d’évaluer les paramètres précédents
d’une manière simultanée, et en plus, de déterminer l’importance de
chacun de ces paramètres sur les caractéristiques sélectionnées des
nanoparticules. Les prédictions obtenues ont été comparées aux données
de deux modèles de régression.
Enfin la troisième partie s’est orientée vers une étude de la structure
interne des nanoparticules, un aspect qui a reçu peu d’intérêt dans la
littérature. Cette étude a été basée sur les données de microporosité, qui a
permis de mesurer des pores de quelques angstrms de diamètre. De plus
la rugosité a été quantifiée par le calcul de la dimension fractale de
surface. Une dernière étape a été d’évaluer la dimension fractale de la
porosité et la lacunarité. Jusqu’à date, ces outils de caractérisation n’ont
pas été encore appliqués dans le domaine des vecteurs polymériques.
REVUE DE LA LITTÉRATURE
(Beaucoup d questions actuettes
peuvent être abonféespartfes
expériences simptes, et aussi par ds
raisonnements simptes.
Pierre-Çit(es d Çennes
2I. Particules polymériques
La libération contrôlée d’agents thérapeutiques constitue l’un des premiers
objectifs dans la formulation de nouveaux systèmes médicamenteux. Les
nouvelles formes pharmaceutiques tentent d’améliorer l’accès des
molécules actives vers leurs sites d’action selon deux méthodes : La
première vise à développer des vecteurs capables de délivrer l’agent
thérapeutique à son site biologique, tout en assurant sa protection dans
l’organisme. La deuxième méthode vise à développer des systèmes à
libération soutenue qui prolongent l’effet biologique de la molécule active
(Davis and Ilium, 1988).
Les particules polymériques utilisées comme vecteurs sont préparées à
partir de polymères naturels ou synthétiques. Les vecteurs polymériques,
notamment les microparticules et nanoparticules ont montré des résultats
prometteurs pour l’encapsulation de principes actifs. Ces vecteurs ont été
utilisés pour la préparation de systèmes administrés par voie orale (Jung,
Kamm et aI., 2000), nasale (Ilium, Farraj et aI., 1994; Lemoine,
Deschuyteneer et aI., 1999), pulmonaire (Kawashima, Yamamoto et al.,
1999), ophtalmique (Zimmer and Kreuter, 1995; Langer, Zimmer et al.,
1997), ) et parentérale (Luck, Pistel et aI., 1998; Radwan, Zaghloul et al.,
1999).
31.1. Polymères pour la fabrication de vecteurs particulaires
Les polymères d’origine naturelle ou synthétique utilisés pour la fabrication
de nanoparticules ou microparticules doivent être à la fois biocompatibles
et biodégradables (Chasin and Langer, 1990). Ainsi, ils se dégradent in
vivo par des méthodes enzymatiques et/ou non-enzymatiques pour donner
des produits biocompatibles, non-toxiques, qui seront éliminés par les
voies métaboliques normales.
De nombreux polymères naturels et synthétiques ont été investigués pour
le ciblage ou la libération contrôlée. Des polymères naturels comme le
collagène et la gélatine ont été évalués pour l’encapsulation de principes
actifs, cependant leur utilisation est limitée en raison de leur prix élevé, et
de leur pureté imparfaite.
Par ailleurs, des travaux de synthèse sur les oligomères de bas poids
moléculaire de lactide et/ou glycolide ont été achevés depuis plusieurs
décennies (Lewis, 1990; Wu, 1995a). Plus tard, des méthodes de
synthèse de polymères de plus haut poids moléculaires ont été rapportées
(Wu, 1995a).
Ainsi, depuis les deux dernières décennies, la technologie des vecteurs
polymériques a connu un intérêt croissant envers l’utilisation des
polymères synthétiques biodégradables. Différents groupes de polymères,
tels que les poly(am ides), les poly(alkyl-a-cyano-acrylates, les poly(esters)
et les poly(orthoesters) ont été utilisés. Parmi ceux-là, les poly(esters)
4aliphatiques tels que l’acide polylactique (PLA), l’acide polyglycolique
(PGA), et surtout leur co-polymère, l’acide poly(lactique-co-glycolique)
(PLGA) ont généré un intérêt énorme, grâce à leur biocompatibilité et
biodégradabilité (Smith and Hunneyball, 1986; Arshady, 1991; Brannon
Peppas, 1995; Anderson and Shive, 1997; Blanco-Prieto, Besseeghir et
al., 2000; Chandy, Das et aI., 2000; Jain, 2000; Leo, Forni et aI., 2000;
Nam, Song et al., 2000; O’Hara and Hickey, 2000; Yang, Chia etal., 2000)
1.1.1. Propriétés physico-chimiques des polymères biodégradables
La compréhension des propriétés physico-chimiques du polymère utilisé
est une étape essentielle qui précède la formulation, puisque ces
propriétés peuvent influencer entre autres, le choix du procédé
d’encapsulation et la libération du principe actif.
L’acide poly(lactique) peut exister sous une forme optiquement active (L
PLA), ou une forme racémique optiquement inactive (D,L-PLA) (Tice and
Cowsar, 1984). Le L-PLA est semi-cristallin, en raison d’une régularité de
chaîne, alors que le D,L-PLA est amorphe dû à la présence d’irrégularités
dans sa structure. Ainsi ceffe forme racémique est préférée dans
l’encapsulation puisqu’elle permet une dispersion homogène du principe
actif à travers la matrice polymérique.
En ce qui concerne l’acide poly(glycolique), c’est un polymère hautement
cristallin, puisqu’il lui manque les groupements méthyle latéraux présents
5dans le PLA. Il est moins hydrophobe que le PLA. Ainsi les copolymères
de PLGA riches en lactide sont moins hydrophiles, absorbent moins d’eau,
et par conséquent se dégradent plus lentement (Jain, 2000).
De plus, les propriétés physiques telles que le poids moléculaire peuvent
affecter la vitesse de biodégradation et l’hydrolyse du polymère (Kitcheli
andWise, 1985).
1.2. Méthodes de préparation de microparticules
Le choix de la technique de préparation dépend de la nature du polymère,
celle du principe actif, la voie d’administration et la durée d’action désirée.
Les méthodes sont décrites comme suit:
1.2.1. Évaporation et extraction de solvant
1.2.1.1. Émulsion simple (huileleau)
Ce procédé consiste à préparer une émulsion huile/eau. D’abord, le
polymère est dissous dans un solvant organique volatil non miscible avec
l’eau. Puis, le principe actif est ajouté à la solution organique pour produire
une solution ou une dispersion qui est ensuite émulsifiée dans un grand
volume d’eau contenant un tensioactif, en appliquant une agitation
appropriée. Afin de solidifier les globules, le solvant est éliminé par
évaporation en agitant l’émulsion sous pression réduite, ou par extraction.
Durant l’extraction, l’émulsion est transférée dans une grande quantité
d’eau, contenant ou non un tensioactif, vers laquelle le solvant associé aux
globules va diffuser (Arshady, 1991; Wu, 1995b). Les microsphères solides
6ainsi obtenues sont lavées, et séparées par filtration, tamisage ou
centrifugation. Finalement, elles sont lyophilisées pour donner le produit
fini.
Il est à noter que durant l’élimination du solvant organique par évaporation,
celui-ci doit d’abord diffuser vers la phase aqueuse externe avant d’être
éliminé du système par évaporation (Arshady, 1991; Wu, 1 995b).
La vitesse d’élimination du solvant par extraction dépend de la
température du milieu, le rapport du volume de l’émulsion au volume de la
phase aqueuse, et les caractéristiques de solubilité du polymère, du
solvant et de la phase aqueuse. Quant à la vitesse d’élimination du solvant
par évaporation, elle dépend de la pression, de la température, et des
caractéristiques de solubilité mentionnée plus haut. Une évaporation très
rapide cause une explosion locale à l’intérieur des gouttelettes et mène à
la formation de structures poreuses à la surface de microsphères
(Arshady, 1991).
Cette technique est utilisée pour l’encapsulation des principes actifs
liposolubles (Martinez, Lairion et al., 1997; O’Hara and Hickey, 2000).
1.2.1.2. Double émulsion
Cette méthode consiste à préparer une émulsion eau/huile/eau pour
l’encapsulation de principes actifs hydrosolubles tels que les peptides, les
protéines et les vaccins. Une solution aqueuse du principe actif est ajoutée
sous une forte agitation à une phase organique qui consiste en une
7solution de polymère dans un solvant volatil, souvent du dichiorométhane,
pour former une émulsion eau/huile. Cette émulsion est ensuite ajoutée à
la phase aqueuse externe contenant un tensioactif pour stabiliser
l’émulsion eau/huile/eau. Puis le solvant organique est éliminé par
évaporation ou extraction, et l’on procède tel que décrit ci haut dans le cas
de l’émulsion simple jusqu’à l’obtention de microsphères solides.
La double émulsion a été utilisée pour l’encapsulation d’un grand nombre
de substances hydrophiles, telles que les hormones (Kamijo, Kamei et aL,
1996), les vaccins (Alonso, Cohen et aI., 1993; Cheng and Gupta, 1996),
les protéines et peptides (Yan, Resau et aI., 1994; Kissel, Li et aI., 1996;
Couvreur, Blancoprieto et aI., 1997; Yang, Chia et aI., 2000), les
oligonucléotides (Akhtar and Lewis, 1997) et les plasmides (Capan, Woo
et aI., 1999; Tinsley-Bown, Fretwell et aI., 2000).
1.2.2. Séparation de phase (coacervatïon)
Ce procédé consiste à réduire la solubilité du polymère par l’ajout d’une
troisième composante à la solution du polymère dans le solvant organique
(Lewis, 1990; Wu, 1995 b).
Pour un certain rapport de volume, deux phases liquides apparaissent,
d’où le nom ‘séparation de phase’ : Un coacervat contenant le polymère, et
un surnageant. Le principe actif qui est dispersé ou dissous dans la
solution polymérique devient enrobé avec le coacervat. Ainsi la
coacervation se compose de trois étapes:
8(i) Séparation de phase de la solution polymérique enrobante
(ii) Adsorption du coacervat autour des particules du principe actif
(iii) Solidification des microsphères
Tout d’abord, le polymère est dissous dans un solvant organique. Les
principes actifs hydrosolubles, tels que les peptides et les protéines sont
dissous dans l’eau et ensuite dispersés dans la solution du polymère pour
former une émulsion eau/huile. Les principes actifs hydrophobes sont
solubilisés ou dispersés dans la solution du polymère. Puis, un non solvant
organique est ajouté au système polymère-principe actif-solvant avec
agitation, afin d’extraire graduellement le solvant, ce qui entraîne la
formation de globules de coacervat, à partir du polymère, dont la taille est
contrôlée par l’agitation. Ces globules encapsulent le principe actif. Le
système est transféré dans une grande quantité d’un autre non solvant
pour solidifier les globules et former les microsphères qui sont par la suite
séparées par rinçage, tamisage, filtration ou centrifugation, et finalement
solidifiées (Wu, 1995b).
La vitesse d’ajout du premier non solvant doit assurer une extraction lente
du solvant de façon à permettre au polymère de se déposer et d’enrober
uniformément la surface des particules du principe actif durant la
coacervation. La concentration du polymère joue un rôle important dans le
procédé Des concentrations trop élevées pourraient accélérer la
séparation de phase, et par la suite produire un enrobage non uniforme.
En raison de l’absence d’un stabilisateur de l’émulsion, une agglomération
9peut se produire. Les globules du coacervat sont extrêmement collants, et
peuvent adhérer les uns aux autres, bien avant leur solidification. Ce
problème peut être réglé en ajustant la vitesse de l’agitation de même que
la température. Cette technique est utilisée pour encapsuler les principes
actifs hydrosolubles et liposolubles. Contrairement aux méthodes
d’émulsification, le solvant organique peut ne pas être immiscible dans
l’eau Plusieurs solvants ont été utilisés, tels que le dichlorométhane,
l’acétonitrile, l’acétate d’éthyle et le toluène (Nihant, Grandfils et aI., 1995;
Thomasin, Merkle et aI., 1997; Thomasin, Nam-Trân et aI., 1998).
Concernant les non solvants utilisés, ils ne doivent pas dissoudre le
polymère ou le principe actif, mais doivent être miscibles avec le solvant.
Quelques huiles utilisées comme premier non solvant sont l’huile de
silicone, les huiles végétales et les polymères de méthacrylate de bas
poids moléculaire. Le deuxième non solvant doit être relativement volatil,
des exemples incluent les hydrocarbures aliphatiques, tel que l’hexane,
l’heptane et l’éther de pétrole (Nihant, Stassen et aI., 1994; Nihant,
Grandfils etal., 1995; Thomasin, Merkle etal., 1997).
t2.3. Atomisation (Spray-drying)
Cette technique offre un nombre d’avantages comparée aux autres
techniques de microencapsulation (Giunchedi and Conte, 1995). Elle
représente une méthode rapide, qui dépend moins des paramètres de
solubilité du principe actif ou du polymère. De ce fait, elle est utilisée pour
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des principes actifs hydrosolubles ou liposolubles. Une solution,
suspension ou émulsion du polymère avec le principe actif est atomisée
dans un jet d’air chaud. Les microsphères solides sont recueillies et
requièrent uniquement une étape de séchage final. Cependant, le faible
rendement est un inconvénient significatif. De plus, l’utilisation d’une
température assez élevée empêche l’application de cette technique pour
encapsuler des substances thermolabiles, comme les protéines ou les
acides nucléiques.
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13. Méthodes de préparation de nanoparticules
Les nanoparticules sont des vecteurs polymériques colloïdaux, d’une taille
inférieure à 1 j.tm. Selon le procédé de préparation, des nanosphères ou
des nanocapsules sont obtenues. La figure 1 illustre la différence entre les
deux types de vecteurs: les nanosphères sont des systèmes matriciels où
le principe actif est dissous ou dispersé à travers la particule, tandis que
les nanocapsules sont des systèmes vésiculaires où le principe actif est
confié à une cavité entourée d’une membrane polymérique.
membrane
polymérique
matrice
polymérique cavité
principe actif
Figure 1. Différences entre une nanosphère et une nanocapsule
Les nanoparticules peuvent être préparées par les mêmes méthodes de
préparation que celles décrites pour les microparticules, sauf que les
paramètres de fabrication sont ajustés pour obtenir des globules d’une
taille inférieure au micron. Cela est réalisé en utilisant un petit rapport
phase dispersée/volume de dispersion, de même qu’une vitesse
d’agitation plus élevée. De plus, d’autres techniques plus spécifiques pour
nanosphère nanocapsule
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la préparation de nanoparticules existent. Étant donné que cela constitue
l’un des objectifs de ce travail, une description détaillée de la préparation,
purification et solidification des nanoparticules est présentée dans les
prochaines sections.
1.3.1. Préparation de nanocapsules
La préparation de nanocapsules a été décrite dans la littérature par Fessi
et ses collaborateurs en utilisant un procédé de déplacement de solvant,
suivi par une déposition interfaciale (Fessi, Puisieux et aI., 1989).
Cependant il a été démontré que ces nanocapsules libéraient le principe
actif en quelques minutes (Ammoury, Dubrasquet et aI., 1993), d’où
l’avantage des nanosphères.
Cette même technique a été utilisée par Mosqueira et ses collaborateurs
pour préparer des nanocapsules d’acide polylactique (Mosqueira, Legrand
et aI., 2000). Chouinard et al. ont préparé des nanocapsules de
poly(isobutylcyanoacrylate) et de poly(isohexylcyanoacrylate) par une
méthode de précipitation interfaciale qui consiste à dissoudre le monomère
dans une phase organique, puis mélanger cette dernière avec une phase
aqueuse contenant un tensioactif (Chouinard, Buczkowski et aI., 1994).
Une méthode alternative consiste en une polymérisation interfaciale de
microémulsion en ajoutant sous agitation le polymère à une émulsion
eau/huile (Watnasirichaikul, Davies et aI., 2000).
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1.3.2. Préparation de nanosphères
Ces méthodes peuvent être divisées en deux catégories: les méthodes
basées sur les propriétés physico-chimiques telles que la séparation de
phase et l’évaporation de solvant, et celles basées sur les réactions
chimiques telles que la polymérisation et la condensation (Bodmeier and
Chen, 1990; Vauthier-Holtzscherer, Benabbou et aL, 1991; Allémann,
Gurny et aI., 1992; lbrahim, Bindschaedler et aI., 1992; Allémann, Gurny et
aI., 1993; Sakuma, Hayashi et aI., 2001)
1.3.2.1. Nanoparticules obtenues par la polymérisation d’un
monomère
Les méthodes de préparation sont classifiées selon le type de polymère
obtenu, soit le polyacrylamide, le polyglutaraldéhyde, les poly(alkyl
méthacrylates) et les poly(alkyl-cyanoacrylates).
La plupart de ces méthodes consistent à introduire un monomère dans la
phase dispersée d’une émulsion. Dans ce cas, les réactions de
polymérisation se produisent en deux étapes; une étape de nucléation,
suivie par une étape de croissance.
1.3.2. 1. 1. Nanoparticuies de polyacrylamide
Birrenbach et Speiser ont décrit en 1976 la préparation de nanosphères
pour usage pharmaceutique en polymérisant de l’acrylamide avec du N,N’
méthylène bisacrylamide dans une microémulsion eau/huile (Birrenbach
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and Speiser, 1976). Cette méthode utilisait de grandes quantités de
solvants organiques, notamment le toluène et le chloroforme, un agent de
surface anionique pour former la microémulsion, et un initiateur chimique
ou physique pour induire la polymérisation (Candau and Holtzscherer,
1985; Labhatsewar and Dorle, 1990; Vauthier-Holtzscherer, Benabbou et
aI., 1991). À cause de la nature non biodégradable du polymère, ainsi que
la difficulté du procédé de fabrication, peu d’intérêt a été accordé aux
nanosphères de polyacrylamide, sauf en immunologie où elles sont encore
utilisées.
1.3.2.1.2. Nanoparticules de polyglutaraldéhyde
La préparation de nanosphères de polyglutaraldéhyde a été rapportée en
1988 par McLeod et ses collaborateurs en polymérisant le monomère en
milieu aqueux alcalin, en présence du dextran comme stabilisateur, et
d’une quantité contrôlée d’oxygène (McLeod, Lam et aI., 1988). À cause
de la présence de groupements carboxyle libres à la surface du polymère,
il a été possible de former des liaisons chimiques avec des principes actifs
afin de réduire le burst qui a lieu pendant la libération de ces substances in
vivo.
1.3.2.1.3. Nanoparticules de poly(alkyl méthacrylate)
Kreuter et Speiser ont produit en 1976 des nanosphères de
poly(méthylméthacrylate) (PMMA) par une méthode de dispersion-
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polymérisation en milieu aqueux en présence ou non d’un tensioactif non
ionique (Kreuter and Speiser, 1976). La polymérisation est initiée
physiquement par radiation y, ou chimiquement en utilisant du persulfate
de potassium. Le principe actif pouvait être incorporé directement dans le
milieu de polymérisation, ou adsorbé à la surface des nanosphères déjà
préparées (Rolland, Gibassier etal., 1986; Pimienta, Lenaerts et al., 1990).
Deux inconvénients ont limité l’utilisation du PMMA, le polymère n’étant
pas biodégradable, et le besoin d’un initiateur pour la polymérisation. Ceci
a mené au développement de nanoparticules à partir du poly(alkyl
cyanoacrylate).
1.3.2.1.4. Nanoparticules de poiy(alkyl cyanoacrylates)
La simplicité du procédé de polymérisation et la biodégradabilité du
polymère constituent les avantages majeurs des alkylcyanoacrylates. Les
nanoparticules de poly(alkylcyanoacrylate) (PACA) sont préparées par une
méthode d’émulsification-polymérisation, dans laquelle des gouttelettes de
monomères insolubles dans l’eau sont émulsifiées dans une phase
aqueuse. Une polymérisation anionique a lieu, spontanément initiée par
les ions hydroxydes de l’eau (Couvreur and Vauthier, 1991). La vitesse de
polymérisation dépend du pH du milieu, et généralement les
nanoparticules sont préparées en milieu acide afin de réduire cette vitesse.
Un tensioactif non ionique, tel que le poloxamère 188 ou le polysorbate 20,
est utilisé pour stabiliser l’émulsion. Les nanoparticules obtenues sont
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d’une taille d’environ 200 nm, mais qui peut diminuer jusqu’à 30 nm en
augmentant le pH du milieu de polymérisation ainsi que la concentration
du tensioactif (Seijo, Fattal et aI., 1990).
1.3.2.2. Nanoparticules obtenues par la dispersion de polymères
préformés
La plupart des monomères utilisés dans la polymérisation micellaire
produisent des polymères qui sont non biodégradables, ou qui se
dégradent lentement. En outre, les molécules résiduelles dans le milieu de
polymérisation, en particulier les monomères et les oligomères peuvent
être toxiques, ce qui nécessite une purification laborieuse. Dans le but
d’éviter ces problèmes, des méthodes de préparation utilisant des
polymères préformés ou des macromolécules ont été proposées.
1.3.2.2.1. Nanoparticules préparées à partir de macromolécules naturelles
Scheffel et ses collaborateurs ont été les premiers à produire des
nanoparticules pour des applications médicales en utilisant des
macromolécules naturelles (Scheffel, Rhodes et aI., 1972). Ces particules
étaient obtenues par la dénaturation thermique d’une émulsion eau/huile
de l’albumine. Cette technique reposait sur l’émulsification puis
l’homogénéisation d’une solution aqueuse d’albumine dans de l’huile de
grains de coton à la température ambiante. L’émulsion était ensuite versée
dans de l’huile préchauffée afin de dénaturer les macromolécules (Gallo,
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Hung et aI., 1984). Cette méthode présentait deux inconvénients: Le
premier était l’utilisation de grandes quantités d’huile, qui devaient être par
la suite éliminées en lavant plusieurs fois les nanoparticules avec des
solvants organiques. Le deuxième inconvénient résidait dans la
température élevée qui servait à la dénaturation, mais qui pouvait, en
même temps, nuire aux médicaments thermosensibles. Afin d’éliminer de
tels problèmes, plusieurs auteurs ont proposé des solutions alternatives,
citons à titre d’exemple, la désolvatation de l’albumine ou de la gélatine
pour simplifier les étapes de purification, et la réticulation de l’albumine
pour remplacer sa dénaturation par la chaleur (Oppenheim, 1986;
Bodmeier, Chen et aI., 1989). Plus tard les alginates ont été proposés pour
la préparation de nanosphères (Vauthier, Rajaonarivony et aI., 1991). Une
quantité optimisée de chlorure de calcium est mélangée avec une solution
aqueuse d’alginate de sodium pour former un microgel, auquel de la
poly(L-lysine) est ajoutée pour produite les nanosphères.
1.3.2.2.2. Nanoparticules préparées à partir de polymères synthétiques
Plusieurs approches ont été proposées, elles sont résumées comme suit:
1) Érnulsjficatio,i et évaporation de solvant
Pareillement aux microparticules, cette méthode comporte une préparation
d’une solution de polymère dans un solvant chloré, suivie par une
émulsification dans une phase aqueuse contenant un tensioactif, puis une
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évaporation du solvant organique sous pression réduite. Cette procédure a
été appliquée pour préparer des nanoparticules d’acide polylactique
(Gurny, Peppas et aI., 1981). Dans le but d’améliorer la technique, Krause
et ses collaborateurs ont réalisé l’émulsion en utilisant les ultrasons
(Krause, Schwartz et aI., 1985), alors que Bodmeier et Chen ont appliqué
l’homogénéisation à haute pression, encore appelée microfluidisation, pour
préparer des nanoparticules contenant de l’indométacine (Bodmeier and
Chen, 1990).
ii) Méthode du ‘satting-out’
Cette technique permet d’éviter l’utilisation des solvants organiques
chlorés. Une solution aqueuse saturée contenant de l’alcool polyvinylique
(PVA) est ajoutée sous agitation mécanique à une solution de polymère
dans de l’acétone. La raison d’utiliser une solution saturée, c’est
d’empêcher l’acétone de se mélanger à l’eau à cause de l’effet de sel.
Une fois que l’émulsion est formée, une quantité suffisante d’eau est
ajoutée pour permettre la diffusion de l’acétone vers la phase aqueuse, et
par conséquent, la formation des nanoparticules (Allémann, Doelker et al.,
1992; Allémann, Gurny et aI., 1992; Ibrahim, Bindschaedler et aI., 1992).
11i) Méthode de précipitation franoprécipitation-déplacernent de solvant,)
Selon cette approche, une solution de polymère est préparée dans un
solvant miscible dans l’eau, et ajoutée par la suite à un non solvant
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(généralement de l’eau contenant un tensioactif), sous agitation, ce qui
conduit à la précipitation de nanosphères d’une taille d’environ 200 nm
(Fessi, Devissaguet et aI., 1986). Le succès de cette technique dépend
essentiellement du choix polymère - solvant - non solvant, puisque ces
deux derniers doivent être totalement miscibles.
Barichello et al. ont noté une meilleure encapsulation de principes actifs
lipophiles en utilisant cette technique. À l’opposé, les principes actifs
hydrophiles auront tendance à se perdre suite à leur diffusion vers le non
solvant aqueux (Barichello, Morishita et aI., 1999).
1.4. Purification
La purification constitue une étape cruciale, puisqu’elle élimine toutes les
impuretés pouvant être toxiques. Ces dernières dépendent de la méthode
de préparation, et incluent des traces de solvants organiques, des
tensioactifs, des monomères résiduels, des initiateurs de polymérisation
ainsi que des fragments de polymères. Les solvants organiques, et plus
particulièrement les solvants chlorés, doivent être éliminés. Pour la plupart
d’entre eux, la concentration dans le produit final ne doit pas excéder 100
ppm (Rabiant, 1991). L’évaporation sous pression réduite pour une durée
de temps suffisante sert à éliminer les impuretés volatiles, autrement dit,
les solvants organiques (Gurny, Peppas et aI., 1981). Les méthodes de
purification qui servent à éliminer les impuretés non volatiles mentionnées
auparavant, ainsi que l’excès de principe actif, comprennent la dialyse
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(Rolland, Gibassier et al., 1986), la filtration, ainsi que l’ultracentrifugation.
Durant l’ultracentrifugation, de trois à cinq cycles de centrifugation à haute
vitesse, généralement de 15000 à 20000 rpm, suivi chacun de la
redispersion des nanopatticules dans de l’eau pute, éliminent 99% des
impuretés (Allémann, Gurny et al., 1993).
1.5. Lyophilisation et cryoprotection
La conservation des vecteurs colloïdaux nécessite la plupart du temps une
dessiccation. La présence de l’eau pourrait affecter la stabilité de la
préparation durant son entreposage, et causer la biodégradation du
polymère, ou initier la libération et/ou la dégradation du principe actif
(Auvillain, Cavé et al., 1989; Guterres, Fessi et al., 1995; De Chasteigner,
Cavé et aI., 1996). La lyophilisation demeure la méthode la mieux adaptée
pour éliminer l’eau. Dans la plupart des cas, cette opération dure 72
heures. Une fois lyophilisées, les nanoparticules, sous forme de poudre,
sont gardées à -4°C, et elles sont d’habitude facilement dispersées dans
l’eau. Bien qu’un certain nombre d’études ait démontré l’absence de
changement significatif dans la taille des nanoparticules suite à la
lyophilisation (Verdun, Couvreur et al., 1986; Seijo, Fattal et al., 1990),
plusieurs auteurs ont constaté une agrégation (Chacon, Molpeceres et al.,
1999), donc une augmentation de la taille des nanoparticules. Afin de
briser les agrégats, le traitement aux ultrasons des suspensions
reconstituées a été proposé (Krause, Schwartz et aI., 1985). Une
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procédure alternative repose sur l’utilisation de cryoprotecteurs. Comme
leur nom l’indique, ces substances, dont la plupart sont des sucres ou des
polyalcools, protègent le produit lyophilisé contre les altérations liées à la
phase de congélation (Crowe, Reid et aL, 1996; De Chasteigner, Cavé et
aL, 1996; Guzman, Molpeceres et al., 1996; Esquisabel, Hernandez et ai,
1997; Molpeceres, Aberturas et al., 1997).
1.6. Dégradation des vecteurs d’acide polylactique et de
ses copolymères
Le PLGA se dégrade pour produire les acides lactique et glycolique
(Kitchell and Wise, 1985). L’acide lactique est métabolisé dans le cycle des
acides tricarboxyliques pour être éliminé de l’organisme en tant que
dioxyde de carbone et eau (Tice and Cowsar, 1984). L’acide glycolique
suit la même voie métabolique, ou peut être éliminé tel quel (Wu, 1995a).
Viswanathan et al. ont schématisé la dégradation de microsphères d’acide
polylactique, et d’acide polylactique-co-glycolique (Viswanathan, Patil et
al., 2001), ceci est illustré par la figure 2.
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L’agrégat persiste et la
dégradation continue
jusqu’à ce que le
système perde son
intégrité mécanique
(a) Représentation schématique de la séquence de dégradation de microsphères
de PLGA
F4
La dégradation hétérogène
génère une porosité à l’intérieur
des microsphères, tandis que la
sphéricité est maintenue
Au fur et à mesure que
la dégradation continue,
la porosité augmente
jusqu’à la formation
d’une cavité, avec une
oaroi intacte
Après que presque
tout l’intérieur se soit
dégradé, le système
se désagrège
Figure 2. Schéma de la dégradation de microsphères d’acide polylactique, et
d’acide polylactique-co-glycolique, adapté de (Vïswanathan, Patil et ai., 2001)
L’hydratation mène à la
réduction du Tg et la
plastification, et par la
suite, à la densification de
la particule
La plastification produit un
agrégat, qui est d’abord
floculé avant de devenir
non-red ispersible
(b) Représentation schématique de la séquence de dégradation de
de PLA
microsphères
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II. Optimisation du procédé de préparation
La préparation de vecteurs polymériques, surtout les nanoparticules, est
un procédé complexe dans lequel interviennent plusieurs facteurs de
formulation. Par conséquent, les différentes caractéristiques requises du
produit fini doivent être optimisées simultanément. Or, cela requiert de
l’expertise de même qu’une expérimentation considérable afin de réaliser
un vecteur ayant les propriétés désirées.
La compréhension de la relation existant entre les facteurs de causalité et
les réponses obtenues représente une difficulté dans l’approche
quantitative d’un design pharmaceutique. De plus, un facteur ajusté en
fonction d’une propriété quelconque n’est pas toujours idéal pour les
autres caractéristiques du produit. On appelle ceci un problème
d’optimisation multi-objective.
2.1. Analyse individuelle des variables
Une variété d’approches ont été mises au point afin d’assurer une
optimisation des procédés de préparation des vecteurs polymériques: La
première est basée sur la variation d’un seul paramètre à la fois. À titre
d’exemple, Zambaux et al. ont évalué l’effet de plusieurs paramètres
expérimentaux sur les propriétés physico-chimiques de nanoparticules
préparées par double émulsion (Zambaux, Bonneaux et aI., 1998) ; les
paramètres étudiés étaient la température de préparation, les méthodes
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d’évaporation de solvant, le volume de la phase aqueuse interne, la
concentration du tensioactif et le poids moléculaire du polymère. Les
propriétés des nanoparticules affectées étaient la taille, le potentiel zêta, le
pourcentage de tensioactif résiduel, ainsi que l’indice de polydispersion.
Les conditions de préparation ont été optimisées pour obtenir une taille
appropriée, autour de 200 nm, et un indice de polydispersion inférieur à
0.1. Mosqueira et al. ont évalué l’influence de la composition utilisée pour
la préparation de nanocapsules en terme de taille de particules,
polydispersion, potentiel zêta, homogénéité, ainsi que les caractéristiques
structurales des systèmes. La nature de la phase organique, le poids
moléculaire du polymère, le type et la concentration des différents
tensioactifs ont été étudiés individuellement pour optimiser la formulation
afin d’obtenir des nanocapsules pour administration intraveineuse. La
tension interfaciale entre la phase organique et la phase aqueuse avait la
plus grande influence sur la taille des nanocapsules. Sahoo et al. ont
montré que le PVA résiduel qui demeure associé aux nanoparticules de
PLGA préparées par double émulsion est contrôlé par la concentration du
PVA et le type de solvant organique utilisés dans la formulation (Sahoo,
Panyam et aI., 2002). En effet, la quantité résiduelle de PVA à la surface
des nanoparticules sert à modifier plusieurs propriétés telles que la taille,
le potentiel zêta, l’indice de polydispersion, ainsi que l’hydrophobie de la
surface.
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En suivant la même méthodologie, une étude plus récente a démontré que
le temps de sonication, la concentration du polymère et celle du PVA, ainsi
que la méthode d’évaporation du solvant organique, représentaient, entre
autres, des paramètres déterminant la distribution de taille des
nanoparticules de PLGA préparées par émulsion simple (Mainardes and
Evangelista, 2005).
D’autres études appliquant toujours cette méthode d’optimisation sont
également décrites dans la littérature (Ueda and Kreuter, 1997; Chorny,
Fishbein etal., 2002; Langer, Balthasar et al., 2003).
Quoiqu’elle permette d’élucider l’effet de chaque variable sur des
caractéristiques sélectionnées, cette approche présente quelques
inconvénients reliés à l’incapacité de montrer les effets simultanés de
plusieurs paramètres sur les propriétés des nanoparticules, et par
conséquent, les interactions qui peuvent exister entre ces paramètres.
2.2. Analyse simultanée des variables
2.2.1. Surface de réponse et analyse factorielle
Le développement de méthodes fondées sur des bases mathématiques a
permis une approche rationnelle de l’optimisation. La méthodologie de
surface de réponse a été largement utilisée dans l’investigation de
l’espace de design (Myers and Montgomery, 2002). Cette approche
permet la sélection des paramètres optimaux pour l’obtention de quelques
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caractéristiques désirées des vecteurs polymériques. Quelques exemples
tirés de la littérature illustrent l’optimisation de la préparation de
nanoparticules ou microparticules en utilisant la régression polynomiale qui
peut également être couplée au design factoriel, ce qui réduit le nombre
d’expériences réalisées. Vandervoort et Ludwig ont étudié l’influence de
quatre paramètres sur les propriétés de nanoparticules de PLGA
préparées par double émulsion en suivant un plan factoriel (Vandervoort
and Ludwig, 2001). Les facteurs étudiés étaient la concentration du
tensioactif dans la phase aqueuse externe, la présence d’un tampon dans
cette même phase, la quantité du principe actif relativement à la quantité
du polymère ainsi que le type du PLGA utilisé. Ils ont démontré que la taille
était affectée par la concentration du PVA et la présence du tampon,
tandis que le rapport principe actif/polymère influençait le taux
d’encapsulation.
Das et al. ont appliqué l’analyse factorielle pour évaluer l’effet du
tensioactif, du stabilisateur et du pH sur les propriétés physico-chimiques
de nanoparticules de poly(isobutylcyanoacrylate) (Das, Tucker et al.,
1995). lIs ont trouvé un effet significatif de ces trois variables sur la taille
des nanoparticles.
McCarron et al. ont déterminé l’effet des conditions de préparation, à
savoir le pH de polymérisation, la quantité de monomère, et la
concentration du tensioactif sur les propriétés physico-chimiques de
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nanoparticules d’isobutylcyanoacrylate en suivant une méthodologie de
surface de réponse (McCarron, Woolfson et aI., 1999).
Ko et al. ont étudié les effets des variables de la formulation sur la
libération de la félodipine à partir de microparticles de chitosan, en
combinant un design composite centré à la méthodologie de surface de
réponse. La concentration du chitosan et le temps de réticulation ont
négativement affecté la libération du principe actif (diminué la quantité
libérée), tandis que le pH de la réticulation avait un effet positif, et
l’influence la plus élevée (Ko, Park et aI., 2003). Un milieu de réticulation
acide favoriserait donc une libération contrôlée à partir du chitosan.
Une revue de la littérature permet de trouver plusieurs autres études qui
décrivent des méthodes d’optimisation de la préparation de nanoparticules
ou microparticules basées sur un plan factoriel, suivi ou non par une
analyse de données en utilisant la régression polynomiale (Abu-lzza,
Garcia-Contreras et aI., 1996; Prakobvaitayakit and Nimmannit, 2003;
Dillen, Vandervoort et aI., 2004)
Cependant, la prédiction de caractéristiques ou de réponses basée sur
l’équation polynomiale qui est généralement utilisée dans la méthodologie
de surface de réponse, est souvent limitée à un faible niveau, ce qui mène
à une estimation imprécise de la formulation optimale. De plus, malgré la
minimisation effective du travail expérimental fournie par l’analyse
factorielle, une quantité de données demeure requise pour une description
adéquate des systèmes complexes comportant plusieurs variables
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dépendantes et indépendantes. Ces observations ont suscité le besoin
d’appliquer des techniques d’optimisation ou de modélisation plus
adaptées.
2.2.2. Méthodes basées sur l’intelligence artificielle
Pour tout promeneur quetque peu
attentfà son environnement, ta
nature est source c(’inspiration.
François Btayo et MichetrVerteysen tans Les
réseazLtcfe neurones artcietç Presses
Vniversita ires & F’rance, 1996.
Le progrès réalisé en microinformatique a donné lieu au développement et
à la mise en oeuvre de systèmes basés sur l’intelligence artificielle. Deux
disciplines en ont découlé, apportant une solution aux problèmes
d’optimisation et de prédiction les réseaux de neurones artificiels et
l’algorithme génétique.
2.2.2.1. Les réseaux de neurones artificiels (RNA)
2.2.2.1.1. Definition
Les RNA sont des programmes informatiques qui tentent de simuler
quelques aspects de fonctionnement du cerveau humain, notamment
l’apprentissage et la généralisation. Ces systèmes sont capables de
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discerner des relations entre des couples de variables indépendantes et
de variables dépendantes durant le processus d’apprentissage. La
capacité de généralisation permet aux RNA de produire un résultat correct
lorsqu’ils sont appliqués sur des exemples de données différents de ceux
utilisés dans la phase d’apprentissage.
Les RNA sont constitués d’unités de calcul, les neurones, organisées dans
une structure spécifique pour former un réseau.
2.2.2.1.2. Du neurone biologique au neurone artificiel
Du point de vue morphologique, un neurone biologique est constitué d’un
noyau (soma), d’où émergent deux types de prolongements: les dendrites
et l’axone (Figure 3). Un signal arrivant d’un autre neurone est capté par
les dendrites grâce à leur membrane réceptrice. Lorsque le nombre total
d’impulsions dépasse un seuil, le neurone émet à son tour un signal à
travers l’axone vers d’autres neurones ou effecteurs à l’aide des synapses.
L’effet d’une impulsion arrivant à un neurone peut être excitateur ou
inhibiteur, donc ajouté ou déduit de l’effet total des impulsions, et incitant
alors le neurone à propager ou non l’information.
2.2.2.1.3. Revue historique
S’étant inspirés du neurone biologique, McCulloch et Pitts conçoivent en
1943 le premier modèle connu sous le nom du neurone formel ou
l’automate à seuil (McCulloch and Pifs, 1943) (Figure 4).
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Synapses
Dend rites
Axone
Noyau
Figure 3. Le neurone biologique
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Les signaux (X1, X, . ..,) représentent les entrées (inputs), et le noyau du
neurone est représenté par un sommateur et par une fonction d’activation.
xl
Figure 4. Le neurone formel
Lorsque le neurone reçoit les signaux d’entrées, ceux-ci sont d’abord
multipliés par des coefficients de pondération appelés encore ‘poids de
connexion’ (W1, W2 W). Ensuite la somme pondérée X,Y est
comparée à une valeur de seuil du neurone. Si le seuil est franchi, une
fonction d’activation est appliquée sur la somme pour donner une valeur
de sortie (s), sinon, le neurone reste inhibé.
La fonction d’activation semble être un élément constitutif important.
Souvent des fonctions non linéaires sont nécessaires.
w1
S = F(1Xw)
X3
dendrites noyau axone
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À titre d’exemple, les fonctions les plus couramment utilisées sont:
a. La fonction sigmoïde standard (encore appelée fonction logistique)
Y = 1/(Ï + exp(—d * X)) Équation I
b. La tangente hyperbolique
Y = 2/(1 + exp(—2 * X)) Équation 2
c. La fonction Gaussienne
Y = exp(—x2/2) Équation 3
Par la suite, Donald Hebb propose en 1949 une formulation du mécanisme
d’apprentissage, sous la forme d’une règle de modification des connexions
synaptiques (Hebb, 1949). Finalement, c’est en 1958 que Rosenblatt,
combinant les idées de ses prédécesseurs, conçoit le perceptron, un
réseau de neurones artificiels inspiré du système visuel, possédant une
couche de neurones ‘perceptive’ ou couche d’entrée et une couche de
neurones ‘décisionelle’ ou couche de sortie (Rosenblatt, 1958). Ce réseau,
qui parvient à apprendre à identifier des formes simples et à calculer
certaines fonctions logiques, constitue le premier système artificiel
exhibant une faculté jusque là réservée au vivant, la capacité d’apprendre
par l’expérience; le premier réseau de neurones artificiel proprement dit.
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Cependant, en 1969, Minsky et Papert publient un livre démontrant les
limites intrinsèques du perceptron monocouche, en particulier son
incapacité à résoudre les problèmes non linéairement séparables (Minsky
and Papert, 1969). Ceci mène alors à une période de désintérêt par
rapport aux réseaux de neurones qui dure jusqu’au début des années 80.
En 1982, Hopfield introduit le concept de la non linéarité dans les relations
entrée-sortie. Il démontre aussi l’utilité des réseaux complètement
connectés (les réseaux récursifs avec rétroaction, qui constituent la
deuxième grande classe de réseaux avec ceux du type perceptron, aussi
connus par l’alimentation-avant) dans la compréhension et la modélisation
des processus de la mémoire (Hopfield, 1982).
Parallèlement aux travaux de Hopfield, Rumelhart et al. popularisent un
mécanisme d’apprentissage pour les réseaux multicouches de type
perceptron: c’est l’algorithme d’apprentissage par rétropropagation de
l’erreur qui fournit un moyen simple d’entraîner les neurones des couches
cachées (décrites plus tard dans ce chapitre) (Rumelhart, Hinton et al.,
1986). Cet algorithme a rendu possible l’application des RNA dans
plusieurs domaines scientifiques.
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2.2.2.1.4. Analogie
La figure 5 illustre n neurones biologiques avec plusieurs signaux
d’intensité x et force synaptique w pénétrant un neurone avec un seuil b,
ainsi que le système de neurone artificiel correspondant.
Figure 5. Interaction de signaux provenant de n neurones et analogie à la
sommation de signaux dans un neurone artificiel (adapté de (Basheer and Hajmeer,
2000)
Les points d’analogie entre le neurone artificiel et le neurone biologique
sont résumés comme suit (Basheer and Hajmeer, 2000):
• Les connexions entre les neurones représentent les axones et les
dendrites.
• Les poids des connexions représentent les synapses
w
n
I inéa ire
w
V
-——---* yE, Le perceptron
seuil
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• Le seuil représente l’activité dans le soma
De plus, tout comme pour les neurones biologiques, les neurones artificiels
peuvent recevoir des données qui sont excitatrices ou inhibitrices. Les
données excitatrices font que le mécanisme de sommation du neurone
suivant additionne les entrées pondérées, tandis que les données
inhibitrices l’incitent à les soustraire. Un neurone peut aussi inhiber
d’autres neurones de la même couche, une opération nommée ‘inhibition
latérale’.
Enfin, les deux réseaux biologique et artificiel apprennent par l’ajustement
incrémental de poids, ou de forces synaptiques. L’hypothèse avancée
dans ce contexte est que la force d’une synapse augmente lorsque les
neurones qu’elle relie agissent de la même façon simultanément.
L’intensité de cette force varie donc selon l’activité simultanée des
neurones interconnectés. De même, la force synaptique détermine la
quantité relative d’impulses qui pénètrent dans le corps cellulaire à travers
les dendrites. Des changements rapides dans les forces synaptiques
reflètent un mécanisme vital dans le fonctionnement du cerveau (Zupan
and Gasteiger, 1999). Le même principe est appliqué aux neurones
artificiels : durant l’apprentissage, les neurones entrent simultanément
dans un état d’activité qui provoque une modification de l’ensemble des
poids certains augmentant et d’autres diminuant. L’apprentissage produit
donc un état énergétique particulier où l’information devient répartie sur
l’ensemble du réseau.
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2.2.2. 1. 5. Le Perceptron Multicouche (MLP,)
La structure de réseau la plus employée
— dite du ‘perceptron
multicouche’- consiste en un arrangement en plusieurs niveaux de
neurones ou couches. Dans un perceptron à trois couches (Figure 6), on
trouve:
• Une couche d’entrée
Cette couche reçoit les données source, qui sont les variables
indépendantes ou les valeurs d’entrées. Le nombre de neurones de
cette couche est donc égal au nombre d’entrées dans l’analyse.
Couche d’entrée Couche cachée Couche de sortie
Figure 6. Un perceptron multicouche
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• Unecouchecachée
Ce nom signifie qu’elle n’a qu’une utilité intrinsèque pour le réseau, et
n’a pas de contact direct avec l’extérieur. Sur cette couche, les
fonctions d’activation sont en général non linéaires. Le choix de la taille
de cette couche n’est pas implicite et doit être ajusté. Trop peu de
neurones entrave la capacité d’apprentissage du réseau, de même que
trop de neurones fait que le réseau ‘mémorise’ les données utilisées
dans la phase de l’apprentissage, et perd ainsi sa capacité de
généralisation. Une méthode empirique pour estimer le nombre de
neurones cachés proposée par Kolmogorov consiste à doubler le
nombre de variables d’entrée et y ajouter un (Hecht-Nielsen, 1987).
D’autres méthodes ont proposé une limite supérieure de neurones
cachés selon l’équation
Ncacj, Napp /[R + (Ne,it + N,01.1 )1 Équation 4
OÙ Ncacii est le nombre de neurones cachés; Napp est le nombre de
données de l’apprentissage; R est une constante ayant une valeur
entre 5 et 10; Ne,11 est le nombre d’entrées; et N50,., est le nombre de
sorties (Jadid and Fairbairn, 1996).
Une autre équation basée sur les mêmes paramètres est telle que
Ncacii = (Napp /fi) N sort /(Ne,it + Nçt)rt + i) Équation 5
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où /3 est un paramètre relié au degré de surdétermination. Ce terme se
réfère à la présence d’un nombre de paires de données
d’apprentissage supérieur au nombre de connexions; cela a pour effet
de produire un réseau qui satisfait aux ensembles de l’apprentissage,
et possède une bonne capacité de généralisation, et ne présente
aucun problème de surapprentissage (Carpenter and Hoffman, 1995).
• Une couche de sortie
Cette couche donne le résultat obtenu après compilation des données
d’entrées par le réseau. Le nombre de neurones de cette couche est
égal au nombre de variables dépendantes, ou de données de sortie,
que l’on veut obtenir.
2.2.2.1.6. Classflcation des réseaux de neurones : Modèle et
algorithme d‘apprentissage
Lorsque les réseaux de neurones sont utilisés dans l’analyse de données,
un aspect important est de distinguer entre les différents ‘modèles’ et
‘algorithmes’. Le modèle signifie l’arrangement du réseau, alors que
l’algorithme désigne les calculs qui produisent les valeurs de sortie du
réseau. Une fois que le réseau est structuré pour une application
particulière, il est prêt pour ‘apprendre’.
L’apprentissage consiste à calculer les pondérations optimales des
différentes connexions. L’efficacité du réseau est améliorée en modifiant
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ces pondérations de façon itérative. Les RNA apprennent la relation entre
entrées et sorties à partir d’un ensemble représentatif d’exemples. Le type
d’information fournie au réseau constitue le paradigme d’apprentissage, il
en existe trois principaux: L’apprentissage supervisé, l’apprentissage non
supervisé, et l’apprentissage hybride. L’algorithme d’apprentissage est la
procédure dans laquelle les règles d’apprentissage sont utilisées en vue
de l’ajustement des poids. Les RNA peuvent être classées selon l’une ou
l’autre de leurs caractéristiques; ainsi, selon le modèle et le paradigme
d’apprentissage, on peut obtenir les réseaux suivants (Agatonovic-Kustrin
and Beresford, 2000):
i) Réseaux associatifs avec apprentissage supervisé
Dans le cas de l’apprentissage supervisé, on fournit au réseau la réponse
cible pour chaque entrée. Le but est donc de prédire une ou des valeurs
de sortie à partir d’une ou de plusieurs données d’entrée. L’apprentissage
supervisé peut être considéré comme une forme de régression basée sur
des paires de données: entrée et sortie. Ce type de réseau se compose
de neurones totalement connectés, organisés sous forme de couches: la
couche d’entrée, la couche de sortie, et une ou plusieurs couches
cachées. La couche d’entrée reçoit les données à partir d’un fichier de
données, et la couche de sortie fournit la réponse aux données d’entrée.
Les neurones cachés communiquent seulement avec d’autres neurones
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du réseau. L’information transmise d’un neurone à l’autre est contenue
dans les pondérations (poids de connexion). Ceux-ci peuvent augmenter
ou diminuer, de sorte que le réseau fournisse une réponse aussi proche
que possible de la réponse cible (Figure 7).
Algorithme d’apprentissage pour réseaux associatifs
L’algorithme le plus utilisé est celui de la rétropropagation de l’erreur. Cette
procédure ajuste de façon répétitive les poids de connexion dans le réseau
afin de minimiser la différence entre la sortie du réseau, et la sortie
attendue.
Entrée
4
Générateur
d’erreur
Sortie du
réseau
_______
Sortie
4 réelle
Figure 7. Réseau associatif avec apprentissage supervisé illustrant la
rétropropagation d’erreur (adapté de (Agatonovic-Kustrin and Beresford, 2000))
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L’apprentissage commence en attribuant des valeurs aléatoires aux poids
des connexions (w1). Les valeurs de sortie du réseau sont produites, à la
suite de deux étapes : (i) sommation des entrées, x,w, et (ii) application
d’une fonction d’activation, f(x,w,). Les sorties calculées sont ensuite
comparées aux valeurs cibles, pour générer une erreur E définie comme:
E = 0.5 — d )2 Équation 6
où j est un indice des neurones de sortie,
y est la sortie du réseau,
cl est la sortie désirée
La rétropropagation de l’erreur est généralement calculée par descente de
gradient. Ce calcul a pour but de converger de manière itérative vers une
configuration optimisée des poids de connexions, afin de minimiser la
fonction d’erreur. L’ajustement de poids (Aw) s’effectue alors d’une
manière proportionnelle à la dérivée partielle de E par rapport au poids.
Nous avons donc:
z\w = —i Équation 7.1
8w
où ii est la vitesse d’apprentissage du réseau.
La procédure se répète jusqu’à ce que la moyenne de la différence entre
les sorties calculées et les sorties attendues atteigne son minimum.
Or, une augmentation de îpourrait empêcher le réseau de converger en
produisant des oscillations dans les changements de poids. L’introduction
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d’un gradient de moment modifie la règle d’apprentissage en incluant le
dernier changement de poids pour donner:
= + aAw,,,_1 Équation 7.2
aw
où m-J est l’itération antérieure, m l’itération actuelle eta le moment. Le
nombre de neurones dans la couche cachée influe sur les résultats
obtenus à partir du réseau. Un nombre insuffisant de neurones va
diminuer l’apprentissage, tandis que trop de neurones cachés affectent la
capacité de prédiction à travers le surapprentissage, menant à la
mémorisation, qui diminue la capacité de généralisation du réseau.
ii Réseaux extracteurs de caractéristiques avec apprentissage noiî
supervisé
Dans le cas de l’apprentissage non supervisé, aucune information sur la
valeur cible de sortie n’est fournie au réseau. Celui-ci doit donc explorer
les corrélations existantes entre les données, et organiser ces dernières en
catégories à partir de ces corrélations. Ce comportement est connu sous le
nom de ‘auto-organisation’ ou adaptation. L’auto-organisation implique une
compétition et/ou une coopération entre les neurones. Dans le cadre de
l’apprentissage compétitif, les neurones sont groupés de sorte que
lorsqu’un neurone répond à une entrée particulière, il diminue ou supprime
les sorties à partir des autres neurones dans le groupe. En ce qui
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concerne l’apprentissage coopératif, les neurones de chaque groupe
coopèrent pour renforcer leur sortie.
Les réseaux extracteurs de caractéristiques sont utilisés dans la réduction
de données, en diminuant le nombre de variables, tout en gardant
l’information contenue dans les facteurs originaux.
L’apprentissage hybride, quant à lui, combine les deux approches; une
partie des poids étant déterminée via un apprentissage supervisé et une
autre à l’aide d’un apprentissage non supervisé.
2.2.2.1.7. Performance d’un RNA
La performance statistique du réseau est déterminée par son coefficient de
détermination multiple R2 qui est généralement appliqué dans l’analyse de
régression multiple. La formule utilisée pour le calcul de R2 est la
suivante
2
______
R =1— Equation8
où y est la valeur expérimentale,
‘
est la valeur prédite, et j est la
moyenne des valeurs dey.
2.2.2.1.8. Avantages des réseaux de neurones
Les avantages des réseaux de neurones peuvent être résumés par les
points suivants
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• Possibilité de traiter les problèmes complexes
• Possibilité d’analyser des données incomplètes
• Capacité d’apprentissage et d’adaptation
• Capacité de généralisation
• Efficacité et rapidité
• Flexibilité
2.2.2.1.9. Les réseaux de neurones versus ta régression polynomiale
L’analyse par les RNA est flexible par rapport à la quantité et la forme de
données expérimentales utilisées pour l’apprentissage. Par conséquent,
ceci permet d’utiliser des designs informels, contrairement aux approches
statistiques classiques qui exigent des données produites selon des
structures rigides. De plus les modèles de réseaux neuronaux généralisent
mieux que les modèles de régression, puisque ces derniers sont basés sur
des niveaux de signification statistique prédéterminée. Ainsi, les termes de
moindre signification ne sont pas inclus dans le modèle. Par contre, les
méthodes de RNA utilisent toutes les données, permettant une prédiction
plus précise (Agatonovic-Kustrin, Zecevic et aI., 1998). Enfin, on n’a pas
besoin de spécifier un degré pour une équation à priori, ou définir une
interaction quelconque entre les variables.
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2.2.2.2. L’algorîthme génétique
Cet algorithme représente une technique d’optimisation. Il reprend, afin de
résoudre un problème, la théorie de l’évolution de ‘Darwin’. Le but est de
se rapprocher au maximum d’une solution optimale. À partir des données
du problème, on crée généralement de façon aléatoire une “population” de
solutions possibles. Les caractéristiques de chaque solution représentent
ses gènes. Puis, on évalue chacune des solutions. On élimine une partie
infime de celles qui se sont montrées inutiles, et on recombine les gènes
des autres afin d’obtenir de nouveaux individus-solutions. Selon la théorie
évolutionniste, cette nouvelle génération sera globalement plus adaptée au
problème que la précédente. On itère alors le procédé jusqu’à la naissance
d’une solution que l’on jugera satisfaisante.
Bien qu’il soit basé sur les concepts de l’évolution biologique, le
mécanisme opératoire de l’algorithme génétique est basé sur la logique et
les mathématiques. Il représente une technique d’optimisation d’une
grande efficacité. Pour une opération effective d’un algorithme génétique,
une rétroaction rapide du succès ou de l’échec de solutions proposées est
requise. Pour cette raison, une combinaison d’un algorithme génétique et
d’un réseau de neurones s’avère avantageuse.
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2.2.2.3. Applications des réseaux de neurones et de
l’algorithme génétique en technologie pharmaceutique
Plusieurs auteurs ont utilisé différents types de modèles de RNA et
d’algorithme d’apprentissage pour modéliser et/ou optimiser des procédés
pharmaceutiques. Comparés aux prédictions de l’équation polynomiale, les
modèles de RNA ont révélé un meilleur lissage et des capacités de
prédiction supérieures dans le développement des formes
pharmaceutiques solides, tels que l’investigation des effets de la
formulation et les paramètres de compression sur les propriétés des
comprimés (Turkolu, Ozarslan et aI., 1995; Bourquin, Schmidli et al.,
1997; Takahara, Takayama et al., 1997; Bourquin, Schmidli et al., 1998a;
Bourquin, Schmidli et al., 1998b). Récemment, des auteurs ont appliqué
les RNA pour modéliser les procédés de préparation de particules à
libération contrôlée, à savoir les pastilles (Peh, Lim et al., 2000), les
granules (Vaithiyalingam and Khan, 2002) et les microsphères (YOksel,
Turkolu et aL, 2000).
Quelques études ont combiné les deux approches , les réseaux de
neurones artificiels et l’algorithme génétique, pour optimiser des procédés
de fabrication pharmaceutique (T0rkolu, Aydin et al., 1999; Agatonovic
Kustrin and Alany, 2001). Néanmoins, l’application de l’algorithme
génétique en technologie pharmaceutique demeure très marginale.
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III. De la porosité à la structure interne des
nanoparticules
L’évaluation des caractéristiques physiques des vecteurs polymériques,
surtout leur porosité, constitue une étape cruciale pour prédire et/ou
comprendre leur comportement in vivo, plus particulièrement en ce qui
concerne la biodégradation de la matrice polymérique, et la libération du
principe actif encapsulé. La caractérisation de la structure poreuse des
microparticules a fait l’objet de plusieurs études. La plupart de ces travaux
sont consacrés à l’étude des microsphères préparées par double
émulsion. La raison est que cette méthode de préparation permet un
niveau de contrôle sur la structure interne. Bien que plusieurs méthodes
mathématiques et numériques aient été développées pour expliquer et
prédire la libération de principes actifs à partir des structures poreuses
(Balazs, Calae et al., 1985; Crotts and Park, 1995; Wang, Wang et al.,
2002), nous ne retrouvons l’information quantitative concernant la structure
interne que dans quelques études. Ehtezazi et al. ont évalué la structure
interne de microsphères de polylactique en utilisant des méthodes
stéréologiques. Ils ont noté des variations dans la taille et la distribution de
pores dépendamment de la vitesse d’homogénéisation appliquée pour
former l’émulsion primaire (Ehtezazi, Washington et al., 1999).
Compte tenu de leur taille, l’étude de la structure interne des
nanoparticules est encore moins évidente puisque les techniques connues
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telles que l’analyse d’images sont difficiles à appliquer. L’adsorption de
gaz s’avère alors la méthode de choix pour mesurer des pores inférieurs
au nanomètre.
3.1. Étude de la microporosité des nanoparticules par
adsorption de gaz
L’adsorption d’azote permet de calculer plusieurs paramètres, à savoir le
volume, la surface des micropores (pores <2 nm), la taille moyenne, ainsi
que la distribution de taille des micropores. Les méthodes utilisées dans la
présente étude pour l’évaluation de chacun de ces paramètres sont
expliquées brièvement ci-dessous.
3.1.1. Volume et surface des micropores
Dubinin et Radushkevich ont postulé que la fraction du volume V occupé
par l’adsorbat liquide à un potentiel E pourrait être exprimé par la fonction
Gaussienne suivante (Quantachrome, 2003):
V I0e’’2 Équation 9
où Équation 10
Er,;
K = une constante basée sur la forme de la distribution de pores
V = Volume d’adsorption de l’adsorbat liquide
V0 = Volume d’adsorption de l’adsorbat liquide de référence
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Puisque
E = RT 1n—- Équation 11
‘ P)
Une substitution et une simplification donnent
IogW = 1og(vp)—k1ogJ Équation 12
où p = densité de l’adsorbat liquide, et W = le poids adsorbé à une
pression relative P/P0 et température T
k 2.303K Équation 13
Lorsque 10g W est tracé en fonction de fiogtJ , on obtient une ligne
droite, avec une ordonnée à l’origine = 10g V, , d’où V, le volume de
micropores pourrait être calculé.
Une modification de l’équation 12
logW = 1ogJ7, _K1ogJ Équation 14
permet une représentation graphique de log W versus [iogJ , qui
produit une ligne droite, ayant une ordonnée à l’origine égale à log W,,,, W,,,
étant le poids d’une monocouche, d’où la surface des micropores $ est
calculée selon l’équation
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WNA
S = Equation 15
M
où N est la constante d’Avogadro, A l’aire de surface de la molécule
d’azote, et M la masse molaire de l’azote.
3.1.2. Distribution de taille des micropores
La méthode HK (Horvath and Kawazoe, 1983) permet le calcul de la
distribution de taille des micropores à partir de la région de faible pression
relative de l’isotherme d’adsorption. Cette méthode est dérivée de
l’équation de Kelvin
-2yV
r
= “ Equation 16k RT1n(P/F)
où
y = La tension de surface de l’azote
= Le volume molaire de l’azote liquide
R = la constante universelle des gaz
T = La température d’adsorption
P/P0 = La pression relative de l’azote
1= Le rayon de Kelvin
En choisissant le rayon effectif dans l’intervalle des micropores, nous
pouvons calculer les valeurs de pression relative correspondantes.
Ensuite, le volume de gaz adsorbé à chaque pression relative est
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déterminé à partir de l’isotherme d’adsorption. Enfin, à l’aide d’un calcul
différentiel du volume du gaz adsorbé par rapport au rayon effectif de pore,
une distribution de taille des micropores est obtenue.
Cependant, si puissante qu’elle soit, l’estimation de la porosité en tant que
volume de potes ou distribution de taille des pores allant jusqu’à la
microporosité peut dans certains cas être insuffisante pour caractériser
complètement la structure interne des nanoparticules. Des nanoparticules
ayant le même volume poreux peuvent différer dans l’arrangement des
pores, ce qui mène à créer des différences dans leur structure, et par
conséquent dans leur comportement quant à la dégradation et/ou la
libération du principe actif. Deux outils récents permeffent d’approfondir la
caractérisation de structures physiques : la dimension fractale et la
lacunarité.
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3.2. Méthodes basées sur la dimension fractale
La PIysique est limitée, par t[efinition, à tafinituée
de l’expérimentation :finitucfe cfu. savoir d lz
mesure etfinitucfe de 1s matière avec taque(te nous
opérons (sa résotutioi). . . l’infini est te szqne qu ‘on a
quitté ta pfiysique proprement &te.
jean-Pierre L uminet
3.2.1. Définition
Le terme ‘fractal’ a été créé par Benoît Mandeibrot (Mandelbrot, 1982;
Mandelbrot, 1989) afin de quantifier la complexité de structures. Le mot est
dérivé du latin fractus signifiant fragmenté ou brisé de manïère irrégulière.
Une fractale désigne un objet ayant un aspect très irrégulier, qui est
rugueux, poreux ou fragmenté. Les méthodes de caractérisation basées
sur la géométrie fractale décrivent la topographie de surfaces réelles en
terme d’un exposant de rugosité, appelé la dimension fractale, D.
Les surfaces idéales, étant relativement lisses, peuvent être modélisées en
utilisant les concepts géométriques simples. Pour de telles surfaces, la
dimension fractale D=2. Par contre, les surfaces réelles sont généralement
rugueuses dû à l’arrangement d’atomes, aux défectuosités, aux
dislocations et enfin aux pores. Lorsque les surfaces réelles présentent
des irrégularités qui sont similaires à différentes échelles, ces surfaces
sont dites fractales, et l’exposant D aura alors une valeur comprise entre 2
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et 3. La dimension fractale est donc utilisée pour quantifier les surfaces
réelles par un seul paramètre.
La dimension fractale D peut être définie comme suit:
Équation 17
où a représente une propriété commune de l’objet, b est l’échelle
d’observation et D est la dimension fractale.
3.2.2. Détermination de la dimension fractale
Les techniques utilisées consistent à couvrir la structure avec des unités
de mesure, appelées étalons, ensuite à déterminer le nombre de ces
étalons nécessaires pour paver la structure en fonction de leur taille.
Les méthodes de calcul de la dimension fractale sont variées et
dépendent de l’objet analysé. Dans les prochaines sections, nous allons
décrire deux méthodes de mesure de la D de surface, la première
décrivant la rugosité, appelée la méthode thermodynamique, ou encore la
méthode de Neimark, et la deuxième basée sur la distribution de taille des
pores. Celles-ci seront appliquées dans la présente étude.
3.2.2.1. Méthode thermodynamique (Méthode de Neimark)
En combinant des arguments thermodynamiques et fractals, Neimark
propose qu’au-delà de la condensation capillaire, les surfaces fractales
obéissent à la formule suivante (Neimark, 1990):
54
= K(aj2 Équation 18
Où D est la dimension fractale de surface, K est une constante, ac , le
rayon moyen de courbure de l’interface adsorbat-vapeur, correspond à rk
dans l’équation de Kelvin (équation 16).
est l’aire de l’interface adsorbat-vapeur, donnée par l’équation de
Kiselev,
tIITBIRT F
8
=
in —- n Equatïon 19g
,,
Avec n et nniax étant le nombre de moles de gaz adsorbé à une pression
relativeP/F0et à la saturation, respectivement.
Autrement dit, l’aire de surface cumulative 81g est considérée comme étant
une surface adsorbante mesurée par un étalon ayant une taille
proportionnelle à ci (Figure 8)
1ç
Figure 8. Selon Neimark, la surface fractale est pavée par des sphères de
l’adsorbat liquide dont le rayon de courbure ci. dépend de la pression relative,
adapté de (Pfeifer, Wu et aI., 1989).
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3.2.2.2. Méthode de la distribution de taille des pores
Bien que les irrégularités géométriques et la rugosité de surface soient les
raisons essentielles du caractère fractal d’un solide, il est reconnu que la
présence d’une distribution des tailles de pores, contribue également à la
nature fractale de la structure. Donc, la dimension fractale D peut être
calculée à partir de la formule (Avnir, 1989):
dV
————ccr Equation2O
dr
où V représente le volume cumulatif des pores, et r représente le rayon
moyen des pores. Schématiquement, la valeur de D augmente lorsque le
volume des plus petits pores est important, et elle diminue lorsque la
contribution des petits pores est faible. Une distribution de taille de pores
qui est étroite ne caractérise pas une structure fractale (Lebon and Hillel,
1995).
En plus de la relation représentée par l’équation 18, d’autres équations ont
été dérivées pour évaluer la dimension fractale de surface D à partir d’une
seule isotherme d’adsorption.
Or, selon la littérature, des structures différentes pourraient avoir des D
identiques ou proches l’une de l’autre (Hildgen, Paquette et aI., 2002). Ce
problème, assez général dans le domaine des fractales, a créé le besoin
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d’un autre type de mesure qui, éventuellement, pourrait différencier de tels
objets.
3.3. La lacunarité
3.3.1. Définition
Le terme lacunarité a été cité pour la première fois par Benoît
Mandelbrodt, afin de mieux décrire les objets fractals. L’origine de ce mot
provient du latin lacuna qui désigne ‘lacune’. Ainsi une fractale est dite
lacunaire lorsque les espaces à l’intérieur de cet objet sont suffisamment
larges. Mandelbrot a inventé cette propriété pour décrire les objets
possédant des dimensions fractales identiques, mais, en même temps,
différents détails de texture (Mandelbrot, 1982).
La lacunarité est une mesure de la non-conformité (hétérogénéité) de la
structure, ou du degré de la variance structurale à l’intérieur d’un objet
(Gefen, Meir et aI., 1983). C’est une dimension qui tient compte de la
masse de l’objet.
La lacunarité est reliée à la dimension fractale tel que
Propriété = ré-facteur,) *(‘quantité,,) exposant Équation 21
où l’exposant correspond à la dimension fractale, et le pré-facteur
correspond à la lacunarité. L’équation 19 peut être exprimée sous la
forme:
Propriété d’un solide poreux = Lr’ Équation 22
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où L est la lacunarité, g l’étalon de mesure et D la dimension fractale.
3.3.2. Mesure de la lacunarité
Tandis que la dimension fractale est calculée de façon routinière à partir
de la représentation logarithmique de l’équation 17, il n’existe pas un
accord sur une procédure qui soit la meilleure, ou la plus correcte pour le
calcul de la lacunarité (Allain and Cloitre, 1991).
Mandelbrot a proposé de chercher l’information sur la lacunarité à partir
des variations dans les mesures fractales (Mandelbrot, 1982).
Apparemment, les méthodes basées sur cette variabilité ont toutes leurs
limitations. Allain et Cloitre ont établi l’algorithme de la boîte glissante,
illustré par la figure 9 (Allain and Cloitre, 1991). Une boîte de taille r est
placée à l’origine de l’ensemble en question. Le nombre de sites occupés
à l’intérieur de cette boîte est déterminé et la masse de la boîte est égale
à s. Ensuite la boîte est déplacée d’un espace, et la masse de la boîte est
de nouveau déterminée. Cette procédure est répétée de telle sorte à
couvrir tout l’ensemble, produisant une distribution de fréquence de
masse de la boîte n(s,r). Cette distribution de fréquence est transformée
en distribution de probabilité Q(s,r) en divisant par le nombre total de
boîtes N(r) de taille r. Les premiers et deuxième moments de cette
distribution sont calculés
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Z(1) = sO(s,r) Équation 23
Z(2)= s2Q(s,r) Équation 24
La lacunarité pour cette taille de boîte est alors définie telle que
z(7)Afr)
=
Equation 25
Ce calcul est répété sur un intervalle de tailles de boîte, commençant par
r1 jusqu’une fraction de M (où M est la taille de l’ensemble),
généralement M12. Ensuite une représentation logarithmique de la
lacunarité versus la taille de la boîte glissante est reproduite.
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Figure 9. Mesure de la lacunarité par la méthode de la boîte glissante, montrant
deux tailles et trois positions de boîte.
DIE
LE
DID
A
B
C
ID
LE
Position 1
Position x
Position y
D
LIE
60
IV. HYPOTHÈSE
La libération de principes actifs à partir des nanoparticules polymériques
dépend, entre autres, de la structure du polymère, mais aussi des
propriétés physiques de ces vecteurs telles que la taille et la porosité;
celles-ci contrôlent la surface exposée, la pénétration du milieu de
libération, ainsi que la diffusion du principe actif. Or, les propriétés
physiques de ces nanoparticules dépendent essentiellement des
conditions de préparation. Il serait donc possible de contrôler ces
propriétés en ajustant les variables de procédé et/ou les facteurs de
formulation. De plus, une modélisation du procédé de la préparation
permettrait la sélection des niveaux de variables qui produiront des
propriétés désirées. Les réseaux de neurones artificiels représentent une
approche prometteuse pour la modélisation, et comparés aux méthodes
statistiques classiques, ils offrent une plus grande précision de prédiction,
rapidité et flexibilité.
Enfin, l’étude de la microporosité des nanoparticules serait plus complète
si elle était suffisamment décrite et quantifiée. Ainsi la connaissance de
surface ou du volume des micropores à l’intérieur des nanoparticules
devrait être accompagnée par la description de la complexité de la
distribution. Nous estimons que l’analyse fractale et le calcul de la
lacunarité apporteront une telle information.
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V. OBJECTIFS
Cette étude vise à optimiser une technique de préparation de
nanoparticules polymériques pour l’encapsulation de l’ADN. Ceci débute
par la compréhension de l’effet des variables choisies sur les propriétés
physiques des nanoparticules, ensuite progresse jusqu’à la modélisation.
Cette dernière sera réalisée à l’aide des réseaux de neurones artificiels, en
comparaison avec la régression classique. Au cours de cette modélisation,
notre but sera de construire un réseau performant en variant la topologie
et le mode d’apprentissage, afin d’obtenir une bonne capacité de
prédiction et de généralisation du réseau.
Durant les étapes de caractérisation, nous tenterons d’appliquer les
nouvelles méthodes de quantification de structure, et cela par la
détermination de la dimension fractale et de la lacunarité, qui n’ont pas
encore été exploitées dans le domaine des vecteurs polymériques à usage
pharmaceutique. Les données de microporosité seront utilisées et notre
but sera de calculer la dimension fractale de surface DN afin de comparer
entre différentes formulations de nanoparticules. Enfin, à l’aide de la
dimension fractale de pore DDTp et de la lacunarité, nous essayerons de
décrire les changements de structure ayant lieu durant la dégradation.
PARTIE ExPÉRIMENTALE
La connaissance s ‘acquiert par
[‘expérience, tout te reste n ‘est que d
l’information.
J4t6ert Einsteiu
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VI. MATÉRIEL
• Polymères biodégradables:
Le PLGA (M 48000, RG 504) est en provenance de Boehringer
Ingleheim (lot 87H7840). Le PLA (M 50000-60000) et ses
copolyméres: le tribloc PLA-PEG-PLA (M 4000), et le multibloc
(PLA-PEG-PLA) (M 16000) sont synthétisés dans le laboratoire
(Quesnel and Hildgen, 2002).
• Acide désoxyribonucléique (ADN) hautement polymérisé de thymus
de veau, sous la forme d’un sel de sodium, est fourni par Sigma (lot
87 H 7840)
• Alcool polyvinylique (PVA) hydrolysé à 87-89%, M 13000-23000
(lot 19607 DU) et M 9000-10000 (lot 12805 Dl) provient de chez
Aldrich Chemical Company Inc.
• Tampon Tris-EDTA (filtré à 0,22pm) pour biologie moléculaire, pH 8
(0,1M Tris*HCI contenant 0001M EDTA) est en provenance de
Sigma (lot 70K8928)
• Sorbitol (lot 5238-1157) est fourni par les laboratoires Denis Giroux.
• Dichlorométhane (grade analytique) provient d’Anachemia.
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VII. MÉTHODES
7.1. Préparation de nanoparticules
Les nanoparticules ont été préparées selon une méthode de double
émulsion (eau/huile/eau) (Figure 10) : une quantité de polymère égale à
0.5 g, 0.75 g ou 1.0 g est dissoute dans 10 ml de dichlorométhane. Une
phase aqueuse contenant 5 mg d’ADN dans 0.5 ml de tampon tris-EDTA
(pH 8) est émulsifiée dans la solution organique en utilisant un mélangeur
à turbine (Polytron, Brinkmann Instruments, Toronto, Ontarlo, Canada)
pour former une émulsion primaire (eau/huile). Cette dernière est
rapidement versée dans la phase aqueuse externe qui consiste en 50 ml
d’une solution de PVA à 0%, 0.1%, 0.5% ou 1.0% (plv) contenue dans le
récipient d’un homogénéiseur à haute pression (Emulsiflex C30, Avestin,
Ottawa, Ontarlo, Canada). L’homogénéisation est réalisée à 5000, 10000,
15000 ou 20000 psi. La double émulsion est récupérée en rinçant avec 50
ml additionnels de phase externe. Le solvant organique est évaporé par
agitation sous aspiration d’air pendant 3 heures. La suspension obtenue
est centrifugée à 17000 rpm pendant 30 min à 4°C (centrifugeuse Sorvali
SL-50T super T21, DuPont Company, Sorval Products, Wilmington, USA).
Les nanoparticules isolées sont lavées cinq fois à l’eau distillée pour
éliminer les traces du PVA. Puis elles sont dispersées dans 10 ml d’eau
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Phase aqueuse
ADN /tampon tris-EDTA (pH8)
+phase organique (polymère
dans dichiorométhane)
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j 0Récipient pour l’émulsionprimaire et la phase aqueuse
externe
Sortie de la
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pression
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Homogénéiseur à haute pression
Figure 10. Préparation des nanoparticules par la méthode de la double émulsion
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distillée, congelées dans de l’azote liquide et enfin lyophilisées pendant 72
heures (Iyophilisateur Labconco, Iyph-Iock 4.5). Afin de tester l’effet du
cryoprotecteur, les nanoparticules sont dispersées dans une solution de
sorbitol à 0.5%, 1.0% ou 5.0% à la place de l’eau distillée pure. Après la
lyophilisation, les nanoparticules sont gardées à -4°C.
7.2. Caractérisation de la morphologie de surface
7.2.1. Microscopie électronique à balayage (SEM)
Les nanoparticules lyophilisées à partir de différents lots ont été
examinées sans enrobage au microscope électronique à balayage (JEOL
JSM 6700F, Japon), avec un voltage d’accélération de 1.0 KV.
7.2.2. Mïcroscopie à force atomique (AFM)
Les nanoparticules lyophilisées à partir de différents lots ont été fixées sur
un papier double-adhésif collé à une plaque de mica, et observées à l’aide
d’un Nanoscope Illa Dimension 3100 (Digital instruments, Santa Barbara,
CA) en appliquant le mode oscillant sur une pointe de silicone (TESP7) à
une fréquence de résonance de 200-400 kHz. Une méthode alternative
consistait à suspendre les nanoparticules dans quelques gouttes d’eau
distillée sur une plaque de mica, puis observer au microscope AFM après
avoir évaporé l’eau sous pression réduite. Dans le but d’examiner la
structure interne, les nanoparticules ont été mélangées avec de la
paraffine fondue, et des coupes ont été faites dans la masse solidifiée en
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utilisant un microtome. Ces coupes ont été également observées au
microscope à force atomique.
7X3. Mesure de la taille
La taille moyenne des globules de la double émulsion à plusieurs
intervalles de temps durant l’évaporation, ainsi que celle des
nanoparticules avant et après la lyophilisation, a été déterminée en
spectroscopie par corrélation de photons (Nanosizer N4 Plus, Coulter
Electronics, Hialeah, FL). Les nanoparticules lyophilisées ont été
dispersées par des ultrasons pendant une minute avant de mesurer leur
taille, afin de briser les agrégats. Les échantillons ont été ajustés pour
donner une vitesse de comptage comprise entre 5.10 et 1.106
particules/seconde. Le diamètre moyen a été calculé selon un mode
processeur de distribution de taille en utilisant les conditions suivantes
Indice de réfraction 1.33, température 20°C, viscosité 0.93 cp, angle de
mesure 900 et durée de mesure 60 secondes.
7.4. Détermination de la surface spécifique et de la porosité
La surface totale et la porosité des nanoparticules ont été déterminées par
adsorption d’azote à l’aide d’un porosimètre SA3100 (Coulter Electronics,
Miami, FL). Une certaine quantité de nanoparticules (50-lOOmg) est placée
dans un tube et dégazée à 25°C pendant 60 minutes avant d’être
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analysée. Ensuite le tube contenant les nanoparticules et un tube de
référence sont plongés dans un bain d’azote à -196°C. L’isotherme
d’adsorption est obtenue à partir du volume de l’azote (cm3/g) adsorbé sur
la surface des nanoparticules en fonction de la pression relative. La
surface spécifique est calculée selon la méthode de Brunauer-Emmett
Teller (BEY) (Brunauer, Emmett et aI., 1938) en utilisant cinq points
d’adsorption dans la région de pression relative P/P0 0,05-0,2. Le volume
total de pores est calculé à une valeur de pression relative égale à 0,9814
durant l’adsorption. Pour l’étude des micropores, un porosimètre Autosorb
1 est utilisé (Quantachrome Instruments, Boynton Beach, FL), la
distribution de taille des micropores est calculée selon la méthode HK dans
l’intervalle de 3-20À, et leur surface est calculée selon la méthode DR à
l’aide du programme AS1 Win© version 1.27.
7.5. Étude de la dégradation
La dégradation est réalisée dans un tampon tris-EDTA pH 7.4. Une
quantité de nanoparticules est suspendue dans 10 ml de tampon en
utilisant un tube pour chaque intervalle de temps. Les tubes sont fixés à
une plaque tournante placée dans un incubateur maintenu à 37°C (Figure
11). Les tubes sont centrifugés à des intervalles prédéterminés, les résidus
sont lyophilisés et analysés pour la surface spécifique et la porosité.
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Figure 11. Montage utilisé pour l’étude de la dégradatïon des nanoparticules, ainsi
que la libération de l’ADN
Incubateur maintenu
37°C.
Tubes contenant les
nanoparticules dans le
milieu de
dégradation/libération
de
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7.6. Libération in vitro de l’ADN
La libération de l’ADN est réalisée dans un tampon tris-EDTA pH 7.4. Une
quantité pré-pesée de nanoparticules (20-30 mg) est ajoutée à 10 ml de
tampon en utilisant le même montage que celui de l’étude de dégradation.
À plusieurs intervalles de temps, des prélèvements de imI chacun sont
aspirés et placés dans des tubes Eppendorf de 1.5 ml puis centrifugés à
une vitesse de 10000 rpm pendant 15 minutes. Le dosage de l’ADN dans
le surnageant a été effectué par spectrophotométrie UV à une longueur
d’onde Àmax de 260 nm (Hitachi, U-2001 spectrophotomètre UVNis,
Japon). Un ml de tampon frais est ajouté à chaque tube pour compenser le
prélèvement et maintenir des conditions de libération optimales.
7.7. Modélisation du procédé de préparation des
nanoparticules
Un plan expérimental a été adopté afin de tester l’influence de trois
variables (entrées), soit la pression d’homogénéisation, la concentration du
polymère, et la concentration du tensioactif, sur deux caractéristiques
physiques (sorties), soit la taille des nanoparticules et la surface des
micropores. Pour ce faire, 36 lots de nanoparticules ont été préparés. Les
données ont été modélisées à l’aide de deux logiciels commerciaux: Le
premier est le Neuroshell® Predictor (version 2.2, Ward Systems Group,
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Inc. Frederick, MD), qui combine les réseaux de neurones et un algorithme
génétique. Le deuxième logiciel est le NeuroSolutions® (Version
d’évaluation 4.3, NeuroDimension Inc., Gainesville, FL).
7.7.1. Neuroshell© Predictor
Ce logiciel comprend un réseau pré-construit du type rétro-propagation. La
figure 12 illustre son mode de fonctionnement:
Entrée I ) fa)
o Sortie
Entrée 2 c.: Caché I
Entrée I
Sortie
Entrée 2
Entrée I
Sortie
Entrée 2
(b)
(C) Caché I
Caché 2
Figure 12. Mode de fonctionnement du RNA construit par NeuroShell®Predictor
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Celui-ci débute avec des connexions directes pondérées entre les entrées
et les sorties, sans unités cachées interconnectées. Les poids sont
attribués d’une façon aléatoire, et la performance du réseau est mesurée.
Ensuite, un neurone caché est ajouté, recevant une connexion pondérée
d’une unité d’entrée, pour la transférer au neurone de sortie. Encore une
fois l’erreur est calculée, et utilisée pour l’ajout d’un autre neurone caché,
etc. L’apprentissage continue jusqu’à ce que l’erreur diminue et atteigne
un certain seuil, ou jusqu’à ce que le nombre de neurones cachés atteigne
un maximum prédéterminé.
7.7.2. NeuroSolutions©
L’utilisation de NeuroSolutions® comprend deux interfaces: NeuraIBuiIde,
pour la construction de réseaux et Neurosolutïons pour Excef pour la
représentation graphique de données. Ce logiciel offre une flexibilité dans
la construction du réseau en permettant de choisir, entre autres, le modèle,
l’algorithme d’apprentissage, le nombre de couches et le nombre de
neurones cachés, ainsi que la fonction de transfert. Les étapes d’utilisation
de chaque interface sont résumées par les figures 13 et 14 pour le
Neurosolutions pour Excef et le NeuraIBullde, respectivement.
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Entrées
(inputs)
Sorties
(outputs)
N
Apprentissage Validation
Vérification
croisée
Construction Vers
©
du reseau NeuralBuilder
Apprentissage
Vérification et
test de
prédiction
Figure 13. Étapes d’utilisation de Neurosolutions dans Excel©
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Choix du modèle de réseau
Choix du nombre de couches de neurones cachés
Pour chaque couche, design du nombre
d’éléments processeurs, et de la règle
d’apprentissage
Design de la fonction de transfert de la
couche de sortie
E
Construction du réseau par le logiciel
Neu rai Bu I Ider
I
Figure 14. Étages de construction de réseau de neurones en utilisant
NeuralBuilder dans NeuroSolutions
Perceptron Réseau à Réseau Analyse de Réseau CANFIS Réseau Cartes auto-
Multicouche alimentation modulaire composantes (Logique floue) récursif organisatrices
avant principales
Contrôle de l’apprentissage supervisé ou non
supervisé (selon le modèle choisi)
- Définir le nombre d’itérations
- Définir le nombre de cycles
- Définir le paramètre de décision de la fin
d’apprentissage
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7.7.3. Régression polynomiale
Les données ont été également analysées en utilisant SigmaStat® pour
Windows, version 3.0.1. Les résultats obtenus par la régression
polynomiale classique ont été comparés aux données prédites par les
réseaux de neurones.
7.8. Étude de la structure interne des nanoparticules
7.8.1. Mesure de la dimension fractale
La dimension fractale a été calculée selon la méthode thermodynamique
(équation 18) et celle de la distribution de taille des pores (équation 20) à
partir des isothermes d’adsorption d’azote.
7.8.2. Mesure de la lacunarité
La lacunarité a été déterminée à partir des données d’adsorption de gaz
selon la méthode suivante (Armatas, Kolonia et aI., 2002), qui est dérivée
de l’algorithme de la boîte glissante
On considère une fonction de densité de différentes tailles de pores, qui
décrit un nombre infini de groupes de pores ayant une certaine taille
moyenne de pore. Alors, Le nombre total de groupes de pores est calculé
selon l’équation
max min ‘Nfr) = Equation 26
r0
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OÙ
‘nlax et rrnm représentent les tailles maximale et minimale de pores, selon
les données de l’adsorption de gaz, et r0 représente l’étalon de mesure,
qui est égal à 0.5 nm, une valeur qui correspond approximativement à la
taille d’une molécule d’azote.
Le nombre de pas de taille r0 qui contiennentt s pores est défini comme
n(s’, ro), et la séquence de probabilité est donnée par l’équation:
p(s,r) = Equation 27
N(r0)
La probabilité normalisée est alors:
p’(s,i) = p(s,i) Équation 28
p(s,r0)
Enfin, les moments de premier et deuxième ordre de la distribution sont
définis selon les équations
M1(r0)=sp(s,r0) Équation 29
M,(i0) = s2p(si’) Équation 30
La lacunarité est alors calculée en terme de moments selon l’équation
M,(r0)
L(r)
[M(i)]2
Equation 31
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VIII. INFLUENCE DES DIFFERENTS PARAMETRES DE
FORMULATION SUR LES PROPRIETES DES
NANOPARTICULES POLYMERIQUES
8.1. Microscopie électronique à balayage et microscopie à
force atomique
La figure 15 montre des images de nanoparticules de PLGA sans
cryoprotection (Figl5.a), ainsi que des nanoparticules de PLGA
cryoprotégées avec du sorbitol 0.5% p/v (Fig 15.b, 15.c) et 5% p/v (Fig
15.d). Ces lots ont été préparés à 0% plv de PVA, 10% p/v de PLGA, et à
une pression d’homogénéisation de 20000 psi. Tel que les
microphotographies le montrent, les nanoparticules obtenues sont
sphériques, et d’une taille comprise entre 100 et 700 nm. La figure 15.a
montre deux populations des nanoparticules de PLGA, une population
proche de 300 nm, et une autre proche de 700 nm, tandis que la figure
15.b montre une taille plus uniforme, avec une moyenne d’environ 200 nm.
La figure 15.c illustre une population ayant une taille moyenne de 250 nm,
en plus de quelques nanoparticules plus larges.
Les images obtenues par microscopie à force atomique confirment la taille
des nanoparticules. Les figures 16.a et 16.b représentent respectivement
une image de topographie et une image de phase pour des nanoparticu les
de PLGA cryoprotégées avec du sorbitol 0.5% p/v.
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L’image de phase montre clairement le sorbitol enrobant les
Figure 15. Microphotographies de nanoparticules de PLGA (a), PLGA,
cryoprotégées avec du sorbitol 0.5 % plv (b) et (C), et PLGA, cryoprotégées avec du
sorbitol 5% plv (U).
nanoparticules. Quant aux figures 16.c et 16.d, elles montrent des images
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ta)
Figure 16. Images AFM de nanoparticules de PLGA cryoprotégées avec du sorbitol
0.5% plv (a) topographie et (b) phase, et images AFM (topographie) de
nanoparticu les de PLA (c) et (U).
de nanoparticules de PLA préparées à 5% plv de polymère, une pression
(c) (d)
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d’homogénéisation de 5000 psi et 0% p/v PVA. La figure 17 reprend des
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Figure 17. Images AFM montrant la taille de quelques nanopartïcules de PLA
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images à l’AFM de nanoparticules de PLA, avec des mesures de taille
effectuées au microscope. D’après les images, le même lot de PLA
contient des nanoparticules qui mesurent près de 50 nm, aussi bien que
des nanoparticules de 230 nm. Cette polydispersion assez large peut être
due à l’absence de PVA puisque la stabilité de l’émulsion est relativement
réduite. Les coupes des nanoparticules de PLA sont illustrées dans la
figure 18(a) et (b).
Figure 18. Images AFM de coupes de nanoparticules de PLA, montrant des
nanosphères ainsi que des nanocapsules.
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Ces images révèlent la présence de nanosphères, aussi bien que des
nanocapsules ayant une cavité centrale assez large. La formation de
nanocapsules en même temps que les nanosphères pourrait être attribuée
au mécanisme suivant: durant l’extraction du solvant organique, une
partie du PLA migre avec le solvant vers la phase aqueuse, mais étant
insoluble dans l’eau, le polymère précipite à l’interface, produisant la forme
de nanocapsules. Une autre explication pourrait se baser sur une
coalescence éventuelle des globules aqueux internes, puisque l’émulsion
primaire est préparée en l’absence d’un tensioactif.
8.2. Taille des nanoparticules
Nous avons observé une diminution de taille des globules de la double
émulsion durant l’évaporation du solvant organique, et la formation de
nanoparticules d’un lot préparé à partir de PLA (Figure 19).
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Figure 19. Diminution de la taille des globules de la double émulsion durant
l’évaporation du dichiorométhane
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D’après la courbe obtenue, la taille des globules a diminué jusqu’à 90
minutes, durée après laquelle aucune diminution n’a été notée. Ceci est
interprété comme suit: Durant l’évaporation du solvant, les chaînes
polymériques s’enchevêtrent en raison de la viscosité qui augmente. Cela
est accompagné par une réduction du volume occupé par chacune de ces
chaînes, et par conséquent une diminution globale de la taille des
nanoparticules en développement. Cette interprétation est basée sur la
théorie du ‘blob’ proposée dans les années soixante dix. Selon ce modèle,
les chaînes polymériques enchevêtrées peuvent être considérées comme
étant formées de blobs.
Un blob peut être défini comme étant une sphère virtuelle qui comprend
une partie de chaîne de polymère. Dans ce cas, la taille d’un segment
d’une chaîne polymérique, encore appelée chaîne partielle, est
représentée par la taille du blob superposé (Figure 20). Cette taille diminue
au fur et à mesure que les chaînes s’interpénètrent (Teraoka, 2002).
Selon la théorie, la taille du blob est affectée par la densité du monomère
tout au long des chaînes tel que le montre l’équation
b4p Équation 32
où est la taille du blob, b est la taille du monomère, et p est la densité
des monomères. L’exposant négatif sur p indique que les blobs
deviennent de plus en plus petits avec une augmentation de la densité.
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Figure 20. Le concept du ‘blob’ d’une taille ayant un nombre de monomères de
taille b (adapté de (Teraoka, 2002).
La densité des monomères est définie comme étant le nombre de
monomères par unité de volume, et elle est reliée à la concentration e tel
que
p cN
— = Equation 33
N M
où N est le nombre de monomères, et M est la masse molaire du
polymère.
L’augmentation de la densité a lieu durant l’évaporation du solvant, tel
qu’illustré par la figure 21:
.
b
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Évaporation de solvant
Figure 21. Effet de la concentration de la solution de polymère sur la taille du blob.
Lorsque la concentration augmente, la taille du blob diminue de ‘a’ vers ‘b’, adapté
de (Teraoka, 2002).
Lorsque le solvant est complètement évaporé, ce qui est le cas vers la fin
des premières 90 minutes, le réseau de chaînes polymériques
enchevêtrées est déjà formé. Par conséquent, la taille de la plupart des
nanoparticules cesse de diminuer puisque le réseau polymérique formé
demeure intact malgré la formation de pore à la surface externe des
nanoparticules (Deng, Liu et aI., 2002). Cependant, après ces 90 minutes,
la taille mesurée commence à augmenter. Ce comportement pourrait se
justifier par le gonflement des nanoparticules formées, un phénomène qui
fa) f b)
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résulte d’une grande porosité de la matrice polymérique, ce qui est fort
probable avec le PLA (effet éponge).
Les figures (22-26) montrent l’effet des différents paramètres sur la taille
moyenne des nanoparticules de PLA. Ces paramètres sont la pression
d’homogénéisation, la concentration du PVA dans la phase aqueuse
externe, la concentration du sorbitol comme milieu de dispersion des
nanoparticules avant la lyophilisation, et enfin, la concentration du
polymère dans la phase organique. Chaque variable a été étudiée
séparément sur les nanoparticu les avant et après lyophilisation.
Pression d’homogénéisation
La figure 22 montre l’effet de la pression d’homogénéisation sur la taille
des nanoparticules en l’absence d’un tensioactif, et sans l’utilisation d’un
cryoprotecteur.
Une diminution significative de la taille, et plus particulièrement des
nanoparticules lyophilisées, de 726.0 nm à 297.9 nm a été observée avec
l’augmentation de la pression d’homogénéisation de 5000 à 15000 psi.
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Figure 22. Effet de la pression d’homogénéisation sur la taille des nanoparticules
de PLA préparées à 0% PVA
Ceci résulte de la création de plus petites gouttelettes durant la formation
de la double émulsion liée à l’augmentation des forces de cisaillement.
Toutefois, une augmentation de la pression entre 15000 et 20000 psi a
entraîné un faible accroissement de la taille des nanoparticules, en raison
de l’agrégation due à une énergie de surface élevée.
Concentration du tensioactîf
En ce qui concerne le PVA, la figure 23 traduit une relation inversement
proportionnelle entre la taille des nanoparticules de PLA (préparées à
5000 psi) et la concentration du PVA dans la phase aqueuse externe, et
cela pour des concentrations allant de 0.1 ¾ p/v jusqu’à 1% p/v qui est la
concentration maximale utilisée dans cette étude. Allémann et al. ont
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observé cet effet (Allémann, Gurny et aI., 1992 b) qui est attribué à la
stabilisation de la surface créée durant I’émulsification (Zweers, Grijpma et
aL, 2003).
—e—— avant lyophilisation
—O—— après lyophilisation
120 I I I I
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Figure 23. Effet de la concentration du PVA sur la taille des nanoparticules
préparées à 5% PLA et 5000psi
Silvestri et Lostritto ont dérivé une équation de premier ordre décrivant la
relation linéaire qui se développe durant I’émulsification (Silvestri and
Lostritto, 1989)
-27,°2BC1
AP AP
Équation 34
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où est le rayon moyen des globules, yest la tension interfaciale des
composantes liquides pures, AF est la pression finale à travers l’interface
huile/eau, B est une constante qui dépend du tensioactif et qui représente
une mesure de la force d’adhésion entre l’interface et le tensioactif, et
enfin C, représente la concentration du tensioactif. Par ailleurs, il n’ y a
pas eu de différence significative de taille avant et après lyophilisation,
preuve d’une bonne capacité de dispersion du PVA.
L’utilisation de PVA de plus haut poids moléculaire, 13000-23000, a
produit des nanoparticules relativement plus larges à cause de
l’augmentation de la viscosité de la phase externe. La figure 24 montre cet
effet par rapport à différents lots de nanoparticules de PLGA.
Pour la même raison, de plus fortes concentrations de PVA pourraient
mener à une augmentation de taille. Murakami et al. ont constaté une
augmentation de la taille des nanoparticules de PLGA lorsque la
concentration du PVA s’est accrue de 2% wlv à 6% w/v (Murakami,
Kawashima et aI., 1997). Il a été démontré qu’une couche de tensioactif
est essentielle pour couvrir les nanoparticules, mais que l’excès présent
dans la phase externe augmente sa viscosité, et par conséquent diminue
l’efficacité de l’émulsification (Guinebretière, Briançon et aI., 2002).
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(A) PVA 1%w/v Mw 13,000-23,000, pression 20,000
(B) PVA 1%w/v Mw 9,000-10,000, pression 20,000
(C) PVA 0.5%wlv Mw 9,000-10,000, pression 20,00
(D) PVA 1% w/v Mw 13,000-23,000, pression 5,000
(E) PVA 1%w/v Mw 13,000-23,000, pression 10,000
Figure 24. Effet de la concentration et du poids moléculaire du PVA, ainsi que de
la pression d’homogénéisation sur la taille moyenne de quelques lots choisis de
nanoparticules de PLGA
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À la suite de ces résultats, il est possible de dégager deux idées
importantes: la première étant la possibilité de préparer des
nanoparticules d’une taille appropriée sans l’utilisation d’un tensioactif,
dont l’élimination pourrait être fastidieuse, la deuxième idée étant
l’agrégation évidente des nanoparticules en l’absence du PVA, tel qu’il est
illustré par la figure 23.
Ce problème a été partiellement résolu par l’utilisation d’un cryoprotecteur,
le sorbitol. La figure 25 montre une réduction nette de l’agrégation de
nanoparticules, avec une augmentation de la concentration du sorbitol
dans la suspension finale jusqu’à 1%.
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Figure 25. Effet du sorbitol sur la taille des nanoparticules préparées à 5% PLA et
5000 psi
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Toutefois, lorsque la concentration du sorbitol augmente de 1% p/v à 5%
p/v, aucun changement de taille n’est observé, dû probablement à la
neutralisation de l’effet anti-agrégant du sorbitol par son caractère
hygroscopique qui favorise l’agrégation des nanoparticules.
Le tableau 1 met en évidence l’effet des différentes concentrations de
sorbitol sur la taille des nanoparticu les.
Conc.
du
sorbitol
(%p/v)
o
0.5
5
Taille initiale de NP
(avant
lyophilisation) (nm)
moyenne± D. S.
226.30 ± 19.93
205.05± 6.15
233.50± 23.76
218.95± 22.84
Taille finale de NP Tfrr1
(après
lyophilisation) (nm)
moyenne± D. S.
726.00 ± 63.67 3.20
357.60±2.55 1.74
312.35±1.06 1.34
324.65±1.91 1.48
Tableau 1. Caractéristiques physiques de nanoparticules préparées à 5% PLA, 0%
PVA et 5000 psi, cryoprotégées en utilisant différentes concentrations de sorbitol
Des valeurs de Tf/Tl,(taille de NP après lyophilisation) I (taille de NP avant
lyophilisation), proches de 1 indiquent que la taille initiale a été maintenue,
tandis que des valeurs approchant ou même dépassant 2 traduisent une
agrégation significative des nanoparticules.
Surface
spécifique
BET (m2Ig)
moyenne±
D.S.
19.03±0.30
4.56±0.24
2.82±0.81
0.20±0.15
Volume total
de pote
(cm3lg)
moyenne±
D.S.
0.240 ±0.018
0.046 ±0.016
0.037 ±0.006
0.010 ±0.003
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En l’absence de cryoprotection, une agrégation macroscopique et
irréversible est observée. Le mécanisme d’action des cryoprotecteurs
réside dans leur capacité d’agir en tant qu’une matrice d’espacement entre
les nanoparticules, empêchant ainsi leur agrégation. L’addition d’agents
cryoprotecteurs induit un arrangement irrégulier des molécules dans la
masse vitrée interstitielle, produisant un plus grand espace interne, et par
conséquent, menant à une densité réduite comparée à la masse plus
ordonnée formée par les cristaux de glace. Cela fait que la masse
congelée se comporte plus comme un fluide que comme un solide. De
plus, les nanoparticules acquièrent une meilleure protection mécanique, ce
qui empêche leur agrégation ou encore n’importe quel changement qui
pourrait être lié à la pression développée par la croissance des cristaux de
glace (Saez, Guzmàn et aI., 2000).
Effet de la concentration du polymère
Lorsque la concentration du PLA s’accroît de 5% à 7.5% et puis 10%, la
taille des nanoparticules augmente en conséquence, et ceci pour toutes
les valeurs de pression d’homogénéisation utilisées (Figure 26). Plusieurs
auteurs ont noté le même phénomène (Scholes, Coombes et al., 1993;
Quintanar-Guerrero, Fessi et al., 1996; Kwon, Lee et aI., 2001; Chorny,
Fishbein et aI., 2002; Mainardes and Evangelista, 2005), qui pourrait
s’expliquer par la faible capacité de dispersion qui accompagne
l’augmentation de la viscosité de la phase organique. Ceci crée une
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Figure 26. Effet de la concentration du polymère (PLA) sur la taille des
nanoparticules préparées à des différentes pressions d’homogénéisation
De gros globules sont ainsi obtenus qui, lors de l’évaporation du solvant,
résistance qui s’oppose aux forces de cisaillement opérant durant
l’homogénéisation.
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produisent des nanoparticules de plus grande taille.
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8.3. Porosité et surface spécifique
Le tableau 2 regroupe les données de surface spécifique et de porosité, de
même que la taille des nanoparticules préparés à partir du PLGA, du PLA,
du tribloc (PLA-PEG-PLA) et du multibloc (PLA-PEG-PLA).
Polymère Taille de NP (nm) Surface Volume total de
moyenne ± D.S. spécifique BET pores cm3! g
m2 I g moyenne ± D.S.
moyenne ± D.S.
PLGA 178.15±16.90 9.73±0.79 0.070±0.020
PLA 177.91±3.54 20.42±0.94 0.170±0.005
PLA-PEG-PLA 176.70±1.55 0.49±0.09 0.008±0.004
(PLA-PEG-PLA)n 171.95±13.22 1.81±0.94 0.023±0.002
Tableau 2. Caractéristiques physiques de nanoparticules préparées à partir de
différents polymères biodégradables
Ces lots ont été préparés à 10% p/v de polymère, 1% plv de PVA, et une
pression d’homogénéisation de 10000 psi. Alors qu’il n’y a pas eu de
différence significative de taille parmi les différents lots, la surface
spécifique et la porosité ont démontré, par contre, une grande variation
d’un polymère à l’autre. Les nanoparticules de PLA révèlent les plus
grandes valeurs de surface spécifique et de porosité, 20.42 m2/g et 0.17
cm3/g respectivement. Par contre, celles du tribloc montre les plus petites
valeurs: 0.49 m2/g et 0.008 cm3/g. Étant donné que la taille est quasiment
la même entre les différents lots, cet écart majeur dans les valeurs de
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surface spécifique pourrait alors confirmer des porosités différentes, qui à
leur tour, seraient responsables des différents comportements de
libération.
La présence de longues chaînes et une polydispersité assez faible
pourraient être la raison de la grande porosité du PLA, puisque cela a pour
effet de créer de larges pores entre les chaînes. Cette hypothèse est
schématisée par la figure 27.
Figure 27. Schéma illustrant la différence de porosité entre les nanoparticules de
PLA pur (A) et de copolymère (B)
Par contre, le tableau 2 montre une plus petite valeur de porosité, 0.07
cm3/g pour les nanoparticules de PLGA. Il a été proposé que cela résulte
d’une polydispersité élevée, où les chaînes les plus courtes interpénètrent
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les plus longues. Dans le cas du tribloc et du multibloc, les sections
relativement plus courtes du PEG rempliraient les espaces entre les
chaînes plus longues du PLA, et contribueraient ainsi à une diminution de
la porosité de la matrice du co-polymère. D’ailleurs, cette hypothèse est
confirmée par la présence d’une grande proportion de pores de petite taille
associée au multibloc (Figure 28). En outre, le tribloc contenant la plus
grande proportion de PEG (Quesnel and Hildgen, 2002) a particulièrement
produit des nanoparticules ayant la plus petite porosité.
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Figure 28. Changement du volume cumulatif de pores avec le diamètre moyen de
pores pour les nanoparticules préparées de différents polymères biodégradables
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Dans ce contexte, nous tenons à mentionner que le phénomène
d’interpénétration de chaînes a été déjà rapporté dans la littérature (Lapp,
Moffin et al., 1992), et qu’il est relié au concept du ‘blob’ décrit dans la
section précédente.
La figure 28 montre la distribution de taille des pores pour les différents
polymères. En ce qui concerne les nanoparticules de PLA, le changement
du volume total de pore avec la taille des pores (dVldp) a suivi
l’augmentation du diamètre des pores. Cela est observé aussi, mais à un
moindre degré, pour les nanoparticules de PLGA. Cette propriété révèle
un simple réseau poreux. Par contre, les nanoparticules de tribloc et de
multibloc possèdent un réseau poreux plus complexe, puisque dV/dp
augmente avec la diminution de taille des pores. Autrement dit, plus on
diminue l’échelle de mesure, plus on trouve de pores. Cette propriété est
reliée au caractère fractal, ou complexe, du réseau, qui sera décrit en
détail dans le chapitre 10. La complexité est le résultat d’une contribution
majeure de petits pores, ce qui implique la présence de plus de parois et
de partitions (Rizkalla, Hildgen etal., 1999).
La figure 29 reprend la distribution de taille des pores pour des
nanoparticules de PLA préparées aux différentes valeurs de pression
d’homogénéisation utilisées. Une distribution décalée vers les plus petites
tailles pourrait être nettement observée pour les lots de 10000 à 20000 psi.
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Figure 29. Changement du volume cumulatif de pores en fonction du diamètre
moyen de pores pour des nanoparticules préparées à des différentes pressions
d’homogénéisation
Un tel résultat est relié à une plus petite taille des nanoparticules elles-
mêmes, comparée au lot préparé à 5000 psi.
L’effet de différentes concentrations du PVA sur la distribution de taille des
pores est illustré dans la figure 30. Lorsque la concentration du PVA
augmente, le diamètre moyen des pores diminue. Cette relation pourrait
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s’expliquer par la diminution de la taille des nanoparlicules elles-mêmes,
ou par l’augmentation de la viscosité de la phase aqueuse externe de la
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Figure 30. Changement du volume cumulatif de pores en fonction du diamètre
moyen de pores pour des nanoparticules préparées à des différentes
concentrations de tensioactif
double émulsion, qui à son tour affecterait la vitesse d’évaporation et/ou de
l’extraction du solvant organique, et par conséquent la formation de pores.
Concernant le sorbitol, il semblerait assez évident que l’augmentation de
sa concentration pourrait obturer les pores à la surface des nanoparticules.
D’ailleurs, la figure 31 montre effectivement une diminution significative
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Figure 31. Changement du volume cumulatif de pores en fonction du diamètre
moyen de pores pour des nanopartïcules cryoprotégées avec différentes
concentrations de sorbitol
des pores de grande taille causée par la précipitation du sorbitol à la
surface.
8.4. Étude de la dégradation
Le changement de la porosité et de la surface spécifique BET de
nanoparticules de PLA durant une période de dégradation de 17 jours est
résumé dans le tableau 3. Selon les résultats obtenus, il y a eu une
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augmentation initiale rapide de surface et de porosité durant le premier
jour uniquement. Cet effet est attribué à la pénétration du milieu de
dégradation à l’intérieur de la matrice polymérique avec la formation
subséquente de nouveaux pores.
jour Surface Volume total
spécifique de pore
BET (m2/g) (ml/g)
moyenne± moyenne±
D.S. D.S.
0 19.03±0.30 0.2396±0.018
1 23.38±1.96 0.2672±0.007
3 20.28±0.68 0.2691±0.019
6 20.21±0.55 0.2547±0.015
10 16.14±0.86 0.2106±0.012
14 13.04±1.96 0.1935±0.008
17 10.04±0.24 0.1840±0.016
Tableau 3. Changement de la surface spécifique et de la porosité des
nanoparticules durant la dégradation
Une diminution graduelle de la surface est observée par la suite: ce
comportement accompagne la coalescence de pores déjà présents et, en
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même temps, la diminution de la porosité totale puisque les particules se
désagrègent et/ou s’érodent, tel qu’illustré par la figure 32.
..
. - .
-.
.
Pores
ne nanoparticule durant la dégradation
-.
1
.4-.,
•.
Figure 32. Formation de pores et désagrégation des nanoparticules durant la
dégradation
La figure 33 reprend la distribution de taille des pores durant la
dégradation, une augmentation des pores de large diamètre est nettement
observée du jour O jusqu’au jour 6.
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8.5. Libération in vitro de l’ADN
La figure 34 montre la libération in vitro de l’ADN à partir de nanoparticules
préparées de différents polymères. Le comportement vis-à-vis de la
libération est le résultat net de plusieurs facteurs co-agissants. Les
nanoparticules de PLA montrent la libération la plus rapide: un
comportement justifié par la plus grande porosité initiale (tableau 2) et par
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Figure 33. Changement du volume cumulatif de pores en fonction du diamètre
moyen de pores pour les nanoparticules durant la dégradation
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le réseau poreux le plus simple, ce qui facilite la diffusion. De plus, une
autre raison réside dans la dégradation rapide du polymère, due à une
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Figure 34. Libération de l’ADN à partir de nanoparticules préparées en utilisant
différents polymères biodégradables
cristallinité réduite (Martinez, Lairion et aI., 1997), avec la formation
subséquente de plus de pores. Pour les trois polymères: le PLA, le PLGA
et le multibloc, il y a eu un burst significatif durant les premières heures,
résultant de la diffusion de l’ADN proche de la surface et des pores déjà
existants dans les nanoparticules. Ce burst a été suivi par une libération
plutôt graduelle, durant laquelle une diffusion à partir de l’intérieur de la
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matrice et une dégradation du polymère ont lieu conjointement. Le milieu
aqueux de la libération pénètre lentement dans la structure interne des
nanoparticules causant une dégradation progressive des chaînes
polymériques et une augmentation de porosité (Martinez, Lairion et al.,
1997).
Par contre, le burst a été moins prononcé dans le cas du tribloc, où les
nanoparticules sont moins poreuses. Ayant uniquement des pores de petit
diamètre, la diffusion de l’ADN qui se fait bien au début de la libération est
ainsi limitée.
Ces résultats sont en nette contradiction avec ceux rapportés dans la
littérature, où l’incorporation de chaînes hydrophiles du PEG augmente la
libération du principe actif à partir du co-polymère, dû à un effet sur la
dégradation de la matrice (Hu and Liu, 1993; Youxin and Kissel, 1993;
Shah, Zhu et al., 1994; Kissel, Li et al., 1996; Matsumoto, Nakada et al.,
1999).
L’effet de la porosité pourrait avoir joué un rôle prédominant, et
conséquemment la libération de l’ADN se ferait par diffusion à travers les
pores, plutôt que par érosion. La différence existant parmi les vitesses de
libération pourrait être interprétée selon le même principe. Selon la
littérature, le tribloc ayant un poids moléculaire plus bas, aurait
distinctement montré une libération plus rapide (Matsumoto, Nakada et al.,
1999). Cependant, une porosité totale plus élevée des nanoparticules de
multibloc, a probablement compensé un tel effet.
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IX. MODÉLISATION DU PROCÉDÉ DE PRÉPARATION DES
NANOPARTICULES DE PLA EN UTILISANT LES RÉSEAUX
DE NEURONES ARTIFICIELS ET L’ALGORITHME
GÉNÉTIQUE
Dans le chapitre précédent, l’effet de chacun des paramètres sélectionnés
a été étudié individuellement en variant un seul paramètre à la fois.
Cependant, puisque l’influence d’une variable quelconque pourrait être
modifiée par une autre, il paraît donc avantageux d’étudier simultanément
l’effet des trois paramètres sélectionnés, afin de modéliser, ne serait-ce
que d’une manière descriptive, le procédé de préparation des
nanoparticules.
Ce chapitre se compose de deux parties. En premier lieu, les résultats de
la modélisation réalisée en utilisant le logiciel Neuroshell® Predictor sont
présentés; cette modélisation a été effectuée en suivant deux stratégies,
les réseaux de neurones et l’algorithme génétique. Le NeuroShell®
Predictor est un système de type ‘boîte noire’, ce qui signifie que
l’utilisateur n’a pas de contrôle sur la configuration du réseau. Les valeurs
prédites ont été ensuite comparées aux valeurs calculées à partir du
modèle de régression.
Par la suite, les résultats de la modélisation obtenus en utilisant le logiciel
NeuroSolutions® sont présentés. Ce logiciel permet de configurer le
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réseau, donc de choisir le modèle, de préciser sa topographie, le nombre
de neurones cachés, et d’avoir un contrôle sur l’apprentissage.
9.1. Design expérimental et valeurs obtenues
Le tableau 4 montre le design expérimental suivi pour la modélisation,
ainsi que les données expérimentales de taille pour les 36 lots de
nanoparticules de PLA préparés en utilisant trois niveaux pour la
concentration du polymère et celle du tensioactif (représentant deux
variables de la formulation) et quatre niveaux pour la pression
d’homogénéisation (représentant une variable du procédé de fabrication).
Ces mêmes données sont illustrées par les graphiques tridimensionnels de
la figure 35. Dans cette figure, l’effet du PVA et de la pression
d’homogénéisation sur la taille des nanoparticules est étudié pour chaque
concentration du PLA: 5%, 7.5% et 10% p/v (Figure 35 a, b et c
respectivement). En comparant les trois graphiques, on observe à
l’évidence une augmentation globale de la taille avec une augmentation de
la concentration du PLA, due à une augmentation de la viscosité des
globules de la double émulsion, produisant une haute tendance à
l’agrégation durant l’évaporation du solvant. À une concentration constante
de PLA, une diminution de la taille des nanoparticules peut être observée
avec une augmentation de la concentration du PVA, en raison de son effet
stabilisateur sur l’émulsion, et à la prévention de l’agrégation des globules
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# de lot Concentration Pression Concentration Taille (nm)
du polymère
(%plv)
1 5
2 5
3 5
4 5
5 5
6 5
7 5
8 5
9 5
10 5
11 5
12 5
13 7.5
14 7.5
15 7.5
16 7.5
17 7.5
18 7.5
19 7.5
20 7.5
21 7.5
22 7.5
23 7.5
24 7.5
25 10
26 10
27 10
28 10
29 10
30 10
31 10
32 10
33 10
34 10
35 10
36 10
(psi)
5000
5000
5000
10000
10000
10000
15000
15000
15000
20000
20000
20000
5000
5000
5000
10000
10000
10000
15000
15000
15000
20000
20000
20000
5000
5000
5000
10000
10000
10000
15000
15000
15000
20000
20000
20000
du PVA
(% plv)
0.1 295.3
0.5 225.5
1 141.3
0.1 214.5
0.5 177.0
1 137.8
0.1 229.0
0.5 178.1
1 128.2
0.1 205.4
0.5 176.3
1 152.4
0.1 387.0
0.5 197.1
1 169.8
0.1 343.3
0.5 197.0
1 158.1
0.1 290.6
0.5 196.8
1 153.2
0.1 413.6
0.5 188.5
1 173.4
0.1 545.2
0.5 211.8
1 192.6
0.1 502.2
0.5 194.4
1 183.5
0.1 437.9
0.5 219.4
1 178.9
0.1 500.2
0.5 214.9
1 178.0
Tableau 4. Design expérimental utilisé dans l’étude de modélisation et données
expérimentales de taille
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Figure 35. Surfaces de réponse pour les données expérimentales de taille (a) NP à
5% plv de PLA, (b) NP à 7.5% plv de PLA et (C) NP à 10% plv de PLA
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naissants dans la double émulsion. Les figures 35(b) et 35(c) montrent des
courbes biphasiques, où la taille chute brusquement de 400-500nm à 150-
200 nm avec l’augmentation de la concentration du PVA de 0.1 à 0.5 %
p/v, pour suivre ensuite une diminution légère et plus graduelle jusqu’à la
concentration maximale utilisée (1% p/v), et cela pour toutes les valeurs de
pression. Quant à la pression, son effet dépendait du tensioactif, étant plus
prononcé à des faibles concentrations de PVA, pour être presque aboli
avec l’augmentation des concentrations, comme le montrent les différentes
zones des graphiques mentionnés.
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9.2. NeuroSheil © predictor, apprentissage et prédictions
Le modèle de réseau préconstruit par le logiciel NeuroShell® Predictor est
du type ‘alimentation avant’, fournissant un apprentissage rapide et
ajoutant des neurones cachés selon le besoin. Par ailleurs, le réseau
construit comprend un seul neurone de sortie, et pat conséquent il a fallu
construire un réseau pour chaque valeur de sortie : soit la taille ou la
surface des micropores.
Tout d’abord, toutes les données ont été utilisées pour l’apprentissage.
Les données calculées par le réseau de neurone et par l’algorithme
génétique représentent la capacité de chaque système à établit une
corrélation mathématique entre les entrées ou variables indépendantes, et
les sorties ou variables dépendantes. En d’autres termes, elles expriment
la capacité ‘d’apprendre’ la relation qui existe entre les entrées et les
sorties.
9.2.1. Modèles représentant l’effet sur la taille
La figure 36 reprend les données expérimentales de taille, ainsi que les
valeurs calculées par chaque modèle. Cette figure montre que les deux
réseaux ont réussi à apprendre, bien que les sorties que fournit le RNA
soient plus proches des valeurs expérimentales.
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Figure 36. Données de taille expérimentales et calculées par le NeuroShell
Predictor pour 36 lots de nanoparticules de PLA
La figure 37 présente l’évolution des paramètres de performance du
réseau de neurone construit en fonction du nombre de neurones cachés.
Ainsi, nous observons nettement une diminution de l’erreur moyenne (de
50 à 10), et de la RECM(de >60 à 1O), ainsi qu’une augmentation du
coefficient de détermination (de 0.68 à 0.98) avec le nombre de neurones
cachés, jusqu’à l’arrêt de l’apprentissage à 31 neurones. De même, la
performance du modèle génétique est illustrée par la figure 38.
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Figure 37. Progression de I’RECA’f, du R2, et de l’erreur moyenne en fonction du
nombre de neurones cachés durant l’apprentissage avec NeuroShell Predictor
(stratégie neuronale)
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Figure 38. Progression de I’RECM, du R2, et de l’erreur moyenne en fonction du
nombre de générations durant l’apprentissage avec NeuroShell Predictor
(stratégie génétique)
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L’erreur moyenne E ainsi que la RECM ont changé avant de finalement se
stabiliser après 204 générations. Le tableau 5 résume les modèles, les
coefficients de détermination (R2), l’erreur moyenne E, l’erreur carrée
moyenne ECAJ, et la racine carrée de l’ECM (ou RECM) après la session
d’apprentissage en utilisant les 36 points expérimentaux. Le coefficient de
détermination multiple est déjà défini dans l’introduction de cet ouvrage.
Les autres paramètres sont définis tel que
Si Vact est la valeur expérimentale, Vpred est la valeur prédite ou calculée par
le modèle, et N est le nombre de points expérimentaux,
Alors l’erreur moyenne E est définie tel que
aU pIE Equation 35
N
Et l’erreur carrée moyenne ECAJ est calculée tel que
(Ict — Vd
2 -
E
‘M = Equation 36N
L’erreur carrée moyenne est choisie comme paramètre de performance du
réseau afin de repérer facilement les écarts, de même que pour annuler le
signe négatif obtenu lorsque la valeur expérimentale est supérieure à celle
prédite par le modèle.
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Modèle neuronal Modèle génétique
0.987772 0.912239
Erreur moyenne 9.297591 22.84510
Coeff. de Corrélation 0.993867 0.9551 36
Erreur carrée moyenne 149.4141 1072.372
(ECM)
Racine carrée de l’Ecu 12.22351 32.74709
Tableau 5. Statistiques d’apprentissage selon les modèles neuronal et génétique en
utilisant le NeuroShell® Predictor
Selon le tableau 5, la taille a été modélisée avec succès en utilisant les
réseaux de neurones de même que l’algorithme génétique, quoique le
réseau de neurones se montre supérieur, présentant un meilleur
coefficient de détermination, et des paramètres d’erreur plus faibles,
preuve que les valeurs calculées étaient plus proches des valeurs
expérimentales.
Afin de tester la capacité de prédiction de chaque modèle, l’étape suivante
a été d’exclure des données de l’apprentissage les 12 données
représentant les lots préparés à 7.5% p/v de PLA, puis de construire un
nouveau modèle avec les 24 lots restants, et finalement tester les modèles
construits sur les lots exclus. Le tableau 6 montre les paramètres
statistiques de chaque modèle durant l’apprentissage puis durant la
prédiction.
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Modèle neuronal Modèle génétique
Paramètres de l’apprentissage
R2 0.931298 0.934281
Erreur moyenne 20.45882 21.24865
Coeff. de corrélation 0.965038 0.966933
Erreur carrée moyenne 981.9074 939.2708
(ECÀJ)
Racine carrée de l’ECA.J 31.33540 30.64752
#de neurones cachés 19 neurones 101 générations
ou de générations
Paramètres de la prédiction
R2 0.768583 0.903412
Erreur moyenne 28.50528 17.29252
Coeff. de corrélation 0.881519 0.951 350
Erreur carrée moyenne 1866.766 778.9807
(ECA!)
Racine carrée de l’ECAf 43.20146 27.91022
Tableau 6. Paramètres statistiques des deux modèles neuronal et génétique durant
l’apprentissage, puis la prédiction de taille des lots à 7.5% PLA plv
Nous tenons â mentionner que le R2, le coefficient de détermination multiple, est
différent du r2 le coefficient de détermination. Les deux valeurs sont égales dans
une analyse de régression, mais pas en utilisant les réseaux de neurones, ou
toute autre technique de modélisation.
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Bien que la performance des deux modèles ait été presque équivalente
durant l’apprentissage, le modèle génétique s’est avéré plus puissant en
ce qui concerne la prédiction. T0rkolu et al. ont constaté le même
phénomène, en utilisant ce type de réseau pour modéliser un procédé
galénique (T0rkolu, Aydin et al., 1999).
Il est cependant à noter que les lots qui ont été exclus et utilisés pour
tester la prédiction des deux modèles, représentaient des lots de 7.5% p/v
de PLA, ainsi les valeurs de taille dans ce lot étaient comprises dans la
gamme de tailles déjà ‘vues’ par le réseau durant l’apprentissage puisque
ce dernier a été achevé avec des valeurs de taille aussi petites que 137.8
nm (5% de PLA) et aussi grandes que 545.2 nm (10% de PLA), comme le
montre le tableau 4. Or, nous avons tenté de tester la prédiction d’une
manière plus approfondie. À cette fin, les lots à 5%, puis ceux à 10% ont
été exclus durant l’apprentissage et la prédiction du nouveau réseau
construit à chaque fois a été testée sur ces lots.
La performance de chaque modèle construit est illustrée par les tableaux 7
et 8. Les coefficients de détermination soulignent que les différents
modèles ont ‘appris’ la relation existant entre les entrées et les sorties;
mais qu’ils ont été incapables de généraliser (R2 pas calculable). Les
résultats manifestent, tout de même, un certain succès dans la prédiction
de taille pour le lot à 10% p/v de PLA.
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Modèle neuronal Modèle génétique
Paramètres de l’apprentissage
R2 0.832723 0.925695
Erreur moyenne 38.15354 21.27181
Coeff. de corrélation 0.912537 0.962135
Erreur carrée moyenne 2536.616 1126.770
(EcAf)
Racine carrée de l’ECAf
50.36483 33.56739
# de neurones cachés
ou de générations 19 neurones 324 générations
Paramètres de la prédiction
R2 Pas calculable Pas calculable
Erreur moyenne 55.30218 55.60850
Coeff. de corrélation 0.861355 0.788947
Erreur carrée moyenne 4306.942 5737.936
(ECAJ)
Racine carrée de l’ECAI
65.62730 75.74916
Tableau 7. Paramètres statistiques des deux modèles neuronal et génétique durant
l’apprentissage, puis la prédiction de taille des lots à 5% PLA plv
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Modèle neuronal Modèle génétique
Paramètres de l’apprentissage
R2 0.912924 0.796091
Erreur moyenne 14.98867 23.79060
Coeff. de corrélation 0.955470 0.892351
Erreur carrée moyenne
(ECM) 499.4756 1169.634
Racine carrée de l’ECM
22.34895 34.19992
# de neurones cachés
ou de générations 19 neurones 193 generations
Paramètres de la prédiction
R2 0.673071 0.646706
Erreur moyenne 67.84551 58.07767
Coeff. de corrélation 0.850846 0.983324
Erreur carrée moyenne
(ECAJ) 6737.172 7280.495
Racine carrée de l’Ec’M
82.08028 85.32581
Tableau 8. Paramètres statistiques des deux modèles neuronal et génétique durant
l’apprentissage, puis la prédiction de taille des lots à 10% PLA plv
Les valeurs de taille prédites pour les lots à 7.5%, 5% et 10% p/v de PLA
sont reprises dans les figures 39-41 respectivement. La figure 39 montre
que les prédictions du modèle génétique étaient plus proches des valeurs
mesurées, contrairement à la figure 40 qui montre une surestimation
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générale des valeurs de taille par l’algorithme génétique, tandis que le
résultat des réseaux de neurones dépendait du lot. Une sous-estimation
apparaissait périodiquement, parce qu’elle correspondait aux lots préparés
à 1% p/v de PVA, tandis qu’une surestimation correspondait aux lots
préparés à 0.1% p/v de PVA.
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Figure 39. Taille moyenne des NP: Valeurs expérimentales et prédites pour les lots
à 7.5% plv de PLA
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Figure 40. Taille moyenne des NP: Valeurs expérimentales et prédites pour les lots
à 5% p!v de PLA
Finalement la figure 41 révèle des prédictions de l’algorithme génétique
qui sous-estiment légèrement les valeurs mesurées, sauf pour les lots à
0.5% p/v de PLA, où nous observons une différence prononcée entre les
deux valeurs. Le cas du réseau de neurones était différent. Une sous-
estimation à Oi% PVA, une surestimation à 0.5% PVA et une valeur très
proche de la valeur expérimentale à 1% PVA, et ceci pour toutes les
valeurs de la pression d’homogénéisation.
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Figure 41. Taille moyenne des NP: Valeurs expérimentales et prédites pour les lots
à 10 % plv de PLA
À partir de ces trois cas, nous pouvons déduire que les données utilisées
pour l’apprentissage d’un réseau de neurones doivent couvrir l’espace
expérimental et contenir une variété d’informations afin de permettre au
réseau de bien généraliser. Ceci a été bien rapporté dans la littérature
(Sun, Peng etal., 2003).
24 25 26 27 28 29 30 31 32 33 34 35 36 37 38
N° de lot
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9.2.2. Modèles représentant l’effet sur la surface des micropores
Les données de surface des micropores et les valeurs prédites à partir des
deux modèles sont illustrées dans la figure 42.
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Figure 42. Données de surface des micropores, expérimentales et prédites par le
Neuroshell® Predictor
Une fois de plus, le réseau de neurones a fourni des valeurs plus proches
des données expérimentales. Cela est d’avantage confirmé par les
paramètres de chaque modèle qui figurent dans le tableau 9. Ces
paramètres traduisent une supériorité du RNA concernant l’apprentissage,
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avec un R2=0.97578 et une ECM = 2.04568 versus un R2 =0.79958 et une
ECM de 16.93243 pour la stratégie génétique.
Modèle neuronal Modèle génétique
R2 0.97578 0.79958
Erreur moyenne 1.20311 2.93584
Coeff. de corrélation 0.98782 0.89427
Erreur carrée moyenne 2.04568 16.93243
(EQAI)
Racine carrée de l’ECAf 1.43028 4.11490
Tableau 9. Paramètres statistiques des modèles neuronal et génétique après
l’apprentissage
La même démarche décrite pour tester la généralisation avec les données
de taille a été suivie avec les données de surface des micropores. Les
résultats obtenus, récapitulés dans les tableàux (10-12) et reprises dans
les figures (43-45) révèlent une meilleure prédiction pour les lots à 7.5%
p/v de PLA.
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Modèle neuronal Modèle génétique
Paramètres de l’apprentissage
R2 0.938870 0.746776
Erreur moyenne 1.727037 3.612487
Coeff. de corrélation 0.968953 0.864264
Erreur carrée moyenne 5.775749 23.92548
(ECA,)
Racine carrée de l’Ec11f 2.403279 4.891367
# de neurones cachés 16 neurones 140 générations
ou de générations
Paramètres de la prédiction
R2 0.870159 0.881294
Erreur moyenne 2.608573 1.900602
Coeff. de corrélation 0.9691 09 0.959142
Erreur carrée moyenne 8.230808 7.524934
(ECM)
Racine carrée de l’E 2.868938 2.743161
Tableau 10. Paramètres statistiques des deux modèles neuronal et génétique
durant l’apprentissage, puis la prédiction de surface des micropores des lots à
7.5% plv de PLA
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Modèle neuronal Modèle génétique
Paramètres de l’apprentissage
R2 0.922844 0.759640
Erreur moyenne 1.229584 2.717025
Coeff. de corrélation 0.960648 0.872259
Erreur carrée moyenne 4.625172 14.40860
(EcAJ)
Racine carrée de l’E1 2.150621 3.795867
# de neurones cachés 17 neurones 118 générations
ou de générations
Paramètres de la prédiction
R2 0.815353 0.758220
Erreur moyenne 5.265537 4.649052
Coeff. de corrélation 0.905639 0.926221
Erreur carrée moyenne 24.27250 31.78279
(ECA!)
Racine carrée de l’ECA.[ 4.926713 5.637622
Tableau 11. Paramètres statistiques des deux modèles neuronal et génétique
durant l’apprentissage, puis la prédiction de surface des micropores des lots à 5%
plv de PLA
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Modèle neuronal Modèle génétique
Paramètres de l’apprentissage
R2 0.931849 0.861128
Erreur moyenne 2.015737 2.856800
Coeff. de corrélation 0.965323 0.933011
Erreur carrée moyenne 6.648709 13.54813
(ECAI)
Racine carrée de l’ECM 2.578509 3.680779
# de neurones cachés 14 neurones 101 générations
ou de générations
Paramètres de la prédiction
R2 0.627447 0.411793
Erreur moyenne 3.808176 4.307084
Coeff. de corrélation 0.852674 0.851090
Erreur carrée moyenne 19.97830 31 .54281
(Ec1)
Racine carrée de l’E1 4.469709 5.616299
Tableau 12. Paramètres statistiques des deux modèles neuronal et génétique
durant l’apprentissage, puis la prédiction de surface des micropores des lots à 10%
plv de PLA
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92.3. Importance relative des variables indépendantes
Ce terme définit la contribution de chaque variable au fonctionnement total
du système. La stratégie génétique utilise l’algorithme génétique, ou la
technique de survie du plus apte pour déterminer un schéma de poids
pour les entrées. Ce schéma détermine lesquelles des entrées sont les
plus importantes pour prédire les sorties. L’algorithme génétique va tester
plusieurs schémas de poids jusqu’à ce qu’il trouve celui qui donne les
meilleures prédictions pour les données d’apprentissage. Les poids ont
des valeurs comprises entre O et 1. Des poids proches de O signifient que
les variables de faible importance, tandis que des poids proches de 1
désignent des variables de forte contribution.
La figure 46 montre l’importance relative des entrées sur la taille et la
surface des micropores. Il paraît évident que le PVA présente une
contribution majeure par rapport à la taille, suivi par la concentration du
polymère. Par contre, la pression ne paraît exercer qu’une influence
minime sur cette propriété. Quant à la surface des micropores, elle est
manifestement influencée par les trois variables, mais avec une plus
grande contribution de la concentration du polymère. Ce facteur affecterait
la vitesse d’évaporation du solvant organique, qui semble être un
déterminant majeur de la microporosité. Une discussion plus détaillée
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Figure 46. Importance relative des variables indépendantes sur les caractéristiques
physiques des nanoparticu les
de l’effet de la concentration du polymère sur la microporosité des
nanoparticules sera présentée dans le chapitre 10.
Le besoin d’évaluer l’importance relative des variables qui régissent un
procédé devient encore plus pressant lorsque le nombre de ces variables
augmente. Dans ce cas, des paramètres d’une importance minime
pourraient être exclus de la modélisation, ce qui diminuerait
considérablement le nombre de lots ou d’essais effectués.
Polymère Pression Tensioactif
Entrée
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9.3. Résultats de la régression
9.3.1. Régression linéaire multiple
Un modèle de régression linéaire multiple a été appliqué pour les données
de taille et de surface de micropores. L’équation appliquée est de la forme
Y = + a1x1 + a,x-, + a3x3 Équation 37
où Yest la réponse (taille ou surface de micropores), x1 = concentration de
polymère; x2 = pression d’homogénéisation; etx3= concentration du PVA.
a1, a2 et a3 sont les coefficients de régression correspondants. La validité
du modèle a été vérifiée par les paramètres statistiques appropriés. Le ‘t
statistique’ est défini comme le rapport coefficient de régression/erreur
standard du coefficient de régression. Ainsi plus la valeur de ‘f augmente,
plus la variable indépendante peut être utilisée pour prédire la variable
dépendante. Le facteur d’inflation de la variance, ou le FIV, mesure la
multicolinéarité, en d’autres termes, l’inflation de l’erreur standard de
chaque coefficient de régression due à une information redondante sur les
autres variables indépendantes. Un FIV égal à 1 indique l’absence de
redondance, ce qui suggère l’absence d’interaction entre les variables
indépendantes. Les résultats sont regroupés dans les tableaux 13 et 14.
Dans le tableau 13, les coefficients a1 et a3 sont statistiquement
significatifs (p < 0.001) pour les deux variables. Cependant, une probabilité
de 0.51 et une faible valeur de t associées au coefficient a2 indiquent que
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la pression d’homogénéisation n’a qu’une influence minime et non
significative sur la taille.
Le même résultat a été reproduit pour la surface des micropores (tableau
14). Le modèle a laissé entrevoir le rôle significatif de la concentration du
polymère et celle du PVA (p = 0.005 et p < 0.001 respectivement), alors
que l’effet de pression d’homogénéisation demeurait non significatif (p =
0.204).
Coefficients Taille (nm) Erreur t Probabilité FIV
standard P
a 211.329 50.642 4.173 <0.001o
a1 21.637 5.338 4.053 <0.001 1.000
a -0.001 0.00195 -0.666 0.510 1.0002
a 217.559 29.597 7.351 <0.001 1.000
Tableau 13. Résultats de la régression linéaire multiple sur les données de taille
Coefficients Surface des Erreur t Probabilité FIV
micropores (m2/g) standard P
a 17.118 4.792 3.572 0.002o
a1 1.339 0.428 -3.129 0.005 1.000
ci2 -0.000280 0.000214 -1.308 0.204 1.000
a 20.973 2.373 8.840 <0.001 1.000
Tableau 14. Résultats de la régression linéaire multiple sur les données de surface
de micropores
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Afin de comparer la performance du modèle de régression linéaire à celle
du réseau de neurones, les valeurs prédites de chaque modèle ont été
représentées versus les valeurs expérimentales. La figure 47(a) et (b)
montre la corrélation pour les données de taille, tandis que la figure 48(a)
et (b) représente les données de surface des micropores. Une meilleure
corrélation obtenue avec les réseaux de neurones, plutôt qu’avec la
régression linéaire, est facilement observée et confirmée par les valeurs
des différents R2.
Or, le degré de lissage n’étant pas très satisfaisant, l’étape suivante a été
donc de tenter de trouver un modèle de régression non linéaire, qui
s’adapte mieux aux résultats de taille et de microporosité obtenus.
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9.3.2. Régression non linéaire
Un modèle de régression non linéaire a été appliqué sur les données
expérimentales de taille et de microporosité afin de trouver un meilleur
lissage, et aussi pour ne pas sous-estimer la capacité des méthodes
statistiques classiques.
Pour obtenir également une surface de réponse, les lots ont été classés
selon la concentration du polymère en trois groupes, et un modèle a été
construit pour chacun de ces groupes en variant la concentration du PVA
et la pression d’homogénéisation. Par ailleurs, à la suite de plusieurs
essais, la taille et la microporosité ont été modélisées par deux équations
différentes.
9.3.2.1. Régression non linéaire pour l’effet sur la taille des
nanoparticules
L’équation produisant le meilleur lissage pour la taille a été la suivante:
f +ax+by+cx2 +dy2 Équation 38
oùfest la taille des nanoparticules, x est la pression d’homogénéisation,
et y est la concentration du PVA. Cette équation a été appliquée pour
chaque concentration de polymère.
Les résultats de la régression par rapport à la taille sont rassemblés dans
le tableau 15. Un nombre d’observations en ressortent: Tout d’abord, le
modèle a produit un lissage significatif (p<0.001 pour les coefficients b et d
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Coefficient Erreur t p
standard
5%
PLA 334.9369 37.2986 8.9799 <0.0001
Yo
a -0.0135 0.0063 -2.1474 0.0689
b -129.3152 75.0725 -1.7225 0.1286
e 0.0000 0.0000 1.7731 0.1195
d 20.4673 65.5501 0.3122 0.7640
R2 = 0.8747
7.5% PLA
Yo 440.6621 45.3621 9.7143 <0.0001
a -0.0082 0.0076 -1.0810 0.3155
b -554.3271 91.3023 -6.0713 0.0005
e 0.0000 0.0000 0.6992 0.5070
d 340.5505 79.7213 4.2718 0.0037
R2 = 0.9325
10% PLA
675.0930 43.0386 15.6858 <0.0001
a -0.0119 0.0072 -1.6521 0.1425
b 1156.8624 86.6257 -13.3547 <0.0001
e 0.0000 0.0000 1.4785 0.1828
d 735.4064 75.6379 9.7227 <0.0001
R2 = 0.9828
Tableau 15. Résultats de la régression non linéaire sur les données de la taille des
nanoparticules
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pour les lots à 7.5% et 10%, mais pas ceux à 5% plv de PLA. En outre, la
valeur des coefficients de détermination (,2) pour chaque groupe est
supérieure à celle obtenue par la régression linéaire multiple, ainsi l’étape
d’après consiste à comparer les résultats de la régression non linéaire aux
prédictions des réseaux de neurones et à ceux de l’algorithme génétique.
La figure 49 montre la corrélation entre les valeurs expérimentales et
celles prédites par le RNA et la régression polynomiale. Cette dernière a
produit un coefficient de détermination r2 (0.9694) inférieur à celui du
modèle neuronal (0.9877), déjà présenté dans le tableau 5.
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La figure 50 regroupe les surfaces de réponse obtenues à partir des
résultats expérimentaux (Fig 50a) la régression non linéaire (Fig 50b), le
réseau de neurones (Fig 50c), et l’algorithme génétique (Fig 50d) pour les
lots préparés à 10% plv de PLA. lI est à remarquer que la régression
polynomiale a produit une surface de réponse quasiment plane,
contrairement aux prédictions du réseau de neurones qui se sont
montrées sensibles aux relations non-linéaires entre les entrées et la
sortie. Ce comportement avait été rapporté dans la littérature (Takahara,
Takayama et aI., 1997), et il est attribué à une plus grande capacité des
réseaux de neurones à déceler les relations complexes entre les variables
de cause et les réponses mesurées; ces relations ne peuvent être
traduites par les équations de régression connues. Par ailleurs, bien que
les prédictions basées sur l’algorithme génétique aient été supérieures à
celles du réseau de neurones (tableau 6), la surface de réponse créée
montre une forme multiphasique, dont l’aspect est bien différent des
résultats expérimentaux. Ce résultat est probablement lié au fait que, selon
l’algorithme génétique, l’influence de la pression sur la taille des
nanoparticules est quasiment nulle (Figure 46).
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Figure 50. Surfaces de réponse obtenues par les données expérimentales et par les
différents modèles pour l’effet du PVA et de la pression sur la taille des NP
préparées à 10% plv de PLA
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9.3.2.2. Régression non linéaire pour l’effet sur la surface des
micropores
La relation entre la pression d’homogénéisation, la concentration du PVA
et la surface des micropores a suivi un modèle gaussien. La régression a
été obtenue avec l’équation:
f a exp(_ O.5(((x — x0 )b)2 + ((y
—
y0 )c)2)) Équation 39
oùfest la surface des micropores, x la pression d’homogénéisation, et y
la concentration du PVA.
Les résultats de la régression sont résumés dans le tableau 16. Les
valeurs de p et t associées aux différents coefficients révèlent un lissage
relativement réussi.
La figure 51 montre la corrélation entre les valeurs expérimentales et
prédites par le RN et la régression polynomiale. Encore une fois, la
régression polynomiale démontre un coefficient de détermination
(r2=O.86537) inférieur à celui du modèle neuronal (r2=O.97299)
La figure 52 reprend les surfaces de réponse obtenues à partir des
résultats expérimentaux (Fig 52 a), la régression non linéaire (Fig 52b), le
réseau de neurones (Fig 52c), et l’algorithme génétique (Fig 52d). Encore
une fois, et contrairement à la régression polynomiale et l’algorithme
génétique, les réseaux de neurones ont fourni des prédictions qui reflètent
un aspect non linéaire.
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Coefficient Erreur t p
standard
5% PLA
x0 14288.98 1995.33 7.1612 0.0020
Yo 0.8625 0.1133 7.6136 0.0016
a 34.4601 8.6213 3.9971 0.0162
b 9030.65 5275.88 1.7117 0.1621
e 0.3264 0.1408 2.3175 0.0814
R2 = 0.91391, P=O.02]O, erreur standard= 5.0459
7.5% PLA
15336.34 1432.25 10.7078 0.0004
Yo 0.8051 0.0327 24.6493 <0.0001
a 27.1128 3.1121 8.7122 0.0010
b 10626.76 4826.38 2.2018 0.0925
e 0.3398 0.0522 6.5047 0.0029
R2= 0.96335, P=0.0039, erreur standard = 2.3098
10% PLA
x0 9816.70 371.66 26.4129 <0.0001
Yo 0.8516 0.0537 15.8607 <0.0001
a 23.3866 2.4682 9.4753 0.0007
b 4881.78 474.85 10.2807 0.0005
e 0.3552 0.0678 5.2375 0.0064
R2 = 0.96894, P=0. 0028, erreur standard = 1.6832
Tableau 16. Résultats de la régression non linéaire sur les données de la surFace
des micropores
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9.4. NeuroSolutions: Comparaison entre différents
modèles de réseaux de neurones
L’intérêt de l’utilisation de ce programme a été d’avoir un contrôle sur le
réseau construit. Les pages qui suivent présentent l’effet de la variation
des différents paramètres sur la performance du réseau, autrement dit, sa
capacité d’apprendre et de généraliser. Les paramètres étudiés ont été
l’architecture même du réseau, le nombre de neurones cachés et la nature
des données d’entrée. Le nombre de cycles d’apprentissage a été fixé à 3,
et le nombre d’itérations a été fixé à 1000/cycles. De plus, contrairement
au NeuroShell® Predictor, il a été possible de présenter les deux sorties
(taille et microporosité) au même réseau, ce qui a permis d’optimiser ainsi
les paramètres du réseau une fois pour toutes les données.
9.4.1. Architecture du réseau
Parmi les réseaux qui peuvent être construits, sept modèles ont été choisis
pour ceffe étude, étant les plus appropriés à la nature des données. Ces
modèles présentent des complexités variables et des modes de traitement
des entrées assez différents. Les réseaux choisis ont été le petceptron
multicouche (PMC), le réseau à alimentation avant généralisé (AAG), le
réseau modulaire, le réseau à analyse en composantes principales (ACP),
le réseau CANFIS basé sur la logique floue (Co-Active Neuro-Fuzzy
Figure 53. Réseau du type perceptron multicouche
Les éléments principaux:
Fichier de données s contient les entrées et les sorties désirées
Axon : couche d’éléments processeurs ayant une fonction de transfert d’identité,
agit comme une couche de neurones d’entrée
C synapse: connexion de 2 couches d’axon
D Tanhaxon : couche d’éléments processeurs ayant une fonction de transfert
sigmoïde ou hyperbolique, agit comme une couche de neurones cachés ou de
sortie
E Critérion de l’erreur carrée, calcule l’erreur entre la sortie et le signal désiré, et
ensuite le passe au réseau de la rétro propagation pour la correction de poids
F Rétro contrôle: reçoit l’erreur et la transmet au réseau de rétropropagation
G Axon arrière: Couche de neurones ayant une fonction de transfert d’identité,
s’attache à l’axon avant pour la rétropropagation
H Composantes de gradient de moment: augmentent la vitesse d’apprentissage
Contrôleurs statiques avant: contrôlent l’activation avant du réseau
J Contrôleurs statiques arrière: contrôlent l’activation de la rétroaction
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Interference System), le réseau récursif et enfin le réseau à cartes auto-
organisatrices (CAO). Les figures 53-55 illustrent différentes architectures
de réseaux construits durant l’apprentissage ou la prédiction, en montrant
les fonctions de transfert et les moments.
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Figure 54. Réseau du type récursif
Le réseau récursif est basé sur une rétroaction de la couche de neurones
cachés
J
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Figure 55. Réseau du type modulaire
Les entrées sont traitées en utilisant plusieurs perceptrons multicouche en
parallèle, puis les résultats sont recombinés.
Les fonctions de transfert choisies pour les neurones des couches
cachées et ceux de sortie sont du type tangent hyperbolique. La raison est
que cette fonction est flexible, non-linéaire, continue et différentiable.
L’apprentissage par moment a été appliqué.
La figure 56 montre les valeurs prédites durant l’apprentissage par les
réseaux construits selon les différentes topologies. Les prédictions
s’approchaient des valeurs mesurées mais à des degrés qui différaient
d’un réseau à un autre, sauf les réseaux modulaire et récursif, qui ont
fourni des données assez différentes.
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Figure 56. Valeurs de taille des NP prédites selon différents réseaux construits
dans NeuroSolutions®, en comparaison avec les valeurs expérimentales
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D’ailleurs, les R2 présentés dans la figure 57 a et b confirment ces
observations, étant égales à 0.90411 pour le réseau modulaire, et 0.87656
pour le réseau récursif. En revanche, le réseau CANFIS a fait preuve du
meilleur apprentissage (R2 = 0.99758). Ainsi la corrélation entre les valeurs
expérimentales et les valeurs prédites a été obtenue dans l’ordre
décroissant suivant
CAN FIS> ACP> CAO >PMC>AAG>Modulaire>Récursif.
De ce fait, les réseaux modulaire et récursif se sont révélés inappropriés
pour la présente modélisation. À l’opposé, les réseaux CANFIS, ACP et
CAO ont représenté les architectures les plus réussies, il s’avère donc utile
de décrire brièvement leurs particularités:
Les excellentes capacités d’apprentissage et de prédiction du réseau
CANFIS seraient le résultat de l’intégration d’un modèle basé sur la
logique floue, à un modèle neuronal modulaire. La logique floue met en
avant une notion de raisonnement basée sur une fonction d’appartenance
entre les entrées et les sorties. Ce concept permet donc d’établir des
relations complexes entre les variables d’une façon continue, et non pas
basée sur le principe binaire (0 ou 1) du tout ou rien (Jamshidi, 2003). Par
conséquent, le modèle neuro-flou semble accentuer la synergie entre la
logique floue et le mode de fonctionnement neuronal, et faire le lien entre
la modélisation numérique et la modélisation symbolique.
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Figure 57. Corrélation entre les valeurs expérimentales de taille et celles prédites
par différents réseaux construits dans NeuroSolutions®
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Les deux réseaux ACP et CAO sont basés sur l’extraction des
caractéristiques de données. Le réseau ACP combine l’apprentissage
supervisé et non supervisé dans la même topologie. Durant
l’apprentissage non supervisé, il trouve un ensemble de caractéristiques
non corrélées (composantes principales) à partir des entrées. Ensuite, un
PMC intégré effectue une classification non linéaire à partir de ces
composantes (apprentissage supervisé). Ce réseau converge rapidement.
Comme le nom l’indique, le réseau CAO, ou cartes auto-organisatrices,
réorganise l’espace de données : la dimensionnalité est réduite mais la
structure de l’espace reste la même. Ce réseau constitue une alternative à
l’approche ACP classique. Il n’utilise pas les données d’entrée et de sortie
pour son apprentissage en revanche, il dresse à l’instant même un plan
global de l’ensemble, ce qui est considéré comme une excellente méthode
d’identification des relations entre les variables (Agatonovic-Kustrin and
Beresford, 2000).
En partant de là, ces deux modèles fournissent un apprentissage rapide et
efficace.
Le réseau récursif a été le moins performant; quoiqu’il soit considéré
comme un modèle puissant, il est difficile à apprendre et démontre une
instabilité ; en conséquence, des cycles supplémentaires d’entraînement
doivent être appliqués de manière à atteindre un niveau d’apprentissage
acceptable.
158
Les observations précédentes mettent en évidence l’intérêt d’essayer
systématiquement plusieurs architectures de réseau, comme une étape
essentielle lors de la modélisation d’un nouveau procédé.
9.4.2. Nombre de neurones cachés
L’influence du nombre de neurones cachés sur l’apprentissage du réseau
de neurones a été étudiée en utilisant un réseau Perceptron Multicouche
(PMC) avec les données de la taille. Le nombre de neurones cachés a été
augmenté graduellement, commençant par quatre neurones qui est le
nombre par défaut du programme. Deux cas ont été étudiés Le premier
est l’apprentissage, et le deuxième est la prédiction ou la généralisation.
Dans le premier cas toutes les données ont été utilisées pour entraîner le
réseau, tandis que dans le deuxième cas, les données ont été divisées en
données d’apprentissage et données de vérification. L’erreur carrée
moyenne, ECM, et le coefficient de détermination multiple, R2 ont été suivis
en fonction du nombre de neurones, Figures 58 et 59, respectivement.
Dans le premier cas, une diminution évidente de IECM, ainsi qu’une
augmentation du R2 ont été observées avec une augmentation du nombre
de neurones cachés jusqu’à 15 neurones. Au-delà de ce nombre, l’ajout
de neurones supplémentaires a nuit à la capacité de l’apprentissage.
L’augmentation de neurones cachés de 15 à 30 a donc produit une
augmentation de l’erreur et une diminution de la valeur de R2, tel que le
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montrent les 2 figures. Ce comportement est attribué à un ralentissement
de l’apprentissage (Hussain, Xuanqjang et aI., 1991). Cependant les
résultats ont été différents dans le deuxième cas ou la capacité de
prédiction est mesurée. En effet, pour la prédiction, nous avons commencé
par un neurone caché, auquel d’autres neurones ont été ajoutés jusqu’au
maximum de 30 neurones. Le résultat obtenu est illustré par la figure 60.
Une diminution de l’erreur carrée moyenne a été observée avec
l’augmentation du nombre de neurones cachés de 1 à 4 neurones, après
lesquels IEQM a commencé à augmenter de nouveau : une tendance qui
est bien différente de celle obtenue durant l’apprentissage. Cela mène à
déduire que même si une augmentation du nombre de neurones cachés
renforce la capacité de l’apprentissage d’un côté; elle nuit à la capacité de
prédiction puisqu’elle cause une mémorisation, le réseau devient alors
incapable de prédire avec précision les sorties pour des entrées
suffisamment différentes de celles ‘vues’ durant l’apprentissage.
Afin de confirmer les résultats obtenus, nous avons répété l’étude en
variant le réseau; ainsi nous avons utilisé un réseau ACP. La même
tendance a été observée (Figure 60).
Nous tenons à mentionner que le nombre optimal de neurones cachés n’a
pas obéi à une règle précise, telle que la théorie de Kolmogorov, qui avait
été rapportée dans plusieurs travaux. Ce nombre ne peut être prédit ou
calculé à l’avance, mais il est exclusivement atteint par l’essai. De plus, il
ne dépend pas de l’architecture du réseau.
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Figure 58. Changement de l’erreur carrée moyenne (E1) en fonction du nombre de
neurones cachés durant l’apprentissage avec le réseau du type PMC
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Figure 59. Changement du coefficient de détermination multiple (R2 en fonction du
nombre de neurones cachés durant l’apprentissage avec le réseau du type PMC
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162
4000
3500
3000 UPMC EACP
2500
2000
1500
1000 E[id
15 2025 30
N° de neurones cachés
Figure 60. Changement de I’ECM en fonction du nombre de neurones cachés durant
la prédiction avec les réseaux PMC et ACP
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9.4.3. Qualité des données d’apprentissage
9.4.3.1. Effet de la randomisation
Lorsqu’elle est activée, cette fonction permet un réarrangement des
données de l’apprentissage d’une manière complètement aléatoire (à
laquelle l’utilisateur n’a pas accès), avant de les présenter au réseau. Nous
avons comparé les données prédites sans et avec randomisation des
entrées, et ceci pour les trois réseaux: PMC, ACP et CANFIS, de même
que celui construit dans NeuroShell® Predictor. La figure 61 montre l’erreur
carrée moyenne pour chaque essai.
3000
2500
2000
1500-
1000
_ _ _ _
[H
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Predictor Predictor
(fleurai) (génétique)
Type de réseau
El sans randomisation El avec randomisation
Figure 61. L’erreur carrée moyenne (ECM) durant l’apprentissage avec et sans
randomisation pour les réseaux PMC, ACP, le réseau CANFIS et le NeuroShell
Predictor®
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Les réseaux testés ont démontré des réponses variables vis-à-vis de la
randomisation, Aucune différence n’a été observée pour le PMC et l’ACP,
de même que le modèle génétique de NeuroShell® Predictor, ce qui
indique que ces réseaux sont insensibles par rapport à l’arrangement des
données d’apprentissage. Par contre, le réseau CANFIS a montré une
amélioration de lissage, avec une ECM de 2060, diminuant à 827 avec la
randomisation. De par sa nature, ce réseau a prouvé une meilleure
capacité de généralisation. Quant au modèle neuronal de NeuroShell®
Predictor, il a montré une augmentation dramatique de l’ECM de 1867 à
2724, ce qui signifie moins de flexibilité par rapport à la structure des
données de l’apprentissage.
En effet la randomisation est considérée comme un défi pour les capacités
d’apprentissage et de généralisation d’un réseau de neurones, puisque les
données ne lui sont pas présentées selon un plan statistique rigide
(Bourquin, Schmidli etal., 1998b).
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9.4.3.2. Effet de la validation croisée
Les ensembles (entrées-sorties) peuvent être introduits au réseau selon
plusieurs modes. Dans le cas de la validation croisée, un ensemble de
données prédéterminé est omis de l’apprentissage, et il est utilisé pour la
validation pendant le déroulement de l’apprentissage, tel qu’illustré dans la
figure 62. Les différences entre les sorties du réseau et les valeurs
désirées de l’ensemble de validation sont suivies, et l’apprentissage est
arrêté lorsque ces différences atteignent leur minimum.
0.5 —
Apprentissage
0.45 +1 D. S.j -1D.S.
0.4 Validation croisée
÷1 D. S.
0.35
-1 D. S.
0.3
0.25
0.2
0.15
0.1 -
0.05
---------
1 100 199 298 397 496 595 694 793 892 991
Ité rations
Figure 62. Erreur carrée moyenne pour trois cycles d’apprentissage avec une
validation croisée
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Dans cette étude, les données de surface de micropores ont été
classifiées en données d’apprentissage, de validation croisée, et de
vérification (ou prédiction). Lorsque les prédictions sont comparées sans et
avec la validation croisée pour différents types de réseaux, nous
observons une amélioration significative des capacités de prédiction,
comme le montre les différences existant dans les valeurs de l’erreur
carrée moyenne à la figure 63 (à l’exception du réseau CANFIS et le
réseau récursif, où la différence est faible).
35
30
PMC FFG ACP RÉCURSIF CANFIS MCD CAO
Type de réseau
D sans V.C. D a’ec V. C.
Figure 63. Effet de la validation croisée sur la performance du réseau
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Cette technique fait preuve d’une grande efficacité et elle constitue la base
de la méthode appelée ‘leave-one-out’ (Sun, Peng et aI., 2003). Dans cette
méthode, le réseau est entraîné en utilisant toutes les données
d’apprentissage sauf une seule donnée utilisée pour la validation. Puis une
autre donnée est exclue de l’apprentissage et utilisée pour la validation,
etc. Ce protocole est adopté lorsque l’ensemble de données est
relativement petit, puisqu’il permet au réseau d’utiliser virtuellement toutes
les données pour son apprentissage, tout en assurant une validation
efficace.
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X. ÉTUDE DE LA MICROSTRUCTURE DES
NANOPARTICULES
10.1. Étude de la microporosité
168
La figure 64 montre une distribution de taille des micropores dans un
intervalle de 3 à 20 A pour des nanoparticules préparées avec 5%, 7.5% et
10% p/v de PLA.
La figure montre une plus grande microporosité pour le lot préparé à 5%
p/v de PLA, suivi par le lot à 7.5% p/v de PLA, et enfin celui à 10% p/v de
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Figure 64. Distribution de taille des micropores pour des
préparés à des différentes concentrations de polymère.
16 18 20
lots de NP de PLA
PLA. Cette propriété est reliée à la différence de viscosité entre les
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globules de la double émulsion parmi les trois lots, et par conséquent, à la
vitesse d’évaporation du solvant organique. Ainsi une concentration de
polymère de 5% p/v produit des globules moins visqueux, qui vont mener à
une structure polymérique plus poreuse (Yan, Resau et aI., 1994). Notons
que la viscosité de départ a été de 2.08(0.02), 2.51(0.01) et 3.00(0.04) cp
pour les solutions de PLNdichlorométhane à 5%, 7.5% et 10% p/v
respectivement. Les données de porosité et de microporosité des
nanoparticules provenant des trois lots sont regroupées dans le tableau
17.
5% p/v de PLA 7.5% p/v de PLA 10% p/v de PLA
Surface BET 35.93 15.36 8.45
(m2/g)
Volume total de 0.5177 0.3112 0.2556
pore (cm3/g)
Volume de
micropores 0.0140 0.0108 0.0062
(cm3/g)
Taille moyenne 8.63 9.83 10.08
de micropore (À)
Tableau 17. Données de porosité pour les lots préparés à différentes
concentrations de PLA
L’examen de ce tableau met en évidence des valeurs nettement
différentes entre les trois lots, aussi bien pour le volume que pour la taille
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moyenne des micropores. Notons que les données soulignent également
des différences dans la porosité totale. Ainsi les volumes de pores et de
micropores des nanoparticules à 5% p/v de PLA représentent le double de
ceux des nanoparticules à 10% p/v de PLA. Cela explique d’ailleurs la
raison pour laquelle la concentration du polymère influait sur la surface des
micropores, comme il a été déjà présenté dans le chapitre 9 sur la
modélisation avec les RNA.
Des observations similaires ont par ailleurs été décrites pour les
microsphères. Li et ses collaborateurs (Li, Anderson et aI., 1995) ont
constaté qu’une augmentation de la concentration de la solution
polymérique produit une élimination rapide du solvant organique et
accélère la solidification à la surface des microsphères. Ainsi les chaînes
polymériques à l’interface atteignent un état vitreux qui va inhiber la
continuation de l’évaporation du solvant. Ces auteurs ont également noté
que la porosité pourrait résulter de la diffusion de la phase aqueuse
externe vers l’intérieur des microsphères, et que la solidification rapide
diminuerait également ce phénomène.
Cependant, Tsai et ses collaborateurs ont constaté un effet opposé en
observant une augmentation de la porosité des microcapsules avec
l’augmentation de la concentration du polymère (Tsai, Jong et aI., 2001).
Selon cette étude, une accélération de la solidification diminuerait les
possibilités d’alignement des chaînes polymériques, créant ainsi plus
d’espace et donnant lieu à une microcapsule plus poreuse. Pourtant, cette
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hypothèse ne tient pas compte de l’augmentation de la viscosité de la
phase organique qui accompagne l’augmentation de la concentration du
polymère, ce qui produirait une matrice plus dense.
La figure 65 met en relief l’effet du PVA sur la microporosité des
nanoparticules. Une augmentation de la concentration du tensioactif
entraîne une augmentation du volume des micropores mesurant entre 4 et
20A.
0.0016
0.0014
- 0.0012
0.0010
G)
0.0008
0 0.0006
E
0.0004
0.0002
0.0000
Ce comportement est expliqué par la formation d’une couche résiduelle de
PVA à la surface des nanoparticules dont la densité augmente avec la
concentration du tensioactif (Sahoo, Panyam et aI., 2002; Galindo
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Diamètre de pore (À)
Figure 65. Distribution de taille des micropores pour des lots de NP préparés en
utilisant différentes concentrations de PVA.
172
Rodriguez, Allémann et aI., 2004). Par conséquent, on observe un
décalage de la distribution de pores vers les plus petites tailles, comme il a
été déjà démontré par la figure 30 (Chapitre 8). Une discussion plus
détaillée de l’effet du PVA résiduel sur les caractéristiques de surface des
nanoparticules sera présentée dans la section 70.2.
Par contre, des différences relativement faibles dans la distribution de taille
des micropores sont obtenues en variant la pression d’homogénéisation
(Figure 66). Notons néanmoins qu’une pression de 20000 psi est associée
à une microporosité réduite, et à une distribution de micropores plus
homogène, comparée à celle de 5000 psi.
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Figure 66. Distribution de taille des micropores pour des lots de NP préparées en
utilisant différentes valeurs de pression d’homogénéisation.
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Yoncheva et ses collaborateurs ont constaté une diminution significative
de la vitesse de libération à partir des nanoparticules de PLGA lorsque la
pression d’homogénéisation a augmenté de 100 à 500 bar, malgré la
diminution de taille et l’augmentation de la surface spécifique qui
favoriserait la libération, lis ont attribué ce comportement à la formation
d’une matrice polymérique plus dense sous l’effet de l’homogénéisation
(Yoncheva, Vandervoort et aI., 2003).
10.2. Caractéristiques de surface (Dimension fractale de
Neimark,)
La science de Iz réa1té ne se contente ptus éu comment
pIénoménotogique; etre cIercIe pourquoi matfiématique
Çaston BacIetard
Contrairement aux microsphères dont la surface peut être facilement
étudiée à l’aide des techniques microscopiques, la caractérisation de la
surface des nanoparticules représente un défi majeur. Ainsi nous avons
tenté de quantifier les aspects de surface des nanoparticules de PLA en
utilisant la géométrie fractale et les données d’adsorption de gaz.
L’application de la méthode thermodynamique (méthode de Neimark) sur
une échelle de quelques Angstrôms a permis de calculer des dimensions
qui reflètent la rugosité de surface due à l’arrangement et
l’enchevêtrement des chaînes; un aspect difficile à élucider avec la plupart
des techniques microscopiques. Les résultats sont illustrés dans la figure
67, montrant l’influence du PVA et de la pression d’homogénéisation sur la
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dimension fractale DN calculée pour des nanoparticules préparées à 5% et
10% plv de PLA (Fig. 67a et 67b respectivement). Cette figure permet d’en
dégager quelques observations importantes:
Tout d’abord, on remarque une diminution de la DN moyenne avec une
augmentation de la concentration du polymère de 5% à 10% p/v ; ceci est
en accord avec les données de microporosité, puisque les micropores
présents à la surface contribuent à sa rugosité.
Ensuite, une augmentation de la DN (de 2.391 à 2.526) avec
l’augmentation de la concentration du PVA (de 0.1% à 1% p/v) est
clairement démontrée (Fig. 67a). Ce résultat est expliqué par la quantité
résiduelle de PVA qui persiste à la surface des nanoparticules malgré le
rinçage et qui augmente avec la concentration du PVA dans la phase
aqueuse (Sahoo, Panyam et aI., 2002). Le PVA utilisé dans cette étude est
partiellement hydrolysé (88%) ce qui lui confère un caractère amphiphile à
cause de la présence de groupements acétate (partie hydrophobe) avec
les groupements hydroxyle (partie hydrophile) tout le long des chaînes.
Cela signifie que le PVA sera adsorbé et orienté à l’interface liquide/liquide
pour réduire la tension de surface et stabiliser la dispersion (Galindo
Rodriguez, Allémann et aI., 2004).
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Figure 67. Influence du PVA et de la pression dhomogénéisation sur la dimension
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En effet, l’interface huile/eau s’avère être une région d’adsorption
irréversible pour les molécules du PVA (Boury, Ivanova et aI., 1995),
comme le montre le schéma suivant (Figure 68).
Phase
aqueuse
Interface
o
s,’.
: •5 •.i’•’
‘li..
Tête hydrophile
du PVA
Chaînes du PVA
Chaînes du PLA
Figure 68. Schéma montrant le PVA résiduel à l’interface huileleau et son
interpénétration avec les chaînes du PLA, adapté de (Galindo-Rodriguez, Allémann
et ai., 2004)
Selon cette illustration, les segments hydrophobes des molécules du PVA
adsorbées à la surface des globules de la double émulsion interpénètrent
les chaînes du PLA, un phénomène ayant lieu surtout durant l’évaporation
du solvant organique. Après la lyophilisation, cette couche de PVA formant
des boucles à la surface des nanoparticules est responsable de lui
globule
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conférer un degré de rugosité; et plus la concentration du PVA augmente,
plus cette couche devient dense, et les nanoparticules plus rugueuses.
Finalement, une diminution évidente de la dimension fractale est observée
avec l’augmentation de la pression d’homogénéisation, surtout entre
15000 et 20000 psi, où DN diminue de 2.478 à 2.357 (Fig. 67b). Cela
résulte du cisaillement appliqué à la surface des nanoparticules, qui aurait
pour effet de diminuer la projection spatiale des chaînes polymériques et
de rendre leur arrangement plus linéaire.
10.3. Caractérisation de la structure interne Analyse de la
distribution de taille des pores
Cette analyse a été effectuée sur des nanoparticules de PLA durant leur
dégradation sur une période de 17 jours dans un milieu aqueux à 37°C et
un pH de 7.4. Deux types de mesure ont été calculés; la dimension fractale
de la distribution de taille des pores (DDTP) et la lacunarité (L).
10.3.1. Mesure de la dimension fractale
La méthode choisie pour le calcul de la dimension fractale à partir des
données d’adsorption de gaz est celle basée sur la distribution de taille
des pores (équation 20), pour calculer la dimension DDTp. Ce choix est
justifié par la possibilité de coupler et/ou comparer cette dimension fractale
à la lacunarité.
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Le tableau 20 résume le changement de DDTp qui accompagne la
dégradation des nanoparticules du jour O jusqu’au jour 17. lI met en
évidence une augmentation temporaire de DDTP durant le premier jour,
suivie par une diminution graduelle tout au long de la dégradation, et enfin
par une augmentation au jour 17. L’augmentation initiale est due à la
pénétration du milieu de dégradation à travers la matrice avec la formation
de nouveaux pores et canaux de tailles variables.
Temps (jours) Dimension fractale
Moyenne ± Déviation
standard
0 2.867±0.010
1 2.931±0.007
3 2.882±0.012
6 2.957±0.001
10 2.858±0.004
14 2.748±0.020
17 2.655±0.001
Tableau 18. Changement de la dimension fractale °DTP durant la dégradation
Notons qu’une augmentation de la surface spécifique et de la porosité des
nanoparticules durant la dégradation a été déjà décrite dans le chapitre 8.
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Cependant cet effet est rapidement aboli avec la continuation de la
pénétration du milieu de dégradation, ce qui mène à la coalescence de
pores, puis la désagrégation de la matrice entraînant ainsi une diminution
de la dimension fractale. Finalement, une distribution de taille des pores
est créée de nouveau avec la dégradation progressive des morceaux
désagrégés ce qui explique l’augmentation de la dimension fractale de
nouveau au jour 17.
1 0.3.2. Mesure de la lacunarité
Le calcul de la lacunarité a été basé sur une modification de la méthode du
calcul des moments illustrée dans la méthodologie, en utilisant les mêmes
données de distribution de taille des pores des nanoparticules durant la
dégradation. Ainsi les moments de premier et deuxième ordre ont été
calculés selon les équations:
M1 =Ï’1P Équation 40
M, = ( )2p Équation 41
où V1 est le volume correspondant à chaque classe de pores, et? est la
probabilité correspondante. La lacunarité L est alors définie selon
l’équation
M,
L Equation42(M1)2
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Le tableau 21 résume les valeurs de la lacunarité tel qu’elles ont évolué
durant la dégradation.
jour M1 M2 L
0 0.0356 0.0056 4.4012
1 0.0327 0.0035 4.8082
3 0.0280 0.0038 4.8713
6 0.0338 0.0048 4.2197
10 0.0258 0.0029 4.3541
14 0.0212 0.0020 3.3572
17 0.0217 0.0019 4.0921
Tableau 19. Changement des moments et de la lacunarité des nanoparticules
durant la dégradation
Bien que les différences entre les valeurs soient relativement faibles, il est
possible d’observer une augmentation de la lacunarité avec la formation
de nouveaux pores et canaux (jour 1 jusqu’au jour 3), cela est associé au
changement survenu à la taille des pores (augmentation) et à leur
distribution (création de nouveaux pores, fusion de pores déjà existants).
Après cela, la lacunarité a démontré une diminution accompagnée de
légères fluctuations pendant toute la période de dégradation étudiée, ce
qui pourrait être attribué à la perte de masse.
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L’interprétation de l’évolution de la dimension fractale et la lacunarité est
schématiquement représentée par la figure 69, et elle est en accord avec
la littérature (Armatas, Kolonia et aL, 2002).
À partir de ces déterminations, nous pouvons déduire que les outils utilisés
ont pu expliquer des changements de la structure interne des
nanoparticules. Ils pourraient être appliqués pour étudier d’autres
phénomènes reliés à l’érosion, ou de caractériser des vecteurs préparés
de différents polymères, donc présentant probablement différentes
textures et structures.
Figure 69. Représentation schématique de la dégradation d’une nanoparticule.
montrant la formation de pores et la désagrégation.
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La formation de
nouveaux potes et
canaux (B) cause une
augmentation de la
dimension fractale
ainsi que la lacunarité
La lacunarité continue
à augmenter, tandis
que la dimension
fractale diminue
durant la coalescence
de pores
Suite à la
désagrégation des
nanoparticules et à la
perte de masse, les
deux types de mesure
diminuent.
CONCLUSION
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Dans cette étude, nous avons utilisé l’homogénéisation à haute pression qui
produit une énergie de cisaillement, pour préparer des nanoparticules par
double émulsion à partir de différents polymères biodégradables. Ces
nanoparticules ont réussi à encapsuler un modèle d’ADN, comme un
exemple d’une macromolécule hydrophile. De plus, il a été possible
d’atteindre des tailles aussi petites que 100-300 nm et ce, en l’absence d’un
tensioactif, dont les traces peuvent être relativement toxiques, ce qui prouve
une grande efficacité de la technique d’émulsification utilisée. Les
nanoparticules préparées ont fourni une libération contrôlée de l’ADN
encapsulé. Les résultats de la dégradation et de la libération ont suggéré
que cette dernière ait eu lieu essentiellement par diffusion à travers les
pores, plutôt que par érosion de la matrice polymérique.
Une caractérisation de la taille et de la porosité des nanoparticules a illustré
une théorie thermodynamique des polymères: le concept du blob, introduit
par de Gennes en 1979, et qui permet de comprendre différents
comportements des particules polymériques.
Le design et le développement des nanoparticules ont été réalisés par
deux approches distinctes : La première approche a consisté à identifier et
comprendre les effets de quelques variables choisies sur les propriétés
des nanoparticules; tandis que la deuxième approche a été de modéliser
le procédé en utilisant les réseaux de neurones artificiels.
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Tout d’abord, nous avons décrit l’influence de la concentration du
polymère dans la phase organique, et de la concentration du tensioactif
dans la phase aqueuse externe, qui constituent deux facteurs de
formulation, de même que l’effet de la pression d’homogénéisation, qui
représente une variable de procédé, sur la taille et la porosité des
nanoparticules obtenues. Cela a été achevé en variant un facteur à la fois.
Quant aux réseaux de neurones, nous avons utilisé deux programmes:
NeuroShell® Predictor et NeuroSolutions®, ainsi que deux modèles
statistiques : une régression linéaire multiple et une régression non-
linéaire.
Les prédictions de NeuroShell® Predictor étaient plus précises et plus
proches des valeurs expérimentales que les résultats des deux modèles
statistiques. De plus, l’application de l’algorithme génétique a permis de
quantifier l’importance relative des variables étudiées par rapport aux
propriétés des nanoparticu les.
En outre, lors de la modification des paramètres du RNA, qui a été
possible avec Neurosolutions®, nous avons pu, en variant l’architecture du
réseau, le nombre de neurones cachés, de même que la qualité des
données d’apprentissage, augmenter davantage la performance des
réseaux utilisés.
En général, comparés aux méthodes statistiques, plusieurs aspects dans
les caractéristiques inhérentes des RNA en font la supériorité: Tout
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d’abord, ils présentent une technique rapide de modélisation.
Contrairement aux méthodes statistiques, les RNA ne requièrent pas un
plan expérimental rigide, ni la connaissance d’une équation à priori,
autrement dit, ils n’exigent pas d’expertise statistique. De plus, les
prédictions des RNA présentent souvent un lissage plus proche des
valeurs expérimentales que celui accompli par la régression.
Ce profil fait des réseaux de neurones une alternative prometteuse, mais
surtout pratique, pour la modélisation et/ou l’optimisation des procédés.
L’étude menée laisse envisager de nombreuses applications, tant dans le
domaine des vecteurs polymériques, que dans celui de la technologie
pharmaceutique dans son immense étendue.
Enfin, compte tenu de leur taille et leur texture, l’utilisation des techniques
microscopiques conventionnelles n’était pas appropriée pour l’étude de la
structure interne des nanoparticules. Ainsi nous avons utilisé des
méthodes indirectes. Tout d’abord, le calcul de la dimension fractale de
surface a pu expliquer l’effet des facteurs de formulation sur les
caractéristiques de surface des nanoparticules. Ensuite, nous avons suivi
les changements de microporosité ayant lieu durant la dégradation des
nanoparticules en déterminant la dimension fractale de la distribution de
taille des pores ainsi que la lacunarité. La contribution de ces outils aux
études de caractérisation de structure ne cesse d’augmenter, et leurs
applications dans le domaine pharmaceutique s’avèrent primordiales.
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