abstract: Kingsolver et al.'s review of phenotypic selection gradients from natural populations provided a glimpse of the form and strength of selection in nature and how selection on different organisms and traits varies. Because this review's underlying database could be a key tool for answering fundamental questions concerning natural selection, it has spawned discussion of potential biases inherent in the review process. Here, we explicitly test for two commonly discussed sources of bias: sampling error and publication bias. We model the relationship between variance among selection gradients and sample size that sampling error produces by subsampling large empirical data sets containing measurements of traits and fitness. We find that this relationship was not mimicked by the review data set and therefore conclude that sampling error does not bias estimations of the average strength of selection. Using graphical tests, we find evidence for bias against publishing weak estimates of selection only among very small studies ( ). However, this evi-N ! 38 dence is counteracted by excess weak estimates in larger studies. Thus, estimates of average strength of selection from the review are less biased than is often assumed. Devising and conducting straightforward tests for different biases allows concern to be focused on the most troublesome factors.
Since Lande and Arnold (1983) introduced the methodology for quantifying selection through the use of multiple regression, evolutionary biologists have measured selection gradients to understand the strength and direction of selection on individual quantitative traits. Selection gradients * E-mail: knapczyk@msu.edu. † E-mail: connerj@msu.edu.
Am. Nat. 2007. Vol. 170, pp. 501-508 . ᭧ 2007 by The University of Chicago. 0003-0147/2007/17004-42327$15 .00. All rights reserved. DOI: 10.1086/521239 rose quickly in popularity because they can be used in quantitative genetic equations to predict how individual traits will evolve, and in standardized form, they can be compared across environments, traits, and species. Considered collectively, as in reviews by Endler (1986) , Hoekstra et al. (2001) , Kingsolver et al. (2001) , and Hereford et al. (2004) , the multitude of published selection gradients begins to give a picture of the strength of selection in nature. This information can be used to parameterize models of evolutionary change in quantitative traits (e.g., Albert and Otto 2005) . Further, summaries of selection in nature may shed new light on old debates such as the relative importance of genetic drift versus selection in causing evolutionary change (e.g., Roff and Mousseau 2005) , or whether traits are well or poorly adapted with respect to the environments in which they are currently found.
The impacts of results from meta-analyses of published studies are often broad; for example, a review by Kingsolver et al. (2001) has been cited 269 times. Therefore, it is imperative to critically examine any biases inherent in review data sets. Kingsolver et al. (2001) suspected that sampling error, publication bias, and low statistical power of selection analyses were dominant sources of bias that might inflate estimates of the median magnitude of selection in nature. Hersch and Phillips (2004) confirmed that most estimates of selection in Kingsolver et al.'s (2001) review for which they could perform power analyses had low power to detect weak to moderate selection. They showed by simulation models that low power, in concert with sampling error and bias against publishing nonsignificant selection gradients, could cause as much as a 10-fold inflation of the estimate of median magnitude of selection.
The narrowing of the range of published selection gradients as sample size increased ( fig. 1 , redrawn from Kingsolver et al. 's [2001] fig. 1 ) suggests that sampling error variance could have inflated the range of selection gradients at small sample sizes. Sampling error contributes to the total variance among measurements of selection within and among studies. By definition, this sampling size from 63 studies in a review by Kingsolver et al. (2001) . Bin boundaries used in our analyses are plotted on the graph; the number of gradients in each bin was (in ascending order of bin number): 256, 158, 61, 165, 81, 125, 112, 35 . Redrawn from figure 1 of Kingsolver et al. (2001) . ) from a review data set. Sampling distributions were creFbF ated by randomly subsampling the J. K. Conner (unpublished) data set to create smaller data sets with sample sizes of 50 and 500 (see "Methods" for details). We performed this bootstrap procedure 1,000 times at each subsample size. We then estimated the selection gradient for ovule number from each of the bootstrapped data sets. The magnitude of selection on ovule number estimated from the full data set ( ) is similar FbF p 0.11 to the median magnitude of selection from Kingsolver et al. (2001;  ). A, Sampling distribution of 1,000 magnitudes of selection FbF p 0.16 on ovule number when the sample size for each estimate is 50. The median of the distribution is 0.14 (asterisk). B, Sampling distribution of 1,000 magnitudes of selection when the sample size for each estimate is 500. The median of the distribution is 0.11. The distribution in A had more sampling error variance than the distribution in B; as a result, the median of A is larger. error variance among selection gradients declines with increasing sample size:
In contrast, as long as a random sample of traits, fitness measures, and study organisms is represented across sample sizes, the true biological variance among selection gradients will be independent of sample size. As a result, the total variance (true biological variance plus sampling variance) among selection gradients in a review should decline as study sample size increases. This pattern is superficially observed in the Kingsolver et al. (2001) review. If sampling error contributed to the pattern in the review, then positive and negative estimates of selection that are stronger than they are in nature as a result of sampling error would cause the average strength of selection to be biased upward (fig. 2; Conner 2001; Kingsolver et al. 2001; Hersch and Phillips 2004) .
The inverse relationship between total variance and sample size could be masked in a meta-analysis if studies with different amounts of true variance among estimates had different sample sizes. For example, one might hypothesize that selection on phenological traits is more variable in nature than selection on reproductive traits. If sample sizes were usually smaller for measuring reproductive traits than phenological traits, then a plot of effect size versus sample size including both types of selection estimates might not show total variance decreasing with increasing sample size. Thus, the expected inverse relationship between total variance and sample size could be exaggerated or obscured by correlations between sample size and true variance across study type.
In the Kingsolver et al. (2001) review, the range of selection gradients narrows most strikingly at sample sizes larger than 1,000, where most of the estimates of selection are between 0.1 and Ϫ0.1. In contrast, at sample sizes less than 1,000, selection gradients range from Ϫ2.0 to 1.5. Thus, the few studies that have the most power to measure selection accurately suggest that selection is weak. If sampling error is indeed driving the pattern in the review, many estimates of strong selection in studies with small sample sizes could be artifacts of sampling error. However, it is difficult to make this conclusion with confidence because only 28 of the 993 selection gradients in the data set were estimated with sample sizes greater than 1,000 (representing only three of the 63 different studies). Further, the range of estimates decreases abruptly at N p , rather than declining smoothly across sample size as 734 we would predict. This effect is primarily due to one study with that reported 41 selection gradients between N p 734 Ϫ0.94 and 0.99, but there are too few studies with large sample sizes to determine whether these studies are representative.
Here, we use a novel approach to study the influence of sampling error variance on patterns of selection strength across sample size in the Kingsolver et al. (2001) data set. We compare the relationship between sample size and total variance of selection gradients in the review to that for 15 traits derived from subsampling four large empirical data sets at multiple sample sizes. If sampling error variance created the pattern in the review, we expect the relationship between total variance in selection gradients and sample size to be similar for the review and our subsampled data sets.
Publication bias, or selective reporting, could also obscure our understanding of the range and distribution of selection gradients in nature. The average absolute strength of selection would be inflated if small studies with small, nonsignificant estimates of selection were published less frequently than others. Formal tests for the presence and corrections of publication bias in review data sets are controversial, so in this study, we use Palmer's (2000) graphical test as a simple first approach to the problem. Palmer (2000) identified three patterns in review data sets that are expected to result from random sampling and therefore are consistent with a lack of publication bias: first, variance of effect sizes decreases with increasing sample size; second, the distribution of effect sizes is similar to the natural distribution (usually the normal distribution) at all sample sizes; and third, the mean effect size is independent of sample size. The inverse relationship between sampling error variance and sample size should produce an inverse relationship between total variance and sample size among selection gradients. However, when publication bias is present, total variance should decline more steeply with sample size than sampling variance. This occurs because total variance of selection gradients from small studies is larger than expected from sampling when small studies with small effect sizes are underrepresented in the literature. Here, we assume that magnitudes of selection are exponentially distributed in nature and that therefore, published magnitudes of selection should be exponentially distributed as well. Our assumption follows from the reviews by Endler (1986) and Kingsolver et al. (2001) that demonstrate that magnitudes of published selection gradients were exponentially distributed. To our knowledge, there are no theoretical expectations for the distribution of selection strengths in nature. In contrast, publication bias should cause weak, nonsignificant selection gradients from small studies to be underrepresented. Hersch and Phillips (2004) showed that even selection studies with a sample size of 100 have low power (!0.3) to detect moderate selection ( ) relative to the FbF p 0.12 median selection strength of 0.16 in Kingsolver et al. (2001) . Therefore, selection strengths from small to moderately sized studies may not be exponentially distributed with publication bias. Finally, the average selection gradient should be constant across sample size. However, if weak selection gradients at small sample sizes are underrepresented, we do not expect the average selection gradient to change across sample size. This is because selection gradients were roughly centered around 0 ( fig. 1) , and bias against publishing small positive and small negative selection gradients should be equal. Therefore, we do not test for this pattern in this study.
Using the above approaches, we show that the review data set as a whole has a surprising shape that is the opposite of what sampling error alone would produce. We discuss the likelihood that other biases contribute to the unique distribution of selection gradients versus sample size. Further, we conclude that there is bias against publishing estimates of weak selection, but only for studies with sample sizes of less than 38. Across the whole review, bias in the smallest studies may be counteracted by an overabundance of small estimates among studies with moderate (
) and large ( ) sample sizes. N p 88-137 N ≥ 742 Together, our two main results suggest that our understanding of selection is not strongly biased by these commonly invoked sources of error (Conner 2001; Kingsolver et al. 2001; Hersch and Phillips 2004; Hendry 2005) .
Methods
We modeled the decline in total variance of selection gradients across sample size that sampling error variance alone produces. To do this, we subsampled several large empirical data sets and measured the variance of the resulting estimates of selection across multiple traits in the subsampled data sets. The advantage of using real data over using simulated data is that the result will be influenced by real matrices of phenotypic variances and covariances (the P-matrix); this would be difficult to simulate given the essentially infinite number of possible Pmatrices.
We obtained the data sets used to calculate the selection gradients of Rausher and Simms (1989) , Anholt (1991) , Linden et al. (1992) , and J. K. Conner (unpublished data). These data sets were chosen for our analyses because of their exceptionally large size and because they cover a wide range of study organisms (plants, vertebrates, and invertebrates), traits (morphological, life history, defense), and Note: The 95% confidence intervals of selection gradients (b) are from bootstrapping the full data set 1,000 times (see "Methods" for details). PC p component. principal fitness measures (survival and total seed production; table 1). We randomly subsampled each study's data set with replacement to create smaller data sets of , 50, 75, N p 25 100, 175, 250, and 500. We also resampled each data set with replacement at the same sample size as the original data set. These bootstrap procedures were performed 1,000 times at each sample size. We calculated linear selection gradients (b) on traits in each subsampled data set, using the multiple regression analysis described by Lande and Arnold (1983) . The same linear regression model was used for all subsampled data sets derived from the same original data set. In all models, the dependent variable was relative fitness (absolute fitness divided by mean fitness), and the independent variables (the traits) were standardized to a mean of 0 and standard deviation of 1. Selection gradients were calculated for a total of 15 traits across the four studies; note that the number of traits per study is almost identical to the median of four traits per study in the Kingsolver et al. (2001) data set.
To assess the likelihood that sampling variance created a relationship between total variance among selection gradients and sample size in the Kingsolver et al. (2001) review ( fig. 1) , we compared the effect of sample size on total variance among selection gradients between the subsampled and review data sets. For each of 1,000 bootstrap replicates at each subsample size, we calculated the variance among the 15 selection gradients, which consisted of sampling and true biological variance among selection gradients. The median of the 1,000 variances at each subsample size was used in further analyses. Selection gradients in the data set (available at http://www.bio.unc.edu/ faculty/kingsolver/) were grouped into eight bins circumscribed by the midpoints between the bootstrap subsample sizes: 6-37, 38-62, 63-87, 88-137, 138-212, 213-375, 376-741, 742ϩ; fig. 1 ). We calculated variance among selection gradients in each bin; these variances also consisted of sampling and true variance.
We performed an ANCOVA of total variance among selection gradients on the inverse of sample size, with selection gradient type (either from subsampling or from the review) as the categorical variable. We reciprocally transformed sample size because sampling variance and sample size are by definition inversely related (eq. [1] ). An interaction between selection gradient type and sample size would provide evidence for a difference in the relationship between variance and sample size between the subsampled and review data sets. Because a significant interaction was found, we also performed separate linear regressions of variance on the inverse of sample size for the subsampled and review data sets. To ensure that the effect of sample size on variance among review selection gradients was robust to the location of the bin boundaries, we also grouped selection gradients into bins of regularly spaced sample size intervals of , 50, 75, 100, and N p 25 150 (when there were fewer than 25 estimates in a bin, we combined the bin with the adjacent bin with the fewest gradients). Altering bin locations did not affect the ANCOVA results, so we present only results with the original bins.
A correlation between sample size and true variance among selection gradients across different traits or fitness measures could have hidden the expected inverse relationship between total variance and sample size in the review. Positive correlations between sample size and true variance across categories of selection could have led to a lack of relationship between sample size and total variance in the review; negative correlations could have led to a more exaggerated inverse relationship between variance and sample size in the review. To test for such a correlation, we grouped selection gradients by type of trait measured (behavioral, life history, morphological, principal components, other) and calculated median sample size and variance among selection gradients for each trait type. We then calculated the Spearman rank correlation coefficient (r) between median sample size and variance across all five trait types. We also grouped selection gradients according to type of fitness measurement (fecundity, mating success, net reproductive rate, survival, total fitness, other) and calculated the Spearman rank correlation coefficient between median sample size and variance among selection gradients across the six fitness measures.
To assess publication bias, we performed the Kolmogorov-Smirnov goodness-of-fit tests on the null hypothesis that selection strengths ( ) in each sample size bin were FbF drawn from an exponential distribution. A small test statistic (D) indicates that the sample distribution is close to exponential. If publication bias prevented estimates of weak selection from being included in the review, we would expect fewer weak selection strengths in small sample size bins than predicted from the exponential distribution. To determine whether we could detect publication bias using Kolmogorov-Smirnov tests, we compared the distribution of selection strengths in the three largest sample size bins ( ) with an exponential distribution N 1 213 before and after introducing a publication bias. The distribution of selection gradients in these large sample size bins should not already be affected by publication bias because of the large power of these estimates to detect selection. We introduced publication bias to the data set by removing estimates that came from studies that had no significant selection gradients. All statistical tests were performed in JMP, version 5.0.1.2 (SAS 2003) .
Results
In our simulation of the effect of sample size on total variance among selection gradients, the median total variance among the 15 selection gradients from the subsampled data sets declined curvilinearly as subsample size increased. With increasing subsample size, total variance approached the true variance among the 15 selection gradients, as calculated from the full data sets (fig. 3) . As expected, increasing sample size yielded diminishing returns in minimizing sampling error; most of the decline in sampling error occurred between sample sizes 25 and 250. The effect of sample size on variance differed between the subsampled and review data sets; there was a significant interaction between data type and sample size in the ANCOVA ( , , ). The linear F p 138.2 df p 1, 15 P ! .0001 relationship between variance and the inverse of sample size was strong and significant in the subsampled data sets ( , ), yet there was no such relationship 2 R p 0.99 P ! .0001 in the Kingsolver et al. (2001) data set above the smallest sample size bin ( , ; fig. 3 ).
2 R p 0.39 P p .10 There was no evidence for the positive relationship between median sample size and variance among selection gradients across different types of traits or fitness measures that would explain this lack of decline in variance with increasing sample size in the review data set. Correlations between sample size and variance among selection gradients were far from significant, and the trends were negative rather than positive (across trait types: , r p Ϫ0.60 ; across fitness types:
We found evidence for publication bias in the review among the 256 selection gradients measured with sample sizes of less than 38. The distribution of selection strengths in this category was significantly different from exponential, which we assumed to be the distribution of strengths of selection in nature. Figure 4 shows that this difference is due to a lack of weak selection gradients. However, this figure also shows that bias against publishing weak estimates is not large; 24% of estimates (or 61) have magnitudes of less than 0.1. The distributions of selection strengths were also significantly different than the exponential distribution in the 88-137 and 742ϩ sample size categories, but here there were actually more weak selection gradients than expected from an exponential distribution. The Kolmogorov-Smirnov test was sensitive to publication bias in our test. The 263 selection strengths with sample sizes greater than 213 were exponentially distributed before the simulated bias was imposed (the bias removed 20 selection gradients) but not afterward (D p , vs. , ) . 0.063 P p .083 D p 0.075 P p .026 We also did not observe the trend in total variance across sample size that publication bias is expected to produce ( fig. 3) . If there are fewer estimates of weak selection from small studies, total variance among selection gradients at small sample sizes should be greater than expected. Therefore, publication bias should result in total variance declining more steeply with increasing sample size than the decline of sampling variance alone. However, as noted above, we observed that the relationship between variance and sample size in the review was more shallow than what sampling variance produced in the subsampled data sets.
Discussion
Central to evolutionary biology are questions concerning the strength, shape, and frequency of selection in nature. Accordingly, reviews of published selection gradients, the standard measure of selection, are received with intense interest and scrutiny. This study follows others (Conner 2001; Hereford et al. 2004; Hersch and Phillips 2004) in examining the Kingsolver et al. (2001) data set for potential biases. After we explicitly tested for the presence of bias from sampling error or publication practices, our study yielded two results that were surprising: first, total variance of selection gradient estimates did not decrease with sample size and therefore did not mimic the relationship between sampling error variance and sample size, and second, although there is evidence for bias against publishing weak selection gradients from the smallest studies, there are excess weak selection gradients from moderately sized and very large studies.
We expected that total variance in the review data set would decrease curvilinearly with sample size if there were no publication bias and all selection gradients in all sample size bins were randomly or equally drawn from the same distribution of selection in nature (and therefore if true variance were constant across sample size). At first glance, the form of publication bias that Hersch and Phillips (2004) modeled-when studies are published only if they have at least one significant selection gradient-appears to be abundant in the review: 89% of studies in Kingsolver et al.'s (2001) data set presented at least one statistically significant selection gradient. Hersch and Phillips (2004) showed that such bias could produce as much as a 10-fold inflation in the estimate of magnitudes of selection at small sample sizes and a clear pattern of declining magnitudes of selection with increasing sample size. Using Palmer's (2000) criteria, we found evidence for publication bias in the review only among studies with sample sizes of less than 38 and only among selection gradients with magnitudes of less than 0.1. Given that almost a quarter of the estimates from these small studies have magnitudes of less than 0.1, publication bias may not strongly bias the median estimate of selection upward. Additionally, in studies with sample sizes of between 88 and 137 or greater than 742, there were excess weak selection gradients. This excess may counterbalance the effect of publication bias at the smallest sample sizes in the estimation of overall median magnitude of selection in nature. Publication bias may not be as strong as expected because there were many nonsignificant selection gradients published in studies that included one or more significant ones. These conclusions are contingent on the assumption that selection strengths are exponentially distributed. Theoretical examinations of the expected distribution of selection in nature are needed because it is difficult to explain the overabundance of estimates of weak selection at moderate and large sample sizes in the review and to explain the overall exponential distribution of selection gradients in the Kingsolver et al. (2001) data set.
We did not find the inverse relationship between sample size and variance among estimates of selection in the review that we predicted sampling should have created. This negative result could be explained if estimates of selection for different types of traits or fitness measures were measured with different median sample sizes (for experimental reasons) and had different amounts of true variance in nature (for biological reasons). If types of selection with small amounts of true variance were measured using small sample sizes, then the expected inverse relationship between sample size and variance among estimates could be negated. In contrast, we showed that there was a nonsignificant trend for variance among selection gradients to increase as sample size declined across trait and fitness categories. Therefore, the relationship between sample size and variance across categories of selection does not explain the lack of relationship between variance and sample size in the review.
Certainly, there are other ways of categorizing selection gradients, and the lack of relationship in the review data set merits further exploration. Given that our resampling showed that sampling error variance can add more than 1.7 times the amount of true variance to the total variance at sample sizes of less than 100 ( fig. 2) , it is extremely surprising that we did not see any evidence of a decline in sampling error variance with increasing sample size in the Kingsolver et al. (2001) data set. Nonetheless, we are left with the conclusion that sampling error variance has not biased estimation of the average magnitude of selection from the review. Further, our results suggest that large magnitudes of selection gradients at small sample sizes should not be dismissed as simple artifacts of sampling error. The lack of estimates of strong selection at the largest sample sizes probably resulted because the few studies that used large sample sizes were not a representative sample of selection. For example, it is possible that researchers with prior information of weak selection in their system used large sample sizes to increase power of detection. Thus, we provide further evidence for Endler's (1986) conclusion that selection in nature can sometimes be very strong.
Significant biases in the review of selection gradients have been broadly accepted in the literature (Conner 2001; Hoekstra et al. 2001; Kingsolver et al. 2001; Hereford et al. 2004; Hersch and Phillips 2004; Hendry 2005) . Indeed, it was recently opined that "biologists may be deluding themselves if they think they have a good handle on … selection" based on reviews published so far (Hendry 2005, p. 694) . This study demonstrates the importance of combining explicit tests for biases with models of potential effects of biases on review data sets. We were able to show that sampling error has not had a strong impact on the data set of published selection gradients. Further, we showed that publication bias is apparent at sample sizes of less than 38 but that an excess of weak selection gradients at larger sample sizes may prevent this bias from altering the estimate of median magnitude of selection. We echo others in calling for evolutionary biologists to broaden the range of traits and modes of selection that they study in the future because perhaps the largest source of bias in the Kingsolver et al. (2001) review, which limits its broad applicability, comes from the predominance of estimates of linear selection on morphological traits.
