ABSTRACT: A divergence metric was used to combine 4 high-resolution climate models to generate more reliable simulations of future rainfall. The approach is based on the assumption that the use of multiple models (an ensemble) is superior to the use of a single model, even if one of the models is shown to better capture past trends. Such an approach is especially useful in areas with steep climatic gradients, where large-scale climate models are not effective in capturing orographic and local effects. We applied the methodology to the Middle East, and specifically to Israel, where climate shifts from arid to humid temperate occur over a distance of around 400 km. Model weights were determined by calculating the similarity between the probability distributions of the models and those of the historical data using the Jenson-Shannon divergence metric. These weights were then applied to future model projections. Annual amounts of rainfall, numbers of wet days and numbers of 3 d wet spells were analyzed. Compared with observed data, the weighted ensemble outperformed the equal weights ensemble, which outperformed the best model. For the northern and central stations, average annual amounts of rainfall decreased in both near-and far-future periods, with most of the change occurring at the peak and in the left-hand tail and less change in the right-hand tail of the probability distribution. This, combined with the change in the right-hand tail of the distribution in numbers of wet spells in the near future, suggests that the decline in overall rainfall will be higher than the corresponding decline in extreme events; or in other words even though there will be less rainfall, the extreme events will remain, and even possibly increase. In the south, a mixed trend of slightly increasing median amounts of rainfall and slightly decreasing extreme events is projected.
INTRODUCTION
Understanding the implications of climate change on rainfall is critical for water management, agriculture and planning. In regions such as the Middle East, which has recently been shown to be a 'hot spot' of global climate change (Giorgi 2006) , and where water resources are already scarce, such information can play a crucial role in optimizing development strategies. The best tools available for the prediction of future changes are climate models. Over the past few years, the use of ensembles, or combinations of multiple climate model results, has been suggested as a way of improving probabilistic simulations of future climate change (Collins 2007) . These probabilistic scenarios can help better assess risk, and are useful in planning and devising mitigation strategies (Stott & Forest 2007 , Lopez et al. 2009 ).
At both global and regional levels, it has been shown that different climate models vary in performance in different geographical regions; therefore, a combination of models will outperform a single model (Doblas-Reyes et al. 2000 , Thomson et al. 2006 , Weisheimer et al. 2009 ). However, there has been much debate as to whether unequal weighting outperforms equal weighting (e.g. Weigel et al. 2010 , DelSole et al. 2012 ). Due to uncertainty in the relationship between simulated present-day climate and simulated climate changes, a model simulation which ex hibits a high amount of skill with regard to current or past climate does not necessarily provide a more accurate projection of climate change (Whetton et al. 2007 , Räisänen et al. 2010 , Räisänen & Ylhäisi 2011 . Though we are aware of these limitations, in this study, we have used the best data available in an attempt to improve upon rainfall projections at the local level. Since much of the debate about weighting is due to the fact that different models are more skillful in different geographical regions, we hope that by focusing on a local level we can overcome this limitation. The Middle East in general and Israel in par ticular have been chosen, in part, be cause of the extremely sharp precipitation gradient in the region. This gradient causes considerable difficulties in reliable simulation, given the need for very high spatial resolution due to the importance of orographic effects, especially in the northern part of Israel (Giorgi & Lionello 2008) . While the use of ensembles in this region is not a substitute for higher resolution data, the range of data provided by multiple simulations will hopefully enable more robust analysis. Under the assumption that weighting the models provides added value, it becomes necessary to assess what type of weighting would be most optimal. The challenge in creating such en sembles is how to best combine the varying simulations from different models. Recent attempts include allocating model weights according to inverse proportionality to the errors in forecast probability (Min et al. 2009 ), Bayesian optimal weighting schemes (Robertson et al. 2004) , Bayesian hierarchical analysis (Sanso 2008) and pairwise dynamic combinations (Chowdhury & Sharma 2009) .
For the Middle East, recent climate change studies have focused on results of individual regional climate model (RCM) configurations, including the MM5 ) and the RegCM . On a local scale, the impacts of future climate change on the hydrology of the Jordan River (Samuels et al. 2010 ) and on water availability in the Sea of Galilee (Rimmer et al. 2011) have also been studied using single high-resolution climate model simulations. Within the limitations discussed above, we argue that ensembles can provide more skillful simulations here as well. In this paper, we present the use of a divergence metric to optimally weight different simulations and create ensemble probability distributions for chosen rainfall parameters at a local scale.
DATA SETS

Study area and historical data
The Middle East lies at the nexus of Asia, Europe and Africa and is characterized by steep precipitation gradients, high interannual rainfall variability ) and limited water resources (Gvirtsman 2002 , Tal 2006 ). Here we focused on 13 stations located throughout Israel ( Fig. 1 ; details of stations in Table 1 ). The average annual rainfall ranges from semi-arid (50 to 200 mm yr ). Daily data from the stations for the years 1965−1999 were considered.
Climate models
Recently, simulations from rRCMs for the Middle East in general and Israel in particular have been generated as part of the GLOWA Jordan River project (www.glowa-jordan-river.de). This is a multinational, interdisciplinary project focusing on sustainable water management in the region. As water resources are directly linked to rainfall, climate sim- ulations are an important aspect of this project. Four climate simulations currently in use are generated by 2 versions of the MM5 regional model (MM5 3.5 and MM5 3.7) (Smiatek et al. 2010 ); 1 set is driven by the ECHAM5-MPI general circulation model (GCM) and the second is driven by the UK Met Office HadCM3 GCM. Another RCM simulation is the ICTP RegCM regional model driven by the ECHAM5-MPI GCM . Given the similarity between the MM5 3.5 and MM5 3.7 versions, only the 2 simulations from the MM5 3.5 version were used here. Another high-resolution global simulation is based on a climate-model version of the Japan Meteorological Agency's (JMA) operational numerical weather prediction model, with a horizontal grid size of about 20 km (Mizuta et al. 2006 , Kitoh et al. 2008 , Jin et al. 2009 ). Currently, this is the only GCM available at this resolution. While the 3 RCM models used in our study (ECHAM-MM5v3.5, Hadley-MM5v3.5 and ECHAM-RegCM) provide transient climate simulations from 1960 to 2060, the JMA experiment is a time slice experiment with a validation period (1979− 2007) and a near-future simulation (2015−2035) . All simulations assume the SRES (Special Report on Emissions Scenarios) greenhouse gas emissions scenario A1B which contains a balanced emphasis on all energy sources. For all models, precipitation data for the 13 chosen stations was calculated using inverse distance weighting (IDW) from the nearest gridpoints.
METHODOLOGY
General structure
To identify changes in both mean and extreme events over time, statistical distributions, such as cumulative probability and probability density functions (PDFs), are often used. Here we compared the PDFs for different time periods in order to identify future shifts in both mean and extreme amounts of rainfall. First we compared the observed data from 13 stations with model simulations for past/current climate. Then we compared the modeled simulations for the current era with simulations for the future, to obtain a sense of expected future change. Fig. 2 shows the PDFs for Kfar Giladi from the observed data and 4 models. PDFs for annual amounts of rainfall (in mm), numbers of wet days and numbers of 3 d wet spells per season (October−April) are shown. The PDFs were calculated using a normal kernel function. A wet day was considered a day with rainfall >1 mm. The different models have different skill with regard to each chosen parameter. For the observed data and 3 of the models, the 29 yr period from 1970−1999 was used. For the JMA model, the 29 yr period from 1979−2007 was used.
There were 2 steps to the process: validation and projection. For validation, we combined the PDFs from the 4 models into a single PDF and then compared it with the PDF from the observed data. Once we had determined that the calculated PDF captured the spread of historical data, we applied the same methodology for future time periods in order to calculate the projected future PDF. Future PDFs were compared with the PDF of the historical period to identify future shifts and changes.
Jensen-Shannon divergence
The combination of models was done using the Jenson-Shannon (JS) divergence metric, a method of measuring the similarity between 2 distributions (Lin 1991) . This metric is based on the widely used information-theory measure of divergence: KullbackLeibler (KL). However, KL is not a metric (e.g. is not symmetric, does not satisfy triangle inequality) so it is inappropriate for measuring and comparing distances between numerous models. JS can be viewed as a modification of KL that makes it a metric. JS has been widely applied in computational sciences, including bioinformatics, genomic comparisons and protein surface comparisons (Ofran & Rost 2003 , Sims et al. 2009 , Itzkovitz et al. 2010 . One of its features makes it particularly useful for the case of multimodel analysis: it can assign a different weight to each probability distribution. The metric is calculated as follows: where p 1 and p 2 are the probability distribution functions (each 0.5 in this case) and π 1 and π 2 are the weights of the probability distributions p 1 and p 2 , re spectively, with the constraints that π 1 , π 2 ≥ 0, π 1 + π 2 = 1. H is the Shannon entropy function, which is a measure of uncertainty and is calculated as follows: (2) where x is a vector of variables and b is the base of the logarithm used. The most common base used is 2, which was also chosen for this study. It can be seen in Eq.
(1) that the JS divergence is the entropy of the average minus the average of the entropies. JS values range between 0 and 1, with 0 being the most similar and 1 being the most divergent. It should be noted that the JS score is a unitless value and its importance in our case lies in its relative value to the other JS scores.
The JS divergence was calculated for all models compared with the historical data for the past time period. Since lower JS divergence numbers are associated with models with higher similarity to the observed data, the inverse of these numbers was used to calculate the weights given to each of the models. The weight for each model was calculated as: (3) where w i is the weight for each model i, JSD i is the calculated JS divergence between model i and the historical data and N is the number of models (here 4).
It should be noted that
w i = 1. Once the weights were determined, PDFs from the 4 models were combined to create a single ensemble PDF.
BOOTSTRAPPING
One of the problems in attempting to determine the weights of different models is that an independent validation dataset must be created. In order to meet this requirement, given that we had only 29 yr of past data, the bootstrapping method was employed. The process of calculating weights was done for a randomly selected sample of data. Out of the 29 yr dataset we randomly selected a sample of 20 yr from each model and from the observed data. The weights were calculated for this random sample, and a single ensemble PDF was created. The JS divergence metric was then calculated by comparing the weighted PDF from the 20 chosen years with a PDF created by the remaining 9 yr. This process of random selection followed by weight calculation was repeated 3000 times. The final weights (Table 2 ) and final JS divergence values (Table 3) used were the means of the 3000 sets. Table 2 shows the values of the weights calculated using the JS divergence bootstrapping method for each model, station and parameter. Next to the weight is a number between 1 and 4, indicating the rank of the model compared to the other models. There was no one best model for either a specific parameter or a specific station, though the ECHAM-RegCM seemed to best capture the annual amounts of rainfall, while the JMA best represented the numbers of wet days per season, with the ECHAM-MM5 coming in at a close second. In the case of 3 d wet spells, the JMA slightly outperformed the ECHAM-RegCM and was the best predictor. Table 3 shows the calculated JS divergence between the observed data compared with the calculated weighted PDF, equal weights and that of the best individual model. The best model was defined for each parameter as that with the lowest sum of ranks (Table 2) . Generally, the weighted ensemble clearly outperformed the ensemble of equal weights which, in turn, outperformed the best model for all parameters (Fig. 3) . Fig. 3 shows the fitted PDF for annual amounts of average rainfall for Kfar Giladi, Tel Aviv and Beer Sheva. It should be noted that in the figure, the non-weighted ensemble is very close to the weighted one. The slight dif ferences can be better seen in Table 3 . JMA model was not used, as there were no simulations for the years 2035−2060. In this case, the weights were calculated for the 3 RCM models, again based on JS divergence values. With regard to both annual amounts of rainfall and numbers of wet days, for the 3 more northernly stations, there was a clear shift to the left in both the near-future and far-future periods. As can be seen in Table 4 , a more intense reduction oc curred in the lower and middle percentiles (10 and 50) than in the higher percentiles (90 and 95). This suggests that, while the average amount of rainfall will decrease, extended rainfall events will still occur. The pro jections for Kfar Giladi were the most dramatic, with a far-future reduction of almost 25% in median precipitation amounts and a reduction of almost 15% in the number of wet days. For the central stations of Jerusalem and Tel Aviv the projections were less dramatic, but still suggest a reduction of between 5 and 15% in both rainfall amount and number of wet days in the lower and middle percentiles. The southern station of Beer Sheva exhibited a slightly different trend, with median rainfall days and amounts increasing slightly in both the near and far future. However, here the extremes of annual rainfall and number of wet days showed mixed results, with different signs of change for the near and far future. Since this is a region with average annual rainfall amounts of around 200 mm and number of rainfall days per year of around 35, even a change of 10% is not that great. Table 4 shows the expected rainfall changes based on equal weighting. Equal weighting seems to temper the changes to a certain extent in both far-future rainfall amounts and wet days. The changes in near-future rainfall amounts and wet days remained fairly similar, ex cept for Beer Sheba, where, as we mentioned, large changes in percentages trans late into small actual changes due to the low levels of rainfall occurring there.
ENSEMBLE COMPARISON
FUTURE SIMULATIONS
DISCUSSION AND CONCLUSIONS
In spite of the limitations posed by the weak connection between current and future climate and the biases with respect to uncertainty in model simulations, the use of ensembles is now accepted practice in re search involving global climate models; the same holds true for higher resolution models at re gional and even local scales. Here we demonstrated the use of the JS divergence metric for generating such en sembles on a local level. The main advantage of using such a divergence metric is that it provides an objective way of quantifying the distance be tween different distributions in a consis- (Shindell 2007 , Smiatek et al. 2010 , with an increase in extreme events in both observed historical data (Alpert et al. 2002 and in future climate simulations by 2060 . They also support his torical studies showing a stronger de crease in the north than in the south in 1960 −1990 compared to 1930 −1960 (Ben-Gai et al. 1998 . To further assess the benefit of unequal versus equal weighting, cross-validation of the simulated climate changes, as suggested by Räisänen et al. (2010) , could be applied. This will be attempted in future research once more high-resolution simulations have become available.
Acknowledgements. We thank Gerhard Smiatek for preparing daily time series from the MM5 experiments and Shimon Krichak and Yoseph Breitgard for preparing data from the RegCM. This research was partly supported by a grant from the Israeli Water Authority. We thank Dr. Amir Givati for his assistance. We also thank 3 anonymous reviewers whose comments greatly helped to improve the manuscript. 
