Appendix A: Empirical Results for Other Popular MGARCH Models (referring to page 3)
In this paper we focus on Engle's DCC model which appears to be the most popular and most widely used MGARCH model in empirical research. In the following, we will show that our findings are not confined to the DCC specification but also extend to other more complex MGARCH models. In particular, we find that correlation breaks have similar implications for the coefficient estimates of the diagonal VECH model (Bollerslev, Engle, and Wooldridge, 1988 ), the BEKK model (Engle and Kroner, 1995) , and the corrected DCC model (Aielli, 2013) . While differences in model specifications prevent a direct comparison between models, we can observe a distinct change in coefficient estimates across all models.
The diagonal VECH model of Bollerslev, Engle, and Wooldridge (1988) is a restricted version of the more general VECH model and is expressed as where the parameter matrices A and B are indefinite matrices, i.e. the parameters can vary without any restrictions. While this specification does not ensure that the conditional covariance matrix is positive semidefinite, it is also the most general way of writing the diagonal VECH model.
The diagonal BEKK model of Engle and Kroner (1995) is defined as The general form of the BEKK model in which A and B are unrestricted contains many parameters and is computationally expensive. We therefore use the more common diagonal form in which A and B are restricted to be diagonal matrices. Aielli (2013) We estimate the three models for all assets in our data set. The dynamic correlations produced by the models are very similar. For instance, Figure A1 shows the daily dynamic correlations between the S&P 500 and the NASDAQ composite index. The upper graph is based on the DCC model and is the same as Figure 1 shown in the introduction. The lower graph shows the deviations of the DCC model from the corrected DCC (cDCC), the diagonal VECH, and the diagonal BEKK model. As can be seen, the differences are quite small, so that we should expect the findings in this paper to hold also for other autoregressive MGARCH specifications. 
DCC Correlations

Deviations from DCC Model
This figure shows typical correlation dynamics generated by a DCC model as well as the deviations from these DCC correlations. The deviations of other popular correlation models are quite small indicating that the results in this paper also extend to other frequently used multivariate GARCH models. Table A1 repeats the correlation coefficient analysis discussed earlier in Panel A of Figure 6 , this time comparing coefficients across different MGARCH models. The first column shows how the news and decay parameters change from full samples that contain at least one correlation break to subsamples that occur between breaks. While the news parameter increases slightly, the decay parameter decreases by 0.134 to 0.836. As we have shown in the paper, this reduction is sufficiently large to eliminate most of the variation in ˆt ρ .
Columns 2 to 4 show a similar decrease in the persistence parameter for the other three models. The reduction is not as large as in the case of the DCC model but it moves the sum of both parameters away from the 0.99 threshold at which correlation dynamics become very pronounced (Aielli, 2013) . From the findings in Table A1 we conclude that typical autoregressive MGARCH specifications respond in a similar way to correlations breaks so that our results based on the DCC model can be also extended to other MGARCH specifications. ( , ) ' 0
Given is a sample of size T. simulate a series of 500,000 innovations following the DGP as defined in Equation (10). We can then generate a series of conditional correlations from the simulated sample according to Equation (1), where is defined by a rolling window estimator as in Equation (7), an EWMA model as in (8), or by the DCC specification of Equation (9). We can measure the approximation accuracy using the percentage deviation of the approximation * , * from the sample value of , .
The parameter of the EWMA model is set to = 0.94, which is the daily parameter value proposed by RiskMetrics. The choice of the DCC model parameters is based on the estimated values derived from Engle and Sheppard (2001) , Engle (2002) , and Engle and Colacito (2006) . Table D1 gives an overview of the ML estimates reported in these studies.
The parameter ranges from 0.01 and 0.07, ranges from 0.91 to 0.98, and on average 1 − − is about 0.01. We therefore set equal to 0.02, 0.04, or 0.06, while is defined as 0.99 − . Finally, the window size of the rolling window estimator is set to 60, 120, and 240.
The simulation results are shown in 
Recalling , = F ′ − K and P = L − K , (E.5) and (E.6) thus imply , = V \ V O P for 0 ≤ Q < . Obviously, for all Q ≥ we have F ′ = K so that , is the null matrix. Hence, the proof is complete.
Appendix F. Correlations and Non-Elliptical Return Distributions (referring to page 24)
The correlation coefficient measures the linear dependence between two random variables. If the joint return distribution of two assets is the bivariate normal distribution then the correlation coefficient measures the entire dependence structure. In fact, the interpretation of the correlation coefficient is unproblematic as long as the joint distribution belongs to the class of elliptical distributions (Embrechts, McNeil, and Straumann, 1999) . A distribution is elliptical if the points of equal density form an ellipse. The normal distribution is therefore a special case of the larger family of elliptical distributions. Although correlation does not assume the asset returns to be elliptical, the correlation coefficient no longer has the same informational content if the joint distribution is non-elliptical. For instance, zero correlation between two assets no longer implies independence. More generally, the maximum attainable range of correlations no longer lies between -1 and +1. In particular, fat-tailed distributions and asymmetries can significantly reduce this attainable range. As a consequence, low correlation coefficients are wrongly interpreted as implying low dependence between assets.
To illustrate this point, Figure F1 simulates the maximum and minimum attainable correlations for three different cases. In Panel A, both assets are normally distributed. In this case, the attainable range for the correlation coefficient always lies between -1 and +1 independent of the variance of the assets. The situation changes in Panel B where one asset has the same standard normal distribution as before, but the other asset has a fat-tailed tdistribution. Here, the attainable correlation range responds strongly to the presence of fat tails. A lower degrees-of-freedom parameter corresponds to more pronounced tails and hence more extreme outliers that can affect the correlation coefficient. Whereas correlations cover the full range for moderate tails generated by a distribution with 5 degrees of freedom, the attainable range quickly declines for more pronounced tails and is close to zero for a tdistribution with one degree of freedom. attainable range for the sample correlation coefficient. For instance, if the dof parameter is one, the maximum and minimum attainable range are close to zero even when the actual dependence is very high. In Panel C, both variables have a lognormal distribution which exhibits both, a high skewness and heavy tails. The attainable range is again reduced and converges towards zero with increasing standard deviation of one variable.
In Panel C we show the effects when asset returns exhibit both fat tails and asymmetries. Like before, we hold one distribution fixed while increasing the scale parameter of the other. An increase in the standard deviation of the second asset now generates both, more pronounced tails and positive skewness. In this case, the attainable range of correlation coefficients again converges towards zero but the convergence is asymmetric with the minimum correlation value being more strongly affected. In summary, our results indicate that moderate deviation from non-normality may be harmless but that extreme tails can generate outcomes that render the correlation coefficient as a measure of the overall dependence structure useless.
An indication for the degree of non-normality in our actual return data can be obtained by comparing the time-varying correlations generated by the standard DCC model with those of the dynamic copula GARCH model (Demarta and McNeil, 2005; Lee and Long, 2009; Ghalanos, 2015) . In this model, the standardized returns are estimated using univariate GARCH models on each return series with the remaining dependence structure being modeled by a copula. We use a multivariate student-t (MVT) copula where the shape parameter η is determined by the data. If our standardized return vector is characterized by a high degree of non-normality we would expect the dynamic correlations generated by the copula GARCH model to deviate significantly from the benchmark DCC model that is used in our paper. 1 Panel A of Figure F2 shows the theoretical normal distribution with the mean vector and covariance matrix being equal to the average values of our standardized return data. In comparison, the right graph in Panel A
shows the empirical distribution that is obtained from the bivariate kernel density plot over all asset pairs.
The visual impression from the empirical distribution is that the actual standardized returns have more density in the tails and are not elliptical. 2 However, as we have seen in Figure F1 above, moderate fat tails do not reduce the attainable range of the correlation coefficient. It is therefore unclear whether this deviation is sufficient to generate distorting effects in our paper.
1 Although the copula is multivariate-t, the marginal distributions are taken from the empirical univariate distributions which are not t-distributed. As a consequence, the resulting bivariate distribution is not a t-distribution. This figure compares the dynamic correlations generated by the DCC model of Engle (2002) with those generated by a multivariate Student t-Copula GARCH model (Demarta and McNeil, 2005) . For estimating the marginal distributions for both series, we take the semiparametric empirical approach of Genest et al. (1995) . The graphs show that the standard DCC model generates time-varying correlations that are very similar to the more complex tCopula specification. The application of a copula GARCH model is motivated in Panel A, which compares the theoretical bivariate returns with the actual standardized returns from the DCC model. Figure F2 compares the DCC and the MVT copula GARCH correlation models for the time series that were used in Figure 2 in the introduction of the paper. The dashed line shows the DCC correlation between the returns of the S&P 500 and the NSDAQ index. The solid line shows the dynamic correlations generated by the copula GARCH model. Although the two correlation estimates can deviate slightly when correlations spike in either direction, the comovement dynamics between both time series are very similar. We can confirm this observation in Panel C where both models are compared for the correlation between the returns of the S&P 500 and crude oil. Like before, there is little evidence that the dynamic correlations estimated by a copula GARCH model deviate in any systematic way from our benchmark DCC model. Our findings from Figure F2 are at odds with the notion that non-normality or non-elliptical return behavior is substantially biasing our correlation estimates.
As a final robustness check, we would like to show that the theoretical hump-shaped relationship between the level of the true but unobserved correlation and the volatility of its estimate can also be confirmed empirically if we use the distribution free rank correlation measure Kendall's τ. The relationship is discussed in subsection 4.3 and is formally derived in Appendix E.
For the empirical verification of this phenomenon, we assumed that the estimated DCC correlation fluctuates around its unconditional true value ρ so that the average DCC correlation was our estimate of the true correlation level. The relationship is shown in Panel A of Figure F3 which repeats Figure 7 from the paper. If the bivariate return distribution changes to a non-elliptical type over time, it may impact the attainable range of the underlying correlation and hence distort our empirical estimate of the relationship between ρ and ρ σ . Figure F3 suggest that deviations from non-normality could have a minor impact for high levels of correlation but are generally unlikely to have major distorting effects. Overall, our findings in this appendix indicate that non-normal marginal and bivariate return distributions are a common feature of financial data but that the density in the tails of the distributions may not be sufficiently large to have serious distorting effects on the attainable correlation range. Although the topic remains an important problem in theory, it appears to be a much smaller issue in practice. Figure 7 from the paper while the right graph shows a similar relationship based on Kendalls τ correlation estimates. This measure is closer to the theoretical functional form at the borders when the correlation is estimated to be very high, but in general, the graph confirms our previous findings indicating that the distortion of our DCC correlations due to non-normal bivariate returns is likely to be small. This is again confirmed in Panel B which shows the scatterplot of the time-averaged DCC correlation and Kendalls τ correlation. 
