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Variational Inference and Learning of
Piecewise-linear Dynamical Systems
Xavier Alameda-Pineda, Senior Member, IEEE, Vincent Drouard and Radu Horaud
Abstract—Modeling the temporal behavior of data is of pri-
mordial importance in many scientific and engineering fields.
Baseline methods assume that both the dynamic and observation
equations follow linear-Gaussian models. However, there are
many real-world processes that cannot be characterized by a
single linear behavior. Alternatively, it is possible to consider a
piecewise-linear model which, combined with a switching mech-
anism, is well suited when several modes of behavior are needed.
Nevertheless, switching dynamical systems are intractable be-
cause their computational complexity increases exponentially
with time. In this paper, we propose a variational approximation
of piecewise linear dynamical systems. We provide full details
of the derivation of two variational expectation-maximization
algorithms, a filter and a smoother. We show that the model
parameters can be split into two sets, static and dynamic
parameters, and that the former parameters can be estimated
off-line together with the number of linear modes, or the number
of states of the switching variable. We apply the proposed method
to the head-pose tracking, and we thoroughly compare our
algorithms with several state of the art trackers.
Index Terms—Switching state space model, linear dynamical
system, inverse regression, Bayesian inference, variational ap-
proximation, expectation-maximization, Kalman filter.
I. INTRODUCTION
Modeling the temporal behavior of data is of primordial
importance in many scientific fields, such as signal process-
ing [1], computer vision [2], [3], robotics [4], autonomous
navigation [5], to cite just a few. The baseline model for
addressing this problem is the linear dynamical system (LDS).
The basic idea of LDS is to assume that both the dynamic and
the observation equations follow linear-Gaussian models. This
yields tractable learning and inference procedures, namely the
Kalman filter (KF) [6] and the Kalman smoother (KS) [7].
In many situations, the latent (state) space, whose dynam-
ics must be modeled, is embedded in a high-dimensional
observed space. In general, the direct mapping, from the
low-dimensional latent space to the high-dimensional feature
(observed) space, as well as the inverse of this mapping, are
non-linear. Moreover, the dynamics of the latent space may be
non-linear as well. Several methods were proposed to deal with
non-linear dynamical systems, e.g. Bayesian tracking with
particle filters [8], [9], the extended Kalman filter (EKF) [10],
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and the unscented Kalman filter (UKF) [11]. Alternatively, it
is possible to consider several linear dynamic models and to
combine them with a switching mechanism that selects over
time one among several linear regimes: this is referred to as the
switching Kalman filter (SKF), the switching LDS, the jump-
Markov linear system, or the switching state space model [12].
The mixture Kalman filter (MKF) [8] uses a sequential
Monte Carlo method based on a random mixture of Gaussians
to approximate the target distribution. It formulates non-
linear systems into conditional or partial conditional LDSs.
Outcomes of non-linear/non-Gaussian Bayesian trackers based
on sequential importance sampling are reviewed and discussed
in [9], most notably the problems of degeneracy, choice of
importance density, and resampling. The basic idea of EKF is
to linearize the equations using a first-order Taylor expansion
and to apply the standard KF to the linearized model. The
additional error due to linearization is not taken into account
which may lead to sub-optimal performance. Rather than
approximating a non-linear dynamical system with a linear
one, UKF specifies the state distribution using a minimal
set of deterministically selected sample points. The sample
points, when propagated through the true non-linear system,
capture the posterior state distribution accurately to the third
order Taylor expansion. The stability of UKF was thoroughly
investigated in the control literature, e.g. [13]. It was shown
that the design of the noise covariance, of both state and
observation equations, critically affects the performance of the
filter.
The methods just outlined generally deal with a single non-
linear or linearized, state equation. There are many real-world
processes that cannot be characterized with a single state
equation, but with multiple discrete modes of behavior, both
in terms of their dynamics and of their observation model,
in particular when the latter must predict (generate) high-
dimensional observations from a low-dimensional state space.
We consider the problem of tracking the orientation of a
person head/face (three rotation angles) from a sequence of
images, referred to as head-pose tracking (HPT). A face detec-
tor provides input to a face descriptor immune to illumination
changes, background conditions, as well as inter- and intra-
person variabilities (shape and aspect). Face descriptors of
choice are histograms of oriented gradients (HOGs) [14] and
embeddings based on convolutional neural networks (CNNs)
[15]–[18]. These high-dimensional feature vectors contain
head pose information implicitly and a number of non-linear
or piecewise-linear regression methods have been proposed to
extract head pose, namely Gaussian process regression [19],
support vector regression [20], kernel partial least squares [21],
2 IEEE TRANSACTIONS ON NEURAL NETWORKS AND LEARNING SYSTEMS, 2021
deep inverse regression [18], or Gaussian mixture of linear
regressions [22], [23].
Recently it was proposed to approximate non-linear high-
dimensional to low-dimensional (high-to-low) mappings with
mixtures of linear-Gaussian [22], [24] and linear-Student [25]
regressions. These models adopt an inverse regression strategy,
namely they learn a low-to-high mapping followed by the
evaluation of a high-to-low mapping. The rationale of this
way of doing is manyfold: (i) low-to-high regression learning
avoids the estimation of a large number of parameters, hence
it requires a relatively small amount of training data, (ii) the
parameters of the high-to-low regression are analytically evalu-
ated from the low-to-high parameters, (iii) the mixture model
setting has the advantage of providing inference procedures
using closed-form EM algorithms. It is interesting to note
that these Gaussian/Student mixtures group data with similar
regression associations together. Within the same cluster, the
association can be considered as locally linear, which can then
be resolved under the classical linear regression setting. This
piecewise linear models are well suited to capture potentially
non-linear relations. This was extensively discussed in [22]
and in [24], and was successfully applied to both head-pose
estimation [23] and audio-source localization [26], [27].
In this paper we propose a variational expectation-
maximization algorithm to learn piecewise-linear dynamic sys-
tems (P-LDSs). A P-LDS can be viewed either as a piecewise-
linear approximation of a non-linear dynamic system [9], or
as a dynamic generalization of mixtures of linear regressions
[22], [23], [26]. A P-LDS may also be viewed as soft version
of switching LDS [12], [28]. The assignment variable of the
piecewise-linear mixture model plays the role of the switching
variable of both the dynamic and observation models and it is
governed by the transition matrix of a corresponding hidden
Markov model (HMM). It is well known that the complexity
of these hybrid dynamical systems, i.e. systems that combine
discrete- and continuous-valued latent variables, increases ex-
ponentially with time [12]. Indeed, for K linear models and
after T time steps, the exact marginalized posterior distribution
of the state is a Gaussian mixture with KT components.
Therefore, the problem of learning the parameters of such
hybrid systems must be carried out via approximate solutions.
Traditionally, inference of hybrid dynamical systems is based
on approximating the posterior distribution with a simpler
one, e.g. the generalized pseudo Bayes filter. In this paper
we propose an alternative based on replacing the difficult-to-
compute posterior with an approximate tractable posterior.
The remainder of this paper is organized as follows. Sec-
tion II describes related work. Section III formulates P-LDS
and analyses its intractability. Section IV describes in detail
the proposed variational approximation model as well as the
as two EM algorithms, a variational filter and a variational
smoother. For the sake of completeness, Section V describes
a GPB2 approximation of P-LDS. Section VI describes exper-
imental results obtained with head-pose tracking. 1
1Supplemental materials can be found at https://team.inria.fr/perception/
research/learning-plds/.
II. RELATED WORK
The intractability of switching LDS (and of P-LDS) can be
addressed using sampling methods: sequential Monte Carlo
methods (particle filtering) have been used for this purpose.
The main drawback is that sampling can be inefficient, which
leads to slow convergence. To reduce the size of the state
space, Rao-Blackwellisation may be employed. Instead of
drawing the samples from the joint posterior of the discrete and
continuous states, tractable sub-structures of the model can be
utilized. Non parametric Bayesian inference of switching LDS
was proposed in [29], where a switching mechanism is used
for the dynamic model, while the observation model uses a
standard LDS. This is problematic when the observation model
is not linear. Moreover, a Gibbs sampler is used for inference,
providing asimptotic properties tied to a high computational
cost.
A general theory of Rao-Blackwellised particle filters
(RBPFs) applied to dynamic Bayesian networks (DBNs) was
proposed in [30]. In the case of switching LDS, marginaliza-
tion of the joint posterior, namely analytic integration over the
continuous variables, considerably reduces the sampling space.
RBPF using Gibbs sampling was used for speech recognition
[31], where the discrete state corresponds to phonemes and
the continuous state corresponds to a time evolving represen-
tation of the observations. RBPF using Metropolis-Hastings
sampling was used in [32] to analyse motion patterns of bees.
In [32] it was noticed that a naive exploration of the
space of discrete variables is prohibitive and that data-driven
(DD) MCMC sampling improves convergence. DD-MCMC
requires supervised learning from a labeled training dataset,
which may be cumbersome, if not prohibitive, because it is
not practical to manually associate discrete-variable values
with the observed vectors. More recently, [33] proposed a
mixture of switching LDSs to analyse the dynamic behavior
of pedestrians: an MCMC inference scheme uses both Gibbs
and Metropolis-Hastings samplers. While potentially powerful,
MCMC methods and their variants are non-analytic methods
and typically suffer from slow convergence rates (they are
only exact in the case of infinite size samples), especially in
high-dimensional spaces, which is impractical in the case of
tracking. A recent comparison between MCMC and variational
inference emphasizes that the latter easily takes advantage of
stochastic and distributed optimization [34].
The generalized pseudo Bayes (GPB) [35] and the GPB
of order two (GPB2) [36], [37] algorithms belong to the
assumed density filtering (ADF) [38] class of models which is
widely used to approximate an intractable distribution with
a simpler one. GPB collapses the mixture of K Gaussian
components, resulting from considering all the possible linear
models at each time step, into one Gaussian component. GPB2
is more sophisticated and more time consuming than GPB,
as it collapses the K2 Gaussian components, resulting from
considering all the possible linear models when going from
one time step to the next, into K Gaussians components.
The GPB2 algorithm was applied to the analysis of motor
cortical activity of hand movements in macaque monkeys
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[1], and more recently it was used for tracking eye gaze
[39] and for path prediction of pedestrians in the context of
intelligent vehicles [5]. An offline extension of GPB2, called
expectation correction was proposed in [40] and applied to
speech recognition robust to noise [41].
Alternatively, structural variational inference and learning
techniques consider a parameterized distribution which is in
some sense close to the desired posterior distribution, as well
as easier to compute. Variational models modify the structure
of the posterior by removing dependencies between variables,
i.e. the joint posterior distribution P is approximated by a
tractable variational distribution Q with variational parame-
ters θ. The Kullback-Leibler divergence between Q and P
is minimized with respect to θ. In the case of switching
LDSs, [42], [28] and [43] propose to remove some of the
dependencies between the continuous and discrete latent vari-
ables, thus yielding tractable solvers. The mixed-state DBN
proposed in [42] is an HMM driving the LDS bias. In [28]
an HMM switches between several LDSs, each LDS having
a different latent variable with its own dynamic regime. Both
[42] and [28] lead to an EM algorithm whose maximization
step (learning) satisfies a set of fixed-point equations in the
variational parameters. The variational model proposed in [43]
is more general than the one proposed in [42] and in [28].
Nevertheless, their approximation breaks the dependencies
between the HMM and the LDS as well as the temporal
dependencies.
The variational model of [43] was applied to speech recog-
nition [44] and to speech production [45], while the model of
[42] was applied to human motion capture [46]. It is interesting
to note that in spite of the recent popularity gained by vari-
ational models, e.g. [47], as they provide tractable solutions
to various intractable inference problems, e.g. [2], [3], [48]–
[56], at the best of our knowledge, variational inference of
switching LDS has not been addressed for the last decade.
More recently, learning and inference of dynamical systems
have been addressed in the framework of deep generative
models (DGMs), where the linear-Gaussian transition and
emission distributions of LDS are replaced with non-linear
Gaussian models. In detail, the mean and covariance of
a Gaussian distribution are modeled with neural networks.
Because of this non-linear dependencies, direct optimization of
the corresponding data log-likelihood function is intractable.
This issue is solved by maximization of a variational lower
bound of the log-likelihood. For example, [57] uses a recurrent
neural network (RNN) to model the mean and diagonal
covariance matrix. The proposed structured inference network
corresponds to a deep Kalman smoother, that needs both
past and future observations. This formulation belongs to a
wider class of non-linear Gaussian state-space models that
were recently reviewed in [58]. Deep neural networks can also
be used within structured variational inference for pixel-level
prediction tasks [59], [60], but we are not aware of any works
addressing switching LDS with this methodology.
With respect to the related work just outlined, this paper
has the following contributions. We propose a variational
approximation of P-LDS. Unlike the variational model of [28],
which switches between several linear regimes, we propose a
piecewise-linear model that approximates non-linear dynamic
models. Unlike [43], the proposed variational approximation
doesn’t break the temporal dependencies. Unlike the RNN-
based non-linear state-space model of [57], the proposed
variational piecewise-linear model yields a closed-form solver
and it has fewer parameters.
We provide full details of an EM algorithm that can be in-
differently used either as a variational filter or as a variational
smoother. Unlike the models of [42] and of [28] that lead to
solving a set of fixed-point equations, we develop a closed-
form solution for learning the model parameters. Moreover, the
proposed method benefits from a closed-form EM algorithm
for the off-line estimation of the static parameters, namely,
those associated with the observation model. This has two
practical outcomes: (i) it reduces the task of learning to the
estimation of the parameters of the dynamic model and (ii) it
allows to learn the number of states of the switching variable
(or, equivalently, the number of linear models) based on a
model selection principle, i.e. the Bayes information criterion,
[22], [25]. For the sake of completeness, we describe a GPB2
algorithm for P-LDS that slightly differs from the standard
GPB2 for switching LDS in that it only needs to estimate the
parameters of the dynamic model.
III. PROBLEM FORMULATION
Let X ∈ X ⊂ RL be a latent (or state) random variable
and Y ∈ Y ⊂ RD be an observation variable. Without loss
of generality it will be assumed that the dimensionality of the
observation space is much higher than the dimensionality of
the latent space, D  L. Let x and y denote realizations
of X and Y , respectively. Let t ∈ N be the discrete time
index: Xt denotes the latent variable at t and the notation
X1:t is a shorthand for the temporal sequence X1, . . . ,Xt.
In an LDS, the observed vectors are connected to the latent
vectors through an observation equation. We will consider the
following piecewise-linear observation model. It is assumed
that at any time t a realization (yt,xt) of (Y t,Xt) is such that
yt is generated from xt by a linear function y = lk(x) plus
an error term. At each time step t, a discrete latent variable Zt
is introduced, such that Zt = k if and only if yt is the image
of xt by lk, with k ∈ {1, . . . ,K} ⊂ N. The piecewise linear




I(Zt = k)(AZtxt + bZt + eZt), (1)
where matrix AZt=k ∈ RD×L and vector bZt=k ∈ RD
define lk, I(·) is the indicator function and e ∼ N (0,Σ)
is a zero-mean Gaussian noise vector with covariance matrix
Σ ∈ RD×D. The description of the model is completed by a




I(Zt = k)(CZtxt−1 +wZt), (2)
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ZtZt−1 Zt+1
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Y tY t−1 Y t+1
Fig. 1. Graphical representation of the switching linear dynamic model that
show the dependencies between the latent variables (white circles) and the
observed variables (gray circles).
where CZt ∈ RL×L is the state transition matrix and w ∼
N (0,Q) is a zero-mean Gaussian noise vector with covariance
matrix Q ∈ RL×L. To summarize, the k-th LDS is defined by
the following probabilistic model, see Fig. 1:
p(xt|xt−1, Zt = k) = N (xt;CZtxt−1,QZt), (3)
p(yt|xt, Zt = k) = N (yt;AZtxt + bZt ,ΣZt), (4)
p(x1|Z1 = k) = N (x1;γZ1 ,ΓZ1), (5)
p(Z1 = k) = πZ1 , (6)
where {γk,Γk, πk}Kk=1, γk ∈ RL, Γk ∈ RL×L and πk, define
the Gaussian mixture parameters of the initial state.
So far we did not specify the temporal behavior of the
discrete hidden variables Z1:t that allow to select both the
observation model (1) and the dynamic model (2). We assume
that Z1:t obey a first-order Markov chain:
p(Zt = i) =
K∑
j=1
p(Zt = i|Zt−1 = j)p(Zt−1 = j)
τij = p(Zt = i|Zt−1 = j), 1 ≤ i, j ≤ K (7)
where τij is an entry of a state transition matrix T ∈ RK×K
which defines the switching behavior: at any time, the sys-
tem evaluates a convex combination of K Gaussian-linear
observation models and dynamic regimes. The model above is
described by the following parameters that we group into two
sets:
θ = {Ak, bk,Σk, πk,γk,Γk}k=Kk=1 , (8)
φ = {Cj ,Qj , τij}
i,j=K
i,j=1 . (9)
The static parameters θ in (8) characterize the observation
model (1) and (4), the initial distribution of x, (5), and
the prior (6): they do not depend on the dynamics of the
sequence. Hence, θ can be learned from a training set of
input-output pairs {yn,xn}Nn=1 in the following way. Let
ErZ [log p(y1:N ,x1:N , Z1:N ;θ)] be the expected complete-
data log-likelihood, where the expectation is taken over the
responsibilities rZ = p(Z1:N |y1:N ,x1:Nθ). The parameter set
θ can be estimated via a closed-form EM procedure, i.e. [22],
that alternates between the evaluation of the responsibilities
(posteriors) and the maximization of the expectation that was
just defined. The number of linear models K, can be estimated
via model selection, using the Bayes information criterion
(BIC), or empirically, based on the mean absolute error
between the predicted outputs and the ground-truth values, i.e
[23].
The parameters φ characterize the dynamic behavior of both
the continuous (3) and discrete (7) state variables and hence
they must be estimated from a temporal sequence of observa-
tions. It is interesting to note that when the observation space
is of high dimension, the strategy consisting of independently
estimating the parameters θ and φ simplifies the tasks of P-
LDS inference and learning by drastically reducing the number
of parameters. Let, for example, D = 1000 (the dimension of
the observation space), L = 10 (the dimension of the latent
space), and K = 10 (the number of linear-Gaussian models).
If we assume diagonal covariance matrices Σk, dim(θ) ≈ 105
and dim(φ) ≈ 103.
A. Computational Intractability
Exact model inference, i.e. estimation of the dynamic
parameters φ, is faced with an intractability problem. In-
deed, let’s analyze the complexity of computing the posterior
distribution, namely the conditional probability of the state
variable xt given the present and past observations p(xt|y1:t).
This distribution can be obtained by marginalization over the

























and for dx1 . . . dxt−1,
respectively. Using the first-order Markov dependencies shown
in the graphical model of Fig. 1, the joint probability (right
hand side of (10)) can be factorized as:




p (yt′ |xt′ , zt′) p (xt′ |xt′−1, zt′) p (zt′ |zt′−1) . (11)
Substituting the factors of (11) with their expressions (3)-(7)
and using standard properties of Gaussian distributions and
using marginalization, the joint distribution (11) writes:
p(xt,x1:t−1, z1:t|y1:t) = βt N ([x1 : xt] ;κt,Kt) , (12)
where the notation [x1 : xt] denotes vertical concatenation
of vectors x1, . . . ,xt, and where the weight βt, mean κt,
and covariance Kt depend on the model parameters (8) and
(9) and on Z1:t. Therefore, the predictive distribution (10) is a
Gaussian mixture with a number of components that increases
exponentially with time, i.e. there are Kt components after t
time steps, which is intractable.
This phenomenon appears not only when attempting to eval-
uate p(xt|y1:t) (filtering), but as well as when p(x1:T |y1:T )
(smoothing) is evaluated. While the former is used for on-line
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prediction, i.e. when the model is already trained, the latter
is part of the E-step of any algorithm used for learning the
parameters, and therefore equally essential. In the following,
we present our variational approximation to perform inference
as well as the complete VEM algorithm for learning. We
also discuss the derivation of the GPB2 algorithm [36] in the
context of the proposed formulation.
IV. VARIATIONAL INFERENCE AND LEARNING
In this section we present a variational approximation of P-
LDS and we derive a variational EM algorithm with tractable
inference (expectation) and closed-form parameter learning
(maximization). We assume that the continuous and discrete
variables are independent, a posteriori: consequently, the joint
distribution over x1:T and z1:T is approximated with the
following factorization:
p(x1:T , z1:T |y1:T ) ≈ q(x1:T )q(z1:T ). (13)
This follows the same philosophy as the factorial hidden
Markov models [61]. However, here we deal with hybrid
states, namely discrete and continuous, therefore the deriva-
tion [61] does not apply and we need to derive a new EM
algorithm. Notice that the proposed model is different than
the model of [28]. Indeed, the latter switches between several
continuous states, with their own linear dynamic regimes,
while the proposed model approximates a possibly non-linear
dynamic regime with a piecewise-linear model, similar to
GPB2, i.e. (44).
As with HMM and LDS learning, we assume that the
entire sequence of observations is available for training and
the challenge consists of inferring the entire chain of state
variables and of estimating the model parameters, namely
the parameter vectors θ, i.e. (8) (observation model) and φ,
i.e. (9) (dynamic model). As already outlined in Section III,
the parameters θ don’t depend on time and they can be
estimated using the algorithm of [22]. Therefore, we only need
to estimate the dynamic parameters φ. Formally, we maximize
the expected complete-data log-likelihood:
Q(φ) = Ep(x1:T ,z1:T |y1:T )
[
log p(x1:T , z1:T ,y1:T |φ)
]
, (14)
where the posterior distribution p(x1:T , z1:T |y1:T ) is evaluated
with the model parameters at the previous iteration φold,
implicit in the previous equation to simplify the reading.
A. Inference: The Expectation Steps
The two posterior distributions (13) write:
log q(z1:T ) = Eq(x1:T )
[




log q(x1:T ) = Eq(z1:T )
[




These distributions are alternatively evaluated, as explained in
detail below.
1) E-Z step: By developing (15), ignoring the constant
terms and using (3)-(7) we obtain:
















































where ηt = Eq(x1:T )[xt] is the posterior mean of xt, Vt =
Eq(x1:T )[xtx>t ]− ηtη>t is the posterior covariance of xt and
Wt = Eq(x1:T )[xt−1x>t ] − ηt−1η>t is the posterior cross-
covariance of xt−1 and xt.
One may notice that it is possible to group the terms that
depend on z in (17), thus yielding:







which is equivalent to an HMM with observation probabilities
ρIt,zt . Therefore, by computing the standard forward-backward
algorithm for HMMs, one can easily obtain the forward
ρFt,zt and backward ρ
B
t,zt probabilities to eventually obtain the
posteriori probability p(zt|y1:T ) ≈ q(zt):










The estimation of the transition parameters τzz′ requires the
joint posteriori probability distribution of zt−1, zt which can
be easily computed as:









2) E-X step: By developing (16), ignoring the constant
terms and using (3)-(7) we obtain:



















−1xt − 2x>t (VIt)−1ηIt + x>t (Qt)−1xt
− 2x>t Rtxt−1 + x>t−1(St)−1xt−1
))
, (21)
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To be valid, the last equation requires that ρt,zC>z Q
−1
z Cz is
invertible for all values of z, this implies that Cz is a full rank
matrix for all values of z, which is a very mild assumption.
This is very close to a standard LDS (Kalman filter), but
different enough in that standard forward-backward recursions
cannot be applied. Indeed, in a standard LDS the following
relationship holds: R>t Qt
−1Rt = St
−1
, which is not the case
in general. This condition is equivalent to impose the same
Gaussian dynamic model to all the realizations of Zt (which
clearly corresponds to a Kalman filter). However, from (21),
one may easily see that the joint posterior distribution is a
high-dimensional Gaussian, and therefore the marginals will
also be Gaussian. Even if the relationship does not correspond
to a standard LDS, it is still possible to write the forward-
backward equations that efficiently solve in an exact manner
the inference of q(xt).
























































. The backward recursion starts
at t = T − 1 with (VBT )−1 = 0 (and therefore the value of ηBT
has no effect). Together, they allow us to write the posterior
probability of xt:










(Vt)−1 = (VBt )
−1 + (VFt)
−1.
In order to estimate the parameters of the dynamics, Cz and
Qz , one needs the joint posterior probability of xt and xt−1:
























from which we compute the matrix Wt, required in (17), by
taking the upper-right block of VJt.
B. Learning: The Maximization Step
The estimation of the dynamic parameters is carried out
by taking the derivative of the auxiliary function (14) with
respect φ. Given the formulas derived in the previous section,
















Taking the expectation with respect to all probabilities, in-














log |Q−1z | − (xt − Czxt−1)>Q
−1








ρt,zz′ log τzz′ . (32)











− (ηt − Czηt−1)>Q
−1
z (ηt − Czηt−1)
− tr(Q−1z (CzVt−1C
>







ρt,zz′ log τzz′ . (33)
The optimal values of the transition parameters correspond to







The optimal value of Qz is obtained by taking the derivative









(ηt − Czηt−1)(ηt − Czηt−1)>
+ CzVt−1C>z + Vt − 2CzWt
)
. (35)
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Taking the derivative of Q with respect to Cz is more involved
since one needs to take the derivative of the matrix-trace














V. GPB2 INFERENCE AND LEARNING
GPB2 [36] is a commonly used algorithm to deal with the
intractability of switching LDSs. For the sake of completeness,
we describe the GPB2 algorithm for the particular case of
P-LDS. As above, only the dynamic parameters φ, i.e. (9),
need to be estimated. The central idea of GPB2 is to recur-
sively collapse a K2-component mixture into a K-component
mixture, as explained below. This implies that at each time
index t the conditional posterior p(xt|y1:t) is successively












p(xt−1,xt, zt−1, zt|y1:t) ∝ (38)
p(yt|xt, zt)p(xt|xt−1, zt)p(zt|zt−1)p(xt−1, zt−1|y1:t−1).
















t,zt−1 in the previous section, but they
take different numerical values because they are computed
using the GPB2 approximation instead of the variational one.
By using (3), (4), (7) and (38), the approximation in (39)












where the priors ρ̃Ft,zt−1zt , the means η̃
F
t,zt−1zt , and the covari-
ances Ṽ
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dt,zt−1zt = yt − Azt(Czt η̃
F
t,zt−1)− bzt ,
















Consequently, the dynamic model expands the K-component
GMM hypothesized in (39) into a K2-component GMM.
GPB2 collapses this K2 components into K components by














































Therefore, at each time index t, the filtering distribution is
approximated with a Gaussian mixture with K components,
i.e. (44). The same moment matching technique can be re-
cursively applied to the backward (or smoothing) distribution,
thus obtaining a K-component Gaussian mixture model for
p(xt|y1:T ). Finally, it is straightforward to apply the moment
matching technique to approximate the joint posterior distribu-
tion p(xt,xt−1|y1:T ) with a Gaussian mixture with K com-
ponents, so that the estimation of the transition parameters φ is
done with the same update formulas as in the variational case,
see (34), (35) and (36), but using the posterior distribution
provided by GPB2.
VI. EXPERIMENTAL VALIDATION
In this section we present experimental evaluations of
the proposed P-LDS variational EM filtering and smoothing
algorithms, namely head pose tracking (HPT) from a video,
e.g. Figure 2. The observed data consist of high-dimensional
feature vectors, e.g. histogram of oriented gradients (HOG),
but any other visual descriptors could be used in practice.
As already explained in Section III, the static parameters can
be estimated offline, from a training set of high-dimensional
feature vectors (inputs) and the associated ground-truth head-
pose angles (outputs). In order to choose the number K
of linear-Gaussian components, which is equivalent to the
number of states of the switch variable, we use the result
of [23] which shows that the Bayesian information criterion
(BIC) model [22] may be replaced with an empiric score based
on the mean absolute error (MAE) between the predicted head
pose and the ground truth. Based on this, we set K = 25 in
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TABLE I
SUMMARY OF PRINCIPAL FEATURES OF THE DATASETS USED FOR
EMPIRICAL EVALUATION.
Dataset Biwi-Kinect [62] EYEDIAP [63] Vernissage [64]
#Recordings 24 94 10
#Participants 20 16 20
Sensor type RGB-D RGB-D RGB
Pitch range [−60◦,+60◦] [−40◦,+40◦] [−90◦,+90◦]
Yaw range [−75◦,+75◦] [−50◦,+50◦] [−90◦,+90◦]
Roll range [−20◦,+20◦] N/A N/A
Annotation
method




all our experiments. It is worthwhile to notice that the off-
line training procedure is shared by the variational filter, the
variational smoother and GPB2.
A. Experimental Setup
We empirically evaluate the performance of the proposed
methods with three publicly available datasets: Biwi-Kinect
[62], EYEDIAP [63] and Vernissage [64] (see Table I):
• The Biwi-Kinect dataset contains 24 videos of 20 people
(16 men and 4 women) recorded with a Kinect camera.
During the recordings, people were asked to move their
heads freely in front of the camera. 3D head pose
(pitch, yaw, and roll angles) annotations were obtained
automatically and accurately for each video frame using
the face-shift software. The angle values range from−60◦
to 60◦ for pitch, −75◦ to 75◦ for yaw and −20◦ to 20◦
for roll. The dataset provides RGB and depth images as
well as the calibration matrices. The 3D nose positions
are provided as well.
• The EYEDIAP dataset is intended for both eye-gaze and
head-pose estimation. It contains 94 videos of 16 people
recorded using different configurations, e.g. static and
rotating heads. The dataset provides RGB videos, with
both HD and VGA resolution, and depth videos with the
associated calibration matrices. Annotations of both head-
pose and eye-gaze are provided for each video frame. The
angle values range from −40◦ to 40◦ for pitch and −50◦
to 50◦ for yaw.
• The Vernissage dataset contains 10 recordings of 20 peo-
ple interacting with each and with a robot. Each recording
comprises two people. The dataset was recorded with
a camera embedded into the head of a robot head. A
network of infrared cameras combined with optical mark-
ers placed on the participants’ heads provide accurate
ground-truth head positions and orientations.
B. Implementation details
Facial features are computed as follows. A face detector
provides bounding boxes for each frame and for each video.
Then a high-dimensional feature vector is extracted from each
bounding box using histogram of oriented gradients (HOG)
descriptors, obtained along the implementation described in
[23] which yields vector-valued observations of dimension
D = 1888. For all datasets and for each face identity, we split
the corresponding videos into two disjoint sets: a training set
and a test set. Since the datasets are annotated, i.e. there are
ground-truth head-pose parameter values associated with each
frame. As already mentioned, we use the method of [23] to
estimate θ.
The dynamic parameters are initialized as follows. First
we set Ck = I since we noticed that the simultaneous
estimation of Ck and Qk is subject to instabilities in the




are initialized with the identity matrix. The
entries of the transition matrix {τij}Ki,j=1 are initialized in
the following way. We compute the pairwise Bhattacharrya
distances [65] between the K Gaussian components defined by
(5). The variational EM algorithm alternates between inference
of q(Zt) (E-Z step) and of q(xt) (E-X step). The variational
parameters ηt and Vt are initialized with their previously
estimated values, namely: ηt = ηt−1 and Vt = Vt−1.
We implemented both the variational filter and the varia-
tional smoother described in detail in the previous section.
The main difference between the filter and the smoother is
the amount of information that is used at inference time.
Indeed, while the filter uses only causal information (i.e. past
observations) the smoother uses also non-causal information
(i.e. past and future observations). This is why, a priori, one
expects the smoother to have better performance, at the price
of being a completely off-line algorithm that cannot be used
for real-time applications.
C. Results and Discussion
The proposed methods were compared with the following
state-of-the-art HPT methods:
• Flandmarks [66], [67] combines 2D face landmark detec-
tion with head pose estimation and with tracking. Head
pose is estimated in the following way: the 3D landmarks
of a mean face are projected onto the image plane and the
error between the projected landmarks and the observed
landmarks is minimized over the pose parameters. At
each time step this non-linear minimizer is initialized with
the pose parameters computed at the previous time step.
The publicly available implementation of this method
only computes the pitch and yaw angles.
• OpenFace [68] is an open source software package for
facial behavior analysis, i.e. facial landmark detection and
tracking, head pose and eye gaze estimation. It extracts
68 2D facial landmarks using conditional local neural
fields and tracks them over time with a three-layer CNN
trained to predict landmark detection errors [69]. Once
2D landmarks are detected and tracked, they are used in
conjunction with a 3D facial model to compute head pose
parameters.
• ICP tracking [70] uses both depth and color (RGB-D
images) from which 16 3D facial landmarks are manually
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Fig. 2. The proposed variational P-LDS algorithm applied to the problem of head pose tracking (HPT). The central column shows the Gaussian mixture that
models the latent space, i.e. eq. (5). The parameters of this mixture don’t vary over time and they are learnt from a training set of input-output instances of
the observed and latent variables. In this example we show the likelihood function associated with the latent variables of head pose, namely the yaw and pitch
angles. The observed pose at t (red dot denoted B) is estimated from a high-dimensional feature vector that describes a face (left column). The variational
means (green dots denoted A and shown with green arrows onto the right column) are inferred by the E-X step of the algorithm (22) based on the current
dynamic prediction (orange dot denoted C) and the current observation (red dot denoted B).
extracted. The landmarks are tracked based on estimating
the rigid motion between consecutive frames.
These HPT methods make use of 2D facial landmarks,
whose detection is known to be sensitive to large head
poses that induce partial occlusions of the face. This stays
in contrast with the proposed method that directly exploits
high-dimensional descriptors of faces. For completeness, we
also compared our algorithms with an implementation of the
Kalman filter (LDS), namely (1)-(6) with K = 1, with the
HPE method of [23] and with GPB2, i.e. Section V and [71].
To quantitatively evaluate HPT we compute average and
standard deviation of the absolute error between the estimated
pose parameters and the ground-truth parameters provided
with each annotated dataset.
The results obtained with the Biwi-Kinect, EYEDIAP and
Vernissage datasets are summarized in tables II, III and IV.
The HPT method of [66], [67] does not estimate the roll
angle. Moreover, this method relies on 2D landmark detection.
Therefore, it fails whenever all the landmarks are not properly
detected. This is the reason for which this method did not
provide publishable results, when applied to the EYEDIAP and
Vernissage datasets. The method of [70] takes as input RGB-
D images and manually annotated facial landmarks, hence it
could only be applied to the EYEDIAP dataset. In general,
the proposed descriptor-based trackers perform better than the
landmark-based trackers. A lower standard deviation corre-
sponds to a higher precision and a better method repeatability.
In order to assess the statistical differences in performance
between the various methods, we used the Wilcoxon signed-
rank test [72], inspired from [73], which is a non-parametric
TABLE II
AVERAGE (AVG.) AND STANDARD DEVIATION (STD.) OF THE ABSOLUTE
ERROR (IN DEGREES) FOR THE PITCH, YAW AND ROLL ANGLES (WHEN
APPLICABLE) ON THE BIWI-KINECT DATASET. THE LANDMARK-BASED
METHOD OF [66], [67] ONLY ESTIMATES THE PITCH AND THE ROLL
ANGLES. THE BEST RESULTS ARE IN BOLD AND THE SECOND BEST ARE IN
SLANTED BOLD. THE RESULTS THAT DID NOT PASS THE WILCOXON
STATISTICAL TEST ARE MARKED WITH AN ASTERISK. THE SAME FACE
DETECTOR WAS USED BY ALL METHODS.
Pitch Yaw Roll
Method Avg. Std. Avg. Std. Avg. Std.
HPE GLLiM HOG [23] 10.54 13.38 11.15 17.93 5.23 5.99
HPT Flandmarks [66], [67] 13.12 10.79 21.1 14.16 − −
HPT OpenFace [68] 9.23 15.69 29.43∗ 25.74 10.72∗ 11.33
HPT GLLiM Kalman 10.35 13.19 10.97 17.75 5.12 5.93
HPT GPB2 HOG 9.03 10.89 8.77 13.42 4.75 5.11
HPT VarFilter HOG 9.39 8.95 11.81 14.06 4.96 5.01
HPT VarSmoother HOG 9.08 8.64 11.06 13.47 4.87 4.95
statistical hypothesis test that is commonly used to compare
two related samples in order to assess the null hypothesis that
the median difference between pairs of observations is zero. It
can be used as an alternative to the paired Student’s t-test (t-
test for matched pairs) when the population cannot be assumed
to be normally distributed. For most of the comparisons, there
were no statistical differences. The only notable exception is
OpenFace [68], which performs considerably worse than the
other methods on two of the three datasets: the yaw and roll
estimation for the Biwi-Kinect dataset, and the pitch and yaw
estimation for the EYEDIAP dataset. These estimation are
marked with an asterisk in Table II and Table III, respectively.
As an example, Figure 3 shows a ground-truth yaw (left-
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Fig. 3. An example from the Biwi-Kinect dataset of a person that rotates his
head from left to right and then from right to left (yaw angle). The ground
truth trajectory is shown with a blue curve, the result of head-pose estimation
(HPE GLLiM) is shown in red. The results obtained with the HPT GPB2
algorithm (top) and with the proposed HPT VarFilter algorithm (bottom),
respectively. Notice that the large errors that are produced by HPE GLLiM
are eliminated by both trackers.
right rotation) trajectory as well as trajectories obtained with
HPE GLLiM [23], with HPT GPB2 (top) and with the pro-
posed variational filter (bottom). Overall, the performance of
the proposed variational EM algorithms is comparable with the
performance of GPB2. Notice that the large errors produced
by HPE GLLiM are filtered by both trackers.
We measured the CPU time needed to compute one time
step. This comprises the following processes: (i) extraction of
a HOG descriptor from a face, (ii) head pose estimation, and
(iii) tracking, where the tracker can be either the GPB2 or
the variational filter. Using an Intel-Xeon and Matlab, it takes
1.0 second to extract a HOG descriptor and to estimated head
pose, 8.55 seconds to run GPB2 and 2.45 seconds to run the
variational filter, respectively.
VII. CONCLUSIONS
In this paper we addressed the problem of learning and
inference of piecewise LDS. The latter belongs to the switch-
ing LDS class of models, which is known to be intractable
because of the combinatorial explosion, over time, of the
modes of the latent space. The standard way of dealing with
this problem is to use the GPB2 algorithm which collapses
a K2-component mixture into a K-component one based on
moment matching – a computationally demanding process.
TABLE III
AVERAGE (AVG.) AND STANDARD DEVIATION (STD.) OF THE ABSOLUTE
ERROR (IN DEGREES) FOR THE PITCH AND YAW ANGLES ON THE
EYEDIAP DATASET. THE METHOD OF [70] USES BOTH COLOR AND
DEPTH DATA AND IT REQUIRES MANUALLY ANNOTATED 2D LANDMARKS.
THE BEST RESULTS ARE IN BOLD AND THE SECOND BEST ARE IN
SLANTED BOLD. THE RESULTS THAT DID NOT PASS THE WILCOXON
STATISTICAL TEST ARE MARKED WITH AN ASTERISK. THE SAME FACE
DETECTOR WAS USED BY ALL METHODS.
Pitch Yaw
Method Avg. Std. Avg. Std.
HPE GLLiM HOG [23] 6.29 7.80 7.80 10.39
ICP tracking [70] 4.17 5.59 6.89 14.42
OpenFace [68] 15.39∗ 12.85 22.21∗ 16.32
HPT GLLiM Kalman 6.21 7.75 10.62 10.31
HPT GPB2 HOG 6.68 8.75 8.44 10.91
HPT VarFilter HOG 6.96 8.04 11.38 11.44
HPT VarSmoother HOG 6.78 7.88 10.66 10.99
TABLE IV
AVERAGE (AVG.) AND STANDARD DEVIATION (STD.) OF THE ABSOLUTE
ERROR (IN DEGREES) FOR THE PITCH AND YAW ANGLES ON THE
VERNISSAGE DATASET. THE BEST RESULTS ARE IN BOLD AND THE
SECOND BEST ARE IN SLANTED BOLD. THE SAME FACE DETECTOR WAS
USED BY ALL METHODS.
Pitch Yaw
Method Avg. Std. Avg. Std.
HPE GLLiM HOG [23] 23.95 23.18 11.03 8.57
OpenFace [68] 21.30 18.80 13.18 10.67
HPT GLLiM Kalman 23.94 23.18 11.03 8.56
HPT GPB2 HOG 20.24 20.62 10.21 7.80
HPT VarFilter HOG 21.06 19.96 13.76 8.25
HPT VarSmoother HOG 20.37 18.58 12.92 7.89
Alternatively, we propose a variational approximation of P-
LDS and two associated EM algorithms: a variational filter
and a variational smoother. Both the filter and the smoother are
based on closed-form expressions, which guarantees efficient
computation and fast convergence. The proposed variational
filter is of the order of 3.5 times faster than the GPB2 method.
Not surprisingly, the most time-consuming part of GPB2 is the
evaluation of the parameters of the K2-component Gaussian
mixture, followed by the evaluation of the parameters of the
approximating K-component mixture. This collapsing process
resides at the heart of GPB2 and it cannot be avoided. In
contrast, the M-step of the proposed VEM can be skipped,
once the parameters are learnt, as done in [2], which can
further accelerate the algorithm.
We applied the proposed algorithms to the problem of head-
pose tracking. We presented a series of experiments using
several datasets. We carried out a benchmark that included
our algorithms and several state-of-the-art tracking algorithms.
We note that the variational-based tracker compares well with
GPB2 and with the other trackers. It should be noted, however,
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that the landmark based methods, e.g. [66], [67], fail to
track in many cases. The best performing method is [70].
Nevertheless, this method has limitations because it requires
manual annotation of facial landmarks and it can only be
applied to RGB-D images. In contrast, the proposed method is
based on extracting high-dimensional descriptors from RGB
images, and appears to be more robust against facial self
occlusions than the landmark-based methods.
REFERENCES
[1] W. Wu, M. J. Black, D. Mumford, Y. Gao, E. Bienenstock, and J. P.
Donoghue, “Modeling and decoding motor cortical activity using a
switching Kalman filter,” IEEE Transactions on Biomedical Engineering,
vol. 51, no. 6, pp. 933–942, 2004.
[2] S. Ba, X. Alameda-Pineda, A. Xompero, and R. Horaud, “An on-line
variational Bayesian model for multi-person tracking from cluttered
scenes,” Computer Vision and Image Understanding, vol. 153, pp. 64–
76, 2016.
[3] M. Byeon, M. Lee, K. Kim, and J. Y. Choi, “Variational inference for 3-
D localization and tracking of multiple targets using multiple cameras,”
IEEE Transactions on Neural Networks and Learning Systems, 2019.
[4] S. Thrun, W. Burgard, and D. Fox, Probalistic Robotics. MIT Press,
2005.
[5] J. F. Kooij, F. Flohr, E. A. Pool, and D. M. Gavrila, “Context-based path
prediction for targets with switching dynamics,” International Journal
of Computer Vision, vol. 127, no. 3, pp. 239–262, 2019.
[6] R. E. Kalman, “A new approach to linear filtering and prediction
problems,” Transactions of the ASME–Journal of Basic Engineering,
vol. 82, no. Series D, pp. 35–45, March 1960.
[7] H. E. Rauch, C. Striebel, and F. Tung, “Maximum likelihood estimates
of linear dynamic systems,” AIAA Journal, vol. 3, no. 8, pp. 1445–1450,
1965.
[8] R. Chen and J. S. Liu, “Mixture Kalman filters,” Journal of the Royal
Statistical Society: Series B (Statistical Methodology), vol. 62, no. 3,
pp. 493–508, 2000.
[9] M. S. Arulampalam, S. Maskell, N. Gordon, and T. Clapp, “A tutorial
on particle filters for online nonlinear/non-Gaussian Bayesian tracking,”
IEEE Transactions on Signal Processing, vol. 50, no. 2, pp. 174–188,
February 2002.
[10] A. H. Jazwinski, Stochastic processes and filtering theory. Courier
Corporation, 2007.
[11] S. J. Julier and J. K. Uhlmann, “Unscented filtering and nonlinear
estimation,” Proceedings of the IEEE, vol. 92, no. 3, pp. 401–422, 2004.
[12] K. P. Murphy, Machine Learning: a Probabilistic Perspective. MIT
press, 2012.
[13] K. Xiong, H. Zhang, and C. Chan, “Performance evaluation of UKF-
based nonlinear filtering,” Automatica, vol. 42, no. 2, pp. 261–270, 2006.
[14] N. Dalal and B. Triggs, “Histograms of oriented gradients for human
detection,” in IEEE Conference on Computer Vision and Pattern Recog-
nition, vol. 1, June 2005, pp. 886–893 vol. 1.
[15] B. Ahn, J. Park, and I. S. Kweon, “Real-time head orientation from a
monocular camera using deep neural network,” in Asian Conference on
Computer Vision. Springer, 2014, pp. 82–96.
[16] S. S. Mukherjee and N. M. Robertson, “Deep head pose: Gaze-direction
estimation in multimodal video,” IEEE Transactions on Multimedia,
vol. 17, no. 11, pp. 2094–2107, 2015.
[17] R. Ranjan, V. M. Patel, and R. Chellappa, “Hyperface: A deep multi-
task learning framework for face detection, landmark localization, pose
estimation, and gender recognition,” IEEE Transactions on Pattern
Analysis and Machine Intelligence, 2017.
[18] S. Lathuilière, R. Juge, P. Mesejo, R. Munoz-Salinas, and R. Horaud,
“Deep mixture of linear inverse regressions applied to head-pose estima-
tion,” in IEEE Conference on Computer Vision and Pattern Recognition,
2017.
[19] C. E. Rasmussen, Gaussian processes for machine learning. MIT Press,
2006.
[20] A. J. Smola and B. Schölkopf, “A tutorial on support vector regression,”
Statistics and computing, vol. 14, no. 3, pp. 199–222, 2004.
[21] H. Abdi, “Partial least square regression (PLS regression),” Encyclopedia
for research methods for the social sciences, pp. 792–795, 2003.
[22] A. Deleforge, F. Forbes, and R. Horaud, “High-dimensional regression
with Gaussian mixtures and partially-latent response variables,” Statistics
and Computing, vol. 25, no. 5, pp. 893–911, 2015.
[23] V. Drouard, R. Horaud, A. Deleforge, S. Ba, and G. Evangelidis,
“Robust head-pose estimation based on partially-latent mixture of linear
regressions,” IEEE Transactions on Image Processing, vol. 26, no. 3,
pp. 1428–1440, 2017.
[24] C.-C. Tu, F. Forbes, B. Lemasson, and N. Wang, “Prediction with high
dimensional regression via hierarchically structured Gaussian mixtures
and latent variables,” Journal of the Royal Statistical Society: Series C
(Applied Statistics), vol. 68, no. 5, pp. 1485–1507, 2019.
[25] E. Perthame, F. Forbes, and A. Deleforge, “Inverse regression approach
to robust non-linear high-to-low dimensional mapping,” Journal of
Multivariate Analysis, 2017.
[26] A. Deleforge, R. Horaud, Y. Y. Schechner, and L. Girin, “Co-localization
of audio sources in images using binaural features and locally-linear
regression,” IEEE/ACM Transactions on Audio, Speech, and Language
Processing, vol. 23, no. 4, pp. 718–731, 2015.
[27] X. Li, L. Girin, R. Horaud, and S. Gannot, “Estimation of the direct-
path relative transfer function for supervised sound-source localization,”
IEEE/ACM Transactions on Audio, Speech, and Language Processing,
vol. 24, no. 11, pp. 2171–2186, 2016.
[28] Z. Ghahramani and G. E. Hinton, “Variational learning for switching
state-space models,” Neural computation, vol. 12, no. 4, pp. 831–864,
2000.
[29] E. Fox, E. B. Sudderth, M. I. Jordan, and A. S. Willsky, “Bayesian
nonparametric inference of switching dynamic linear models,” IEEE
Transactions on Signal Processing, vol. 59, no. 4, pp. 1569–1585, 2011.
[30] A. Doucet, N. De Freitas, K. Murphy, and S. Russell, “Rao-
Blackwellised particle filtering for dynamic Bayesian networks,” in
Proceedings of the Sixteenth conference on Uncertainty in artificial
intelligence. Morgan Kaufmann Publishers Inc., 2000, pp. 176–183.
[31] A.-V. I. Rosti and M. J. Gales, “Rao-blackwellised Gibbs sampling for
switching linear dynamical systems,” in International Conference on
Acoustics, Speech, and Signal Processing, vol. 1. IEEE, 2004, pp.
809–812.
[32] S. M. Oh, J. M. Rehg, T. Balch, and F. Dellaert, “Learning and inferring
motion patterns using parametric segmental switching linear dynamic
systems,” International Journal of Computer Vision, vol. 77, no. 1-3,
pp. 103–124, 2008.
[33] J. F. Kooij, G. Englebienne, and D. M. Gavrila, “Mixture of switching
linear dynamics to discover behavior patterns in object tracks,” IEEE
Transactions on Pattern Analysis and Machine Intelligence, vol. 38,
no. 2, pp. 322–334, 2016.
[34] D. M. Blei, A. Kucukelbir, and J. D. McAuliffe, “Variational inference:
A review for statisticians,” Journal of the American Statistical Associa-
tion, vol. 112, no. 518, pp. 859–877, 2017.
[35] Y. Bar-Shalom and X.-R. Li, Estimation and tracking: Principles,
techniques, and software. Artech House, 1993.
[36] Y. Bar-Shalom and T. E. Fortmann, Tracking and Data Association.
Academic Press, 1988.
[37] K. P. Murphy, “Dynamic Bayesian networks: representation, inference
and learning,” Ph.D. dissertation, University of California, Berkeley,
2002.
[38] X. Boyen and D. Koller, “Tractable inference for complex stochastic
processes,” in Proceedings of the Fourteenth Conference on Uncertainty
in Artificial Intelligence, 1998, pp. 33–42.
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