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The explicit formula for Gauss-Jordan elimination and
error analysis✩
Nam Van Tran1,∗, Ju´lia Justino2,3, Imme van den Berg3
Abstract
The explicit formula for the elements of the successive intermediate ma-
trices of the Gauss-Jordan elimination procedure is used for error analysis in
the case that the procedure is applied to systems of linear equations. Sta-
bility conditions in terms of relative precision and size of determinants are
given, such that the Gauss-Jordan procedure leads to a solution respect-
ing the original imprecisions in the right-hand member. The solution is the
same as given by Cramer’s Rule. We model imprecisions with the help of
non-standard analysis. A direct proof by induction is given of the explicit
formula for the intermediate matrices.
Keywords: Gauss-Jordan elimination, error propagation, stability, external
numbers.
AMS classification: 03H05, 15A06, 15B33, 65G99.
1. Introduction
Gantmacher’s book [9] on linear algebra contains an explicit formula for
the elements a
(k)
ij of the matrix obtained after k Gaussian operations applied
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to a matrix A = [aij ], below and to the right of the k
th pivot a
(k)
kk . The
formula is given in terms of quotients of minors, and follows when applying
Gaussian elimination to the two minors, which happen to have common
factors all wiping themselves out, except for a
(k)
ij . We extend this method to
all elements of the matrix A(k) ≡ [a(k)ij ], and derive that above the pivot a
similar formula holds, with alternating sign.
We apply this explicit formula to the error analysis of the solution of
systems of linear equations with coefficient matrix A and right-hand member
b, in the particular case where A is square, non-singular, reduced and prop-
erly arranged, meaning that the pivots are maximal and are located on the
principal diagonal. We formulate stability conditions, the most important
expressing that the relative imprecisions of elements of A, when compared
to det(A), should be at most of the same order as the relative imprecision of
the right-hand member. Then if det(A) is not too small, the Gauss-Jordan
procedure solves the system within the bounds given by the imprecisions in
the right-hand member, i.e., there is no significant blow-up of errors. We
also show that Cramer’s Rule applied to stable systems leads to the same
outcome. We keep track of the order of magnitude of the imprecisions at each
step of the Gauss-Jordan procedure. We distinguish between division by the
pivot and the operations with the rows, since they have different impact on
the imprecisions; thus the pivots will now be of the form a
(2k)
k+1k+1. We show
that each step transforms a stably system into a new stable system. The
main tools are lower and upper bounds for the pivots, which are quotients of
successive principal minors.
The above considerations on imprecisions and orders of magnitude figur-
ing in error propagation are formalized in Nonstandard Analysis. Notions as
”big” and ”small” are not modelled functionally as limit behaviour, but by
numbers, which can be ”unlimited” or ”infinitesimal”. The imprecisions and
orders of magnitude are modelled by convex subgroups of the nonstandard
reals, called (scalar) neutrices, the vagueness being reflected by the invari-
ance under some additions, a formalization of the Sorites property [8, 25]; we
were inspired by the functional neutrices of Van der Corput’s Theory of Ne-
glecting [2]. The representation of imprecisions occurring in the coefficients
and the right-hand member of a system of equations by scalar neutrices fa-
cilitates individual treatment and direct calculations, due to the absence of
functional dependence.
The status of the explicit formula for the Gauss-Jordan elimination pro-
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cedure seems to be uncertain. As regards to the formula for the lower part
of the intermediate matrices Gantmacher refers to [11]. [19] contains some
historical observations and presents a proof using identities of determinants.
The formula including also the alternating behaviour at the upper part of
the intermediate matrices is contained in [18]. The proof given uses also
identities of determinants. We give a direct proof by induction, based on
the simplification of quotients of minors indicated in Gantmacher’s book, in
combination with a formula for the pivots in terms of quotients of principal
minors.
There exist an extensive literature on error analysis for the Gauss-Jordan
elimination procedure, see e.g. [26], [20] [10], [12] and [19]. Often the elimi-
nation concerns only the lower part of the matrix, after which solutions are
found by successive substitutions. Some key-notions are the growth factor
ρ ≡
max
i,j,k
|a(k)i,j |
max
i,j
|ai,j| and the condition number in the form of the product of norms
cond(A) ≡ ‖A‖.‖A−1‖, and they are often used to obtain bounds for the er-
rors as a function of k. The principal tools in our setting are estimates of
determinants and its principal minors. This seems somewhat natural, since
by Cramer’s Rule the solution of linear systems is stated in the form of quo-
tients of determinants, and the Gauss-Jordan operations are carried out with
quotients of minors; we point out that there exists a relationship between the
orders of magnitude of determinants and its principal minors. Our stability
conditions imply invariance of the order of magnitude in the right-hand mem-
ber, and allow for a moderate increase in the imprecisions of the coefficients
of the matrices, which at any stage should remain small with respect to the
determinants.
This article has the following structure. In section 2 we state the explicit
formula for all the entries of the intermediate matrices of the Gauss-Jordan
procedure and prove it by induction. We outline our approach to error anal-
ysis in Section 3; this section also contains some background on nonstandard
analysis, the neutrices and external numbers (sums of a nonstandard real
number and a neutrix), and calculus with matrices of external numbers, ob-
tained earlier in [23]. In Section 4 we recall the notion of flexible systems
of [13], which are the systems of linear equations with external numbers we
use to model error propagation. We define the notion of stability, and state
the main theorems, which indicate the solution sets of stable systems, and
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state that they may be obtained both by the Gauss-Jordan procedure and
by Cramer’s Rule. The validity of Cramer’s Rule was earlier proved in [13]
for a class of non-homogeneous systems. In Section 5 we show the impact of
each step of the Gauss-Jordan procedure in our model of error propagation
and derive that a stable system is always transformed into a stable system.
These results and the generalization of Cramer’s Rule proved in Section 6
allow us to prove the main theorems in Section 7. Concrete examples of flex-
ible systems of equations are contained in Section 8. Some results suggest
the possibility to obtain simplications, by neglecting terms in the coefficients
of the equations which may be too specified, compared with the imprecisions
in the right-hand member; we illustrate this numerically.
2. Gauss-Jordan operations
We start with some definitions and notations related to the Gauss-Jordan
operations, where we use the common representation by matrix multiplica-
tions. Explicit expressions for these matrices are given in Theorem 2.10, and
explicit formulas for the intermediate matrices are given in Theorem 2.9.
We will always consider m× n matrices with m,n ∈ N, m, n ≥ 1.
Notation 2.1. We denote by Mm,n(R) the set of all m × n matrices over
the field R.
Notation 2.2. Let A ∈ Mm,n(R). For each k ∈ N such that 1 ≤ k ≤
min{m,n}, let 1 ≤ i1 < · · · < ik ≤ m and 1 ≤ j1 < · · · < jk ≤ n.
1. We denote the k × k submatrix consisting of the rows with indices
{i1, . . . , ik} and columns with indices {j1, . . . , jk} by Ai1...ikj1...jk.
2. We denote the corresponding k × k minor by mi1...ikj1...jk = det
(Ai1...ikj1...jk).
3. For 1 ≤ k ≤ min{m,n} we may denote the principal minor of order k
by mk = m
1···k
1···k. We define formally m0 = 1.
By appropriately changing rows and columns we may always assume that
the absolute value of the principal minor mk+1 is larger than or equal to the
absolute value of the minors of order k + 1 which share the the first k rows
and columns. This is stated in the next proposition, which is well-known.
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Proposition 2.3. Let A ∈ Mm,n(R). By if necessary changing rows and
columns of A, we may obtain that for every k ∈ N such that 1 ≤ k + 1 ≤
min{m,n}
∣∣m1···ki1···kj∣∣ ≤ |mk+1| (1)
for k + 1 ≤ i ≤ m and k + 1 ≤ j ≤ n.
As a consequence, if one of the minors m1···ki1···kj is non-zero, the princi-
pal minor mk+1 is non-zero. So if r is the rank of A, the principal minors
m1, . . . , mr are all non-zero.
Definition 2.4. Assume A ∈ Mm,n(R) has rank r ≥ 1. Then A is called
properly arranged, if for 1 ≤ k ≤ r formula (1) holds whenever k+1 ≤ i ≤ m
and k+1 ≤ j ≤ n, and diagonally eliminable up to r if mk 6= 0 for 1 ≤ k ≤ r;
if r = n = m we say that A is diagonally eliminable.
Convention 2.5. To avoid some complications of notation, In the remaining
part of this section we assume that the matrices A = [aij ]m×n are diagonally
eliminable up to r, more precisely, if A has rank r, the square submatrix
[aij ]1≤i≤r,1≤j≤r is non-singular, with all its principal minors non-zero. This
can be assumed without loss of generality because of Proposition 2.3.
Definition 2.6. Let A = [aij ]m×n ∈ Mm,n(R) be of rank r ≥ 1 and diago-
nally eliminable up to r. For every q with 1 ≤ q ≤ 2r − 1 the Gauss-Jordan
operation matrix Gq and the intermediate matrix A(q) are defined as follows.
We let G1 =
[
g
(1)
ij
]
m×m
be the matrix which corresponds to the multiplica-
tion of the entries of the first line of A by 1/a11, such that the first pivot of
A(1) ≡ G1A becomes a(1)11 = 1. This means that
G1 =
[
g
(1)
ij
]
m×m
=


1
a11
0 · · · 0
0 1 · · · 0
...
...
. . .
...
0 0 · · · 1

 .
Let G2 be the matrix which corresponds to the creation of zero’s in the first
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column of A(1), except for a(1)11 , and let A(2) = G2A(1), i.e.
G2 =
[
g
(2)
ij
]
m×m
=


1 0 · · · 0
−a21 1 · · · 0
...
...
. . .
...
−am1 0 · · · 1

 ,
and
A(2) =
[
a
(2)
ij
]
n×p
=


1 a
(1)
12 · · · a(1)1n
0 a
(2)
22 · · · a(2)2n
...
...
. . .
...
0 a
(2)
m2 · · · a(2)mn

 .
Assuming that G2k and A(2k) are defined for k < r, the matrix G2k+1 cor-
responds to the multiplication of row k + 1 of A(2k) by 1/a(2k)k+1k+1, leading to
A(2k+1) ≡ G2k+1A(2k), and the matrix G2k+2 corresponds to transforming the
entries of column k of A(2k+1) into zero, except for the entry a(2k+1)k+1k+1(= 1), re-
sulting in A(2k+2) ≡ G2k+2A(2k+1). So we have G2k+1 =
[
g
(2k+1)
ij
]
n×n
, where
g
(2k+1)
ij =


1 if i = j 6= k + 1
0 if i 6= j
1
a
(2k)
k+1k+1
if i = j = k + 1
,
and G2k+2 =
[
g
(2k+2)
ij
]
n×n
, where
g
(2k+2)
ij =


0 if j 6∈ {i, k + 1}
1 if i = j
−a(2k+1)ik+1 if i 6= k + 1, j = k + 1
.
Because the product G2k+1A(2k) corresponds to the Gaussian operation
of multiplying the (k + 1)th row of the matrix A(2k) by the non-zero scalar
1
a
(2k)
k+1k+1
, one has
det(G2k+1) = 1
a
(2k)
k+1k+1
.
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On the other hand, the product G2kA(2k−1) corresponds to the repeated
Gauss-Jordan operation of adding a scalar multiple of a row to some other
row of A(2k−1), implying that
det(G2k) = 1.
We justify the above definition by showing that a
(2k−2)
kk 6= 0 for 1 ≤ k ≤ r.
We prove first a lemma.
Lemma 2.7. Let A = [aij ]m×n ∈ Mm,n(R) be of rank r ≥ 1 and diago-
nally eliminable up to r. Then m11 = a11 6= 0. If r > 1, assuming that
a11, a
(1)
22 , . . . , a
(2k−2)
kk 6= 0 for 1 ≤ k < r, it holds that
mk+1 = a11a
(2)
22 · · ·a(2k−2)kk a(2k)k+1k+1 (2)
and a
(2k)
k+1k+1 6= 0.
Proof. Obviously m11 = a11 6= 0. Assume that r > 1, 1 ≤ k < r and also
a
(1)
22 , . . . , a
(2k−2)
kk 6= 0. Then we may apply the Gauss-Jordan operations up to
2k and obtain
mk+1 =det


a11 · · · a1k a1k+1
...
. . .
...
...
ak1 · · · akk akk+1
ak+11 · · · ak+1k ak+1k+1


=a11 · · · a(2k−1)kk det


1 · · · 0 a(2k−1)1k+1
...
. . .
...
...
0 · · · 1 a(2k−1)kk+1
0 · · · 0 a(2k)k+1k+1

 .
The Laplace-expansion applied to the last row yields
mk+1 = a11 · · · a(2k−1)kk a(2k)k+1k+1 det


1 · · · 0
...
. . .
...
0 · · · 1

 = a11 · · · a(2k−1)kk a(2k)k+1k+1.
Because mk+1 6= 0 we derive that a(2k)k+1k+1 6= 0.
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Proposition 2.8. Let A = [aij ]m×n ∈ Mm,n(R) be of rank r > 1 and di-
agonally eliminable up to r. Then for 1 ≤ k < r it holds that a(2k)k+1k+1 6= 0
and
a
(2k)
k+1k+1 =
mk+1
mk
. (3)
Proof. Applying Lemma 2.7 and using induction, we derive that a
(2)
11 , . . . ,
a
(2k)
k+1k+1 6= 0. Then (3) follows from (2) applied to k + 1 and k.
Using similar methods for calculating minors, we derive expressions for
the entries a
(2k+2)
ik+1 of the matrices of even order G2k+2, also in terms of quo-
tients of minors.
Theorem 2.9 (Explicit expressions for Gauss-Jordan elimination). Let A =
[aij ]m×n ∈ Mm,n(R) be of rank r > 1 and diagonally eliminable up to r. Let
k < r. Then
A(2k) =


1 · · · 0 a(2k)1k+1 · · · a(2k)1n
...
. . .
...
...
. . .
...
0 · · · 1 a(2k)kk+1 · · · a2kkn
0 · · · 0 a(2k)k+1k+1 · · · a(2k)k+1n
...
. . .
...
...
. . .
...
0 · · · 0 a(2k)mk+1 · · · a(2k)mn


,
where
a
(2k)
ij =


(−1)k+im
1...k
1...i−1i+1...kj
mk
if 1 ≤ i ≤ k, j ≥ k + 1
m1...ki1...kj
mk
if i ≥ k + 1, j ≥ k + 1
. (4)
Proof. Firstly, let k + 1 ≤ i ≤ m and k + 1 ≤ j ≤ n. Let
Uij =


a11 · · · a1k a1j
...
. . .
...
...
ak1 · · · akk akj
ai1 · · · aik aij


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Then det (Ui,j) = m1...ki1...kj. If we apply the first 2k Gauss-Jordan operations to
Uij , we obtain
det (Ui,j) = a11 · · · a(2k−2)kk det


1 · · · 0 a(2k−1)1j
...
. . .
...
...
0 · · · 1 a(2k−1)kj
0 · · · 0 a(2k)ij

 = mka(2k)ij .
Hence a
(2k)
ij =
m1...ki
1...kj
mk
.
Secondly, we let 1 ≤ i < k + 1 and k + 1 ≤ j ≤ n. Let
Vi,j =


a11 · · · a1i−1 a1i+1 · · · a1k a1j
...
. . .
...
...
. . .
...
...
ai−11 · · · ai−1i−1 ai−1i+1 · · · ai−1k ai−1j
ai1 · · · aii−1 aii+1 · · · aik aij
ai+11 · · · ai+1i−1 ai+1i+1 · · · ai+1k ai+1j
...
. . .
...
...
. . .
...
...
ak1 · · · aki−1 aki+1 · · · akk akj


.
Then
det(Vi,j) = m1...k1...i−1i+1...kj.
Let V ′i,j be the matrix obtained by applying the first 2k Gauss-Jordan oper-
ations to Vi,j. Then, using (2)
det(Vi,j) = a11 · · · a(2k−2)kk det


1 · · · 0 0 · · · 0 a(2k)1j
...
. . .
...
...
. . .
...
...
0 · · · 1 0 · · · 0 a(2k)i−1j
0 · · · 0 0 · · · 0 a(2k)ij
0 · · · 0 1 · · · 0 a(2k)i+1j
...
. . .
...
...
. . .
...
...
0 · · · 0 0 · · · 1 a(2k)kj


= mk det(V ′i,j).
Expanding det(V ′i,j) along the ith row, we derive that
det(V ′i,j) = (−1)i+ka(2k)ij .
9
Combining, we conclude that a
(2k)
ij = (−1)i+k
m1...k1...i−1i+1...kj
mk
.
The next theorem gives explicit formulas for the matrices Gp associated
to the Gauss-Jordan operations. At odd order q = 2k + 1 we have to divide
the row k + 1 by a
(2k)
k+1k+1 as given by (3), and at even order q = 2k + 2, in
the column j = k + 1 we have to subtract by a
(2k)
k+1j as given by (4).
Theorem 2.10 (Explicit expressions for Gauss-Jordan operations). Let
A = [aij]m×n ∈ Mm,n(R) be of rank r > 1 and diagonally eliminable up to r.
For k < r the Gaussian elimination matrix of odd order G2k+1 = [g(2k+1)ij ]m×m
satisfies
g
(2k+1)
ij =


1 if i = j 6= k + 1
0 if i 6= j
mk
mk+1
if i = j = k + 1
. (5)
and the Gaussian elimination matrix of even order G2k+2 =
[
g
(2k+2)
ij
]
m×m
satisfies
g
(2k+2)
ij =


0 if j 6∈ {i, k + 1}
1 if i = j
(−1)k+i+1m
1...k
1...i−1i+1...k+1
mk
if 1 ≤ i ≤ k, j = k + 1
−m
1...ki
1...kj
mk
if i > k + 1, j = k + 1
.
Definition 2.11. Let A = [aij ]n×n ∈ Mn(R) be a diagonally eliminable
matrix. The Gauss-Jordan procedure for A, denoted by G(A), is given by the
successive multiplications of matrices G(A) = G2n(G2n−1(· · · (G1(A)) · · · )).
Observe that for k ≤ n:
det(G1) det(G2) · · ·det(G2k+1) = 1
m1
m1
m2
· · · mk
mk+1
=
1
mk+1
,
which results from (5).
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For 1 ≤ k ≤ n, the inverses of the matrices of the Gauss-Jordan procedure
G are well-defined, as follows. For odd indices we have G−12k+1 =
[(
g−1ij
)2k+1]
,
with
(
g−1ij
)(2k+1)
=


1 if i = j 6= k + 1
0 if i 6= j
mk+1
mk
if i = j = k + 1
,
and for even indices G−12k+2 =
[(
g−1ij
)(2k+2)]
n×n
, with
(
g−1ij
)(2k+2)
=


0 if j 6∈ {i, k + 1}
1 if i = j
(−1)k+im
1...k
1...i−1i+1...k+1
mk
if 1 ≤ i ≤ k, j ≥ k + 1
m1...ki1...kj
mk
if i > k + 1, j ≥ k + 1
.
The product G−1 ≡ G−11 (G−12 (· · · (G−12n (A)) · · · )) will be called the inverse
Gauss-Jordan procedure.
3. On error analysis of systems of linear equations
In [13] and [22] neutrices and external numbers have been applied to study
error propagation in the solution of systems of linear equations, called ”flex-
ible systems”, and in linear optimization. [22] contains a general ”parameter
method” to determine the shape of the error sets around a vector solution
obtained by exact Gauss-elimination of a real system, but does not study the
propagation of errors resulting from its operations. In [13] conditions were
given for the validity of the Cramer formula as a solution set for non-singular
flexible systems; systems satisfying these conditions will be called stable. In
the remaining sections we study error propagation by applying Gauss-Jordan
elimination directly to flexible systems. For stable systems with a reduced
properly arranged coefficient matrix we use the expressions for the entries of
the intermediate matrices of Section 2 to show that the Gauss-Jordan pro-
cedure respects stability, does not augment the neutrices in the right-hand
member, and gives rise to the same solution as Cramer’s Rule. The method
may be generalized to singular systems, which is the intended subject of a
second article [24].
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In Section 4 we recall the definition of flexible systems, formulate the sta-
bility conditions and state the main theorems, which give solution formulas
in terms of Cramer’s rule and Gauss-Jordan elimination, and indicate their
relationship. The theorems are proved in Section 7, using properties of error
propagation in the Gauss-Jordan procedure established in Section 5 and some
complements to the results on Cramer’s Rule of [13], presented in Section 6.
The final Section 8 contains some examples. Below we recall basic properties
of the calculus of external numbers and matrices with external numbers.
We adopt the axiomatic form of nonstandard analysis Internal Set Theory
IST of [17]; an important feature is that, next to the standard numbers,
infinitesimals and infinitely large numbers are already present within the
ordinary set of real numbers R. We use only bounded formulas, and then
neutrices and external numbers are well-defined external sets in the extension
HST of a bounded form of IST given by Kanovei and Reeken in [14]. For
introductions to IST we refer to e.g. [4], [3] or [16] and for introductions
to external numbers and illustrative examples we refer to [15], [6] or [7];
the latter contains an introduction to a weak form of nonstandard analysis
sufficient for a practical understanding of our approach. We mention one
important tool: External induction permits induction for all IST -formulas
over the standard natural numbers. An overview of the calculus of matrices
with external numbers and its determinants is contained in [23].
Below we recall briefly some definitions and useful properties in relation
to neutrices and external numbers, and the matrix calculus built upon them.
Remark 3.1. Throughout this article we use the symbol ⊆ for inclusion and
⊂ for strict inclusion.
A real number is limited if it is bounded in absolute value by a standard
natural number, and real numbers larger in absolute value than all limited
numbers are called unlimited. Its reciprocals, together with 0, are called
infinitesimal. Appreciable numbers are limited, but not infinitesimal. The
set of limited numbers is denoted by £, the set of infinitesimals by ⊘, the
set of positive unlimited numbers by 6∞ and the set of positive appreciable
numbers by @; these sets are all external.
The calculation rules which are a consequence of IST imply that the
sum of two limited numbers is limited, and the sum of two infinitesimals is
infinitesimal. It follows that £ and ⊘ have the group property. A (scalar)
neutrix N is an additive convex subgroup of R. So £ and ⊘ are neutrices,
and except for {0} and R, all neutrices are external sets. Let ε ∈ R be
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a positive infinitesimal. Other examples of neutrices are ε£, ε⊘, Mε ≡⋂
st(n)∈N
[−εn, εn] = £ε 6∞ and µε ≡
⋃
st(n)∈N
[−e−1/(nε), e−1/(nε)] = £e−@/ε; as
groups they are not isomorphic. Let N be a neutrix. Clearly £N = N .
An absorber of N is a real number a such that aN $ N . No apprecia-
ble number is an absorber of any neutrix, and in the examples above the
infinitesimal number ε is an absorber of £ and ⊘, but not of Mε and µε.
Neutrices are ordered by inclusion, and if the neutrix A is contained in the
neutrix B, we may write B = max{A,B}.
An external number is the Minkowski-sum of a real number and a neutrix.
So each external number has the form α = a + A = {a + x|x ∈ A}, where
A is called the neutrix part of α, denoted by N(α), and a ∈ R is called a
representative of α. Identifying {a} and a, the real numbers are external
numbers with N(α) = {0}. We call α zeroless if 0 6∈ α, and neutricial if
α = N(α). Notions as limited, infinitesimal and absorber may be extended
in a natural way to external numbers.
The collection of all neutrices is not an external set in the sense of [14],
but a definable class, denoted by N . Also the external numbers form a class,
denoted by E.
The rules for addition, subtraction, multiplication and division of external
numbers of Definition 3.2 below are in line with the rules of informal error
analysis [21]. Here they are defined formally as Minkowski operations on sets
of real numbers.
Definition 3.2. Let a, b ∈ R, A,B be neutrices and α = a + A, β = b + B
be external numbers.
1. α± β = a± b+ A+B = a+ b+max{A,B}.
2. αβ = ab+ Ab+Ba+ AB = ab+max{aB, bA,AB}.
3. If α is zeroless,
1
α
=
1
a
+
A
a2
.
If α or β are zeroless, in Definition 3.2.2 we may neglect the neutrix
product AB. Definition 3.2.3 does not permit to divide by neutrices. However
we will allow for division of neutrices in terms of division of groups.
Definition 3.3. Let A,B ∈ N . Then we define
A : B = {c ∈ R | cB ⊆ A}.
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In practice, the application of the pointwise operations defined above is
rather straightforward. In some cases more care is needed. This is true in
particular for the distributive law, which takes the following form.
Theorem 3.4. [5](Distributivity with correction term) Let α, β, γ = c + C
be external numbers. Then
αγ + βγ = (α + β)γ + Cα+ Cβ. (6)
Because a neutrix term is added in the right-hand side of (6), we always
have the following form of subdistributivity.
Corollary 3.5. (Subdistributivity) Let α, β, γ be external numbers. Then
(α + β)γ ⊆ αγ + βγ.
Theorem 3.7 below gives conditions such that the common distributive
law holds, i.e. the correction terms figuring in (6) may be neglected. To this
end we recall the notions of relative uncertainty and oppositeness.
Definition 3.6. [15, 5] Let α = a + A and β = b + B be external numbers
and C be a neutrix.
1. The relative uncertainty R(α) of α is defined by A/α if α is zeroless,
otherwise R(α) = R.
2. α and β are opposite with respect to C if (α + β)C ⊂ max(αC, βC).
Theorem 3.7. Let α, β, γ = c + C be external numbers. Then αγ + βγ =
(α+β)γ if and only if R(γ) ⊆ max(R(α), R(β)), or α and β are not opposite
with respect to C.
Simple and important special cases are given by
(x+N)β = xβ +Nβ
and
x(α + β) = xα + xβ,
whenever x ∈ R, N ∈ N and α, β ∈ E.
An order relation is given as follows.
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Definition 3.8. Let α, β ∈ E. We define
α ≤ β ⇔ ∀a ∈ α∃b ∈ β(a ≤ b).
If α ∩ β = ∅ and α ≤ β, then ∀a ∈ α∀b ∈ β(a < b) and we write α < β.
The relation ≤ is an order relation indeed, and compatible with the op-
erations, with some small adaptations [15, 7]. The inverse order relation is
given by
α ≥ β ⇔ ∀a ∈ α∃b ∈ β(a ≥ b),
and α > β if ∀a ∈ α∀b ∈ β(a > b). Clearly α < β implies β < α. However,
both ⊘ ≤ £ and ⊘ ≥ £ hold. External numbers α such that 0 ≤ α are
called non-negative.
The absolute value of an external number α = a + A is defined by |α| =
|a| + A. Notice that this definition does not depend on the choice of the
representative of α.
Next proposition lists some useful general properties of external numbers.
Proposition 3.9. [15, 13] Let α = a + A be a zeroless external number, B
be a neutrix and n ∈ N be standard. Then
1. αB = aB and B
α
= B
a
.
2. R(α), R(1/α) ⊆ ⊘.
3. α ∩ ⊘α = ∅.
4. N
(
(a+ A)n
)
= an−1A.
5. If α is limited and is not an absorber of B, then
αB =
B
α
= B.
We turn now to matrices with entries in the form of external numbers.
We give only a brief account and refer to [23] for more details, proofs and
examples.
We denote by Mm,n(E) the class of all m× n matrices
A =


α11 α12 · · · α1n
...
...
. . .
...
αm1 αm2 · · · αmn

 ,
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where αij ∈ E for 1 ≤ i ≤ m, 1 ≤ j ≤ n. We use the common notation
A = [αij ]m×n. When m = n we simply write Mn(E). For A,B ∈ Mm×n(E)
we write A ⊆ B if αij ⊆ βij for all i, j such that 1 ≤ i ≤ m, 1 ≤ j ≤ n. We
always suppose that m,n are standard.
Notation 3.10. For matrices A = [αij ]m×n ≡ [aij +Aij ]m×n ∈Mm,n(E) we
define
|α| = max
1≤i≤m
1≤j≤n
|αij | , A = max
1≤i≤m
1≤j≤n
Aij .
Definition 3.11. A matrix of external numbers A is said to be limited if
α ⊂ £ and reduced, if α = α11 and α11 = 1 + A11, with A11 ⊆ ⊘, while all
other entries have representatives which in absolute value are at most 1.
Definition 3.12. A matrix A ∈ Mn(E) is said to be neutricial if all of its
entries are neutrices. A matrix In ∈ Mn(E) such that In = In + A, with
A ⊆ [⊘]n×n, is called a near-identity matrix.
Below we give some properties of matrix operations, most are proved in
[23]. Due to the subdistributivity property of external numbers, the multi-
plication of matrices with external numbers is not distributive, but it is also
not associative.
The following general property of inclusion is an immediate consequence
of the fact that, given external numbers α, β, γ such that α ⊆ β, one has
γα ⊆ γβ.
Proposition 3.13. Let A ∈ Mm,n(R) and B, C ∈ Mn,p(E). If B ⊆ C, then
AB ⊆ AC.
Because subdistributivity holds for external numbers, it holds also for the
calculus of matrices of external numbers. Next proposition gives a condition
for distributivity.
Proposition 3.14. [23] Let A = [αij ]m×n ∈Mm,n(E) and B = [βij ]n×p, C =
[γij]n×p ∈Mn,p(E). If max
1≤i≤m
1≤j≤n
R(αij) ≤ min
1≤i≤m
1≤j≤n
max{R(βij), R(γij)}, then A(B+
C) = AB +AC.
For subassociativity to hold conditions are needed, and associativity holds
under stronger conditions.
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Proposition 3.15. [23] Let A ∈ Mm,n(E),B ∈ Mn,p(E) and C ∈ Mp,q(E).
Then
1. (AB)C ⊆ A(BC) if A is a real matrix or B, C are both non-negative.
2. A(BC) ⊆ (AB)C if C is a real matrix or A,B are both non-negative.
Proposition 3.16. [23] Let A ∈ Mm,n(E),B ∈ Mn,p(E) and C ∈ Mp,q(E).
Then A(BC) = (AB)C if one of the following conditions is satisfied:
1. A and C are both real matrices.
2. B is a neutricial matrix.
3. A,B, C are all non-negative matrices.
If A is square, the determinant ∆ ≡ det(A) ≡ d + D is defined in the
usual way through sums of signed products [22]; if ∆ is zeroless, the matrix
A is called non-singular.
It is easily proved that the determinant of a limited matrix is limited, as
are its minors. The neutrix of these determinants does not exceed the biggest
neutrix of the entries.
Proposition 3.17. [23] Let n ∈ N be standard and A ∈ Mn(E) be limited.
Then there exists a limited number L > 0 such that whenever k ∈ {1, . . . , n}
and 1 ≤ i1 < · · · < ik ≤ n, 1 ≤ j1 < · · · < jk ≤ n
|mi1...ikj1...jk | ≤ L.
In particular |∆| ≤ L. Moreover N(∆) ⊆ A.
The Laplace expansion happens to hold with inclusion [23], and this im-
plies that the minors ∆i,j, obtained by eliminating row i and column j from
the matrix A for some i, j with 1 ≤ i, j ≤ n, satisfy the following property
of order of magnitude.
Proposition 3.18. [23] Let A ∈Mn(E) be a reduced square matrix of order
n. Suppose that ∆ is zeroless. Then for each j ∈ {1, . . . , n} there exists
i ∈ {1, . . . , n} such that |∆i,j| > ⊘∆.
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4. The Gauss-Jordan procedure and its solution sets
We recall the definition of flexible systems of linear equations of [13] in
slightly modified form, and show equivalence with the earlier definition. We
present simple examples illustrating the difference with ordinary systems of
linear equations. For the particular case of square non-singular systems we
define a notion of stability, meaning that the Gauss-Jordan operations give
rise to at most a moderate increase of imprecisions. At the end we state
solution formulas for stable systems.
Definition 4.1. Let n ∈ N be standard and ξ1, . . . , ξn be external numbers.
Then ξ ≡ (ξ1, . . . , ξn)T is called an external vector. For 1 ≤ i ≤ n, let
ξi = xi + Xi. Then x ≡ (x1, . . . , xn)T is called a representative vector and
X ≡ (X1, . . . , Xn)T is called the associated neutricial vector, and we may
write ξ = x+X.
Definition 4.2. A flexible system is a system of inclusions

α11x1+ α12x2+ · · · +α1nxn ⊆ β1
...
...
. . .
...
...
αm1x1+ αm2x2+ · · · +αmnxn ⊆ βm
, (7)
where m,n are standard natural numbers, x = (x1, . . . , xn) ∈ Rn and αij ≡
aij+Aij and βi ≡ bi+Bi are external numbers for 1 ≤ i ≤ m and 1 ≤ j ≤ n.
We denote the matrix [αij ]m×n by A and the external vector (βi, . . . , βn)T
by B. The matrix P ≡ [aij ]m×n will be called a representative matrix and
the matrix A ≡ [Aij]m×n will be called the associated neutricial matrix. We
define |β| = max1≤i≤n |βi| and B = min1≤i≤nBi. We write ∆ = det(A).
The system (7) is equivalent with the inclusion Ax ⊆ B, and usually is
written in the matrix form
A|B.
Definition 4.3 ([13]). A vector x is called an admissible solution of the
flexible system A|B if it satisfies the system. The solution S of A|B is the
(external) set of all admissible solutions. If the Minkowski product AS sat-
isfies AS = B we call S exact.
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Remark 4.4. In [13] and [22] flexible systems with variables in the form of
external numbers have been considered, i.e. systems of the form

α11ξ1+ α12ξ2+ · · · +α1nξn ⊆ β1
...
...
. . .
...
...
αm1ξ1+ αm2ξ2+ · · · +αmnξn ⊆ βm
, (8)
an admissible solution being an external vector ξ satisfying the system.
In the present article we study only the system (7) with real variables,
because it facilitates some calculations. In a sense the systems (8) and (7)
are equivalent, because of Proposition 4.5.
Proposition 4.5. An external vector ξ is an admissible solution of (8) if
and only if every representative x of ξ is an admissible solution of (7).
Proof. Let ξ = (ξ1, . . . , ξn). It is obvious that if the inclusions of (8) are
satisfied by (ξ1, . . . , ξn), they are also satisfied by any representative vector
x = (x1, . . . , xn).
Conversely, let 1 ≤ i ≤ m, and assume that αi1x1 + · · · + αinxn ⊆ βi
whenever x1 ∈ ξ1, . . . , xn ∈ ξn. Let t ∈ τ ≡ αi1ξ1 + · · · + αinξn. It follows
from the definition of the Minkowski operations that for all j with 1 ≤ j ≤ n
there exist aij ∈ αij and xj ∈ ξj such that t = ai1x1 + · · · + ainxn. Then
t ∈ βi. Hence τ ⊆ βi.
We conclude that the external vector ξ is an admissible solution of (8) if
and only if all its representative vectors are.
Not always it is possible to obtain exact solutions. A simple example
is given by the equation ⊘ξ ⊆ £. The associated equation ⊘x ⊆ £ has
only limited solutions and ξ = £ = {x ∈ R|x limited} satisfies the original
equation with the strict inclusion ⊘£ = ⊘ ⊂ £. Due to the appearance of
imprecisions, systems of full rank may have no solution at all, for example
the equation (1 +⊘)x ⊆ 1 + ε£, with ε ≃ 0. Also the solution in the sense
of Definition 7 is not always an external vector in the sense of Definition 4.1.
This is illustrated by the next example.
Example 4.6. Consider the flexible system{
(1 +⊘)x + (1 + ε⊘)y ⊆ ⊘
(1 + ε£)x − (1 + ε£)y ⊆ ε£. (9)
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As shown in [22] the solution is given by the neutrix
N = ⊘
(
1
2
1
2
)
+ ε£
(
1
2−1
2
)
, (10)
which is not a neutricial vector.
Classically the solution of a system of linear equations is the sum of a
vector and a linear space. Next theorem shows that the solution of the
flexible system (7) is the sum of a real vector and a neutrix.
Theorem 4.7. Let S be the solution of the system A|B, assumed to be non-
empty. Then there is a real vector x and a neutrix N ⊆ Rn such that S =
x+N .
Proof. Let x, y ∈ S be two real admissible solutions, and z = x − y. Using
subdistributivity we obtain
Az = A(x− y) ⊆ Ax−Ay ⊆ B − B = N(B). (11)
If z′ ∈ Rn satisfies (11), again by subdistributivity we have A(z + z′) ⊆
Az +Az′ ⊆ N(B) +N(B) = N(B), and if k is limited, also kz satisfies (11),
for kz = kAz ⊆ kN(B) = N(B). Hence N ≡ {z ∈ Rn|Az ⊆ N(B)} is a
neutrix. From this we derive that S = x+N .
The neutrix N of Theorem 4.7 is the direct sum, with respect to an
orthonormal basis, of (at most) n scalar neutrices, as shown in [1]. This
means that an appropriate rotation turns the solution into an external vector;
for the neutrix (10) we may take a rotation over pi/4.
In the present article we study systems with square reduced non-singular
matrices. We introduce some useful notions for these matrices.
Definition 4.8. Let A ∈Mn(E) be reduced and non-singular. We say that A
is properly arranged if it has a properly arranged matrix P of representatives.
We then say that A is properly arranged wih respect to P .
It follows from Proposition 2.3 that up to changing rows and columns,
one may suppose that the non-singular matrix A has a properly arranged
diagonally eliminable representative matrix P . The following example shows
that P does not need to be reduced. Let ε ≃ 0, ε > 0. The reduced matrix
of external numbers
A ≡
[
1 +⊘ 1 + ε
0 1
]
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is ”properly arranged” in the sense of Definition 2.4 but a properly arranged
matrix of representatives P = [aij] cannot be reduced. We may remediate to
this, by taking a representative a ∈ α11 such that a ≥ |aij| for 1 ≤ i, j ≤ n,
and transform A to the reduced matrix A′ ≡ A/a and B to B′ ≡ B/a.
Notice that necessarily a ≃ 1, so the neutrices of the corresponding system
are unchanged. As a consequence, without restriction of generality we may
assume that the properly arranged representative matrix P of Definition 4.8
is reduced. The matrix P is non-singular, for it is a representative matrix of
the nonsingular matrix A. Hence P is diagonally eliminable. For A to be
diagonally eliminable itself, we will ask that the pivots are zeroless. This is
done Definition 4.8 below. First we introduce some notation.
Notation 4.9. Let A = [αij]n×n ∈ Mn(E) be reduced, non-singular and
properly arranged with respect to some matrix of representatives P . We write
A(0) = [α(0)ij ]n×n = A, A(0) = [A(0)ij ]n×n = A, B(0) = B and [B](0) = [B−1](0) =
[B]. For 1 ≤ q ≤ 2n we write
A(q) = GPq (GPq−1(· · · (GP1 (A)) · · · )) ≡ [α(q)ij ]n×n
≡ [a(q)ij + A(q)ij ]n×n = [a(q)ij ] + [A(q)ij ]n×n ≡ P (q) + A(q)
A(q) = max
1≤i≤n
1≤j≤n
A
(q)
ij
B(q) = GPq (GPq−1(· · · (GP1 (B)) · · · )) ≡ [β(q)1 , · · ·β(q)n ]T∣∣∣β(q)∣∣∣ = max
1≤i≤n
∣∣∣β(q)i ∣∣∣
[B](q) = GPk (GPq−1(· · · (GP1 [B]) · · · ))
[B−1](q) =
((GPq )−1 ((GPq−1)−1 (· · · (GP1 [B])−1 · · ·))) ,
where [B] = [B,B, . . . , B]T .
Definition 4.10. Let A ∈ Mn(E) be reduced, non-singular and properly
arranged with respect to some matrix of representatives P . We say that A is
diagonally eliminable (with respect to P ) if α
(2k)
k+1k+1 is zeroless for 1 ≤ k < n.
We recall the notion of relative uncertainty from [13], and use it to define
stable matrices. Proposition 4.12, to be proved in Section 5, states that if a
reduced stable matrix has a diagonally eliminable matrix of representatives,
it is itself diagonally eliminable.
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Definition 4.11. Let A = [αij ]n×n ∈ Mn(E) be a limited non-singular ma-
trix. The relative uncertainty R(A) is defined by R(A) = A/∆. The matrix
A is called stable if R(A) ⊆ ⊘.
The biggest neutrix A occurring in a limited matrix A is always contained
in ⊘, but if ∆ is infinitesimal, for the matrix to be stable, the entries need
to be sharper.
Proposition 4.12. Let A ∈ Mn(E) be reduced, non-singular, properly ar-
ranged and stable. Then A is diagonally eliminable.
We now carry over some of the above notions to systems of equations,
in particular we define a notion of stability for systems. We first introduce
some additional notions and recall some results on solution by Cramer’s rule
of [13].
Definition 4.13. The system A|B is called reduced if A is reduced, homo-
geneous if B is a neutrix vector, upper homogeneous if β is a neutrix and
uniform if the neutrices of the right-hand side Bi ≡ B are all the same.
When m = n, the system is called non-singular if A is non-singular, prop-
erly arranged respectively diagonally eliminable (with respect to a matrix of
representatives P ) if A is properly arranged respectively diagonally eliminable
with respect to P .
Definition 4.14. Let B = (β1, . . . , βn)T be an external vector. If β is zero-
less, its relative precision R(B) is defined by
R(B) = B/β.
In the special case that β = B for some neutrix B, we define
R(B) = B : B.
Observe that, whenever 1 ≤ i ≤ n, it holds that
R(B)βi ⊆ B, (12)
and that R(B) ⊆ ⊘ if the system is not upper homogeneous.
Definition 4.15. Consider the system A|B with A ∈ Mn(E) non-singular.
Let ∆ = det(A) ≡ d + D. For 1 ≤ i ≤ n, let Mi be the matrix obtained
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from A by the substitution of the ith column by the right-hand member B and
Mi(b) the matrix obtained from A by the substitution of the ith column by a
representative vector b of B. We write
ξ(b, d)T =
(
det(M1(b))
d
, . . . ,
det(Mn(b))
d
)T
,
ξ(b)T =
(
det(M1(b))
∆
, . . . ,
det(Mn(b))
∆
)T
and
ξT =
(
det(M1)
∆
, . . . ,
det(Mn)
∆
)T
. (13)
The external vector ξ is called the Cramer-solution if every representative
vector x satisfies A|B.
We recall a theorem on the solution of non upper homogeneous systems
by Cramer’s rule from [13], here stated for limited coefficient matrices.
Theorem 4.16. Assume A ∈ Mn(E) is limited and non-singular and the
system A|B is not upper homogeneous.
1. If R(A) ⊆ R(B), for every d ∈ D and representative vector b of B the
external vector ξ(b, d)T is an admissible solution.
2. If R(A) ⊆ R(B) and ∆ is not an absorber of B, the Cramer-solution is
given by the external vector ξ(b)T , whenever b is a representative vector
of B.
3. If the system A|B is uniform, R(A) ⊆ R(B), and ∆ is not an absorber
of B, the external vector ξT is its Cramer-solution, and as such it is
maximal.
The condition R(A) ⊆ R(B) expresses that in a sense the coefficient
matrix is more precise than the right-hand member, and then by Theorem
4.16.1 we get a non-empty part of the solution; for example, if we consider
the equation αx ⊆ β with α, β ∈ E zeroless and R(α) ⊆ R(β), we will get b/a
for some a ∈ α and b ∈ β instead of the whole solution β/α. The condition
cannot be substituted by A ⊆ B. Indeed, the equation
(1 +⊘)x ⊆ ω +£
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has no admissible solution for unlimited ω ∈ R.
In line with the conditions of Theorem 4.16, we introduce the notion of
stable systems. In case the system is uniform, we show that formula (13)
is valid also in the homogeneous case, and that we find the same solution
when applying the Gauss-Jordan operations in the form of the matrices Gh
of Definition 2.6. The fact that the operations are carried out with precise,
real numbers may be seen to correspond to the numerical practice of choos-
ing relatively simple coefficients to effectuate these operations. It makes the
Gauss-Jordan procedure also more operational for, as suggested by Propo-
sitions 3.15 and 3.16, in the context of the systems with real variables (7)
we have more chance that matrix multiplication respects (sub)associativity.
If the coefficient matrix is properly arranged, the notion of stability is re-
spected by the steps of the Gauss-Jordan procedure, which do not lead to a
significative increase of imprecisions in the coefficient matrix and leave the
imprecision of the right-hand member invariant, finally resulting in the same
imprecision for the solution. Observe that the successive choice of the biggest
minors reflects the numerical strategy of choosing pivots as large as possible.
Definition 4.17. Let A ∈ Mn(E) be limited and non-singular. The system
A|B is said to be stable if
1. A is stable.
2. R(A) ⊆ R(B).
3. ∆ is not an absorber of B.
Condition (3) expresses that the determinant ∆, which of course must be
non-zero, should not be too small.
Convention 4.18. From now on we always suppose that the system A|B
is square, i.e. A ∈ Mn(E), and that the system is non-singular, reduced,
properly arranged with respect to a reduced matrix of representatives and
uniform.
As for non-singular systems, only the condition of uniformity is restrictive.
It is an essential condition, as illustrated by the following simple example.
Example 4.19. Consider the system (9) of Example 4.6. Assume we sub-
tract the first equation from the second. Then we get
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{
(1 +⊘)x + (1 + ε⊘)y ⊆ ⊘
⊘x − 2(1 + ε£)y ⊆ ⊘.
The obvious solution is the neutricial vector K ≡ (⊘,⊘). However the rep-
resentative vector (0,
√
ε) does not satisfy the second equation of (9), and
N ⊂ K, with N the exact solution given by (10).
Observe that if the neutrices B1, . . . , Bn of the right-hand member of the
system A|B are not the same, one could substitute them by B; its solutions
automatically satisfy the inclusions of the original system. The exact ap-
proach of the already mentioned article [22] allows for different neutrices in
the right-hand side, as in equation (9). Notice that an upper homogeneous
uniform system is homogeneous.
Definition 4.20. Assume the system A|B is properly arranged with respect
to a representative matrix P of A. The Gauss-Jordan solution GP of A|B
with respect to P is defined by
GP =
{
x ∈ Rn|(GP (A))x ⊆ GP (B)} . (14)
If GP does not depend on the choice of P , we simply speak of the Gauss-
Jordan solution, denoted by G.
Still assuming Convention 4.18, we now state the principal results for
stable systems, which we will summarize into one main theorem.
The first theorem states that the Gauss-Jordan operation does not alter
the solution set of a stable system.
Theorem 4.21. Suppose that the system A|B is stable. Then the Gauss-
Jordan solution G is well-defined, and a real vector x is an admissible solution
if and only if x ∈ G.
The second theorem extends Theorem 4.16.3 on Cramer’s Rule to homo-
geneous systems.
Theorem 4.22. If the system A|B is stable, its solution is given by the
external vector (13).
The third theorem states that the solutions given by Theorem 4.21 and
Theorem 4.22 are equal.
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Theorem 4.23. Assume that the system A|B is stable. Then the Gauss-
Jordan solution is equal to the Cramer-solution.
The fourth theorem gives again an explicit expression for the solution,
now as a result of the Gauss-Jordan procedure applied to the right-hand
member. To this end we may choose any representative matrix P of the
coefficient matrix, provided it is reduced and properly arranged.
Theorem 4.24. Suppose that the system A|B is stable, and properly arranged
with respect to a representative matrix P of A. Then GP (B) is the Gauss-
Jordan solution of A|B.
Finally we resume the above results in the form of one main theorem.
Theorem 4.25 (Main Theorem). Assume the system A|B is stable, and
properly arranged with respect to a representative matrix P of A. Let S be
its solution. Then
S = G = GP (B) =
(
det(M1)
∆
, . . . ,
det(Mn)
∆
)T
. (15)
5. Stability and Gauss-Jordan operations
We show that the Gauss-Jordan operations transform a stable system into
a stable system, while the neutrix part of the right-hand member remains
unchanged. Our principal tools are properties of the order of magnitude of
entries, minors and neutrix parts of the intermediate matrices.
Remark 5.1. We recall from the previous section that a reduced matrix A has
always a reduced representative matrix, and from now on we always suppose
that a representative matrix is reduced.
The first property is valid without assuming stability.
Proposition 5.2. Let A = [αij]n×n ∈Mn(E) be a reduced non-singular ma-
trix, such that it admits a properly arranged representative matrix P . Then
a
(q)
ij is limited whenever 1 ≤ q ≤ 2n and 1 ≤ i, j ≤ n.
Proof. We apply external induction. Because P is reduced, it holds that
|aij| ≤ 1 for 1 ≤ i, j ≤ n, and since a(1)ij = aij the same is true for
∣∣∣a(1)ij ∣∣∣.
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It follows that
∣∣∣a(2)1j ∣∣∣ = |a1j | ≤ 1 for 1 ≤ j ≤ n and ∣∣∣a(2)ij ∣∣∣ = |aij − ai1a1j | ≤
|aij | + |ai1| |a1j | ≤ 2 for 2 ≤ i ≤ n, 1 ≤ j ≤ n. Hence a(2)ij is limited for
1 ≤ i, j ≤ n. As for the induction step, let k ≤ n − 1 and suppose that a(q)ij
is limited for q ≤ 2k and 1 ≤ i, j ≤ n. Because the jth column of P (2k+1)
is a unit vector for 1 ≤ j ≤ k, the entries of these columns are limited. For
1 ≤ i ≤ n, k + 1 ≤ j ≤ n one has
a
(2k+1)
ij =


a
(2k)
ij if i 6= k + 1
m1...ki1...kj
mk+1
if i = k + 1.
So a
(2k+1)
ij = a
(2k)
ij is limited for i 6= k+1 and k+1 ≤ j ≤ n by the induction
hypothesis, and because P is properly arranged, also for i = k + 1 and
k+1 ≤ j ≤ n, since
∣∣∣a(2k+1)k+1j ∣∣∣ ≤
∣∣∣∣∣m
1...ki
1...kj
mk+1
∣∣∣∣∣ ≤ 1. Combining, we see that a(2k+1)ij
is limited for 1 ≤ i, j ≤ n.
As for P (2k+2), in addition to the first k columns, also the (k+1)th column
is a unit vector, i.e. has limited components. Because the elements of P (2k+1)
are limited we derive that a
(2k+2)
k+1j = a
(2k+1)
k+1j is limited for k + 2 ≤ j ≤ n, and
a
(2k+2)
ij = a
(2k+1)
ij − a(2k+1)ik+1 a(2k+1)k+1j is limited for 1 ≤ i ≤ n, i 6= k + 1 and
k + 1 ≤ j ≤ n. Hence a(2k+2)ij is limited for 1 ≤ i, j ≤ n.
The next proposition implies that the pivots in the Gauss-Jordan proce-
dure with respect to a reduced properly arranged matrix of representatives
remain limited, and the neutrices of all entries below and to the right of the
pivot a
(2k)
k+1k+1 of the intermediate matrices A(2k) do not exceed the biggest
neutrix of the original matrix. The latter bound is a consequence of formula
(1). This formula does not hold everywhere, and in the remaining part of
the matrices we have larger bounds for the neutrices, as will be shown in
Proposition 5.9.
Proposition 5.3. Let A = [αij ]n×n ∈ Mn(E) be a reduced non-singular
matrix, such that it admits a properly arranged representative matrix P .
1. mk+1/mk is limited whenever 1 ≤ k ≤ n− 1.
2. For 1 ≤ k < n and k + 1 ≤ i, j ≤ n
N
(
α
(2k)
ij
)
⊆ A. (16)
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Proof. 1. By Proposition 2.8 we have mk+1/mk = a
(2k+2)
k+1k+1, and the latter is
limited by Proposition 5.2.
2. First, observe that because a11 = 1 for 2 ≤ i, j ≤ n,
A
(2)
ij = Aij + ai1A1j . (17)
Also, in case k ≥ 2, one has A(2k−1)kj =
A
(2k−2)
kj
a
(2k−2)
kk
for k + 1 ≤ j ≤ nand
A
(2k−1)
ij = A
(2k−2)
ij for k+1 ≤ i, j ≤ n. It follows that for k+1 ≤ i, j ≤ n one
has
A
(2k)
ij = A
(2k−1)
ij + a
(2k−1)
ik A
(2k−1)
kj = A
(2k−2)
ij +
a
(2k−2)
ij
a
(2k−2)
kk
A
(2k−2)
kj .
We derive from formula (4) that
a
(2k−2)
ik
a
(2k−2)
kk
=
m1...k−1i1...k−1k/mk−1
mk/mk−1
=
m1...k−1i1...k−1k
mk
. Hence
A
(2k)
ij = A
(2k−2)
ij +
m1...k−1i1...k−1k
mk
A
(2k−2)
k,j (18)
for k + 1 ≤ i, j ≤ n.
We will now prove (16) by external induction. For 2 ≤ i, j ≤ n we have
by (17)
A
(2)
ij = Aij + ai1A1j ⊆ A + A = A.
Suppose that A
(2k−2)
ij ⊆ A for all i, j such that k ≤ i, j ≤ n. Because A is
properly arranged, for i, j ≥ k+1 it holds that
∣∣∣∣∣m
1...k−1i
1...k−1k
mk
∣∣∣∣∣ ≤ 1, hence by (18)
A
(2k)
ij = A
(2k−2)
ij +
m1...k−1i1...k−1k
mk
A
(2k−2)
kj ⊆ A + A = A.
To prove Proposition 4.12, saying that a stable reduced non-singular prop-
erly arranged matrix is diagonally eliminable, we present first some notation
and some auxiliary results on the order of magnitude of minors.
Notation 5.4. Let A = [αij]n×n ∈Mn(E) be a reduced non-singular matrix,
such that it admits a properly arranged representative matrix P = [aij ]n×n,
and let 1 ≤ q ≤ 2n. We write d = det(P ), d(q) = det(P (q)) and ∆(q) =
detA(q) = d(q) +D(q).
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Lemma 5.5. Let A = [αij ]n×n ∈ Mn(E) be a reduced non-singular matrix,
such that it admits a properly arranged representative matrix P . Let 1 ≤ q ≤
2n. Let k be such that q = 2k − 1 or q = 2k. Then ∣∣d(q)∣∣ = ∣∣∣∣ dmk
∣∣∣∣ > ⊘∆.
Proof. Let 1 ≤ k ≤ n and q = 2k − 1 or q = 2k. In both cases
∣∣d(q)∣∣ = |det(Gq) det(Gq−1) · · ·det(G1)d| (19)
=
∣∣∣∣mk−1mk
mk−2
mk−1
· · ·m1
m2
1
m1
d
∣∣∣∣ =
∣∣∣∣ dmk
∣∣∣∣ .
Suppose |d(q)| ⊆ ⊘∆. Then d ∈ mk⊘∆ by (19). By Proposition 3.17 it holds
that d ∈ ⊘∆. Hence d ∈ ⊘∆ ∩ ∆. Because ∆ is zeroless, this contradicts
Proposition 3.9.3. Hence
∣∣d(q)∣∣ > ⊘∆.
Proposition 5.6. Let A = [αij ]n×n ∈ Mn(E) be a reduced non-singular
matrix, such that it admits a reduced properly arranged representative matrix
P .
1. Let 1 ≤ k ≤ n − 1. If α11, α(2)22 , . . . , α(2k−2)kk is zeroless, then
∣∣∣∣mk+1mk
∣∣∣∣ >
⊘∆.
2. If A is stable, then
∣∣∣∣mk+1mk
∣∣∣∣ > ⊘∆ and α(2k)k+1k+1 is zeroless for all k such
that 1 ≤ k ≤ n− 1.
Proof. 1. For 1 ≤ k ≤ n− 1 we have
A(2k) =


1 + A11 A
(2k)
12 · · · A(2k)1k α(2k)1(k+1) · · · α(2k)1n
A
(2k)
21 1 + A
(2k)
22 · · · α(2k)2k α(2k)2(k+1) · · · α(2k)1n
...
...
. . .
...
...
. . .
...
A
(2k)
k1 A
(2k)
k2 · · · 1 + A(2k)kk α(2k)k(k+1) · · · α(2k)kn
A
(2k)
(k+1)1 A
(2k)
(k+1)2 · · · A(2k)(k+1)k α(2k)(k+1)(k+1) · · · α(2k)(k+1)n
...
...
. . .
...
...
. . .
...
A
(2k)
n1 A
(2k)
n2 · · · A(2k)nk α(2k)n(k+1) · · · α(2k)nn


29
Suppose on contrary that
mk+1
mk
= a
(2k)
k+1k+1 =
mk+1
mk
∈ ⊘∆. From
∣∣∣a(2k)ij ∣∣∣ =∣∣∣∣∣m
1...ki
1...kj
mk
∣∣∣∣∣ ≤
∣∣∣∣mk+1mk
∣∣∣∣ =
∣∣∣a(2k)k+1k+1∣∣∣ for k + 1 ≤ i, j ≤ n one derives that a(2k)ij ∈
⊘∆ for k + 1 ≤ i, j ≤ n. Let Sn−k be the set of all permutations of {k +
1, . . . , n}. Then because ∆ is limited,
d(2k) =
∑
σ∈Sn−k
sgn(σ)a
(2k)
k+1σ(k+1) . . . a
(2k)
nσ(n) ∈ (⊘∆)n−k ⊆ ⊘∆,
in contradiction to Lemma 5.5. Hence
∣∣∣∣mk+1mk
∣∣∣∣ > ⊘∆.
2. By (16) and stability, for 1 ≤ r ≤ n− 1
N
(
α
(2r)
r+1r+1
)
⊆ ⊘∆. (20)
We use now external induction. Because A is reduced, the element α11 is
zeroless. Then
∣∣∣a(2)22 ∣∣∣ =
∣∣∣∣m2m1
∣∣∣∣ > ⊘∆ by Part 1. Then α(2)22 is zeroless by (20).
Assume that
∣∣∣∣mr+1mr
∣∣∣∣ > ⊘∆ for 1 ≤ r ≤ k−1, where k ≤ n. Then by (20)
it holds that α
(2r)
r+1r+1 =
mr+1
mr
+ N
(
α
(2r)
r+1r+1
)
is zeroless for 1 ≤ r ≤ k − 1.
Then Part 1 implies that
∣∣∣∣mk+1mk
∣∣∣∣ > ⊘∆. Also N (α(2k)k+1k+1) ⊆ ⊘∆ by (20),
hence α
(2k)
k+1k+1 =
mk+1
mk
+N
(
α
(2k)
k+1k+1
)
is zeroless.
Proof of Proposition 4.12. By Proposition 5.6.2 it holds that α
(2k)
k+1k+1 is ze-
roless for 1 ≤ k ≤ n − 1. Hence A is diagonally eliminable with respect to
P .
Theorem 5.7, respectively Theorem 5.8, give bounds on the pivots and
the entries of the intermediate matrices of the Gauss-Jordan procedure, and
the inverse procedure.
Theorem 5.7. Let A = [αij ]n×n ∈ Mn(E) be a reduced, non-singular stable
matrix, which is properly arranged with respect to a matrix of representatives
P . Then for 1 ≤ k < n
⊘∆ <
∣∣∣mk+1
mk
∣∣∣ ∈ £. (21)
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and
⊘ <
∣∣∣∣ mkmk+1
∣∣∣∣ ∈ £∆ . (22)
Proof. Formula (21) follows from Part 1 of Proposition 5.3 and Part 2 of
Proposition 5.6. Taking multiplicative inverses, we derive (22).
Theorem 5.8. Let A = [αij ]n×n ∈ Mn(E) be a reduced, non-singular stable
matrix, which is properly arranged with respect to a matrix of representatives
P .
1. Let 1 ≤ k < n. Then the kth diagonal element of GP2k+1 satisfies
g
(2k+1)
kk ∈ £∆ , and the elements of GP2k+2 are all limited.
2. All elements of the matrices (G−1)Pq , 1 ≤ q ≤ 2n of the inverse Gauss-
Jordan procedure are limited.
Proof. 1. The property is a direct consequence of Theorem 5.7 and Propo-
sition 5.2.
2. For the intermediate matrices of odd index the property follows from
(21), and for the intermediate matrices of even index q = 2k, k < n
the property follows from the fact that
∣∣∣(g−1)(2k+2)ik+1 ∣∣∣ = ∣∣∣g(2k+2)ik+1 ∣∣∣ for
1 ≤ i ≤ n, 1 ≤ k ≤ n− 1, and Part 1.
With the help of Theorem 5.8 we derive for each Gauss-Jordan operation
an overall bound for the increase of the neutrix parts of the coefficient ma-
trix of a stable system. The bound is bigger than the bound valid for general
systems of Proposition 5.3.2, but the latter bound only holds for the subma-
trix below to the right of the pivot; this is due to the fact that, the matrix
being properly arranged, only fractions of A have been added to the original
neutrices. The overall bound will be used to derive bounds for the neutrices
of the determinants of the coefficient matrices occurring in the Gauss-Jordan
procedure, implying that the matrices remain non-singular.
Proposition 5.9. Let A ∈Mn(E) be a reduced, non-singular stable matrix,
which is properly arranged with respect to a matrix of representatives P . Then
for all k such that 1 ≤ k ≤ n,
A(2k) = A(2k−1) ⊆ A
mk
.
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Proof. We will apply external induction. For k = 1, because m1 = a11 = 1,
one has A(2k−1) = A(1) = A =
A
m1
. By Part 1 of Theorem 5.8 it holds that
g
(2k)
ij = g
(2)
ij is limited for 1 ≤ i, j ≤ n, hence A(2) = A(1) =
A
m1
.
As for the induction step, let k < n and suppose that A(2k−1) = A(2k) ⊆
A
mk
. Then A(2k+1) ⊆ mk
mk+1
A(2k) ⊆ mk
mk+1
A
mk
=
A
mk+1
. Again, by Part 1 of
Theorem 5.8 one has A(2k+2) = A(2k+1) =
A
mk+1
.
Proposition 5.10. Let A = [αij ]n×n ∈ Mn(E) be a reduced, non-singular
stable matrix, which is properly arranged with respect to a matrix of repre-
sentatives P . Let 1 ≤ q ≤ 2n. Then
1. ∆(q) is zeroless.
2. ⊘∆ < ∆(q) ⊂ £.
3. A(q) ⊆ ⊘∆(q) ⊆ ⊘.
4. A(q) is limited, non-singular and stable.
Proof. 1. Let q = 2k or q = 2k − 1 with 1 ≤ k ≤ n. By Lemma 5.5 one has∣∣d(q)∣∣ = ∣∣∣∣ dmk
∣∣∣∣. Because the matrix is non-singular and stable, it holds that
A ⊆ ⊘∆ < |d|, and because it is also reduced, it follows from Proposition
5.9 that A(q) ⊆ A
mk
. Hence
∣∣d(q)∣∣ > A(q). Also D(q) ⊆ A(q) by Proposition 5.2
and Proposition 3.17. Hence ∆(q) is zeroless.
2. We show first that D(q) ⊆ ⊘. Indeed, suppose ⊘ ⊂ D(q). Then
£ ⊆ D(q). By Proposition 3.17 and Proposition 5.2 it holds that d(q) is
limited. This implies that ∆(q) is a neutrix, in contradiction to Part 1. Hence
D(q) ⊆ ⊘, which implies that ∆(q) = d(q) + D(q) ⊂ £. It also follows from
Part 1 that ∆(q) ⊆ (1 + ⊘)d(q). Now d(q) > ⊘∆ by Lemma 5.5, hence also
∆(q) > ⊘∆.
3. Let 1 ≤ q ≤ 2n. Then q = 2k or q = 2k − 1 with 1 ≤ k ≤ n. By
Proposition 5.9, the stability of the matrix A, and Lemma 5.5, one has
A(q) ⊆ A
mk
⊆ ⊘d
mk
= ⊘d(q) = ⊘∆(q).
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Then Part 2 implies that A(q) ⊆ ⊘.
4. By Proposition 5.2 the matrix A(q) is limited. By Part 1 the matrix
A(q) is non-singular. Then A(q) is stable by Part 3.
Theorem 5.11. Let A ∈ Mn(E) be a reduced, non-singular stable matrix,
which is properly arranged with respect to a matrix of representatives P . Then
GP (A) is a near-identity matrix.
Proof. Let A be the associated neutricial matrix of A. By Proposition 3.14
we have GP (A) = GP (P )+GP (A) = I+A′, where A′ = [A′ij ]n×n is a neutricial
matrix. By Part 3 of Proposition 5.10 one has A′ ⊆ [⊘]n×n. Hence GP (A) is
a near-identity matrix.
We turn now to the effects of the Gauss-Jordan procedure to the right-
hand member of the system A|B. We always assume that the system satisfies
Convention 1.
In contrast to the the possible increase of the neutrix parts of the coeffi-
cient matrix of a stable system, the pivots of the Gauss-Jordan procedure do
not give rise to changes in its neutrix part, and the same is true for the inverse
procedure. The invariance of the neutrix part of the right-hand member will
be a consequence of the next proposition.
Proposition 5.12. Suppose that the flexible system A|B is properly arranged
with respect to a representative matrix P and stable. Then for all k such that
1 ≤ k ≤ n− 1
mk+1
mk
B =
mk
mk+1
B = B.
Proof. Let 1 ≤ k ≤ n− 1. By formula (21) it holds that ⊘∆ <
∣∣∣mk+1
mk
∣∣∣ ∈ £.
The fact that ∆ is not an absorber of B and Proposition 3.9.5 imply that
mk+1
mk
B = B. It follows that
mk
mk+1
B = B for 1 ≤ k ≤ n− 1.
Theorem 5.13. Suppose that the flexible system A|B is properly arranged
with respect to a representative matrix P and stable. Then for all q such
that 1 ≤ q ≤ 2n one has [B](q) = [B] and [B−1](q) = [B]. In particular
GP [B] = [B] and (GP )−1 [B] = [B].
Proof. We will apply External Induction. Because a11 = 1, we have [B]
(1) =
GP1 [B] = I[B] = [B].
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As for the induction step, let q < 2n and suppose that [B](q) = [B]. We
consider two cases.
Case 1: q + 1 = 2k + 1 for some k ∈ {1, . . . , n − 1}. By the induction
hypothesis and Proposition 5.12 we have
[B](q+1) = GPq+1[B](q) = GP2k+1[B]
=


1 0 · · · 0 · · · 0
0 1 · · · 0 · · · 0
...
...
. . .
...
. . .
...
0 0 · · · mk
mk+1
· · · 0
...
...
. . .
...
. . .
...
0 0 · · · 0 · · · 1


·


B
...
B

 =


B
...
B

 .
Case 2: q + 1 = 2k + 2 for some k ∈ {1, . . . , n− 1}. By Theorem 5.8(1) all
entries of the matrix GP2k+2 are limited, and the elements of its diagonal are
equal to 1. Then it follows from Case 1 that
[B](q+1) = GPq+1[B](q) = GP2k+2[B](2k+1) = GP2k+2[B] = [B].
In particular GP [B] = [B](2n). This proves the theorem for the Gaussian
procedure GP . The proof for the inverse procedure is similar.
Proposition 5.14. Suppose that the flexible system A|B is properly arranged
with respect to a representative matrix P and stable. Then(GP )−1 (GP (B)) = B.
Proof. Let B = b+B. By Proposition 3.14 and Theorem 5.13,
(GP )−1 (GP (B)) = (GP )−1 (GP (b+B)) = (GP )−1 (GP (b) + GP (B))
=
(GP )−1 (GP (b) +B) = (GP )−1 (GP (b))+ (GP )−1 (B)
=
( (GP )−1 GP)(b) +B = b+B = B.
Proposition 5.15 shows that the neutrix of the right-hand member is in-
variant by multiplying and dividing by the determinants ∆ and ∆(q).
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Proposition 5.15. For stable systems A|B it holds that
∆B =
B
∆
= B. (23)
Moreover, for 1 ≤ q ≤ 2n the determinant ∆(q) is not an absorber of B, and
∆(q)B =
B
∆(q)
= B. (24)
Proof. It follows from the fact that ∆ is zeroless and Proposition 3.17 that
⊘∆ < ∆ ⊂ £. Also ∆ is not an absorber of B. Then (23) follows from
Proposition 3.9.5. By Proposition 5.10.2 we have ⊘∆ < ∆(q) ⊂ £. Then
also ∆(q) is not an absorber of B, hence (24) holds by Proposition 3.9.5.
Proposition 5.16 shows that the neutricial part of the matrices A(q) do
not blow up the neutrix part of the right-hand member B. The proposition
is an easy consequence of Proposition 5.10.3.
Proposition 5.16. Suppose that the flexible system A|B is properly arranged
with respect to a representative matrix P and stable. Let A be the associated
neutricial matrix of A. Then A(q)[B] ⊆ [B] for all q such that 1 ≤ q ≤ 2n.
Proof. Let 1 ≤ k ≤ 2n. By Part 3 of Proposition 5.10 we have A(q) ⊆ [⊘]n×n.
Clearly [⊘]n×n[B] ⊆ [B].
Theorem 5.17 shows that the Gauss-Jordan operations respect the re-
lation between the relative imprecisions of the coefficient matrix and the
right-hand member given by Definition 4.17.2.
Theorem 5.17. Suppose that the flexible system A|B is properly arranged
with respect to a representative matrix P and stable. Then for 0 ≤ q ≤ 2n
R(A(q)) ⊆ R(B(q)). (25)
As a consequence,
R(GPA) ⊆ R(GPB). (26)
Proof. Because the system is stable, formula (25) holds for q = 0. Let
1 ≤ q ≤ 2n. We show by external induction that for 0 ≤ q ≤ 2n and
1 ≤ i, j ≤ n
A
(q)
ij β
(q) ⊆ B. (27)
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For q = 0 we have by stability and (12)
A
(0)
ij β
(0) ⊆ Aβ ⊆ ∆R(A)β ⊆ ∆R(B)β ⊆ ∆B = B.
Assuming that the property (27) holds for q, we will prove it for q + 1.
Because β(q+1) = β
(q+1)
p for some p ∈ {1, . . . , n},
∣∣∣β(q+1)∣∣∣ = ∣∣β(q+1)p ∣∣ =
∣∣∣∣∣
n∑
j=1
g
(q+1)
pj β
(q)
j
∣∣∣∣∣ ≤
n∑
j=1
∣∣∣g(q+1)pj ∣∣∣ ∣∣∣β(q)j ∣∣∣ ≤
n∑
j=1
∣∣∣g(q+1)pj ∣∣∣ ∣∣∣β(q)∣∣∣ .
Also
A
(q+1)
ij = g
(q+1)
i1 A
(q)
1j + · · ·+ g(q+1)in A(q)nj . (28)
If q + 1 = 2k + 2 for some k ∈ {1, . . . , n − 1}, by the induction hypothesis
and Theorem 5.8 one has
A
(q+1)
ij β
(q+1) ⊆
(
g
(q+1)
i1 A
(q)
1j + · · ·+ g(q+1)in A(q)nj
)( n∑
j=1
∣∣∣g(q+1)ij ∣∣∣ ∣∣∣β(q)∣∣∣ )
=
(
g
(q+1)
i1 A
(q)
1j β
(q) + · · ·+ g(q+1)in A(q)nj β(q)
)( n∑
j=1
∣∣∣g(q+1)ij ∣∣∣
)
⊆(£B + · · ·+£B)£ ⊆ B.
If q+1 = 2k+1 for some k ∈ {1, . . . , n−1}, we consider separately the cases
i 6= k + 1 and i = k + 1.
Case 1: For i 6= k+1 and 1 ≤ i ≤ n, the row g(q+1)i is a unit vector, so the
neutrices of the ith row of A(q+1) satisfy A(q+1)ij = A(q)ij for 1 ≤ j ≤ n. Also
β(q+1) =
(
β
(q)
1 , . . . , β
(q)
k ,
mk
mk+1
β
(q)
k+1, β
(q)
k+2, . . . , β
(q)
n
)
.
If β(q+1) = β
(q)
s for some s ∈ {1, . . . , n} \ {k+1}, for i 6= k+1, 1 ≤ i ≤ n and
1 ≤ j ≤ n one has by the induction hypothesis
A
(q+1)
ij β
(q+1) = A
(q)
ij β
(q)
s ⊆ A(q)ij β(q) ⊆ B.
If β(q+1) =
mk
mk+1
β
(q)
k+1, then for i 6= k + 1, 1 ≤ i ≤ n and 1 ≤ j ≤ n it follows
from the induction hypothesis and Proposition 5.12 that
A
(q+1)
ij β
(q+1) = A
(q)
ij
mk
mk+1
β
(q)
k+1 ⊆
mk
mk+1
B = B.
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Case 2: For i = k + 1, by formula (28) one has for 1 ≤ j ≤ n
A
(q+1)
k+1j = A
(q)
k+1j
mk
mk+1
.
If β(q+1) = β
(q)
s for some s ∈ {1, . . . , n}\{k+1}, due to Proposition 5.12 one
has for 1 ≤ j ≤ n
A
(q+1)
k+1j β
(q+1) =
mk
mk+1
A
(q)
k+1jβ
(q)
s ⊆
mk
mk+1
A
(q)
k+1jβ
(q) ⊆ mk
mk+1
B = B.
If β(q+1) =
mk
mk+1
β
(q)
k+1, again using Proposition 5.12 we find for 1 ≤ j ≤ n
A
(q+1)
k+1j β
(q+1) =
mk
mk+1
A
(q)
k+1j
mk
mk+1
β
(q)
k+1 ⊆
( mk
mk+1
)2
A
(q)
k+1jβ
(q) ⊆
( mk
mk+1
)2
B = B.
Combining, we see that property (27) holds for all q such that 1 ≤ q ≤ 2n.
It follows directly from (27) that
A(q) β(q) ⊆ B. (29)
To finish the proof, we observe first that ∆(q) is zeroless by Proposition
5.10.1, hence R(A(q)) is well-defined. Also B/∆(q) = B by Proposition 5.15.
We consider separately the cases that β(q) is zeroless and that β(q) = B is
neutricial.
If β(q) is zeroless, by Proposition 5.2, Proposition 3.17 and Proposition
5.10, ∆(q) = detA(q) is limited and zeroless. By Lemma 5.5 and formula (29)
one has for 1 ≤ i, j ≤ n
R(A(q)) = A
(q)
∆(q)
⊆ 1
∆(q)
B
β(q)
=
B
β(q)
= R(B(q)).
If β(q) = B is neutricial, formula (29) takes the form A(q)B ⊆ B. Then
R(A(q))B = A(q) B
∆(q)
= A(q)B ⊆ B.
We conclude from Theorem 5.13 that R(A(q)) ⊆ B : B = R([B(q)]) =
R(B(q)).
Formula (26) is obtained by putting q = 2n.
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Corollary 5.18. Each Gauss-Jordan operation transforms a stable system
into a stable system.
Proof. Let 1 ≤ k ≤ 2n. By Proposition 5.10.4 the matrixA(q) is limited, non-
singular and stable. By Proposition 5.15 it holds that ∆(q) is not an absorber
of B. Then Theorem 5.17 implies that the system A(q)|B(q) is stable.
6. Stability and Cramer’s rule
Theorem 4.22 concerning the solution of stable systems by Cramer’s rule
was essentially shown in [13] for non-homogeneous systems.
The proof uses estimates for the size of the determinants of the matrices
Mi and the neutrix parts of the formulas given by Cramer’s rule. We reprove
some of these estimates, now also for homogeneous systems. As before, we
suppose that the system A|B satisfies Convention 4.18.
Lemma 6.1. Assume the system A|B is stable. Then for 1 ≤ j ≤ n
1. |det(Mj)| ≤ 2n!
∣∣β∣∣.
2. N
(
det(Mj)
) ⊆ β · A+B.
Proof. Let Sn be the set of all permutations of {1, . . . , n} and σ ∈ Sn. Put
γσ = ασ(1)1 . . . ασ(j−1)j−1ασ(j+1)j+1 . . . ασ(n)n.
Because the system is reduced,
|γσ| ≤ αn−1 ≤ (1 +⊘)n−1 = 1 +⊘, (30)
and, as a consequence of Proposition 3.9.4,
N(γσ) = N
( ∏
1≤k≤n,k 6=j
(aσ(k)k + Aσ(k)k)
)
⊆ N(1 + A)n−1 = A. (31)
1. It follows from (30) that
|det(Mj)| ≤
∑
σ∈Sn
∣∣γσβσ(j)∣∣ ≤ ∑
σ∈Sn
∣∣(1 +⊘)|β|∣∣ = n!(1 +⊘)|β| = 2n!|β|.
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2. It follows from (31) and (30) that
N
(
det
(
Mj
))
= N
(∑
σ∈Sn
sgn (σ) γσβσ(j)
)
=
∑
σ∈Sn
N
(
γσβσ(j)
)
=
∑
σ∈Sn
(
βσ(j)N(γσ) + γσN(βσ(j))
)
⊆
∑
σ∈Sn
(
βA+ (1 +⊘)B) = βA+B.
Proposition 6.2. Assume the system A|B is stable. Then for 1 ≤ j ≤ n
N
(
det(Mj)
∆
)
= B.
As a consequence, if the system is homogeneous, for 1 ≤ j ≤ n
det(Mj)
∆
= B.
Proof. Let D = N(∆). By Proposition 3.9.2, Lemma 6.1 and Proposition
3.17, we have for 1 ≤ j ≤ n
N
(
det
(
Mj
)
∆
)
=
1
∆
N (det(Mj)) + det
(
Mj
)
N
(
1
∆
)
(32)
=
1
∆
N
(
det
(
Mj
))
+ det
(
Mj
) D
∆2
⊆ 1
∆
(βA+B) + 2n!β
D
∆2
⊆βA
∆
+
B
∆
+ β
A
∆2
.
From the stability condition R(A) ⊆ R(B) we derive both in the homoge-
neous and inhomogeneous case that β
A
∆
⊆ B. Then we obtain from (32) and
Proposition 5.15 that
N
(
det
(
Mj
)
∆
)
⊆ βA
∆
+
B
∆
+
1
∆
(
β
∆
A
)
⊆ B +B +B/∆ = B. (33)
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It follows from Proposition 3.18 that |∆ij | > ⊘∆ for some i ∈ {1, . . . , n}.
Because ∆ is not an absorber of B, also ∆ij is not an absorber of B. Hence
B ⊆ B∆ij . Using the fact that products containing a neutrix have always
the same sign and subdistibutivity, we derive that
B ⊆ B∆1j + · · ·+B∆nj
⊆ det


1 + A11 · · · α1(j−1) B α1(j+1) · · · α1n
...
. . .
...
...
...
. . .
...
αn1 · · · αn(j−1) B αn(j+1) · · · αnn


⊆ N

det


1 + A11 · · · α1(j−1) b1 +B α1(j+1) · · · α1n
...
. . .
...
...
...
. . .
...
αn1 · · · αn(j−1) bn + B αn(j+1) · · · αnn




= N (det(Mj)) .
Then by Proposition 5.15
B =
B
∆
=
N
(
det(Mj)
)
∆
⊆ N
(
det(Mj)
)
∆
+ det(Mj)N
(
1
∆
)
= N
(
detMj
∆
)
.
(34)
Combining (33) and (34), we conclude that B = N
(
det(Mj)
∆
)
for 1 ≤ j ≤
n.
As a consequence, if the system is homogeneous, it holds that
det(Mj)
∆
=
N
(
det(Mj)
∆
)
= B for 1 ≤ j ≤ n.
7. Proofs of the main theorems
The proof of Theorem 4.21 uses properties of (sub)associativity of the
matrix product, Proposition 5.14 based on a distributivity property, and the
invariance of the neutrix part of the right-hand member under the Gauss-
Jordan procedure of Theorem 5.13.
Proof of Theorem 4.21. Let S be the solution of A|B, and P be a properly
arranged matrix of representatives of A.
Assume first that x is an admissible solution, i.e. x ∈ S. Then Ax ⊆ B.
By Proposition 3.16 and Proposition 3.13(
GP (A)
)
x = GP (Ax) ⊆ GP (B).
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Hence x ∈ GP .
Conversely, assume that x ∈ GP . Then
(
GP (A)
)
x ⊆ GP (B). Using
Proposition 3.15, Proposition 3.16 and Proposition 5.14 we derive that
Ax = I(Ax) = ((GP )−1 GP )(Ax)
⊆ (GP )−1 (GP (Ax)) = (GP )−1 ((GP (A))x)
⊆ (GP )−1 (GP (B)) = B.
Hence x ∈ S. Combining, we see that S = GP . Consequently GP does not
depend on the choice of P , hence G ≡ GP is well-defined. We conclude that
S = G.
Proof of Theorem 4.22. Let x = (x1, x2, . . . , xn)
T ∈ ξ. In order to show that
x satisfies the system A|B, assume first that the system is not homogeneous.
By Theorem 4.16.3 the external vector ξ given by (13) is the solution of the
system A|B, hence x satisfies A|B. Secondly, assume that the system A|B
is homogeneous. Then ξ = (B,B, . . . , B)T by Proposition 6.2. By direct
verification we see that ξ satisfies (8). Again x is a solution of the system
A|B by Proposition 4.5.
Suppose now that x is an admissible solution of system A|B. Let P =
[aij ]n×n be a representative matrix for A. Then for 1 ≤ i ≤ n there exists
bi ∈ βi such that 

a11x1+ · · · +a1nxn = b1
...
. . .
...
...
an1x1+ · · · +annxn = bn
.
Let b = (b1, . . . , bn)
T . For 1 ≤ i ≤ n, let MPi (b) be the determinant of the
matrix obtained from P by substituting the ith column by b. By Cramer’s
rule, one has xi =
MPi (b)
d
∈ det(Mi)
∆
for 1 ≤ i ≤ n. Hence x ∈ ξ.
Proof of Theorem 4.23. The theorem follows from Theorem 4.21 and Theo-
rem 4.22.
The solution of the system whose coefficient matrix is the identity matrix
is of course the right-hand member. We use Theorem 4.23 to show that
this property remains valid if the coefficient matrix is a near-identity matrix,
provided the system is stable.
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Theorem 7.1. Let A be a near-identity matrix and B = b+B. Suppose that
the system A|B is stable. Then B is the solution of the system.
Proof. Put ξ = (ξ1, . . . , ξn)
T with ξi = det(Mi)/∆ for 1 ≤ i ≤ n. We have
A = In + A with A ⊆ [⊘]n×n, so In is a representative matrix of A, and bi
is a representative of Mi for 1 ≤ i ≤ n. It follows from the stability that
∆ = 1 +D with D ⊆ A ⊆ ⊘. In addition, by Proposition 6.2 it holds that
N
(
det(Mi)
∆
)
= B for 1 ≤ i ≤ n. Then
ξi = bi +N
(
det(Mi)
∆
)
= bi +B = βi
for 1 ≤ i ≤ n, i.e. ξ = B. By Theorem 4.22 the vector B is the Cramer-
solution of the system. Because of Theorem 4.23 the vector B is also the
Gauss-Jordan solution of the system. Then it is the solution by Theorem
4.21.
Theorem 4.24 says that, as in the real case, the solution of A|B is given by
the Gauss-Jordan solution. The result follows from the fact that the Gauss-
Jordan procedure, which due to Corollary 5.18 does not affect the stability
of the system, leads to a stable system whose matrix of coefficients is a near
identity matrix, with solution equal to right-hand member by Theorem 7.1.
Proof of Theorem 4.24. By Theorem 5.11 it holds that GP (A) is a near-
identity matrix. By Corollary 5.18, the system
(
GP (A)
)
x ⊆ GP (B) is stable.
Then GP (B) is the solution of the system
(
GP (A)
)
x ⊆ GP (B) by Theorem
7.1. Hence GP (B) satisfies (14), so it is the Gauss-Jordan solution of the
system A|B.
Proof of Theorem 4.25. The solution S is equal to the Gauss-Jordan solution
G by Theorem 4.21, which also says that the application of the Gauss-Jordan
procedure does not depend on the choice of matrix of representatives P . Then
G = G(P )(B) by Theorem 4.24. Also G is equal to the Cramer-solution by
Theorem 4.23, which takes the form (13) by Theorem 4.22.
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8. Examples
We give three straightforward examples of the Gauss-Jordan procedure
with imprecisions in the coefficient matrices and the right-hand member. We
will see that systems based on first order aproximations sometimes generate
expansions for the solutions. We also wish to illustrate how, when a precision
in the right-hand member is prescribed, the stability conditions suggest the
necessary precision in the coefficients to match this requirement. This may
lead to neglecting terms and simplifications.
We start with a 3 × 3 system. We verify that the system is stable, and
show the Gauss-Jordan procedure in some detail.
Example 8.1. We consider the system

(1 + ε2⊘) x1 + x2 + (1 + ε3£)x3 ⊆ 1 + ε⊘
(1 + ε3£)x1 +
(−1
2
+ ε2⊘) x2 − 12x3 ⊆ −2 + ε⊘(
1
2
ε+ ε3⊘)x1 + 12x2 + (1 + ε2⊘) x3 ⊆ ε+ ε⊘
. (35)
where ε is a positive infinitesimal. Let A be its matrix of coefficients and
B be the right-hand member. The matrix is reduced and non-singular, with
∆ = detA = −3
4
+ ε2⊘ zeroless. Let
P =

 1 1 11 −1
2
−1
2
1
2
ε 1
2
1

 . (36)
Then P is a representative matrix of A, and is properly arranged. Indeed,
formula (1) is obvious for k = 1, and is also satisfied for k = 2 with m2 =
m1212 = −32 , m1213 = −32 , m1312 = 12 − 12ε, m1313 = 1− 12ε. As a consequence,A is properly arranged. Because R(A) = ε2⊘ ⊆ R(B) = ε⊘ and ∆B =
(−3
4
+ ε2⊘)ε⊘ = ε⊘ = B, the system is stable. By Theorem 4.23 the
solution may be obtained by the Gauss-Jordan procedure. It is given by
S ≡

 ξ1ξ2
ξ3

 =

 −1 + ε⊘4− 3ε+ ε⊘
−2 + 3ε+ ε⊘

 , (37)
which we verify in detail. Observe that the second and third coordinate of S
have the form of a truncated expansion. Also some expansions appear in the
43
coefficients of the intermediate matrices. We get the following succession of
stable systems:
A|B =

 1 + ε2⊘ 1 1 + ε3£ | 1 + ε⊘1 + ε3£ −1
2
+ ε2⊘ −1
2
| −2 + ε⊘
1
2
ε+ ε3⊘ 1
2
1 + ε2⊘ | ε+ ε⊘


−→
L2 − L1
L3 − 12εL1

 1 + ε2⊘ 1 1 + ε3£ | 1 + ε⊘ε2⊘ −3
2
+ ε2⊘ −3
2
+ ε3£ | −3 + ε⊘
ε3⊘ 1
2
− 1
2
ε 1− 1
2
ε+ ε2⊘ | 1
2
ε+ ε⊘


−→
−2
3
L2

 1 + ε2⊘ 1 1 + ε3£ | 1 + ε⊘ε2⊘ 1 + ε2⊘ 1 + ε3£ | 2 + ε⊘
ε3⊘ 1
2
− 1
2
ε 1− 1
2
ε+ ε2⊘ | 1
2
ε+ ε⊘


L1 − L2
−→
L3 −
(
1−ε
2
)
L2

 1 + ε2⊘ ε2⊘ ε3£ | −1 + ε⊘ε2⊘ 1 + ε2⊘ 1 + ε3£ | 2 + ε⊘
ε2⊘ ε2⊘ 1
2
+ ε2⊘ | −1 + 3
2
ε+ ε⊘


−→
2L3

 1 + ε2⊘ ε2⊘ ε3£ | −1 + ε⊘ε2⊘ 1 + ε2⊘ 1 + ε3£ | 2 + ε⊘
ε2⊘ ε2⊘ 1 + ε2⊘ | −2 + 3ε+ ε⊘


−→
L2 − L3

 1 + ε2⊘ ε2⊘ ε3£ | −1 + ε⊘ε2⊘ 1 + ε2⊘ ε2⊘ | 4− 3ε+ ε⊘
ε2⊘ ε2⊘ 1 + ε2⊘ | −2 + 3ε+ ε⊘


≡ I ′ |S,
where I ′ ⊆ I3 + [⊘]3×3 is a near-identity matrix. The system I
′ |S being
stable, by Theorem 7.1 the external vector S solves the latter system, and it
is the Gauss-Jordan solution of the system (35) by definition. By Theorem
4.21 it is its solution, and by Theorem 4.23 it is equal to the Cramer solution,
which we may verify directly.
The next Example shows a 4× 4 system, with similar approach.
Example 8.2. Let ε > 0 be infinitesimal. Consider the reduced flexible
system

(1 + ε2⊘) x1 + x2 + 12x3 + 12x4 ⊆ −1 + ε£
−x1 + x2 +
(
1
2
+ ε⊘) x3 + 12x4 ⊆ ε£
x2 − 12x3 + (1 + ε⊘)x4 ⊆ −12 + ε£(
1
2
+ ε£
)
x1 + x3 + x4 ⊆ 2 + ε£
. (38)
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Let
A =


1 + ε2⊘ 1 1
2
1
2−1 1 1
2
+ ε⊘ 1
2
0 1 −1
2
1 + ε⊘
1
2
+ ε£ 0 1 1

 , X =


x1
x2
x3
x4

 , B =


−1 + ε£
ε£
−1
2
+ ε£
2 + ε£

 .
Then ∆ = detA = −3 + ε£ is zeroless, R (A) = Aupslope∆ = ε£, R (B) =
Bupslopeβ = ε£ and ∆B = ε£ = B. Hence A = ε£ ⊂ ⊘ = ⊘∆, R (A) ⊆ R (B)
and ∆ is not an absorber of B, so the system is stable.
Let
P =


1 1 1/2 1/2
−1 1 1/2 1/2
0 1 −1/2 1
1/2 0 1 1

 . (39)
Then P is a reduced representative matrix of A, with d ≡ det(P ) = −3.
A short calculation shows that P is properly arranged, with m2 = 2 and
m3 = −2.
We may proceed in a similar way as in Example 8.1, and derive that
X = GPB =


−1/2 + ε£
−13/8 + ε£
3/4 + ε£
3/2 + ε£

 (40)
is the Gauss-Jordan solution of the system. Then X is also the Cramer-
solution by Theorem 4.25.
The next example deals with a system having a coefficient matrix with
an infinitesimal determinant. Yet it is not an absorber of the neutrix occur-
ring in the right-hand member. Also the remaining conditions for stability
hold, so the Gauss-Jordan procedure still works. The solution will be an
external vector with coordinates in the form of an expansion starting with a
”singular”, i.e. unlimited term.
Example 8.3. Let ε be a positive infinitesimal. We will use the microhalos
Mε = £ε
6∞ and Mε1 = £ε
6∞
1 , where ε1 = ε
ω with ω ∈ N unlimited. Consider
the system {(
1 +£ε 6∞1
)
x+ y ⊆ 1 +£ε 6∞
x+ (1− ε+£ε 6∞)y ⊆ 2 +£ε 6∞
.
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Let A =
[
1 +£ε 6∞1 1
1 1− ε+£ε 6∞
]
. Then ∆ = detA = −ε+£ε 6∞ is zeroless.
One easily verifies that the system is stable. Applying the Gauss-Jordan
procedure we obtain
A|B =
[
1 +£ε 6∞1 1 | 1 +£ε 6∞
1 1− ε+£ε 6∞ | 2 +£ε 6∞
]
−→
L2 − L1
[
1 +£ε 6∞1 1 | 1 +£ε 6∞
£ε 6∞1 −ε+£ε 6∞ | 1 +£ε 6∞
]
−→
−1
ε
L2
[
1 +£ε 6∞1 1 | 1 +£ε 6∞
£ε 6∞1 1 +£ε
6∞ | −1
ε
+£ε 6∞
]
−→
L1 − L2
[
1 +£ε 6∞1 £ε
6∞ | 1
ε
+ 1 +£ε 6∞
£ε 6∞1 1 +£ε
6∞ | −1
ε
+£ε 6∞
]
By Theorem 4.24 the vector ξ = (1
ε
+ 1 + £ε 6∞,−1
ε
+ £ε 6∞)T is the solution
of the system.
Consider a system A|B such that some of the entries of A are given
in the form of expansions. We show that if the terms t of the expansions
satisfy t/∆ ⊆ R(B), they may be neglected, and we may solve as well the
system A′|B, with A′ obtained from A by neglecting these terms. We may
roughly interpret this by the possibility to neglect decimals in a coefficient
matrix, if compared with the determinant they are small with respect to the
imprecisions of the right-hand member. We will illustrate this with the help
of the examples 8.1 and 8.2.
We prove first some general properties.
Proposition 8.4. Let A ∈ Mn(E) = [αij]n×n = [aij + Aij ]n×n be a non-
singular stable matrix, properly arranged with respect to a reduced represen-
tative matrix P = [aij ]n×n. Let A′ ≡ [α′ij ]n×n be defined by
α′ij = aij + A
′
ij ,
with A′ij ⊆ A for 1 ≤ i, j ≤ n. Then the matrix A′ is non-singular and stable.
Proof. Because A is limited, the matrix A′ is also limited. Let d = det(P )
and ∆′ = det(A′). Because A′ij ⊆ A for 1 ≤ i, j ≤ n, the matrix A is non-
singular and stable and the matrix P is reduced, it holds that ∆′ ⊆ d+A ⊆
(1 +⊘)d. So ∆′ is zeroless, hence A′ non-singular. In addition
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A′
∆′
⊆ A
(1 +⊘)d =
A
∆
⊆ ⊘.
Hence A′ is stable.
The proposition below considers systems A|B in the sense of Convention
4.18.
Proposition 8.5. Let A|B be a stable system with solution S = GP (B),
where P = [aij ]n×n is a reduced properly arranged representative matrix. Let
Q = [qij ]n×n ∈ Mn(R) be a reduced properly arranged matrix such that for
1 ≤ i, j ≤ n
qij − aij ∈ A. (41)
Let A′ ≡ [α′ij ] with α′ij = qij + A′ij and A′ij ⊆ A for 1 ≤ i, j ≤ n. Then A′|B
is a stable system, with solution GQ(B) = S.
Proof. Put A′′ = Q+(A)n×n; note that the system A′′|B satisfies Convention
4.18. It follows from (41) that A′′ = P + (A)n×n, so by Proposition 8.4 the
system A′′|B is stable and has the same solution as A|B, i.e. GP (B). By
Theorem 4.21 we have GP (B) = GQ(B). Again applying Proposition 8.4 and
Theorem 4.21, we see that the system A′|B is stable, and that GQ(B) is its
solution.
We will apply Proposition 8.5 to the systems of Example 8.6 and Example
8.7 below.
Example 8.6. (Continuation of Example 8.1.) Put

(1 + ε2⊘) x1 + (1 + ε2⊘)x2 + (1 + ε2⊘) x3 ⊆ 1 + ε⊘
(1 + ε2⊘) x1 +
(−1
2
+ ε2⊘) x2 + (−12 + ε2⊘)x3 ⊆ −2 + ε⊘(
1
2
ε+ ε2⊘) x1 + (12 + ε2⊘)x2 + (1 + ε2⊘) x3 ⊆ ε+ ε⊘ .
Let A′ be the coefficient matrix of 8.6. Note that the matrix P given by
(36) is a representative matrix of both A and A′, and that the associated
neutricial matrices satisfy A ⊆ A′ with A′ = A, and that the vectors in the
right-hand side of both systems are the same. Then by Proposition 8.5 the
solution of the system (8.6) is also given by (37).
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Example 8.7. (Continuation of Example 8.2.) Consider the system

(1 + ε£) x1 + (1− ε)x2 + (12 + 2ε2)x3 + 12x4⊆−1+ε£
(−1 + 3ε)x1 + x2 +
(
1
2
+ ε2 + ε2⊘)x3 + 12x4⊆ ε£
x2 − 12x3 + (1− 3ε2 + ε2⊘)x4 ⊆−12+ε£(
1
2
+ ε+ ε⊘) x1 + (1 + ε£)x3 + (1 + ε⊘)x4 ⊆2 +ε£.
Let A′ be the coefficient matrix of the system. It has the representative
matrix
Q =


1 1− ε 1/2 + 2ε2 1/2
−1 + 3ε 1 1/2 + ε2 1/2
0 1 −1/2 1− 3ε2
1/2 + ε 0 1 1

 , (42)
which differs from the matrix P given by (39), which is the representative
matrix of the matrix A of Example 8.2. One verifies that Q is non-singular,
reduced and properly arranged, with det(Q) ∈ 3 + £ε zeroless, m1 = 1,
m2 ∈ 2 − 2ε + ⊘ε and m3 ∈ 2 − 5/2ε + ⊘ε. The entries of Q and P differ
for at most a limited multiple of ε, which is contained in A = £ε. Also
A′ = £ε = A. Then by Proposition 8.5 one may as well solve the system
using the simpler matrix P , with solution given by (40).
We illustrate Example 8.1/8.6 and Example 8.2/8.7 numerically. We
assume that ε = 0.01, and represent ⊘ by [−0.1, 0.1] and £ by the interval
[−2, 2]. We will not apply interval calculus, but use the extreme values of
the numerical intervals, with the help of a binomially distributed random
variable.
Working with the matrix (36) and the right-hand member (1,−2, 1/100)T ,
we find the exact solution
x =

 x1x2
xx

 =

 −1397
100
197
100

 =

 −13.97
−1.97

 .
To represent the coefficient matrix of Example 8.1, we may consider, say,
A′ =

 1.00001 0.99999 1.0000020.999998 −0.50001 −0.5
0.00499999 0.5 1.00001

 .
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Rounded off at 7 significative digits, we find the the solution
x′ =

 −0.9999703.969929
−1.969945

 .
The largest deviation with respect to the exact solution is about 0.000071
in the second coordinate, which is significantly smaller than 0.001, i.e. the
absolute value of the bounds of the interval representing ⊘ε.
In Example 8.6 all entries of the coefficient matrix are imprecise. In order
to compare with the numerical matrix A′, we choose a matrix A′′ using a
randomization which is the same for the imprecise coefficients of A′ and put
A′′ =

 1.00001 0.99999 1.000010.99999 −0.50001 −0.49999
0.004999 0.49999 1.00001

 .
Rounded off at 7 significative digits, we find the the solution
x′′ =

 −0.9999433.969928
−1.969915

 .
As expected the result is not as good as x′, still the largest deviation of about
0.000085 for the third coordinate lies well within the interval [−0.001, 0.001]
representing ⊘ε.
Finally we illustrate Proposition 8.5 by comparing the solution of the
system (38) when using the representative matrices P given by (39) and
Q given by (42). With the matrix P and the right-hand member bT =
(−1, 0,−1/2, 2)T we find the exact solution
x = GP b =


−1/2
−13/8
3/4
3/2

 =


−0.5
−1.625
0.75
1.5

 .
The solution x′ for the matrix
Q′ =


1 0.99 0.5002 0.5
−0.97 1 0.5001 0.5
0 1 −0.5 0.9997
0.51 0 1 1


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is, rounding off at 7 significative digits,
x′ = GQ′b =


−0.5159373
−1.632099
0.7537178
1.509410

 .
We observe the largest deviation with respect to the exact solution in the
second coordinate, with a value of about 0.007. This is 0.7 times the value
0.01 chosen for ε, so it can be considered to lie within £ε.
References
[1] I. P. van den Berg, A decomposition theorem for neutrices, Annals of
Pure and Applied Logic, 161 (7) (2010) 851–865.
[2] J. G. van der Corput, Introduction to the neutrix calculus, Journal
d’Analyse Mathe´matique, 7(1) (1959 ) 291–398.
[3] F. Diener, M. Diener, (Ed.), Nonstandard analysis in practice, Springer-
Verlag, Berlin, 1995.
[4] F. Diener, G. Reeb, Analyse nonstandard, Hermann, Paris, 1989.
[5] B. Dinis, I. P. van den Berg, Algebraic properties of external numbers,
Journal of Logic & Analysis, 3 (9) ( 2011) 1–30.
[6] B. Dinis, I. P. van den Berg, Axiomatics for the external numbers of
nonstandard analysis, Journal of Logic and Analysis, 9 (7) (2017) 1–47.
[7] B. Dinis, I. P. van den Berg, Neutrices and External Numbers. A flexible
number system, Taylor and Francis, London, 2019.
[8] H. Dominic, R. Diana, Sorites Paradox, The Stan-
ford Encyclopedia of Philosophy, Summer 2018 Edition,
https://plato.stanford.edu/archives/sum2018/entries/sorites-paradox/
[9] F. R. Gantmacher, The theory of matrices, vols I, and II, Chelsea Pub-
lishing Co., New York, 1960.
50
[10] A. George, K. D. Ikramov, A. B. Kucherov, On the growth factor in
Gaussian elimination for generalized Higham matrices, Linear algebra
Appl., 9 (2002) 107–114.
[11] D. P. Grossman, On the problem of the numerical solution of systems of
simultaneous linear algebraic equations, Uspekhi Mat. Nauk, 5(3) (1950)
87–103.
[12] K. D. Ikramov, Conditionality of the intermediate matrices of the Gauss,
Jordan and optimal elimination methods, USSR Comput. Maths Math.
Phys., 18 (1979) 1–16.
[13] J. Justino, I. P. van den Berg, Cramer’s rule applied to flexible systems
of linear equations, Electronic Journal of Linear Algebra, 24 (2012) 126–
152.
[14] V. Kanovei, M. Reeken, Nonstandard Analysis, Axiomatically, Springer
Monographs in Mathematics, Springer-Verlag Berlin Heidelberg (2004).
[15] F. Koudjeti, I. P. van den Berg, Neutrices, external numbers and ex-
ternal calculus In: F. and M. Diener (Ed.) Nonstandard analysis in
practice, Springer-Verlag, Berlin, 1995.
[16] W. Lyantse, T. Kudryk, Introduction to nonstandard analysis, VNTL
Publishers, Lviv, 1997.
[17] E. Nelson, Internal set theory: A new approach to nonstandard analysis,
Bulletin of the American Mathematical Society, 83 (1977) 1165–1198.
[18] Yi Li, An Explicit Construction of Gauss-Jordan Elimination Matrix,
https://arxiv.org/pdf/0907.5038.pdf (2009).
[19] D. S. Parker, Explicit Formulas for the results of Gaussian Elimination,
url: http://web.cs.ucla.edu, 1995.
[20] G. Peters, J. H. Wilkinson, On stability of Gauss-Jordan elimination
with pivoting, Communications of the ACM, 18 (1) (1975) 20–24.
[21] J. R. Taylor, An introduction to error analysis: The study of uncer-
tainties in physical measurements (2nd ed.), University Science Books,
1997.
51
[22] N. V. Tran, I. P. van den Berg, A parameter method for linear algebra
and optimization with uncertainties, Optimization, 69 (1) (2020) 21–61.
DOI: 10.1080/02331934.2019.1638387.
[23] N. V. Tran, I. P. van den Berg, An algebraic model for the propagation
of errors in matrix calculus, Special matrices, 8 (1) (2020) 68–97.
[24] N. V. Tran, I. P. van den Berg, Gauss-Jordan elimation of singular
flexible systems (in preparation).
[25] S. E. Weiss, The sorites fallacy: What difference does
a peanut make?, Synthese, 33 (1976) 253–272, URL:
http://www.jstor.org/stable/20115132.
[26] J. H. Wilkinson, Error Analysis of Direct Methods of Matrix Inversion,
J. ACM, 8 (1961) 281–330.
52
