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Abstract
We present the first exact polynomial time algorithm for constructing op-
timal geometric bottleneck 2-connected Steiner networks containing at most k
Steiner points, where k > 2 is a constant. Given a set of n vertices embedded
in an Lp plane, the objective of the problem is to find a 2-connected network,
spanning the given vertices and at most k additional vertices, such that the
length of the longest edge is minimised. In contrast to the discrete version
of this problem the additional vertices may be located anywhere in the plane.
The problem is motivated by the modelling of relay-augmentation for the op-
timisation of energy consumption in wireless ad hoc networks. Our algorithm
employs Voronoi diagrams and properties of block-cut-vertex decompositions
of graphs to find an optimal solution in O(nk log
5k
2 n) steps when 1 < p < ∞
and in O(n2 log
7k
2
+1 n) steps when p ∈ {1,∞}.
1 Introduction
Reducing energy consumption due to data transmission is a primary concern when
designing wireless radio networks, since, especially in the case of autonomous ad hoc
networks such as sensor networks, node failure due to battery depletion must be
postponed for as long as possible. Generally, maximum transmission power is utilised
at the nodes communicating across the bottleneck (or longest link) of the network.
In ad hoc networks, the process of relay-augmentation has proven to be effective at
optimising the bottleneck length [2, 5].
1
ar
X
iv
:1
11
1.
21
05
v3
  [
ma
th.
M
G]
  2
2 O
ct 
20
13
Given a set of transmitters in the plane, the primary goal of relay augmentation is to
construct a network of minimum bottleneck length by introducing new transmitters
(relays) and links. The resultant network (augmented network) must satisfy a given
connectivity constraint and may contain at most a bounded number of relays. The
connectivity constraint stipulates the minimum number of transmitters (including
relays) that may fail before the network becomes disconnected. An upper bound
on the number of relays is not only realistic in practice, but is also necessary for
guaranteeing that a solution to the relay-augmentation problem exists, since, in the
limit one can always reduce the bottleneck length by deploying an extra relay.
b b
b
b
Figure 1: Optimal solutions when n = 3, c = 2, and k = 0, 1, 2, 3
An appropriate model for relay augmentation is the bottleneck c-connected k-Steiner
network problem: the given transmitters are represented by vertices called terminals
embedded in an Lp plane, relays are represented by variable Steiner points in the
plane, k is the above-mentioned bound on the number of relays, and c is the con-
nectivity constraint. Figure 1 illustrates optimal solutions to this problem for four
cases of three equilaterally positioned terminals (filled circles) in the Euclidean plane
when c = 2 and k = 0, 1, 2, 3 respectively. The third subfigure depicts a solution
where both Steiner points (open circles) occupy the same location at the centre of
the triangle. In each case an arbitrarily selected (from equally long edges) bottleneck
edge is labelled by the letter ‘b’.
The bottleneck 1-connected k-Steiner network problem is NP-hard in both the Eu-
clidean and rectilinear planes when k is part of the input [12, 14]; and also in general
metrics when the number of Steiner points is not explicitly bounded, but the mini-
mum degree of any Steiner point is at least 3 (see [4]). There exist exact polynomial
time algorithms for constructing optimal 1-connected augmented networks when k is
constant (i.e., not part of the input); see [2, 5]. No complexity results are to be found
in the literature for c > 1.
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In practice, 1-connectivity is often insufficient. Practical networks require a degree
of survivability against the inevitable disruption or failure of nodes or links. On
the other hand, for most networks 2-connectivity is sufficient to provide engineers
with enough confidence that the network will not disconnect within the time-period
between node failure and subsequent node replacement [10]. In general, 2-connectivity
is therefore the most cost-efficient and popular option. The mathematical literature
most closely related to the survivability aspect of the problem we study here deals with
the construction of so called bottleneck biconnected spanning subgraphs (see [7, 11]);
this problem is motivated by the search for heuristics for the bottleneck Travelling
Salesman problem.
In this paper we describe a polynomial time algorithm (which we refer to as the 2-
Bottleneck algorithm) for solving the bottleneck 2-connected k-Steiner network prob-
lem in Lp planes, when k is constant. This may be viewed as a generalisation of both
the c = 1 case as solved by Bae et al. [2] and Brazil et al. [5]; and of the c = 2
and k ≤ 2 case solved in [6]. We rely on an essential geometric component of Bae et
al.’s algorithm utilising farthest colour Voronoi diagrams, although it is a non-trivial
fact that their method extends to the c = 2 case. Also, in Brazil et al. [6] a process
employing binary search is developed to solve one of their subcases. A substantial
part of this paper involves a generalisation of this process to k > 2 Steiner points.
2 Overview of the 2-Bottleneck algorithm
Before presenting a broad overview of our algorithm for constructing optimal solu-
tions to the bottleneck 2-connected k-Steiner network problem, we present some basic
terminology and then formally define the problem. A general graph concept that is
ubiquitous in this paper is that of a topology ; the topology of a graph is equivalent to
the adjacency matrix of its vertices. In a geometric graph all vertices have coordinates
and there exists a geometric description for each curve representing an edge. In this
paper, edges of geometric graphs are always geodesics. Edges incident to a Steiner
point are called Steiner edges ; all other edges are called terminal edges. Some of
the graphs we discuss are partly geometric, in the sense that the terminals have pre-
assigned coordinates but the Steiner points do not. This concept is, in fact, central
to the construction of optimal bottleneck Steiner networks.
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For any graph G in the plane we denote the length of the longest edge of G (with
respect to some Lp metric) by `max(G). Let X be a set of vertices (called terminals)
embedded in R2.
Definition. The bottleneck c-connected k-Steiner network problem requires
the construction of a c-connected network N∗ spanning both X and a set S of at most
k Steiner points, such that `max(N
∗) is a minimum across all such networks. The
variables are S and the topology of the network.
An optimal solution to the problem is called a globally optimal network. If Z is
any set of 2-connected networks spanning X and at most k Steiner points, then any
N ∈ Z such that `max(N) ≤ `max(N ′) for all N ′ ∈ Z is called a locally optimal
network with respect to Z; we also refer to N as a cheapest network in Z. Similarly,
the topology of a globally (locally) optimal network is referred as a globally (locally)
optimal topology. In this paper we focus on the case c = 2 with constant k ≥ 3. We
also assume throughout that |X| = n ≥ 2.
In broad terms, for a given set X of terminals, our algorithm constructs every
possible 2-connected candidate topology spanning both X and a set of at most k
variable Steiner points. The number of these partly geometric topologies is super-
exponential in |X|, however, we show how to reduce this to polynomial order. For
each candidate topology N , coordinates are then assigned to the Steiner points in
such a way that the resultant graph has the shortest bottleneck amongst all geometric
graphs (on X) with topology N ; this step requires the use of farthest colour Voronoi
diagrams (as in [2]). Among all resultant graphs, one with the shortest bottleneck is
picked as the optimal solution.
We reduce the complexity of the above algorithmic framework further by strategi-
cally dividing the set of all candidate topologies into a small number of different types.
For each type G(Q) we then show that there exists a fast procedure for construct-
ing a geometric graph N with topology of type G(Q), such that N has a shortest
bottleneck amongst all geometric graphs with topology of type G(Q). As before, a
resultant geometric graph with shortest bottleneck is selected as the globally optimal
solution. The division into types is based on a process described in [2], where so
called “abstract topologies” play a similar role. Describing types for the bottleneck
2-connected k-Steiner network problem is significantly more complex than for the 1-
connected problem studied by Bae et al., and we therefore defer a detailed discussion
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to a later section. At this juncture we provide only the following simple illustrative
example of a candidate type in the Euclidean plane, and show how the concept is
used in this case to optimally locate a Steiner point.
s
x (red)
y (blue)
z (grey)
eG
s
eR
Figure 2: A topology with vertices coloured to produce a single candidate type. A
smallest colour-spanning disk locates s optimally for this type
Figure 2 shows a candidate topology spanning a single Steiner point s and twenty six
terminals. Dashed curves depict Steiner edges incident to a variable Steiner point;
and Steiner edges in the resultant graph are represented by bold edges. Terminal
x and one of its neighbours are coloured red (these two vertices are represented by
crosses); terminal y is coloured blue; and z, along with four other specific vertices
close to z, are coloured grey. Notice firstly that if we replace z as an endpoint of
edge eG with any grey vertex, and replace x as an endpoint of edge eR with any
red vertex, the resultant topology is still 2-connected. In fact, any (2-connected)
candidate topology G on these twenty six terminals, with a single Steiner point, and
that contains exactly the same terminal edges as Figure 2, must contain the edges
sx′, sy, and sz′, where x′ is some red vertex and z′ is some grey vertex; any other
edges incident to s can be deleted from G without reducing connectivity. The ten
topologies (five grey vertex combinations multiplied by two red vertex combinations)
that have these specific properties are said to be of the same candidate type. Observe
that the candidate type is defined with respect to the graph induced by the terminal
edges; this graph is called the underlying network and there exists a simple procedure,
described later, for constructing it. The sets of coloured terminals are referred to as
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valid subsets of terminals. An optimal location for s with respect to all topologies
of this type can now be found by constructing the centre of a smallest disk spanning
at least one vertex of each colour. A smallest colour-spanning disk is depicted in the
second subfigure of Figure 2, along with the resultant 2-connected geometric graph.
Constructing smallest colour-spanning disks for more complex examples, such as when
there are at least two adjacent Steiner points in the candidate topology, requires the
use of farthest colour Voronoi diagrams, as recognised by Bae et al. [2].
In Section 3 we provide preliminary results and terminology related to connectivity
and block-cut-vertex decompositions. Section 4 discusses the construction of candi-
date types, and Section 5 presents the 2-Bottleneck algorithm and proves its correct-
ness.
3 Preliminaries
Throughout this paper we only consider finite, simple, and undirected graphs. A
graph G = 〈V (G), E(G)〉 is connected if there exists a path connecting any pair of
vertices in G. A component is a maximal (by inclusion) connected subgraph. The
following expressions will have their obvious meanings in this paper: G − D, where
D is a set of vertices or edges of G; G + E, where E is a set of edges not in G; and
G ± e, where e is an edge. A cut-set A of G is any set of vertices such that G − A
has strictly more components than G; if |A| = 1 then A is a cut-vertex. An edge-cut
E of G is any set of edges such that G− E has strictly more components than G; if
|E| = 1 then E is a bridge.
The vertex-connectivity or simply connectivity c = c(G) of a graph G is the minimum
number of vertices whose removal results in a disconnected or trivial graph. Therefore
c is the minimum cardinality of a cut-set of G if G is connected but not complete;
c = 0 if G is disconnected; and c = n− 1 if G = Kn, where Kn is the complete graph
on n vertices. A graph G is said to be c′-connected if c ≥ c′ for some non-negative
integer c′. As is standard in the literature, we make an exception for the connectivity
definitions of K1, K2: we assume that c(K1) = c(K2) = 2.
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3.1 Block-cut forests
This paper makes use of a well-known decomposition process by which any given
graph is transformed into a forest. Roughly speaking, the vertices of the forest are
the cut-vertices and the largest 2-connected subgraphs of the given graph. As will
be appreciated in later sections, this transformed structure reveals important details
about the connectivity of the given graph.
A block of a graph G is a maximal (by inclusion) 2-connected subgraph of G. For
index sets I, J , let {Ei : i ∈ I} be a partition of E(G) such that each Ei induces a
block Bi of G, let {Bi : i ∈ J} be the (possibly empty) set of isolated vertices of G, and
let BLOCK(G) = {Bi : i ∈ I ∪ J}. Note that each non-cut-vertex of G is contained
in (or coincides with) exactly one of the Bi; each cut-vertex of G is contained in at
least two distinct blocks; and for each i, j, i 6= j, V (Bi) ∩ V (Bj) consists of at most
one vertex, and this vertex (if it exists) is a cut-vertex of G. If Bi contains exactly
one cut-vertex of G then Bi is a leaf block. An isolated block contains no cut-vertices
of G, i.e., it is a 2-connected component of G. We use LEAF(G) to denote the set of
leaf blocks of G. The interior of block Bi with respect to G, denoted int(Bi), is the
set of all vertices of Bi that are not cut-vertices of G.
g
1
g
2
Figure 3: The graphs G′, G′BCF, and G
′′. The Bi are drawn as double-boundary circles
The block-cut forest of G is a forest GBCF with V (GBCF) = {Bi ∈ BLOCK(G)}∪{zi :
zi is a cut-vertex of G} and E(GBCF) = {Bizj : zj ∈ Bi}. In Figure 3 we show three
graphs: the first is a graph G′ of connectivity 1; and the second is a depiction of G′BCF,
where large double-boundary circles represent the Bi, small circles represent the zi,
and edges are drawn as double lines. The purpose of the third figure is to introduce
the method by which many subsequent examples will be illustrated in this paper. In
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this figure we depict a 2-connected graph G′′, where G′′ is the union of a graph G′′1
drawn as a block-cut forest and a graph G′′2 containing only Steiner edges; as before,
Steiner points are represented by small open circles with bold boundaries. When
Steiner edges (bold edges) are drawn incident to a double-boundary circle this means
that, in G′′, these edges are incident to vertices in the interior of the corresponding
block of G′′1. Similarly, when a Steiner edge is drawn incident to a small circle this
depicts the fact that the Steiner edge is incident to a cut-vertex of G′′1.
As the next theorem states, block-cut forests can be constructed in linear time with
respect to the number of edges.
Theorem 1 (see [13]) For any G with m edges, GBCF can be constructed in time
O(m).
4 Underlying networks and candidate types
We begin by describing a process whereby an initial set of terminal edges is added
to X. We call the graph that results an underlying network. As we show, employing
underlying networks allows us to reduce the set of all candidate topologies to poly-
nomial size. After dealing with underlying networks we give a detailed description of
the division of the set of candidate topologies into types, as discussed in Section 2.
We also show how, with respect to any given candidate type, the Steiner points are
optimally located so as to achieve minimum bottleneck length.
4.1 Reducing the number of candidate topologies: underly-
ing networks
Let S be a set of at most k variable Steiner points in the plane, and let GUN =
〈X ∪ S,E(GUN)〉 be any graph such that E(GUN) contains no Steiner edges. Then
GUN is referred to as an underlying network. As an example we refer back to Figure 2
where an underlying network results when we remove the dashed edges from the left
sub-figure. A globally (locally) optimal underlying network is defined as the graph that
results by removing the Steiner edges from some globally (locally) optimal network.
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It is important to note that underlying networks, according to our definition, include
a set of isolated Steiner points.
Recall that n = |X|. Since we are only interested in the bottleneck edge when calcu-
lating the “cost” of a network, there are essentially only O(n2) underlying networks:
let L = {`1, ..., `n′} be a non-decreasing set of all distances occurring between pairs of
vertices of X, where n′ ≤ (n
2
)
. Let [K]i be the subgraph of the complete graph on X
induced by all edges of length at most `i. In the 2-Bottleneck algorithm, underlying
networks are selected from the set {[K]i : i ≤ n′}. Sets of Steiner edges are then
added to the underlying networks to create candidate topologies.
Similarly to a result of Bae et al. [2] we have the following result.
Proposition 2 ([2]) There exists a globally optimal network N∗ in Lp such the de-
gree of every Steiner point is at most ∆ = 5 when 1 < p <∞, and is at most ∆ = 7
when p ∈ {1,∞}.
The previous proposition leads to a further reduction in the number of underlying
networks our algorithm needs to consider. For any graph G we use ESE(G) to denote
the set of Steiner edges of G.
Definition. If N := GUN + ESE(N) is 2-connected then N is referred to as an
augmented network containing GUN.
Lemma 3 ([6]) Let N be an augmented network containing GUN. For every leaf-
block B of GUN there exists at least one Steiner edge in N incident to a vertex in the
interior of B. For every isolated block W of GUN there exists at least two distinct
Steiner edges in N incident to vertices in W .
For any G, let b(G) be the number of leaf blocks plus twice the number of isolated
blocks occurring in G (recall that isolated vertices and edges are blocks according to
definition).
Corollary 4 There exists a globally optimal underlying network G∗UN such that b(G
∗
UN) ≤
∆k.
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Proof. Let N∗ be a globally optimal network satisfying Proposition 2 and let G∗UN be
the graph that results by removing all Steiner edges from N∗ and keeping all vertices.
Then G∗UN is an underlying network, N
∗ is an augmented network containing G∗UN,
and the corollary follows from Lemma 3.
A naive algorithm for constructing optimal bottleneck 2-connected k-Steiner net-
works would therefore need to consider roughly O(n∆k+2) topologies: O(n2) underly-
ing networks multiplied by O(n∆k), since there are at most
(
n+k
∆
)
neighbour-set choices
for each Steiner point. Our 2-Bottleneck algorithm will reduce this complexity even
further by means of candidate types and farthest-colour Voronoi diagrams.
4.2 Candidate types and Steiner endpoint sequences
Let Q = 〈(s1, Y1), ..., (sρ, Yρ)〉, where ρ ≤ ∆k, be an arbitrary sequence such that
si ∈ S and either Yi is the singleton {s′i}, where s′i ∈ S, or Yi ⊆ X. Intuitively, the
pair (si, Yi) contains the potential endpoints of a Steiner edge in a candidate topology.
For instance, in the example from Figure 2 at the end of Section 2, the following
sequence satisfies this form: Q0 = 〈({s}, {x, x1}), ({s}, {y}), ({s}, Z)〉, where s is the
Steiner point, x, x1 are the two red vertices, y is the blue vertex, and Z is the set of
all grey vertices. Note therefore that for any i, j, the Steiner points si and sj (or s
′
i
and s′j) are not necessarily distinct.
A sequence Q and an underlying network together define a candidate type as follows.
For arbitrary Q, let G(Q) := GUN + ESE(G(Q)), where ESE(G(Q)) = {h1, ..., hρ} is
a set of labelled Steiner edges with variable endpoints such that, for every 1 ≤ j ≤ ρ,
one endpoint of hj is sj and the other is in Yj. We call G(Q) a candidate type.
The sequence Q is called a Steiner endpoint sequence for G(Q). Let GOPT(Q) be
a cheapest network derived from G(Q) by optimally locating the Steiner edges (as
restricted by Q) and Steiner points in the plane. Note that for arbitrary Q, the
graph GOPT(Q) is not necessarily 2-connected. In the example of Figure 2 the graph
GOPT(Q0) is illustrated in the right sub-figure. We provide another example of the
above concepts in Figure 4.
LetQ = 〈(s1, Y1), ..., (sρ, Yρ)〉 andQ′ = 〈(s1, Y ′1), ..., (sρ, Y ′ρ)〉 be two Steiner endpoint
sequences. Recall that `max(GOPT(Q)) is the length of a longest edge of GOPT(Q).
The definition of GOPT(Q) implies the following property.
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Y3
Y4
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(a) GUN
h
2
h
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3
h
4
(b) G(Q1) (c) GOPT(Q1)
Figure 4: An example of an underlying network GUN, a candidate type G(Q1) con-
taining the underlying network, and the resultant graph GOPT(Q1) when ρ = 4 and
Q1 = 〈(s1, Y1), (s1, Y2), (s2, Y3), (s2, Y4)〉. The candidate type G(Q1) is illustrated by
drawing GUN − S as a block-cut forest
Proposition 5 (Monotonicity property) If Yi ⊆ Y ′i for all i then
`max(GOPT(Q′)) ≤ `max(GOPT(Q)).
Candidate types, as formally defined above, are useful in the following way. Let
N∗ be a globally optimal network with Steiner edges s1y1, ..., sρyρ, where the si are
not necessarily distinct. Let Q∗ = 〈(s1, Y ∗1 ), ..., (sρ, Y ∗ρ )〉 be any Steiner endpoint se-
quence such that yi ∈ Y ∗i for every i, and such that GOPT(Q∗) is 2-connected (where
GOPT(Q∗) contains the same underlying network as N∗). There exists at least one
such sequence, since N∗ = GOPT(Q∗0) where Q∗0 = 〈(s1, {y1}), ..., (sρ, {yρ})〉. Since
N∗ is optimal, we have `max(N∗) ≤ `max(GOPT(Q∗)). By the Monotonicity property,
we also have `max(N
∗) ≥ `max(GOPT(Q∗)). Hence GOPT(Q∗) is a globally optimal
network. Therefore we immediately obtain a fast (polynomial-time) algorithm for
constructing a globally optimal network if there exists a set of Steiner endpoint se-
quences Λ with the following properties.
A. The class Λ is small and has a fast explicit construction,
B. There exists a globally optimal network N∗ with Steiner edges s1y1, ..., sρyρ, and
a Steiner endpoint sequence Q∗ ∈ Λ, such that yi ∈ Y ∗i for all i,
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C. For every Q ∈ Λ there exists a fast explicit construction of GOPT(Q),
D. For every Q ∈ Λ the graph GOPT(Q) is 2-connected.
In particular, an algorithm utilising these properties simply constructs Λ and then
selects a cheapest network that results from constructing GOPT(Q) for every Q ∈ Λ.
The bulk of this paper is devoted to describing how a set Λ satisfying Properties
(A)–(D) is constructed.
In the next section we demonstrate that Property (C) holds for a broad class of
Steiner endpoint sequences. Section 4.2.2 constructs a set of Steiner endpoint se-
quences Λ0 then goes on to prove that Properties (A) and (B) are satisfied for the
pair N0,Λ0, where N0 is a certain restricted class of augmented networks. In Section
4.2.3 we transform the set Λ0 into a new set Λ1 such that Properties (A)–(D) hold
for the pair N0,Λ1. Finally, in Section 4.2.4 we extend Λ1 to a set Λ so that all
four properties hold for the pair N ,Λ, where N is the set of all augmented networks
containing a given underlying network.
4.2.1 Constructing GOPT(Q)
Motivated by Corollary 4 we assume for the remainder of this paper, until we present
the 2-Bottleneck algorithm, that GUN denotes a fixed but arbitrary underlying net-
work with b(GUN) ≤ ∆k. Unless stated otherwise, any augmented network is assumed
to contain GUN. For any Steiner endpoint sequence Q = 〈(s1, Y1), ..., (sρ, Yρ)〉, a rep-
resentative of the candidate type G(Q) is any graph G = GUN + ESE(G), where
ESE(G) = {s1y1, ..., sρyρ} and yi ∈ Yi for every i. Clearly then GOPT(Q) is a rep-
resentative of G(Q). The Steiner topology of a graph G is the unlabelled topology
of the graph induced by the Steiner edges of G. Since each Yi is a subset of X or
is a singleton containing a Steiner point it follows that the Steiner topologies of any
pair of representatives of G(Q) are isomorphic; hence we refer to this topology as the
Steiner topology of G(Q).
The method of Bae et al. [2], which utilises farthest colour Voronoi diagrams to
construct GOPT(Q), only applies to trees. However, we demonstrate in this subsection
that there exists a globally optimal network with an acyclic Steiner topology. This
allows the use of Bae et al.’s method for the 2-connected case – a fact which is
formalised in the next theorem.
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Theorem 6 Let Q be a Steiner endpoint sequence such that the Steiner topology
of G(Q) is acyclic. If the degree of every Steiner point in G(Q) is bounded by ∆
then GOPT(Q) can be constructed in time O(nk) in Lp for 1 < p < ∞, and in time
O(n log2 n) time for L1 and L∞, where k is the number of Steiner points.
Proof. The result follows directly from [2]: the “abstract topology” concept in [2] is
analogous to our concept of candidate types.
To demonstrate that there exists a globally optimal network with an acyclic Steiner
topology we begin with the following definitions. Let G be a 2-connected graph. The
removal of a critical edge reduces the connectivity of G. A chord path in G is a path P
connecting two points of a cycle C of G, such that P and C share no edges. An edge
e is critical in G if and only if e is not a chord path [8]. We define a degree-two chord
path as a chord-path where all interior vertices are degree-two Steiner points. A chord
path P of G is critical if the removal of P from G reduces connectivity. Therefore
degree-two chord paths are never critical. Let N be any augmented network.
Lemma 7 If all Steiner edges and chord paths of N are critical then there is no chord
path in N where all interior vertices are Steiner points.
Proof. Of all chord paths of N consisting entirely of Steiner points let P be one
containing the least number of edges, and let C be a cycle in N of which P is a chord
path. Let the end-vertices of P be v, w, let s be a Steiner point of degree at least
three in the interior of P , and let u be a neighbour of s not on P . Finally, let Pv, Pw
be the subpaths of P that partition the edge-set of P at s. By the 2-connectivity of
N there exists a path P ′ that connects u and v but does not contain s. Regardless
of the location of the first intersection of P ′ with C ∪P a new cycle is produced with
a chord path formed by a subpath of Pv or Pw. This contradicts the fact that P is a
chord path with the least number of edges.
Theorem 8 If all Steiner edges and chord paths of N are critical, then there is no
cycle in N consisting of Steiner points only.
Proof. Any cycle of a 2-connected graph N , where N is not a cycle, contains a
subpath that is a chord of some cycle. Therefore the result follows from the previous
lemma.
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If we consecutively remove from any augmented graph all non-critical edges and
degree-two chord paths in an arbitrary order, the resultant graph remains 2-connected
and the length of its bottleneck does not increase. Therefore, by Theorem 8, there
exists a globally optimal network with an acyclic Steiner topology. This result, to-
gether with Proposition 2, means we only need to consider Steiner endpoint sequences
satisfying the two conditions of Theorem 6. Therefore we do not explicitly address
Property (C) again in this paper. Observe also that these two conditions can be
verified in constant time for a given Steiner endpoint sequence. The next subsection
initiates the description of Λ.
4.2.2 Augmented networks without linked sets
In specifying Λ we first restrict our attention to augmented graphs that do not contain
linked sets, as defined below. When considering the general case (where linked sets
are included) in Section 4.2.4 and Section 5, the main subroutine described in this
subsection, namely Function BuildSES, will be employed as part of a pre-processing
stage. We first define the concept of linked sets and then state a number of results
and definitions before presenting Function BuildSES.
A block path of a graph G is a subgraph H such that HBCF is a path in GBCF. If the
blocks of a block path H are written in order of adjacency as B1, ..., BpH then there
are two possible orientations of H which satisfy this order. A degree-two block path
of G is a maximal length block path H such that the interior vertices of HBCF are of
degree two in GBCF. An external Steiner edge is one that is incident to a terminal;
all other Steiner edges are internal.
g1,2g1,1
B (E)1 N B (E)2 NU3,2 U4,1
Figure 5: A linked set ELINK = {g1,1, g1,2} with a1 = 4 and a′1 = 3
Let N be an augmented network such that all Steiner edges and chord paths are
critical. A path-forming set of edges in N is any set E of Steiner edges of N such that
14
N −E is a block path. Since all Steiner edges of N are critical, any singleton Steiner
edge set is path-forming. We denote the distinct leaf-blocks of N − E by B1(E)|N
and B2(E)|N (which are unique up to the orientation of N − E) and slightly abuse
this notation by writing B1(e)|N when we mean B1({e})|N .
Definition. A path-forming set ELINK = {g1, g2} is called a linked set in N
if g1, g2 are external Steiner edges with Steiner endpoints in int(B1(ELINK)|N) and
int(B2(ELINK)|N) respectively for some orientation.
See Figure 5 for an illustration of a linked set {g1,1, g1,2} . The set {g1, g2} in the
graph G′′ of Figure 3 is another example of a linked set.
Let N be the class of all augmented networks (containing GUN), such that every
N ∈ N contains at most ∆k Steiner edges, and such that the chord paths and
Steiner edges of every member of N are critical. Let N0 ⊂ N be the class of all
graphs in N that have no linked sets.
Lemma 9 ([6]) If G is a block path with leaf-blocks B,B′, then, for any x ∈ int(B)
and x′ ∈ int(B′), the graph G+ xx′ is 2-connected.
By the above lemma, the class N0 is nonempty since any linked set {s1x, s2x′} in
some N ′ ∈ N can be replaced by the single edge s1s2, resulting in a 2-connected
graph with fewer linked sets than N ′.
Function BuildSES, presented below, essentially constructs a set of Steiner endpoint
sequences Λ0 satisfying properties analogous to Properties (A)–(D), except that the
representatives of any candidate topology with a sequence in Λ0 belong to N0. We
first need a few more preliminary definitions and results.
Let P = 〈e1, ..., e|ESE(N)|〉 be an ordering of the Steiner edges of some N ∈ N0. Let
Nj := N − {ei : 1 ≤ i ≤ j} for 1 ≤ j ≤ pN . Furthermore, suppose that the following
conditions hold on P :
1. If Nj is connected, where j ≥ 1, then ej = xy where x ∈ int(B), y ∈ int(B′) for
some pair of distinct leaf blocks B,B′ of Nj.
2. If Nj is disconnected, where j ≥ 2, then ej = xy where x and y are in distinct
components of Nj.
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Figure 6: Examples of two cases from Proposition 10
We then call P a branching decomposition of N .
Proposition 10 Any N ∈ N0 has a branching decomposition.
Proof. Let N be any graph in N0 and let E0 be a maximal set of Steiner edges that
can be removed from N so that N − E0 is connected. Suppose that we remove the
edges in E0 from N in some order P0 = 〈e1, ..., e|E0|〉, and let Nj be defined as before
on 0 ≤ j ≤ |E0|, with N0 := N . If, for some j ≥ 1, it holds that ej is incident, in
Nj−1, to the interiors of two distinct leaf blocks of Nj we say that j is a branching
index. Clearly, since all Steiner edges of N are critical, j = 1 is a branching index.
We claim that there exists an ordering P0 of E0 such that every 1 ≤ j ≤ |E0| is a
branching index.
Suppose that the claim is false. Let P ′ be an ordering of {e1, ..., e|E0|} that minimises
the smallest non-branching index, and let j0 > 1 be the smallest non-branching index
in P ′. For each j ∈ {j0 − 1, j0}, let Pj be the shortest block path of Nj0 such that
the leaf blocks of Pj, say Bj, B′j, contain the respective endpoints of ej in N ; see,
for instance, Figure 6. Therefore, in fact, the endpoints of ej are in the interiors
(with respect to Pj) of Bj and B′j. Hence, Pj + ej is a block of Nj0 + ej. Note that
Pj0−1 + ej0−1 is the only block of Nj0 + ej0−1 which is not a block of Nj0 .
We have three cases:
1. At least one of Bj0 , B
′
j0
is neither a leaf-block of Nj0 , nor a block of Pj0−1. Then,
since j0 − 1 is a branching index and Pj0 + ej0 is not a leaf block of Nj0 + ej0 ,
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both leaf blocks of Pj0−1 are leaf-blocks of Nj0 ; see Figure 6(a). Hence we may
swap the edges ej0 and ej0−1 in the ordering P
′ to produce a new ordering which
has a smallest non-branching index of j0 − 1. This contradicts the minimality
of j0.
2. Bj0 and B
′
j0
are both in Pj0−1. But then ej0 is a chord of a cycle in N , and is
therefore not critical. This contradicts the assumption that N ∈ N0.
3. Bj0 is a leaf-block of Nj0 , and B
′
j0
is in Pj0−1 (or vice-versa). This gives two
subcases.
(a) Pj0 + ej0 is a leaf-block of Nj0 + ej0 , and some endpoint of ej0−1, say x,
is not in the interior of a leaf-block of Nj0 ; see Figure 6(b). Then, since
j0 − 1 is a branching index, x must be in the interior of Pj0 + ej0 (with
respect to Nj0 + ej0). But then {ej0 , ej0−1} is a linked set in N , which is a
contradiction.
(b) Both endpoints of ej0 are contained in leaf-blocks of Nj0 . By switching ej0
and ej0−1, as before, we get a new ordering where the index j0 is a branching
index. This either means that there are no non-branching indices in the
new ordering (which happens when Pj0−1 + ej0−1 is a leaf-block), or the
new ordering contains a non-branching index at j0 − 1. In both cases we
get a contradiction.
In all three above cases we get a contradiction. Therefore no such P ′ exists, which
means some ordering, say P0, exists which has no non-branching indices. Next let
E0 = ESE(N) − E0. Since E0 is maximal every Steiner edge in E0 is a bridge of
N − E0. Clearly, for any graph G, if e, e′ are bridges of G then e′ is a bridge in a
component of G− e. Therefore, removing the edges in E0 in any order, say P 0 from
N − E0 will increase the number of components of the resulting graph at each step.
Therefore P = (P0, P 0) is a branching decomposition of N .
Function BuildSES populates the afore-mentioned set Λ0 by constructing augmented
networks in an iterative manner, where the pairs comprising the corresponding Steiner
endpoint sequences are selected at each step. Starting with GUN, the function adds
edges in the order of a reverse branching decomposition. At each addition of an edge
ft+1 to the current graph Ft, a pair (s, Y ) is chosen as the (t+ 1)-th pair in a Steiner
endpoint sequence. Therefore Y is either a singleton containing a Steiner point, or
17
is a subset of terminals. The pairs (s, Y ) selected by the function are referred to as
valid pairs. When some choice of Y at an iteration of Function BuildSES contains
only terminals we refer to Y as a valid subset of X. We next define valid pairs and
valid subsets more rigourously. We define the valid subsets so that they create a
partition of X with O(1) members. This will ensure that Function BuildSES runs in
polynomial time and that every network in N0 is a representative of a candidate type
of some sequence in Λ0. This latter property will be demonstrated in Theorem 11.
v2
v3
v1 int(H)
Figure 7: Example of a partition of X into valid subsets
Let VCV be the set of all cut-vertices of GUN such that every vertex in VCV is either
of degree at least three in (GUN)BCF, or is contained in a block of GUN that is not of
degree two in (GUN)BCF; see Figure 7 where v1, v2 and v3 (amongst others) belong to
VCV. Let H be a degree two block path of GUN. The interior of H with respect to
GUN is the graph int(H) = H − B − VCV, where B contains all blocks of H that are
not of degree two in (GUN)BCF. Let V be a partition of X such that each member
X ′ of V is one of the following: the interior of a leaf-block of GUN; the interior of a
degree-two block path of GUN; the vertices of an isolated block of GUN; or a singleton
containing a vertex of VCV (see Figure 7). Clearly V is unique and contains O(1)
members by the assumption (in Section 4.2.1) that b(GUN) ≤ ∆k. The members of
V are referred to as valid subsets of X.
For any graph Ft = GUN + ESE(Ft), a pair (s, Y ), where s ∈ S and Y ⊆ X ∪ S, is
called a valid pair for Ft if the following conditions hold.
I. Y is either a singleton containing a Steiner point s′ with s 6= s′, or Y contains
only terminals. Furthermore, there exists u ∈ Y so that su is not an edge of Ft.
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II. If Ft is disconnected then:
a. s and Y are in distinct components of Ft, and
b. If Y contains terminals then Y is a valid subset of X.
III. If Ft is connected then:
a. s is in the interior of a leaf-block B of Ft, and
b. If Y = {s′} then s′ is in the interior of a leaf-block of Ft, distinct from B,
and
c. If Y ⊆ X then Y is a maximal subset of X ′ ∩ V (B′), where X ′ is some
valid subset of X, and B′ is a leaf block of Ft distinct from B.
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Figure 8: An example construction by Function BuildSES of an augmented graph.
The graph on the left is a given underlying graph with eight Steiner points, and serves
as part of the input for the function. Numbers next to Steiner edges depict the order
in which they were introduced to produce a 2-connected graph
Before formally presenting Function BuildSES we present an illustrative example in
Figure 8, showing the basic steps that Function BuildSES performs. In this figure
F0 := GUN is depicted in the left subfigure as a block-cut forest together with eight
Steiner points. The sixteen Steiner edges introduced to produce a 2-connected graph
are depicted in the right subfigure by lines incident to Steiner points. Edge labels
represent the order in which the Steiner edges were introduced by Function BuildSES,
corresponding to the order of a reverse branching decomposition. Each Steiner edge
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ft, where 1 ≤ t ≤ 11 (depicted by bold lines), joins two components of Ft−1. Each ft
when t > 11 (depicted by dashed lines) joins two distinct leaf-blocks of Ft−1.
Two aspects of the construction in Figure 8 require further attention: notice firstly
that f5 and f6 are incident to the same point. For this reason the block of F12
containing edges f5, f6, f11, f12 and component C of GUN, is a leaf-block of F12, and
therefore the valid subsets in component C are available for the formation of valid
pairs at step t = 13. In Function BuildSES the terminal endpoint of ft (if it has
one) is chosen randomly within a valid subset, and therefore, since f5 and f6 are not
necessarily adjacent in every possible execution of Function BuildSES, it is not clear
that the endpoints for f13 as given in Figure 8 will be an available choice.
The second aspect that needs further consideration involves the “order” in which
terminal-neighbours of Steiner points occur within the interiors of degree-two block
paths. In Figure 8, when f14 is added to F13, a new leaf-block B
′ is formed containing
edges f3, f4, f9, f14 and an isolated block of GUN. However, if the terminal endpoint
of f10 was contained in a block of GUN that was closer to leaf-block B of GUN than
the terminal endpoint of f4, then B
′ would not be a leaf-block of F14 and therefore
the valid subsets of X contained in B′ would not be available at step t = 15.
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Figure 9: Examples of graphs potentially output by Function Order on input Ft′
(from Figure 8) with t′ = 11
Both the above aspects can easily be dealt with in O(1) time in a subroutine which
considers every possible relative ordering of terminal endpoints in all degree-two block
path interiors of GUN, and by considering all cases that result when any two Steiner
edges are incident to a common terminal. This is essentially because of our assumption
that b(GUN) ≤ ∆k and that k is constant. The subroutine which generates these new
cases will henceforth be referred to as Function Order, and is always performed after
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step t = t′ of Function BuildSES, where Ft′ is connected but Ft′−1 is disconnected.
The input for Function Order is the graph Ft′ and its output is the set of graphs that
result after relocating terminal endpoints of Steiner edges for each new case. In the
example of Figure 8 we have t′ = 11, and three example graphs that Function Order
could potentially output given input F11 are illustrated in Figure 9. Since Function
Order operates in an obvious way we do not provide further details on its structure.
We are now ready to present Function BuildSES, which explicitly constructs Λ0
and also constructs exactly one 2-connected representative MQ for each Q ∈ Λ0.
The procedure is recursive. We initiate the process by setting up the global variable
Λ0 := ∅ and then calling Function BuildSES with input: F := GUN, the block-cut
forest FBCF, and t := 0; the parameters Y and s initially have no values assigned to
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them.
Function BuildSES
Input: F , FBCF, Y , s, t
Output: Λ0, {MQ : Q ∈ Λ0}
1 FirstConnect := 0 /* FirstConnect is the flag for Function Order */;
2 if t > 0 then
3 Let xt be a random element of Y ;
4 Let st := s, let Yt := Y , and let Ft be the graph that results by adding edge
ft = stxt to F ;
5 If Ft is connected but F is disconnected then let FirstConnect := 1;
6 Construct the block-cut forest (Ft)BCF;
7 else
8 Ft := F and (Ft)BCF := FBCF;
9 end
10 if t = ∆k or there are no valid pairs for Ft then
11 if (Ft)BCF is an isolated vertex then
12 Let Q := 〈(s1, Y1), ..., (st, Yt)〉 and let MQ := Ft;
13 Add Q to Λ0;
14 end
15 Exit;
16 end
17 if FirstConnect = 1 then
18 Run Function Order with input Ft and output Ψ;
19 else
20 Let Ψ := {Ft};
21 end
22 for every F ′ ∈ Ψ and every valid pair (s′, Y ′) for F ′ do
23 Call Function BuildSES with input: F ′, F ′BCF, Y
′, s′, t+ 1;
24 end
Theorem 11 Every N ∈ N0 has a Steiner endpoint sequence in Λ0.
Proof. Let 〈e1, ..., epN 〉 be a reverse branching decomposition of an arbitrary N ∈ N0,
which exists by Proposition 10. Let t′ be the smallest t such that N−t := GUN ∪ {ej :
1 ≤ j ≤ t} is connected. Since the valid subsets of X partition X, and Function
22
BuildSES considers every valid pair, we may assume that the first t′ pairs of some
Q ∈ Λ0 are a Steiner endpoint sequence for N−t′ . Therefore, for t ≤ t′, each et = stx′t,
for some x′t ∈ Yt. When t > t′, those valid subsets of X which are available for forming
valid pairs do not necessarily partition X. However, we demonstrate that, due to
Function Order, some sequence of edge additions f1, ..., fpN during the execution of
Function BuildSES has the following property at t′′ = PN . Let Property P (t′′) be the
property that for every t ∈ {t′, ..., t′′} there is a one-to-one correspondence between
the leaf blocks of Ft and N
−
t such that every corresponding pair shares a subset of
terminals from a valid subset of X. Since Function BuildSES considers all possible
leaf blocks and all valid subsets that intersect each leaf-block, showing that Property
P (pN) holds will prove the theorem. To show this we employ induction on t, with
the base case t = t′.
We first show that Property P (t′) holds. Notice that every leaf-block B of Ft′ has
one of the following forms: B is a leaf-block of GUN; B is an isolated block of GUN
containing at least two vertices; or B is a unique edge of Ft′ incident to an isolated
vertex of GUN. In fact, a leaf block B
′ of GUN is a leaf-block of Ft′ if and only
if no Steiner edges are incident to the interior of B′; and an isolated block W of
GUN, containing at least two vertices, is a leaf-block of Ft′ if and only if all Steiner
edges incident to W are incident to the same point. Therefore, since Function Order
considers every possible ordering of terminal endpoints in all degree-two block path
interiors, and considers all cases that result when any two Steiner edges are incident to
a common terminal in Ft′ , Function BuildSES constructs some Ft′ which has identical
leaf-blocks to N−t′ . Therefore Property P (t
′) holds.
Let PF , PN be any paths in such an Ft′ and in N
−
t′ respectively, connecting a point in
a leaf-block B to a point in a distinct leaf-block B′. Observe that for every terminal
x on PN there exists a terminal y on PF such that x and y belong to the same valid
subset of X (and vice-versa); we say that Property D(t) holds at t = t′.
Suppose that for some t ≥ t′ Property P (t) and Property D(t) are satisfied. Observe
that when introducing an edge between the interiors of two distinct leaf-blocks B0, B
′
0
of Ft, a new block B̂ is formed which contains all vertices of the blocks in the block
path connecting B0 and B
′
0. Due to Function Order and by the discussion accom-
panying Figure 8, we may assume that block B̂ is a leaf-block of Ft+1 if and only if
the corresponding block in N−t+1 is a leaf-block. Since Property D(t) is true it follows
that, if B and B′ are corresponding leaf-blocks in Ft+1 and N−t+1 respectively, then
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every valid subset X ′ that intersects V (B) also intersects B′. Therefore Properties
P (t+ 1) and D(t+ 1) are true. This proves the theorem.
Finally we look at the complexity of Function BuildSES. The depth of the recursion
tree in Function BuildSES is clearly at most ∆k. Also, since it is assumed that
b(GUN) ≤ ∆k, every Ft contains at most O(1) valid pairs. Therefore the maximum
degree of a node of the recursion tree is also of constant order. Constructing a block-
cut forest takes O(n2) time. All other nodes of the recursion tree, as well as Function
Order, run in constant time. Therefore we have shown the following:
Proposition 12 Function BuildSES runs in O(n2)-time.
For the rest of this paper we assume that all Steiner edges and chord paths of MQ
for any Q ∈ Λ0 are critical and that MQ contains no linked sets, since, within time
O(n2), any Q such that MQ has one of these components can be removed from Λ0.
4.2.3 Ensuring 2-connectivity
Not every representative of G(Q), where Q ∈ Λ0, is necessarily 2-connected. There-
fore, to satisfy Property (D), we present in this section Function 2Connect, which
constructs a 2-connected representativeG2OPT(Q) ofG(Q) such that `max(G2OPT(Q)) =
`max(GOPT(Q)). We will need the following lemma.
v
P'
v'
e
P
e'
H
H'
B'
Figure 10: Proof of Lemma 13. The curved lines represent paths in N . The long and
short dashed ellipses encircle H and H ′ respectively
Lemma 13 Let G be a connected subgraph of an augmented network N , where N
contains no linked sets and G contains all edges of GUN. Let B be a leaf-block of G,
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let x ∈ int(B) be a terminal, and let X ′ be the valid subset of X containing x. Then
X ′ ⊆ B.
Proof. Recall that X ′ has one of four possible forms. Clearly the lemma is true if
X ′ is a singleton containing a vertex of VCV. So suppose next that X ′ is the interior
of a leaf-block or isolated block B̂ of GUN. Since blocks are maximal 2-connected
subgraphs, B̂ must be contained in a block B̂′ of G. Since x is in the interior of B,
no other blocks of G contain x. Therefore B = B̂′.
We only need to consider one more case. Suppose that X ′ is the interior of a degree-
two block path H of GUN (see Figure 10). We assume that H contains at least two
blocks that are of degree two in (GUN)BCF, for otherwise the result follows similarly to
the case when X ′ is the interior of a leaf-block of GUN. Let H ′ be the largest subgraph
of H such that H ′ ⊆ B, and suppose that int(H) * H ′. Let v be a cut vertex of H
such that v belongs to at least two distinct blocks of G, exactly one of which has an
interior intersecting H ′. Then v is a cut-vertex of G. Since B is a leaf-block, v is
unique, and H ′ includes all vertices of H in the component of G− v containing H ′.
Let v′ be a cut vertex of GUN contained in the same block B′ of H as v. Then, since
v′ is contained in int(B), there exists a path P in B connecting v′ and a vertex in
B′− v′, such that P contains edges not in GUN. Specifically, an end-edge of P , say e′,
which is an external Steiner edge, is incident to a vertex of B′− v′. Similarly, since v
is not a cut-vertex of N , there is a path P ′ in N with a Steiner end-edge e connecting
a terminal of G−B to a terminal of H ′. But then {e, e′} is a linked set in N , which
contradicts the fact that N ∈ N0.
Now suppose that some representative ofG(Q), whereQ ∈ Λ0 andQ = 〈(s1, Y1), ..., (sρ, Yρ)〉,
is not 2-connected. Note that all representatives of G(Q) are connected, since the
terminal endpoint of any given external Steiner edge lies in a fixed component of GUN.
Let the Steiner edges of MQ be fi = siui, for 1 ≤ i ≤ ρ, where ui ∈ {s′i, xi}. Let
Qb = 〈(s1, Y1), ..., (sb, Yb), (sb+1, {ub+1}), ...(sρ, {uρ})〉,
where b ≥ 0 is the largest integer such that every representative of G(Qb) is 2-
connected. Observe that the unique representative of G(Q0) is MQ.
LetNQb+1 be a representative ofG(Qb+1) that is not 2-connected, where ESE(NQb+1) =
{e1, ..., eρ}. Then Yb+1 contains at least two terminals, for otherwise Qb = Qb+1.
By Lemma 13 it follows that the valid subset Yb+1 is contained in a leaf block of
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NQb+1 − eb+1, say B1. Since NQb+1 is not 2-connected, this means that, in NQb+1 , the
edge eb+1 is incident to the cut-vertex, say v, of NQb+1 − eb+1 contained in B1. Note
that v cannot be a Steiner point nor a vertex of VCV. If v is incident to terminal edges
in both blocks of NQb+1 − eb+1 containing v, then v is also a cut vertex of GUN. This
contradicts Lemma 13. Therefore, the set of Steiner edges incident to v comprise an
edge-cut of NQb+1 . Let Γ
′ = {ej : j ∈ J}, for some index set J , be a minimal subset of
this edge-cut. Since, in the candidate type G(Q), external Steiner edge hi is incident
to a vertex in a fixed component of GUN, the set Γ = {hj : j ∈ J} of labelled edges
must be an edge cut in all the representatives of G(Q). We therefore refer to Γ as an
edge cut of G(Q).
A minimal edge-cut Γ of G(Q), consisting of external Steiner edges only, is referred
to as a potential cut for G(Q) if
⋂
j∈J
Yj 6= ∅.
The next lemma now follows from the above discussion.
Lemma 14 If some representative of G(Q) is not 2-connected then there exists a
potential cut for G(Q).
Lemma 15 Let T be the Steiner topology of G(Q). At least two components of T
contribute edges to any potential cut Γ for G(Q).
Proof. Suppose to the contrary that all edges of Γ belong to the same component,
say T ′, of T . Since MQ − T ′ is connected, all external edges of T ′ lie in Γ. Let
X ′ =
⋂
j∈J
Yj 6= ∅. Any pair of distinct valid subsets of X are disjoint, therefore X ′
is a valid subset of X. If X ′ is a singleton then X ′ is a cut-vertex of MQ, which is
a contradiction. If X ′ is contained in a block of GUN then T ′ can be removed from
MQ without losing 2-connectivity (in other words, in this case there exist non-critical
edges or non-critical chord-paths in MQ). Therefore, suppose that X ′ is the interior
of a degree-two block path H of GUN, and that H contains at least two blocks of
degree two in HBCF. Let x, y be distinct terminal endpoints of edges of Γ, contained
in such degree-two blocks B,B′ of H respectively, such that the number of blocks in
the block path between B and B′ is a maximum.
Suppose first that Γ contains at least three elements, and let z be a distinct (from
x, y) terminal endpoint of an edge in Γ. Let P be the path in T ′ connecting x and
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y, and let P ′ be the shortest path in T ′ connecting z to a Steiner point on P . Since
there exists a path P0 in GUN connecting x and y, such that P0 contains z, path P
′ is
a chord of the cycle P ∪ P0. This contradicts Lemma 7. Finally, suppose that Γ only
contains two edges. Then T ′ is a path with interior vertices consisting of degree-two
Steiner points only. But then B and B′ must lie in distinct leaf-blocks of the block
path MQ − T ′, for otherwise T ′ would be a degree-two chord path. This contradicts
Lemma 13.
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Figure 11: Proof of Lemma 16. The Steiner edges in Γ1 and Γ2 are depicted as bold
lines
As a consequence of the next lemma the set of potential cuts for G(Q) is unique and
every pair of distinct potential cuts for G(Q) is disjoint.
Lemma 16 Let N be an augmented network. Suppose that Γ1,Γ2 are distinct min-
imal edge-cuts of N , with both sets containing only external Steiner edges. If every
edge in Γ1∪Γ2 is incident to the same component of GUN then Γ1 and Γ2 are disjoint.
Proof. Suppose that every edge in Γ1 ∪ Γ2 is incident to the same component, say
C, of GUN, and that E = Γ1 ∩ Γ2 6= ∅; see Figure 11 where grey ellipses are used
to highlight particular subsets of edges. Note that E 6= Γi for any i, since the Γi
are minimal. Therefore, since N is either a block or a block path, N − Γ1 consists
of exactly two connected components, say C1, C2. Suppose without loss of generality
that C is contained in C1. Since Γ1 is an edge-cut, and all edges of Γ2 are incident
to C, all edges of E2 := Γ2 −E must be contained in C1. Let N ′ = N −E2. Then E
is an edge-cut of N ′. But C and C2 are connected in N − Γ2, and consequently also
in N ′. This contradicts the fact that E is an edge-cut of N ′, since all endpoints of E
lie in C ∪ C2.
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Since, by assumption, some representative of G(Q) is not 2-connected, it is possible
that GOPT(Q) is not 2-connected. However, since MQ is 2-connected, there exists
a graph G2OPT(Q) such that G2OPT(Q) is a cheapest 2-connected representative of
G(Q). For any potential cut Γ for G(Q), and any edge e ∈ Γ, let x(e) be the terminal
endpoint of e in GOPT(Q).
Lemma 17 There exists a cheapest 2-connected representative G2OPT(Q) of G(Q), a
potential cut Γ for G(Q), and an edge e ∈ Γ, such that the terminal endpoint of e in
G2OPT(Q) is x(e).
Proof. Suppose that the lemma is not true and let G2OPT(Q) be a cheapest 2-
connected representative of G(Q). Recall that, when constructing GOPT(Q) as in
Section 4.2.1, the optimal endpoints for every Steiner edge are found. As observed by
Bae et al. [2], each component of the Steiner topology T of G(Q) can be independently
dealt with. Let T ′ be a component of T such that T ′ contains an edge of some Γ.
Suppose that the external Steiner edges of G2OPT(Q) are s1x′1, ..., spx′p and the external
Steiner edges of T ′ in GOPT are {six′′i : i ∈ I} for some index set I. Let Q′ =
〈({s1}, {x′1}), ..., ({sp}, {x′p})〉 and let Q′′ be the sequence that results by replacing
({si}, {x′i}) by ({si}, {x′′i }) in Q′ for every i ∈ I. Since the lemma is assumed to be
false, it follows from Lemma 15 that the edges of any minimal external edge-cut are
not all incident to the same point in GOPT(Q′′); therefore GOPT(Q′′) is 2-connected
and G2OPT(Q′′) exists. Now `max(G2OPT(Q)) = `max(G2OPT(Q′′)), since in GOPT(Q) the
edges of T ′ have optimal bottleneck length. The lemma follows.
Of course, since G2OPT(Q) is 2-connected, some edge e in Γ is not incident to x(e).
Suppose that there are q potential cuts for G(Q). Using the above results, we now
modify Q to a set of new sequences {Q(i, q)} so that every representative of every
G(Q(i, q)) is 2-connected. This directly leads to a constructive method for finding
G2OPT(Q), namely Function 2Connect, which we describe next.
As before, let Q := 〈(s1, Y1), ..., (sρ, Yρ)〉, and denote by hi the labelled edge of G(Q)
with endpoints in {si}, Yi respectively. For non-negative integers i, j, let
Q(i, j) = 〈(s1, Y1(i, j)), ..., (sρ, Yρ(i, j))〉
denote a Steiner endpoint sequence. Let {Γ1, ...,Γq} be the set of potential cuts for
G(Q).
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Function 2Connect
Input: Q
Output: G2OPT(Q)
1 Λ′ := ∅
2 i := 1;
3 for every set {r1, ..., rq} = {1, ..., q} do
4 for every (ht1 , ..., htq) ∈ Γr1 × ...× Γrq and (hb1 , ..., hbq) ∈ Γr1 × ...× Γrq
such that tc 6= bc for any c do
5 Q(i, 1) := Q;
6 for j := 1 to q do
7 Let Gj = GOPT(Q(i, j));
8 Let x(htj) be the terminal endpoint of htj in G
j;
9 Let Ytj(i, j) := {x(htj)};
10 Let Ybj(i, j) := Ybj(i, j)− {x(htj)};
11 end
12 Add Q(i, q) to Λ′;
13 i := i+ 1;
14 end
15 end
16 Let G2OPT(Q) be a cheapest member of {GOPT(Q′) : Q′ ∈ Λ′};
It follows from repeated application of Lemma 17 that Function 2Connect correctly
computes G2OPT(Q). Note also that the time-complexity of Function 2Connect is the
same as the complexity of constructing GOPT(Q) (as given in Theorem 6), since the
cardinality of Λ′ is a function of k only. Also, the potential cuts of any G(Q) can
found in O(n2) time as a preprocessing step.
In Figure 12 we illustrate some aspects of Function 2Connect with input sequence
Q = 〈(s1, Y ), (s2, Y ), (s1, Y1), (s2, Y2)〉. The first subfigure depicts GUN and a corre-
sponding partition of the the terminal-set into valid subsets, Y1, Y2, Y . The second
subgraph depicts GOPT(Q) and the node x(h1) = x(h2), where {h1, h2} is a potential
cut. The final subgraph shows G2OPT(Q), which was the cheapest of two graphs con-
structed by Function 2Connect in this case (the other graph is visualised by switching
the terminal endpoints of h1 and h2 in the third subfigure).
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Figure 12: An example of a construction by Function 2Connect
4.2.4 Augmented networks with linked sets
In this section we show how we deal with augmented networks that do contain linked
sets. Essentially we show that every augmented graph N̂ can be obtained from
a graph N ∈ N0 by “splitting” internal Steiner edges. This consists of a process
whereby some internal Steiner edges of N̂ are replaced by linked sets. We then show
how the Steiner endpoint sequence for which N̂ is a representative is modified in order
to accommodate the new linked edges. For this purpose we introduce the concept of
“markers”. For every internal Steiner edge h of N̂ that we are to split, we basically
choose (or “mark”) a block B of N̂ −h. This divides the terminals of N̂ −h into two
overlapping parts, namely the terminals in the blocks to the left and the right of B
(for some orientation, where each part includes B). Each of these parts serves as a
valid subset for one of the two edges in the new linked set. There may be as many
as n distinct blocks in N̂ − h, and therefore choosing the optimal marker cannot be
done in constant time. However, in the 2 Bottleneck algorithm we perform a binary
search on the set of markers in order to reduce the complexity of finding an optimal
solution.
Recall that N is the class of all augmented networks (containing GUN), such that
every N ∈ N has at most ∆k Steiner edges, and such that the chord paths and
Steiner edges of every member of N are critical. We begin by stating a few more
results related to the concept of linked sets.
A general property of linked sets – that can be seen from Figure 5 and is easily
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demonstrated – is that there is an implicit ordering of the terminal endpoints of the
two Steiner edges with respect to the blocks of N − ELINK, for any N ∈ N and
any linked set ELINK. Suppose that ELINK = {g1,1, g1,2} and that the block path
of N − ELINK is B1, ..., Bq for some q > 2. Without loss of generality let g1,1 be
the unique edge of ELINK with Steiner endpoint contained in the interior of B1. Let
B−1 = Bq+1 = ∅. For every i ∈ {1, ..., q}, let Ui,1 = Bi − (V (Bi−1) ∩ V (Bi)), and
let Ui,2 = Bi − (V (Bi+1) ∩ V (Bi)). Let s1, s2 be the Steiner endpoints of g1,1, g1,2
respectively. Now consider a set of vertex pairs {gi,j : 1 ≤ j ≤ 2}, which includes the
edges g1,1, g1,2, where each gi,j = (sj, yi,j) and each yi,j is a terminal of N . For any
i let ai ∈ {1, ..., q} be the index such that yi,1 ∈ Uai,1, and let a′i ∈ {1, ..., q} be the
index such that yi,2 ∈ Ua′i,2; see Figure 5. For any i, if a′i ≤ ai, where 1 < a′i < q
and 1 < ai < q, then we write yi,2 4 yi,1 (note that the indices of the leaf-blocks are
excluded). For any i let N− = N − ELINK + gi,1 + gi,2.
Lemma 18 ([6]) N− is a member of N and {gi,1, gi,2} is a linked set of N−, if and
only if yi,2 4 yi,1.
Let N ∈ N0 and let e = sis′i be an internal Steiner edge of N . We say that e is
splittable if there exists a pair of terminals y1, y2 in N such that y2 4 y1 for some
orientation of N − e. Let N ′ = N − e + siy1 + s′iy2. Then N ′ is called a split of N
with respect to e. We generalise this definition as follows.
Definition. Let E I = 〈e1, ..., e|E I|〉 be a sequence of internal Steiner edges of N ∈
N0. Let N̂(0), ..., N̂(|E I|) be a sequence, with N̂(0) = N , such that, for every i ∈
{1, ..., |E I|}, the graph N̂(i) is a split of N̂(i−1) with respect to ei. Then N̂ := N̂(|E I|)
is a split of N with respect to E I.
We employ the following notation in the next proposition. Let N̂ be any graph in
N . For any t ≥ 1 let Z = 〈{g1, g′1}, ..., {gt, g′t}〉 be a sequence of pairs of external
Steiner edges of N̂ , where each gi = siyi and each g
′
i = s
′
iy
′
i, where si, s
′
i are Steiner
points, and where yi, y
′
i are terminals. For every 1 ≤ j ≤ t, let N̂Z(t− j) = N̂ − {gi :
1 ≤ i ≤ j} − {g′i : 1 ≤ i ≤ j}+ {sis′i : 1 ≤ i ≤ j}.
Proposition 19 For every N̂ ∈ N containing at least one linked set there exists a
graph N ∈ N0 and sequence E I of internal Steiner edges of N such that N̂ is a split
of N with respect to E I.
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Proof. Let N̂ ∈ N . We select the elements of sequence Z as follows: let {g1, g′1}
be a linked set of N̂ (if no linked set exists then the theorem is proven). Since
s1 ∈ int(B1({g1, g′1})|N̂) and s′1 ∈ int(B2({g1, g′1})|N̂) for some orientation, by Lemma
9, the graph N̂(t−1) is 2-connected. It is simple to verify that no non-critical Steiner
edges or degree two chord paths were formed during the transformation from N̂ to
N̂(t − 1), since all cycles in N̂(t − 1) that do not occur in N̂ include edge s1s′1.
Therefore N̂(t− 1) ∈ N . Since {g1, g′1} is a linked set, it follows from Lemma 18 that
y′1 4 y1. Next, let {g2, g′2} be a linked-set of N̂(t−1) (once again, if no such set exists
then the theorem follows). We perform the same process for {g2, g′2} to arrive at the
graph N̂(t− 2), and repeat until there are no more linked sets to be found. Suppose
that the resultant graph containing no linked sets occurs after q steps; let t = q,
and let N = N̂(0). Then N ∈ N0 since N has no linked sets, and all Steiner edges
and chord paths are critical. Also, N̂(0), ..., N̂(q) satisfies the property that N̂(i) is
a split of N̂(i − 1) for all i ∈ {1, ..., q}. Therefore N̂ is a split of N with respect to
E I := 〈sqs′q, ..., s1s′1〉, and the theorem follows.
Now that we have shown that every augmented network N̂ is a split of a graph in
N ∈ N0, we describe how the Steiner endpoint sequence forN , sayQ, is converted into
a Steiner endpoint sequence for N̂ . We do this by first constructing a certain canonical
representative (referred to as M(a) below) for Q. The purpose of constructing the
canonical representative is obtain a fixed block pathM(a)−ha for each internal Steiner
edge ha of N , so that the afore-mentioned binary search that is to be performed on
the set of “markers” is well defined.
In what follows we will be considering various specific representatives of G(Q) for
some Q ∈ Λ1. The symbol hj, which is the labelled edge of G(Q) corresponding to
(sj, Yj) in Q, will, without causing confusion, be used to denote the corresponding
edge in any of these representatives.
Let Q be an arbitrary sequence in Λ0, and let NQ be any 2-connected representative
of G(Q). Let ha be any internal Steiner edge of G(Q). Consider the following step-by-
step process that converts NQ into another 2-connected representative of G(Q), say
M(a), by relocating terminal endpoints of external Steiner edges. At the i-th step the
endpoint of Steiner edge hi is relocated (if hi is an internal Steiner edge then nothing
is done at this step). Since the resulting graph M(a) is also a representative of G(Q),
the terminal endpoint of hi before and after step i must belong to the same valid
subset of X. The choice of new endpoint of hi is arbitrary, except in the following
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case:
Let xi be the terminal endpoint of hi in NQ, and let x′i be its endpoint in M(a).
Suppose that hi is incident to a terminal in a valid subset X
′, where X ′ is the interior
of a degree two block path H of GUN. Let P be a shortest path in NQ− hi such that
an end-edge of P is hi; P connects xi to a distinct terminal y
′ in H; and the interior
of P does not intersect H. Let B1, ..., BpH be an orientation of the blocks of H such
that the index of the block containing xi is not smaller than the index of the block
containing y′. Then x′i is selected to lie anywhere in X
′ such that index of the block
of H containing x′i is maximised and the resulting graph is still 2-connected.
Observation If Mi(a) is the graph after step i then Mi(a)− ha contains at least as
many blocks as Mi+1(a)− ha.
ha
hi
(a)
ha
hi
(b)
ha
hi
(c)
ha
hi
x
y
s B
B'
1
(d)
Figure 13:
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Lemma 20 Let s be an endpoint of an internal Steiner edge ha. Let x, y be any two
terminals such that there exists a path P ′ in NQ − ha connecting s and y, and such
that x is an interior vertex of P ′. Then there exists a path P ′′ connecting s and y in
M(a)− ha such that P ′′ also contains x in its interior.
Proof. We show that this path property is preserved at each step of the process
which converts NQ to M(a). Consider step i, where the terminal endpoint of hi is
relocated. Once again, let xi be the terminal endpoint of hi in NQ, and let x′i be its
endpoint in M(a). There are four different cases we need to consider, represented
by Figure 13. The case of Figure 13(a) is not possible, since it is assumed that all
Steiner edges are critical. The lemma holds for Figure 13(b) since, by Lemma 13, xi
and x′i lie in the same leaf-block of Mi(a)− ha − hi. We only consider the case from
Figure 13(d) since the reasoning for Figure 13(c) is similar.
We consider the subcase when x and y are located as in Figure 13(d); the remaining
subcases are similar. Observe that hi is an edge of P
′, and it occurs on the sub-path
of P ′ connecting x and y. Let B be the block of Mi(a) − ha containing hi, and Let
B′1, ..., B
′
q be the block path B−hi, oriented so that the index of the block containing
y is no larger than that of the block containing x.
Suppose that x is contained in block B′jx . Then the lemma holds if x
′
i is in block
B′j, where j ≥ jx, but x′i is not the cut-vertex of B′jx shared with B′jx−1; or if x′i is
not in B (note of course that in this case the block containing x′i must have an index
larger than that of B, where the orientation is such that the first block of Mi(a)− ha
contains s.) But these conditions hold, for otherwise Mi+1(a)− ha would have more
blocks than Mi(a)− ha, which contradicts the above observation.
We are now ready to formally define “markers”. Recall the recall 4 defined before
Lemma 18. Let Q ∈ Λ and let EQ = {Wj} be the set of all non-empty sets of
internal Steiner edges of MQ containing at most ∆k−|ESE(MQ)| elements. For every
hi = sis
′
i ∈ Wj, we construct (in at most O(n2) time) the block path B1, ..., BpZ
of M(i) − hi, where si ∈ B1 and s′i ∈ BpZ . For any hi ∈ Wj it is assumed that
there exist terminals y, y′ with y′ 4 y with respect to the path B1, ..., BpZ (note
therefore that pZ > 2); any Wj that does not have this property is removed from
EQ. Let mk(hi) (the marker for hi) be a variable member of {2, ..., pZ − 1}, let
U˜1(hi) = Bmk(hi) ∪ ...∪BpZ −Bmk(hi)−1, and let U˜2(hi) = B1 ∪ ...∪Bmk(hi)−Bmk(hi)+1
(see Figure 14).
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Figure 14: An example of U˜1(hi) and U˜2(hi) when M(Z, i)−hi has p = 6 blocks, and
V1 = ∅
For a given set of markers Ij for the edges of Wj, let Φ(Q, Ij) be the set of Steiner
endpoint sequences constructed recursively from Q as follows. Let T be the recursion
tree with root Q0 = Q. For every i ≥ 0, at any i-th level node wi of T we replace the
pair (si+1, {s′i+1}) in Qi by (si+1, U1(hi+1)∩C) and (s′i+1, U2(hi+1)∩C ′), where C,C ′
are any components of GUN and where hi+1 ∈ Wj. The children of wi correspond
to the different possible choices of C,C ′; each distinct choice resulting in a distinct
sequence Qi+1. Any choices such that U2(hi+1) ∩ C ′ = ∅ or U1(hi+1) ∩ C = ∅ are
discarded. This recursive process of transforming Q into the set Φ(Q, Ij) is referred
to as Function MarkSES. Since k and the number of components of GUN are constant,
the time-complexity of Function MarkSES is at most O(n2).
If C is the sequence of |Wj| pairs of components of GUN that were chosen in the
construction of some Q′ ∈ Λ′ from Q then use the notation φ(Q, Ij, C) := Q′. For
any linked set {gi,1, gi,2} derived from some internal edge hi ∈ Wj we employ the
notation mk(gi,1) := mk(gi,2) := mk(hi) for the current value of the marker of hi.
Theorem 21 Let N∗ be a cheapest network containing GUN, such that all Steiner
edges and chord-paths of N∗ are critical. Then there exists Q ∈ Λ0, a set of markers
Ij, and Q̂∗ ∈ Φ(Q, Ij) such that N∗ is a representative of G(Q̂∗).
Proof. Let N ∈ N0 and EI be a set of internal Steiner edges of N such that N∗ is a
split of N with respect to EI. Let Q ∈ Λ0 be a Steiner endpoint sequence for N , and
construct M(i) for every i. For any hi ∈ EI, let yi, y′i be the endpoints of the external
Steiner edges of N∗ that result from splitting hi. Suppose, without loss of generality
that yi 4 y′i. As a consequence of Lemma 20, there exists a marker mk(hi) such that
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yi ∈ U˜1(hi) and y′i ∈ U˜2(hi). Since this is true for every i, Function MarkSES will
construct a Q̂∗ such that the theorem follows.
5 The 2-Bottleneck algorithm
In this section we present the 2-Bottleneck algorithm and prove its correctness. Be-
sides employing Functions BuildSES, MarkSES, and 2Connect, the 2-Bottleneck al-
gorithm also employs a new subroutine, Function BinLink, for dealing with linked
sets. In turn, Function BinLink depends on the recursive Function CalcOpt, which
we present next. In simple terms, Function BinLink employs a binary search on the
markers for each linked set in order to find optimal locations for the markers with
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respect to a given Q ∈ Λ0.
Function CalcOpt
Input: Q ∈ Λ1, I, Imax, and a sequence C of component pairs of GUN
/* CalcOpt acts on global variables OptLength and GOPT from Algorithm
BinLink, and therefore has no direct output */
1 Construct Q′ := φ(Q, I, C) using Function MarkSES;
2 Construct G2OPT(Q′) using Function 2Connect;
3 if `max(G
2
OPT(Q′)) < OptLength then
4 GOPT := G
2
OPT(Q′);
5 OptLength := `max(G
2
OPT(Q′));
6 end
7 Let T be a component of the Steiner topology of G2OPT(Q′) such that a longest
Steiner edge of G2OPT(Q′) is in T ;
8 for every external Steiner edge e of T such that {e, eˆ} is a linked set created by
Function MarkSES do
9 For any edge f let mk(f) denote the marker of f in I and let mkmax(f)
denote the marker of f in Imax;
10 if (mk(e) 6= mkmax(e)) and (mk(eˆ) 6= mkmax(eˆ)) then
11 if |mk(e)−mkmax(e)| = 1 then
12 I := {mk(e),mkmax(e)}
13 else
14 Let I be the singleton containing b(mk(e) + mkmax(e))/2c
15 end
16 for every mk′(e) ∈ I do
17 Let I ′ be the marker set that results from I after replacing mk(e)
and mk(eˆ) by mk′(e);
18 Let I ′max be the marker set that results from Imax after replacing
mkmax(eˆ) by mk(e);
19 Call Function CalcOpt with input Q, I ′, I ′max, and C;
20 end
21 end
22 end
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Function BinLink
Input: A Steiner endpoint sequence Q ∈ Λ0
Output: A graph GOPT which is a cheapest graph in
{G2OPT(Q′) : Q′ ∈ Φ(Q, Ij); Ij is a marker set for the edges of MQ}
1 Let OptLength :=∞;
2 for every Wj ∈ EQ do
3 for every sequence C of |Wj| pairs of components of GUN do
4 Let I be the marker set such that for every hi ∈ Wj the marker for hi is
a median of {2, ..., pZ − 1}, where the block path of M(Z, i)− hi is
B1, ..., BpZ ;
5 Let Imax be the set of markers mkmax(·) such that, for every i, if
{gi,1, gi,2} is the linked set that is to replace internal edge hi in Function
MarkSES, where gi,1 is incident to B1, then mkmax(gi,1) := 1 and
mkmax(gi,2) := pZ ;
6 Call Function CalcOpt with input Q, I, Imax, C;
7 end
8 end
Proposition 22 For any Q ∈ Λ0, Function BinLink correctly computes GOPT, a
cheapest graph in {G2OPT(Q′) : Q′ ∈ Φ(Q, Ij); Ij is a marker set for the edges of MQ}.
Proof. Since Function BinLink considers every Wj and every C, correctness will
follow if we show that Function CalcOpt correctly finds a cheapest network with
respect to fixed Wj and C. Let G1, ...Gq be a maximal sequence of graphs constructed
by consecutive calls of Line 2 in Function CalcOpt. In other words, if Tq is the tree
constructed in Line 7 in the same call of Function CalcOpt that constructs Gq, then
either Tq has no liked sets that were created by Function MarkSES, or, for every such
linked set {e, eˆ} with e in Tq, we have mkq(e) = mkqmax(e) or mkq(eˆ) = mkqmax(eˆ). Let
I(i), Imax(i) be the marker sets I, Imax in the same call of Function CalcOpt that
constructs Gi. For any e we use the notation mk
i(e) and mkimax(e) to refer to e’s
marker in I(i), Imax(i) respectively. For any linked set {gi,1, gi,2} we refer to gi,1 as a
left edge and gi,2 as a right edge.
We define the following property: Property Li is satisfied if there exists a sequence
G1, ..., Gi and a set of markers I∗ (called optimal markers) such that, for every linked
set {e, eˆ} created by Function MarkSES (where, without loss of generality, e is a left
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edge and eˆ is a right edge), the marker of e in I∗, say mk∗(e), satisfies mkimax(e) ≤
mk∗(e) ≤ mkimax(eˆ), and such that a cheapest network with respect to Wj and C has
I∗ as a marker set. We claim that the proposition will immediately follow if Property
Lq holds, where G1, ..., Gq is maximal. Suppose first that Tq contains no linked sets
that were created by Function MarkSES. But then, since `max(Tq) ≤ `max(G′) for all
G′ ∈ {G2OPT(Q′) : Q′ ∈ Φ(Q, Ij); Ij is a marker set for the edges of MQ}, we may
set GOPT := Gq and the proposition follows. If Tq does contain linked sets that were
created by Function MarkSES then mkq(e) = mkqmax(e) or mk
q(eˆ) = mkqmax(eˆ) for
every such linked set {e, eˆ}. Therefore |mkqmax(eˆ) −mkqmax(e)| = 1 so that mk∗(e) ∈
{mkqmax(eˆ),mkqmax(e)}. But both of these markers are considered in Line 16 by the
previous call of Function CalcOpt that moved the marker of e or eˆ, and therefore the
claim follows.
We now use induction on the Gi. Clearly the base case for G1 holds since mk
1
max(e) =
1 and mk1max(eˆ) = pZ for any linked set e, eˆ, where pZ is defined as in Line 4 of Function
BinLink. Suppose Property Li holds for some 1 ≤ i < q and suppose that Gi+1 is not
a cheapest network with respect to Wj, C (for otherwise Property Li+1 holds and the
proposition follows immediately). Let T contain a longest edge of Gi. If T contains no
linked sets then Gi+1 is a cheapest network with respect to Wj, C. We claim therefore
that, for some I∗ satisfying Property Li, there exists an edge e of T contained in
a linked set such that mk∗(e) ≤ mki(e) if e is a left edge or mk∗(e) ≥ mki(e) if e
is a right edge. For otherwise, by the Monotonicity Property, `max(T ) ≤ `max(G∗),
where G∗ is an optimal network with respect to I∗ (i.e., G∗ is a cheapest network with
respect to Wj and C), which would imply that Gi+1 is a cheapest network with respect
to Wj and C. Therefore the claim holds and, since Function CalcOpt considers all
linked sets of T , it follows that Property Li+1 holds for I∗. Therefore, by induction,
Property Lq holds and the proposition follows.
We now present our 2-Bottleneck algorithm. For any d in some interval of integers
L = [d1, ..., d2], an upper median (respectively lower median) of L with respect to d
is a median of [d, ..., d2] (respectively [d1, ..., d]). Recall that ∆ = 7 if we are working
in the L1 or L∞ norms, and ∆ = 5 otherwise.
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2-Bottleneck Algorithm
Input: A set X of vertices in an Lp plane, and a positive integer k
Output: A globally optimal network N∗ spanning X and at most k Steiner
points
1 Let L be a non-decreasing sequence of distances between pairs of vertices in X;
2 Let d be a median of L;
3 Let FoundOpt := 0 and let OptLength2 :=∞;
4 while FoundOpt = 0 do
5 Construct the block-cut forest of GUN := [K]d;
6 if b(GUN) > ∆k then
7 Let d be an upper median of L with respect to d;
8 else
9 Run Function BuildSES on GUN to get Λ0;
10 Store the potential cuts for each G(Q), where Q ∈ Λ0, for later use by
Function 2Connect;
11 for every Q ∈ Λ0 do
12 Run Function BinLink with input Q and output GOPT;
13 if `max(GOPT) < OptLength2 then
14 OptLength2 := `max(GOPT);
15 N∗ := GOPT;
16 end
17 end
18 if OptLength2 ≤ d then
19 Let d be a lower median of L with respect to d. If d has been
considered before then let FoundOpt := 1;
20 else
21 Let d be an upper median of L with respect to d. If d has been
considered before then let FoundOpt := 1;
22 end
23 end
24 end
Theorem 23 The 2-Bottleneck Algorithm correctly constructs a globally optimal net-
work spanning X and most k Steiner points. The run time is O(n2 log
7k
2
+1 n) in L1
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and L∞, and O(nk log
5k
2 n) for all other Lp planes.
Proof. We only still need to show that a globally optimal underlying network is
found by the 2-Bottleneck algorithm. Let G0, G1 be two underlying network such
that G0 is a subgraph of G1. Let N
∗
0 be a cheapest network containing G0 and let N
∗
1
be a cheapest network containing G1. Then, similarly to the Monotonicity Property,
the length of a longest Steiner edge in N∗1 is no longer than the length of a longest
Steiner edge in N∗0 . Therefore the 2-Bottleneck algorithm correctly performs a binary
search on the elements of L, which, in turn, are used to construct the underlying
networks. Therefore, since Function BinLink is correct, the 2-Bottleneck algorithm
is also correct.
The complexity of the loop in Line 4 is O(log n), since a binary search is performed
on L. Function BuildSES runs in O(n2) time and storing the potential cuts takes
O(n2) time. Observe that since GUN contains at least two leaf blocks, there can be
at most ∆k/2− 1 markers. Therefore Function BinLink runs in a time of O(log n×
log
∆k
2
−1 n × f(n, k)), where f(n, k) is the complexity of finding GOPT(Q) (provided
in Theorem 6). Therefore the theorem follows.
6 Conclusion
In this paper we present the first exact polynomial time algorithm for constructing
optimal bottleneck 2-connected k-Steiner networks in Lp planes when k is constant.
The algorithm runs in O(n2 log
7k
2
+1 n) steps in L1 and L∞, and in O(nk log
5k
2 n) steps
for all other Lp planes. This significantly extends and generalises the results of Bae
et al. [2] and Brazil et al. [5], which solve the 1-connected case, and Brazil et al. [6]
which solves the 2-connected case for k ≤ 2.
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