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Abstract 
We discuss everal results concerning on-line algorithms for ordered sets and comparability 
graphs. The main new result is on the problem of on-line transitive orientation. We view on-line 
transitive orientation of a comparability graph G as a two-person game. In the ith round of 
play, 1 ~< i ~< [VIG)[, player A names agraph Gj such that Gi is isomorphic to a subgraph of G, 
[ V(G~)I = i, and G~_ t is an induced subgraph of G~ if i > I. Player B must respond with 
a transitive orientation of G~ which extends the transitive orientation given to G~_, in the 
previous round of play. Player A wins if and only if player B fails to give a transitive orientation 
to G i for some £ 1 ~< i ~< [V(G)[. Our main result shows that player A has at most hree winning 
moves. We also discuss applications toon-line clique covering of comparability graphs, and we 
mention some open problems. 
I. Introduction 
A graph G is a comparability graph if there exists a strict partial order P on the 
vertex set V(G) such that x ~ y in G iff either xPy  or yPx. Equivalently, G is 
a comparability graph if there exists an orientation of the edge set E(G) such that 
whenever x -~ y and y ~ z, x ~ z. Such an orientation iscalled a transitive orientation. 
A cocomparability graph is simply the complement of a comparability graph. An 
on-line graph (6, < ) is a graph G with a total ordering < on the vertex set V(G). An 
on-line (co)comparability graph (G, < ) is an on-line graph where G is a (co)compara- 
bility graph. An on-line partially ordered set (X, P, < ) is a partially ordered set (X, P) 
with a total ordering < of its point set X (which need not be a linear extension of/'). 
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The main result of this paper was motivated by the study of on-line colorings of 
on-line cocomparability graphs. An on-line coloring algorithm A is an algorithm 
which properly colors any on-line graph (G, < ) so that the color of any vertex 
x depends only on the subgraph of G induced by {y: y < x or y = x}. Less formally, 
the algorithm A receives the vertices of G in the order determined by <.  Whenever 
A receives a vertex , it learns all of the neighbors y of x such that y < x, but knows 
nothing about the vertices y > x. The algorithm A must then make an irrevocable 
choice of what color to assign x. Similarly, an on-line (anti)chain partitioning algo- 
rithm assigns each element x of an on-line ordered set (X, P, < ) to some (anti)chain 
which depends only on the ordered set induced by {y: 3" < x or y = x}. Schmerl 
showed the following. A published proof appears in [4]. 
Theorem I.! (Schmerl [6]). Any on-line ordered set (X, P, <) of height h can be 
partitioned on-line into (h z + h)/2 antichains, and this is best possible. 
By contrast, it is well known (see for example, [1]) that there is no on-line coloring 
algorithm which colors all on-line comparability graphs (G, < ) with a number of 
colors bounded by ~(G), the maximum clique size of G. Schmerl then asked whether 
there exists an on-line chain covering algorithm which covers any on-line ordered set 
(X, P, < ) with a number of chains bounded by a function of the width w of (X, P). 
This question was answered affirmatively by Kierstead. 
Theorem 1.2 (Kierstead [3]}. Any on-line ordered .set (X, P) of width w can be par- 
titioned on-line into at most (5 TM -- 1)//4 chains. 
A related question remained open somewhat longer: is there an on-line coloring 
algorithm which colors any on-line cocomparability graph (G, < ) with a number of 
colors bounded by a function ofc~(G)? (This problem may be viewed as trying to cover 
an ordered set with chains when we only have information about whether elements 
x and 3' are comparable and we do not know which is greater.) An affirmative answer 
follows as a corollary to a theorem of Kierstead et al. [5]. 
Theorem 1.3 (Kierstead et al. [5]). For any tree T of radius 2 or less, there exists an 
on-line algorithm Ar whk'h colors any on.line graph (G, < ) with a number of colors 
bounded by a function of co(G), prorided G does not contain T as an induced subgraph. 
Since the class of cocomparability graphs is contained in the class of graphs which 
do not induce the radius 2 tree shown in Fig. 1, the theorem implies the existence of 
the on-line algorithm for cocomparability graphs. 
Corollary 1.4 (Kierstead et al. [5]). There exists a function g such that any on-line 
cocomparability graph (G, < ) of clique si~e ~o can be colored on-line with at most g(to) 
colors. 
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While investigating the problem of on-line coloring of cocomparability graphs, the 
question of giving on-line transitive orientations to comparability graphs arose. An 
on-line transitive orientation algorithm receives the vertices of a comparability graph 
G one vertex at a time, as in on-line coloring, and whenever a new vertex is presented 
the algorithm orients the edges incident on the new vertex, with the algorithm's 
choices being irrevocable as always. If there were an on-line algorithm which gave 
a transitive orientation to every on-line comparability graph, then it would follow that 
any on-line cocomparability graph of clique size to could be colored on-line with 
a number of colors bounded by a function of ca. The coloring algorithm would receive 
the cocomparability graph as usual, turn it into a comparability graph by converting 
edges to nonedges and vice versa give a transitive orientation to the comparability 
graph, and apply Kierstead's chain covering algorithm. Clearly, the chains of the 
ordered set produced by the algorithm correspond to independent sets of the original 
on-line cocomparability graph. But there can be no algorithm which gives a transitive 
orientation to all on-line comparability graphs; ifsuch an algorithm existed, we could 
combine it with SchmerI's antichain covering algorithm in the manner just described 
to obtain an on-line coloring algorithm which colors any on-line comparability graph 
(G, < ) with a number of colors bounded by a function ofto(G), which we have noted 
is known to be impossible. 
On the other hand, note that the following are equivalent: 
(i) there e.,cists an on-line algorithm which partitions any on-line comparability graph 
(G, < ) into a number of cliques bounded by a function of :qG); 
(ii) there exists an on.line algorithm which partitions any on-line comparability graph 
(G, <)  into a number of parts bounded by a function a(G), and gives a transitive 
orientation to each piece in an on-line manner. 
Since it is trivial to give transitive orientations toon-line graphs which are cliques, 
(i) implies (ii). Because of Kierstead's chain partitioning algorithm and the idea 
described above, (ii) implies (i). But (i) is merely a reformulation fCorollary 1.4. 
But even with the existence questions olved, the question of finding the most 
efficient algorithms possible remains. Define the functions f, g, and h as follows. For 
every positive integer n,f(n) is the smallest positive integer such that every on-line 
ordered set of width n can be partitioned on-line intof(n) chains, g(n) is the smallest 
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positive integer such that every on-line cocomparability graph of clique size n can be 
colored with gin) colors (equivalently every on-line comparability graph of indepen- 
dence number ncan be partitioned on-line into gin) cliques), and bin) is the smallest 
positive integer such that every on-line comparability graph can be partitioned 
on-line into hin) parts, each of which receives an on-line transitive orientation. The 
problem of determining fin) was first asked by Kierstead, who showed the existence of 
this function in [3:]. The other questions are more recent. The results of this paper are 
intended to make a first step to determining hin). The implications for the study off(n) 
and gin) are discussed in the last section. 
2. The main theorem 
We have noted already that no algorithm can give an on-line transitive orientation 
to every on-line comparability graph. Our main theorem shows that there is a very 
natural on-line algorithm which can be defeated inonly three ways. In order to discuss 
the result, we adopt the language of game theory. 
If G is a comparability graph, we define the transitive orientation game on G, T(G), 
as follows. There are two players A and B. The players alternate moves with player 
A going first. At the rth stage of the game player A presents a graph G, such that G, is 
isomorphic to an induced subgraph of G, G,_ I is an induced subgraph of G, and 
[ V(G,)I = r. (Note that while G, must be isomorphic to a subgraph of G, player A need 
not specify which isomorphism he has in mind, if any.) Player B must respond by 
giving a transitive orientation to G, which extends the transitive orientation which 
B gave to G,_ 1 in the previous round of play. In effect, A is producing an on-line graph 
and B is producing an on-line transitive orientation. If, at any point in the game, 
B fails to give a transitive orientation which extends his previous transitive orienta- 
tions, then A wins. if in the last round of play B gives a transitive orientation of 
G which extends the previous orientations, then B wins. 
The content of our main result is that if G is a comparability graph, then there are 
essentially three ways that A can win T(G). We introduce the following notation. If 
x is a vertex and S is a set of vertiees, we write x ~ S ifx ~ y for all y ~ S, and we write 
x ~S ifx bY for all yeS.  
Theorem 2.1. Let G be a comparability graph. Then B can play T(G) in such a way that 
either B wins, or A wins by making a more of one of the following three types. 
(1) Find a pair of independent edges ab and cd which B has oriented as a -~ b and c -~ d. 
Present a vertex e such that e ~ {b, c} but e ~{a,d}. 
(If) Find a triangle a, b, c which B has oriented as a ~ b, b ~ c, and a --* c. Present 
a vertex d such that d ~ b but d ~{a, c} . 
011) Find a triangle a,b,c oriented as in (II) and a verte?: d such that d ~,{a,b,c}. 
Present a vertex e such that e ,,, {a,c,d} but e f~b. 
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Naturally, player A's ability to make these moves depends on the appropriate 
induced subgraphs being present in G. The reader can check that A does indeed win in 
any of these cases. 
Before proving the theorem we remark that each of player A's winning moves 
involves a comparability graph which is a "near relative" of an infinite family of 
non-comparability graphs. Gallai [2] gave a complete listing of the class of minimal 
non-comparability graphs C, i.e. the smallest class of graphs uch that whenever H is 
a non-comparability graph, there is an induced subgraph H '  of H such that H '  ¢ C. 
Another accessible listing of C can be found in [7]. We would like to focus on three 
infinite families within C. To describe these families, we must first consider the 
following graphs, which are illustrated in Fig. 2: 
M.: the graph with vertex set {Pl . . . . .  p, ,x ,y}  where {Pl . . . . .  p~} induces a path with 
endpoints Pl and p., y ~ {P2 . . . . .  P.- i }, x ~ 3,, x ~-{p~ ... . .  p.}; 
L~: the graph with vertex set { p~ . . . . .  p.~, x,~,,z} where { p~ .. . . .  p. } induces a path with 
endpoints Pl and p.,  x ~ {p~ . . . . .  P.- 1 }, Y "" {P.. . . . . .  p~}, x ,.. y, : ~'{Pl . . . . .  P~}, 
: ~ Ix,  y}; 
L'.: the ~raph which is identical to L., except hat x ~.y. 
The complements ofM., n ~ 4, L., n ~> 3, and L~,, n ~> 2, are in C. (Following [2, 7] 
we discuss and illustrate the complements ofthe relevant members of C for simplicity.) 
The interesting fact about our theorem is that Strategy (1) requires the complement of
Lz, Strategy (II) requires the complement of L~ and Strategy (III) requires the 
complement of M3. Hence the theorem says that if B plays optimally, A can win only 
by presenting a comparability graph whica is closely related to a minimal non- 
comparability graph. 
Proof of  Theorem 2.1. Let G be a comparability graph. To prove the theorem, we 
suppose player .4 never makes a move of type (1), (ll), or (Ill), and then argue as 
follows to show that B has a winning strategy, i.e. B can give a transitive orientation to 
G,, 1 <<. r ~ I V(G)I. We shall describe B's strategy by specifying B's action whenever 
G, is presented. When A presents Gt, B need not do anything, since a single vertex 
graph trivially has a transitive orientation. Suppose that x is the unique vertex of 
V(G.)  - V(G,_ 1), where r > I, and B has given a transitive orientation to G,_ 1. We 
inductively define a partition of N(x)  as follows: 
S1 = {y  ~ N(x) :  3z ¢ 6;._, such that y ,-. z and x ~.z}; 
S~ = {y~ N(x)  - U~<~Sj: 3zeS~_ l  such that y ~z}, i f />  1; 
F = N ix )  - U~.< ,,Sj, where m is the greatest positive integer such that S., ~ 0. 
Note that if y ~ Sk, there exists a sequence of neighbors of x, say Yt, Yz . . . . .  Y~ = Y, 
such that y~ ~ Sj for 1 .<.j ~ k and {Yl, Yz . . . . .  y~} induces a path in the complement 
of G. We find such a path by letting Yk- 1 be the ve~'tex which witnesses that Yk ¢ S~, 
Yk-z ,  he the vertex which witnesses that Yk-i ~Sk-~, and so on. Note that ff 
1 ~ / < j  ~< k and j  - i > I then y~ ~ y~ in G, or else y~ would have been assigned to 
S~+ 1. Thus these vertices induce a path in the complement of 6. We call Yt, Yz . . . . .  Yg 
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p, pz . . . p~, p.  
z 
p, p~ . . .  p~, p. 
L~ 
P, I~ • • • p. ,  P~ 
L'~ 
Fig. 2. 
a witnessing sequence for y. Note that if ! ~< i ~ j  ~< k, then in any transitive orienta- 
tion of G, Yt -* x if and only if yj ~ x. 
When this partition of N(x) has been computed, B's algorithm assigns the orienta- 
tions as follows. 
!. If y ~ S~ orient xy as x ~ y if z --* 3', or as y --* x if 3' "-* :, where z is the vertex that 
witnesses y ~ S~. 
2. For i = 2 . . . . .  m, for every 3' ~ St, orient xy as .,c - .  3' if x --* z, or as 3' "~ x if z -~ x, 
where z e St- ~ witnesses that y ~ St. 
3. If y ~ F, orient xy as x --. y. 
Claim I. Step 1 of the algorithm is well defined. 
Proof. The only possible source of ambiguity would b¢ a pair of vertices z~ and 
:2 such that y .-. {zl,z2} x ~.{zl,z2} zl ~y ,  and y~z2.  Suppose such a pair of 
vertices exists. Then since G,_ ~ was transitively oriented, :~ --~ z2, and player A has 
used move (II). []  
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With Claim l proven, we can make the following definitions. If), = (y~,y~ .. . . .  y~) is 
a witnessing sequence and xyt has been oriented as y~ - ,  x, then we call y an 
in-sequence. If xy~ has been oriented as x ~ y~, we call y an out-sequence. 
Claim 2. l f  y = (y~,y~ .. . . .  yt) is an in-sequence and y '= (y~,y[ .. . . .  y~) is an out- 
sequence, then every vertex of y is adjacent o every vertex ely'. 
Proof. We argue by induction on i + j. We first argue for the cases i + j = 2 and 
i + j  --- 3; the general induction argument begins with the case i + j  = 4. 
To se¢ the claim for the case i + j  = 2, suppose y~ ~=y~. Let Yo and y[ be the vertices 
which witness that y~ and y~, respectively, are in S~. Note that, without loss of 
generality, one of the following cases must hold: 
(a) Yo = Y~; 
(b) Yo ~ Y[, Yo ~Yl, Y[ ~Y~ and Yo ~ YS; 
(c) Yo # Y~, Yo ~Y~, Y~ ~Y~ and Yo ~y~. 
If (a) holds, then since G,_, was transitively oriented and, by step 1, yg --, Yo and 
Yo -~ Y~, Yl ~ Y~, contradicting our supposition that Yi ~Y~. If(b) holds, then {Yo, Y~, 
Yl, Y~, x} induces a cycle of length 5 (i.e., the complement of L~), contradicting the 
assumption that G is a comparability graph. If (c) holds then by Step 1 of B's 
algorithm, we know that A has made a move of type (1). 
To argue for the case i + j  = 3, we assume, without loss of generality, that i = 1 and 
j = 2. By induction, y~ ~ y'l. Suppose y~ By[. Let Yo and y[ be as above. Note that 
Y[ ~Yo, Y[ since y[ was not assigned to Sl. As before, either (a), (b), or (c) holds. If(a) 
holds, then since G,_ z was transitively oriented, y~ ~ y~, and thus player A has made 
a move of type (Ill); If (b) holds, then {Yo,Y~, x}u.vuy' induces the complement of 
L3 and G is not a comparability graph, a contradiction. If (c) holds, then 
{Yo,Y[, x}uyuy'  induces the complement of L~, and this is also a contradiction. 
Now suppose that i = p, j = q, p + q > 3, and the cle~im holds whenever 
i + j  < p + q. Then by the induction hypothesis the only vertices o fy  and y'  which 
could be non-adjacent are yp and y~. Suppose that yp ~y~. Then by our previous 
observations on witnessing sequences,.vu.v' induces a path in the complement of G. 
Let Yo and y~ be as above. Note that i lk > 1 then y~,y~ ~'Yo, y~ or else they would 
have been assigned to Sl. As before, either (a), (b), or (c) holds. If (a) holds, then 
{Yo,Y~, x} u.vu.v' induces the complement of M~÷~. If(b) holds, then {Yo,Y~, x}uyuy  ° 
induces the complement of L~+~. If (c) holds, then {yo,y'o,x}uyuy' induces the 
complement of L~+~. In any of these three cases, since i + j  > 3, we have that G is not 
a comparability graph, a contradiction. [] 
Claim 3. Step 2 of B's algorithm is well defined for all ~:, 2 ~< i ~< m. 
Proof. Suppose y ¢ St. The only possible source of ambiguity would be two vertices z, 
z' e St- l with y ~ {z, z'} where B's algorithm had given the orientations z ~ x and 
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x ~ z'. Suppose these vertices exist. Then there is an in-sequencey = (yl,  Y, . . . . .  Y~- ~) 
where y~_ 1 = z and an out-sequence y '  = (yl ,  y[ . . . . .  y[ - 1 ) where y[ _ 1 = z'. By Claim 
2, the vertices of.v are adjacent to all ofy' ,  and y ,,. {Yh, Y~,) for 1 ~< k ~ i - 2, or else 
y would have been assigned to S~. Thusyw {y} uy '  induces a path on 2i - 1 vertices in 
the complement of G. By arguing as in the proof of Claim 2, if Yo and y~ are as in the 
proof of Claim 2, one can show that either player A has made a move of type (IIl) 
(when i = 2 and Yo = Y~) or {x,y, yo, y'o}uyuy' induces the complement of L2,-1, 
L~,i_,, or M21-l in G. []  
Claim 4. Player B's algorithm gives a transitive orientation to G,. 
Proof. suppose there exist three vertices a, b, and c such that a -~ b, b --- c, but a ~c .  
Since we are assuming B gave a transitive orientation to 6;,_ 1, x ¢ {a, b, c}. By Step 
l of the algorithm, we may assume x = b. By Step 3, aeP, so say that a ¢ St, for some i, 
I ~ i < m. There are now two cases to consider. 
Case(i): c e S~, for some j, 1 ~<j ~< m. We will show by induction on i + j  that a --, c, 
which contradicts our assumption, l f i  + j -~ 2, then a, c e St; let y~ and y¢ witness this 
for a and c, respectively, i.e., a ~ y~ and Yc --* c. Ify~ ~- yc, then by Step 1 and the fact 
that G,_ 1 was transitively oriented, a - -c .  So assume 3'~ ~ Yc, Y~ ~-c, y¢ ~,a. Then 
whether y~ ~ y¢ or not, since G,_ 1 was transitively oriented, a ~ c. Now suppose that 
i + j  > 2 and that we have our claim for all smaller values of i  + j .  Suppose i > I. Let 
Y=(Y~,Y2 . . . . .  Yi) be an in-sequence and y'  = (yl,y'_, . . . . .  y~) be an out-sequence, 
where a .~- y~ and c = y~. By Claim 2, a ~ c. By the induction hypothesis, Yi- l ~ c. 
Since y~_ ~ ~,y~ and G,_ ~ was transitively oriented, a ~c .  An analogous argument 
applies when j > 1. 
Case (ii): c e F. Lety -~- (yt,y2 . . . . .  y~) be an in-sequence where a = y~. Let Yo be the 
vertex which witnesses that y~eS~. Note that since ceF ,  c~,yo,  but 
c ~ {y~, Yz . . . . .  y~ }. Since.v is an in-sequence, Yt "* Yo, and since G,_ ~ was transitively 
oriented, yt ~c .  But this in turn forces Y2 ~c ,  which forces Y3---c . . . . .  y~ = a--*c. 
Thus we obtain a contradiction i  this case as well. 
It follows that whenever a ~ b and b ~ c, a ~ c, so the claim, and therefore the 
theorem, is proved. []  
3. A lower bourn 
We now present a result that yields a lower bound on h. 
Theorem 3.1. Let P. ~ an on-line algorithm which partitions any on-line comparability 
graph and gives a transitive orientation to each part in the partition. Then for every 
positive integer ~ there exists an on-line comparability graph (G, < ) such that G has 
independence number o~ and (G, < )forces B to use (~2 + ~)/2 parts. 
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Proof. We return to the game theoretic language of the last section. I fG is a compara- 
bility graph and k is a positive integer, we define the game T(G, k) as follows. At the 
rth stage of the game player A presents a graph G, such that Gr is isomorphic to an 
induced subgraph of G, G~_ 1 is an induced subgraph of G~ and [ V(G,)[ = r. l~ayer 
B must respond with a collection of (possibly empty) vertex disjoint transitively 
oriented induced subgraphs Hi . . . . .  H~ so that V(G,) = V(H1)u  ... u V(Hk)and the 
transitive orientation of each H~ extends the transitive orientation given in the 
previous round of play. Player A wins iffplayer B fails to give a legal response in any 
round of play. We will show that for every positive integer = there exists a comparabil- 
ity graph G with independence number = such that player A has a winning strategy in 
T(G, k) if k < (=2 + =)/2. The result follows. 
We argue by induction on =. The result is trivial if ~¢ = I. Suppose = > 1 and there 
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A has a winning strategy for T(G', k) ifk < (~2 _ ~)/2. Consider the graph G formed 
by adding ~ cliques QI . . . . .  Q~, each ofsize 3k + 1, to G' in the following manner. Each 
clique Qi has 4 distinguished points, qil,qi2,qi3, and qi4. If x~V(G' ) ,  then 
x .,, { qil, qi3:1 <~ i <~ a}, and x has no other adjacencies in the Q's. If i < j  and x e Q j, 
then x,,,  Q i -  {qil,qi3}. Fig. 3 shows a sketch of a width u ordered set whose 
comparability graph is G. Thus we will be done when we have shown that player A has 
a winning strategy in T(G, k) if k < (~2 + u)/2. 
Suppose k < (~2+ ~)/2. To win T(G,k), ;.t suffices for player A to present 
Qtu ... uQ, so that for every i, 1 ~< i -q< a, player B pats {q~l, q~2, qt3, qi4} in Hi, and 
B's transitive orientation on H~, when interpreted as a partial order, orders this set as 
q,t < q~2 < q,3 < q~4. For then player B must partition G' using only H~÷~ ..... Hs, 
which, by induction, is impossible since k < (a 2 + a)/2. Notice that A is in effect 
making repeated use of move (II) of the previous ection. 
Therefore player A should begin by presenting a clique of size 3k + 1. By the 
pigeonhole principle, player B must (without loss of generality) pat 4 of th,- vertices in 
Hr. Say these vertices are x < y < z < w, as ordered by player B. Then player 
A chooses to let x be qt 1, Y be qt 2, z be ql 3, and w be q14. Recall that the rules of the 
game only require A to present graphs isomorphic to subgraphs of G; he need not 
specify the isomorphisms, sohe is free to delay his decision of exactly how the graphs 
he presents are to be imbedded in G. Player A then presents a clique of size 3k + 1, in 
which every vertex is adjacent to all previous vertices except ql t and q13. Clearly, 
B cannot put any of these vertices in HI,  since each is adjacent to q~2. So without loss 
of generality, he puts 4 of them in H2. Player A then chooses the vertices to play the 
roles of q2~, q22, q:3, and q:4 as above. Continuing in this manner, player A achieves 
the goal which ensures his win. I-1 
4. Related questions 
Note that f(n) ~< o(n), h(n) <~ 0(n), and o(n) <~ f(n)h(n). We now ask several ques- 
tions about the behaviour of the functions f, ~;, and h, 
Question I. Is each off(a), g(n) and h(n) bounded above by a polynomial? 
Question 1 has been open with respect o f for some time. It is known that 
(n a + n)/2 <~f(n) <~ (5" - 1)/4. It is immediate that this lower bound applies for gin), 
and we have proved the same bound for h(n). The upper bound for g obtained from 
the proof of Theorem 1.3 [5] is superexponential. 
Question 2. Wi~at is the asymptotic behavior ofo(n)/f(n)? Ofo(n)/h(n)? In particular, 
isf(n) == o(,q(n))? Is h(n) -- og(n))? 
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As we noted above, g(n) ~f (n)  h(n), so h(n) is an upper bound for g(n)/f(n). Thus, if 
h{n) is bounded above by a polynomial, it follows that f(n) is bounded ahoy© by 
a polynomial iff g(n) is. 
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