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ON A CLASS OF QUASILINEAR OPERATORS ON SMOOTH
METRIC MEASURE SPACES
XIAOLONG LI, YUCHENG TU, AND KUI WANG
Abstract. We derive sharp estimates on the modulus of continuity for solu-
tions of a large class of quasilinear isotropic parabolic equations on smooth met-
ric measure spaces (with Dirichlet or Neumann boundary condition in case the
boundary is non-empty). We also derive optimal lower bounds for the first Dirich-
let eigenvalue of a class of homogeneous quasilinear operators, which include
non-variational operators. The main feature is that this class of operators have
corresponding one-dimensional operators, which allow sharp comparisons with
solutions of one-dimensional equations.
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1. Introduction
A smooth metric measure space is a triple (Mn, g, e−fdµg), where (M
n, g) is a
complete n-dimensional Riemannian manifold, f is a smooth real function on M ,
and dµg is the Riemannian volume density on M . The study of partial differential
equations on smooth metric measure spaces has received considerable attention in
the last few decades, and numerous results on Riemannian manifolds with Ricci
curvature bounded from below were extended to smooth metric measure spaces
(many to even non-smooth metric measure spaces) with N -Bakry-E´mery Ricci cur-
vature bounded from below. Recall that the N -Barky-E´mery Ricci curvature RicNf
of a smooth metric measure space, which is a natural generalization of the classical
Ricci curvature for Riemannian manifolds, is defined for N ∈ [n,∞] by
RicNf =


Ric, if N = n and f = constant,
−∞, if N = n and f 6= constant,
Ric+∇2f − ∇f⊗∇f
N−n , if N ∈ (n,∞),
Ric+∇2f, if N =∞.
Here Ric and∇2f denote the Ricci curvature ofM and the Hessian of f , respectively.
We also write Ricf := Ric
∞
f = Ric+∇2f for simplicity. Important examples of
smooth metric measure spaces with RicNf bounded from below include: Riemannian
manifolds with Ricci curvature bounded from below (corresponds to N = n and f =
constant), Bakry-E´mery manifolds (corresponds to N =∞), gradient Ricci solitons
(i.e. Ricf = κg for κ ∈ R), and quasi-Einstein metrics (i.e. Ric+∇2f− ∇f⊗∇fN−n = κg
for κ ∈ R).
On a smooth metric measure space (Mn, g, e−fdµg), we are interested in the fol-
lowing quasi-linear isotropic operators Q : TM \ {0} × Sym2T ∗M → R
(1.1) Q[p,X] := tr
([
α(|p|)p ⊗ p|p|2 + β(|p|)
(
In − p⊗ p|p|2
)]
X
)
− β(|p|)〈p,∇f〉,
where α and β are nonnegative continuous functions, In is the n×n identity matrix,
and TM , T ∗M and Sym2T ∗M denote the tangent bundle, the cotangent bundle
and the set of symmetric two tensors on M , respectively. Throughout the paper, we
assume that Q : TM \{0}×Sym2T ∗M → R is a continuous function (allowed to be
singular at p = 0) andQ is degenerate elliptic in the sense that Q(p,X) ≥ Q(p, Y ) for
all p ∈ TM \{0} and X ≥ Y ∈ Sym2T ∗M . Since Q[u] is not necessarily of divergent
form, it is necessary to the terminology of viscosity solutions in [15] (see also Section
2) throughout the paper. Note that the family of operators Q[u] := Q[∇u,∇2u] in
(1.1) includes many greatly studied elliptic operators for suitable choices of α, β and
f . For instance, Q[u] covers:
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(1) the Laplacian
∆u := div(∇u) (with α = β = 1 and f = constant);
(2) the f -Laplacian
∆fu := ∆u− 〈∇u,∇f〉 (with α = β = 1);
(3) the p-Laplacian
∆pu := div(|∇u|p−2∇u) with 1 < p < ∞ (with α = (p − 1)|∇u|p−2, β =
|∇u|p−2 and f = constant);
(4) the weighted p-Laplacian
∆p,fu := ∆pu− |∇u|p−2〈∇u,∇f〉 (with α = (p − 1)|∇u|p−2, β = |∇u|p−2);
(5) the mean curvature operator
Hu :=
√
1 + |∇u|2div
(
∇u√
1+|∇u|2
)
(with α = 1
1+|∇u|2
, β = 1 and f =
constant ),
as well as some non-divergent or degenerate elliptic operators such as
(6) the normalized or game-theoretic p-Laplacian
∆Np u :=
1
p
|∇u|2−pdiv(|∇u|p−2∇u) for 1 < p < ∞ (with α = (p − 1)/p and
β = 1/p and f = constant);
(7) the level set mean curvature operator or the 1-Laplacian
∆1u := ∆u− |∇u|−2∇2u(∇u,∇u) (with α = 0 and β = 1, f = constant);
(8) the ∞-Laplacian
∆∞u := |∇u|−2∇2u(∇u,∇u) (with α = 1, β = 0 and f = constant)
Indeed, the second order part of Q[u] can be written as a combination of the 1-
Laplacian and the ∞-Laplacian,
Q[u] = α(|∇u|)∆∞u+ β(|∇u|)∆1u− β(|∇u|)〈∇u,∇f〉.
The 1-Laplacian ∆1 appears in the level set formulation of the mean curvature flow
(see [14] and [18]) and have been investigated extensively ever since, while the ∞-
Laplacian ∆∞ plays an important role in the description of tug-of-war games (see
for instance [19] and [36]). The normalized p-Laplacian ∆Np has recently received
considerable attention for its important applications in image-processing [25] and in
the description of tug-of-war games with noise [37].
The class of operators Q[u] in (1.1) were considered in various recent works includ-
ing [1][2][4][5][6][30][31][32][33]. The key feature is that this class of operators has
corresponding one-dimensional operators, which are obtained by assuming that the
solution depends only on one of the variables, as well as taking into account the effect
of geometric data such as curvature and dimension. This observation, together with
the idea of comparing with solutions of one-dimensional equations, has led to nu-
merous important results in the last decade. These include sharp gradient estimates
via the the modulus of continuity estimates for quasi-linear equations on Euclidean
domains [2], sharp modulus of continuity estimates for parabolic equations on Rie-
mannian manifolds (assuming either ∂M = ∅ or ∂M is convex and the Neumann
boundary condition is imposed) and a simple proof of the optimal lower bound for
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the first nonzero eigenvalue of the Laplacian [4], proof of the Fundamental Gap Con-
jecture for convex domains in the Euclidean space [3] (see also [35] for an elliptic
proof and [17][21][39] for the fundamental gaps of convex domains in the sphere).
The above-mentioned results are proved by using the two-points maximum principle
together with comparisons with one-dimensional models. We refer the reader to the
wonderful survey [1] for more discussions on modulus of continuity estimates and
its applications as well as more applications of the two-points maximum principle
in geometric heat equations.
The purpose of the present paper is to investigate the quasi-linear operators defined
in (1.1) with the Dirichlet boundary condition on smooth metric measure spaces, as
well as to extend previous results for Riemannian manifolds in [4][6][31][32] to the
more general smooth metric measure spaces setting.
Recall that a nonnegative function ϕ is called a modulus of continuity for a function
u :M → R if
u(y)− u(x) ≤ 2ϕ
(
d(x, y)
2
)
for all x, y ∈ M , where d is the distance induced by the Riemannian metric. Our
first result establishes sharp estimates on the modulus of continuity of solutions to
the parabolic equation
(1.2) ut = Q[u]
with Dirichlet boundary condition.
Theorem 1.1. Let (Mn, g, e−fdµg) be a compact smooth metric measure space with
smooth nonempty boundary ∂M and diameter D. Let u : M × [0, T ) → R be a
viscosity solution of (1.2) with Dirichlet boundary condition u(x, t) = 0 for x ∈ ∂M
and t ∈ [0, T ). Let ϕ : [0,D/2] × R+ → R+ be a smooth function satisfying (i)
ϕ0(s) := ϕ(s, 0) is a modulus of continuity of u(x, 0) and |u(x, 0)| ≤ ϕ0(d(x, ∂M));
(ii) ϕ′ ≥ 0 and ϕ′′ ≤ 0 on [0,D/2] × R+, ϕ(0, t) = 0 for t ≥ 0.
(1) Suppose that for N ∈ [n,∞), we have RicNf ≥ (N − 1)κ and Hf ≥ (N − 1)Λ
for κ,Λ ∈ R, and ϕ satisfies ϕt ≥ α(ϕ′)ϕ′′ − (N − 1)Tκ,Λβ(ϕ′)ϕ′. Then
ϕ(s, t) is a modulus of continuity for u(x, t) for each t ∈ [0, T );
(2) Suppose that Ricf ≥ 0, Hf ≥ 0 and ϕ satisfies ϕt ≥ α(ϕ′)ϕ′′. Then ϕ(s, t)
is a modulus of continuity for u(x, t) for each t ∈ [0, T ).
Here Hf denotes the f -mean curvature of ∂M defined by
Hf (x) = H(x)− 〈∇f(x), ν(x)〉,
where ν(x) is the outward unit normal vector field at x ∈ ∂M and H(x) denotes
the mean curvature at x ∈ ∂M , and the function Tκ,Λ is defined for κ,Λ ∈ R by
Tκ,Λ(t) := −
C ′κ,Λ(t)
Cκ,Λ(t)
,
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where Cκ,Λ(t) is unique solution of the initial value problem
(1.3)
{
φ′′ + κφ = 0,
φ(0) = 1, φ′(0) = −Λ.
Theorem 1.1 complements the work of Andrews and Clutterbuck [4] for Riemannian
manifold (closed or with a convex boundary and Neumann boundary condition). It
seems for the Neumann case, one can only deal with convex boundaries as in [4],
but for the Dirichlet case, we are able to handle any lower bound of the f -mean
curvature of the boundary. Theorem 1.1 is sharp. In fact, by exact same process
as in [4, Section 5], one can construct solutions of (1.2) on (κ,Λ)-equational model
space as in [38, Theorem 1.6 and 1.7], satisfying the conditions of Theorem 1.1 and
satisfying the conclusion with equality holds.
The proof of Theorem 1.1 relies on the two comparison theorems, one for d(x, ∂M)
(see Theorem 3.1), the other one for d(x, y) as a function on M ×M (see Theo-
rem 4.2). Both comparison theorems are sharp, more general than the ones in the
literature and of independent interests.
The modulus of continuity estimates in [4] led to an easy proof of the optimal
lower bound on the first nonzero (closed or Neumann) eigenvalue of the Laplacian
or the f -Laplacian in terms of dimension, diameter, and the lower bound of Ricci
curvature. The sharp lower bound was previously proved by Zhong and Yang for the
nonnegative Ricci case case, by Kro¨ger [27] (see also Bakry-Qian [8] for an explicit
statement) for general Ricci lower bound using gradient estimates method, and
independently by Chen and Wang [12, 13] using stochastic method. The gradient
estimate method, dating back to the work of Li [28] and Li and Yau [29], was used
to prove sharp lower bound for the first nonzero eigenvalue of the p-Laplacian in
[41] and [34], and for the weighted p-Laplacian in [32, 33]. On the other hand, the
modulus of continuity approach seems only work for 1 < p ≤ 2, see [1, Section 8]
and [32, Section 2].
It is natural to ask whether the modulus of continuity estimates in Theorem 1.1
lead to lower bound for the first Dirichlet eigenvalue of the Laplacian or more gen-
erally the p-Laplacian. It turns out that we can establish optimal lower bound for
the first Dirichlet eigenvalue of a large class of quasi-linear operators, but not as a
consequence of Theorem 1.1. Indeed, this can be achieved this by proving similar
estimates as in Theorem 1.1 but requiring one of the two variables to be contained
in ∂M . We focus on the statement here and elaborate the difference between the
closed/Neumann and Dirichlet case in Section 6. To define eigenvalues, it is neces-
sary to assume that Q[u] is homogeneous of degree γ > 0 in the sense that
(1.4) Q[cu] = cγQ[u].
The Dirichlet eigenvalue problem is then
(1.5)
{
Q[u] = −λ|u|γ−1u, in M,
u = 0, on ∂M.
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Examples of homogeneous variational operators include the Laplacian, the f -Laplacian,
the p-Laplacian and the weighted p-Laplacian, while examples of homogeneous non-
variational operators include the normalized p-Laplacian ∆Np for 1 < p <∞ and the
operator |Du|γ∆Np for γ > −1 and 1 < p <∞ (homogeneous of degree γ + 1). For
operators that are not variational, a new definition for its first Dirichlet eigenvalue
(also called the principle eigenvalue) is needed. Following Berestycki, Nirenberg,
and Varadhan [9], in the papers [10, 11] (where they actually deal with a wider class
of operators), Birindelli and Demengel introduced the first Dirichlet eigenvalue λ¯(Q)
of the operator Q[u] defined as
(1.6)
λ¯(Q) = sup{λ ∈ R : there exists a positive viscosity supersolution u of (1.5)}.
Calling it a first Dirichlet eigenvalue can be justified: they proved that there exists
a positive eigenfunction vanishing on the boundary associated with λ¯, via Perron’s
method for viscosity solutions. In other words, for λ = λ¯(Q), the eigenvalue problem
(1.5) admits a positive viscosity solution. The simplicity of λ¯(Q) has been proved
very recently for the normalized p-Laplacian in [16], but is not known for general
operators.
We establish the following optimal lower bound for λ¯(Q) in terms of geometric
data of the underlying smooth metric measure space.
Theorem 1.2. Let (Mn, g, e−fdµg) be a compact smooth metric measure space with
smooth nonempty boundary ∂M . Let Q[u] be defined in (1.1) and assume further
that Q[u] is homogeneous of degree γ > 0 in the sense of (1.4). Let λ¯(Q) be the first
Dirichlet eigenvalue of Q[u] defines as in (1.6).
(i) Suppose RicNf ≥ (N − 1)κ and Hf ≥ Λ for N ∈ [n,∞) and κ,Λ ∈ R. Then
we have
λ¯(Q) ≥ λ1
where λ1 is the first eigenvalue of the one-dimensional problem
(1.7)
{
α(ϕ′)ϕ′′ − (N − 1)Tκ,Λβ(ϕ′)ϕ′ = −λ|ϕ|γ−1ϕ,
ϕ(0) = 0, ϕ′(R) = 0.
(ii) Suppose RicNf ≥ 0 and Hf ≥ 0. Then we have
λ¯(Q) ≥ µ1
where µ1 is the first eigenvalue of the one-dimensional problem on [0, R]
(1.8)
{
α(ϕ′)ϕ′′ = −λ|ϕ|γ−1ϕ,
ϕ(0) = 0, ϕ′(R) = 0.
Theorem 1.2 covers the sharp lower bound of the first Dirichlet eigenvalue of the
Laplacian proved by Li and Yau [29] for κ = Λ = 0 and by Kasue [24] for gen-
eral κ,Λ ∈ R and of the p-Laplacian and weighted p-Laplacian by Sakurai [38].
Furthermore, the equality case is achieved if and only if (Mn, g, e−fdµg) is a (κ,Λ)-
equational model space.
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We will indeed provide two proofs for Theorem 1.2 in Section 6, one uses the idea
of modulus of continuity estimates by studying sharp decay rate (see Theorem 6.1)
for solutions of the parabolic equation (1.2) as in the closed or Neumann case, while
the other one uses the new definition (1.6) together with Theorem 3.1, which easily
provides a positive viscosity super-solution to the eigenvalue problem (1.5).
Finally, we extend the results in [2][4][6][31][32] on Riemannian manifolds to the
more general setting of smooth metric measure spaces. These include sharp modulus
of continuity for solutions of (1.2) with empty boundary or convex boundary and
Neumann boundary condition (see Theorem 5.1), sharp height-dependent gradient
bounds for parabolic equations (see Theorem 8.1) and for elliptic equations (see
Theorem 9.1 and 9.3).
The paper is organized as follows. In Section 2, we recall the definition of viscosity
solutions and the parabolic maximum principle for semi-continuous functions. In
Section 3 and 4, we prove comparison theorems for the second derivatives of d(x, ∂M)
and d(x, y), respectively. In Section 5, we extend the results in [4] on Riemannian
manifolds to smooth metric measure spaces. The proof of Theorem 1.1 will be given
in Section 6. Then two proofs of Theorem 1.2 are provided in Section 7. In Sections
8 and 9, we prove sharp height-dependent gradient bounds for parabolic and elliptic
equations on smooth metric measure spaces, respectively.
2. Preliminaries on Viscosity Solutions
It is necessary to work with viscosity solutions as the operator Q[u] is not necessar-
ily of divergence form. We refer the reader to [15] for the general theory of viscosity
solutions of non-singular operators on domains in the Euclidean space, to [20] for
necessary adaptions for singular operators and to [23] for adaptions for equations
on Riemannian manifolds.
For the convenience of the reader, we provide in this section the definition of vis-
cosity solutions and the parabolic maximum principle for semi-continuous functions
on manifolds.
2.1. Definition of Viscosity Solutions. Let (Mn, g) be a Riemannian manifold.
We write USC(M × (0, T )) for the set of all upper-semicontinuous functions from
M × (0, T ) to R. Likewise, LSC(M × (0, T )) contains all lower-semicontinuous
functions fromM×(0, T ) to R. For upper- and lower-semicontinuous functions, one
can introduce the notion of super- and sub-jets respectively (see for instance [15,
Section 8]).
We first introduce the notion of parabolic semijets on manifolds. We write z = (x, t)
and z0 = (x0, t0).
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Definition 2.1. For a function u ∈ USC(M×(0, T )), we define the parabolic second
order superjet of u at a point z0 ∈M × (0, T ) by
P2,+u(z0) := {(ϕt(z0),∇ϕ(z0),∇2ϕ(z0)) : ϕ ∈ C2,1(M × (0, T )),
such that u− ϕ attains a local maximum at z0}.
For u ∈ LSC(M × (0, T )), the parabolic second order subjet of u at z0 ∈M × (0, T )
is defined by
P2,−u(z0) := −P2,+(−u)(z0).
We also define the closures of P2,+u(z0) and P2,−u(z0) by
P2,+u(z0) = {(τ, p,X) ∈ R× Tx0M × Sym2(T ∗x0M)| there is a sequence (zj , τj , pj ,Xj)
such that (τj , pj,Xj) ∈ P2,+u(zj)
and (zj , u(zj), τj , pj,Xj)→ (z0, u(z0), τ, p,X) as j →∞};
P2,−u(z0) = −P2,+(−u)(z0).
Definition 2.2. (Semicontinuous Envelopes) Let X be a metric space and let f be
a function defined on a dense subset of X. We call the function f∗ : X → R defined
by
f∗(x) := inf{g ∈ USC(X)|g ≥ f}
the upper-semicontinuous envelope of f . Analogously,
f∗(x) := sup{g ∈ LSC(X)|g ≤ f}
is the lower-semicontinuous envelope of f .
Now we give the definition of a viscosity solution for the general equation
(2.1) ut + F (x, t, u,∇u,∇2u) = 0
on M . Assume F :M × [0, T ]×R× (Tx0M \ {0})×Sym2(T ∗x0M)→ R is continuous
and proper, i.e.,
F (x, t, r, p,X) ≤ F (x, t, s, p, Y ) whenever p 6= 0, r ≤ s, Y ≤ X.
Definition 2.3. (i) A function u ∈ USC(M × (0, T )) is a viscosity subsolution of
(2.1) if for all z ∈M × (0, T ) and (τ, p,X) ∈ P2,+u(z),
τ + F∗(z, u(z), p,X) ≤ 0.
(ii) A function u ∈ LSC(M × (0, T )) is a viscosity supersolution of (2.1) if for all
z ∈M × (0, T ) and (τ, p,X) ∈ P2,−u(z),
τ + F ∗(z, u(z), p,X) ≥ 0.
(iii) A viscosity solution of (2.1) is defined to be a continuous function that is both
a viscosity subsolution and a viscosity supersolution of (2.1).
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2.2. Maximum principle for viscosity solutions. The main technical tool we
use is the parabolic maximum principle for semicontinuous functions on manifolds,
which is a restatement of [15, Theorem 8.3], for Riemannian manifolds. One can
also find it in [23, Section 2.2] or [7, Theorem 3.8].
Theorem 2.4. Let MN11 , · · · ,MNkk be Riemannian manifolds, and Ωi ⊂ Mi open
subsets. Let ui ∈ USC((0, T ) × Ωi), and ϕ defined on (0, T ) × Ω1 × · · · × Ωk such
that ϕ is continuously differentiable in t and twice continuously differentiable in
(x1, · · · xk) ∈ Ω1× · · · ×Ωk. Suppose that tˆ ∈ (0, T ), xˆi ∈ Ωi for i = 1, · · · , k and the
function
ω(t, x1, · · · , xk) := u1(t, x1) + · · ·+ uk(t, xk)− ϕ(t, x1, · · · , xk)
attains a maximum at (tˆ, xˆ1, · · · , xˆk) on (0, T )×Ω1×· · ·×Ωk. Assume further that
there is an r > 0 such that for every η > 0 there is a C > 0 such that for i = 1, · · · , k
bi ≤ C whenever (bi, qi,Xi) ∈ P2,+ui(t, xi),
d(xi, xˆi) + |t− tˆ| ≤ r and |ui(t, xi)|+ |qi|+ ‖Xi‖ ≤ η.
Then for each λ > 0, there are Xi ∈ Sym2(T ∗xˆiMi) such that
(bi,∇xiϕ(tˆ, xˆ1, · · · , xˆk),Xi) ∈ P2,+ui(tˆ, xˆi),
−
(
1
λ
+ ‖S‖
)
I ≤


X1 · · · 0
...
. . .
...
0 · · · Xk

 ≤ S + λS2,
b1 + · · · + bk = ϕt(tˆ, xˆ1, · · · , xˆk),
where S = ∇2ϕ(tˆ, xˆ1, · · · , xˆk).
3. Comparison theorems for the second derivatives of d(x, ∂M)
In this section, we prove comparison theorems for the second derivatives of d(x, ∂M).
Let R denote the inradius of M defined by
R = sup{d(x, ∂M) : x ∈M}.
Theorem 3.1. Let (Mn, g, e−fdµg) be a compact smooth metric measure space with
smooth nonempty boundary ∂M . Let ϕ : [0, R] → R+ be a smooth function with
ϕ′ ≥ 0 and define v(x) := ϕ (d(x, ∂M)).
(i) Suppose that RicNf ≥ (N − 1)κ and Hf ≥ Λ for κ,Λ ∈ R and N ∈ [n,∞).
Then v(x) is a viscosity supersolution of
Q[v] =
(
α(ϕ′)ϕ′′ − (N − 1)Tκ,Λβ(ϕ′)ϕ′
) ∣∣
d(x,∂M)
.
(ii) Suppose that Ricf ≥ 0 and Hf ≥ 0. Then v(x) is a viscosity supersolution
of
Q[v] =
(
α(ϕ′)ϕ′′
) ∣∣
d(x,∂M)
.
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Theorem 3.1 generalizes the comparison theorems for the Laplacian [24] and for
the weighted p-Laplacian [38] since our operator Q is much more general. The dif-
ferential inequalities hold in the classical sense at points where d(x, ∂M) is smooth,
in the distributional sense if Q is of divergence form and in the viscosity sense for
general Q.
Proof of Theorem 3.1. By approximation, it suffices to consider the case ϕ′ > 0 on
[0, R]. By definition of viscosity solutions (see Definition 2.3), it suffices to prove
that for any smooth function ψ touching v from below at x0 ∈M , i.e.,
ψ(x) ≤ v(x) on M with ψ(x0) = v(x0),
it holds that
Q∗[ψ](x0) ≤
[
α(ϕ′)ϕ′′ − (N − 1)Tκ,Λβ(ϕ′)ϕ′
]∣∣
d(x0,∂M)
,
where Q∗ is the upper-semicontinuous envelope of Q (see Definition 2.2).
Since the function d(x, ∂M) may not be smooth at x0, so we need to replace it
by a smooth function d¯(x) defined in a neighborhood U(x0) of x0 satisfying d¯(x) ≥
d(x, ∂M) for x ∈ U(x0) and d¯(x0) = d(x0, ∂M). The construction is standard (see
e.g. [42, pp. 73-74] or [6, pp. 1187]), which we state below for reader’s convenience.
Since M is compact, there exists y0 ∈ ∂M such that d(x0, y0) = d(x0, ∂M) := s0.
Let γ : [0, s0] → M be the unit speed length-minimizing geodesic with γ(0) = x0
and γ(s0) = y0. For any vector X ∈ exp−1x0 U(x0), let X(s)(s ∈ [0, s0]) be the vector
field obtained by parallel translating X along γ, and we decompose it as
X(s) = aX⊥(s) + bγ′(s),
where a and b are constants along γ with a2 + b2 = |X(s)|2, and X⊥(s) is a unit
parallel vector field along γ orthogonal to γ′(s). Define
W (s) = a η(s)X⊥(s) + b
(
1− s
s0
)
γ′(s),
where η : [0, s0] → R+ is a C2 function to be chosen later. Next we define the
n-parameter family of curves γX : [0, s0]→M such that
(1) γ0 = γ;
(2) γX(0) = expx0(W (0)) and γX(s0) ∈ ∂M ;
(3) Wl(s) is induced by the one-parameter family of curves l → γlX(s) for l ∈
[−l0, l0] and s ∈ [0, s0];
(4) γX depends smoothly on X.
Finally let d¯(x) be the length of the curve γX(x) where x = expx0(X) ∈ U(x0).
Then we have d¯(x) ≥ d(x, ∂M) on U(x0), d¯(x0) = d(x0, ∂M). Recall the first and
second variation formulas:
∇d¯(x0) = −γ′(0)
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and
∇2d¯(X,X) = −a2η(s0)2 II(X⊥(s0),X⊥(s0))+a2
∫ s0
0
(
(η′)2 − η2R(X⊥, γ′,X⊥, γ′)
)
ds
where II denotes the second fundamental form of ∂M at y0. Then for an orthonormal
frame {ei(s)}ni=1 along γ with en(s) = γ′(s) we have
(3.1) ∇d¯(x0) = −en(0),
(3.2) ∇2d¯(en(0), en(0)) = 0,
and for 1 ≤ i ≤ n− 1
(3.3) ∇2d¯(ei(0), ei(0)) = −η(s0)2 II(ei(s0), ei(s0))+
∫ s0
0
(η′)2−η2R(ei, en, ei, en) ds.
Since the function ψ(x) − ϕ (d(x, ∂M)) attains its maximum at x0 and ϕ′ > 0, it
follows that the function ψ(x) − ϕ(d¯(x)) attains a local maximum at x0. The first
and second derivative tests yield
∇ψ(x0) = −ϕ′en(0), ψnn(x0) ≤ ϕ′′,
and
ψii(x0) ≤ ϕ′∇2d¯ (ei(0), ei(0))
for 1 ≤ i ≤ n− 1, where we used (3.1) and (3.2). Here and below the derivatives of
ϕ are all evaluated at s0 = d(x0, ∂M). It then follows from (3.3) that
n−1∑
i=1
∇2d¯ (ei(0), ei(0)) = −η(s0)2H(y0) +
∫ s0
0
(n− 1)(η′)2 − η2Ric(en, en) ds,
and then we have
Q∗[ψ](x0) = Q[ψ](x0)
= α(ϕ′)ψnn + β(ϕ
′)
n−1∑
i=1
ψii + β(ϕ
′)ϕ′〈∇f(x0), en(0)〉
≤ α(ϕ′)ϕ′′ + β(ϕ′)ϕ′
(∫ s0
0
(n− 1)(η′)2 − η2Ric(en, en) ds
)
+β(ϕ′)ϕ′
(−η(s0)2H(y0) + 〈∇f(x0), en(0)〉)(3.4)
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where H denote the mean curvature of ∂M . We estimate using RicNf ≥ (N − 1)κ
that
∫ s0
0
(
(n− 1)(η′)2 − η2Ric(en, en)
)
ds
≤ (N − 1)
∫ s0
0
(η′)2 ds− (N − n)
∫ s0
0
(η′)2 ds− (N − 1)κ
∫ s0
0
η2ds
+
∫ s0
0
η2∇2f(γ′, γ′)ds− 1
N − n
∫ s0
0
η2∇f ⊗∇f(γ′, γ′)ds
= (N − 1)
∫ s0
0
(η′)2 ds− (N − n)
∫ s0
0
(η′)2 ds− (N − 1)κ
∫ s0
0
η2ds
+ η2(f ◦ γ)′∣∣s0
0
− 2
∫ s0
0
η η′(f ◦ γ)′ds− 1
N − n
∫ s0
0
η2((f ◦ γ)′)2ds
= (N − 1)
∫ s0
0
(η′)2 ds− (N − 1)κ
∫ s0
0
η2ds + η2(f ◦ γ)′∣∣s0
0
−
∫ s0
0
η2
N − n
(
(N − n)η
′
η
+ (f ◦ γ)′
)2
ds
≤ (N − 1)
∫ s0
0
(η′)2 ds− (N − 1)κ
∫ s0
0
η2ds + η2(f ◦ γ)′∣∣s0
0
Using Hf ≥ (N −1)Λ and choosing η(s) = Cκ,Λ(s0−s)/Cκ,Λ(s0) with Cκ,Λ defined
in (1.3), we calculate that
−η(s0)2H(y0) + 〈∇f(x0), en(0)〉+
∫ s0
0
(n− 1)(η′)2 − η2Ric(en, en) ds
≤ − 1
C2κ,Λ(s0)
H(y0) + (N − 1)
∫ s0
0
(η′)2 ds− (N − 1)κ
∫ s0
0
η2ds+
1
C2κ,Λ(s0)
(f ◦ γ)′(s0)
= − 1
C2κ,Λ(s0)
Hf (y0)− (N − 1)κ
∫ s0
0
η2ds
+(N − 1)
(
η(s0)η
′(s0)− η(0)η′(0) −
∫ s0
0
η(s)η′′(s)ds
)
≤ − N − 1
C2κ,Λ(s0)
Λ + (N − 1)η′(s0)η(s0)− (N − 1)η(0)η′(0)
= −(N − 1)Tκ,Λ,
where we used C ′κ,Λ(0) = −Λ. Thus,
Q∗[ψ](x0) ≤
[
α(ϕ′)ϕ′′ − (N − 1)Tκ,Λβ(ϕ′)ϕ′
]
d(x0,∂M)
.
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For the N =∞ case, we choose η(s) = 1 in (3.4) and compute that
Q∗[ψ](x0) ≤ α(ϕ′)ϕ′′ + β(ϕ′)ϕ′
(∫ s0
0
−Ric(en, en) ds −H(y0) + 〈∇f(x0), en(0)〉
)
≤ α(ϕ′)ϕ′′ +
∫ s0
0
(f ◦ γ)′′(s)ds −Hf (y0)− (f ◦ γ)′(s0) + (f ◦ γ)′(0)
≤ α(ϕ′)ϕ′′
where we have used Ric+∇2f ≥ 0 in the second inequality and Hf ≥ 0 in the last
inequality. The proof is complete. 
4. Comparison theorems for the second derivatives of d(x, y)
In this section, we prove a comparison theorem for the second derivatives of d(x, y),
which generalize [4, Theorem 3] on Riemannian manifolds to smooth metric measure
spaces.
Let (x0, y0) ∈ M ×M \ {(x, x) : x ∈ M} and d(x0, y0) = s0. Let γ0 : [0, s0] → M
be a unit minimizing geodesic joining x0 and y0 with γ0(0) = x0 and γ0(s0) = y0.
We choose Fermi coordinates {ei(s)} along γ0 with en(s) = γ′0(s). Note that the
distance function d(x, y) may not be smooth at (x0, y0), so one cannot apply the
maximum principle for semicontinuous functions on manifolds directly. To overcome
this, we proceed as in [31, pages 561-562] and replace d(x, y) by a smooth function
ρ(x, y), which is defined as follows:
Definition 4.1 (Modified distance function). Let U(x0, y0) ⊂ M ×M \ {(x, x) :
x ∈ M} be a neighborhood of (x0, y0). Define variation fields Vi(s) along γ0(s) by
Vi(s) = η(s)ei(s) for 1 ≤ i ≤ n − 1, and Vn(s) = en(s), where η(s) is a smooth
function to be chosen later. We then define a smooth function ρ(x, y) in U(x0, y0)
to be the length of the curve
expγ0(s)
n∑
i=1
(
(1− s
s0
)bi(x) +
s
s0
ci(y)
)
Vi(s)
for s ∈ [0, s0], where bi(x) and ci(y) are so defined that
x = expx0
(
n∑
i=1
bi(x)ei(0)
)
and y = expy0
(
n∑
i=1
ci(y)ei(s0)
)
.
For ρ(x, y) defined above, it is well known from the standard variation formulas of
arc-length that
Lemma 4.1 (Variation formulas). The first variation formula gives
(4.1) ∇ρ(x0, y0) =
(− en(0), en(s0)).
The second variation formula gives
(4.2) ∇2ρ
((
en(0),±en(s0)
)
,
(
en(0),±en(s0)
))
= 0,
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and for 1 ≤ i ≤ n− 1
(4.3) ∇2ρ
((
ei(0), ei(s0)
)
,
(
ei(0), ei(s0)
))
=
∫ s0
0
(η′)2 − η2R(ei, en, ei, en) ds
at (x0, y0).
Theorem 4.2. Let (Mn, g, e−fdµg) be a compact smooth metric measure space with
diameter D. Let ϕ : [0, D2 ] → R be a smooth nondecreasing function with ϕ′ ≥ 0,
and define v(x, y) := 2ϕ
(
d(x,y)
2
)
.
(i) Suppose RicNf ≥ (N−1)κ for N ∈ [n,∞). Then on the set (M×M)\{(x, x) :
x ∈M}, the function v(x, y) is a viscosity supersolution of
L[∇2v,∇v] = 2
(
α(ϕ′)ϕ′′ − (N − 1)Tκ,0β(ϕ′)ϕ′
)∣∣
s=
d(x,y)
2
.
(ii) Suppose Ricf ≥ κ for κ ∈ R. Then on the set (M ×M) \ {(x, x) : x ∈ M},
the function v(x, y) is a viscosity supersolution of
L[∇2v,∇v] = 2
(
α(ϕ′)ϕ′′ − κsβ(ϕ′)ϕ′
)∣∣∣
s=
d(x,y)
2
.
Here the operator L is defined by
L[B,w] = inf
{
tr(AB)− β(|w|)〈∇(f(x) + f(y)), w〉 : A ∈ Sym2(T ∗(x,y)M ×M),
A ≥ 0, A|T ∗xM = a(w|TxM ), A|T ∗yM = a(w|TyM )
}
for any B ∈ Sym2(T(x,y)M ×M) and w ∈ T ∗(x,y)M ×M . Where a(w) is defined by
a(w)(ξ, ξ) = α(|w|)(w · ξ)
2
|w|2 + β(|w|)(|ξ|
2 − (w · ξ)
2
|w|2 ).
Proof. The caseN = n has been proved in [4]. The proof here is a slight modification
of the proof of Theorem 3 in [4] and we include it for the reader’s convenience.
By approximation it sufces to consider the case where ϕ′ is strictly positive. For
any x0, y0 ∈ M with x0 6= y0, it suffices to show that any smooth function ψ(x, y)
satisfies
ψ(x, y) ≤ v(x, y)
in a neighborhood U(x0, y0) of (x0, y0) with equality at (x0, y0), it holds
(4.4) L[∇2ψ,∇ψ](x0, y0) ≤ 2
(
α(ϕ′)ϕ′′ − (N − 1)Tκ,0β(ϕ′)ϕ′
)∣∣∣
s=
s0
2
for n ≤ N <∞, and
(4.5) L[∇2ψ,∇ψ](x0, y0) ≤ 2
(
α(ϕ′)ϕ′′ − κsβ(ϕ′)ϕ′
)∣∣∣
s=
s0
2
for N =∞. Where s0 = d(x0, y0).
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From the definition of ρ(x, y), we see clearly that d(x, y) ≤ ρ(x, y) and d(x0, y0) =
ρ(x0, y0). Since ϕ
′ > 0, we have that
(4.6) ψ(x, y) ≤ v(x, y) ≤ 2ϕ(ρ(x, y)
2
)
in U(x0, y0) with equality at (x0, y0). Then the first derivative of ψ at (x0, y0) yields
∇xψ = −ϕ′en(0) and ∇yψ = ϕ′en(s0),
where we used the first variation formula (4.1). Here and below the derivatives of
ϕ are all evaluated at s02 . From the definition of a we deduce
a(∇ψ|Tx0M ) = α(ϕ′)en(0)⊗ en(0) + β(ϕ′)
n−1∑
i=1
ei(0) ⊗ ei(0)
and
a(∇ψ|Ty0M ) = α(ϕ′)en(s0)⊗ en(s0) + β(ϕ′)
n−1∑
i=1
ei(s0)⊗ ei(s0).
To prove inequality (4.4) and (4.5), we choose A as follows
A = α(ϕ′)
(
en(0),−en(s0)
)⊗(en(0),−en(s0))+β(ϕ′) n−1∑
i=1
(
ei(0), ei(s0)
)⊗(ei(0), ei(s0))
which is clearly nonnegative, and agrees with a on Tx0M and Ty0M as required.
This choice gives
tr(A∇2ψ) = α(ϕ′)∇2ψ((en(0),−en(s0)), (en(0),−en(s0)))
+
n−1∑
i=1
β(ϕ′)∇2ψ((ei(0), ei(s0)), (ei(0), ei(s0))).(4.7)
Now we estimate the terms involving second derivatives of ψ. Recall from (4.6) that
ψ(x, y)−2ϕ(ρ(x,y)2 ) attains a local maximum at (x0, y0), then the second derivatives
at (x0, y0) yields
∇2ψ((en(0),−en(s0)), (en(0),−en(s0)))
≤ 2∇2ϕ(ρ(x, y)
2
)
(
(en(0),−en(s0)), (en(0),−en(s0))
)
=
d
dt
∣∣∣
t=0
2ϕ(
s0
2
− t)
= 2ϕ′′(
s0
2
)(4.8)
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and for 1 ≤ i ≤ n− 1
∇2ψ((ei(0), ei(s0)), (ei(0), ei(s0)))
≤ 2∇2ϕ(ρ(x, y)
2
)
(
(ei(0), ei(s0)), (ei(0), ei(s0))
)
= ϕ′(
s0
2
)∇2ρ((ei(0), ei(s0)), ((ei(0), ei(s0)))
= ϕ′(
s0
2
)
∫ s0
0
(η′)2 − η2R(ei, en, ei, en) ds(4.9)
where we used the variation formulas (4.1), (4.2) and (4.3). Substituting (4.8) and
(4.9) to (4.7), we obtain
tr(A∇2ψ) ≤ 2α(ϕ′)ϕ′′ + β(ϕ′)ϕ′
∫ s0
0
(n− 1)(η′)2 − η2Ric(en, en) ds.
Therefore, using the definition of L we have
L[∇2ψ,∇ψ](x0, y0)
≤ tr(A∇2ψ)− β(ϕ′)〈∇(f(x0) + f(y0)),∇ψ〉
≤ 2α(ϕ′)ϕ′′ + β(ϕ′)ϕ′
∫ s0
0
(n− 1)(η′)2 − η2Ric(en, en) ds
−β(ϕ′)〈∇f(x0),∇xψ〉 − β(ϕ′)〈∇f(y0),∇yψ〉.(4.10)
Now we prove inequality (4.4) and (4.5).
Case 1. n < N <∞. Choose
η(s) =
Cκ,0(s− s02 )
Cκ,0(
s0
2 )
in definition of ρ(x, y), and we estimate using RicNf ≥ (N − 1)κ that∫ s0
0
(n− 1)(η′)2 − η2Ric(en, en) ds
≤ (N − 1)
∫ s0
0
(η′)2 ds− (N − n)
∫ s0
0
(η′)2 ds− (N − 1)κ
∫ s0
0
η2 ds
+
∫ s0
0
η2∇2f(en, en) ds − 1
N − n
∫ s0
0
η2∇f ⊗∇f(en, en) ds
= (N − 1)
∫ s0
0
(η′)2 ds− (N − n)
∫ s0
0
(η′)2 ds− (N − 1)κ
∫ s0
0
η2 ds
+ η2(f ◦ γ0)′
∣∣s0
0
− 2
∫ s0
0
η η′(f ◦ γ0)′ds− 1
N − n
∫ s0
0
η2((f ◦ γ0)′)2ds
≤ (N − 1)
∫ s0
0
(η′)2 ds− (N − 1)κ
∫ s0
0
η2 ds
+〈∇f(y0), en(s0)〉 − 〈∇f(x0), en(0)〉,(4.11)
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where we used (N − n)(η′)2 + 2ηη′(f ◦ γ0)′ + 1N−nη2((f ◦ γ0)′)2 ≥ 0 in the last
inequality. Since∫ s0
0
(η′)2 − κη2 ds = ηη′|s00 −
∫ s0
0
η′′η + κη2 ds = −2Tκ,0(s0
2
),
then we deduce from (4.11) that∫ s0
0
(n− 1)(η′)2 − η2Ric(en, en) ds
≤ −2(N − 1)Tκ,0(s0
2
) + 〈∇f(y0), en(s0)〉 − 〈∇f(x0), en(0)〉(4.12)
Combining (4.10) and (4.12) together, we obtain
L[∇2ψ,∇ψ](x0, y0) ≤ 2α(ϕ′)ϕ′′ − 2(N − 1)Tκ,0β(ϕ′)ϕ′
where we used ∇xψ = −ϕ′(s02 )en(0) and ∇yψ = ϕ′(s02 )en(s0) at (x0, y0). Thus we
proved (4.4).
Case 2. N =∞. Choose η = 1, and then we estimate using Ric+∇2f ≥ κ that∫ s0
0
(n− 1)(η′)2 − η2Ric(en, en) ds
=
∫ s0
0
−Ric(en, en) ds
≤
∫ s0
0
−κ+ (f ◦ γ0(s))′′ ds
= −κs0 + 〈∇f(y0), en(s0)〉 − 〈∇f(x0), en(0)〉.(4.13)
Substituting inequality (4.13) to (4.10) we get at (x0, y0)
L[∇2ψ,∇ψ] ≤ tr(A∇2ψ) − β(ϕ′)〈∇(f(x) + f(y)),∇ψ〉
≤ 2α(ϕ′)ϕ′′ − κs0β(ϕ′)ϕ′
= 2
(
α(ϕ′)ϕ′′ − κsβ(ϕ′)ϕ′
)∣∣∣
s=
s0
2
,
which proves (4.5). 
5. Modulus of Continuity Estimates for Neumann Boundary
Condition
The goal of this section is to extend the results in [4] from Riemannian manifolds
to smooth metric measure spaces, as well as from smooth solutions to viscosity
solutions.
Theorem 5.1. Let (Mn, g, e−fdµg) be a compact smooth metric measure space with
diameter D (possibly with smooth strictly convex boundary). Let u :M × [0, T )→ R
be a viscosity solution of ut = Q[u] (with Neumann boundary conditions if ∂M 6= ∅),
where Q[u] is defined in (1.1). Assume RicNf ≥ (N −1)κ for N ∈ [n,∞) and κ ∈ R,
or Ricf ≥ κ for κ ∈ R. Let ϕ : [0,D/2] ×R+ → R+ be a smooth function satisfying
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(1) ϕ(s, 0) = ϕ0(s) for each s ∈ [0,D/2];
(2) ϕt ≥ α(ϕ′)ϕ′′ − (N − 1)Tκ,0β(ϕ′)ϕ′ if N ∈ [n,∞), or
ϕt ≥ α(ϕ′)ϕ′′ − κsβ(ϕ′)ϕ′ if N =∞;
(3) ϕ′ ≥ 0 on [0,D/2] × R+;
(4) ϕ0 is a modulus of continuity of u(x, 0).
Then ϕ(s, t) is a modulus of continuity for u(x, t) for each t ∈ [0, T ), i.e.,
u(y, t)− u(x, t)− 2ϕ
(
d(x, y)
2
, t
)
≤ 0
for all x, y ∈M and t ∈ [0, T ).
Proof of Theorem 5.1. On the product manifold M ×M × [0, T ), define an evolving
quantity Zε(x, y, t) by
Zε(x, y, t) = u(y, t)− u(x, t)− 2ϕ
(
d(x, y)
2
, t
)
− ε
T − t ,
for any small positive ε. Note that we have Zε(x, y, 0) < 0 since we assumed that
ϕ0 is a modulus of continuity for u at t = 0. Also observe that Zε(x, x, t) < 0 for all
x ∈M and t ∈ [0, T ). Thus, if Zε ever becomes positive, there exists a time t0 > 0
and points x0 6= y0 in M such that Zε attains its maximum at (x0, y0, t0). Notice
that the Neumann condition, convexity of the boundary ∂M , and the positivity of
ϕ′ guarantees that both x0 and y0 are in M if (M
n, g) has non-empty boundary.
Since the distance function d(x, y) may not be smooth, we replace d(x, y) by the
smooth function ρ(x, y) defined in Definition 4.1, and the function
u(y, t)− u(x, t)− 2ϕ
(
ρ(x, y)
2
, t
)
− ε
T − t
has a local maximum at (x0, y0, t0) by the monotonically increasing of ϕ. Now we can
apply the parabolic version maximum principle (Theorem 2.4) for semicontinuous
functions on manifolds to conclude that: for each λ > 0, there exist symmetric
tensors X,Y such that
(b1,∇yψ(x0, y0, t0),X) ∈ P2,+u(y0, t0),(5.1)
(−b2,−∇xψ(x0, y0, t0), Y ) ∈ P2,−u(x0, t0),(5.2)
b1 + b2 = ψt(x0, y0, t0) = 2ϕt(
s0
2
, t0) +
ε
(T − t0)2 ,(5.3)
and (
X 0
0 −Y
)
≤ S + λS2,(5.4)
where ψ(x, y, t) = 2ϕ(ρ(x,y)2 , t) +
ε
T−t , S = ∇2ψ(x0, y0, t0), and s0 = d(x0, y0).
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Using the first derivative formula (4.1) of ρ, we have
(5.5)
∇xψ(x0, y0, t0) = −ϕ′(s0
2
, t0)en(0) and ∇yψ(x0, y0, t0) = ϕ′(s0
2
, t0)en(s0).
Since u is both a subsolution and a supersolution of (1.1), then (5.1) yields
(5.6) b1 ≤ tr(A(ϕ′)X) − β(ϕ′)ϕ′〈∇f(y0), en(s0)〉
and
(5.7) − b2 ≥ tr(A(ϕ′)Y )− β(ϕ′)ϕ′〈∇f(x0), en(0)〉
where A is a diagonal matrix defined by
A =


β(ϕ′) · · · 0 0
...
...
...
...
0 · · · β(ϕ′) 0
0 · · · 0 α(ϕ′)


and we have used equality (5.5) and ϕ′ > 0.
Set
C =


β(ϕ′) · · · 0 0
...
...
...
...
0 · · · β(ϕ′) 0
0 · · · 0 −α(ϕ′)

 ,
and then
(
A C
C A
)
≥ 0. Substituting inequality (5.6) and (5.7) to (5.3), we have
2ϕt(
s0
2
, t0) +
ε
(T − t0)2(5.8)
= b1 + b2
≤ tr
[(
A C
C A
)(
X 0
0 −Y
)]
−β(ϕ′)ϕ′〈∇f(y0), en(s0)〉+ β(ϕ′)ϕ′〈∇f(x0), en(0)〉
≤ tr
[(
A C
C A
)
S
]
+ λ tr
[(
A C
C A
)
S2
]
−β(ϕ′)ϕ′(〈∇f(y0), en(s0)〉 − 〈∇f(x0), en(0)〉),
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where we used inequality (5.4). Direct calculation shows
tr
[(
A C
C A
)
S
]
= α(ϕ′)∇2ψ((en(0),−en(s0)), (en(0),−en(s0)))
+
n−1∑
i=1
β(ϕ′)∇2ψ((ei(0), ei(s0)), (ei(0), ei(s0)))
= 2α(ϕ′)ϕ′′ + β(ϕ′)ϕ′
n−1∑
i=1
∇2ρ((ei(0), ei(s0)), (ei(0), ei(s0)))
= 2α(ϕ′)ϕ′′ + β(ϕ′)ϕ′
∫ s0
0
(n− 1)(η′)2 − η2Ric(γ′0, γ′0) ds(5.9)
where we used the variation formulas (4.1), (4.2) and (4.3) for ρ(x, y).
If RicNf ≥ (N − 1)κ, we choose η =
Cκ,0(s−
s0
2
)
Cκ,0(
s0
2
)
in (5.9), and using (4.12) we obtain
tr
[(
A C
C A
)
S
]
≤ 2α(ϕ′)ϕ′′ − 2(N − 1)Tκ,0(s0
2
)β(ϕ′)ϕ′
+β(ϕ′)ϕ′(〈∇f(y0), en(s0)〉 − 〈∇f(x0), en(0)〉),
and then (5.8) yields
2ϕt(
s0
2
, t0) +
ε
(T − t0)2
≤ 2
(
α(ϕ′)ϕ′′ − (N − 1)Tκ,0ϕ′β(ϕ′)
)∣∣∣
s=
s0
2
,t=t0
+ λ tr
[(
A C
C A
)
S2
]
.(5.10)
If Ricf ≥ κ, we choose η = 1, and substituting (4.13) to equality (5.9) we obtain
tr
[(
A C
C A
)
S
]
≤ 2α(ϕ′)ϕ′′ − κs0β(ϕ′)ϕ′
+β(ϕ′)ϕ′(〈∇f(y0), en(s0)〉 − 〈∇f(x0), en(0)〉),
and then (5.8) yields
2ϕt(
s0
2
, t0) +
ε
(T − t0)2
≤ 2
(
α(ϕ′)ϕ′′ − κsβ(ϕ′)ϕ′
)∣∣∣
s=
s0
2
,t=t0
+ λ tr
[(
A C
C A
)
S2
]
.(5.11)
Since λ is arbitrary, we get the contradictions with the assumption 2 by letting
λ→ 0 in (5.10) and (5.11).
Therefore we conclude that Zε(x, y, t) ≤ 0 for t ∈ [0, T ). Letting ε→ 0+, we finish
the proof of Theorem 5.1. 
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As an application of Theorem 5.1, we obtain optimal lower bound on the smallest
positive eigenvalue of the weighted p-Laplacian with 1 < p ≤ 2 on a smooth metric
measure space.
Theorem 5.2. Fix 1 < p ≤ 2. Let (Mn, g, e−fdµg) be a compact smooth metric
measure space with diameter D (possibly with smooth strictly convex boundary). Let
λ1,p be the first nonzero closed or Neuman eigenvalue of the weighted p-Laplacian.
(1) If RicNf ≥ (N − 1)κ for N ∈ [n,∞) and κ ∈ R, then we have
λ1,p ≥ λ¯1,p
where λ¯1,p is the first nonzero Neuman eigenvalue of the one-dimensional
problem
(p − 1)|ϕ′|p−1ϕ′′ − (N − 1)Tκ,0|ϕ′|p−2ϕ′ = −λ|ϕ|p−2ϕ
on the interval [−D/2,D/2].
(2) If N =∞ and Ricf ≥ κ for κ ∈ R, then we have
λ1,p ≥ µ¯1,p
where µ¯1,p is the first nonzero Neuman eigenvalue of the one-dimensional
problem
(p − 1)|ϕ′|p−1ϕ′′ − κt|ϕ′|p−2ϕ′ = −λ|ϕ|p−2ϕ
on the interval [0,D].
Proof. The proof is a slight modification of [1, Section 8] or [32, Section 2], so we
omit the details here. 
Remark 5.3. We emphasis that Theorem 5.2 holds for 2 < p < ∞ as well, as
shown by Koerber [26] for the κ = 0 case and by the second author [40] for general
κ ∈ R. We also emphasis that special cases of Theorem 5.2 have been proved in
[4][5][12][13][27][32][33][34][41][43].
6. Modulus of Continuity Estimates for Dirichlet Boundary
Condition
To derive sharp estimates on the modulus of continuity of solutions to (1.2) with
Dirichlet boundary condition, we fix one of two variables in the modulus of continuity
estimate in Theorem 1.1 to be inside the boundary and derive the following decay
estimate.
Theorem 6.1. Let (Mn, g, e−fdµg) and u be the same as in Theorem 1.1. Suppose
that M satisfies RicNf ≥ (N − 1)κ for N ∈ [0,∞) and κ ∈ R, and ∂M satisfies
Hf ≥ (N − 1)Λ for Λ ∈ R, or suppose that Ricf ≥ 0 and Hf ≥ 0 if N = ∞ (in
this case we use the convention Tκ,Λ = 0). Let ϕ : [0, R] × R+ → R+ be a smooth
function satisfying
(1) ϕt ≥ α(ϕ′)ϕ′′ − (N − 1)Tκ,Λβ(ϕ′)ϕ′;
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(2) ϕ′ ≥ 0 on [0, R] × R+, and ϕ(0, t) = 0 for t ≥ 0.
Define
Z(x, t) := u(x, t)− ϕ (d(x, ∂M), t) .
If Z(x, 0) ≤ 0 on M , then Z(x, t) ≤ 0 on M × [0, T ).
Proof of Theorem 6.1. By the same techniques as in the proof of Theorem 3.1 and
Theorem 5.1, it’s easy to see that under the assumptions of Theorem 6.1, the function
ϕ (d(x, ∂M), t) is a viscosity supersolution of (1.2). The desired estimate follows
from the comparison principle for viscosity solutions since it holds true initially and
on the boundary. 
We present the proof of Theorem 1.1 now. The proof uses the comparison theorems
for d(x, ∂M) and d(x, y) proved in Sections 3 and 4.
Proof of Theorem 1.1. For small ε > 0, consider the function Z defined onM×M×
[0, T ) by
Z(x, y, t) = u(y, t) − u(x, t) − 2ϕ
(
d(x, y)
2
, t
)
− ε(1 + t).
Since ϕ0 is a modulus of continuity of u(x, 0), we have Z(x, y, 0) ≤ −ε. If Z ever
becomes positive, there must be a first time t0 > 0 and points x0, y0 ∈M such that
Z(x0, y0, t0) = 0 and Z(x, y, t) ≤ 0 for all x, y ∈ M and t ≤ t0. Clearly x0 6= y0 as
Z(x, x, t) ≤ −ε for each x ∈ M and t ∈ [0, T ). The Dirichlet boundary condition
also rules out the possibility that both x0 and y0 lie on ∂M . So we have three
possibilities.
Case 1: Both x0 and y0 lie in the interior of M . In this case, the same argument
as in the proof of [4, Theorem 1] with the comparison theorem there replaced by
Theorem 4.2, leads to a contradiction. Hence this case cannot occur.
Case 2: x0 ∈ ∂M and y0 lies in the interior of M . In this case, we have
u(y0, t0)− 2ϕ(d(x0, y0)
2
, t0)− ε(1 + t0) = 0.
Using ϕ′ ≥ 0 and ϕ′′ ≤ 0, we estimate that
u(y0, t0)− ϕ(d(y0, ∂M), t0)
≥ u(y0, t0)− 2ϕ(d(y0, ∂M)
2
, t0)
≥ u(y0, t0)− 2ϕ(d(y0, x0)
2
, t0)
= ε(1 + t0).(6.1)
Since u(y, 0) − ϕ (d(y, ∂M), 0) ≤ 0, then by Theorem 6.1, we have
u(y, t)− ϕ (d(y, ∂M), t) ≤ 0
which contradicts with inequality (6.1) at y = y0 and t = t0. Therefore Case 2
cannot occur.
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Case 3: y0 ∈ ∂M and x0 lies in the interior of M . Similar argument as in Case 2
rules out this possibility. 
7. Two proofs of Theorem 1.2
We provide two proofs for Theorem 1.2 in this section.
7.1. First proof via decay estimates for parabolic equations. Similarly as
in [4], estimates on the modulus of continuity in Theorem 1.1 lead to lower bound
for the first Dirichlet eigenvalue. However, it does not give optimal lower bound
for the first Dirichlet eigenvalue. Below we elaborate the difference between the
first Dirichlet and the first closed or Neumnann eigenvalue for the Laplacian below.
Recall that the idea of Andrew and Clutterbuck [4] to detect the first nonzero
eigenvalue (with either ∂M = ∅ or Neumann boundary condition) of the Laplacian
via the modulus of continuity estimates is by knowing how quickly the solutions to
the heat equation decay. This is because we may solve{
ut = ∆u,
u(x, 0) = u0(x),
by expanding u0 =
∑∞
i=0 aiϕi, where ϕi are eigenfunctions of the Laplacian (with
Neumann boundary condition if ∂M 6= ∅). Then the solution to the heat equation is
given by u(x, t) =
∑∞
i=0 e
−λitaiϕi. This does not converges to zero as λ0 = 0, but the
key idea is that |u(x, t)−u(y, t)| does converges to zero and in fact |u(x, t)−u(y, t)| ≈
e−λ1t as t→∞. Thus the main ingredient in [4] is to establish the estimate
|u(x, t) − u(y, t)| ≈ Ce−λ¯1t
for any solution to the heat equation, which is an easy consequence of the modulus
of continuity estimates. Then taking u(x, t) = e−λ1tϕ1(x) leads to
|ϕ1(x)− ϕ1(y)| ≤ Ce(λ1−λ¯1)t,
which implies λ ≥ λ¯1. If the Dirichlet boundary condition is posed, however, the
solution u(x, t) to the heat equation does converge to zero, as there is no constant
term in the expansion of the initial data in terms of eigenfunctions. Thus to detect
the first eigenvalue, it suffices to prove that any solution to the heat equation decays
like |u(x, t)| ≤ Ce−λ¯1t. For this reason, sharp lower bound for the first Dirichlet are
given in terms of the inradius R, rather than the diameter D, together with other
curvature data.
When Q[u] is homogeneous of degree γ > 0, we get sharp decay estimates by
comparing with self-similar solutions.
Proposition 7.1. Let M and u be the same as in Theorem 1.1. Assume Q[u] is
homogeneous of degree γ > 0. Then we have the decay estimate
u(x, t) ≤ Ce−tλ
1
γ−1
1
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where C depends on u(·, 0), and λ1 is the first eigenvalue of the one-dimensional
problem (1.7).
Proof of Proposition 7.1. Let ϕ be the eigenfunction associated to the eigenvalue λ1.
Since ϕ has positive derivative at s = 0 and is positive for all s ∈ (0, R], there exists
C > 0 depending only on u(·, 0) such that u(x, 0) ≤ Cϕ(d(x, ∂M)) for all x ∈ M .
It’s easy to verify the function ψ(s, t) = Ce−tλ
1
γ−1
1 ϕ(s) satisfies all the requirements
in Theorem 6.1, and we derive that
u(x, t) ≤ Ce−tλ
1
γ−1
1 ϕ(d(x, ∂M)) ≤ C supϕe−tλ
1
γ−1
1 .

We can now give the first proof of Theorem 1.2.
First proof of Theorem 1.2. Let λ¯(Q) be the first Dirichlet eigenvalue of Q[u] with
eigenfunction v(x), then u(x, t) = e−tλ¯(Q)
1
γ−1
v(x) satisfies (1.2) on M × [0,∞) with
Dirichlet boundary condition. By Proposition 7.1, we have on M × [0,∞),
e−tλ¯(Q)
1
γ−1
v(x) ≤ Ce−tλ
1
γ−1
1 .
Letting t→∞ implies λ¯(Q) ≥ λ1. 
7.2. Second proof via comparison theorems for d(x, ∂M). Our second proof
used the new definition for the first Dirichlet eigenvalue given in (1.6) together with
the comparison theorem for second derivatives of d(x, ∂M).
Second proof of Theorem 1.2. We only deal with the case N ∈ [n,∞) here as the
N = ∞ case is completely similar. Let λ1 be the first eigenvalue of the one-
dimensional problem (1.7) with ϕ be the corresponding eigenfunction. We must have
ϕ′ > 0 on [0, R) since ϕ is the first eigenfunction. Then by Theorem 3.1, the function
v(x) = ϕ (d(x, ∂M)) is a positive viscosity supersolution of Q[u] = −λ|u|γ−1u. It
follows from the definition of λ¯(Q) in (1.6) that we have λ¯(Q) ≥ λ1. 
8. Gradient Estimates for Parabolic Equations
In this section, we derive height-dependent gradient bounds for viscosity solutions
of parabolic equations. Both the equations and the curvature conditions will be a
bit more restrictive than in previous sections, but they are consistent with previous
results in this direction obtained in [1, Theorem 6] for smooth solutions and [31,
Theorem 4.1] for viscosity solutions. We consider parabolic equations of the form
∂u
∂t
=
[
α(|∇u|, u, t)∇iu∇ju|∇u|2 + β(t)
(
δij − ∇iu∇ju|∇u|2
)]
∇i∇ju(8.1)
−β(t)〈∇f,∇u〉+ q(|∇u|, u, t),
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where α and β are nonnegative functions. It’s easy to see that the (8.1) covers the
heat equation and the parabolic normalized p-Laplacian equation ut = ∆
N
p u.
Theorem 8.1. Let (Mn, g, e−fdµg) be a compact smooth metric measure space with
diameter D (possibly with smooth strictly convex boundary) and Ricf ≥ κ for κ ≤ 0.
Suppose u :M× [0, T )→ R is a viscosity solution of (8.1) (with Neumann boundary
conditions if ∂M 6= ∅). Let ϕ : [0,D] × [0, T )→ R be a solution of
(8.2) ϕt = α(ϕ
′, ϕ, t)ϕ′′ − κsβ(t)ϕ′ + q(ϕ′, ϕ, t)
with ϕ′ > 0, such that the range of u(·, 0) is contained in [ϕ(0, 0), ϕ(D, 0)]. Let
Ψ(s, t) be given by inverting ϕ for each t, and assume that for all x and y in M ,
Ψ(u(y, 0), 0) −Ψ(u(x, 0), 0) − d(x, y) ≤ 0.
Then
Ψ(u(y, t), t) −Ψ(u(x, t), t) − d(x, y) ≤ 0.
for all x, y ∈M and t ∈ [0, T ).
By letting y approach x, we get
Corollary 8.2. Let (Mn, g, e−fdµg), u and ϕ be the same as in Theorem 8.1. Then
|∇u(x, t)| ≤ ϕ′ (Ψ(u(x, t), t))
for all (x, t) ∈M × [0, T ).
We begin with a lemma about the behavior of parabolic semijets when composed
with an increasing function.
Lemma 8.1. Let u be a continuous function. Let ϕ : R × [0, T ) → R be a C2,1
function with ϕ′ ≥ 0. Let Ψ : R× [0, T )→ R be such that
Ψ(ϕ(u(y, t), t), t) = u(y, t)
ϕ(Ψ(u(y, t), t), t) = u(y, t)
(i) Suppose (τ, p,X) ∈ P2,+Ψ(u(y0, t0), t0), then
(ϕt + ϕ
′τ, ϕ′p, ϕ′′p⊗ p+ ϕ′X) ∈ P2,+u(y0, t0),
where all derivatives of ϕ are evaluated at (Ψ(u(y0, t0)), t0).
(ii) Suppose (τ, p,X) ∈ P2,−Ψ(u(y0, t0), t0), then
(ϕt + ϕ
′τ, ϕ′p, ϕ′′p⊗ p+ ϕ′X) ∈ P2,−u(y0, t0),
where all derivatives of ϕ are evaluated at (Ψ(u(y0, t0)), t0).
(iii) The same holds if one replaces the parabolic semijets by the their closures.
Proof. See [31, Lemma 4.1]. 
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Proof of Theorem 8.1. The theorem is valid if we show that for any ǫ > 0,
(8.3) Zǫ(x, y, t) := Ψ(u(y, t), t) −Ψ(u(x, t), t) − d(x, y)− ǫ
T − t ≤ 0.
To prove inequality (8.3), it suffices to show Zǫ can not attain the maximum in
M ×M × (0, T ). Assume by contradiction that there exist t0 ∈ (0, T ), x0 and y0
in M at which the function Zǫ attains its maximum. Notice that the Neumann
condition, convexity of ∂M , and the positivity of ϕ′ guarantees that x0 and y0 are
in M if ∂M 6= ∅.
Take ρ(x, y) defined as in Definition 4.1 with η = 1 . Then the function
Ψ(u(y, t), t)−Ψ(u(x, t), t) − ρ(x, y)− ε
T − t
has a local maximum at (x0, y0, t0). If ǫ > 0, then we necessarily have x0 6= y0.
By the parabolic maximum principle Theorem 2.4 for semicontinuous functions on
manifolds, for any λ > 0, there exist X,Y satisfying
(b1,∇yρ(x0, y0),X) ∈ P2,+Ψ(u(y0, t0), t0),
(−b2,−∇xρ(x0, y0), Y ) ∈ P2,−Ψ(u(x0, t0), t0),
(8.4) b1 + b2 =
ǫ
(T − t0)2 ,
and
(8.5) − (λ−1 + ‖S‖) I ≤ (X 0
0 −Y
)
≤ S + λS2,
where S = ∇2ρ(x0, y0). By Lemma 8.1, we have
(b1ϕ
′(zy0 , t0) + ϕt(zy0 , t0), ϕ
′(zy0 , t0)en(s0), ϕ
′(zy0 , t0)X + ϕ
′′(zy0 , t0)en(s0)⊗ en(s0))
and
(−b2ϕ′(zx0 , t0)+ϕt(zx0 , t0),−ϕ′(zx0 , t0)en(0), ϕ′(zx0 , t0)Y +ϕ′′(zx0 , t0)en(0)⊗en(0))
are in P2,+u(y0, t0) and P2,−u(x0, t0) respectively. Where zx0 = Ψ(u(x0, t0), t0),
zy0 = Ψ(u(y0, t0), t0), and we used the first variation formula∇ρ(x0, y0) = (−en(0), en(s0)).
Since u is both a subsolution and a supersolution of (8.1), we have
b1ϕ
′(zy0 , t0) + ϕt(zy0 , t0)
≤ tr
(
ϕ′(zy0 , t0)A1X + ϕ
′′(zy0 , t0)A1en(s0)⊗ en(s0)
)
−β(t0)ϕ′(zy0 , t0)〈∇f(y0), en(s0)〉+ q(ϕ′(zy0 , t0), ϕ(zy0 , t0), t0),(8.6)
and
−b2ϕ′(zx0 , t0) + ϕt(zx0 , t0)
≥ tr
(
ϕ′(zx0 , t0)A2Y + ϕ
′′(zx0 , t0)A2en(0)⊗ en(0)
)
−β(t0)ϕ′(zx0 , t0)〈∇f(x0), en(0)〉 + q(ϕ′(zx0 , t0), ϕ(zx0 , t0), t0),(8.7)
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where
A1 =


β(t0) · · · 0 0
...
...
...
...
0 · · · β(t0) 0
0 · · · 0 α(|ϕ′(zy0 , t0)|, ϕ(zy0 , t0), t0)

 ,
and
A2 =


β(t0) · · · 0 0
...
...
...
...
0 · · · β(t0) 0
0 · · · 0 α(|ϕ′(zx0 , t0)|, ϕ(zx0 , t0), t0)

 .
Set
C =


β(t0) · · · 0 0
...
...
...
...
0 · · · β(t0) 0
0 · · · 0 0

 ,
and simple calculation shows
(
A1 C
C A2
)
≥ 0. Then we conclude from (8.4), (8.6)
and (8.7) that
ǫ
(T − t0)2 = b1 + b2
≤ tr(ϕ
′(zy0 , t0)A1X) + tr(A1en(s0)⊗ en(s0))ϕ′′(zy0 , t0)− ϕt(zy0 , t0)
ϕ′(zy0 , t0)
+
tr(−ϕ′(zx0 , t0)A2Y )− tr(A2en(0) ⊗ en(0))ϕ′′(zx0 , t0) + ϕt(zx0 , t0)
ϕ′(zx0 , t0)
+
q(ϕ′(zy0 , t0), ϕ(zy0 , t0), t0)
ϕ′(zy0 , t0)
− q(ϕ
′(zx0 , t0), ϕ(zx0 , t0), t0)
ϕ′(zx0 , t0)
−β(t0)
(
〈∇f(y0), en(s0)〉 − 〈∇f(x0), en(0)〉
)
= −β(t0)
(
〈∇f(y0), en(s0)〉 − 〈∇f(x0), en(0)〉
)
+ tr
[(
A1 C
C A2
)(
X 0
0 −Y
)]
+
ϕt(zx0 , t0)− α(ϕ′(zx0 , t0), ϕ(zx0 , t0), t0)ϕ′′(zx0 , t0)− q(ϕ′(zx0 , t0), ϕ(zx0 , t0), t0)
ϕ′(zx0 , t0)
−ϕt(zy0 , t0)− α(ϕ
′(zy0 , t0), ϕ(zy0 , t0), t0)ϕ
′′(zy0 , t0)− q(ϕ′(zy0 , t0), ϕ(zy0 , t0), t0)
ϕ′(zy0 , t0)
≤ −β(t0)
(
〈∇f(y0), en(s0)〉 − 〈∇f(x0), en(0)〉
)
+ β(t0)κ(zy0 − zx0)
+ tr
[(
A1 C
C A2
)
S
]
+ λ tr
[(
A1 C
C A2
)
S2
]
where we have used the inequality (8.5) and the equation (8.2) of ϕ.
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Direct calculation gives
tr
[(
A1 C
C A2
)
S
]
= β(t0)
n−1∑
i=1
∇2ρ
(
(ei(0), ei(s0)), (ei(0), ei(s0))
)
+α(ϕ′(zy0 , t0), ϕ(zy0 , t0), t0)∇2ρ
(
(0, en(s0)), (0, en(s0))
)
+α(ϕ′(zx0 , t0), ϕ(zx0 , t0), t0)∇2ρ
(
(en(0), 0), (en(0), 0)
)
Since
∇2ρ
(
(en(0), 0), (en(0), 0)
)
= 0, ∇2ρ
(
(0, en(s0)), (0, en(s0))
)
= 0
and
n−1∑
i=1
∇2ρ
(
(ei(0), ei(s0)), (ei(0), ei(s0))
)
=
∫ s0
0
(n− 1)(η′)2 − η2Ric(en, en) ds
≤ −κs0 +
(
〈∇f(y0), en(s0)〉 − 〈∇f(x0), en(0)〉
)
where we used (4.3) and (4.13). Therefore we conclude
ǫ
(T − t0)2 ≤ κβ(t0)(zy0 − zx0 − s0) + λ tr
[(
A1 C
C A2
)
S2
]
≤ λ tr
[(
A1 C
C A2
)
S2
]
,
where we have used κ ≤ 0 and
zy0 − zx0 − s0 > 0
by the assumption. Then we get the contradiction by letting λ → 0 . Therefore
(8.3) is true, hence completing the proof. 
9. Gradient Estimates for Elliptic Equations
We derive height-dependent gradient estimate for elliptic quasi-linear equations.
For elliptic equations, we can deal with the slightly more general quasi-linear oper-
ator
(9.1) Lf (u,∇u,∇2u) = 0,
where the operator Lf is defined by
Lf (u,∇u,∇2u) =
[
α(u, |∇u|)∇iu∇ju|∇u|2 + β(u, |∇u|)
(
δij − ∇iu∇ju|∇u|2
)]
∇i∇ju
−β(u, |∇u|)〈∇u,∇f〉+ b(u, |∇u|),
where α and β are nonnegative functions, β(s, t) > 0 for t > 0.
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Theorem 9.1. Let (Mn, g, f) be a closed Bakry-Emery manifold with Ric+∇2f ≥
κg for some κ ≤ 0. Let u be a viscosity solution of the equation (9.1). Let ϕ :
[a, b]→ [inf u, supu] be a C2 solution of
(i) α(ϕ,ϕ′)ϕ′′ − κ t β(ϕ,ϕ′) + b(ϕ,ϕ′) = 0 on [a, b];
(ii) ϕ(a) = inf u, ϕ(b) = supu, ϕ′ > 0 on [a, b].
Let Ψ be the inverse of ϕ. Then we have
Ψ(u(y)) −Ψ(u(x)) − d(x, y) ≤ 0,
for all x, y ∈M .
As an immediate corollary, by letting y approach x, we get the following gradient
estimate:
Corollary 9.2. Under the assumptions of Theorem 9.1, we have
|∇u(x)| ≤ ϕ′(Ψ(u(x)))
for all x ∈M .
9.1. The case κ ≤ 0.
Proof of Theorem 9.1. We argue by contradiction and suppose that
m := max
M×M
{Ψ(u(y)) −Ψ(u(x)) − d(x, y)} > 0.
The positive maximum must be attained at some point (x0, y0) ∈ M × M with
x0 6= y0, since the function Ψ(u(y)) − Ψ(u(x)) − d(x, y) is continuous and vanishes
on the diagonal ofM×M . We replace d(x, y) by ρ(x, y) to apply maximum principle.
From the definition of ρ(x, y), we see that d(x, y) ≤ ρ(x, y) in U(x0, y0) with equality
at (x0, y0). Thus we have
Ψ(u(y))−Ψ(u(x))− ρ(x, y) ≤ m
on U(x0, y0) and with equality at (x0, y0). Now we can apply the maximum principle
for semicontinuous functions on manifolds to conclude that for any λ > 0, there exist
X ∈ Sym2(T ∗x0M) and Y ∈ Sym2(T ∗y0M) such that
(∇yρ(x0, y0), Y ) ∈ J2,+(Ψ(u(y0)),
(−∇xρ(x0, y0),X) ∈ J2,−(Ψ(u(x0)),
and
(9.2)
(
X 0
0 −Y
)
≤ S + λS2,
where S = ∇2ρ(x0, y0). The first variation formula of arc length implies
∇yρ(x0, y0) = en(s0) and ∇xρ(x0, y0) = −en(0).
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By Lemma 8 in [6], we get(
ϕ′(zy0)en(s0), ϕ
′(zy0)Y + ϕ
′′(zy0)en(s0)⊗ en(s0)
) ∈ J2,+u(y0),(
ϕ′(zx0)en(0), ϕ
′(zx0)X + ϕ
′′(zx0)en(0)⊗ en(0)
) ∈ J2,−u(x0),
where zy0 = Ψ(u(y0)) and zx0 = Ψ(u(x0)).
The fact that u is a viscosity solution of (9.1) implies
tr(ϕ′(zy0)A2Y + ϕ
′′(zy0)A2en(s0)⊗ en(s0)) + b(ϕ(zy0), ϕ′(zy0))
≥ β(ϕ(zy0), ϕ′(zy0))ϕ′(zy0)〈en(s0),∇f(y0)〉
and
tr(ϕ′(zx0)A1X + ϕ
′′(zx0)A1en(0)⊗ en(0)) + b(ϕ(zx0), ϕ′(zx0))
≤ −β(ϕ(zx0), ϕ′(zx0))ϕ′(zx0)〈en(0),∇f(x0)〉,
where
A1 =


β(ϕ(zx0), ϕ
′(zx0)) · · · 0 0
...
...
...
...
0 · · · β(ϕ(zx0), ϕ′(zx0)) 0
0 · · · 0 α(ϕ(zx0), ϕ′(zx0))

 ,
and
A2 =


β(ϕ(zy0), ϕ
′(zy0)) · · · 0 0
...
...
...
...
0 · · · β(ϕ(zy0), ϕ′(zy0)) 0
0 · · · 0 α(ϕ(zy0), ϕ′(zy0))

 .
Therefore,
α(ϕ(zy0), ϕ
′(zy0))ϕ
′′(zy0) + b(ϕ(zy0), ϕ
′(zy0)) + ϕ
′(zy0) tr
((
0 C
C A2
)(
X 0
0 −Y
))
≥ β(ϕ(zy0), ϕ′(zy0))ϕ′(zy0)〈en(s0),∇f(y0)〉,
where
C =


β(ϕ(zy0), ϕ
′(zy0)) · · · 0 0
...
...
...
...
0 · · · β(ϕ(zy0), ϕ′(zy0)) 0
0 · · · 0 0

 .
Similarly,
α(ϕ(zx0), ϕ
′(zx0))ϕ
′′(zx0) + b(ϕ(zx0), ϕ
′(zx0)) + ϕ
′(zx0) tr
((
A1 0
0 0
)(
X 0
0 −Y
))
≤ β(ϕ(zx0), ϕ′(zx0))ϕ′(zx0)〈en(0),∇f(x0)〉.
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Combing the above two inequalities,
0 ≤ α(ϕ,ϕ
′)ϕ′′ + b(ϕ,ϕ′)
β(ϕ,ϕ′)ϕ′
∣∣∣∣
zy0
− α(ϕ,ϕ
′)ϕ′′ + b(ϕ,ϕ′)
β(ϕ,ϕ′)ϕ′
∣∣∣∣
zx0
−〈en(s0),∇f(y0)〉+ 〈en(0),∇f(x0)〉
+
1
β(ϕ(zy0), ϕ
′(zy0))
tr
((
0 C
C A2
)(
X 0
0 −Y
))
+
1
β(ϕ(zx0), ϕ
′(zx0))
tr
((
A1 0
0 0
)(
X 0
0 −Y
))
.
Letting
W =
1
β(ϕ(zy0), ϕ
′(zy0))
(
0 C
C A2
)
+
1
β(ϕ(zx0), ϕ
′(zx0))
(
A1 0
0 0
)
=


In−1 0 In−1 0
0 α(ϕ,ϕ
′)
β(ϕ,ϕ′)
∣∣∣
zx0
0 0
In−1 0 In−1 0
0 0 0 α(ϕ,ϕ
′)
β(ϕ,ϕ′)
∣∣∣
zy0


It’s easy to see that W is a positive semi-definite matrix. Using (9.2), we obtain
that
0 ≤ α(ϕ,ϕ
′)ϕ′′ + b(ϕ,ϕ′)
β(ϕ,ϕ′)ϕ′
∣∣∣∣
zy0
− α(ϕ,ϕ
′)ϕ′′ + b(ϕ,ϕ′)
β(ϕ,ϕ′)ϕ′
∣∣∣∣
zx0
−〈en(s0),∇f(y0)〉+ 〈en(0),∇f(x0)〉
+tr(WS) + λ tr(WS2)
and
tr(WS) =
n−1∑
i=1
∇2ρ ((ei(0), ei(s0)), (ei(0), ei(s0)))
+
α(ϕ,ϕ′)
β(ϕ,ϕ′)
∣∣∣∣
zx0
∇2ρ ((en(0), 0), (en(0), 0))
+
α(ϕ,ϕ′)
β(ϕ,ϕ′)
∣∣∣∣
zy0
∇2ρ ((0, en(s0)), (0, en(s0)))
= −
∫ s0
0
Ric(en, en)ds
where we used the variation formulas
∇2ρ ((en(0), 0), (en(0), 0)) = 0, ∇2ρ ((0, en(s0)), (0, en(s0))) = 0.
and (4.3) with η(s) = 1.
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Finally, we get
0 ≤ α(ϕ,ϕ
′)ϕ′′ + b(ϕ,ϕ′)
β(ϕ,ϕ′)ϕ′
∣∣∣∣
zy0
z(x0)
+ λ tr(WS2)
−〈en(s0),∇f(y0)〉+ 〈en(0),∇f(x0)〉 −
∫ s0
0
Ric(en, en)ds
≤ κzy0 − κzx0 + λ tr(WS2)− κs0
= κ (Ψ(u(y0))−Ψ(u(x0))− d(x0, y0)) + λ tr(WS2)
= κm+ λ tr(WS2),
where we used the curvature condition Ric+∇2f ≥ κ in the second inequality. Since
κ < 0 and m > 0, we get a contradiction by letting λ→ 0. 
9.2. The case κ > 0. The argument given for κ ≤ 0 in the previous section does
not lead to a contradiction when κ > 0. As in [6], we may not be able to show
that any solutiong ϕ to the one-dimensional equation is a barrier in the case κ > 0.
However, we prove that for some family of solutions to the one-dimensional equation,
the property of being barriers can be extended smoothly in the family. Moreover,
this phenomenon holds for any κ ∈ R, regardless of its sign.
Theorem 9.3. Let (Mn, g, f) be a closed Bakry-Emery manifold with Ric+∇2f ≥
κg for some κ > 0. Let u be a C3 solution of equation (9.1). Assume α, β are C2
functions. Suppose ϕc : [ac, bc] → [inf u, supu] is a family of C2 solutions of the
one-dimensional equation
(9.3) α(ϕ,ϕ′)ϕ′′ − κ t β(ϕ,ϕ′)ϕ′ + b(ϕ,ϕ′) = 0
on [a, b] which satisfies
(i) ϕc(ac) = inf u, ϕc(bc) = supu, ϕ
′
c > 0 on [ac, bc];
(ii) ϕ′c is uniformly large for c≫ cu;
(iii) ϕc depends smoothly on c ∈ (cu,∞).
Let Ψc be the inverse of ϕc. Then we have
(9.4) Ψc(u(y)) −Ψc(u(x)) − d(x, y) ≤ 0,
for all x, y ∈M and c ∈ (cu,∞).
Corollary 9.4. Under the assumptions of Theorem 9.3, we have
|∇u(x)| ≤ ϕ′c (Ψc(u(x))) ,
for all x ∈M and c ∈ (cu,∞).
We prove the following lemma, which will be needed in the proof of Theorem 9.3.
Lemma 9.1. Let u be a C3 solution of (9.1). Let x 6= y with d(x, y) < inj(M), the
injectivity radius of M . Let γ0 : [0, s0]→M be the length-minimizing geodesic from
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x to y, and choose Fermi coordinate as before. Let zy = Ψ(u(y)) and zx = Ψ(u(x)).
Then
Z(x, y) := Ψ(u(y))−Ψ(u(x)) − d(x, y)
satisfy
F [Z] := α(ϕ,ϕ
′)
β(ϕ,ϕ′)
∣∣∣∣
zy
∇2((0,en),(0,en))Z +
α(ϕ,ϕ′)
β(ϕ,ϕ′)
∣∣∣∣
zx
∇2((en,0),(en,0))Z
+
n−1∑
i−1
∇2((ei,ei),(ei,ei))Z
=
α(ϕ,ϕ′)ϕ′′ + b(ϕ,ϕ′)
β(ϕ,ϕ′)ϕ′
∣∣∣∣
zx
zy
+∇Z ∗ ∇Z + P ∗ ∇Z,
where the coefficients of ∇Z ∗ ∇Z and P ∗ ∇Z are C1 functions.
Proof. This is a special case of Lemma 15 in [6]. 
Proof of Theorem 9.3. We argue by contradiction and assume that (9.4) does not
hold for some c0 > cu.
Let ∆ = {(x, x) : x ∈ M} be the diagonal of M ×M and consider a manifold Mˆ
with boundary, which is a natural compactification of (M ×M) \∆. As a set, Mˆ is
the disjoint union of the (M ×M) \∆ and the unit sphere bundle SM := {(x, v) :
x ∈ M,v ∈ TxM}. The manifold with structure is defined by the atlas generated
by all charts for (M ×M) \∆, together with the charts Yˆ from SM × (0, r) defined
by taking a chart Y for SM and setting Yˆ (z, s) := (exp(sY (z)), exp(−sY (z))).
For simplicity of notations, we write ϕ = ϕc and Ψ = Ψc in the rest of the proof.
Define the function Zˆ on Mˆ by
Zˆ(x, y) =
Z(x, y)
d(x, y)
for (x, y) ∈ (M ×M) \∆,
and
Zˆ(x, v) =
∇vu(x)
ϕ′(Ψ(u(x)))
− 1 for (x, v) ∈ SM.
It’s easy to see that function Zˆ is continuous on Mˆ . Assumption (ii) implies that
Zˆ ≤ 0 on Mˆ for all c sufficiently large. So let c1 be the smallest number such that
Zˆ ≤ 0 on Mˆ for all c ≥ c1, i.e.,
c1 = inf{t > cu : Zˆ ≤ 0 on Mˆ for all c ∈ (t,∞)}.
By continuity, we have c1 > c0, which we shall prove lead to a contradiction. For
c = c1, there will be two cases.
Case 1: Zˆ(x0, y0) = 0 for some x0 6= y0.
By Lemma 9.1, we have at (x0, y0),
F [Z] +∇Z ∗ ∇Z + P ∗ ∇Z ≥ κ(zy0 − zx0) = κd(x0, y0) > 0.
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This contradicts the fact that Z attains its maximum at (x0, y0), thus ruling out
Case 1.
Case 2: Z(x, y) < 0 for all x 6= y ∈M and Zˆ(x0, v0) = 0 for some (x0, v0) ∈ SM .
In this case, by Lemma 9.1, we have for x 6= y close enough to each other,
F [Z] +∇Z ∗ ∇Z + P ∗ ∇Z ≥ κ(zy0 − zx0) = κd(x0, y0) + κZ ≥ κZ.
The Hopf maximum principle in [22] applies to this situation and yields at (x0, v0),
0 > ∇(0,v)Z(x, x) = lim
t→0
Z(x, exp(tv))− Z(x, x)
t
= lim
t→0
Ψ(u(exp(tv))) −Ψ(u(x)) − d(x, expx(tv))
t
=
∇vu(x)
ϕ′(zx)
− 1.
This is a contradiction to Zˆ(x0, v0) =
∇v0u(x0)
ϕ′(zx0 )
− 1 = 0. Therefore, Case 2 is
impossible. 
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