Introduction
The uncertain status of future energy supplies relative to demand has been a point of concern in this country for more than a decade. A number of empirical studies have been conducted to estimate the factors that influence demand in one fashion or another [2, 3, 4, 5, 5, 9, 12] . Some of these have been in support of computer models that simulate long-run national energy demand [6, 12] .
These econometric studies take a common view that energy-related decisions are made by rational economic agents seeking to maximize their own utility, For the studies listed above, that decision is the choice of a specific fuel or technology for residential space heating. The statistical techniques used to estimate the determinants of that decision fall into a general category called discrete choice modeling. In this context, the issue of aggregation bias can be critical. l Aggregat£on b£as is a geneml terlll for enol'S induced by a mismatch of the economic theory (of individual consumers) and the level of aggregation of data (e.g., mean values at the state or national level). It has two distinct forms: 1) bias in the prediction of market shares and elasticities for aggregate groups, using pal'ametel'S from a household choice model and representative values of independent variables (frequently the means) for the gl'OUp; and 2) bias in the parameters of a houscllold utility maximization choice model estimated on data aggregated at some regional Icvcl.
This paper offers examples of the potent,ial severity of both types of bias. The former is found to be potentially dangerous, leading to predictions of market share which are severely in error; the latter is found to be much less of a problem if handled correctly.
The present paper is organi:wd as follows: Section 2 contains a brief introduction to the theory of aggregation bias. That section is strongly influenced by McFadden and Reid [16] , but has been cast in the context of consumer choice of space heating systcms.
The first form of aggregation bias (prcdict.ion of aggregate market shares or elasticities using only mean values) is taken up in Section 3. This bias has been extensively analyzed in the literature on transportation modal choice [1O,1l,16,L7,18,19,20] . That literature has largely focused on bias-reduction methods generally called c1assljicalz'on techniques; they depend on the relationship between the bias and the covariance matrix of the independent variables. These techniques were generally proposed as being computational short-cuts to the goal of bias-free market share estimates. That goal can also be achieved through sample enumeralz'on, the calculation of predicted choice probabilities for every member of a random sample from the population.
VVe show a sample enumeration method of estimating market shares and elasticities which is essentially bias-free (although computationally intensive). The method captures arc elasticity effects of relatively large perturbations in the independent variables at the same time it estimates the point elasticity. In an econometric model of residential heating equipment choice estimated by EPRI [6] ' using arc elasticities allows significant improvements (relative to the point elasticity) in predicting market shares under large (e.g., greater than 20%) changes of the independent variables.
The second form of the bias is discussed in Section 4. Despite general acknowledgement of some inherent error in estimating a household choice model from aggregate data, the appliance choice literature has long depended on just such data [2, 3, 4, 9] . There is a body of literature indicating that such models may lead to biased parameter estimates [8, 11, 13, 16, 18, 19] . Again working with the EPRI model [6] , we present an empirical example of the potential severity of aggregation bias, and conclude that if the aggregate coefficients are used in a properly "disaggregated" fashion, then the resulting calculation of market shares or elasticities can be without serious error.
In Section 5, we examine the models estimated on aggregate data and test the significance of their parameters and implied elasticit,ies for predicting new market shares. Though the estimated parameters on aggregate data are significantly different from the disaggregated estimates, those diffcrences do not gcncrally lead to economically significant errors.
A brief summary and discussion of rcsults is found in Scction 6. Acknowledgements and references to papers mentioned in the text follow.
There are two appendices: the first discusses the aggregation of EPRI's database into groups by SMSA and geographical region; and the second discusses several probit versions of the models estimated by EPRI, with particular attention to the asymptotic nature of the theory suggested by McFadden and Reid [16] .
Introduction to Aggregation Bias Theory
In 1975, McFadden and Reid published an analysis of the role of aggregation bias in estimating parameters for consumer choice models [16] . That paper dealt with the estimation of probit models for dichotomous choice problems (i.e., choice between only two alternatives). 2 The authors developed their analysis in the context of choice of transportation mode. In this section, we will briefly review issues in their work that are relcvant to the current paper. Our presentation will be in the context of consumer choice of space heating systems, but will follow closcly the development by McFadden and Reid.
I
Almost all discrete choice estimation models start from an assumption that the utility a consumer derives from his choice is some linear combination of his own and the choices' attributes, plus a random term with some assumed distribution. Thus, utility is assumed to have a form like this:
X is a vector of exogenous variables, B is a vector of the coefficicnts j3 which the researcher wishes to estimate, and £ is a random tcrm.
The probability tha.t. a. consulller will choose any particular alt.c)'Jlativc from a given set of choices is just the probability that that altcrnative is perccived as pl"Oviding more utility than any other. In a choice between two alternatives, this leads to the following equations:
PROB {consumer chooses all, I} = PROB {utility of all, 1 > utility of all, 2}
Note that the numeric subscript is associated with each alternative: Xi refers to the vector of exogenous variables associated with the £th alternative,and Z is the vector of diITerences Xl -X 2 • As long as utility is linear in these variables, it is only the diITerence between these two vectors that is significant.
Thus, the probability that the consumer will choose alternative 1 depends on the probabilistic nature of the diITcrence bctwecn the two random terms. If we assume that the difference has a standard normal distribution, then we have the standard probit modcl, and equation 2.1 above will look like this:
PROB {consumcr chooses alternative I} = <.P(BZ) where <.P~s the cumulative standard normal distribution function. 2 However, their results are at least indicative of the kind of bias that occurs in multichotomous choice models, or models other than the probit (e.g., the logiq. Heid [171 took advantage of the similarity of the normal and logistic distributions to extend the analysis to binary logit models.
Then the best prediction of the fraction of N particular individuals choosing the first alternative is:
The quantity P is the expectation of the response probability of the empirical distribution (over the N individuals sampled) of the vector of the independent variables Zj. It is the expected market sh.are of alternative 1. in the group of N individuals.
To estimate P for an entire state, state k say, it is appropriate to instead consider the expectation of the response probability of the underlying distribution of the independent variables. 3 If that distribution is jointly normal with mean Zk and covariance matrix AkJ then the term y = BZ k is distributed normally with mean BZ k and variance 0'; = BAkB. Therefore, the expectation of the response probability is
Uk Uk where~( ) is the normal probability density function.
McFadden and Reid simplify this equation further by using the convolution properties of the normal distribution. That simplification results in the following relationship:
-
[BZk]
This result can also be seen by direct consideration of the condition necessary for an individual to choose the first alternative (equation 2.1.).
The difference between equations 2.2 (for individuals) and 2.3 (for aggregate regions) is the fundamental bias derived by McFadden and Reid. Its effect can be seen quite easily for aggregation bias of the first kind, the prediction of aggregate market shares. Equation 2.3 suggests that when estimating P k , the aggregate explanatory variables Zk can be viewed as having the same relative weights B as in the disaggregated model, but that the variables (or the weights) should be divided by the term (l + 0';)0.5 before applying the nonlinear transformation <I>(). If a region is completely homogeneous with respect to the independent variables Zk (all individuals holding the same values Zk), then A k = 0, and the term 0'; = BAkB will have no effect.
Similarly, when equation 2.3 is substituted into the least-squares equations typically used to estimate a coefficient vector (call it D) on aggregate data (e.g., state-wide averages):
we find that, in the limit as the number of observations increases, the estimated coefficients Dare functions of the true vector B and multiplicative bias factors in the terms (l + u;rO. 5 for all k regions. If the individual aggl'egate data (i.e., state-wide averages) have a constant covariance matrix A k = A for all regions k, then the bias terms reduce to a simple form:
Only if all regions are completely homogeneous (i.e., all A k are zero), will D be a consistent estimator of B. 3 The two are equivalent as the number or individuals sampled, Nt, goes to infinity. This section is concerned with aggregation bias of the first kind: bias in the estimation of aggregate market shares and elasticities from a disaggregated model. This problem has been extensive analyzed in the literature on transportation modal choice [10, 11, 16, 17, 18, 19, 20] .
The transportation literature has largely focused on bias-reduction methods generally called classification techniques. In very simplified form, these techniques work by dividing the population into groups for which the set 01' exogenous variables is more or less homogeneous. Market shares are calculated for each group lIsing the mean values, and the results combined with appropriate weights to get an overall probabilit,y. The number of groups necessary depends on the number of independent variables and how each contributes to the overall covariance matrix. Past efforts have used numbers ranging from as few as four [18] up to several dozen or more.
Naive estimation rel'ers to the use of aggregate mean values of the exogenous variables in analytic expressions for market share or elasticity (without regard to the variance of those variables). It can be viewed as a limiting case of classification techniques, with the population being divided into exactly one group. It is the simplest, and probably the most commonly used, method of getting aggregate market shares. Unfortlll1ately, it can produce highly inaccurate estimates. Table 1 shows the results of naive estimation of market shares for the population in EPRI's disaggregated database. The relative error betwpen the aggregate and disaggregate predictions ranges from a quite tolerable 0.5% (for electric forced air with central cooling) to a serious 50% (1'01' electric baseboard systems without central cooling). A similar bias effect occurs in e1a.. <;ticities which are simply evaluakd a.t t,he mean values of the exogenous variables. Such an clasticit,y is, at best, the elasticity 01' a household all of whose -5-exogenous variables are at their respect.ive means (which may be completely unrepresentative of the population). In general, it will be a poor estimator of the mean of the individual household elasticities.
However, even the mean of the individual elasticities for all households in the database is not an ideal measure of how an overall market share will respond to changes in an exogenous variable. A better measure can be obtained by taking a weighted mean of household elasticities, where the weights are the probabilities that the household selects the alternative whose elasticity is being sought. That calculation results in an overall market elasticity.4 Let household elasticity of alternative £ with respect to variable x household probability of selecting alternative £ estimate of overall market share of alternative £ =~E Pj Then the overall market share elasticity of alternative £ with respect to x is:
"We estimated these market elasticities by simulating economic changes in the dataset. Our method is to perturb by a small fraction 8 (e.g., 8 = 0.01) the exogenous val'iable and calculate new market shares (under the perturbed conditions) by summing the household probabilities. The difference between the new and unperturbed market shares is due to the change in the exogenous variable. Dividing that difference by the perturbation size 8 and the original market share gives an estimate of the overall market arc-elasticity for that perturbation:
Both the new market shares and the resulting market share arc elasticities above are functions of the perturbation size 8. Due to the nature of the logit model, they can be approximated quite well by second-order polynomials. s We can exploit this relationship to express a whole range of arc elasticities using only the three parameters of a quadratic curve. \Ve do this by calculating the arc elasticity above for several discrete perturbations over the range -33% to +50%. Using ordinary le<lst squares techniques, these values are regressed on a quadratic curve in 8. If the resulting fit is close enough, the parameters of the fitted quadratic convey all the information necessary to find any arc elasticity in the fitted range. Furthermore, the constant term in that quadratic (the intercept) is the limiting value of 1](8) as the perturbation size goes to zero. As such, it is the point elasticity of the overall market share. 6 This process is pictured in Figure 1 .
The difference bctwecn these bias-frce elasticities of overall markct share and a naive projection of the elasticity at the mcan values of the exogenous variables can be quite significant. Table  2 shows comparable values for a sam pIc of scvcn elasticities on the EPRI dataset. 6 Specifically, due to the fact that individual probabilities are expressed as ratios of exponentials. 6 Readers interested in a more detailed discussion of the "simulation" approach to calculating elasticities should see Wood, Ruderman, and McMahon [221. In that paper, however, this methodology was applied to an extensively modified version of the EPRI study. Specific disaggregate elasticities reported there will differ from those reported here. Discrete Perturbation Size Our simulation method provides bias-free estimates by using sample enumeration to get unbiased market shares and appropriately combining them to get an overall market elasticity. Furthermore, representation of an entire range of arc elasticities in only three parameters allows an investigator to capture changes in market share which are non-linear in the size of the perturbation of an exogenous variable.
A new market share (under a change in some exogenous variable) can be calculated as a function of the old market share, the elasticity, and the relative perturbation size necessary to reach the new value of the exogenous variable:
If only the point elasticity is available, calculating new market shares from equation 4.3 amounts to an assumption that 1](8) = 1], a constant. The result will be slightly biased, with error more significant as 0 is larger or the true arc-elasticities less constant. 7 This error in estimating new market shares is graphically shown in Figure 2 . Since the relative change in market share is just the product of the perturbation 0 and the elasticity 1](0), the correct relative change in market share for a 33% increase in the exogenous variable is just the area of the smaller rectangle (= 0.14) shown in Figure 2 . The naive elasticity produces a noticeably larger estimate (area = 0.21). In this example, the curve of arc elasticities is nearly flat, so the results of using a point elasticity instead of the correct arc elasticity are only slightly in error. This would not be the case for elasticities and market shares estimated from the curve shown in Figure 1 , above. 7 Arc-elasticities are not constant in 8 because of the non-linearity of the logistic distribution. TIJi:, is expressed in the coefficients of 8 and {)2 in our quadratic fit: very roughly, the larger the absolute values of these coefficients, the more error in predicting new market shares using only the point elasticity.
-8- Respect To Price of Gas.
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The two error-inducing effects (naive estimation and the use of point elasticities alone) may be either compounding or partly canceling. 8 The result depends, at least in part, on the direction of the proposed movement of the exogenous variable. Results for particular examples of combined effects are shown in Table 3 . There, we report new market shares for seven different technology groups implied by the elasticities in Table 2 . All are due to a 33% increase in the exogenous variable shown. Existing (i.e., unperturbed) market shares by disaggregated methods are listed in the first column. Our analysis is made possible by the availability of a disaggregated dataset developed for the Electric Power Research Institute [6] . That dataset was developed to estimate submodels in EPRI's Residential End-Use Energy Planning System (REEPS). The EPRI study used a database of some 1300 households drawn from the Annual Housing Surveys conducted by the Bureau of the Census. Only new, single-family, owner-occupied housing was included. The AHS data were supplemented by estimates of household enet'gy requirements calculated using the MIT Thermal Load Model [15] .
The EPRI database allows us to see how much difference aggregated data makes in estimating the coefficients of an econometric model. To this end, we defined two aggregate datasets: each of the independent and dependent variables in EPRI's model was averaged by Standard Metropolitan Statistical Area (SMSA) and by geographical region (one or more contiguous states).9 EPRI used a nested logit structure in which the choice of space heating technology is dependent on the choice to have central cooling or not. Specifically, at the root of the nested logit tree, the consumer chooses a central cooling alternative. Given that decision, he selects a space heating alternative. There are five possible choices given central air conditioning (including heat pumps), and eight choices given no central air conditioning.
The logit formulation specifies that consumer utility is a linear combination of the exogenous variables (consisting of appliance attributes such as operating cost, consumer attributes such as income, and geographical characteristics such as weather). The probability of selecting any alternative at a given level of the tree is the ratio of the exponential of the utility of that alternative to the sum of exponentials of utilities of all the alternatives on that level. lO The EPRI study used normalized values of the capital and operating costs. Normalization was by the operating cost of an electric baseboard system in the case of space heating and by the annual air conditioning energy usage in the case of central cooling. (The improved statistical properties of the model with this normalization suggest that it is the relative costs of different heating systems which are relevant for the consumer's choice.) In this paper, we assume that normalization would be carried out using aggregated values. Thus, the exogenous cost variables for a given space heating choice are its own average costs in that aggregation group, divided by the average cost of an electric baseboard system. This normalization reflects what would be possible using only the aggregate data. We consider it highly unlikely that an investigator would be able to obtain an aggregate version of the normalized variable.
We calculated mean values for each of the independent variables in each of the three regressions of EPRI's model, averaging over both SMSAs and regions as shown in Appendix 1. In each case we then carried out the same logit regression as in EPRl's study. The regressions were carried out by maximum likelihood techniques similar to those used for the household data. Each entry in the sum of log-likelihoods to be maximized was weighted by the number of household observations over which the mean data had been averaged.
The best choice of a weighting scheme to use in aggregate choice estimation is not a simple question, and depends on the goal of the regression. For a goal of estimating aggregate coefficients consistent with the disaggregate ones, Section 2 suggests the best choice of weight on observation k would be (1+BA k B)-o·5 if the values of B were known (at least for probit models). The choice made here (i.e., to weight each entry in the sum of aggregate log likelihoods by the number of 9 The aggregation groups used are detailed in Appendix 1. 10 See EPRI 161 or McFadden 1141 for a complete description of the nested logit model.
-11-households in the aggregate) was made for both ad hoc and theoretical reasons: i) From a purely ad hoc viewpoint, this weighting scheme outperformed the two other leading candidates: equal weights on all data and weighting by the square root of the number of households. The improved performance was judged both in the overall log-likelihood of each estimation, and in the number of coefficients whose sign or value was inconsistent with utility maximization.
ii) From a more theoretical viewpoint, the aggregate regression would produce exactly the same results as the disaggregate only if a) all aggregation groups were completely homogeneous, and b) each aggregate data point was weighted by the number of households it represented. Thus, the weighting scheme we use means that any differences between aggregate and disaggregate coefficients are due to a pure "heterogeneity" effect. Tables 4 through 6 show the results of each aggregated regression in comparison with the equivalent results from EPRI's household database. l1 The statistical significance of the differences found, and any special comments on the results, are noted after each table. One general comment should be observed in advance: We use a standard likelihood ratio test to test for the statistical significance of the differences between two sets of estimated parameters. This test is simple both conceptually and in practice, but it effectively dismisses the uncertainty in the aggregate coefficients, treating them as constants and comparing them to the disaggregate estimates (whose uncertainty is used for the test of statistical significance). If the covariance matrix between these two sets of estimates is sufficiently similar to the covariance matrix of the disaggregate estimates, then the resulting statistic will underestimate the true significance of their difference. The likelihood ratio test is used 1,0 test the significance of the difference between two sets of parameter estimates. The test compares the log likelihood of the unrestricted household regression 11 There were some minor errors in the data used by ErRr to estimate the coefficients of their model (Wood, (-592.6) with the log likelihood of the household database restricted to the parameter estimates from the aggregated regressions (-634.3 and -840.4). Twice the difference between them is asymptotically distributed as a X 2 random variable with degrees of freedom equal to the number of parameters being restricted (6 in this case). The values of the likelihood ratio test statistic (83.4 and 495.6) are highly significant for six degrees of freedom. * This parameter estimate has the wrong (i.e., counterintuitive) sign; however, the variance of the estimate is so large that it is not significantly different from zero.
The values of the likelihood ratio statistic found here (21.0 and 126.8) are significant at the 10% level (for the aggregation by SI\lSA) and at better than the 1% level (for aggregation by state).
-13- * Both of these two parameter estimates have the wrong (i.e., counterintuitive) sign; however, the variance of the estimates is so large that they are not significantly different from zero.
J
The values of the likelihood ratio test statistic found here (105.6 and 500.0) are highly significant for eleven degrees of freedom.
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Effects of Aggregation Bias on Elasticities and Projected Market Shares
In this section, we isolate the effects of aggregate data used in estimating coefficients on elasticities resulting from the model. In particular, we would like to exclude further bias effects due to naive estimation of market shares and elasticities.
To this end, we found elasticities using the coefficients estimated on aggregate data, described in the previous section. \Ve used both the naive approach and the sample enumeration approach described in Section 3. Sample enumeration was over the 122 SMSAs (or 20 regions) in the database, reflecting the best a researcher could do using only aggregate data. Examples of this process are shown in Figures 3 and 4 , below. The resulting elasticities are tabulated in Tables 7 andS, along with "aggregate naive" and disaggregated elasticities.
Some consequences of this aggregation bias are shown in Tables 9 and 10 , where the predicted market shares for the seven different heating/cooling choices are shown under 33% increases in the exogenous variable listed. The true (i.e., calculated by enumeration using the disaggregated coefficients), unperturbed market shares are shown in the center column.l 2 As can be seen from both the figures and tabulated results, elasticities estimated from sample enumeration on SMSA-aggregate data are generally close enough to the disaggregate elasticities to be acceptable. Naive estimation produces unacceptable errors with both aggregate and disaggregate data. 12 Market shares for both enumeration methods were calculated from arc elasticities. All market shares in Tables 9 and 10 were calculated as changes from an unperturbed "base" figure, using the elasticities in Tables 7  and 8 . However, that base was different for the different methods. Each was found by procedures equivalent to those used for the elasticities: a) enumeration on household data using coefficients from the disaggregate regressions, b) naive market share estimation, and c) enumeration on the aggregate data using coefficients from the aggregate regressions.
-15- 
Summary
This paper has tried to explain the ways in which aggregation bias can affect econometric investigations, and to provide a clear example of that bias. By reworking a correctly disaggregated EPIU study, using only aggregate data at particular points, we found: i) potentially severe aggregation bias in naive estimation of market shares (Table 1) , ii) large relative errors in naive estimation of market share elasticities (Table 2) , with potential errors in prediction resulting from the use of naive elasticities (Table 3), iii) statistically significant errors in estimating the coefficients of logit models on aggregate data (Tables 4, 5 , and 6), iv) coefficients of aggregate models leading to large errors in estimated elasticities (Tables 7 and  8) , with consequent errors in predicting market shares (Tables 9 and 10 ).
\Ve also found that the errors resulting from models estimated on aggregate data can be reduced J?y aggregating over smaller geographical units (SMSAs rather than regions) and by calculating market shares and elasticities using enumeration over the aggregate groups. -.
Acknowledgements
The database used by EPRI consisted of more than 1300 households in 122 SMSAs and 41 states. \Ve aggregated each of the independent variables in EPRI's model by averaging the values for:
1) SMSAs:
Each SMSA (Standard Metropolitan Statistical Area) was allowed to be represented by as many or as few households as was available in the database. In some cases, this meant that the average value of the explanatory variables for an SMSA might be based on only one or two households. This is a potential source of error in the aggregated results.
2) Regions:
\Ve felt it was unrealistic to allow entire states to be represented by only one or two household observations, so we aggregated contiguous states together to make larger regions with a minimum number of households in each region for each of the three different regressions in the model. This left us with twenty regions, each geographically contiguous and more or less homogeneous in climate.
The state/region grouping analysis showed that the nine states not represented in the database were almost all from the northern tier of the country (Montana, North Dakota, Vermont, etc.) Although not large in population, the absence of these cold-weather states may be skewing the results found in EPRI's study.
The tables on the following pages show the state/regional groupings used, the SMSAs within each state, and the number of household observations available for aggregation in each of the three regressions of the model. There were twenty regions (representing different numbers of households) in each of the three regressions. But there were as few as 88 SMSAs represented in the "heating choice, no central cooling" regression, and as many as 121 SMSAs in the "central cooling choice" regression.
-23- where F\ is the market share of alternative 1 in aggregation group k, O'f = BAkB, and A k is the covariance matrix of the exogenous variables in aggregation group k.
Since we were in possession of a fully disaggregated dataset, from which we had estimates of the true (i.e., the disaggregated) parameters B, we decided to test to see if a correction suggested by equation 2.3 could improve the estimation of a probit model on aggregated data.
To that end, we initially calculated a disaggregated probit model of the the central cooling choice at the root of EPRl's nested logit. The results of that estimation are shown in Table 11 . The probit coefficients are fairly similar to the (appropriately scaled) logit coefficients reported in Table 1 . 13 For the purposes of the probit modeling, the inclusive value of the nested logit was treated as an arbitrary independent variable. 13 The actual quantity estimated in most qualitative choice models is not the vector of coefficients n, but rather the vector nI(J, where (J2 is the variance of the stochastic term in the random utility model. Since the probit and logit models are driven by the standard normal and logistic distributions, respectively, coefficients estimated on the same data using these two models will differ at least by a scale factor representing the relative size of their standard deviations. Amemiya [11 has shown that dividing logit coefficients by 1.6 allows very close approximation to the probit coefficients on the same data.
-29-Values of <1>-1 were found by rational approximations using standard techniques. 'Veights were inversely proportional to the square root of the number of households in each aggregation group.
The results of this aggregated estimation (the parameters D and C) are compared with the results of the disaggregated probit estimation (the parameters B) in Table 12 , below. Differences between the estimates can be attributed to aggregation bias. 14 By that test, at least, the corrected results are even worse than the uncorrected ones (i.e., they have a higher X 2 statistic).
The failure of the estimates to improve significantly when the attenuation term (1 + ".2)°·5 is divided into the independent variables is not entirely surprising. Equation 2.3 holds only asymptotically, and requires a joint normal distribution of the exogenous variables Z". This last assumption was not even remotely met by the EPRI dataset.
'Ve examined the joint normalcy assumption by testing the marginal normalcy of each independent variable in each aggregation group. 15 The results of that test were more or less what we could have expected: only the independent variables of income and inclusive value were approximately normal in most aggregation groups. The central cooling choice dummy variable is COl).-stant across all households, so it contributes nothing to the covariance matrix (and therefore 14 This is not the technique that McFadden and Reid proposed to estimate the parameters n from aggregate data. Their approach was to consider the problem of estimating D (the vector of estimated parameters from aggregated data) as an implicit function of itself. The approach we take here is only possible because we are in possession of a disaggregated dataset. It would not be possible for an investigation with only aggregate data. 15 If the variables are distributed as a joint normal, their marginal distributions must be normal. Therefore failure to find normal marginal distributions indicates that the joint normalcy assumption was not met by the data. Normalcy was tested by the Kolmogorov-Smirnov test using SPSS-X, with corrections for the use of the empirical mean and variance of the data itself.
-30-i nothing to the aggregation bias). The climate variable is constant for all households in a given SMSA; therefore it tends to be "lumpy" for a state or region with households from several SMSAs. Similarly, the cost variables tend to be close to constant across an SMSA (where common fuel prices and common climate do more to make costs uniform than variation in dwelling size does to make them varied). But over a larger area, the distribution of costs tends to be multi-modal, unless many SMSAs have been included. This lack of a joint normal distribution of the independent variables probably doomed the correction from the start. But for the reasons discussed above, this same lack is likely to occur in other datasets and other studies of household space heating appliance choice. Unfortunately, this tends to cast doubt on the usefulness of most classification techniques (which require normal, or at least symmetric, distributions for the independent variables) to reduce aggregation bias.
Interestingly enough, we find a potential conflict between two desirable goals in choosing the size of an aggregation group: small groups are likely to have smaller variance across the individuals in the group (e.g., climate is common to an entire city), but larger groups may have a wider and more nearly continuous set of determining conditions and therefore a better chance of insuring approximately normal distributions for the independent variables (e.g., capital costs). Researchers on transportation choice generally found that no geographical classification scheme was practical, although grouping on smaller units generally worked better than larger units. But if a classification-type of correction is going to be made, larger groups may come closer to satisfying the assumptions: more symmetric distributions of the independent variables and better estimates of the covariance matrices. Smaller groups will have less overall bias, but larger groups may be more amenable to correction of that bias.
\Ve also looked at one other aspect of equation 2.3: its asymptotic properties. Clearly, as an asymptotic result it holds completely only for an infinite number of observations in each aggregation group. Equally clearly, for some large enough number, it ought to hold reasonably well. How large is large enough?
The answer will certainly vary with the circumstances and the data used. Sufficient observations for one problem may be insufficient for another, and different datasets will require greater or lesser samples to get reasonable estimation of the covariance matrices A k • \Ve can get some idea of what is involved by looking at this particular problem and its associated data. If our data had a joint normal distribution, with different means but a common covariance matrix A k = A in each aggregation group, then the conditions of equation 2.3 are met.
In that circumstance, the parameters D estimated from <t>-l(P k ) = DZ k + (k would be asymptotically just simple multiples of the true coefficients B: How many observations per aggregation group do we need in the EPRI dataset (if it were normally distributed) for the law of large numbers to come to our aid and give us approximately the result in equation APP 2.2? The answer can be hinted at by a simple simulation experiment. \Ve generated 50,000 independent standard normal variates and transformed them by matrix techniques into five vectors of 10,000 joint-normal variates. Each vector corresponds to one of the first five independent variables in EPRI's cooling choice model. (We eliminated the dummy for the central cooling choice, since as a constant it does not contribute to aggregation bias). The five vectors were organized into 20 groups of 500 observations per vector. Each group was given a joint normal distribution with mean vector equal to the empirical mean of one of the aggregate states/regions in the EPRI database. All groups were given a common covariance matrix A, equal to the overall covariance of the EPRI database. \Ve also formed a dummy choice vector, using a known linear combination of the five independent variables and one additional normal random variate to "blur" the choices.
'vVe then estimated the disaggregate probit model of equation 2.2, and the two least-squares aggregate models 2.4 and APP 2.1 on datasets of gradually increasing size. Specifically, we estimated those three models for five observations per aggregation group (100 total), 10 observations per group (200 total), 25 per group (500 total), 50 (1,000), 100 (2,000), 250 (5,000), and finally 500 observations per group (10,000 total). The resulting coefficients from each model were used to estimate the market share of the choice variable on the disaggregated dataset. The results of that estimation are displayed in Table 13 and Figure 5 , below. The true market share is not displayed, but varies from sample to sample as the amount of included data increases. The disaggregated estimate was consistently within 0.001 of the true market share.
Note that the correction moves the aggregated estimate in the right direction in every sample, but in some samples (25/group and 50/group), it overshoots its mark and actually ends up with a slightly worse estimate than the uncorrected one. Not until we reach a level of 100 observations in each aggregation group does the correction consistently outperform the raw aggregate estimate.
We should be careful about the extent of the conclusions to be drawn here. This does not constitute a full simulation study of the problem (the 10,000 observations would have to be replicated many times, using different random seeds).l6 Even if this were done, the generality of the conclusions is still limited by the particular characteristics of the EPRI dataset. Other problems and other datasets might require fewer observations in each group to make satisfactory use of classification bias-reduction schemes. But for at least this one empirical dataset, a minimum of 50 to 100 observations per aggregation group seems to be required for a classification type of biasreduction scheme to be effective. 16 A second run produced qualitatively similar results, however.
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