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The wavelength scale confinement of light offered by photonic crystal (PhC) cavities is one of the fundamental
features on which many important on-chip photonic components are based, opening silicon photonics to a wide
range of applications from telecommunications to sensing. This trapping of light in a small space also greatly
enhances optical nonlinearities and many potential applications build on these enhanced light-matter interactions.
In order to use PhCs effectively for this purpose it is necessary to fully understand the nonlinear dynamics under-
lying PhC resonators. In this work, we derive a first principles thermal model outlining the nonlinear dynamics
of optically pumped silicon two-dimensional (2D) PhC cavities by calculating the temperature distribution in
the system in both time and space. We demonstrate that our model matches experimental results well and use it
to describe the behavior of different types of PhC cavity designs. Thus, we demonstrate the model’s capability
to predict thermal nonlinearities of arbitrary 2D PhC microcavities in any material, only by substituting the
appropriate physical constants. This renders the model critical for the development of nonlinear optical devices
prior to fabrication and characterization.
DOI: 10.1103/PhysRevB.102.245404
I. INTRODUCTION
The level of high sophistication in silicon microfabrication
technology, and the possibility to merge the already exist-
ing electronics to photonics on the same high performance
complementary metal-oxide semiconductor (CMOS) silicon
chip [1], have generated recent considerable interest in silicon
photonics. Silicon is becoming the leading platform for the
creation of large-scale photonic integrated circuits for key
enabling applications in various technology sectors, such as
high-bandwidth optical interconnects and midinfrared optical
sensing [2–5], offering low absorption, a high refractive in-
dex contrast and scalable mass manufacture. Recent advances
in light confinement at the wavelength scale are leading to
smaller and smaller high-performance resonators fabricated
on silicon-on-insulator platforms. Specifically, spherical cav-
ities [6], toroidal cavities [7,8], and photonic crystal (PhC)
cavities [9–14] offer very low optical losses [i.e., high quality
(Q) factors [15]], low coupling losses [16], and small mode
volumes in the range of λ3, and enable the investigation of
cavity quantum electrodynamics [17], all-optical computing
[18], lasing and parametric oscillations [19–21], and enhanced
nonlinear processes [22,23]. The wavelength scale confine-
ment of light in microcavities leads to a huge enhancement
of the relatively small optical nonlinearities of silicon [24].
This is especially true for the thermo-optic nonlinearities, with
significant power absorbed in very small volumes.
At telecom wavelengths, the dynamic behavior of an opti-
cally pumped silicon microcavity is fundamentally dependent
on the thermal response of the system, governed by the heat
generation associated to optical absorption—either through
defect states, or via absorptive nonlinear processes such as two
photon absorption (TPA) or free carrier absorption (FCA)—
and heat dissipation through the material. These thermal
effects are much more prominent in microcavity dynamics,
compared to macroscopic systems, for two main reasons: (i)
heat dissipation is proportional to the surface area of the
optical mode, such that the changes in temperature scale
inversely with the squared size of the cavity (T ∝ 1/l2);
(ii) the thermal time constant, which is proportional to the
ratio between heat capacity and heat conductivity, scales down
with the size of the cavity (τth ∝ l), making thermal processes
faster. Hence, a full understanding of the thermo-optic non-
linear response of microcavities allows the most effective use
of the PhC for the exploitation of on-chip optical bistability
for a range of energy-efficient applications, as demonstrated
in fast all-optical switches and memories [25,26]. To date,
Carmon et al. [27] discussed the thermal response of toroidal
microcavities, using two characteristic thermal time constants
to fit the experimental data. These time constants correspond
to a fast and a slow response, associated respectively to heat
dissipation from the mode volume to the rest of the cavity and
from the cavity to the surroundings, in a two thermal baths
approach proposed by Ilchenko et al. [28]. The main issue
with this approach is that the double exponential decay gives
only an approximate description of the cavity’s thermal re-
sponse, while it fails to match the response accurately over all
time scales, as the thermal volume of the system is dynamic.
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FIG. 1. (a) Schematics of the electronic energy bands in an indirect band-gap semiconductor such as silicon, depicting electron transitions
related to linear and nonlinear mechanisms. (b) Schematics of all the possible equilibrium states achievable for a microcavity resonant at λ0
excited by a laser at λLaser.
Furthermore, these time constants are obtained empirically by
fitting the experimental data. Thus, the model is inherently
only able to explain an observed response and it lacks the
predictive power needed to optimize the cavity design for
nonlinear optical applications.
Here, we derive a first principles thermal model describing
the thermo-optic nonlinear response of optically pumped sili-
con PhC cavities. We remove the two thermal time constants
approximation and eliminate all free fitting parameters but
one. We calculate the temperature distribution in the sur-
roundings of the cavity system in both space and time to
correctly represent the volume of material that heats up, which
increases with time as thermal energy flows outwards. This
approach presents a realistic representation of the system’s
response and matches the experimentally observed dynamics
on all relevant time scales (switch on, short and long times,
including the steady state behavior). Our model eliminates
the need to observe experimentally the steady state solutions
prior to modeling, and it is easily applicable to evaluate the
thermal nonlinearities of two-dimensional (2D) PhC micro-
cavities in any material by switching out their respective
physical constants. This enables the accurate prediction of the
time-varying dynamics of optical microcavity-based devices.
We demonstrate this predictive power by first modeling the
behavior of different PhC cavity designs, and then comparing
our estimates with experimental results. The ability to model
nonlinear behavior prior to device fabrication and characteri-
zation is a crucial new tool for the development of nonlinear
optical devices.
The paper is organized as follows: We will first describe the
physical mechanisms underlying the thermo-optic dynamics
of a microcavity, before introducing thermal dynamics of the
system. We will then describe the experimental setup and
compare the a priori model with the experimental results.
II. FIRST-PRINCIPLES THERMO-OPTIC MODEL
OF A SINGLE-MODE CAVITY
Here we introduce a model for the nonlinear dynamics of
a single-mode resonator, specifically accounting for photon-
electron, photon-phonon, and electron-phonon interactions.
The goal is to analyze an optically pumped silicon 2D PhC
microcavity by using time-dependent classical rate equations,
calculating its linear and nonlinear response. While the model
is general, we initially focus on a dispersion adapted (DA)
cavity [12] with far-field optimization [29,30], i.e., a distri-
bution of k vectors that allows for efficient coupling of light
incident normal to the 2D cavity plane, crucial for efficient op-
tical pumping. The detuning between the incident wavelength
λlaser and the resonance wavelengths λ0 affects the number of
photons coupled into the cavity; the maximum coupled optical
energy is achieved at the resonance condition, λ0 = λlaser.
When optically pumping the cavity, the following processes
occur: optical energy couples into the single confined mode,
and some of this energy is absorbed, e.g., through TPA, FCA,
as well as defect state (linear) absorption. TPA and defect state
absorption, in turn, lead to an increase in the free-carrier den-
sity and hence increased FCA. Finally, the energy absorbed
through FCA or released through carrier recombination is
transferred to the silicon lattice as heat. Figure 1(a) shows a
schematic of the possible absorption mechanisms in the ma-
terial. This heating has a double effect on the PhC: it changes
the effective optical length of the cavity due to the thermal
expansion of the lattice, and it determines an increase of
the material refractive index through the thermo-optic effect.
For simplicity, the thermal expansion of the material is not
considered in this discussion, since the volumetric expansion
coefficient of silicon is almost two orders of magnitude lower
than its thermo-optic coefficient (9.0 × 10−6 K−1 [31] com-
pared to the 1.8 × 10−4 K−1 respectively [32]) and the small
changes in microcavity temperature, on the order of a few K
as generated by the optical pumping, certainly make such an
effect negligible for all practical purposes.
A change in refractive index of the material related to the
carrier density and thermal processes in the PhC cavity leads










where n is the refractive index of silicon and n is the total
refractive index change generated by the optical pumping,
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defined as
n = −[8.8 × 10−22Ne + 8.5 × 10−18N0.8h ] + TOCT .
(2)
In Eq. (2), the term in the square brackets represents
the refractive index change related to the free-carrier plasma
dispersion effect, expressed with Soref-Bennett constants at
telecommunication wavelengths [33], and the last term rep-
resents the thermo-optic effect, in which TOC = dndT is the
thermo-optic coefficient of silicon and T is the tempera-
ture change induced in the cavity, through both linear and
nonlinear absorption. This temperature increase leads to a
redshift of the cavity wavelength, which is balanced by the
fact that the increased free-carrier generation also affects the
refractive index of the cavity through the plasma dispersion
effect, translating in a blueshifting of the cavity resonance
[both accounted for in Eq. (2)].
The combination of these effects results in three possible
equilibrium states for the pump-microcavity system [25], as
sketched in Fig. 1(b): (i) the stable cold equilibrium, in which
the cavity Lorentzian has a weak overlap with the incident
laser wavelengths; therefore, insufficient optical energy is
coupled into the microcavity to shift the resonant wavelength
significantly [by an amount much less than the full width at
half maximum (FWHM)]; (ii) the stable warm equilibrium,
in which the hot resonance Lorentzian is red-detuned to the
pump wavelength—a small decrease in the optical power cou-
pled into the cavity reduces its temperature, blueshifting the
resonance, which in turn increases the optical power absorbed
by the cavity, redshifting it again (similarly an increase in
pump power causes a small compensation to the other direc-
tion); (iii) the unstable warm equilibrium, in which the cavity
Lorentzian is blue-detuned to the pump—in this configura-
tion, a decrease in pump power leads to a decrease in the
cavity temperature, resulting in the resonance drifting towards
shorter wavelengths, which in turn causes a faster blueshift
due to the decreasing pump power coupled into the cavity
while drifting, until the system reaches the cold equilibrium
state.
The main physical quantities describing the evolution dy-
namics of the PhC cavity are the optical energy, u(t ) the
free-carrier number density N (t ), the thermal energy density
U (t ), the heat loss rate Q(t ), and the temperature change
T (t ), which can be determined by solving the following
minimal set of coupled rate equations:
du(t )
dt






































u(t )N (t )
+ 1
Vmode
H (t ). (5)
Here, du(t )/dt , dN (t )/dt, and dU (t )/dt represent the rate
of change in the optical energy, free-carrier number density,
and thermal energy density within the cavity, respectively.
P0 is the optical power incident on the cavity, which in the
experiment corresponds to the power of the pump laser mul-
tiplied by the coupling efficiency of the experimental setup
and L describes the Lorentzian line shape of the cavity, which
controls the fraction of incident power coupled into the cavity
(see Sec. 1 of the Appendix). The rate of change of the optical
energy in the cavity [Eq. (3)] is the coupled optical power,
P0L, subtracting all the optical losses. The net loss due to
linear processes (scattering and absorption) is manifested by
the characteristic time constant, τq, directly related to the ex-
perimental Q factor of the cavity, and the nonlinear absorption
represented by TPA and FCA, with σFCA being the FCA cross
section, Vmode = 3 × 10−18 m3 the optical mode volume in
the cavity, β the TPA coefficient [34], and c and n the speed
of light in vacuum and the refractive index of the material,
respectively. The dependence of the resonance linewidth on
FCA and TPA is neglected in Eq. (3) as these effects are
very weak compared to the pump-cavity coupling and linear
absorption in the power regime considered in this work (as
shown in Sec. 4 of the Appendix).
The free-carrier density at each instant [Eq. (4)] is de-
termined by the difference between carrier generation due
to TPA, related to the square of the optical energy in the
cavity, and recombination characterized by the carrier lifetime
τc [26]. λ0 is the cavity cold resonance wavelength and h is
Planck’s constant.
Equation (5) describes the rate of change of the thermal en-
ergy density in the cavity, determined by the balance between
heat generation associated to linear and nonlinear processes
and heat leaked out of the cavity by thermal conduction,
which is related to the material conductivity and geometry.
The heat generation is divided into three main contributions




represents the thermal power density due to linear absorption,
described by the characteristic time τlin discussed later. The
second term, 2hc
λpump
∗ N (t )
τc
, represents the TPA contribution to
the thermal power density, in which 2hc/λpump is the energy




u(t )N (t ), describes the FCA nonradiative
relaxation. Finally, the last term, 1Vmode H (t ), describes the ther-
mal power density flowing out of the cavity, with H (t ) being
the heat lost from the cavity region and dissipated through the
material. The calculation of H (t ) is performed by modeling a
space- and time-dependent conductivity of the nanostructured
material (cavity–PhC–bulk silicon system) which is discussed
in detail in the next section.
III. THERMAL DYNAMICS OF THE SINGLE
MODE CAVITY
Equation (5) shows that the heat generation at each instant
is counteracted by the heat flowing out of the warming cavity,
represented by the term H (t ). In this section, the heat dissipa-
tion dynamics, governed by H (t ), are discussed in detail.
Heat is generated within a small region of the system,
specifically the volume of the mode confined in the cavity
(Vmode), which we will from now on refer to as the “warming
zone.” To describe the heat leaked from this warming zone
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FIG. 2. (a) Optical mode confinement of a silicon DA PhC cavity calculated with the finite difference time domain (FDTD) method. Red
concentric ellipses represent a scheme showing the spatial subdivision of the PhC used for the thermal calculation. (b) Heat generated by
the optical mode confined in the DA PhC cavity calculated with the finite element method (FEM). Three different regions characterized by a
different thermal conductivity are highlighted: (1) confinement of the mode in the cavity, (2) rest of the photonic crystal, (3) slab of unpatterned
silicon.
we divide the system into many concentric elliptical portions
of space centered on the PhC cavity and enclosing progres-
sively bigger portions of material, as shown in Fig. 2. Each
consecutive ellipse has an xi and yi axis wider by an increment
(dx, dy) compared to the previous ellipse:
xi+1 = xi + dx
yi+1 = yi + dy.
A convergence test was performed using different incre-
ment values in order to verify the correct resolution of the
calculations while optimizing their speed, with a uniform
increment dx = dy = 150 nm and a time step dt = 50 ps
providing the perfect balance (Sec. 2 of the Appendix). This
increment is used for the remainder of this work. Therefore,
each concentric ellipse delimits an expanding donut-shaped
surface area, dx wide and hSi thick, with hSi being the thick-
ness of the silicon layer on which the cavity is fabricated.
The optical mode confined in the cavity, of approximated
elliptical shape, heats up an expanding elliptical partition of
the material with lower and lower eccentricity until the shape
converges into a circle. In order to calculate the heat leaked
of the cavity H (t ) at each time step, the model evaluates
the temperature distribution of the material at each instant in
time, starting from a uniform temperature distribution, with
T (t = 0) = 20 ◦C in each donut (room temperature).
The heat generated by the optical absorption of the pump
in Vmode at the center of the cavity flows out through the
corresponding surface and into the next donut-shaped portion
of material with a rate dependent on the local thermal con-
ductivity and temperature gradient, following Fourier’s law of
heat conduction, rearranged in the following equations:
UTotali (t ) = Uini (t ) + Hi(t ), (6)





The subscript i refers to the ith donut-shaped portion of
material, with the Vmode at the center of the PhC cavity being
the first one, i.e., i = 1. Ki and Ai are the thermal conductivity
and surface area of the corresponding ith donut, respectively.
The temperature gradient is approximated in each donut by the
difference between the local temperature Ti and the tempera-
ture in the colder adjacent donut, Ti+1, over the incremental
thickness of donut, dx:
dT
dx
≈ (Ti − Ti+1)
dx
. (8)
UTotali (t ) and Uini (t ) represent respectively the total heat and
the heat flowing into the corresponding donut-shaped portion
of material. All these terms are dependent on the geometry
and the material properties of the system, and are modeled by
dividing the system in three regions, as follows:
The first region is the PhC cavity in which the optical mode
is confined, represented by Vmode ∼ Acavity ∗ hSi. Here Acavity
is the area of the cavity, approximated to the area of an ellipse
whose x and y dimensions extend to the points at which the
electric field of the confined mode, E (x) and E (y), decays
to 1/e. This translates into an ellipse with sizes x = 5.0 μm
and y = 2.5 μm; see Fig. 2(b).The height is fixed as hSi =
220 nm, which corresponds to the thickness of the silicon
layer of the silicon-on-insulator (SOI) chip, on which the
PhC cavity is fabricated. In this region, the absorbed optical
energy acts as the increasing thermal energy at each instant,
Uin1 (t ), that is the heat flowing in the first zone. This zone
is characterized by the thermal conductivity of bulk silicon
(K = 130 W/mK) and the surface area for the heat transfer
is A1 = 2P1hSi, corresponding to the 2D elliptical donut with
perimeter 2P1, calculated with the Ramanujan approximation
[35], and hSi = 220 nm. The cavity and surrounding PhC
structure are totally encapsulated in air due to the removal of
the SiO2 sacrificial layer underneath, through a hydrofluoric
acid (HF) isotropic etching process. Due to the very low
thermal conductivity of air as compared to silicon and the
negligible contribution from convection, we neglect heat lost
through top and bottom surfaces of this zone. Hence, the
total heat present at each instant in this zone, is evaluated as
follows:
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UTotal1 (t ) = Uin1 (t ) + H1(t ). (11)




3(x1 + y1) −
√
(3x1 + y1)(x1 + 3y1)
]
hSi, (12)
Cp1 = ρcpV1 = ρcpπ (x1y1)hSi. (13)
Literature values have been used for the density and spe-
cific heat at constant pressure of silicon, ρ = 2.33 g/cm3
and cp = 0.7 J/gK [36–38]. From the heat balance, the local
time-dependent temperature increase due to positive thermal
balance is calculated in this first zone by using the definition
of heat for a solid:
T1(t ) = UTotal1(t )
Cp1
. (14)
The increased temperature at each time step of the calcu-
lation, T1new(t ), is the temperature of the material in this zone
calculated in the previous time step plus T1(t ):
T1new (t ) = T1(t ) + T1(t ). (15)
The second zone corresponds to the first dx-wide donut-
shaped region surrounding the PhC cavity, which is part of
the PhC cladding and therefore characterized by the physi-
cal properties of the membraned and patterned PhC region.
Hence, a transition of the conductivity of the material occurs
between zone 1 (bulk silicon) and zone 2 (patterned silicon).
To map the temperature and evaluate the heat balance in this
zone, the following equations are used:












3(x2 + y2) −
√
(3x2 + y2)(x2 + 3y2)
]
hSi, (17)
Cp2 = ρcpV2 = ρcpπ [(x2 + y1)dx]hSi. (18)
At each time step, the heat flow out of the previous zone
(zone 1) enters the current zone (zone 2), effectively in-
creasing the temperature in the region, counteracted by heat
conduction out of this zone (to zone 3), characterized by
the conductivity of the membraned PhC, KPhC = 90 W/mK
[39–41]. We note that due to the nanostructured nature of this
region both the heat capacity and conductivity differs from
that of bulk silicon (see Table I). Once again,
T2(t ) = UTotal2(t )
Cp2
, (19)
T2new (t ) = T2(t ) + T2(t ). (20)
The third region corresponds to the rest of the material: the
ensemble of all the adjacent donuts after zone 2, including the
rest of the PhC (a 20 × 20 μm2 square, 220 nm thick) and
TABLE I. Parameters of the model used for the calculations.
Parameter of model Value used in the calculations
Vmode (DA) 3 × 10−18 m3
Q factor (DA) 35 000
λ0 (DA) 1548.447 nm
Vmode (L3) 2 × 10−18 m3
Q factor (L3) 16000
λ0 (L3) 1525.964 nm
τlin 200 ps
τc 150 ps
TOCSi 1.8 × 10−4 K−1
nSi 3.48
β 8 × 10−12 m/W













x, y (DA) 5.0 μm, 2.5 μm
x, y (L3) 3.0 μm, 2.0 μm
Troom 20 ◦C
a 500 × 500 μm2 of bulk, i.e., unpatterned, silicon, 220 nm
thick. The hSiO2 = 2-μm-thick layer of silica is still present
underneath the unpatterned silicon after the PhC, and is inte-
grated into the heat transfer discussion. The heat balance of
all of these donuts is described by the following equations:















Ai = ASii + ASiO2i
= π [3(xi + yi ) −
√
(3xi + yi )(xi + 3yi )]hSi
+ π [(xi + yi−1)dx], (22)
Cpi = ρcpVi + ρSiO2 cpSiO2VSiO2i
= π (ρcphSi + ρSiO2 cpSiO2 hSiO2 )[(xi + yi−1)dx], (23)
where the density and the specific heat of silica assume the
literature values of ρSiO2 = 2.17g/cm3 and cSiO2 = 0.7 J/gK
respectively [42,43]. In these equations, the thermal conduc-
tivity Ki takes the value for membraned silicon in the PhC and




90 W/mK, xi < 20 μm
130 W/mK, xi  20 μm (24)
245404-5
S. IADANZA et al. PHYSICAL REVIEW B 102, 245404 (2020)
FIG. 3. (a) SEM image of a fabricated silicon DA PhC cavity and (b) schematics of the resonant scattering setup used for the measurement
of the DA cavity thermo-optic dynamics. A and P represent two orthogonal polarizers, BS is a nonpolarizing beam-splitter, EOM is an
electro-optic modulator, PD is a photodetector, and MO is the microscope objective used to focus the laser onto the cavity.
and KSiO2 = 1.5 W/mK, taken from the literature [40]. Fur-
thermore, the surface area and thickness of silica have null
values underneath the PhC, as defined below:
ASiO2(xi ) =
{
0, xi < 20 μm




0, x < 0
hSiO2, x  0. (25)
The temperature distribution in this in this portion of ma-
terial is then evaluated with
Tinew (t ) = Ti(t ) + Ti(t ), (26)
Ti(t ) = UTotali(t )
Cpi
. (27)
From the time and space dependent temperature mapping
of the system just discussed, we now extract, at each time
step, the total temperature increase of the cavity from its room
temperature initial condition, T (t ) = T1new − Troom, and use
it in the evaluation of Eq. (2). The total heat lost from the
cavity at each time step, H1(t ), is instead for the calculation of
Eq. (5).
IV. EXPERIMENTAL SETUP
The DA photonic crystal cavity was exposed on ZEP
520A resist by means of electron-beam lithography and
the pattern transferred into the 220-nm-thick silicon layer
of an SOI wafer with a 2-μm-thick buried oxide layer
though dry etching in a fluorine-based (CHF3/SF6) plasma.
Figure 3(a) shows the scanning electronic microscope (SEM)
image of the fabricated microcavity. We pumped the 2D PhC
photonic crystal cavity using a continuous-wave laser beam,
tunable over 1.5–1.6-μm spectral range, with a ±2 pm tuning
accuracy, in order to precisely select the pump wavelength-
cavity mode detuning, by the resonant scattering technique
[29]. The pump laser is launched though a polarizer (P)
and then focused onto the sample through an objective
lens. The orientation of P is such that the incident light
is polarized at 45° to the PhC cavity. Therefore, the light
reflected/scattered back from the cavity is cross polarized
to the excitation polarization. The confocal geometry of the
setup allows the collection of this scattered/reflected light,
which is redirected towards a second polarizer (A, orthogonal
to P) through a nonpolarizing beam splitter (BS), and mea-
sured by the detector (PD) as shown in Fig. 3(b).
In this way, the P-polarized laser beam has a component
that couples to the cavity mode and the other that reflects
back at the air-silicon interface of the SOI chip; the latter
component is stopped by the cross-polarizer while a portion
of the former acquires polarization A, passes through the
second polarizer, and is collected by the detector. The cav-
ity mode demonstrates itself as a higher intensity peak on
the small nonresonant continuum background signal, which
is suppressed by the second polarizer A. For the measure-
ment of the thermo-optic dynamics of the cavity response,
the pump beam is modulated in amplitude between 0% and
100% level by an electro-optical modulator (EOM) driven by
an arbitrary function generator (square wave modulation, f =
50 kHz, DC = 50%) so that the cavity responds according to
the ON/OFF switching of the laser.
V. NUMERICAL AND EXPERIMENTAL RESULTS
The PhC cavity operates as a narrow wavelength filter
and has the fundamental mode resonant at wavelength λ0 =
1548.447 nm, with a measured Q factor Qmeas = 35 000,
which manifests as a Lorentzian peak with FWHM = λ0Qmeas =
0.044 nm. The characteristics of the silicon 2D PhC were
measured experimentally by scanning the pump over a broad
range of wavelengths at different laser power and collecting
the resonant scattering response of the cavity, as seen from
the experimental spectra in Fig. 4(a).
As the laser wavelength is swept across the resonance,
linear absorption, TPA, and FCA occur (as discussed above),
and the cavity resonance wavelength drifts away from the
pump wavelength. At a certain value, absorption reaches its
maximum and if the laser is tuned further, the resonance is
lost. This self-tuning of the cavity resonance gives rise to the
asymmetry observed in Fig. 4. This effect is well known in
the literature [27,44] and following standard practice, we refer
245404-6
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FIG. 4. (a) The experimental response of the DA cavity generated by sweeping the wavelength of the exciting laser: the optical power
collected from the cavity is plotted against wavelength. (b) Plot of the calculated response of the DA cavity generated by sweeping the
wavelength of the exciting laser. (c) Plot of the experimental wavelength shift of the cavity resonance with coupled power of the laser with
quadratic fit and (d) the corresponding plot calculated with the model with a τlin = 200 ps.
to the resonance wavelength of the warm cavity as the “hot
cavity.”
The hot cavity resonance wavelength redshifts with in-
creasing pump power and its trend is plotted in Fig. 4(c). The
almost linear trend of this experimental resonance wavelength
redshift shows that the dominating contribution to the cavity
response in this laser power regime is linear absorption related
to surface and defects states, with TPA and FCA processes
being more prominent in the curves representing the highest
injected powers, which become increasingly asymmetric due
to increased self-tuning of the cavity resonance at high pow-
ers (bistable regime [26,27]), speeding up the drifting of the
cavity resonance. The cavity response peak is in fact sharper
at higher powers as the increasingly dominant TPA and FCA
processes induce a quadratic wavelength drift of the cavity
cold resonance. This leads to a faster pump-cavity detuning
(smaller and smaller overlap between the pump line and the
cavity Lorentzian), which in turn translates into an abrupt
decay of the power coupled into the cavity.
There is no literature value for the linear absorption co-
efficient, since this parameter is strongly dependent on the
particular fabrication process used, for example, on the sur-
face passivation. Thus, we use linear absorption as the only
fitting parameter by matching the linear wavelength redshift
of the cavity resonance, dλ/dP, measured to be around
4 pm/μW [slope of the curve in Fig. 4(c)], which corresponds
to a linear absorption characterized by a time constant τlin =
200 ps. This is the value used in Eqs. (5) and (9). The model
reproduces the experimental curves as shown in Fig. 4(b) and
reproduces the linear dependence of the resonance wavelength
shift with increasing pump power; see Fig. 4(d). Relevant
nonlinear trends of the cavity dynamics become noticeable
with coupled powers higher than these values, as shown by
the model (Sec. 3 of the Appendix).
The thermo-optic dynamics of the pump-cavity system are
then studied by red-detuning the pump laser with respect to
the cavity cold resonance, such that, when the laser switches
on, the cavity absorbs a portion of the incoming radiation,
heats up, and redshifts towards the pump wavelength through
the thermo-optic effect, while gradually increasing the
portion of the light coupled into it, until it reaches the hot
equilibrium state. We refer to the time the cold resonance
takes to reach the pump wavelength as the switch-on time,
which is strongly dependent on the power coupled into the
cavity, which in turn relates to the pump-cavity detuning.
Figure 5(a) shows the experimental switch-on curves at
constant pump power for different pump-cavity detuning. In
this plot, the switch-on time is defined as the time at which
the optical power in the cavity reaches its maximum value.
As expected, an increased detuning corresponds to longer
switch-on times. This time-varying behavior of the cavity
response, in both the rapid switch on and slow approach
to the steady state, is accurately captured by the model,
as shown in Fig. 5(b). The calculated curves accurately
match the experimental ones at the same detuning and
pump power. The detuning in Fig. 5 is expressed in pm;
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FIG. 5. (a) Experimental dynamic response of the DA cavity: the normalized optical energy collected from the DA cavity is plotted against
time. The different colored curves represent the cavity response with different laser-cavity detuning λLaser − λ0, the black dashed line represents
the experimental input signal. (b) Dynamics of the DA cavity calculated with the model described in this work. The different laser-cavity
detuning λLaser − λ0 is matched to the experimental measurements for the calculations. Normalization has been carried out by dividing each
raw curve by its maximum value, so that all the peaks were reaching unity.
the same values converted in fractions of the bare DA
cavity linewidth (44 pm) are 41 pm = 0.9318 FWHM,
31 pm = 0.7045 FWHM, 21 pm = 0.4773 FWHM,
11 pm = 0.25FWHM, 1 pm = 0.0227 FWHM with an
error of ±2 pm = 0.0455 FWHM for the experiment,
and 42 pm = 0.9545 FWHM, 32 pm = 0.7273 FWHM,
22 pm = 0.5 FWHM, 11 pm = 0.25 FWHM, 3 pm =
0.0683 FWHM for the simulations
To show the generality of the model, we use it to predict
the time-dependent response of a different optical system,
consisting of an optically pumped L3 PhC cavity with
different resonant modes and Q factor. All parameters in the
model are retained (and retain their value), with the exception
of Vmode and Acavity, which are adapted the match the mode
of the L3 PhC geometry, as reported in Fig. 6(a). The good
match between the calculated results and the experimental
curves, as shown in Fig. 6(b), validates the model as a means
of predicting the thermo-optic dynamics of any laser-driven
single-mode 2D PhC cavity system. The detuning in Fig. 6
is expressed in pm; the same values converted in fractions
of the bare L3 cavity linewidth (95 pm) are 66 pm =
0.6947 FWHM, 56 pm = 0.5895 FWHM, 46 pm = 0.4842
FWHM, 36 pm = 0.379 FWHM, 26 pm = 0.2737 FWHM,
and 67 pm = 0.7053 FWHM, 58 pm = 0.6105 FWHM,
45 pm = 0.4737 FWHM, 37 pm = 0.3895 FWHM,
26 pm = 0.2737 FWHM for the simulations
A related approach was used for slow light PhC waveg-
uides in Refs. [45,46]. Empirical parameters describing the
surface roughness were determined in the first paper [43] and
used to make predictions that were validated in a separate fab-
rication run [46] showing that, for a given fabrication process,
the fabrication quality remains broadly consistent in time. We
expect τlin to be a characteristic of a given fabrication process
and to therefore also stay relatively constant over time (so long
as no dramatic changes are made to the fabrication recipe).
Furthermore, we also show calculations of the temperature
distribution for different cavity configurations. Figure 7 de-
picts a schematics of the 2D PhC cavity in two configurations:
(a) shows the cavity patterned on the SOI with no trenches
etched around it to delimit the PhC; (b) shows the cavity pat-
terned on the SOI with some trenches etched into the silicon
slab to isolate the PhC from the rest of the silicon, apart from
four small silicon bridges.
In this work, we use the model to study the evolution of
heat generation in the system. We express this as a heated
volume that expands over time, as the temperature spatial
profile (i.e., the spatial coordinate at which the temperature
of the material decays to 1/e2, here expressed as rt ) of the
material enlarges. In a 3D view, rt is the radius of the red
circumference centered on the cavity that defines the points
of the material where the temperature decayed to 1/e2 (the
borders of the temperature spatial profile) at each time step,
shown in Fig. 7. As time passes, the cavity heats up and the
temperature distribution broadens, which translates into an
increase of rt depicted by an enlarging red circumference.
Figure 8(a) shows the calculated dynamic behavior of the
thermal volume for the cavity used in the experimental work
(i.e., the temperature spatial profile change with time), shown
schematically in Fig. 7(a), where the cavity is surrounded
directly by the unpatterned silicon region. These results are
compared to simulated results corresponding to the same cav-
ity in the case where it is insulated by air and connected to the
unpatterned silicon region through smaller and smaller silicon
bridges; see the schematic in Fig. 7(b). The calculations have
been carried out with the silicon bridges having fixed length
and thickness of 5 and 0.22 μm respectively, and a varying
lateral width of 2, 4, 6, 10, 12, 22, 32, and 42 μm.
A clear trend emerges, with a slower expanding thermal
volume related to the progressively lower thermal conductiv-
ity as the size of the silicon bridges decreases. These curves
indicate that the temperature spatial profiles, expressed with
the radius rt , are broadening more and more slowly the smaller
the silicon bridges are (that is, heat is being confined for
longer time in the PhC), down to the case of the 2-μm-wide
bridge, where the temperature profile is enlarging very slowly
up to ∼6.3 μs, until heat is finally able to diffuse in the silicon
slab, leading to a faster increase of rt . Figure 8(c) show the
temperature space profiles for the different types of cavities
at the last instant (after 10 μs of optical pumping). The more
thermally insulated the cavity is (i.e., smaller silicon bridge)
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FIG. 6. (a) Optical mode confinement of a silicon L3 PhC cavity calculated with finite difference time domain (FDTD) method. Red
concentric ellipses represent a schematic of the spatial subdivisions used for the thermal calculation. (b) Plot of the calculated normalized
optical energy in the L3 cavity against time with λLaser − λ0 = 55 pm (black curve) superimposed to the experimental normalized optical
energy collected from the L3 cavity against time with same the laser-cavity detuning (purple curve), the black dashed line represents the
experimental input signal. (c) Experimental dynamic response of the L3 cavity: the normalized optical energy collected from the DA cavity
is plotted against time. The different colored curves represent the cavity response with different laser-cavity detuning λLaser − λ0, the black
dashed line represents the experimental input signal. (d) Dynamics of the DA cavity calculated with the model described in this work. The
different laser-cavity detuning λLaser − λ0 is matched to the experimental measurements for the calculations. Normalization has been carried
out by dividing each raw curve by its maximum value, so that all the peaks were reaching unity.
the broader its temperature profile in space as the heat gen-
erated by the pump is being slowly dissipated. For the same
reason, the increasingly more thermally insulated cavities are
heating up faster, reaching higher temperatures and dissipat-
FIG. 7. (a) Schematics of a PhC cavity patterned on a silicon
slab. (b) Schematics of the same PhC cavity patterned on silicon
and connected to the rest of the silicon slab only through four small
silicon bridges. Due to the very low thermal conductivity of air and
the buried oxide, the PhC cavity in this configuration is transferring
heat to the rest of the silicon slab less efficiently as the major heat
transfer contribution is associated to the silicon bridges and their
dimensions. The red concentric circumferences represent zones with
equal temperatures.
ing heat more slowly over time, as shown in Figs. 8(b) and
8(d).
The constantly expanding thermal volume over time shown
in the plots confirms the need for the calculation of the sys-
tem’s space-time distribution of temperatures, as it has been
provided with the model presented here, in order to accurately
describe and design the long-time-scale thermodynamics of
the pump-cavity problem.
VI. CONCLUSIONS
We have presented a first principles model description for
the physics of the thermo-optic nonlinear response of opti-
cally pumped silicon microcavities. The system temperature
distribution is calculated both in space and time by using the
Laplacian heat-transfer equation, which is then employed to
model the thermo-optic response of the cavity on both fast
(∼100 ns) and slow (steady state) time scales. By using a pri-
ori material parameters, this model has predictive power, even
in the presence of time-varying input signals, allowing for the
design of nonlinear optical behavior of optical microcavities,
i.e., a powerful tool for novel, cavity based nonlinear optical
devices.
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FIG. 8. (a) Calculated expanding heated volume of the DA cavity: the spatial coordinate at which the temperature of the material decays
to 1/e2(rt ) is plotted against time. Different colors represent different cavity configurations: the blue curve is for the PhC patterned on the
continuous slab of silicon while the other curves represent PhC cavities connected to the silicon slab by silicon bridges of decreasing width:
42, 32, 22, 12, and 2 μm respectively, while the red dashed lines represent the location and delimitation in space of the silicon bridges in
the different geometries. (b) Calculated temperature of the DA cavity with time for the different cavity configurations (continuous silicon
slab—silicon bridges of decreasing widths: 32, 22, 12, 6, and 4 μm respectively). (c) Temperature space profile (r) of the silicon slab starting
from the center of the DA cavity for the different PhC configurations, in which the silicon bridges locations are delimited with red dashed
lines. (d) Temperature of the cavity with time when the laser is switched off at instant t = 0 s for the different PhC configurations.
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The optically pumped PhC cavity can be treated mathe-
matically as a resonator with an input wave or waveguide
using temporal coupled mode theory (CMT), e.g., following
Ref. [46]. In this approach, the time-dependent cavity mode
amplitude a(t ) ∝ e jω0t e−t/τ0 with a resonance frequency ω0
has to be modified to take into account not only the total
internal (i.e., absorption or scattering) losses, represented by
the time-decay with constant τ0, but also the power coupled to
the waveguide/external field and the possible excitation by an
incident wave.
The rate of change of the mode amplitude, da(t )/dt , con-
sidering coupling out of the cavity, characterized by a time
constant τout, and excitation by a traveling wave of amplitude
s+ ∝ jωt incident on the cavity, becomes
da(t )
dt







a(t ) + κs+. (A1)
Here κ is the coupling coefficient between the cavity and
the incident wave, and s+ is normalized on the incident power,
i.e., |s+|2 = P0. The mode amplitude then becomes
a = κs+




) + ( 1
τout
)] . (A2)
To derive the expression for κ time reversibility is ap-
plied, assuming the case of no internal losses (1/τ0 = 0), an
initial starting amplitude a, and no source, i.e., s+ = 0. The
mode decays with the rate 1/τout with the power carried by
the wave s−, traveling away from the cavity. Due to energy
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|a|2 = −|s−|2. (A3)
When considering the time-reversed solution to Eq. (A3),
the wave traveling away is converted into a wave traveling to-
wards the cavity, i.e., s+, and the energy builds up in the cavity
with time dependence exp[(2/τout )t]. Similar to Eqs. (A2) and
(A3), and denoting the positive frequency amplitude of the






The time reversed response is driven at a frequency that
grows with the rate 1/τout from the driver wave frequency ω0,
leading to ω = ω0 + j/τout. Substituting this into Eq. (A2),
we have
|ã| = κ s̃+
2/τout
. (A5)






































(s+a∗ + s∗+a), (A7)
where dW/dt is the rate of change of energy in the system.
So, in the nonresonant condition, we have a mode amplitude













) + ( 1
τ0
)] (s+). (A8)
We define τq as the time constant associated to overall
losses, extrapolated from the experimentally measured Q fac-


















Replacing a∗ and a into the coupling term in Eq. (A7) and
applying properties of complex numbers we get√
2
τout













where, by definition, |s+|2 is the laser pump power incident
on the cavity, P0, with a driving frequency ω = ωlaser. Equa-
tion (A10) represents the case in which the frequency of the
cavity mode ω0 is constant and the cavity is not affected by
the pumping. In the case of a nonlinear cavity, however, the
FIG. 9. Normalized optical energy in the DA cavity against time.
The different colored curves represent calculations with exactly the
same conditions but a different value of the increment x into which
the space of the simulation was divided.
pump power absorbed by the cavity through the linear and
nonlinear absorption processes described earlier will shift the
cavity resonance. Thus the Lorentzian term has to be modified
with an effective cavity resonance frequency ωeff , in place
of ω0, that takes into account the frequency shift due to the
pump induced refractive index change. We obtain this term by







The Lorentzian in Eq. (3) (coupling Lorentzian) then be-
comes









ω − ntotaln ω0
)2 + ( 1
τq
)2 , (A12)
with ω = ω0 − ωlaser.
2. Convergence tests
We validated the resolution of the computations with var-
ious convergence tests, by scanning different values of the
spatial and temporal increments to verify consistent results
while optimizing the speed of the calculations. First, we
performed a test on the concentric ellipses representing the
enlarging thermal volume in time, by changing the value of
the increment x (see Fig. 9).
The calculations gave consistent results for x = 100 nm
and x = 150 nm while bigger increments provide a
too course spatial division of the system and tempera-
ture distribution, leading to the shifting curves shown in
Fig. 9.
Then, we performed a convergence test to evaluate the tem-
poral resolution needed for the calculations, by computing the
dynamics of the optically pumped DA cavity with the exactly
same conditions but changing the value of the time step used
in the simulations. As Fig. 10(a) shows, a time-step range
between 10 and 90 ps gives consistent results, highlighted
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FIG. 10. (a) Normalized optical energy in the DA cavity against time: the different superimposed curves represent the calculations in the
same conditions but different values of the time step into which the time of the simulation was divided. (b) Normalized optical energy in the
DA cavity against time, the different superimposed curves represent the calculations in the same conditions but different total simulated space.
by the completely superimposed curves. The computations
were also tested in order to verify that the total simulation
area was large enough to ensure a realistic temperature decay
from the cavity region to the room temperature bath (i.e.,
the rest of the sample). The perfectly overlapped curves in
Fig. 10(b) demonstrate that setting the space of the simulation
to 300 μm, as in the calculations showed in Figs. 4–6, is
enough to completely resolve the dynamics of the laser-cavity
system while maintaining a higher simulation speed.
3. Nonlinear dynamics
Figure 4 shows experimental results and respective com-
putations of the resonance wavelength shift against the power
coupled in the DA cavity. The figure shows that in the cou-
pled power range studied in the experiments the nonlinear
absorption effects (TPA and FCA) are still very weak and the
dominant mechanism in this regime is the linear absorption,
most probably related to defects and surface states of the sys-
tem. In this section, we show that the calculated nonlinearities
FIG. 11. Comparisons between linear absorption and nonlinear absorption related to TPA and FCA contributions to the dynamics of the
optically pumped DA cavity. Each of the four plots represents the heat generated (in pJ) in the cavity by linear absorption (red) and nonlinear
absorption (blue) against time with different coupled power: (a) 16 μW, (b) 25 μW, (c) 43 μW, (d) 70 μW.
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FIG. 12. (a) Optical energy in the DA cavity with time, with a peak value corresponding to u0 = 0.0085 pJ and (b) free carrier density with
time, with a peak value corresponding to N0 = 1.072 × 1015 cm−3.
related to TPA and FCA become more and more dominant
when the optical power coupled in the cavity increases beyond
the range discussed earlier in this work.
Figure 11 shows the contributions to the heat generated in
the cavity by linear and nonlinear absorption (TPA and FCA
combined) in time, with increasing optical power coupled into
the cavity: specifically 16, 25, 43, and 70 μW. The plots
clearly convey the fact that nonlinearities as the coupled power
increases the nonlinear mechanism first become comparable
to and then (for short time scales) dominate over the linear
absorption process.
4. Linear absorption, FCA, and TPA contributions
to the cavity losses
In this section we show calculations to quantify the contri-
bution of free carrier absorption (FCA) to the total absorption
in the experimental case considered, in order to validate the
neglecting of the FCA influence on the cavity Q factor in the
model.
To determine the relative contributions, we look at the
decay of optical energy in the cavity in different scenarios.
The cavity is designed for strong outcoupling, which is by far
the dominant effect, with linear absorption next. As shown
below, FCA and TPA have very small effects on the Q factor,
and we feel justified in ignoring their effects, at least at the
power levels considered here.
First, we used the model to get the DA cavity response
dynamics for one of the detuning cases discussed in this work
(31 pm), with an incident power of 0.125 mW (in the range of
values used in this work). From this response we collected the
peak optical energy in the cavity [u(tpeak ) = u0] and the peak
free carrier concentration values (N0) (Fig. 12).
These values are then used to simulate the optical energy
decay in the cavity [i.e., u(t = 0) = u0 with no pumping],
separating the contribution from linear absorption, FCA, and
TPA (Fig. 3).
To get the optical energy decay curves in the cavity with
and without nonlinear effects, we used the following equa-
tions (see Fig. 13):
du(t )
dt




















FIG. 13. (a) Optical energy decay in the DA cavity in different cases: linear and nonlinear losses (blue), no linear absorption (black), no
free-carrier absorption (green), and no two-photon absorption (red). (b) Zoom of (a) to highlight the FCA and TPA contribution to the optical
energy decay. The dashed lines show the values at which the different decays reach the 1/e value. Linear absorption contributes about ten times
more to the losses compared to FCA and TPA in this power regime.
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with τq = 57.742 ps representing the characteristic time re-
lated to the total cavity losses, and corresponding to the
measured Q factor of 35 000, τlin = 200 ps representingw
the linear absorption used in the calculation (estimated
from Fig. 4 in the main text), τin ∼ 90 ps represents the
characteristic time related the coupling of energy into the
cavity, derived from the experimentally estimated coupling
efficiency. τ0 ∼ 730 ps is the characteristic time of the in-
trinsic cavity losses (with a Q factor of ∼450 000).
The first term of Eq. (A14) represents the optical energy
decay due to linear losses while the second and third terms
express the decay due to FCA and TPA respectively. Figure 2
shows that in this power range, the dominant contribution
to the cavity losses besides the loaded Q factor is linear ab-
sorption, while free-carrier absorption plays a relatively weak
role—FCA and TPA combined are about 1/10 of the linear
absorption. Hence, the FCA influence on the cavity linewidth
can be neglected without compromising quantitative capture
of the cavity dynamics.
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