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DANIEL KOTLAR
Computer Science Department, Tel-Hai College, Upper galilee, Israel
Abstract. An algorithm that uses the cycle structure of the rows, or the
columns, of a Latin square to compute its autotopy group is introduced. As
a result, a bound for the size of the autotopy group is obtained. This bound
is used to show that the computation time for the autotopy group of Latin
squares that have two rows or two columns that map from one to the other by
a permutation which decomposes into a bounded number of disjoint cycles, is
polynomial in the order n.
1. Introduction
For any positive integer n, a Latin square of order n is an n× n array of numbers
in [n] = {1, . . . , n}, so that each row and each column of L is a permutation of [n].
A Latin square is called reduced if its first row and first column are equal to the
identity permutation. A line in L is either a row or a column.
Let Sn be the symmetric group of permutations of [n]. An isotopism is a triple
(α, β, γ) ∈ S3n that acts on the set of Latin squares of order n by permuting the set
of rows of a Latin square by α, permuting the set of columns by β, and permuting
the symbols by γ. An autotopism of a Latin square L is an isotopism Θ such that
Θ(L) = L. The autotopy group of L, denoted A(L), is the group of autotopisms of
L. Two Latin squares are called isotopic if there is an isotopism that transforms
one to the other. If L and L′ are isotopic, say Θ(L) = L′, then their autotopy
groups are related: A(L′) = ΘA(L)Θ−1. Since every Latin square is isotopic to
a reduced Latin square, we can study the structure and size of autotopy groups
of general Latin squares by exploring autotopy groups of reduced Latin squares.
For further knowledge about isotopisms and autotopisms the reader is referred to
[6, 10, 13, 14, 15], among many others.
Autotopy groups, as well as ways to compute them, have been the subject of many
studies. McKay [12, 13] introduced “nauty”, an algorithm for computing the sym-
metry groups of a graph, and used it to compute the various symmetry group of
a Latin square, including the autotopy group, by mapping the Latin square to a
certain graph. For some otherwise tough classes of Latin squares, “nauty” can be
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accelerated by using vertex invariants such as the “train” introduced by Wanless
[20].
Although the proportion of Latin squares of order n which have non-trivial autotopy
group tends quickly to zero as n grows (McKay and Wanless [14]), some special
Latin squares of any order may have a large autotopy group (see Wanless [20]). For
example, if L is the Cayley table of a group G of order n then
|A(L)| = n2|Aut(G)| (1.1)
(as mentioned in [2] and [3] and shown in [15] and [16]). Browning, Stones and
Wanless [3] set the following general bound for the size of the autotopy group of a
Latin square L of order n:
|A(L)| ≤ n2
blog2 nc∏
t=1
(
n− 2t−1) . (1.2)
Given a specific Latin square L, other bounds can be computed using easily com-
putable features of L. For example, viewing the rows and columns of a Latin square
as permutations in Sn, and assuming that L has k rows of one parity (even or odd)
and n− k rows of the opposite parity, it was shown in [11] that
|A(L)| ≤ n(n− k)!k!. (1.3)
Any permutation in σ ∈ Sn can be written as a product of disjoint cycles - the cycle
representation of σ. The lengths of these cycles define a partition of n called the
cycle structure of σ. The cycle structures of permutations have been considered in
the context of Latin squares in different aspects. Cavenagh, Greenhill and Wanless
[5] considered the cycle structure of the permutation that transforms one row of a
Latin square to another row. Falco´n [7] and Stones, Vojteˇchovsky´ and Wanless [17]
considered the cycle structure of the permutations α, β and γ in a given isotopism
Θ = (α, β, γ), in order to derive information on Latin squares for which Θ is an
autotopism. Ga luszka [8] used the cycle structure of rows of Latin squares, viewed
as Cayley tables of groupoids, in order to study the quasigroup structure of the
groupoids. In [11] the author used the cycle structure of the rows of a reduced Latin
square to obtain a bound on the size of the autotopy group: let L be a reduced
Latin square and suppose (λ1, λ2, . . . , λs) is a partition of n by the different cycle
structures of the rows, then
|A(L)| ≤ n2
s∏
i=1
λi!. (1.4)
In this paper we introduce an algorithm that uses the cycle structure of the rows
of L for finding A(L). The algorithm yields a bound for |A(L)| that involves cycle
structure data. It is shown that for the family of reduced Latin squares that have
two rows or two columns that map from one to the other by a permutation hav-
ing a bounded number of disjoint cycles, the autotopy group can be computed in
polynomial time in n.
Notation 1. For a Latin square L of order n let {σi}ni=1 be the rows of L, viewed
as permutations, and let {pii}ni=1 be the columns of L.
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Convention: When viewing a row or a column of a Latin square as a permutation
σ ∈ Sn, it is understood that the number i appearing in the jth place of σ signifies
that σ(j) = i.
2. Preliminary Results and Notation
In this section we mention useful known results and introduce some notation.
Notation 2. Let L be a reduced Latin square. For any permutation α ∈ Sn and
any column pij of L let Θα,j denote the isotopism (α, αpi
−1
j σα−1(1), αpi
−1
j ).
Proposition 1 appears in different formulations in [18] and [11]. It describes the
n · n! isotopisms that map a given reduced Latin square to a reduced Latin square.
Proposition 1. Let L be a reduced Latin square.
(i) For any permutation α ∈ Sn and any column pij of L, the Latin square
Θα,j(L) is reduced.
(ii) If Θ is an isotopism such that Θ(L) is reduced then Θ = Θα,j for some
α ∈ Sn and some column pij of L.
The next proposition from [11] describes the effect of applying Θα,j on a single row
of a Latin square (the slight difference from the original in [11] is due to the different
convention used there to interpret a line in a Latin square as a permutation).
Proposition 2. Let L be a reduced Latin square of order n with row permutations
{σi}ni=1 and column permutations {pij}nj=1. Let Θα,j be an isotopism as defined in
Notation 2. Let L′ = Θα,j(L) and let {σ′i}ni=1 be the rows of L′. Then, for all
i = 1, . . . , n,
σ′i = αpi
−1
j σα−1(i)σ
−1
α−1(1)pijα
−1. (2.1)
In particular, if Θα,j ∈ A(L), then for all i = 1, . . . , n,
σi = αpi
−1
j σα−1(i)σ
−1
α−1(1)pijα
−1. (2.2)
Notation 3. For a permutation σ ∈ Sn let ν(σ) denote the number of cycles in
the cycle representation of σ (including cycles of length 1). For a Latin square L
of order n let ν(L) = mini ν(σi).
Notation 4. Let L be a reduced Latin square of order n. For any k ∈ [n] let
λ(L, k) denote the number of rows with the same cycle structure as the row σk.
Let λ(L) = maxk λ(L, k).
Example 1. Consider the following reduced Latin square L of order 8:
1 2 3 4 5 6 7 8
2 1 4 6 8 7 5 3
3 4 1 2 6 5 8 7
4 5 8 7 3 2 1 6
5 7 6 1 4 8 3 2
6 8 5 3 7 1 2 4
7 6 2 8 1 3 4 5
8 3 7 5 2 4 6 1
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The cycle representations of the rows of L, grouped by cycle structure, are:
Row Cycle representation
1 (1)(2)(3)(4)(5)(6)(7)(8)
3 (1, 3)(2, 4)(5, 6)(7, 8)
2 (1, 2)(3, 4, 6, 7, 5, 8)
6 (1, 6)(2, 8, 4, 3, 5, 7)
8 (1, 8)(2, 3, 7, 6, 4, 5)
4 (1, 4, 7)(2, 5, 3, 8, 6)
5 (1, 5, 4)(2, 7, 3, 6, 8)
7 (2, 6, 3)(1, 7, 4, 8, 5)
(2.3)
We have ν(L) = 2. Also, λ(L, 1) = λ(L, 3) = 1 and λ(L, t) = 3 for t 6= 1, 3. Thus,
λ(L) = 3.
Notation 5. Let L be a reduced Latin square of order n with row permutations
{σi}ni=1. For any i, k ∈ [n] denote by σi,k the permutation σiσ−1k . Denote by ∆(L)
the set of integers k ∈ [n] such that the multiset of cycle structures of {σi,k}ni=1 is
the same as the multiset of cycle structures of {σi}ni=1. Let δ(L) = |∆(L)|.
Example 2. If L is the Cayley table of a finite group of order n, then {σi,k}ni=1 =
{σi}ni=1 for all k ∈ [n]. Thus, δ(L) = n.
Observation 1. Let L be a reduced Latin square of order n and let Θα,j ∈ A(L).
If k is in the α-orbit of 1, then k ∈ ∆(L).
Proof. Suppose αt(k) = 1 for some t. Since A(L) is a group, Θtα,j ∈ A(L). Note
that Θtα,j = Θαt,m for some m ∈ [n], by Proposition 1. Let β = αt. We have
β−1(1) = k. Since Θβ,m ∈ A(L) we have σi = βpi−1m σβ−1(i)σ−1k pimβ−1 for all
i = 1, . . . , n, by (2.2). Thus, k ∈ ∆(L). 
Notation 6. Let L be a reduced Latin square of order n and suppose k ∈ ∆(L).
For any t ∈ [n] let
Rk(L, t) := {i ∈ [n] : σt and σi,k have the same cycle structure}.
The following two observations follow directly from (2.2):
Observation 2. Let L be a reduced Latin square of order n. If k ∈ ∆(L), then
Rk(L, 1) = {k} and |Rk(L, t)| = λ(L, t) for all t ∈ [n].
Observation 3. Let L be a reduced Latin square of order n and let Θα,j ∈ A(L).
If α(k) = 1, then for any t ∈ [n],
α−1(t) ∈ Rk(L, t). (2.4)
Remark 1. Since there are n options for pij in Proposition 1 and δ(L) ≤ n the
bound in (1.4) follows.
Example 3. The Latin square L in Example 1 has ∆(L) = {1, 2}. The cycle
representations of {σi,2}8i=1 are:
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i Cycle rep. of σi,2
2 (1)(2)(3)(4)(5)(6)(7)(8)
8 (1, 3)(2, 8)(4, 7)(5, 6)
1 (1, 2)(3, 8, 5, 7, 6, 4)
3 (1, 4)(2, 3, 7, 5, 8, 6)
4 (1, 5)(2, 4, 8, 3, 6, 7)
5 (2, 5, 3)(1, 7, 8, 4, 6)
6 (1, 8, 7)(2, 6, 3, 4, 5)
7 (1, 6, 8)(2, 7, 3, 5, 4)
(2.5)
We have R2(L, 1) = {2}, R2(L, 3) = {8}, R2(L, 2) = R2(L, 6) = R2(L, 8) =
{1, 3, 4}, and R2(L, 4) = R2(L, 5) = R2(L, 7) = {5, 6, 7}.
3. Computing A(L)
Let L be a reduced Latin square and let σl be a row permutation in L with minimal
number of cycles. We shall construct isotopisms Θα,j that fix σl. By (2.2) we have,
σl = αpi
−1
j σα−1(l)σ
−1
α−1(1)pijα
−1. (3.1)
The construction of Θα,j ∈ A(L) goes as follows: we first choose α−1(1) and α−1(l).
Then choose j and compute pi−1j σα−1(l)σ
−1
α−1(1)pij . Then we use Equation (3.1) to
determine α, and thus we have a candidate Θα,j . Finally, we check whether Θα,j
fixes the other rows. Due to the different constraints, most Θα,j ’s will be eliminated
along the way and only a small fraction will reach the final stage.
Here is a detailed description of the algorithm:
Step 1: As already mentioned, We choose a row σl in L with a minimal number
of cycles, i.e. ν(L, l) = ν(L). The index l will remain constant throughout the
algorithm.
Step 2: We next wish to choose k = α−1(1). By Observation 1, we must choose k
from ∆(L). We have
α(k) = 1. (3.2)
We define the binary matrix T (L, k) as the n × n matrix whose (i, j) entry is 1 if
and only if σi,k has the same cycle structure as σj . This means that there might
be an autotopism (α, β, γ) of L such that α(i) = j, by Observation 3. Any all-1’s
generalized diagonal in T (L, k) corresponds to a possible such permutation α. (The
term generalized diagonal of an n× n matrix refers to a set of n entries belonging
to distinct rows and distinct columns.)
Remark 2. If we group the rows Ti of T (L, k) by the cycle structures of {σi,k}ni=1
and group the columns T j of T (L, k) by the cycle structures of {σj}nj=1 (as in
(2.3) and (2.5)), keeping the original row and column indexes, the resulting matrix
consists of all-1’s square blocks in the diagonal and 0’s elsewhere. For example, the
matrices T (L, 1) and T (L, 2) for the Latin square L in Example 1, after such row
and column rearrangements (and omitting the 0’s for clarity) are
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1 3 2 6 8 4 5 7
1
3
2
6
8
4
5
7

1
1
1 1 1
1 1 1
1 1 1
1 1 1
1 1 1
1 1 1

and
1 3 2 6 8 4 5 7
2
8
1
3
4
5
6
7

1
1
1 1 1
1 1 1
1 1 1
1 1 1
1 1 1
1 1 1

respectively, where the indexes on the top and on the left represent the original row
numbers.
Step 3: We next choose i = α−1(l). By Observation 3, we must choose i from
Rk(L, l). We have
α(i) = l. (3.3)
We compute σi,k. By (3.2) and (3.3), equation (3.1) can be rewritten as
σl = αpi
−1
j σi,kpijα
−1. (3.4)
Step 4: We next choose a column pij and compute σi,j,k := pi
−1
j σi,kpij . We have,
by (3.4),
σl = ασi,j,kα
−1. (3.5)
Step 5: We manipulate the matrix T (L, k) in the following way:
(1) We rearrange the rows by the cycle representation of σi,j,k while keeping
the original indexes. That is, for each cycle of σi,j,k, the rows indexed by its
elements will be adjacent and the order in which the rows will be arranged
will be the same as the order of the corresponding indexes within the cycle.
(2) In a similar manner, we rearrange the columns by the cycle representation
of σl while keeping the original indexes.
(3) We switch all the 1’s in the row indexed by i, except for the 1 in the column
indexed by l and all the 1’s in the column indexed by l, except for the 1 in
the row indexed by i (by (3.3)). In the row indexed by 1 we switch all the
1’s that are not in columns indexed by elements of ∆(L) (by Observation 1).
In the row indexed by k we switch all the 1’s, except for the 1 in the column
indexed by 1 and all the 1’s in the column indexed by 1, except for the 1
in the row indexed by k (by (3.2)).
(4) We subdivide the matrix into blocks according to the cycles of σi,j,k and
σl (that is, the rows of each block are indexed by the numbers in a cycle of
σi,j,k and the columns of each block are indexed by the numbers in a cycle
of σl). Then, switch all the 1’s that appear in non-square blocks.
The resulting matrix will be denoted T l(L, i, j, k).
Step 6: This step constitutes most of the work. We shall use the following definition
and proposition:
Definition 1. A shifted diagonal in a square matrix A = (aij)
m
i,j=1 of order m is
a set of cells {ai,t+i}mi=1, for some t ∈ {1, . . . ,m}, where the indexes t+ i are taken
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modulo m plus 1. Here is an illustration of a shifted diagonal:
∗
∗
. . .
∗
∗
. . .
∗

We shall use the term block shifted diagonal for a shifted diagonal inside a square
block of a given matrix.
Proposition 3. For any Θα,j ∈ A(L) there exist k ∈ ∆(L) and i ∈ Rk(L, l) so that
α is defined by an all-1’s generalized diagonal Dα of T
l(L, i, j, k), which satisfies
the following property:
(*) For any block M in the subdivision of T l(L, i, j, k) (described in Step 5(4)
above), either Dα ∩M = ∅ or Dα ∩M is a shifted diagonal of M .
Proof. Since α is defined by a generalized diagonal of T l(L, k), it still corresponds
to a generalized diagonal after the rearrangements described in Step 5(1) and Step
5(2). By (3.5) and the identity
α(a1, a2, . . . , at)α
−1 = (α(a1), α(a2), . . . , α(at)), (3.6)
for any number s ∈ [n], s and α(s) appear in cycles of the same size of σi,j,k and σl,
respectively. Thus, by the rearrangement described in Step 5(1) and Step 5(2) and
the subdivision described in Step 5(4), the intersection of Dα with any non-square
block must be empty, and thus we can switch the 1’s in these blocks.
Let C be a cycle in the cycle representation of σi,j,k. By (3.6), all the numbers
appearing in C are mapped by α to a set of numbers that form a cycle C ′ in the
cycle representation of σl. Let MC,C′ be the block in the subdivision of T
l(L, i, j, k)
whose rows are indexed by the elements of C and whose columns are indexed the
elements of C ′. Thus, Dα ∩ MC,C′ is a generalized diagonal of M . Suppose t
succeeds s in the cycle C (this means that either t appears immediately to the
right of s, or s is the rightmost element in C and t is the leftmost one), then by
(3.6), α(t) succeeds α(s) in C ′. Thus, the 1’s in the entries (s, α(s)) and (t, α(t))
in T l(L, i, j, k) are positioned in the block MC,C′ in one of the four ways described
in Figure 1. In any case, they are part of a shifted diagonal of M .

The problem of finding A(L) is now reduced to finding the all-1’s shifted diagonals
in the square blocks of T l(L, i, j, k), for each i, j and k. In order to do this we
don’t have to iterate over all ν(L) × ν(L) blocks. Instead, we can iterate over all
ν(L) cycles of σl. For each such cycle C, we look at the columns indexed by its
members, and consider the column with the least number of 1’s. For each 1 in this
column, we check whether it is part of an all-1’s shifted diagonal in its block. If in
the columns indexed by some cycle of σl, there is not a single all-1’s block shifted
diagonal, then, clearly, there will be no all-1’s generalized diagonal that satisfies the
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(a) (b) (c) (d)
Figure 1.
property (*) in T l(L, i, j, k). Hence, there is no need to check the rest of the cycles,
and consequently, we can skip the rest of the steps in the algorithm and move on
to the next matrix T l(L, i, j, k).
Step 7: After finding the all-1’s block shifted diagonals in T l(L, i, j, k) (assuming
that each cycle of σl defines at least one) we combine them into generalized diagonals
of T l(L, i, j, k). This will yield isotopisms Θα,j that fix the row σl (and, of course,
the row σ1, since all isotopisms of the form Θα,j fix the first row).
Step 8: We use (2.1) to check whether these Θα,j ’s fix the other n− 2 rows.
Remark 3. All the elements of A(L) constructed by this algorithm are distinct.
To see this, first note that any two autotopisms Θα,j and Θα′,j arising from the
same matrix T l(L, i, j, k) are distinct, since they correspond to different diagonals
of T l(L, i, j, k), so α 6= α′. Now, suppose Θα,j and Θα′,j′ arise from T l(L, i, j, k)
and T l(L, i′, j′, k′), respectively. If j 6= j′, then the autotopisms are clearly distinct.
If either i 6= i′ or k 6= k′, then α 6= α′ by (3.2) and (3.3).
Remark 4. The algorithm was tested on 20,000 randomly generated Latin squares
(by Jacobson Matthews method [9]) of each of the orders 10, 15, 20, 25, and 30. The
running times on an Intel Core i7 processor were 1.2, 2.1, 3.1, 4.3, and 5.7 seconds,
respectively. The algorithm was also tested on an assortment of Latin squares with
relatively small nontrivial autotopy group, produced by a program written for [19].
For 5000 Latin squares of each of the orders 10, 15, 20, 25, and 30, the times in
seconds were 2.7, 3.7, 8.0, 15.4, and 23.4. It is worth noting the slow rate of growth
as the order n increases.
Example 4. Consider the Latin square in Example 1. We take l = 7. Thus, the
columns in any T 7(L, i, j, k) are arranged by the cycles of σ7 = (1, 7, 4, 8, 5)(2, 6, 3).
We illustrate three different scenarios:
(1) A candidate Θα,j that is not an autotopism: Let k = 1, i = 5 and
j = 6. So, α(1) = 1 and α(5) = 7 (by (3.2) and (3.3)). We have
σ5,1 = σ5 = (1, 5, 4)(2, 7, 3, 6, 8) (see (2.3)) and σ5,6,1 = pi
−1
6 σ5,1pi6 =
(1, 5, 4, 2, 7)(3, 8, 6). After rearranging the rows and columns of T (L, 1)
(in Remark 2) by the cycles of σ5,6,1 and σ7 respectively, and deleting
1’s according to Step 5(3) and Step 5(4), we obtain the following matrix
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T 7(L, 5, 6, 1):
1 7 4 8 5 2 6 3
1
5
4
2
7
3
8
6

1
1
1 1
1
1 1
1
1 1
1 1

in which the only all 1’s generalized diagonal satisfying the property (*)
is underlined. This yields Θα,6 where α =
(
1 2 3 4 5 6 7 8
1 8 3 4 7 6 5 2
)
.
As explained above, Θα,6 was constructed to fix the first and seventh rows
of L. However, Θα,6 6∈ A(L) since it does not fix all the other rows.
(2) An autotopism: Let k = 2, i = 5 and j = 2. So, α(2) = 1 and α(5) = 7.
We have σ5,2 = (2, 5, 3)(1, 7, 8, 4, 6) (see (2.5)) and σ5,2,2 = pi
−1
2 σ5,2pi2 =
(1, 4, 8)(2, 5, 6, 3, 7). If we rearrange the rows of the matrix T (L, 2) (in
Remark 2) by the cycles in σ5,2,2, and rearrange its columns by the cycles
in σ7 and delete 1’s according to(3) and Step 5(4), we obtain the following
matrix T 7(L, 5, 2, 2):
1 7 4 8 5 2 6 3
2
5
6
3
7
1
4
8

1
1
1 1
1
1
1
1 1
1

We see that there is only one shifted diagonal in each square block (which
happens to be the main diagonal). These yield an isotopism Θα,2, where
α =
(
1 2 3 4 5 6 7 8
2 1 8 6 7 4 5 3
)
. After verifying that Θα,2 fixes all
other rows we conclude that Θα,2 ∈ A(L) (this is the only nontrivial auto-
topism of L).
(3) No candidates: Let k = 2, i = 7 and j = 7. So, α(2) = 1 and α(7) = 7.
We have σ7,2 = (1, 6, 8)(2, 7, 3, 5, 4) (see (2.5)) and σ7,7,2 = pi
−1
7 σ7,2pi7 =
(1, 5, 2, 7, 6)(3, 4, 8). If we rearrange the rows of T (L, 2) by the cycles in
σ7,7,2, and the columns by the cycles in σ7, and delete 1’s according to Step
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5(3) and Step 5(4), we obtain the following matrix T 7(L, 7, 7, 2):
1 7 4 8 5 2 6 3
1
5
2
7
6
3
4
8

1 1
1
1
1 1
1 1
1 1
1

Since there are no 1’s in the row indexed by 1, the matrix T 7(L, 7, 7, 2)
doesn’t yield any candidate to check in Step 8.
Remark 5. For most Latin squares checked, the matrices T 7(L, i, j, k) are as sparse
as the ones illustrated above. Only for highly structures Latin squares we have
dense matrices that produce a large number of diagonals satisfying Property (*).
Such highly structured Latin squares are best handled by accelerated versions of
“nauty”.
4. A bound for |A(L)|
The algorithm described in the previous section yields a bound on the size of A(L).
For convenience we introduce a new notation:
Notation 7. Let L be a Latin square and let C be a cycle in some row permutation
of L. Denote λ(L,C) := mins∈C (λ(L, s)).
Theorem 1. Let L be a reduced Latin square of order n and let σl be a row in
L whose cycle representation contains ν(σl) = ν(L) disjoint cycles. Suppose σl =
(C1)(C2) . . . (Cν(L)) is the cycle representation of σl and assume l ∈ C1. Then,
|A(L)| ≤ nδ(L)λ(L, l)
ν(L)∏
i=2
λ(L,Ci). (4.1)
Proof. There are δ(L) possible values of k ∈ ∆(L), λ(L, l) possible values of
i ∈ Rk(L, l) (by Observation 3) and n possible columns pij . Hence, there are
nδ(L)λ(L, l) distinct matrices T l(L, i, j, k). Consider one such matrix T l(L, i, j, k).
By the discussion in the previous section, it defines all autotopisms Θα,j of L sat-
isfying α(k) = 1 and α(i) = l. By Proposition 3, the number of all-1’s generalized
diagonals in T l(L, i, j, k) satisfying the property (*) is an upper bound for the num-
ber of such autotopisms. By Property (*), any such diagonal is composed of all-1’s
block shifted diagonals in the subdivision of T l(L, i, j, k) defined in Step 5(4). The
columns of each such block are indexed by a different cycle of σl.
Let C be a cycle in the cycle representation of σl. The number of all-1’s shifted
diagonals in the columns indexed by the members of C is at most λ(L,C) (by Obser-
vations 2 and 3). Thus, the number of all-1’s generalized diagonals in T l(L, i, j, k)
satisfying the property (*) is at most
∏ν(L)
i=1 λ(L,Ci). By the deletions performed
in Step(3), the columns defined by the cycle C1 containing l can have at most one
all-1’s shifted diagonal. Hence, we omit λ(L,C1) from the product. 
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Example 5. Consider the Latin square L in Example 1. The row σ7 = (1, 7, 4, 8, 5)(2, 6, 3)
has ν(L) = 2 cycles. Also, λ(L, 7) = 3 (there are 3 rows with the same cycle struc-
ture). Now, 7 ∈ C1 = (1, 7, 4, 8, 5) and for C2 = (2, 6, 3), λ(L,C2) = λ(L, 3) = 1.
Thus, by (4.1), A(L) ≤ 8 · 2 · 3 · 1 = 48.
The next proposition is closely related to the classical result that all principal loop
isotopes of a loop agree if and only if the loop is a group (see, e.g., [4]).
Proposition 4. If equality holds in (4.1) for a reduced Latin square L, then L is
the Cayley table of a group.
Proof. Let Θα,j ∈ A(L). Since equality holds in (4.1), we must have Θα,k ∈ A(L)
for all other k ∈ [n]. Thus, for any k, l ∈ [n], we have,
Φ = Θ−1α,kΘα,l = (1, σ
−1
α−1(1)pikpi
−1
l σα−1(1), pikpi
−1
l ) ∈ A(L).
Let σ = σα−1(1) and β = σ
−1pikpi−1l σ. We have, Φ = (1, β, σβσ
−1) ∈ A(L).
It follows from the convention at the end of Section 1 that after permuting the
columns of L by β, the first row becomes β−1, and we have to apply β on the
symbols in order to transform the first row back into the identity permutation.
Hence, we have Φ = (1, β, β). By Proposition 1(ii), β = pi−1j for some column j.
We have pilpi
−1
k = pij . Since this holds for any two columns pik and pil, it follows
that the columns of L form a subgroup of Sn. This implies that L is the Cayley
table of some group (see [1]). 
The converse of Proposition 4 is not true. That is, if L is the Cayley table of a
group, equality in (4.1) does not necessarily hold. However, for a large family of
groups this is the case, showing that the bound in (4.1) is tight:
Proposition 5. If L is the Cayley table of a cyclic group, then equality holds in
(4.1).
Proof. Suppose L is the Cayley table of the cyclic group G. By (1.1), |A(G)| =
n2φ(n) (Euler function). On the other hand, since L is the Cayley table of a group,
δ(L) = n. The rows of L, viewed as permutations, form a subgroup of Sn that is
isomorphic to G, where the rows act by left composition. Since G is cyclic, each of
its generators corresponds to a row that is a single cycle. So, there are φ(n) single
cycle rows in L. Let σl be a single cycle row. By (4.1), |A(L)| ≤ n2φ(n). Thus, we
have equality. 
5. Complexity Considerations
The non-polynomial part of the algorithm is where the block shifted diagonals
need to be combined to form generalized diagonals of T l(L, i, j, k) (Step 6). The
complexity of this step is of order nν(L). Since ν(L) is not bounded, the algorithm,
in the worst case, is of order nn/2. However, as we shall see, in the vast majority
of the cases, ν(L) is bounded and low, and for Latin squares that are not highly
structured, the number of block shifted diagonals that need to be combined is low,
if they exist at all. If we bound ν(L), the complexity of the computation of A(L)
is polynomial:
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Theorem 2. Let k be a fixed positive integer. For the set of all reduced Latin
squares L that have a row or a column with at most k cycles, A(L) satisfies
|A(L)| ≤ nδ(n)λ(L)k, (5.1)
and it can be computed in polynomial time in n.
Proof. Without loss of generality we may assume that L contains a row σl that
decomposes into at most k cycles. Thus, ν(L) ≤ k (if it is a column we take LT . The
relation between A(L) and A(LT ) is obvious). The computation of each one of the
matrices T l(L, i, j, k) is of polynomial complexity, since only elementary operations
with permutations in Sn are involved, and there are nδ(n)λ(L) such matrices. As
noted in Step 6, each cycle C of σl, except for the cycle containing 1 and l, requires
at most λ(L,C) ≤ λ(L) iterations in order to find its corresponding all-1’s block
shifted diagonals. Thus, the process of finding all the all 1’s generalized diagonals
satisfying the property (*) requires at most λ(L)k−1 iterations. Thus, (5.1) follows.
Since λ(L) < n and δ(n) ≤ n, the computation of A(L) is polynomial in n. 
Since many Latin squares have a line that is a single cycle, we single out this case:
Corollary 1. Let L be a reduced Latin square of order n such that at least one of
its lines is a single cycle, then
|A(L)| ≤ n2(n− 1),
In order to estimate the proportion of reduced Latin squares having a line that
decomposes into at most k cycles, we assume that there is weak dependence between
the cycle structures of the lines. This has not been proved but seems to be the case,
as indicated by the experiment described in the next paragraph.
Let Pk(n) be the probability that a randomly chosen reduced Latin square has a line
with at most k cycles. We shall try to approximate P1(n). There are approximately
n!/e derangements (permutations without fixed points) of order n, among which
(n − 1)! are single cycles. Thus, the probability of each line, that is not the first
row or the first column, of being a single cycle is approximately e/n. Assuming the
weak dependence mentioned above, the probability that none of the rows 2, . . . , n
and columns 2, . . . , n is a single cycle is approximately (1− (e/n))2(n−1) ≈ e−2e ≈
0.0044 for large n. Thus, P1(n) ≈ 0.9956. Indeed, 99,580 of 100,000 randomly
generated reduced Latin squares of order 20 had at least one single cycle line.
The probability that a random derangement of order 20 has at most 2 cycles is
≈ 0.475. Thus, assuming the weak dependence mentioned above, we have P2(20) ≈
0.999999999977. (The number of n-derangements with exactly k cycles, denoted
d(n, k), can be computed using the recurrence relations d(n, k) = (n − 1)d(n −
1, k) + (n − 1)d(n − 2, k − 1) when k ≤ n/2, and d(n, k) = 0 when k > n/2, with
base case d(2, 1) = 1.)
Given two rows, indexed r and s, of a Latin square, Cavenagh, Greenhill and
Wanless [5] defined σs,r as the permutation that transforms σr to σs. That is,
σs,r = σsσ
−1
r . It is said that the rows r and s have relative cycle structure c if the
cycle structure of σs,r is c (this definition is symmetric in r and s since the cycle
structure of a permutation and its inverse are the same). We have:
COMPUTING THE AUTOTOPY GROUP OF A LATIN SQUARE BY CYCLE STRUCTURE13
Theorem 3. Let k be a fixed positive integer. For the set of all reduced Latin
squares L that have two rows or two columns with relative cycle structure containing
at most k cycles, A(L) satisfies
|A(L)| ≤ n2(n− 1)k,
and it can be computed in polynomial time in n.
Proof. Let L be a reduced Latin and assume σs,r has at most k cycles. Let α be
a permutation satisfying α(1) = r and let Θα,j be an isotopism defined by some
column pij of L as in Proposition 1. Let i = α(s) and let L
′ = Θα,j(L). By (2.1), L′
has a row whose cycle structure has at most k cycles. Since A(L′) can be computed
in polynomial time, so can A(L). By (5.1), |A(L′)| = |A(L)| ≤ nδ(L)λ(L)k ≤
n2(n− 1)k. 
Let Pk(n) be the probability that a randomly chosen reduced Latin square has
either two rows or two columns with a relative cycle structure containing at most k
cycles. We try to approximate P1(n). It was conjectured in [5] that σs,r shares the
asymptotic distribution of a random derangement. This means that the probability
that σs,r is a single cycle would be approximately e/n. Assuming this and the
weak dependence mentioned in the paragraph following Corollary 1 we obtain that
P1(n) ≈ 1 − (1 − e/n)n(n−1), which tends very quickly to 1. This agrees with the
result of McKay and Wanless [14] who proved that the proportion of order n Latin
squares which have a non-trivial symmetry tends very quickly to zero. However, if
the conjecture in [5] holds, then we have a slightly different statement, namely, that
the proportion of Latin squares for which the computation of A(L) is polynomial
tends very quickly to 1.
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