We develop a fast finite volume method for variable-coefficient, conservative spacefractional diffusion equations in convex domains via a volume-penalization approach. The method has an optimal storage and an almost linear computational complexity. The method retains second-order accuracy without requiring a Richardson extrapolation. Numerical results are presented to show the utility of the method.
Introduction
Fractional partial differential equations (FPDEs) provide powerful alternatives to integer-order PDEs for modeling challenging phenomena such as anomalous transport, long-range interactions, and nonlocal dynamics [2, 7, 20, 22] . However, FPDEs involve complex integral operators with singular kernels. Consequently, their numerical discretizations tend to generate dense stiffness matrices, for which traditionally used direct solvers [15, 16, 18, 23, 25] computations for a problem of size N. The significantly increased computational complexity and memory requirement render realistic multidimensional FPDE modeling and simulations computationally intractable. Extensive effort has been made to develop efficient and accurate numerical methods for multidimensional FPDEs. Meerschaert et al. [18, 25] developed alternating direction implicit (ADI) finite difference methods for space-fractional diffusion equations in rectangular domains. It was later proved [26, 28] that the stiffness matrices of the finite difference methods for these FPDEs on rectangular domains possess block-Toeplitz-Circulant-block like structures. Consequently, fast finite difference methods with O (N log N) computational complexity (per Krylov subspace iteration) and O (N) memory requirement were developed accordingly. Numerical results show significant improvement over traditional solvers.
However, several issues remain: (i) These methods apply only to FPDEs on rectangular domains, as the development inherently utilizes the tensor product structure of the stiffness matrices that in turn require the tensor product structure of the domain. (ii) These methods apply only to non-conservative FPDEs, which are not equivalent to conservative FPDEs that arise in many applications [2, 7] . (iii) The shifted Grünwald approximation [18, 19] for retaining the stability of the finite difference methods reduces the spatial accuracy to first-order. A Richardson extrapolation has to be used to recover the second-order accuracy [25] . Although subsequent high-order finite difference methods were developed [14] , it is not clear whether they retain the monotonicity [18, 19, 25] .
In this paper we develop a fast finite volume method for variable-coefficient conservative space-fractional FPDEs in convex domains via a volume-penalized approach. In section 2 we formulate a finite volume scheme for FPDEs in a rectangular domain. In sections 3 and 4 we prove that the dense stiffness matrix A can be expressed as a superposition of block-tridiagonal Toeplitz-block like matrices and block-Toeplitz-Circulant-block like matrices, which can be stored in O (N) memory. In section 5 we prove that the matrix-vector multiplication by A can be evaluated in O (N log N) computations.
In section 6 we develop a preconditioner for the numerical scheme. As it is not clear how the optimal-order superfast preconditioner presented in [27] for the finite volume method for one-dimensional FPDEs can be extended to the current two-dimensional problems, we present an efficient preconditioner based on the T. Chan's circulant preconditioner and the proved structure of A. In section 7 we adopt a volume penalization approach, which was previously developed for modeling solid walls as porous media by letting permeability tends to zero [12, 13, 21] , to extend the fast finite volume method to FPDEs in general convex domains. In section 8 we carry out numerical experiments to investigate the performance of the fast finite volume method, which show the utility of the method.
A triangular finite volume scheme for FPDEs on a rectangular domain
We consider the homogeneous Dirichlet boundary-value problem of the conservative space-fractional diffusion equation 
with being the Gamma function.
Let N x and N y be positive integers, and h x := 1/(N x + 1) and h y := 1/(N y + 1) be the mesh sizes. We define x i := ih x and y j := jh y for i = 0, 1, · · · , N x + 1 and j = 0, 1, · · · , N y + 1 to form a rectangular partition of . We then subdivide each rectangular cell , y l+ 1 2 ] and apply the divergence theorem, and approximate the integrand K on each side by its value at the center of the side to obtain the following finite volume scheme
Let N := N x N y . Let u and f be the N-dimensional vectors
Let A be the corresponding N-by-N stiffness matrix. Then the finite volume scheme (3) can be expressed in the following matrix form
The stiffness matrix A is dense and has a complicated structure due to the nonlocal nature of the fractional integral operators. To develop an efficient and accurate finite volume method, we need to study the structure of A, by decomposing A based on its coupling in the x and y directions, respectively
where all the matrix blocks A 
3. Structure and efficient storage of matrix A 
Here t 0 between two semicolons represents the diagonal entry. Let 
Here D 
where the entries c 
The super-diagonal blocks of matrix A x can be decomposed as
Here U
R,− , and U 
where the entries a
Finally, the sub-diagonal blocks of matrix A x can be decomposed as
Here L
are Toeplitz matrices, and are related to U
Proof. We expand the first equation in (7) as
, y)dy
, y)dy,
Hence, we need to evaluate the integrals of the left and right fractional derivatives on the intervals [y l− 1 2 , y l+ 1 2 ] for x = x k− 1 2 and x k+ 1 2 , respectively.
, its fractional derivative with respect to x couples all the nodes in the x direction. Hence,
We combine this with (16) to conclude that the matrix blocks satisfy
That is, A x is a block-tridiagonal matrix.
The proof of (10), (12) , and (14) is carried out via a direct verification, and is presented in the appendix (section A.1). (N x + 1)N y = N + N y memory. In addition, we need to store {a
m=−1 , and {d
Structure and efficient storage of matrix A y
We rewrite the second equation in (7) as follows
)dx
We let the n-by-n matrices
be the identity matrix, the matrix in which the 1's in I (n) are shifted to the subdiagonal, and the matrix in which the 1's in I (n) are shifted to the superdiagonal, respectively. Furthermore, we let
Although the role of x and y in equation (1) is symmetric, the index in the x direction is labeled first. Consequently, the matrix A y has a different structure from A x . We are now in the position to prove the following theorem.
Theorem 3. The matrix A y in (7) is a full block matrix, with each of its blocks being a tridiagonal matrix. Furthermore, matrix A y can
be expressed as
Here the matrices L
, and U
Toeplitz matrices defined in (11) , (13) , and (15) with α and N x being replaced by β and N y , respectively.
Proof. As supp{φ
. . , N x and j = 1, 2, . . . , N y , its fractional derivative with respect to y couples all the nodes in the y direction. Hence,
We conclude from (17) and (20) that each matrix block A y l, j in the matrix A y is nonzero. That is, the matrix A y is a full block matrix. Furthermore, we observe again from (17) and (20) that
That is, each matrix block A Proof. Any u ∈ R N can be expressed in the form of (4), which can be reformulated in the following block form
By Theorem 1, A x is a block tridiagonal matrix.
To prove the theorem, we count the computational complexity of A N x ) . We need only to focus on the matrix-vector multiplication by D
R,+ , which are Toeplitz matrices by Theorem 1.
It is known that a Toeplitz matrix T (n) (of the form (8)) can be embedded into a 2n-by-2n circulant matrix [6, 11] 
and C (2n) can be diagonalized by the Fourier transform matrix F (2n)
where c (2n) is the first column vector of C (2n) . The matrix-vector multiplication F (2n) w (2n) for any vector w (2n) ∈ R 2n can be carried out in O (2n log(2n)) = O (n log(n)) operations by the fast discrete Fourier transform (FFT). Thus,
Similarly, by (12) and (14), we conclude that A can also be evaluated in O (N x log N x ) operations. We conclude from (22) that
Proof. By (19) in Theorem 2, the matrix A y can be decomposed as a finite sum of diagonal matrices multiplied by a block-Toeplitz-circulant-block matrix. Without loss of generality, we take a representative term L
into a 2N-by-2N block-circulant-circulant-block matrix and a 2N-dimensional vector
where
is a Toeplitz matrix as defined in (23) , in which
be its first column vector. The corresponding two-dimensional discrete Fourier transform matrix is
Any block-circulant-circulant-block matrix C
can be diagonalized by the Fourier transform matrix [6, 11] 
It is well known that for any vector Proof. It is a direct conclusion of Theorems 5 and 6 as well as (6). 2
An efficient and robust preconditioner
The application of the fast matrix-vector multiplication algorithm presented in section 5 to any Krylov subspace iterative solver directly leads to a fast version of the solver. In this section we further develop a preconditioned version that helps further reducing the number of iterations.
The development is based on the T. Chan's circulant preconditioner for Toeplitz systems [4, 5] . Theorem 5 shows that the matrix A x can be decomposed as a finite sum of diagonal matrices multiplied by block-tridiagonal, block-Toeplitz-Toeplitzblock matrices. On the other hand, Theorem 6 shows that the matrix A y can be decomposed as a finite sum of diagonal matrices multiplied by block-Toeplitz-circulant-block matrices. 
. . .
l is a Toeplitz matrix of the form (8) with n being replaced by N x and t j by t l, j for j
We apply the T. Chan's circulant preconditioner C
We then define a circulant-block-block-circulant matrix C The combination of the preconditioner can be used with any fast Krylov subspace iterative solvers.
A volume-penalized finite volume scheme for FPDEs on convex domains
We consider an extension of problem (1) to a convex domain s (27) A major difference of (27) from (1) Assume that problem (27) 
That is, u η satisfies the FPDE in (27) and is expected to satisfy the homogeneous volumetric Dirichlet boundary condition on \ s asymptotically. As a matter of fact, it was shown in [1, 3, 10, 12] that for many problems the solution of the penalized PDEs converges towards the solution of the original PDEs, while the error depends on the penalization parameter. We take these results as a proof of concept to develop a volume-penalized finite volume method for space-fractional diffusion equations in convex domains. As problem (28) is a homogeneous Dirichlet boundary-value problem on a rectangular domain, the fast finite volume scheme in the previous sections applies. However, the last term on the left-hand side of (28) introduces an additional diagonal matrix to the stiffness matrix of the finite volume scheme to problem (1). The diagonal entries of this diagonal matrix can vary anywhere from 0 to a diagonal entry of the corresponding mass matrix multiplied by 1/η. Hence, this matrix is not Toeplitz, in general. Consequently, the preconditioner developed in section 6 does not apply. Additional work in the future needs to be conducted to develop an efficient preconditioner.
Numerical experiments
We carry out numerical experiments to investigate the performance of the fast finite volume method for the homogeneous Dirichlet boundary-value problem of space-fractional FPDEs.
Numerical simulation of FPDEs on a rectangular domain
We simulate problem (1) by the finite-volume scheme (3), which is solved by Gaussian elimination (Gauss), the conjugate gradient squared (CGS) method, the fast CGS (FCGS) method, and the preconditioned fast CGS (PFCGS) method. The primary goal of this example is to investigate the computational efficiency and memory requirement of all these solvers.
In the numerical experiments we choose γ x = γ y = 0.5, α = β = 0.8, and K x = K y = 1. The solution is chosen to be
2 . The right-hand side is calculated accordingly Table 2 Performance of the volume-penalized finite volume scheme for the example in §8.2 with α = β = 0.1. f (x, y) = −256y
We present the L 2 errors of the numerical solutions, the associated convergence rates
the number of iterations of the iterative solvers, and the CPU time consumed by all the solvers in Table 1 . We observe that these solvers generate identical numerical solutions with second-order convergence rate without using a Richardson extrapolation. Their major differences reside in the memory requirement that limits the size of a problem that can be simulated on a given machine and the CPU times they take. The largest size that can be solved by Gauss is N x = N y = 2 7 , i.e., about 32,000 triangular elements, which takes more than a week of CPU time to finish. This is also the largest problem size of the CGS can solve due to its limitation on the memory requirement. The FCGS solves the same problem using only 12 seconds of CPU time. Furthermore, the FCGS solves the problem with 131,000 triangular elements using only 49 seconds of CPU time. However, the FCGS diverges with 524,000 triangular elements due to the greatly increased number of iterations that accumulates round-off errors. Finally, the PFCGS solves the problem with 32,000 triangular elements using only 2.95 seconds of CPU time. More importantly, the PFCGS still retains second-order accuracy of the finite volume scheme even with a very fine mesh of 33,554,000 triangular elements using only 1 hour 38 minutes of CPU time.
Numerical simulation of FPDEs on a convex domain
The purpose of this example is to investigate the convergence behavior of the volume-penalized finite volume method for different orders of fractional diffusions and different penalization parameters. Note that the numerical experiments in Table 3 Performance of the volume-penalized finite volume scheme for the example in §8.2 with α = β = 0.5. (27) by the volume-penalized finite volume scheme solved by the FCGS solver.
In the numerical example runs, the domain s is chosen to be the unit disk centered at the origin, the diffusivity We have the following observations from these results: (i) The numerical solution of the penalized finite volume scheme (28) converges to the true solution of the fractional diffusion equation (27) Fig. 1 shows that the volume-penalized solution retains the monotonic behavior of the trial solution. Fig. 2 shows that the numerical errors occur primarily near the physical boundary of the convex domain s . (vi) The FCGS solver for the volume-penalized finite volume scheme in general convex domains has a significantly larger number of iterations than that for the finite volume scheme in rectangular domains. Hence, the development of an effective and efficient preconditioner for the volume-penalized finite volume scheme is of great importance. Nevertheless, this turns out to be a highly nontrivial task and will be investigated in the future.
Concluding remarks
Conservative fractional diffusion partial differential equations appear in physical and other applications, in which local conservation property is crucial in almost all applications. We develop a fast finite volume scheme for a conservative spacefractional diffusion equation in a two-dimensional rectangular domain with a triangular partition, by exploring Toeplitz-like Table 4 Performance of the volume-penalized finite volume scheme for the example in §8.2 with α = β = 0.8. structures of the stiffness matrix of the numerical scheme. The scheme is locally conservative, and naturally has secondorder accuracy without resorting to a Richardson extrapolation, as in the case of finite difference methods for fractional partial differential equations. The fast finite volume scheme reduces the storage from O (N 2 ) to optimal order and computational cost from O (N 3 ) to approximately linear computational complexity. We then extend the scheme method to conservative fractional diffusion equations defined on a general convex domain, via a volume penalization technique. Numerical experiments were carried out to show the utility of the method. The fast finite volume scheme is developed for a steady-state space-fractional conservative diffusion equation in a coordinate form, in which the fractional derivatives appear only in the x and y directions. In principle, the extension to a Table 5 Performance of the volume-penalized finite volume scheme for the example in §8.2 with α = β = 0.9. fast finite volume scheme for full space-fractional partial differential equations (in which the fractional derivatives appear in all directions) [9, 17] is straightforward. In fast, we have developed a fast finite element scheme for full space-fractional partial differential equations in a rectangular domain with a rectangular partition [8] . However, the derivation is much more involved and will be considered in the near future. Although we develop a fast finite volume scheme for a steady-state conservative space-fractional diffusion equation in this paper, the extension to time-dependent space-fractional diffusion equations is straightforward as a time-marching procedure can be used. However, the extension to time-dependent space-time fractional diffusion equations is much more involved and will be considered in the near future.
We (16) 
We evaluate the entries outside of the tridiagonals of A x l,l as follows
We combine the expansions (29)-(30) to finish the proof of (10).
We choose j = l + 1 in (16) (16) as follows
We next evaluate the subdiagonal entries (A
Finally, we evaluate the lower triangular entries below the subdiagonals of A x l,l+1
We combine expansions (31)-(32) to prove (12) . We can similarly choose j = l − 1 in (16) 
We then choose i = k − 1 in (17) 
We combine (21) for l = 1, 2, . . . , N y − 1. We begin by evaluating their diagonal entries by choosing i = k in (17) 
We then evaluate the subdiagonals and subdiagonals of A y l,l+1
for l = 1, 2, . . . , N y − 1 as follows
We combine (21) 
We combine (21) and ( We combine the preceding three equations with (21) to finish the evaluation. We finally evaluate the lower triangular matrix blocks below the subdiagonal, i.e., A direct inspection of the expressions of all the matrix blocks finishes the proof of (19) .
