We study different types of long wavelength phase modulation and localized modes in the dissipative media described by the Ginzburg·Landau type amplitude equations. We derive nonlinear phase equations for the phase instabilities and investigate their behaviors. When the phase description breaks down, phase slip process occurs and topologically different states come out. In a certain parameter range localized solutions or solitonlike solutions appear as stable solutions to the amplitude equations. § 1. Dissipative structures and amplitude equations
We study different types of long wavelength phase modulation and localized modes in the dissipative media described by the Ginzburg·Landau type amplitude equations. We derive nonlinear phase equations for the phase instabilities and investigate their behaviors. When the phase description breaks down, phase slip process occurs and topologically different states come out. In a certain parameter range localized solutions or solitonlike solutions appear as stable solutions to the amplitude equations. § 
Dissipative structures and amplitude equations
In thermodynamic equilibrium a given system usually rests in a homogeneous and stationary state. When the system is driven far from equilibrium by changing an external parameter such as temperature gradient, the homogeneous and stationary state becomes unstable and a new state called dissipative structure emerges_I) At the instability point some of the spatio-temporal symmetry properties inherent in the system are broken, and the new state generally has lower symmetry than in the thermodynamic branch.
One of the useful theoretical approaches to treat spatially extended dissipative systems is the reductive perturbation method.I)-3). The real part of the eigenv·alues of the critical modes become zero at the bifurcation point so that the motion of the critical modes is slow near the bifurcation point. In the reductive perturbation method we eliminate the degrees of freedom that vary rapidly in space and time and derive a partial differential equation for the amplitude of the critical modes_ The amplitude equation describes slow evolution of the dissipative structure near the bifurcation point. There are several types of amplitude equations depending on the type of the instabilities and also on the symmetries of the system.
The Newell-Whitehead equation
If the critical mode has a nonvanishing wavenumber Q",and at the same time if the eigenvalue of the critical mode is real and changes its sign at the bifurcation point, then a spatially periodic pattern with the wavenumber Qc will appear as a dissipative structure_ The corresponding amplitude equation for a one-dimensional system is the Ginzburg-Landau equation:
aw == w-lwI2W+ a 2 w at j. 1 .
where W expresses the complex amplitude of the periodic pattern, x and t are slowly varying space and time variables, and f.1. indicates the distance from the bifurcation point. Equation (1·1) is invariant under the transformation x ---+ -x and W ---+ Wexp (i¢) . Equation (1·1) has a family of stationary solutions:
where Q expresses the deviation in the wavenumber from Qc.
For an isotropic two-dimensional system the Ginzburg-Landau equation (1·1) is generalized to (1·3) where x has been taken to be parallel to the wavevector Qc of the spatially periodic pattern, y is perpendicular to Qc, and Qc=IQcl. Equation (1·3) is called the NewellWhitehead equation and was first derived for the Rayleigh-Benard convection problem. 4 )
The form of the last diffusion term (J/Jx+ (1/2iQc) In an anisotropic system such as liquid crystals there are preferred directions for the wavevector Qc=(Qcx, QCY) of the critical mode. In such systems the amplitude equation is written as (1·5) Bodenschatz et a1. derived this type of amplitude equation for the electrohydrodynamic convection of the nematic liquid crysta1.
S )
The parameter a is nonzero only for oblique rolls for which Qcx-=l=O and QCy-=l=O. For the normal rolls Eq. (1·5) reduces to the'two-dimensional Ginzburg-Landau equation with different diffusion constants ';1 and ';2 for the x and y directions.
The complex Ginzburg-Landau equation
If the wavenumber of the critical mode is zero, and the eigenvalue for the critical mode is complex with real part becoming positive at the instability point, a spatially uniform and temporally periodic state will appear. 
)
The complex Ginzburg-Landau equation has a family of plane wave solutions:
where Q is the wavenumber of the plane wave and the frequency m is given by m =-cz(f.1.-i;P)-CIQ2. Uniformly oscillating solution corresponds to Q=O.
The coupled complex Ginzburg-Landau equations
. If the wavenumber of the critical mode is nonzero and the critical eigenvalue is complex, a spatially and temporally periodic state will appear. Such a wave state is written as a superposition of right-traveling waves and left-traveling waves:
where WR and WL represent respectively the complex amplitudes of the righttraveling wave and left-traveling wave, Q is the critical wavenumber and m is the imaginary part of the critical eigenvalue, and c. where go and gi are complex parameters and s is the group velocity of the waves, i.e., s=am/aQ. Equation (1'9) has the three particular solutions: In § 1 we introduced several amplitude equations to describe the complex amplitude of the spatially periodic pattern or the limit cycle oscillation near the instability point. Before the bifurcation the system has the translational symmetries in space and time. These translational symmetries are broken at the bifurcation; The infinitesimal phase translation of the periodic structure corresponds to the Goldstone mode which recovers the translational symmetry and has neutral stability. The long wavelength phase modulation exhibits slow dynamics, since the phase modulation of the long wavelength limit is the neutral mode. This is the reason why the slow dynamics of the periodic structure can be described by the phase dynamics. Ortoleva and Ross first derived a linear phase equation in the reaction-diffusion system,9) and Pomeau and Manneville derived a linear phase equation in the Rayleigh-Benard problem. 10 ) Kuramoto derived several nonlinear phase equations based on symmetry and scaling arguments. II) We introduce several nonlinear phase equations and discuss their behaviors. where Q is the wavenumber of the periodic solution. To study the stability of this equation we assume W to be of the form
The Eckhaus instability and zigzag instability
where ¢(x, y, t) represents the phase modulation and u(¢) the amplitude modulation induced by the phase modulation. Substitution of Eq. (2·3) into Eq. (2 ·1) yields a linear phase diffusion equation for ¢ as (2·4) When j1. < 3Q2, the diffusion constant in the x-direction becomes· negative. This instability is called the Eckhaus instability.I2) The phase modulation parallel to the periodic pattern becomes unstable and then dilatation and compression of the periodic pattern are expected to occur. When Q<O, the diffusion constant in the y-direction becomes negative. This instability is called the zigzag instability, since the phase modulation perpendicular to the periodic pattern will grow and a zigzag pattern is expected to appear. When the phase instability occurs obliquely to the periodic pattern, the instability is called the skewed-varicose instability. The Eckhaus, zigzag and skewed-varicose instabilities are typical phase instabilities which occur in stationary periodic patterns. Busse studied various types of instabilities including the phase instabilities in the Rayleigh-Benard convection and obtained a phase diagram called the Busse balloon for the stable roll patterns. 13 ) Nasuno et al. obtained experimentally a stability diagram like the Busse balloon in the electrohydrodynamic convection of liquid crystal. 14 ) We can obtain a nonlinear phase equation from the Taylor series expansion in terms of spatial derivatives of the phase variables. For the Eckhaus instability Kuramoto derived a nonlinear phase equation for a general dissipative system as
where D2 is negative for the Eckhaus unstable system and D4 is assumed to be positive and the last term is a nonlinear term. For the Newell-Whitehead equation the coefficients are given by 3 and g= -4f-lQ/(f-l -Q2)2.W e carried out a numerical simulation of Eq. (2·5) for the parameters of the Newell-Whitehead equation. 15 )
Initially we gave a sinusoidal wave with small amplitude. The sinusoidal wave was seen to grow and its form changed into a saw-toothed wave. The phase gradient became steeper and steeper and eventually diverged in a finite time. The result of the simulation suggests that the nonlinear term g(3c/J/3x)((Pc/J/3x 2 ) strengthens the phase instability since the effective diffusion constant D2+g(3c/J/3x) becomes smaller and smaller as the phase gradient 3c/J/3x becomes larger.
If a next-order nonlinear term is included, we obtain
This equation was discussed by Brand and Deissler in the problem of confined states.
)
If g2 is positive, the effective diffusion constant If g is positive, zigzag structure with v=ac/J/ay= ±/3( -Dz)/g is obtained similar to the case of (2'6). Sasa pointed out that the oblique solution v=ac/J/aY=/3( -Dz)/g is unstable for g<gc=3sl/(8D x ).17) Equation (2·8) If we change the coordinates from (x, y) to (X, Y) as (2'11) where
, aZrjJ at -Dz ayz D4 ay4 +gr ay ayz +gz ay ayz +Dx axz , (2'12) where pattern which can be well described by Eq. (2'12). The wavevector (Q, v) of the unperturbed oblique pattern is not generally orthogonal to the direction of X or· Y. Therefore this instability is a kind of the skewed-varicose instability. A stationary skewed-varicose pattern is found in the experiment of the electrohydrodynamic convection in liquid crystal by J oets and Ribotta. I8 )
The Benjamin-Feir instability
Near the Hopf bifurcation the complex amplitude obeys the complex GinzburgLandau equation (2'14) If we assume W as W=(1 + u)exp{ -iC2t+ i¢(x, t)} and substitute it into Eq. (2'14),
we can obtain a nonlinear phase equation The only bifurcation parameter in Eq. (2'16) is the system size L. As the system size L is increased, complicated bifurcations occur and chaotic behavior is observed for large L. 22 where g=-4(I+CICZ)Z/{CI Z (CZ-Cl)Z}. We carried out a numerical simulation of Eq. (2 ·19) by the pseudospectrum method with 64 x 64 modes. The system size is 50 x 50. Figure 5 is a snapshot pattern of cjJ at t =400 for g=O. Figure 5 shows the phase turbulence of the two-dimensional Kuramoto-Sivashinsky equation. They observed pinching of the equiphases before the nucleation of a pair of defects. Their observation seems to be closely related to the pinching of equiphase lines in Fig.   6 (b).
CouPled phase instability
In § 1 we discussed several types of bifurcations from the stationary homogeneous state. Various types of dissipative structures appear through the bifurcations. When an external parameter is increased further, such dissipative structures may exhibit secondary bifurcations. Coullet and Iooss discussed the secondary bifurcations from a spatially periodic pattern and derived several types of amplitude equations. 25 )
As an interesting case, the secondary bifurcation rpay be the Hopf type, or the oscillatory instability of the periodic pattern. Then, near the bifurcation point, both the complex amplitude W(x, t) of the limit cycle oscillation and the long wavelength phase modulation ¢(x, t) of the periodIc pattern represent slow variables. 
where a2=-~2/3/(2c2), b2=-~2/32/c2, (f) =6/3/c2+~2bo and the system size L equals 100. The parabola solution gives a crude approximation to the result of the numerical simulation. As a result of the instability, the periodic pattern is compressed in the middle region and dilatated near the boundaries. The contour of if; propagates from the middle toward the boundaries. This means that the phase waves of if; are emitted from the middle region in the form of a target pattern as in the B-Z reaction. 27 ) In the B-Z reaction the center of the target pattern, i.e., the pacemaker, is considered to be generated by some im- purities. In the present system, however, the pacemaker is spontaneously generated as a result of the coupled phase instability. Similar self-organization of pacemakers is observed in an experiment of liquid crystal by Nasuno, Sano and Sawada. 28 ) In their experiment the electrohydrodynamic convection of the liquid crystal takes the form of a grid pattern. In a certain parameter region the grid pattern exhibits limit cycle oscillations. They observed a target pattern of the phase waves on the grid pattern. Sano et al. are investigating the system in further detail and trying to determine the coefficients of the coupled phase equation (2·22) experimentally.29) § 3. Breakdown of the phase description and phase-slip processes in amplitude equations
We have pointed out in the previous section the possibility of the divergence of the phase equations. In this section we show time evolution of the amplitude equations when the phase description is unavailable.
Wavevector changing process
For the Eckhaus instability in the Newell-Whitehead equation (2·1) the coefficients of the nonlinear terms of the phase equation (2·6) are given by
Since g2 is negative, the nonlinear term g2(jJcjJ/ax)2a 2 cjJjax 2 cannot saturate the instability. We carried out a numerical simulation of the Ginzburg-Landau equation (1·1) for .u=2.94Q2, which is equivalent to the Newell-Whitehead equation without the modulation in the y-direction. The numerical simulation shows that the phase modulation grows from a sinusoidal wave to a saw-toothed wave like Fig. 1 but the saturation does not occur and the phase gradient becomes steeper and steeper.
The amplitude I wi is depressed at the positions. where the phase gradient is very steep. In Fig. 8 we show the time evolution of the projection of W(x, t) onto the complex plane W = X + iY. It is seen that W passes through the origin in the complex plane. When the amplitude is zero, we cannot define the phase. We call the passage through the phase singularity point the phase-slip. When the phase-slip occurs, the wavenumber is changed. In Fig. 9 we show the time evolution of X=Re W. The wavenumber decreasing process can be seen. The wavenumber changing process was investigated in an experiment on liquid crystal by Lowe and Gollub. along the y-direction, the wavenumber changing process does not simultaneously occur along the y-direction. In particular, where the phase modulation is stronger, the wavenumber changing process proceeds faster, and a pair of defects may be created. The pairs of defects separate away from each other, and disappear at the wall or collide with each other and disappear. When all the defect pairs disappear, the wavenumber changing process is completed. Near the creation of the defect pair the distance between the two defects increases like (t -tc)l/2 where tc is the critical time when the defects are created. 31 ) For the zigzag instability in the Newell-Whitehead equation the coefficients of the phase equation (2·8) are given by
When 9 is positive, a stable zigzag pattern is obtained. However, if J1. is smaller than 7Q2/3, the nonlinear phase equation (2·8) will diverge. We carried out a numerical simulation on the NewellWhitehead equation for J1.=1.5Q2.32) Figure 10 shows the time evolution after the zigzag_ instability. 
Transition from phase turbulence to amPlitude turbulence
In the previous section we pointed out the possibility that a modified KuramotoSivashinsky equation (2 ·17) exhibits divergence in a certain parameter region. We carried out a numerical simulation of the complex Ginzburg-Landau equation (2 '14) to investigate what happens when the phase description is unavailable. When 1 + CIC2 is negative but its absolute value is sufficiently small, the phase turbulence is observed. The amplitude value is close to 1 and is slaved to the phase fluctuations, that is, the deviation u from the full amplitude value (=1) is approximately expressed by
When 1 + CIC2 is decreased, the phase gradient becomes steeper and beyond a critical line phase-slips occur randomly. The amplitude passes through zero at the moment of the phase-slip. Then the amplitude varies largely between ° and 1. We call this regime amplitude turbulence in contrast to the phase turbulence regime. The transition from the phase turbulence to the amplitude turbulence roughly corresponds to the bifurcation point of the divergence in the nonlinear phase equation (2 '17) . Figure 11 is a bifurcation diagram of the complex Ginzburg-Landau equation. 33 ) Similar phase diagrams were obtained by Shraiman et a1.
34
) and Bazhenov et a1. 35 ) The line BF gives the Benjamin-Feir instability line 1+ CIC2 =0. The line PA indicates the transition from the phase turbulence to the amplitude turbulence. The line BD is a boundary line of the amplitude turbulence: On the left of BD the amplitude turbulence is absent. Between the lines BD and PD the phase turbulence and the amplitude turbulence coexist, or the complex Ginzburg-Landau equation is bistable in the corresponding parameter region. When CI is larger than -1.4, the transition from the phase turbulence to the amplitude· turbulence is discontinuous. On the other hand, when CI is smaller than the critical value, the transition is continuous. Namely, the phase-slips occur on the right of P A and the fre- quency of the phase-slip processes increases from 0 continuously. Figure   12 shows the time evolution of I wi for Cl = -2.0 and c2=0.97, which are near the transition line PA. Near the line PA and below the critical value Cl ~ -1.4, the behavior similar to spatio-temporal intermittency appears. For the most period the system is in the phase turbulence state as in Fig. 12(a) . It happens intermittently that phase gradient becomes very steep at some points. Then the amplitude is depressed at the same points as in Fig. 12(b) , and this leads to the phase-slip. After a number of phase-slips the system returns to the phase turbulent state as in Fig. 12(d) . This type of spatio-temporal intermittency is slightly different from the spatio-temporal intermittency studied by Chate and Manneville.
)
In their intermittency the burst regions are spatially intermittent but they always survive during the time evolution. This is analogous to the directed percolation. In our intermittency, in contrast, the burst (or the large depression of amplitude) is completely absent for the most period and it reappears intermittently and locally. It is rather similar to the crisis- ---,-,-,--',--, ---r---r-,-- induced intermittency in low dimensional dynamical systems.
Coullet et al. investigated the two-dimensional complex Ginzburg-Landau equation (2 '18) and found a transition to the amplitude turbulence. 24 ) Huber et al. studied in further detail the complex Ginzburg-Landau equation and obtained a phase diagram. 38 ) In their phase ~iagram there is no phase turbulence regime in contrast to the one-dimensional system. It is an open problem whether the phase turbulence state is unstable in two dimensions. In the two-dimensional system there exist topological defects called vortices. The vortex generates spiral waves in the complex GinzburgLandau equation. Since the topological defects play important roles in the amplitude turbulence, Coullet et al. called the amplitude turbulence defect-mediated turbulence. In the one-dimensional system such topological defects cannot exist but a nontrivial· solution called the hole solution exists. The hole solution is important to understand the amplitude turbulence in the one-dimensional system and will be discussed in the next section. § 
Localized solutions to the complex Ginzburg-Landau equation
In the previous sections we considered mainly long wavelength phase modulations. In this section we will consider localized modes. Recently localized patterns are experimentally observed in several dissipative systems. Kolodner et al. observed localized traveling wave convection of binary fluid mixture in an annular container. 39 ) Joets and Ribotta found localized waves of electrohydrodynamic convection in liquid crystal. 40 ) Simon et al. observed that a localized tilt domain propagates . in the directional solidification of liquid crystal. There are many theoretical approaches to localized patterns. 42 ), 43) Here we consider localized solutions to the complex Ginzburg-Landau equation.
Pulse solutions and hole solutions to the complex Ginzburg-Landau equation
N ozaki and Bekki obtained families of localized solutions to the complex Ginzburg-Landau equation (2·14) with Hirota's bilinear method. 44 ) They are pulse solutions and hole solutions. The pulse solutions are of the form
where 8(x) satisfies a8/ax= -Qtanh(kr). The frequency (J), the inverse width k of the localized structure, the asymptopic wavenumber Q and the amplitude Wo satisfy the following equations: 
The pulse solution in (4·1) is unstable because it approaches 0 in the limit X--'> ±oo, whereas W=O is an unstable solution to the complex Ginzburg-Landau equation. However, repetitive formation and collapse of localized pulses are observed by Bretherton and Spiegel 45 ) in a numerical simulation of the complex Ginzburg-Landau equation with C2< 0 and sufficiently large Cl( >0), and in an experiment of binary fluid mixtures by Kolodner et al. 
)
We investigated the stability of the hole solution numerically and found that it is stable only in a narrow parameter region. 49 )
The stability region is bounded by two kinds of instability lines. One is associated with the core instability, which we call when the instability occurs locally near the core. At the core instability the antisymmetry is broken near the core and the hole starts to move. The other instability is the phase instability, where the phase diffusion constant 1 + clc2-2Q2(1 +cl)/(l-Q2) for the asymptotic plane wave becomes negative and modulational instability occurs. Recently Aranson et aI., Chate and ManneviIle, Sasa and Iwamoto investigated the eigenvalues of the hole solution and obtained bifurcation diagrams similar to ourS. 50 )-52)
The asymptotic plane waves are propagating. Therefore phase modulations on the plane wave solution are also carried downstream and do not always grow when observed from a given point in the laboratory frame. The instability observed in the co moving frame is called the convective instability and the instability observed from a fixed point in the laboratory frame is called the absolute instability. Aranson et aI. pointed out that the absolute instability is more important in the case of the hole solutions.
We studied numerically the instability of the hole solution. We took a relatively small system in order ·to clarify the transition to the turbulent state from the hole Fig. 14 . The phase instability is stronger for the parameter value and disturbs the core region. At last the core is collapsed and the hole disappears at t =400. In a larger system the phase instability occurs at larger Cl and generates another hole. Figure 15 shows two snapshots of I Wi for Cl =0.12 and L=100. Initially we started with one hole solution, but owing to the phase instability additional two holes are created after some time. The three holes are relatively stable and did not disappear in our simulation. The amplitude fluctuations due to the phase instability are superposed on the three hole structures. Figure   16 shows two snapshots of I Wi for cl=0.06 and L=100. For these parameter values, while holelike structures are collapsed by the strong phase instability, new holelike depressions are generated by other holelike structures. Then the amplitude fluctuates largely between 0 and 1 or the amplitude turbulence appears. The pulse solution (4·1) is unstable for the supercritical complex GinzburgLandau equation (2 ·14 
~~~(\(
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)
The pulse solution can be interpreted as a bound state of the two front solutions. When the right traveling front and the left traveling front collide with each other as in Fig. 17(a) , a pulse solution can be generated if the velocity C of the fronts is small enough not to collapse the pulse structure. Similarly, a symmetric or an antisymmetric hole solution can be created as a result of the opposite sign to the case of the pulse solution (see Fig. 17 (b». We have actually obtained the hole solutions and the pulse solution as a result of the collision of the two fronts.
55 ) Figure 18 shows the symmetric hole solution for f.1.= -0.06, C2= -0.4 and CI =C3=0.
Localized oscillation on a cellular pattern
The limit cycle oscillation on the cellular pattern is described by Eq. (2·20) near the Hopf bifurcation. The uniformly oscillating solution becomes unstable in a certain parameter region which is caused by the interaction between the oscillation and the deformation of the cellular structure. In the unstable system a targetlike pattern comes out. In an experiment on liquid crystal Sano et al. have found that targetlike waves propagate only in the localized region. 56 ) We carried out a numerical simulation of Eq. (2 '20) and found that a localized solution exists and it is stable in a certain parameter region. 57) The localized solution has a form
where w is the frequency of the oscillation and k-I is the width of the localized structure and Q=a¢/a¢ is the local wavenumber of the cellular structure. For simplicity CI has been assumed to be zero last condition is determined by the boundary condition. The periodic boundary condition leads to
where we have assumed that the local· ized solution (4·8) is a good approximation even for the finite size system if the width k-1 is sufficiently smaller than the system size L. From (4·9c)~(4·ge) z = Bo/k is given by a solution to the equation:
Equations (4·10a) proportional to k or the inverse of the width of the localized structure. The other variables can be expressed in terms of z and the system parameters. Figure 19 shows the localized solution (4·8) for .u=0.05, cz=0.5, ~1=2.0, 6=1.05, /3=2.0 and L=200. This localized solution is found to be numerically stable. The localized solution (4·8) has a form similar to the pulse solution (4·1) to the complex Ginzburg-Landau equation (2·14). Owing to the interaction between the oscillation and the deformation of the cellular structure the localized solution is stabilized even if .u is positive. Namely the cellular pattern is compressed in the middle region and dilatated near the boundaries by the coupled phase instability. The compression (J¢j(Jx>O increases the amplitude of oscillation near X~O and the dilatation (Jp/(Jx<O stabilizes the nonoscillating state W =0 near the boundaries, since the effective parameter for the Hopf bifurcation is .u+6((Jp/(Jx) in Eq. (2·20a). This is a mechanism to stabilize the localized structure in the coupled equations (2·20).
Spiral pattern on a cellular structure
Rotating spiral waves are observed in a variety of systems such as the BelousovZhabotinsky reaction 58 ) and slime-mold aggregates. 59 ) Nasuno et al. found not only a target pattern but also a spiral pattern in the electrohydrodynamic convection of liquid crystal. Here we show a result of a numerical simulation of a two-dimensional extension of Eq. (2·20) where the lattice deformation interacts with the lattice oscillation. The model equation is written as (4·11a) (4 . lIb) Equation (4 ·l1a) without the last term is the two-dimensional complex GinzburgLandau equation. The two-dimensional complex Ginzburg-Landau equation has a spiral solution.
)
Aranson et al. studied the stability of the spiral solution and showed that the absolute instability for the traveling waves emitted from the spiral core leads to defect turbulence. 61 ), 62) If the parameters C1 and C2 are in the stable region of the spiral solution and the coupling constants ';1, 6 and /3 are small enough, a spiral pattern will appear. We carried out a numerical simulation of Eq. (4 ·11) for .u=1, c2=0.8, C1=0, 6=0, 6=-0.1, D=1 and the'system size equals 80x80. Snapshots of the spiral pattern are shown in Fig. 20 for /3 = -0.15 and -0.2. The coupled phase instability occurs in the x direction, since 6/3 < O. Owing to the coupled phase instability the lattice is deformed in the x-direction, then the parabolalike phase waves similar to Fig. 7 are superposed on the normal spiral. As a result an elongated spiral appears. The phase gradient or the local wavenumber kx=a¢jax of the phase waves becomes larger near the boundaries x=O and L owing to the paFabolalike structure. For /3= -0.2 the local wavenumber becomes too large and the complete synchronization breaks down. As a result the spiral pattern is seen only near the center and cannot extend to the whole region. § 5. Summary and discussion
We have studied the Newell-Whitehead equation and the complex GinzburgLandau equation emphasizing their phase dynamics and localized solutions. The linear phase equations describe the instabilities to the long wavelength phase modulations. The nonlinear phase equations can describe the dynamics of the long wavelength phase modulation after the phase instabilities, if the phase modulation is weak enough. In some cases the phase modulation becomes too strong and then the phase description breaks down. In such cases the amplitude equations exhibit topological transitions via the phase-slip processes. In a certain parameter range localized solutions exist as stable solutions to the amplitude equations. The localized solutions and their analogues play important roles in the complicated phenomena generated by the amplitude equations, and they cannot be described by the phase dynamics.
There are rich varieties of dynamical phenomena in nonlinear systems with high degrees of freedom. The description with the amplitude equations or the phase equations are efficient only in a limited parameter range. But they are universal and applicable to many systems in the limited range. And the solution behaviors of the amplitude equations or the phase equations are complicated and are not understood completely yet. It is still important to investigate the equations further.
