We present an algorithm, analogous to Karmarkar's algorithm, for the linear programming problem: maximizing c x subject to Ax < b , which works directly in the space of linear inequalities. The main new idea in this algorithm is the simple construction of a projective transformation of the feasible region that maps the current iterate x to the analytic center of the transformed feasible region.
is a subset of in, then e+ = {x e 3lx > 0}.
3. The Algorithm. Our interest is in solving the linear program P: maximize c x = U subject to Ax < b where A is a matrix of size m x n.
We assume that the feasible region I = {x e IRnAx < b) is bounded, has a nonempty interior, and that U, the optimal value of P. is known in advance. Furthermore, we assume that we have an initial point x e int whose associated slack vector s o = b -Axo satisfies:
Condition (1) may appear to be restrictive, but we shall exhibit an elementary projective transformation that enables us to assume (1) holds, without any loss of generality. The first condition of (1) is simply the necessary and sufficient condition for x O to be the center of the system of linear inequalities Ax b (see, e.g., Sonnevend [5] ), which is reviewed below. The second condition is that the rows of A have been scaled so that at x the slack on each constraint is one. The algorithm is then stated as follows:
For k= 0,1,..., do:
Step k: Define sk = b -Ax k , v k = U cTxk, and = (1/m) e, and k =ATXk.
, where a > 0 is a steplength, e.g.,
Note immediately that all of the effort lies in computing (ATAk) -lck.
Expanding, we see that
is computed as two rank-1 updates of the matrix ATSk 2 A. Thus, as in Karmarkar's algorithm, the computational burden lies in solving
To measure the performance of the algorithm, we will use the potential
which is defined for all x in the interior of the feasible region.
We will show below that this algorithm is an analog of Karmarkar's algorithm, by tracking how the algorithm performs in the slack space.
Thus, let us rewrite P as and define the primal feasible space as
0}.
We also define the slack space alone to be = s e mls 2 0, s = b -Ax for some x e IRn}.
We first must develop some results regarding projective transformations of the spaces and . T Suppose we have a given vector y that satisfies y (x -x) < 1 for all
A Class of Projective
Then the projective transformation (z;r) = g(x;s) given by:
-y(x -X is well-defined for all (x;s) ().
shows that for (x;s) e (;:) , the z must satisfy: and define Z and 9A analogously.
Note that the condition yT(x -x) < 1 holds for all x e I if and only if y lies in the interior of the polar of (O -x) , defined as
It can be shown that because is bounded and has a nonempty interior, (This transformation is also used in Gay [2] . The next iterate, in space, is the point x + ad . We projectively transform back to space using the inverse transformation h(-;-) given by (4) , to obtain the new iterate in space, which is ad Using this ellipsoid construction, we could prove the complexity bound for the algorithm directly, without resorting to Karmarkar's results. But inasmuch as this algorithm was developed to be an analog of Karmarkar's for linear inequality systems, it is fitting to place it in this perspective. [6] ), all should carry over to the space of linear inequality constraints.
