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by
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Doctor of Philosophy in Physics
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Research Advisor: Assistant Professor Manel Errando
Blazars, among the most luminous objects in the sky, are extreme members of the
class of active galactic nuclei featuring powerful outflows of relativistic particles in the
form of jets pointed towards the observer. They display strong flux variability in all
observed wavebands and on all observed timescales, with significant changes in flux
observed in some sources over periods of as short as minutes. These remarkable ob-
servations have led to open questions regarding the nature of particle acceleration in
the jets, location of the radiating particles along the jet, and the connection between
jet emission and rate of accretion onto the black hole within the galactic nucleus.
Recently, astronomers have devoted significant attention to the potential for these
sources to show periodic variation in their fluxes, with numerous papers published
annually claiming a significant finding in blazar fluxes across all energy bands. The
potential for these periodicities to result from binary black hole orbits within active
galaxies is frequently invoked.
This thesis addresses these questions of flux variability and periodic variation in
a flux-limited sample of blazar light curves in the gamma-ray band from the Fermi
Large Area Telescope. A commonly applied time series model is extended and used
xvi
to characterize the flux variability of our sample. Marginal distributions of the fluxes
are fit to a lognormal distribution. These results are analyzed and compared to the
physical parameters of the sources. The time series model is then used as a null
model, against which a novel method of significance testing for periodic variability is
developed and applied. We find that the variability properties of the sources in our
study agree with the predictions from standard leptonic scenarios of blazar emission,
with some interesting implications for overlap between different source classes. Fur-
ther, while we find that many claims of flux periodicities in the sources of our sample
do not hold up to scrutiny, we see hints of flux oscillations in two sources, with two
broad timescales. These are compared to the scenarios for blazar flux periodicities,
and the potential explanations assessed. We conclude by discussing how this work
could be expanded, as well as what other directions for research may be fruitful in
understanding the particle acceleration and cooling in relativistic jets.
xvii
CHAPTER 1
ACTIVE GALAXIES AND BLAZARS
In 1925, Edwin Hubble decisively settled the so-called “Great Debate”, showing that
the Universe contained enormous collections of stars—galaxies—far outside of our
own. Nearly forty years later, Maarten Schmidt recognized that the optical emission
lines of the source 3C 273 (believed at the time to be a star) were consistent with
a redshift of 0.158, suggesting the source was either an extremely dense star or an
extremely bright extragalactic source (Schmidt, 1963). The following decades saw
the development of our understanding of active galactic nuclei (AGN), distinguished
from the nuclei of most other galaxies by their intensely bright emission powered by
accretion onto a central supermassive black hole.
In this chapter, the a general picture of AGN and their properties will be outlined.
Further specifics regarding blazar classes will be developed, and the physical and
observational properties of blazars will be discussed.
1.1 Unified Model of AGN
There is broad consensus that various types of AGN are representative of fundamen-
tally similar objects, in terms of their morphology and the physical processes involved
in their emission (Urry and Padovani, 1995). Here we describe their “building blocks,”
and examine how they fit into the classification schemes used by astronomers.
1.1.1 Observational Properties of AGN
What distinguishes AGN from other galaxies is the activity of the galactic nucleus
which acts as a central engine, the luminosity of which is either comparable to the
stellar emission or vastly outshines it. All AGN show common features that can be
1
identified with various emission processes and morphological features.
1.1.1.1 Spectral Features
The power radiated by astrophysical sources is commonly measured in terms of the
power per unit area, to account for dissipation as the radiation spreads out from the





for the rate of energy flow through a surface at normal incidence. When examining








which gives the radiative flux per frequency of light. Integrating this over the surface
of a sphere whose radius is the distance to the source yields the differential luminosity,
Lν .
The spectral energy distribution (SED) is one of the most common tools used
to study the emission of AGN, and is commonly plotted as log νSν vs. log ν (e.g.
Figure 1.4a). The flux density is used so that power at high-frequencies is scaled
down to account for the high energy of the photons—this allows the plot to easily
communicate how bright the various energy bands are relative to each other. Since
dS/d [log ν] ∝ ν [dS/dν] = νSν , showing log νSν gives a better indication of the flux
density when plotted against log ν. Another common convention is to plot the log of
the differential luminosity in the source frame against the source frame log frequency,






where the frequencies on the left-hand side of the equation are in the source frame
while on the right-hand side are in the observer frame. DL is the luminosity distance,








Ωm(1 + t)3 + ΩΛ + Ωr(1 + t)4
, (1.4)
where H0 is the Hubble constant and z is the redshift of the source. The source frame





This correction is implicit in Equation 1.3, as the redshift factors divide out between
the differential luminosity and the multiplied frequencies.
The SED of a typical AGN shows emission across a wide band of frequencies,
spanning the infrared, radio, X-ray bands and gamma-ray bands (see the bottom
panel of Figure 1.3). In AGN with relatively low power in the radio band (radio-
quiet), three peaks are generally discernible, two in the optical and one in the X-rays.
For AGN with high-power in the radio band (radio-loud), these peaks are generally
not discernible, and instead two broad peaks occur—the first in the X-rays, and the
second in the gamma-rays—with measurable power sometimes up to TeV energies.
The differences between the SEDs of different AGN is explained in terms of their
morphology and classification, which is discussed in section 1.1.2.
Unlike most normal galaxies, AGN very often show emission lines corresponding to
energies of known atomic transitions (Robson, 1995). In some cases, lines appear with
two different characteristic widths, suggesting emission from regions with different ve-
locity distributions. The continuum emission from AGN is generally unpolarized, with
some optical and radio components showing degrees of linear polarization. This is un-
derstood to result either from light scattering off some surface (such as an accretion
disk), or light produced by the synchrotron process (the latter produces circularly
3
Figure 1.1: Radio image of jets and lobes of Cygnus A. Image credit: NRAO.
polarized light, but viewed at any offset angle this will show a linear component).
1.1.1.2 Extended Features
In radio-loud AGN, extended structures appear in radioinferometry images. Early
images showed large regions of radio-emitting clouds, dubbed lobes, straddling radio-
loud AGN, and more sensitive imaging revealed the presence of jets of material feeding
the lobes from the nucleus (e.g. Figures 1.1). Often, one of the jets will appear
brighter than the other, suggesting relativistic speeds that focus the emission along
the direction of motion.
In some jets, hot spots known as knots can be identified (Figure 1.2). These move
over time, sometimes with speeds that suggest faster-than-light (“superluminal”) mo-
tion. This apparent impossibility is explained by the pointing of the jet towards the
observer—the motion and emission is projected into the plane of the image, with light
emitted at very distant times in the jet arriving at the observer spaced much more
closely.
Jets vary enormously among sources, showing varying degrees of “knottiness”,
length, and even shape, with some jets showing bent structures (Neff, 1982). There is
4
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FIG. 1.ÈImages of the jet in M87 in three di†erent bands, rotated to be horizontal, and an overlay of optical contours over the X-ray image. Top : Image at
14.435 GHz using the VLA. The spatial resolution is about Second panel : The HST Planetary Camera image in the F814W Ðlter from Perlman et al.0A.2.
(2001a). The brightest knots are labeled according to the nomenclature used by Perlman et al. (2001a) and others. T hird panel : Adaptively smoothed Chandra
image of the X-ray emission from the jet of M87 in pixels. Fourth panel : Smoothed Chandra image overlaid with contours of a Gaussian-smoothed0A.20
version of the HST image, designed to match the Chandra point response function. The X-ray and optical images have been registered to each other to about
using the position of the core. The HST and VLA images are displayed using a logarithmic stretch to bring out faint features, while the X-ray image0A.05
scaling is linear.
Perlman et al. (2001a). Qualitatively, the X-ray emission
from the jet is much brighter near the core compared to the
optical emission. Knot HST-1 is the best example of the
di†erence, being the second-brightest knot in the X-ray
image, but it is the faintest of the knots optically. By way of
contrast, X-ray emission is barely detectable beyond knot
B, which is about 14A from the core. The jet is nearly one
dimensional, so a proÐle is used for quantitative analysis
(Fig. 2), derived by summing data in a window at a1A.5-wide
position angle of which is deÐned by the center of[70¡.4,
knot A. The X-ray Ñux reaches the background level at 21A
from the nucleus.
Gaussians were Ðtted to the knots in the one-dimensional
proÐle of the jet. The results of the Ðts are given in Table 1.
There is deÐnite X-ray emission that is not included in any
of the Ðtted regions, which were restricted to the locations
of optically emitting knots. In particular, there is signiÐcant
X-ray emission between knots D and E that is not included
in either of these Ðtting regions, which we label ““ DX.ÏÏ Simi-
larly, there is a ““ bridge ÏÏ of X-ray emission between knots A
and B, which corresponds to a region downstream of knot
A. The X-ray Ñux clearly drops more rapidly than the
optical Ñux does in this downstream region ; the X-ray emis-
sion we label as knot G is perhaps more closely associated
with the downstream end of knot C, based on the image
(Fig. 1).
The distance from the core to the peak of the X-ray emis-
sion of knot A is which is within of the12A.34 ^ 0A.02, 0A.1
distance derived from the HST data, (see12A.43 ^ 0A.01
Table 1). Previous estimates of this separation using X-ray
images with lower angular resolution (Neumann et al. 1997 ;
et al. 2001) gave smaller values, aboutBo hringer 11A.5.
These estimates were probably biased by the Ñux in the
bright HST-1 and D knots. Indeed, we Ðnd that the cen-
troid of the core, HST-1, and D knots is from11A.66 ^ 0A.02
knot A, which is consistent with the ROSAT and XMM
Figure 1.2: Knots visible in an X-ray image of the jet from M87, from Marshall et al.
(2002).
speculation that some AGN jets may have spiral structures (see Chapter 3), though
this has not been directly observed.
1.1.2 AGN Morphology
The basic picture of AGN is shown in the top panel of Figure 1.3. All AGN contain
at least one supermassive black hole, onto which hot material accretes in a disk
whic radiates thermally in the optical/UV bands. Surrounding the inn r region of
accretion is a hot gas of electrons, which upscatter thermal emission from the disk
into X-rays (described as a corona), some of which is reprocessed by the disk, either
refl cting directly or exc ting lin emission. This core emission r diates outward,
where it encounters a hot gas of atoms, exciting Doppler-broadened line emission in
the broad line region (BLR). Further out, narrower line emission is excited in a cooler
gas. Some AGN show collimated outflows of material forming jets. The power of
these jets varies with the overall rate of accretion, and they can extend from tens to
thousands of kiloparsecs out from the central engine (Blandford et al., 2019).
1.1.3 AGN Classes
The most widely used unification scheme is described in Urry and Padovani (1995),
which divides AGN according to whether they are radio loud and the characteristics
of their line emission, and explains differences as originating in the conditions of the
nucleus and the orientation of the viewer (as seen in the top panel of Figure 1.3). In
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Figure 1: Schematic representation of our understanding of the AGN phenomenon in the unified scheme
[1]. The type of object we see depends on the viewing angle, whether or not the AGN produces a significant
jet emission, and how powerful the central engine is. Note that radio loud objects are generally thought to
display symmetric jet emission. Graphic courtesy of Marie-Luise Menzel (MPE).
binaries and the super massive black holes. The Ultra-luminous X-ray sources (ULX) are candi-
date examples of intermediate mass black holes (IMBH; [16]) which could help bridge the gap,
but further study and in particular improved classification of their non-X-ray counterparts will be
necessary to settle this question. Other LLAGN classes need to be separated beyond ambiguity
from the non-active galaxies. In particular H II galaxies and LINER tend to become indistinguish-
able below some signal-to-noise threshold [17]. The forthcoming large survey telescopes surveys
should bring clarification. Finally, the illusive link between AGN and non-active super massive
black holes, like Sgr A* in our very own galaxy, needs to be understood.
AGN research remains a rich field, worthy of our investments of time, energies and talents that
will continue to provide unexpected future insights into the nature of the Universe we live in.
Acknowledgement: We thank the anonymous referee for the constructive comments.
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Fig. 1 A schematic representation of an AGN spectral energy distribution (SED), loosely based on the
observed SEDs of non-jetted quasars (e.g. Elvis et al. 1994; Richards et al. 2006a). The black solid curve
represents the total emission and the various coloured curves (shifted down for clarity) represent the individ-
ual components. The intrinsic shape of the SED in the mm-far infrared (FIR) regime is uncertain; however,
it is widely believed to have a minimal contribution (to an overall galaxy SED) compared to star formation
(SF), except in the most intrinsically luminous quasars and powerful jetted AGN. The primary emission
from the AGN accretion disk peaks in the UV region. The jet SED is also shown for a high synchrotron
peaked blazar (HSP, based on the SED of Mrk 421) and a low synchrotron peaked blazar (LSP, based on
the SED of 3C 454.3; see Sect. 6.1). Adapted from Harrison (2014). Image credit: C. M. Harrison
AGN have many interesting properties, including the following: (1) very high
luminosities (up to Lbol ≈ 1048 erg s−1), which make them the most powerful non-
explosive sources in the Universe and, therefore, visible up to very high redshifts
(currently z = 7.1: Mortlock et al. 2011); (2) small emitting regions in most bands,
of the order of a milliparsec, a inferred from their rapid variability (e.g. Ulrich et al.
1997), implying high energy densities; (3) strong evolution of their luminosity func-
tions (LFs; e.g. Merloni and Heinz 2013); (4) detectable emission covering the whole
electromagnetic spectrum (this review).
The latter property means that AGN are being discovered in all spectral bands.
Different methods are employed in different bands to identify these sources but,
most importantly, the various wavelength regimes provide different windows on AGN
physics. Namely, the infrared (IR) band is mostly sensitive to obscuring material and
dust, the optical/ultraviolet (UV) band is related to emission from the accretion disk,
while the X-ray band traces the emission of a (putative) corona. γ -ray and (high flux
density) radio samples, on the other hand, preferentially select AGN emitting strong
non-thermal (jet [or associated lobe] related) radiation (see Fig. 1).1 The surface den-
1 The mm/sub-mm band is missing from this paper because it mostly probes molecular gas that resides
in the AGN host galaxy. However, with the high-resolution capabilities of the Atacama Large Millime-
ter/submillimeter Array (ALMA) we are starting to resolve the innermost parts of AGN down to parsec
scales (Sect. 8.4).
123
Figure 1.3: (Top) Diagram howing the regions that comprise a generic AGN, and how
viewing angle is believed to correspond to source classification. Graphic by Marie-
Luise Menzel (Volker Beckm nn, 2012). (Bottom) Typical components of the SED of
various AGN (Padovani et al., 2017). The presence of a strong jet is associated with
radio loud AGN.
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radio loud sources, the radio emission originates in synchrotron emission from a jet.
The presence of optical emission lines historically led to the classification of AGN
into type 1, which had both broad and narrow line emission, and type 2, which only
showed narrow line emission.
1.1.3.1 Blazar Classes
Blazars are understood as AGN with jets that are oriented close to the line of sight
of the observer, and show the most luminous emission of AGN classes. Blazars are
generally split into categories, originally based on the properties of their optical line
emission—a blazar with broad, visible optical emission lines was described as a flat
spectrum radio quasar (FSRQ), and one with weak, narrow lines a BL Lac (named
after the prototypical source BL Lacertae) (Urry and Padovani, 1995). FSRQs show
greater luminosities overall, while BL Lacs are dimmer with SED peaks at higher
energies.
Blazars are understood to be related to the Faranoff-Riley galaxies, which explains
their spectral densities and line properties. When their jets point towards us, Faranoff-
Riley type I (FR-I) galaxies become BL Lacs—a low rate of accretion leads to weaker
jets, as well as lower levels of nuclear activity causing less excitement of line emission
from the disk, as well as in the BLR and narrow line region (NLR). In contrast,
Faranoff-Riley type II (FR-II) galaxies with jets oriented towards us correspond to
FSRQs, with higher rates of accretion driving powerful jets and bright circumnuclear
activity.
The blazar sequence, laid out first in Fossati et al. (1998) and Ghisellini et al.
(1998), is rooted in the observation that the major spectral differences between blazars
are correlated with the overall source luminosity (see Figure 1.4). In FSRQs, the lo-
cation of the SED peaks is independent from luminosity, whereas in BL Lacs there
is a negative correlation between luminosity and peak energies (visualized with some
7
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Figure 6. The new phenomenological sequence, obtained for different bins of the logarithm of the γ -ray luminosities (indicated by the labels) for FSRQs
only (top), BL Lacs (mid) and for all sources (bottom), according to the parameters listed in Table 1. For FSRQs, the spectral shape changes only slightly
as the bolometric luminosity changes, except for the CD. Therefore, the most remarkable change is in the X-ray slope, becoming harder as the luminosity
increases. The synchrotron peak frequency νS often coincides with the self-absorption frequency, possibly hiding a change in νS. The Compton peak frequency
νC changes only weakly, if at all. For BL Lacs, both the synchrotron and the Compton peak frequencies become smaller (and the CD as increases) increasing
the bolometric luminosities, as in the original blazar sequence. The γ -ray slope is harder for less luminous BL Lacs, but not as much as in the original sequence
(we remind that F98 had only three EGRET-detected BL Lacs in the less luminous bin). Merging together FSRQs and BL Lacs we do see a clearer sequence,
as in F98.
due to the contribution of the accretion disc. Together with the
broad-line luminosity, we can estimate the black hole mass
(108M) and the accretion rate (0.1 LEdd). For the BL Lac, we
do not have any thermal emission to derive the black hole mass
and disc luminosity, but the shown fit reports the case of a black
hole mass of 109M with a disc emitting at 10−4 of the Edding-
ton limit. The disc of the BL Lac is radiatively inefficient (see e.g.
Narayan et al. 1997) and cannot photoionize the BLR to sustain
broad lines of luminosities comparable to the ones of a standard
quasar. The lack of external photons to be scattered at high fre-
quencies implies less γ -ray emission (i.e. less CD), less radiative
cooling and a larger average electron energy, resulting in a bluer
spectrum (large νS and νC). As a result, the overall SED of the two
blazars is completely different, including the αγ slope, and yet the
average Lγ is the same. This can also be seen by comparing, in
Fig. 6, the overall phenomenological SED of BL Lacs and FSRQs
at intermediate/small luminosities.
The bottom panel shows the comparison of two less powerful ob-
jects: one is an FSRQ (PMN 0017–0512, z = 0.227, red points) and
the other is a BL Lac (PMN 2014–0047, z = 0.23, black points). The
two sources have comparable radio fluxes. Again, the FSRQ shows
the upturn in the optical produced by the disc. This, together with
the broad-line luminosity, can fix the black hole mass (4 × 107 M)
and a disc luminosity of 0.1LEdd. For the BL Lac, we again use a
black hole mass of 109 M with a disc emitting at the 10−4 of the
Eddington limit.
These cases suggest that when different black hole masses are
present, the blazar sequence is ‘polluted’ by objects of small black
hole mass, relatively small luminosity and a ‘red’ look, that fall
in the same luminosity bin of ‘blue’ BL Lacs. On one hand, this
implies that the blazar sequence is not controlled by the observed
luminosity only, but rather by the Eddington ratio. On the other
hand, by dividing the objects on the basis of their luminosity, as
done here (and also in the original F98 sequence) and consider-
ing all blazar together, this implies a large dispersion of points
around the median spectrum, especially so for the medium and
low luminosity bins, as reported in Table 1 and as can be seen in
Figs 6 and 9.
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Figure 7. From top to bottom: synchrotron self-absorption frequency (νt),
synchrotron peak frequency (νS), high-energy peak frequency (νC), Comp-
ton dominance (CD) and value of α3 as a function of the γ -ray luminosity
in the LAT band. The FSRQs have constant peak frequencies, but become
more Compton dominated and have a harder α3-slope (for them it coincides
with the slope in the X-ray band) as the γ -ray luminosity increases. BL
Lacs, in addition, also becomes ‘redder’ (smaller peak frequencies) as the
γ -ray luminosity increases.
Disc emission. As shown in Fig. 3, there is a sizeable fraction of
FSRQs showing a clear presence of thermal disc emission in the
optical. This is flagged by an upturn of the total spectrum, since
the synchrotron peak frequency is, on average, in the mm band (see
Table 1: 〈νS〉 ∼ 2.5 × 1012 Hz for FSRQs of all luminosities). The
fraction of disc whose emission is clearly visible increases with
Lγ . This can be due to fact that the disc component becomes more
visible at large redshifts (hence at large luminosities), since in this
case the peak of the disc emission (in the UV, rest frame) falls into
the observed optical band.
Another interesting point concerns the relation between the disc
and the jet luminosity. This point has been discussed in Ghisellini
(2016): here, we briefly mention that when we normalize the entire
SED to the peak of the disc emission, we obtain a reduced scatter
in the other bands, especially in the radio and in the X-rays (in the
γ -rays the variability amplitude is so large to hide the reduction of
the scatter). This can be taken as a model independent evidence that
the disc and the jet luminosity are related.
5 D ISC USSION
The following are the main findings of our study:
(i) The blazars detected by Fermi/LAT of known redshift do form
a sequence, with the same general properties of the original blazar
sequence found by F98.
Figure 8. Same as Fig. 7, but for all blazars together. Note that in this case
the trends are even more pronounced than the sequence for BL Lacs only.
(ii) The differences between the new and the old sequence
are explained by the fact that the objects detected by Fermi
do not represent ‘the tip of the iceberg’ in terms of their γ -
ray luminosity, as was the case for EGRET and for the original
blazar sequence.
(iii) When considering BL Lacs and FSRQs separately, we dis-
cover that FSRQs do form a sequence, but only in CD and in the
X-ray slope. They do not become redder when more luminous,
while BL Lacs do.
(iv) At high luminosities and redshift, the accretion disc becomes
visible in FSRQs.
(v) We have considered only the blazars detected by Fermi/LAT.
There are other blazars, at both extremes of the luminos-
ity range, that are not detected by Fermi. Most notably, ex-
treme BL Lacs, with their high-energy emission peaking in the
TeV band (e.g. Bonnoli et al. 2015), and very powerful FS-
RQs, whose high-energy peak lies in the MeV band (Ghisellini
et al. 2010).
5.1 A physical insight
The fact that FSRQs follow a clear trend in CD, while the peak
frequencies νS and νC are almost constant calls for an explanation.
We suggest that an important ingredient to interpret this behaviour
is given by the radiative cooling rate of FSRQs. A key assumption
is that most of the cooling occurs within the BLR and/or the molec-
ular torus, and that the IC scatterings off this external radiation is
dominant or at least competitive with respect to the synchrotron
cooling. The IC cooling rate is proportional to the radiation energy
MNRAS 469, 255–266 (2017)
(b)
Figure 1.4: (a) The blazar sequence shown in th SEDs of Fermi bl zars. (b) From top
o bottom: Synchrotron s lf-absorption frequency, synchrotron peak frequency, high-
energy peak frequency, Compton dominance, and rising high-frequency SED spectral
index, plotted against gam a-ray luminosity in the Fermi band. Both figures from
(Ghisel ini et al., 2017).
8
selected sources in Figure 1.5). In gamma-ray selected blazars, the Compton dom-
inance parameter, which is given by the ratio of the luminosities of the high and
low energy SED peaks, is correlated with gamma-ray luminosity across source types.
Ghisellini et al. (2017) argues that in BL Lacs, this can easily be explained by the
fact that the high-energy scattering occurs primarily between jet particles and their
own synchrotron photons. At higher luminosities, the energy density of these pho-
tons is higher in the jet frame, leading to a higher rate of scattering, cooling the
jet before particles reach extreme energies. In FSRQs, the external photon energy
density (whose sources may include include synchrotron photons, photons from the
disk, BLR, cosmic microwave background, and ambient starlight) measured in the
frame of the electrons is roughly constant for a given Lorentz factor, and so the
change in Compton dominance suggests smaller magnetic energy densities at higher
luminosities.
1.2 Blazar Emission and Jets
1.2.1 Rapid Flux Variability
The fluxes observed from blazars often show significant variability across all energies,
with faster variability observed at higher energies (see, for example, Homan et al.
(2002), Ghosh et al. (2000), Chatterjee et al. (2012), Stevens et al. (1994), Vovk and
Neronov (2013), Urry et al. (1996), Sandrinelli et al. (2014a), and Wagner and Witzel
(1995)). The fastest observed variability is on the timescales of minutes (Ackermann
et al., 2016; Aharonian et al., 2007; Albert et al., 2007), and can be used to put an
upper limit on the size of the emission region. Causality limits the speed of signal
propagation to the speed of light, and so for a region with a diameter l′ in the source
frame, coherent emission requires that,
l′ < ct′var, (1.6)
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Figure 1.5: SEDs of several bright blazars. The top panel shows FSRQs, the bottom
panel shows BL Lacs. Data taken from the Space Science Data Center SED Builder.
10
for a source-frame variability timescale t′var. In the observer frame, time dilation gives
that tvar = Γt
′
var, where Γ is the bulk Lorentz factor of the jet. Doppler beaming,
discussed below, shortens the observed timescale by a factor of 1 − β cos θ, where
β is the velocity of the region as a fraction of c and θ is the angle between the jet
trajectory and the line of sight. Finally, correcting for cosmological redshift lengthens
the observed timescale by a factor of 1 + z. This yields a final expression
l′ <
ctvar
Γ (1− β cos θ) (1 + z) . (1.7)
The rapid variability observed in blazar fluxes, down to minute timescales at GeV
and TeV energies (Aharonian et al., 2017), implies small emission regions and/or
large jet speeds. This is challenging to explain—radio observations of moving knots
suggests Γ . 10 (Begelman et al., 2008), requiring an extremely compact emission
region. However, this picture assumes emission takes place far from the central black
hole, where the expansion of the jet makes it difficult to envision an extremely compact
region. Moreover, an emission region near to the central engine, where the jet radius
is comparable to the implied region size, is challenged in FSRQs by the opacity
that the BLR would present to gamma-ray photons due to pair production. Several
theories have attempted to account for these discrepancies. A jet structure with a
slow-moving core and a fast sheath would allow higher Γ values for TeV emission
while allowing lower Γ values to be observed for radio knots (Sikora et al., 2016).
Alternatively, the “jet-within-a-jet” model suggests that rapid particle acceleration by
magnetic reconnection can create small regions of particles with extreme values of Γ,
even while the jet bulk remains significantly slower (Nalewajko et al., 2011). Further
models include a series of conical shocks (Salvati et al., 1998), particle acceleration
in a magnetospheric “gap” near the black hole (Neronov and Aharonian, 2007), and
the collision of the jet with compact external objects (Araudo et al., 2010).
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1.2.2 Relativistic Beaming and Superluminal Motion
The emission from blazar jets comes from particles moving at relativistic speeds along
trajectories near to the line of sight, which creates several important effects collectively
known as beaming. These effects can be broken into three main parts: relativistic
Doppler effect, time dilation, and relativistic aberration.
Suppose the jet particles move with speed β = v/c, leading to a Lorentz factor
γ, along a trajectory towards the observer that makes an angle θ with the line of
sight. The relativistic Doppler effect arises from two factors—time dilation lengthens
observed timescales between electromagnetic wavefronts, but motion in the direction
of the observer (the classical Doppler effect) shortens them. The combination of
these effects is given by the Doppler factor D = γ−1(1−β cos θ)−1, with the observed
frequencies (and therefore energies) of light equal to the frequencies in the emission
frame times D. Dilation of the observed time between two events in this situation
behaves similarly—while the time measured in the observer frame is longer by a factor
of γ, the time interval between the arrival time of two photons from the different events
is compressed by the relativistic motion1, so that observed timescales are reduced by a
factor of D. Finally, relativistic aberration leads to a focusing of emission into a cone
along the motion of the particles. The aberration formulas relate angles observed in
two different reference frames moving with respect to each other. For φ′ in the source
frame moving with speed β towards the observer, the aberration formulas are,
sinφ =
sinφ′
γ (1− β cosφ′) ; cosφ =
cosφ′ − β
1− β cosφ′ . (1.8)
For isotropically emitted light in the source frame, consider the angles φ′ = ±π/2, the
limits of the forward angles. From Equation 1.8, sinφ = ±1/γ, which by the small
1A simple way to envision this effect is to consider observing an electron moving with β ∼ 1
emitting photons at a constant rate—after a first photon is emitted in the direction of motion, the
electron essentially “maintains pace” with it, so that the next emitted photon trails close behind the
first. An observer might be fooled into thinking the rate of emission was much higher than it is!
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angle approximation gives φ ≈ ±1/γ. Thus, the opening angle of the forward cone
of emission is about 2/γ.
Already, these effects lead to several observable results. Consider the energy flux
density in the observer frame, which we can define as the rate of energy flow per





where r is the distance from the energy source. With the source frame being the
primed frame, the energy, time, and frequency will transform as,
dE = DdE ′; dt =
dt′
D
; dν = Ddν ′. (1.10)
The solid angle is given by dΩ = sin θdθdφ, where θ is the angle of the line of sight and
φ is the transverse angle. Since there is no motion in the transverse direction, dφ′ =
dφ. By differentiating the second of the equations 1.8, we get sin θdθ = sin θ′dθ′/D2,
therefore dΩ = dΩ′/D2. Combining all these, we have
Sν = D
3S ′ν . (1.11)
For sources will energy spectra that follow a power-law, i.e. dE/dν ∝ ν−α, the energy
flux density observed at a frequency is then related to the energy flux density at that
same frequency in the source frame by a factor of D3+α. However, this is for a point
source—considering a length along a roughly cylindrical jet reduces this to D2+α. The
effect of this boost in the apparent luminosity is observed in AGN with jets pointed
moderately in our direction—many sources appear to only have one jet, even while
having two lobes! This is a result of the relativistic boosting from the jet moving
towards us compared to that moving away from us.
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Figure 1.6: Image of the blazar 3C 371 at 4985 MHz, from Wrobel and Lind (1990).
Labeled are the lobes, the compact core CC, a likely radio knot A, and a likely lobe
hotspot B.
Radio knots (e.g. Figure 1.6) are most likely associated with regions of the jet con-
taining shock fronts. Tracing knots over time gives an indication of the bulk Lorentz
factor of the jet, as they should move at roughly the speed of the jet upstream of the
knot. A remarkable effect observed in some knots is that of superluminal motion—a
knot will occasionally appear to move faster than the speed of light. While this ef-
fect requires relativistic speeds, it is easily explained with kinematic and projection
effects.
Consider light arriving from a source at a distance L moving towards the observer
with speed v. A first signal is emitted at t0, which arrives at the observer a time L/c
later. After a time of t1, the blob emits another signal. Since the blob has traveled
towards the observer, this signal has a shorter distance to travel, and so arrives at
time
t2 = t1 +
L− vt1 cos θ
c
, (1.12)
as the distance traveled towards the observer is L − vt1 cos θ. Now, the transverse
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distance traveled by the blob in this time is vt1 sin θ, and so the observed transverse










or in terms of the relative speed β,
βobs =
β sin θ
1− β cos θ . (1.14)
We can easily produce βobs > 1 in this situation. For example, θ = 0.1 and β =
0.95 gives an observed speed about 70% faster than the speed of light. Together,
superluminal motion in radio sources combined with the differences in opposite jet
luminosities provide strong evidence that jets are moving with relativistic speeds.
1.2.3 Jet Origin and Collimation
The most common paradigm for explaining jet formation is the Blandford-Znajek
mechanism, described first in Blandford and Znajek (1977). This process converts
black hole spin into electromagnetic power, which generates outflowing particles
through pair production. A simplified analogy is frequently made to classical cir-
cuit theory—the accretion disk is pictured like a ferromagnet with a field extending
out from the surface, and as this spins it generates a potential difference in the di-
rection along the spin axis (MacDonald and Thorne, 1982). Extensive simulation
work has been done to examine jet formation, and the results generally find that the
Blandford-Znajek mechanism can easily form jets consistent with realistic physical
parameters. For a brief review of these works, the reader is directed to Hawley et al.
(2015).
After charged particles are accelerated away from the black hole, the question
remains as to how they are confined and collimated into a jet. For jets originating
near the black hole, it is commonly assumed that a torus of hot ions serve to funnel
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the jet into its shape (Blandford et al., 2019). It is also possible that helical magnetic
fields trap charged particles into the jet flow by deflecting their outward trajectories.
Alternatively, a disk-driven wind may also serve to collimate, and in some cases
accelerate, the jet (Begelman et al., 1984).
1.3 Particle Acceleration and Cooling in Blazar Jets
1.3.1 Acceleration Processes
The beaming and superluminal motion observed in jets indicate relativistic bulk ve-
locities far from the black hole, and bright gamma-ray flares suggest rapid influxes
of extremely energetic particles. How the bulk material is accelerated and how rapid
particle injection occurs are open questions.
1.3.1.1 Shock Acceleration
An extensive review of shock acceleration is found in Chapter 9 of Boettcher et al.
(2012), and this section is drawn primarily from their treatment. A turbulent shock
front appears when a high-velocity fluid, with a speed higher than the speed of sound,
collides with a low-velocity fluid. Since it moves faster than the local sound speed, the
high-velocity fluid pushes forward faster than the low-velocity fluid can be accelerated
to match it, leading to a turbulent shock front that propagates in the direction of
flow. In a fluid of charged particles, electromagnetic interactions in the shock convert
bulk kinetic energy into thermal energy.
The first identified mechanism of particle acceleration in shocks comes from an
insight by Enrico Fermi, who postulated a way that cosmic rays could be produced
in collisions between interstellar clouds. The idea is simple—in a cloud where speeds
are isotropic, a fast-moving particle should experience more head-on collisions than
tail-on, leading to a series of elastic scatterings which increase its velocity. The same
effect can occur in jet plasma, as fast-moving particles gain even more velocity by
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scattering off the plasma’s magnetic field (most treatments assume that collisions
with other charged particles happen on much longer timescales). This is referred to
as second-order Fermi acceleration, as the average energy increase during a collision
is second-order in the particle velocity.
Later, a theory of diffusive shock acceleration was developed, premised on the
insight that in astrophysical shock fronts a situation arises in which particles only
encounter head-on collisions2. As this results in an average energy increase that
is first-order in the particle velocity, it is also called first-order Fermi acceleration.
The basic picture of diffusive shock acceleration is as follows. Consider a population
of particles upstream of the shock, moving with a velocity comparable to that of
the upstream flow rate. As they diffuse across the shock front, these particles will
encounter the slower moving stream. In the particle frame, this appears as a plasma
moving towards it with a speed equal to the difference in upstream and downstream
flow rates, and the resulting collision reflects them back with a greater velocity. Now,
some fraction of the particle population will cross back over the shock front, meeting
the upstream plasma moving towards it with an even greater velocity, and a similar
reflection occurs. This process repeats, with a fraction of the particles gaining velocity
upon every reflection. In the case of non-relativistic plasma, this process can produce
power-law distributions of particles, where the power law index is given by (r+2)/(r−
1), where r is the ratio of upstream to downstream flow velocities.
While instructive, this picture is changed when considering relativistic flows. The
inherent anisotropy of relativistic motion frustrates diffusion, with downstream flow
velocities comparable to those of the population of particles being accelerated. While
power law distributions can still result, they are dependent on the maximum scatter-
ing angle of the particle population as it deflects off magnetic turbulence. Further
complications arise when considering oblique shock fronts, creating further deviations
2Imagine two walls closing in as a tennis ball bounces between them.
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Figure 5. (a) Energy evolution of a sample of selected particles interacting with a major X-point, as a function of the location x along the current sheet. Colors are
scaled with γend, the Lorentz factor attained at the outflow boundary of the X-line (at x = 0 or 280 c/ωp, depending on the particle). (b) εB − εE at the time when the
particles interact with the X-point (here, εE = E2/8πmnc2).
(A color version and animation of this figure are available in the online journal.)
predicted by Bessho & Bhattacharjee (2012), where βrec =
vrec/c and λ is the length of the acceleration region in units
of the Larmor radius of the heated particles (with 〈γ 〉 ∼ σ ).
The spectrum of the particles flowing into the major islands
still bears memory of this scaling, but it becomes softer due
to the addition of low-energy particles injected at the secondary
X-points (weaker than the major X-point in Figure 5) or accreted
onto the outflowing secondary islands.
After being accelerated along z, the particles are advected
along x by the reconnected magnetic field, and they finally
enter the major islands shown in Figure 1(a). In the islands,
the accelerated particles gyrate in the strong fields shown in
Figure 1(c), isotropizing their angular distribution (which was
strongly beamed along z close to the X-points, and along x in the
reconnection exhausts; see Cerutti et al. 2013). Since most of
the particles at late times are contained in the major islands, it is
not surprising that the long-term momentum spectra show little
signs of anisotropy (see the inset in Figure 4). Even the residual
difference between the momentum spectra along +z and −z (red
solid and dashed lines, respectively) diminishes at later times
(the 2D momentum spectra at ωpt = 1800 were similar to the
3D results in the inset of Figure 4, showing that the anisotropy
decays over time).8
4. DISCUSSION
By means of large-scale PIC simulations, we have provided
definitive evidence that non-thermal particle acceleration is a
generic by-product of the long-term evolution of relativistic
reconnection, in both 2D and 3D. We have focused on the
case of anti-parallel reconnection without a guide field. We
find that in 3D the DK mode delays the onset of efficient
particle acceleration, but the physics at late times is similar
to its 2D counterpart. Earlier studies could not capture the late-
time evolution that leads to efficient particle acceleration due
to insufficient integration times and/or limited computational
domains. The particles accelerated by the reconnection electric
8 The particle angular distribution at late times may be different in the
presence of a guide field; see S14.
field at the X-points form a power law with slope p that
varies from p ∼ 4 for σ = 1 to p  1.5 for σ  50. For
σ  10 the index is p  2, harder than in relativistic shocks
(Sironi & Spitkovsky 2011b; Sironi et al. 2013). So, relativistic
reconnection is a viable candidate for producing hard spectra in
astrophysical non-thermal sources.
Flat electron spectra below GeV energies are required to fit
the broadband emission of hotspots in radio galaxies (Stawarz
et al. 2007) and the X-ray spectrum of blazars (Celotti &
Ghisellini 2008; Sikora et al. 2009). Also, relativistic reconnec-
tion in blazars might explain the recently discovered ultra-fast
(∼3–5 minutes) TeV flares (Aharonian et al. 2007; Giannios
et al. 2009; Nalewajko et al. 2011). In PWNe, the recently de-
tected GeV flares from the Crab Nebula require hard particle
spectra with p  2 (Buehler et al. 2012), and relativistic re-
connection has been invoked to explain the temporal variability
of the flares (Cerutti et al. 2013). Our first-principles simula-
tions provide a physically grounded model, based on relativis-
tic reconnection, for the generation of hard particle spectra in
astrophysics.
L.S. is supported by Einstein grant PF1-120090, and A.S. by
NASA grants NNX12AD01G and NNX13AO80G and Simons
Foundation grant 267233. The simulations used PICSciE-OIT
HPCC at Princeton University, XSEDE under contract TG-
AST120010, and NASA HEC.
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Figure 1.7: (Left) Simple illustration of the change in the magnetic field topology
that occurs in magnetic reconnection. (Right) (a) Energy evolution of particles in a
region of reconnection, where color indicates the final Lorentz factor. (b) Difference
in magnetic field en rgy densi y and electric field energy density across a plasma sheet
at time of particle interaction. Figure from Sironi and Spitkovsky (2014).
from power-law particle popula ions. While classic models of shock acceler ti n of-
ten assume nonrelativistic plasma flow, numerical simulations of relativistic plasma
shocks show generally good agreement with the multi-band flux properties of blazar
light curves (Marscher, 2013).
1.3.1.2 Magnetic Reconnection
While shocks may explain some of the acceleration in blazar jets, it is not clear
that they can effici ntly accelerate particles to the highest velocities consiste with
observed fluxes (Sironi et al., 2015), and extremely fast flare rise times observed in
blazars are difficult to reproduce in shock acc leration models (Giannios, 2013). An
alternative mechanism that has been studied recently is that of magnetic reconnection.
Reconnection occurs when magnetic field loops cross and recombine, changing their
topology (see Figu e 1.7) and converting energy from magnetic fields into electric
fields.
This process is known to accelerate particles, and plays a s rong role in the coronal
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mass ejections produced by solar flares (Antiochos et al., 1999). Particle in cell
(PIC) simulations have been used to study the phenomenon in conditions similar
to those found in blazar jets, and it has been found that reconnection consistently
produces populations of non-thermal particles leading to spectral features consistent
with observation (Sironi and Spitkovsky, 2014). As seen in Figure 1.7, even particles
with small initial Lorentz factors are accelerated greatly near the reconnection center.
Given that both shock acceleration and reconnection are established phenomena
within magnetized plasmas like that found in blazar jets, it is likely that both occur
to some degree. It is an open question which mechanism, if either, dominates, or
where along the jet conditions are optimal for either. Shock acceleration requires the
jet power to be dominated by the kinetic energy of the particles, losing their ability
to efficiently dissipate particles when the magnetic energy is dominant. Conversely,
reconnection requires high magnetic energy densities, and provides a mechanism to
convert magnetic energy into kinetic energy of particles. A better understanding of
the large-scale kinetic and magnetic structures of jets will likely be needed to resolve
these questions.
1.3.2 Cooling Processes
The high luminosity observed from jets is a result of relativistic charged particles re-
leasing their kinetic energy into electromagnetic radiation. Two processes dominate
here: synchrotron radiation, and inverse Compton (IC) scattering. A fairly compre-
hensive overview of the modeling of emission and absorption effects within the jet is
extensively described in Boettcher et al. (2012); the results from Chapter 3 are used
to inform the following discussion.
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1.3.2.1 Synchrotron Cooling
Starting with the classical energy loss rate from gyrational motion of a charged particle
in a magnetic field, we assume that within a population of particles the velocities are
randomly oriented with respect to the magnetic field. Averaging over this pitch angle
and expressing energy loss in terms of the particle Lorentz factor γ = E/mc2, particles
















where c is the speed of light, uB is the magnetic energy density, me is the mass of
an electron, m is the mass of the particle, Z is the charge of the particle in units of










The mass dependence in Equation 1.15 shows that more massive particles radiate
energy at a slower rate—this means that they can be accelerated over longer timescales
without losing their velocity, but also that they do not produce as luminous output
as lighter particles. Most models of blazar emission assume electrons and positrons
produce the bulk of the radiative output of the jet, and unless otherwise stated we
will adopt this assumption. Assuming an electron-positron plasma with a power-
law energy spectrum n(γ) = n0γ
−p between some γ1 and γ2 with the single-particle
synchrotron power averaged over pitch angles and polarizations approximated as a





















3The radiative energy produced per unit time, per unit volume, per unit frequency interval, and
per unit solid angle.
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where ν0 = νc/γ
2 and e is the elementary charge. This gives a power law distribution
of photon emission, with a power law index of (p − 1)/2. The full calculation of
the emissivity without the delta approximation yields the same photon power law
index, with the ends of the spectrum tapering off instead of the sharp cutoffs given
by Equation 1.17.
1.3.2.2 Inverse Compton Cooling
In an inverse Compton interaction, an electron scatters a photon to a higher fre-
quency while losing a substantial fraction of its kinetic energy. The probability of
this interaction is expressed in terms of the Compton cross-section, given in the rest
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, (1.18)
where ε′ is the incoming photon energy normalized by the electron rest energy, and
re is the classical electron radius. However, this expression is often simplified into
two regimes—for ε′  1 the Thomson cross-section with small corrections is a good
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(1.19)
In the low-energy limit, the rate of energy loss for an electron in an isotropic













where uph is the photon energy density in the laboratory frame. This conveniently
resembles the synchrotron loss rate given in Equation 1.15, which indicates that the
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ratio of the synchrotron and IC luminosities is given by the ratio of the energy densities
in the radiation and magnetic fields.
The photon spectrum of Compton emission is challenging to compute, with an-
alytic solutions requiring numerous simplifying assumptions and limiting approxi-
mations. Here, we note that using a delta function approximation to the Compton
cross-section, and assuming a monoenergetic (i.e. nph(ε) = nph,0δ(ε − ε0)), isotropic
























where εs is the scattered photon energy, h is Planck’s constant, and H(x) is the
Heaviside function defined as
H(x) =






1 < εs < 1/(2ε0), this gives a power-law Compton spectrum with an index
of (p− 1)/2, the same as that given by the synchrotron spectrum.
1.3.3 Comparing Blazar Classes
The blazar sequence provides a clear picture of different conditions surrounding the
jets in different sources. The jets in FSRQs are tremendously powerful, and yet do
not produce emission at the highest (TeV) energies, unlike BL Lacs. This suggests
that the jet power is dissipated by a population of electrons at comparatively low
energies, which cool through IC scattering before they can be accelerated to the
extreme energies required to produce the highest energy gamma-rays. This can be
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explained if the seed photons for IC scattering in FSRQs predominantly come from
the BLR, torus, and accretion disk, with a high-rate of accretion producing a powerful
jet, bright disk, and bright corona. This is consistent with the picture of FSRQs being
fundamentally the same as FR-II galaxies viewed along the jet axis. In contrast, BL
Lacs show weak-to-nonexistent line emission, suggesting a low level of activity near
the nucleus. In this situation, external seed photons in the nuclear region are sparse,
and jet particles are accelerated to extreme energies. At this point, the energy density
of the particles own synchrotron emission in the comoving frame becomes large enough
to fuel the observed IC emission.
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CHAPTER 2
THE FERMI GAMMA-RAY SPACE TELESCOPE
The Fermi instrument, launched into orbit in 2008, measures high-energy gamma-
rays, scanning the entire sky every 3 hours. This has provided a rich collection of
data for high-energy astronomers, with high-quality gamma-ray light curves available
for thousands of sources across the sky spanning over ten years. We draw from this
data to study blazar flux variability, examining a sample of the brightest blazars and
characterizing their gamma-ray light curves. In this chapter, we review the properties
and capabilities of Fermi, and describe the procedure we use to generate light curves
for our study.
2.1 The Large Area Telescope
The primary instrument of the Fermi observatory is the Large Area Telescope (LAT),
a pair-conversion telescope which measures incoming gamma-rays by tracking the
electron-positron pairs produced when a high energy photon strikes the instrument.
The LAT operates primarily in an all-sky scanning mode, providing approximately
30 minutes of livetime on each point in the sky every three hours. It is also capable of
operating in a pointed mode, which provides nearly continuous coverage of a region
of the sky for the duration of the observation. A basic overview of the LAT is given
in Atwood et al. (2009), which provides the information for the content of this section
unless otherwise noted. In the LAT, 16 modules, each consisting of a pair converter-
tracker stacked on top of a calorimeter, are arranged in a 4 × 4 array as shown in
Figure 2.2a. This allows for the precise measurement of both the incident direction
of the photon as well as its energy.
24
Figure 2.1: Breakdown of the Fermi telescope (previously named GLAST ). Image
credit: NASA/Sonoma State University/Aurore Simonnet.
2.1.1 Converter-Tracker Layers
The main function of the converter-tracker system is to induce pair production in an
incoming gamma-ray photon and track the subsequent electron-positron pair shower
produced. While photons of energy below 1.022 MeV can only be absorbed or scat-
tered while interacting with an atom, above this threshold there is sufficient energy
to produce an electron-positron pair (each particle having a rest mass energy of 511
keV) with any excess going into the kinetic energy of the particles. These particles
emit bremmstrahlung photons as they interact with nuclei, and these photons may
be sufficiently energetic to produce further pairs of particles. Using the fact that
momentum is conserved, the paths of the particles can be used to reconstruct the
initial direction of the incident gamma-ray. To do this, a system of layers is used;
each layer consists of a converter plane, an x-tracking plane, and a y-tracking plane,
with layers separated by structural material (see Figure 2.3a).
The typical distance a photon will travel in a given material before pair-production
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Figure 6. LAT calorimeter module. The 96 CsI(Tl) scintillator crystal detector elements are arranged in eight layers, with the orientation of the crystals in adjacent
layers rotated by 90◦. The total calorimeter depth (at normal incidence) is 8.6 radiation lengths.
(A color version of this figure is available in the online journal.)
hits62 is about a factor of 2 in resolution, resulting in large
tails in the PSF. Figure 5 summarizes these and other consider-
ations in the tracker design that impact the PSF. In particular, it
is important that the silicon-strip detector layers have high effi-
ciency and are held close to the converter foils, that the inactive
regions are localized and minimized, and that the passive ma-
terial is minimized. To minimize missing hits in the first layer
following a conversion, the tungsten foils in each plane cover
only the active areas of the silicon-strip detectors.
One of the most complex LAT design trades was the balance
between the need for thin converters, to achieve a good PSF
at low energy, where the PSF is determined primarily by the
∼1/E dependence of multiple scattering, versus the need for
converter material to maximize the effective area, important at
high energy. The resolution was to divide the tracker into two
regions, “front” and “back.” The front region (first 12 (x, y)
tracking planes) has thin converters, each 0.03 radiation lengths
thick, to optimize the PSF at low energy, while the converters in
the back (four (x, y)-planes after the front tracker section) are
∼6 times thicker, to maximize the effective area at the expense
of less than a factor of 2 in angular resolution (at 1 GeV) for
photons converting in that region. Instrument simulations show
that the sensitivity of the LAT to point sources is approximately
balanced between the front and back tracker sections, although
this depends on the source spectral characteristics.
The tracker detector performance was achieved with readout
electronics designed specifically to meet the LAT requirements
and implemented with standard commercial technology (Baldini
et al. 2006). The system is based on two Application Specific
Integrated Circuits (ASICs). The first ASIC is a 64 channel
mixed-mode amplifier-discriminator chip and the second ASIC
is a digital readout controller. Each amplifier-discriminator chip
is programmed with a single threshold level, and only a 0 or
1 (i.e., a “hit”) is stored for each channel when a trigger is
generated. Each channel can buffer up to four events, and the
system is able to trigger even during readout of the digital
data from previous events. Thus the system achieves high
throughput and very low deadtime, and the output data stream is
62 The term “hit” refers to the detection of the passage of a charged particle
through a silicon strip and the recording of the strip address.
compact and contains just the information needed for effective
tracking, with <10−6 noise occupancy, and with very little
calibration required. The system also measures and records the
time-over-threshold (TOT) of each layer’s trigger output signal,
which provides charge-deposition information that is useful for
background rejection. In particular, isolated tracks that start
from showers in the calorimeter sometimes range out in the
tracker, mimicking a γ -ray conversion. The TOT information
is effective for detecting and rejecting such background events
because at the termination of such tracks the charge deposition
is very large, often resulting in a large TOT in the last SSD
traversed.
The tracker provides the principal trigger for the LAT. Each
detector layer in each module outputs a logical OR of all of
its 1536 channels, and a first-level trigger is derived from
coincidence of successive layers (typically 3 (x, y)-planes).
There is no detectable coherent noise in the system, such that the
coincidence rate from electronics noise is immeasurably small,
while the trigger efficiency for charged particles approaches
100% when all layers are considered.
High reliability was a core requirement in the tracker design.
The 16 modules operate independently, providing much redun-
dancy. Similarly, the multilayer design of each module provides
redundancy. The readout system is also designed to minimize
or eliminate the impact of single-point failures. Each tracker
layer has two separate readout and control paths, and the 24
amplifier-discriminator chips in each layer can be partitioned
between the two paths by remote command. Therefore, failure
of a single chip or readout cable would result in the loss of at
most only 64 channels.
2.2.2. Calorimeter
The primary purposes of the calorimeter are twofold: (1)
to measure the energy deposition due to the electromagnetic
particle shower that results from the e+e− pair produced by the
incident photon; and (2) image the shower development profile,
thereby providing an important background discriminator and
an estimator of the shower energy leakage fluctuations. Each
calorimeter module has 96 CsI(Tl) crystals, with each crystal of
size 2.7 cm×2.0 cm×32.6 cm. The crystals are optically isolated
from each other and are arranged horizontally in eight layers of
(b)
Figure 2.2: (a) LAT layout with convert r-tracker module above calorimeter mod-
ules, surrounded by an anti-co ncidenc detector. Data acquisi ion sy tem (DAQ)
also shown. (Atwood et al., 2007). (b) Diagram of e calorimete module layout.
Aluminum electromagnetic interferenc (EMI) shield also shown. (Atwood et al.,
2009).
(as measured by the radiation length in g/cm2) is approxima ely proportionate to the
inverse square of the atomic number (Z) for heavy atoms (Eidelman et al., 2004). T e
real length is given by dividing the rad ation length by the density, as more d nse
materials offer more interactions between the photon and the nuclei. Above ∼10
MeV, pair-production is the dominant interactio for heavy nuclei (Figure 2.3b). To
maximize the probability of pair conversion for incoming gamma-rays, the converter
planes are made of tungsten, a dense, high-Z material.
Each tracking plane consists of a series of cross-strip silicone detectors. The sig-
nals read out from these detectors allow the reconstruction of the tracks of charged
particles in the converter-tracker.
In order to maximize the detector efficiency, there are 18 tracker planes in each
module, with the top 16 also containing converter planes. The placement of the
conversion planes as close as possible to the tracker planes ensures that any scattering
of the particle pairs in the converter layers has minimal impact on the measurement
of their trajectory.
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two space points measured on the track of the higher
energy particle, so it is crucial that those two measurements
be made close to the photon-conversion vertex, to minimize
the effects of multiple scattering in the following layers of
tungsten and support material. Therefore, the efficiency
of each detection layer should be nearly 100%, and the
inevitable inefficiencies should be localized in known
regions that can be isolated at the analysis stage. Further-
more, the support material should be as transparent to
photons and electrons as possible.
To avoid effects from multiple scattering in the tungsten
foil in which the conversion takes place, there must be a
detector layer with both x and y views immediately below
the foil, as illustrated in Fig. 3. Thin SSDs are ideal for this
purpose. They also readily achieve the desired high detec-
tion efficiency, and they operate reliably without any con-
sumables besides electrical power.
At very high photon energies multiple scattering is
unimportant and the angular resolution is limited by the
ratio of strip pitch to silicon-layer spacing. Since the layer
spacing cannot be made too large without adversely nar-
rowing the instrument field of view and raising the instru-
ment center of gravity, the high-energy response dictates
the choice of strip pitch. Furthermore, it is desirable to
increase the tungsten thickness to improve the effective area
for the relatively rare high-energy photons. Thicker tung-
sten also increases statistics at lower energies, which for
many analyses involving timing studies or transients can
be more important than angular resolution. Therefore, to
give good performance at both ends of the energy range,
the Tracker was designed with both thin and thick con-
verter layers. The first twelve planes of tungsten are each
2.7% radiation length (0.095 mm) in thickness, while the
final four are each 18% radiation length (0.72 mm) in
thickness.
The Tracker mechanical structure must support and
protect the detectors, electronics, and converter foils during
launch, maintaining the precise locations of the detectors
while using a minimal amount of material. It must also
provide passive cooling paths for the waste heat of the elec-
tronics, survive worst-case temperature extremes, and serve
as a shield from electromagnetic interference.
All of these considerations led to the final design with 16
Tracker modules, each assembled from 19 individual trays
supporting a total of 36 planes of silicon detectors. Each tray
is a stiff, lightweight carbon-composite panel with SSDs
bonded on both sides, with the strips on top parallel to those
on the bottom. Also bonded to the bottom surface of all but
the three lowest trays of the tower, between the panel and the
detectors, are the arrays of tungsten foils, one foil to match
the active area of each detector wafer. Each tray is rotated
90 with respect to the one above or below. The detectors
on the bottom of a tray combine with those on the top of
the tray below to form an orthogonal x, y pair with a
2 mm gap between them, and with the tungsten converter
foils located just above. This arrangement positions both
the x and y silicon planes closely following the converter foils
while maximizing the thickness, and thus the ratio of stiff-
ness to mass, of the supporting composite panel.
There are five variations of the tray design, which are
represented in each tower module as follows: the bottom
tray, which includes the interface to the Grid and has no
converter foils, two mid trays with no converter foils, four
mid trays with thick converter foils, eleven mid trays with
thin converter foils, and the top tray, which has thin con-
verter foils.
The gaps and amount of material between the 16
Tracker modules must be minimized to achieve optimal
performance of the detector system. Mounting the front-
end electronics on the sides of the tray panels greatly
reduces the gaps between modules, at the expense of neces-
sitating a right-angle interconnect between SSDs and the
readout electronics multi-chip module (MCM). Thin flexi-
ble-circuit cables connect the nine MCMs on each side of a
Tracker module to the data acquisition electronics, mini-
mizing the wiring mass between modules. The use of car-
bon-composites for the sidewalls provides stiff support
for the Tracker module with minimal scattering of particles
passing from one module to another.
4. Detector design
Much of the improvement in performance of the LAT
















Fig. 3. Schematic depiction of the measurement of a gamma-ray
conversion. Multiple scattering in successive layers degrades the angular
resolution. Except at high energy, most of the angular information comes
from the first two points on a track. As long as the detector layers are thin
and kept very close to the tungsten foils, the measurement is impacted only
by scattering in the first plane of tungsten, where the photon converts.
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Figure 2.3: (a) Diagram of the layers within a converter-tracker module of the Fermi
LAT (Atwood et al., 2007). In the final design, the order of the tracking strips al-
ternates every layer, such that the strips on the top and bottom of a given tray are
parallel (Atwood et al., 2009). (b) Scattering cross section for photon interactions
with lead. Lines show contributions of photoelectric effect τ , coherent (Rayleigh)
scattering σCOH, incoherent (Compton) scattering σINCOH, nuclear-field pair produc-
tion κn, electron-field pair production κe, and nuclear photoabsorption σPH.N, to the
total measured cross section σTOT (circles) (Hubbell et al., 1980).
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2.1.2 Calorimeter
At the bottom of each module is a calorimeter layer, consisting of 8 layers of 12 thal-
lium activated cesium iodide (CsI) crystals, optically isolated from each other. Each
crystal spans the length of the module, and the crystals in each layer are oriented
perpendicular to the previous layer to enable some geometrical reconstruction of the
energy deposited (Figure 2.2b). A scintillator, CsI slows charged particles and con-
verts their kinetic energy into photon emission. As particles pass through the layers,
the emitted light is piped to the end of the crystals and measured to determine the
energy-dependent loss profile used to reconstruct the particle’s total energy.
2.1.3 Anti-Coincidence Detector
Measurements of particle showers induced by gamma-rays can be confused by showers
induced by cosmic rays. To reduce this effect, the detector modules are surrounded
by an anti-coincidence detector (ACD) made from a lightweight plastic scintillator.
The ACD detects particles entering the field of view of the LAT with an efficiency
greater than 0.9997 for singly-charged particles, and the information is used to reject
charged particles in three ways (Moiseev et al., 2007):
 Real-time filtering of background events to limit spurious hardware triggers
from overwhelming the on-board processor
 Filtering background events from data transmitted to ground, keeping data
transmission rates within hardware limits
 Providing supplementary information for each photon event to be used in final
background rejection during off-line analysis
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2.2 Gamma-Ray Burst Monitor
Since their discovery in 1967, gamma-ray bursts (GRBs) have been identified as the
most luminous astrophysical events observed. In order to better study GRBs at
energies above 1 MeV, the Fermi telescope includes the gamma-ray burst monitor
(GBM). The GBM is sensitive between about ∼8 keV and ∼40 MeV, and has a field
of view spanning the entire unocculted sky (approximately 8 sr, or roughly three times
that of the LAT) (Meegan et al., 2009). The GBM houses two primary detectors.
The first consists of an array of 12 thallium activated sodium iodide detectors, which
measure to spectrum up to ∼1 MeV and are used to localize the direction of the
incoming GRBs. The second contains two bismuth germanate detectors sensitive
from ∼200 keV to ∼40 MeV to measure the high-energy spectrum and cross-calibrate
measurements with the other detector array. The GBM can coordinate with the LAT
to perform followup observations of the sources of GRBs.
2.3 Performance of the Large Area Telescope
Given the opacity of the atmosphere to photons with energies above the optical band,
gamma-ray astronomy did not really take off before instruments could be taken to
the upper atmosphere or low earth orbit. The earliest gamma-ray telescope to be
launched into orbit was the Explorer-11 instrument, which took flight in 1961 and
measured fewer than 100 photons (Kraushaar et al., 1965). Since then, numerous
missions have flown on both satellites and balloons to measure the cosmic gamma-
ray flux.
The Fermi instrument is among the more recent gamma-ray observatories to op-
erate, and has provided a rich set of data for researchers to analyze. Part of its
value comes from its good performance over a broad energy band of about 20 MeV
to 300 GeV, characterized by angular resolution on the order of one degree and 9500
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cm2 effective area in its scanning mode. The performance capabilities of the Fermi
LAT are listed in Table 2.1, along with those from a selection of other gamma-ray
observatories.
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Table 2.1: Performance capabilities of a selection of gammma-ray observatories. Effective area given at normal incidence,
except MAGIC, which is given at 20°. Energy resolution and angular resolution are determined using the full width at half
maximum, assuming a Gaussian spread. Effective area, energy resolution, and angular resolution are given at energies typical
of the detector—for more detailed breakdowns, see instrument papers.
Mission Dates Energy Range (GeV) Effective Area (cm2) Energy Resolution (%)
Fermi (LAT) Aug. 2008–Present 0.02–300 9500 13–28
CGRO (EGRET) Apr. 1991–Jun. 2000 0.02–30 1500 20
CGRO (COMPTEL) Apr. 1991–Jun. 2000 8×10−4–0.03 20–50 5–8
AGILE (GRID) Apr. 2007–Present 0.03–50 450 ∼100
INTEGRAL (IBIS) Oct. 2002–Present 1.5×10−5–0.01 2600 8
VERITAS Feb. 2005–Present 100–3×104 109 23
HESS Fall 2003–Present 100–105 7×109 15
MAGIC 2004–Present 50–5×104 4×108 17–22
Mission Angular Resolution (°) Field of View (sr) Citation
Fermi (LAT) 0.2–5.4 2.4 Atwood et al. (2009)
CGRO (EGRET) 2.2–7.8 2.8 Thompson et al. (1993); Hartman et al. (1992)
CGRO (COMPTEL) 1.7–4.4 1 Hartman et al. (1992)
AGILE (GRID) 1.9–5.4 2.5 Tavani et al. (2009)
INTEGRAL (IBIS) 0.2 0.17 Winkler et al. (2003)
VERITAS 0.09–0.22 0.12 Galante and VERITAS Collaboration (2012); Holder et al. (2008); Perkins et al. (2009)
HESS 0.10–0.16 0.17 HESS Collaboration (2018)
















Figure 2.4: Diagram of the Pass 8 LAT data processing pipeline.
2.4 Photon Event Reconstruction
Readout data from the instruments of the LAT is downloaded once every other orbit
(every 3 hours) to the LAT Instrument Science Operations Center, where it is filtered
and processed to reconstruct gamma-ray events. The final reconstructed event data
is then made available to researchers, who may use it to construct science products
according to the goals of their research program.
The event reconstruction process occurs in two phases: tracking and classification,
illustrated in Figure 2.4. In the most recent update, Pass 8, a tree-based tracking
system is used to identify particle tracks through the detector by modelling one or
more tree-like structures from the x and y hit locations read off from the tracking
modules (Atwood et al., 2013). Trees are compared to clusters of hits in the tracker,
and the energy deposition is used to to identify the vertices of pairs of particle tracks
and estimate the photon direction and associated error.
The ACD combines the tracker information with its own detections and corrects
for “backsplash” interactions (from shower products interacting with the ACD) to
identify and filter events likely due to cosmic rays. Further cuts are made on events
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that deposit less than 5 MeV into the calorimeter, and clusters of hits are used to
distinguish single-track background events from high-energy shower pairs with small
opening angles. A final filter on background events is performed with the information
from the alignment of shower tracks and calorimeter centroids, and the energy of the
event is determined by measuring the deposition of the shower products through the
different modules of the instrument. The process of background rejection and event
classification results in each event being assigned a probability of being a gamma-ray
photon event and put into an event class. The final photon event data, along with
instrument telemetry data, is made available on the NASA website1. The event data
includes the event energy, sky coordinates, angle of incidence (zenith angle), time,
event class, and information indicating the calibration and reconstruction information
used to process it.
2.5 LAT Analysis: Generating Light Curves
From the photon event data provided by NASA, further processing is necessary before
having science quality data products. The Fermitools2 software is required to perform
this processing, and contains a suite of functions to perform various manipulations on
the data. Broadly speaking, these consist of data selection, good time interval (GTI)
identification, data binning, instrument exposure calculation, and various corrections.
For our study, we wish to generate light curves showing photon flux over time for
sources in our sample. The two methods for generating light curves for LAT data are
spectral likelihood fitting and aperture photometry.
2.5.1 Likelihood Analysis
The best way to avoid contamination from background sources is to generate light




(with radius of ∼10°) is centered on the sky location of the source of interest, and
the known gamma-ray sources inside it are identified from the Fermi catalog. The
photon energy spectra of these sources is then fit to a model in a two-pass procedure,
first using the entire set of data over the time period of interest to generate initial
parameter values, and then sequentially in each time bin desired for the final light
curve. The final series of spectral fits for the source of interest is used to compute the
photon flux in each time bin and generate the light curve. While generally the more
precise approach, this method has difficulties when the number of photon events is
small, leading to poor (measured by the fit test statistic (TS)) or non-convergent fits,
or even underdetermined models when the photon counts are fewer than the number
of model parameters.
2.5.2 Aperture Photometry
The alternative method of aperture photometry is a simpler approach. First, photons
from a circular region centered on the sky location of the source of interest are counted
for each time bin. Next, a power-law model for the source spectrum is used along
with the effective area of the instrument to compute a source exposure in cm2 s for
each time bin. The photon count is then divided by the exposure to compute the flux.
This method is susceptible to leakage from nearby sources and galactic and diffuse
gamma-ray backgrounds, but results in fewer missing data points from low photon
counts (see Figure 2.5), and for bright sources appears to result in similar light curves
to the likelihood method.
To produce the aperture light curves for our study, the procedure suggested in the
Fermi documentation was followed3. Standard cuts on zenith angle and event class
were made, as well as exclusion of time periods when the instrument was pointed too
close to the sun or earth albedo. The region of interest was chosen to be a circle,
3https://fermi.gsfc.nasa.gov/ssc/data/analysis/scitools/aperture photometry.html
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Figure 2.5: (Top) Light curve of PKS 0447-439 generated with likelihood fit, where
red points have low TS values or are non-convergent. (Bottom) Light curve of PKS
0447-439 generated with aperture photometry, where red points have low exposure.



































Figure 2.6: Clockwise from upper left, Fermi count maps for 3C 279, BL Lac, and
PMN J2345-1555. Aperture regions shown with radii of 1°, 0.7°, and 0.5°, respectively.
Blue crosses show the source coordinates, and the green cross shows the position of
the nearby blazar PKS 2345-16.
with the radius starting at 1° and shrunk as needed to account for high background
or nearby bright sources (see Figure 2.6). These radii are listed in Table 4.1. Photon
energies between 100 MeV and 500 GeV were selected, and the data binned into
one-week intervals. To compute instrument exposures, the Pass 8 response function
P8R3 SOURCE V2 was used and power-law photon spectral indices taken from the
fourth Fermi AGN catalog (The Fermi-LAT collaboration, 2019). The final light
curves are shown in Appendix A, and our analysis of their variability properties is




In virtually every field of science, the presence of regular variations in observed data
is of interest. Early humans recognized the predictable cycles of the seasons and ce-
lestial bodies, using this knowledge to reliably plant crops and navigate the oceans.
In astronomy, periodic patterns have been observed in many famous datasets, from
the number of sunspots which track the solar cycle to the regular radio bursts origi-
nating in pulsars (Figure 3.1). It is no surprise, then, that periodic variations in the
brightness of active galaxies are an active area of research.
While in some cases the presence of a periodic pattern in a set of data is obvious
(such as in the sunspot series), it has long been recognized that it is easy to observe
by chance a random fluctuation that appears periodic. Arthur Schuster laid out
this concept in an 1897 letter (Schuster, 1897a), explaining his goal to “in every
instance. . . assign a definite number to the probability that any periodicity which
may be found in the record of some physical phenomenon is of an accidental nature.”
In Schuster (1897b), Schuster developed a test for analyzing the probability of a
particular term in a Fourier expansion containing excess power due to chance, and
since then researchers have continued to expand this methodology.
In this chapter we discuss periodic variability in the observed fluxes of blazar
sources. There have been a great number of claims of such variability, but we will
see that there are a number of reasons to suspect that many are less significant than
proposed. Unfortunately, the nature of the random flux variations seen in blazars
make them inherently difficult sources in which to identify true periodicities.
In the literature, periodic flux variability is often described as a quasi-periodic
oscillation (QPO). This refers to periodic variability that is not strictly periodic,
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Figure 3.1: (Left) Monthly mean sunpsots over time, data from Andrews and Herzberg
(1985). (Right) Radio data at two frequencies showing regular pulses, among the first
published evidence for the existence of pulsars (Hewish et al., 1968).
either by only appearing for a limited number of cycles or by having a period that
varies somewhat between cycles. Generally speaking, periodic behavior in AGN with
short timescales (i.e. on the order of weeks or shorter) is time-limited, and has
not been shown to persist through longer timescales. Periodic behavior on longer
timescales is seen to display time-varying periods (such as in the optical light curve
of OJ 287 discussed below), though the limited amount of data available compared to
the periods in question makes it difficult to assess for how many cycles these patterns
persist.
3.1 Periodic Flux Variability in Active Galactic Nuclei
Periodic flux variability in AGN can be compared to similar variability in X-ray binary
(XRB) systems containing stellar mass black holes. High frequency (ν ∼ 100 Hz),
time-limited QPOs in flux have been observed in the X-ray light curves of a handful
of XRBs (see McClintock and Remillard (2003) for an exhaustive review), and given
their likely origin in the inner accretion disk, it is expected that similar phenomena
should manifest in the black hole systems found in AGN (Vaughan and Uttley, 2005).
The first robust finding of a QPO in a Seyfert I galaxy (RE J1034+396) was reported
in 2008 Gierliński et al. (2008), with a ∼1 hour periodicity in the X-ray flux measured
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LETTERS
A periodicity of 1 hour in X-ray emission from the
active galaxy RE J10341396
Marek Gierliński1, Matthew Middleton1, Martin Ward1 & Chris Done1
Active galactic nuclei and quasars are thought to be scaled-up
versions of Galactic black hole binaries, powered by accretion onto
supermassive black holes with masses of 106–109M[, as opposed
to the 10M[ in binaries (here M[ is the solar mass). One
example of the similarities between these two types of systems is
the characteristic rapid X-ray variability seen from the accretion
flow1. The power spectrum of this variability in black hole binaries
consists of a broad noise with multiple quasi-periodic oscillations
superimposed on it. Although the broad noise component has
been observed inmany active galactic nuclei2,3, there have hitherto
been no significant detections of quasi-periodic oscillations4–6.
Here we report the discovery of an 1-hour X-ray periodicity in
a bright active galaxy, RE J10341396. The signal is highly statis-
tically significant (at the 5.6s level) and very coherent, with quality
factorQ. 16. TheX-raymodulation arises from the direct vicinity
of the black hole.
RE J10341396 (also known as KUG 10311398) is a nearby (red-
shift z5 0.042) active galaxy, spectroscopically classified as a narrow-
line Seyfert 1 (NLS1). These objects have strong emission lines pro-
duced by high-density gas ionized by the ultraviolet and X-ray radi-
ation from the accretion flow. These lines are rather narrow
compared to the velocity widths seen in more typical broad-line
active galactic nuclei (AGN). This fact, together with other evidence,
has led to the suggestion that they host supermassive black holes that
are less massive than those inferred in a typical AGN of similar
luminosity7.
From a long (91 ks) observation using the X-ray satellite XMM-
Newton, we extracted a light curve for RE J10341396 (Fig. 1) over
the energy band 0.3–10 keV. Even by eye it shows an evident periodic
oscillation. To test more rigorously for the presence of a periodic
signal, we folded the light curve with various trial periods and ana-
lysed the root-mean-square (r.m.s.) amplitude of the resulting pulse
profile as a function of the period. We found a strong peak at
3,7306 130 s (full-width at half-maximum).We used the best-fitting
period to plot the expected times of minima in Fig. 1 (dotted vertical
lines). This shows that the periodicity changes its character at around
t05 25 ks. After that time, the troughs in the light curve follow the
predicted minima very well, for almost 16 cycles, indicating a highly
coherent signal, but before t0 the troughs are shifted in phase and
there are occasional additional minima. This shows that the feature is
not a true periodicity, but that it wanders in phase, amplitude and/or
frequency, as seen in the quasi-periodic oscillations (QPOs) in black
hole binaries (BHBs)8. Hence, we will refer to this signal as a QPO.
We concentrate first on the coherent part of the light curve (seg-
ment 2 in Fig. 1). Figure 2 shows this light curve segment folded with
the best-fitting period, and Fig. 3 shows its periodogramwith a strong
peak at ,2.73 1024Hz. In order to quantify the statistical signifi-
cance of the peak, we adopt the method proposed9 to test the signifi-
cance of periodicities against an underlying continuum. This method
involves dividing the periodogram by the best-fitting power law and
using the known distribution of the periodogram ordinates to estim-
ate the likelihood of observing a given peak. The confidence limits
(3s and 99.99%) shown in Fig. 3 are calculated including the uncer-
tainties in the power-law model. The QPO is well above these limits,
with a chance probability of a spurious signal of 23 1028 (corres-
ponding to the,5.6s significance level). Even in the total light curve,
including segment 1, which has less obvious periodicity, the signal is
still significant at the ,3.4s level.
This method assumes that the underlying continuum has a power-
law shape, but there can be breaks in this continuum, changing the
derived significance of the QPO. We tested this with Monte Carlo
simulations, generating a series of light curves following a given
power spectral distribution10. The simulated light curves had the
same number of bins, mean count rate and variance as the observed
light curve. We then calculated periodograms for each of them, and
found the power corresponding to the upper 3s limit in each fre-
quency channel (the maximum significance in this method is 3.8s
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Figure 1 | XMM-Newton light curve of RE J10341396. The start time of
this observation was 2007 May 31, 20:10:12 UTC. We extracted source and
background light curves from the PN, MOS1 and MOS2 cameras in the
0.3–10 keV energy band, using 45-arcsec circular selection regions and
rejecting the final,7 ks owing to background flares. We then combined the
data from all cameras. This gave a mean count rate of 5.96 0.6 and
0.046 0.08 (s.d.) counts s21 for the net and background light curves,
respectively. The data points, binned in 100-s intervals, are plotted in grey;
error bars,61 s.d. The thick black curve represents the running average over
9 bins around a given bin and shows clear periodicity. The dotted vertical
lines show the expected times of minima obtained from folding segment 2
with the period of 3,733 s. In this Letter we mainly analyse segment 2, which
shows a periodicity with high coherence. It contains 593 contiguous 100 s
bins, and almost 16 full cycles of the periodic signal. The fractional r.m.s.
variability (in terms of excess variance21) in this segment is 9.26 0.2%.
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Figure 3.2: X-ray light curve for the Seyfert I galaxy RE J1034+396 showing a ∼1
hour periodicity (Gierliński et al., 2008)
by XMM-Newton (Figure 3.2). This QPO was confirmed in Alston et al. (2014), and
further research has identified possible QPOs at timescales ranging hours to days in
other non-blazar AGN sources (Alston et al., 2015; Zhang et al., 2017a; Carpano and
Jin, 2018; Gupta et al., 2018; Smith et al., 2018; fei Zhang et al., 2018). Most have
been identified in the X-ray band, supporting the hypothesis that they stem from the
same physic l process s a those found in XRBs (Alston et al., 2016).
It is believed that inner-disk resonances in the strong gravity regime of general
relativity are responsible for the high-frequency QPOs seen in XRBs (see §4.4 of Mc-
Clintock and Remillard (2003)). The QPO frequencies scale inversely with the mass
of the black hole—if this is fundamentally the same phenonmenon as seen in AGN,
then this provides an independent method of estimating the mass of the central ob-
ject (Abramowicz and Liu, 2012; Zhou et al., 2015; Goluchová et al., 2019). However,
QPOs in AGN may also be related to the presence of a secondary black hole in orbit
with the primary (Komossa, 2006). Estimations of galactic merger rates indicate that
as many as 50% of AGN may contain a binary black hole system (Comerford et al.,
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2009), which can introduce different mechanisms of periodic variability, discussed for
blazars below.
It is important to note that QPOs are observed in non-blazar AGN in order to
understand flux oscillations in blazars. While both systems house a supermassive
black hole (SMBH), the properties of their flux oscillations likely stem from different
physical processes. Crucially, in blazars the observed flux is dominated by emission
from the relativistic jet, meaning that the behavior of the accretion flow is largely
seen through its effect on the jet. This is particularly true at X-ray and gamma-ray
energies, where virtually all of the emission originates in the synchrotron and inverse
Compton processes in the jet.
3.2 Periodic Flux Variability in Blazars
The earliest and most well-established claim of periodic flux variability in a blazar
comes from the optical light curve of OJ 287. Optical flux data on this source is
available going back to the 1890s (Figure 3.7), and in 1988 Sillanpaa et al. (1988)
observed a ∼12 year cycle in the flux, attributed to increased accretion periodically
induced during the orbit of a binary SMBH system. The authors predicted that the
next maximum would occur in 1994—this was confirmed in 1996 (Sillanpaa et al.,
1996), and the pattern has been a fruitful source of research ever since.
Reports of periodic flux variability have been made for numerous other blazar
sources across virtually all wavebands (see Table 3.1 for a small sample). The periods
observed span from less than one day to several years.
However, few of these claims are reliable—the likelihood of finding a false positive
by chance among many trial frequencies is rarely corrected for, and the methodologies
most frequently employed suffer from modes of failure that increase the rate of false
positives. In particular, blazar fluxes typically show long-term variability colloqui-
ally called “red noise,” characterized by power law power spectra (Press, 1978). As
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Figure 3.3: Fermi light curve for the blazar PG 1553+113. Dashed green line shows
low-frequency drift, pink line shows possible ∼2 year period added to drift. Each
component was extracted using singular spectrum analysis. Red points are imputed,
as described in Chapter 4.
Table 3.1: Selection of claims of periodic flux variability in blazar sources. A larger
selection is found in Appendix B. Significance that has been corrected for multiple
trials marked with †. Periods are converted to years, and precision kept to the order
of the initial report.
Source Band Period (years) Significance Citation
PKS 0219-164 15 GHz 0.739± 0.071 99.6† Bhatta (2017)
4C +01.28 300 MeV–500 GeV 1.218 99.1 Prokhorov and Moraghan (2017)
PG 1553+113 100 MeV–300 GeV 2.2 >99 Tavani et al. (2018)
S5 0716+714 5 GHz 5.952 >99.999 Raiteri et al. (2003)
PKS 2155-304 V-band optical 0.837 >1− 5× 10−7 Sandrinelli et al. (2014b)
3C 273 0.75–10 KeV 1.05× 10−4 >99.979 Espaillat et al. (2008)
PG 1302-102 V-band optical 5.158± 0.241 >1−×10−13 Graham et al. (2015)
will be discussed, this kind of data is particularly susceptible to the weaknesses of
traditional Fourier significance testing. Further, it is difficult to precisely assign a
significance to flux periodicities in segments of data that have been pre-selected from
a larger light curve (e.g. Zhou et al. (2018) and Sandrinelli et al. (2016b)). This is
particularly problematic for periodicities showing only a handful of cycles (see, for
example, Vaughan et al. (2016)).
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3.3 Physics of Flux Periodicities
The physical causes of flux periodicities in blazars can be understood as stemming
from one of three sources: accretion disk activity, jet precession/deflection, or jet
rotation.
3.3.1 Accretion disk
The simplest mechanism for generating QPOs from an accretion disk is a “hotspot” of
material spiraling inward towards the central black hole. For both circular, Keplerian
orbits and smaller ones requiring more careful General Relativistic treatment, this
can produce periods on the order of years (Bhatta, 2018). A hotspot closer to the
black hole can also trigger photon-photon pair production interactions leading to TeV
and X-ray correlated QPOs—Bednarek and Protheroe (1997) invokes this mechanism
to explain possible transient periodicities on the order of days in the flux of Mkn 421.
Resonances stemming from nonlinear orbital interactions under strong gravity can
produce fluctuations in the accretion disk that show a harmonic structure (Kluzniak
and Abramowicz, 2001). This is the mechanism invoked to explain the coupled QPOs
seen at high frequencies in XRBs, and in principle could occur in AGN as well.
Another way that QPOs can arise from the accretion disk is through regular
changes in accretion flow rate. In MHD simulations of jet formation, McKinney et al.
(2012) found that QPOs (on the order of minutes to days) could form in magnetically
choked accretion feeding the jet—as the poloidal magnetic field surrounding the black
hole grows in strength and is dragged with the black hole spin, it pushes against
the infalling plasma to create oscillations in the flow rate. Similarly, the transition
region between a cooling-dominated outer disk to a radiatively inefficient flow in the
in region may oscillate, leading to high-frequency QPOs in the flux (Gracia et al.,
2003), with periods on the order of days for SMBH systems. Alternatively, tidal
42
forces from the presence of a second SMBH may increase accretion rates at the orbit’s
periastron—this is the mechanism invoked by Sillanpaa et al. (1988) to explain the
primary structure of the ∼12 year periodicity in the optical flux of OJ 287. Periods
arising from this mechanism should match the orbital period. Further, standing
acoustic waves may be excited globally by local perturbations, which may affect
accretion rate in such a way as to create QPOs in the flux (Rubio-Herrera and Lee,
2005), with yearly timescales for sources containing SMBHs.
Finally, the regular penetration of the disk by a second black hole can create
bubbles of hot gas which expand, producing explosions of thermal emission when
they become optically thin. This model was first introduced in Lehto and Valtonen
(1996), and has since become the best-tested model for the distinct “double-peaked”
structure of the optical QPO in OJ 287 (Dey et al., 2018).
3.3.2 Jet Precession/Deflection
Since the exact connection between accretion flow rate and jet emission is not under-
stood, simpler geometric models offer an appealing alternative. Many quasar sources
with visible jets show a bent structure, which suggests the possibility of a rotating
jet nozzle (Neff, 1982; Stirling et al., 2003; Tateyama and Kingham, 2004). This can
either result from Newtonian precession (Katz, 1997; Rieger, 2004) (see Figure 3.4a)
or simple non-ballistic rotation of the jet origin (Rieger, 2004) (see Figure 3.4b). In
both situations a key component is the presence of a second SMBH in orbit. In Katz
(1997), it is argued that torque on the disk from the second SMBH should induce
a classical Newtonian precession with a characteristic nutation or “nodding” motion
superimposed. This is presented as a possible mechanism of the ∼12 year period seen
in OJ 287, and Rieger (2004) argues that such a mechanism leads to periods typically
on the order of 1-10 years, and is unlikely to explain periods shorter than 100 days.
In contrast, the non-ballistic orbit of the jet origin creates visible periods on the or-
43
(a) (b)
Figure 3.4: (a) Ballistic rotation (precession) of a jet. (b) Non-ballistic rotation of a
jet.
der of ∼10 days (Rieger, 2004). However, this scenario is unlikely to be observed in
practice. For the correct conditions to occur, the binary orbit should be small enough
that the stability of the system should quickly dissipate. Further, for orbital radii on
the order of the jet width or smaller, the oscillation can be easy washed out by the
jet emission.
Another mechanism that can induce changes in the jet angle is bending towards the
secondary black hole as it passes nearby the primary (Figure 3.5) (Tavani et al., 2018).
In this model, the jet is pulled towards the secondary black hole at three points: as
the system approaches and leaves periastron on either side, and at periastron. This
creates symmetric oscillations in flux around a larger main oscillation featuring a
sharp peak. This peak is the result of regular particle cooling processes in the jet,
with electrons abruptly accelerated via reconnection triggered by magnetic tearing
instabilities as the second black hole nears.
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reaction. This is because a torque’s action is due to be smoother,
since it is proportional to T r r F r r1µ µ( ) ( ) .
In detail, the vectorial torque acting on the mass m2 of the
secondary jet is given by T F ℓ=  in terms of the gravity
force F G m M r2 1 2= with its lever arm ℓ, induced by the
massive companion and dominating the local gravity propor-
tional to M ℓ2 2. The modulus F ℓ sinQ includes an angular
factor that may be approximated as r ℓsinQ  for r ℓ 1< .
This implies a softer change of dynamical stress along the orbit
caused by the torque T r r1µ( ) , resulting in a smoother
peak/trough secondary pattern than could arise from the force
itself.
On the other hand, the maxima of the twin peaks a and b
occur at a time distance taD and tbD from their central main
peak at ti, and outside its half-width tid . The observed nearly
symmetric locations t t ta b idD D > ~ (as indicated on
Figure 1, top panel) call for a torque action with maxima not
really simultaneous with the maximal force, yet inducing j2
visibility close to the beginning and the end of the strong-force
range around periastron; see Section 4.
Guided by such detailed observational evidence, we submit
that the torque specifically causes j2 to bend/release into/out of
the visibility cone, while also triggering the jet’s internal
instabilities, as discussed in Section 2. Note that our
interpretation implies that a twin member can appear close to
a main peak both on its ascending and descending shoulders, as
in fact observed.
Next, we discuss key parameters and quantitative relations in
light of a simple model for j2; here, a toy-top of substantial
angular momentum and high angular velocity ω (limited only
by c R2 5 10S2 3p - s−1, in terms of the Schwarzschild radius
R 10S2 12~ cm∝M2) undergoes a slow precessional rotation
with velocity pw w under the action of a torque (see Figure
5-5 in Goldstein 1959). When averaged over nutations, the
dynamics of rigid bodies yields the precessional velocity in the
simple form (cf. Goldstein 1959)
T I , 1p 2w w= ( )
in terms of the torque T divided by the angular momentum I2w ,
given the moment of inertia I m R ;S2 2 2
2µ in fact, m2 cancels out
between I2 and T.
In our binary system, an orbital phase-depending torque T is
provided by the gravitational action from M1, coupled with the
opposite reaction from the j2 base. The latter is likely
constituted (similarly to the j1 structure discussed in
Section 4.1 above) by a central disk region with radius RS2k
larger than RS2 by a factor 10
2k ~ . Then I2 scales up by the
factor 10 ;4 8k ~ this helps to achieve a substantial angular
momentum in a standard “proton-loaded” jet with some total
density of some 105 cm−3 and radiative efficiency around 5%
(cf. Celotti & Ghisellini 2008).
Our main point is as follows. If just a few precessional
rotations occur (as if close to a resonance) over the strong
interaction arc that takes some 10% of the orbital period around
the periastron, we expect 10p 0w w» (still w ) to hold for the
precessional in terms of the orbital frequency. Again barring
nutations, this translates into the approximate values
t t P 10 3 months., 2a bD » D   ( )
in agreement with the observed spacing of the twin peaks in the
light curve. The precession provides a dynamical memory that
enforces twin peaks symmetry and also causes smooth
amplitude changes from cycle to cycle.
We add that closer insights into I2 (that is, structural
information concerning the jet and disk of the minor
companion) may be obtained from the bounds on ω that scale
with M1 and M2, to read
c R M M M P2 1 , . 3S2 2 min 1
1 3
2
1 3w p w w< µ > µ ( )
Here, we have used Equation (1), T M r1µ , I RS2 2
2µ as said
above, and the third Kepler’s law in the form r M P1
1 3 2 3µ .
Clearly, deviations from rigidity are expected, and might
cause wide variance of the above values. Actually, the data in
Figure 1 (top panel) show the twin peaks to have undergone
just a slow amplitude increase over the last few periods,
yet preserving the permanence of their relative timing
t ta bD » D . This behavior apparently constitutes yet another
instance of the general trend, timing permanence versus
limited-amplitude variations, that marks jet plasmas
affected by overall binary dynamics, as noted at the end of
Section 3.
Figure 5. Left panel: schematic view of the SMBH binary PG1553+113 according to the one-jet interpretation in Section4.1. Right panel: view of the SMBH
according to the two-jet interpretation in Section 4.2. The symbol ⓜmarks the orbital position from which the main peak is emitted, whereas the symbols ,
mark the positions from which the twin peaks are emitted. The jets outflow with velocities v c 1 1 2 1 2= - G( ) .
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Figure 3.5: Ben g jet scenario, where points a and b are the points of a pr ach
and departure from p rias ron at point m (Tav ni t al., 2018).
3.3.3 Jet Rotation
While the jet itself may precess or bend, another possible scenario is one in which a
blob of radiating material follows a helical trajectory down the length of an unbent
jet. As it travels, the beamed emission sweeps across the field of view. This should
produce a uniq e pattern—the change in Doppler factor as the blob rotates can give
rise to fairly harp, symmetric peaks, and the increase in the helical radius as the
jet expands causes he period to steadily ecrease over the length of the observation
(Figure 3.6) (Ca enzind and Krockenberger, 1992a; Mohan and Mangalam, 2015).
Assuming typical parameters for a blazar, this scenario leads to transient QPOs on
the order of 1-30 days (Rieger, 2004).
3.3.4 OJ 287
OJ 287 is perhaps the most well-observed blazar source, with over 100 years of optical
data available. The main patterns in its flux are a ∼12 year cycle with two sharp
sub-peaks and a larger ∼60 year cycle underneath. These two periods are attributed





















Figure 3.6: A simulated light curve from the helical trajectory of an emitting blob
down a jet (Camenzind and Krockenberger, 1992a).
with a (symmetric) precession period of 120 years (Valtonen et al., 2016). The onset
of the 12 year cycle can be predicted within 1 day using a perturbative expansion of
a General Relativistic strong gravity model (Valtonen et al., 2008; Dey et al., 2018).
The main 12 year cycle was initially explained in Sillanpaa et al. (1988) as re-
sulting from increased accretion flow. However, it is also consistent with a helical
jet structure resulting from precession (Valtonen and Pihajoki, 2013). This is con-
sistent with the radio images of the jet showing possible helical structure (Tateyama
and Kingham, 2004). The double peaked structure of the 12 year cycle is explained
as resulting from thermal emission as the secondary black hole punctures the ac-
cretion disk from either side of periastron. The strongest evidence for this comes
from polarization measurements, which indicate a drop in the polarization fraction
of the emission during the sub-peaks (Valtonen and Ciprini, 2012). Further, spectral
measurements show evidence of bremsstrahlung radiation on top of the expected syn-
chrotron component in the X-rays (Valtonen and Ciprini, 2012). This suggests the
detection of radiation resulting from an impact with the disk.
Alternative models exist to describe the main emission features without invok-
ing disk penetration, which describe the optical emission as only resulting from the
synchrotron cooling in the jet (Britzen et al., 2018), with jet precession being the
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1. Introduction
It is now well established that nearly all massive active and normal galaxies contain supermassive
black holes (SMBHs) at their centers [1–3]. The SMBH of a typical active galaxy is surrounded by an
accretion disk and accretion onto the massive BH fuels the system. The accretion-induced luminosity,
arising from its small central region, can be comparable to, and often exceeds, the luminosity of the
rest of the galaxy. These central regions are usually referred to as active galactic nuclei (AGNs) [4].
Some AGNs also launch relativistic jets, beams of relativistic ionized matter, along the axis of rotation.
If the direction of the jet of an AGN is along our line of sight, we call the AGN a blazar. The radiation
we see from a blazar is dominated by the emission from the jet.
As the mergers of galaxies appear to be frequent, it is expected that at the center of some of the
galaxies, instead of one SMBH there can be two of them. A number of astrophysical considerations
point to the possibility that mergers of two galaxies can lead to the formation of gravitationally bound
SMBH binaries [5,6]. While a number of observations have been considered as signatures of SMBH
pairs at wide and small separation [7], the blazar OJ 287 (at redshift z = 0.304) is the best candidate for
hosting a binary SMBH at its center [8,9]. We list below various observational and theoretical pieces of
evidence that strongly point to the presence of an SMBH binary in the central engine of OJ 287.
During the 1980s, the Tuorla Observatory started a quasar monitoring program and OJ 287
grabbed attention due to its quasi-periodic doubly-peaked outburst pattern in its optical light curve
(LC) [10,11]. In Figure 1 [9], we show the optical LC of OJ 287 which goes all the way back to the year
1888! This data set exists due to the proximity of OJ 287 to the ecliptic and therefore was unintentionally
photographed often in the past, providing us with the LC of OJ 287 extending back to ∼130 years.
A visual inspection of the LC reveals the presence of two periodic variations with approximate
timescales of 60 and 12 years, which have been confirmed through a detailed quantitative analysis [12].
In the left panel of Figure 1, we mark the 60 year period by a red sinusoidal curve. Additionally, it is
possible to infer the presence of regular pairs of outbursts at ∼12 years interval, where the two peaks
are separated by a few years in the LC (see the right panel of Figure 1). The presence of such a double
periodicity in the optical LC provided possible evidence for the occurrence of a quasi-Keplerian orbital
motion in the blazar. In this description, the 12-year periodicity corresponds to the orbital period
timescale and the longer 60-year timescale is associated with the advance of periastron.
Figure 1. The left panel shows the optical LC of OJ 287 from 1888 to 2018. The red sinusoidal curve
helps to visualize the longer 60 year periodicity in the LC. The right panel focuses on the LC from 1982
to 1986 for demonstrating the doubly peaked nature of these outbursts [9].
Therefore, a possible model to explain the observed periodicities in the LC naturally involves a
secondary black hole that orbits a more massive primary BH in an eccentric orbit [8,13]. Additionally,
Figure 3.7: Optical light curve of OJ 287. Red line indicates 60 year periodicity.
Zoomed region shows one of the outbursts in the 12 year cycle, with sub-peaks indi-
cated with arrows (Dey et al., 2019).
dominant factor.
3.4 Significance Testing of Periodicites
There are countless approaches to identifying potential periodic variability in a time
series, though to be scientifically useful one needs a method of significance testing. In
fact, the main goal of Schuster’s work in 1897 was to debunk the claim by C. G. Knott
of a periodic link between earthquakes and the lunar cycle by showing it was most
likely random coincidence. His method is firmly within the frequentist statistical
tradition, which continues to be the dominant framework for testing for periodic
variability. Bayesian methods have since been developed, though are less commonly
employed in the literature and generally require more extensive computation. Both
methods, however, fundamentally make a comparison between two models—one with
and one without the periodicity—and ask whether one must reject the aperiodic
model in favor of the periodic model.
In both the frequentist and Bayesian methodology, one must construct a test
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statistic to measure the viability of the models in question. A good test statistic
must meet several criteria. Most importantly, the probability distribution of the test
statistic under the null hypothesis must be known or able to be estimated empiri-
cally. Ideally, the statistic should be efficient and have a high degree of statistical
power. This means that the statistic converges to its distribution quickly (i.e. with a
reasonable sample size) and that it is likely to lead to rejection of the null hypothesis
when the alternative hypothesis is true (i.e. a low rate of false negatives). Perhaps
more important for scientific purposes is the rate of false positives, which set by the
researcher and does not depend on the test statistic chosen. This is also known as
the significance level, and is equal to the area underneath the null distribution above
the chosen test statistic threshold.
Below, we will focus on the frequentist approach, as it is simpler to implement
and more often applied in the literature. An introduction to Bayesian methods of
periodicity testing can be found in Vaughan (2009).
3.4.1 Fourier Methods
In the frequentist view of statistics, periodic variability is assessed via classical hy-
pothesis testing. From a set of data, one forms a null hypothesis of random noise
and compares to an alternative hypothesis of a periodic signal plus noise. Most work
in this field formulates this comparison in terms of the values of the periodogram, a
measure of the variance of a signal decomposed by frequency. It can be shown that
for a broad class of (not necessarily linear) random processes, the periodogram at a
given frequency, normalized by the spectral density of the process, will asymptotically
follow a χ2 distribution (Shao and Wu, 2007). There are important exceptions to this,
which will be discussed later, but it can quickly be noted that this is an efficient test
statistic for linear processes. The simplest test of this kind is formulated as follows.
From a set of data {xt} = x1, x2, . . . xN , take the null hypothesis that it is gen-
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erated by a second-order stationary random process with spectral density Sj over
the Fourier frequencies ωj = 2πj/N ∈ (0, 2π] (for a precise definition of these terms,
see Appendix C). The periodogram Ij is proportional to the absolute square of the











The quantity 2Ij/Sj follows a χ
2 distribution with two degrees of freedom (Brock-
well and Davis, 1991). Thus, at a particular ωj, the χ
2 cumulative distribution gives
the probability of finding a value of the periodogram less than that observed under
the null hypothesis. This approach requires one to examine a particular frequency,
and thus if applied to multiple frequencies then a procedure of multi-trial corrections
must be adopted.
In order to perform this test, one needs an estimate of the spectral density. This is
most often obtained parametrically using the Whittle approximation of the likelihood
function of the data. For a stationary, Gaussian signal xt with spectral density Sf ,
the minus log-likelihood function is









Thus, with a parametric model for Sj and the periodogram Ij, one can estimate
the spectral density by minimizing Equation 3.2.
3.4.1.1 Extensions
The simple approach described above suffers from many drawbacks that have been
addressed at length by astronomers. The most straightforward objection is that in
practice one is almost always working with an estimate of the spectral density rather
than the true spectral density. This problem has been studied in Schwarzenberg-
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Czerny (1998), and it is found that when normalized by an estimate of the spectral
density the periodogram more closely follows a beta distribution.
A commonly encountered situation in astrophysics is that data are not evenly
sampled (for example, due to irregular observing conditions, sparse telescope time,
source occultation, etc.), which makes computing the DFT more challenging and
throws into question the validity of the statistics of the periodogram. In this instance,
researchers generally use the Lomb-Scargle periodogram (Lomb, 1976; Scargle, 1982),
which measures the periodogram in the time domain by a least-squares fit to a sum
of sinusoids, where only data values and timestamps are required. Conveniently, the
resulting estimate retains the χ2 distribution of the classical periodogram, allowing
the same significance test to be performed.
A more subtle challenge comes from the reliability of the periodogram as actually
measured in finite samples of data. The main difficulty stems from statistical bias—
in any real set of data, there are several sources of bias one should expect that
will distort the empirical distribution of normalized periodogram ordinates. When
data is sampled at a finite rate, power at frequencies above half the sampling rate is
aliased downward and induces a positive bias onto the DFT in the Fourier frequencies.
Further, the finite length of the data has the same effect as if the full infinite set of
data were multiplied by a boxcar “window” function. The DFT of the product of two
functions is equal to the convolution of their individual DFTs, and this multiplication
causes a bias known as spectral leakage. This is further complicated when the data
are irregularly sampled, as the pattern of sampling induces its own leakage effect1.
This can be mitigated by a method of tapering, which amounts to controlling the
bias through multiplying the data by one’s own choice of window function. However,
this further complicates the periodogram statistics and specific taper functions with
1This can sometimes concentrate power onto specific frequencies—for example, ground-based
observatories often show periods of ∼28 days if the observatory cannot operate on the days around
a full moon.
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known effects on the distribution must be used.
A simpler approach in the above situations is to avoid the assumption of the
statistical distribution of the periodogram and measure it empirically instead. This
is done by simulating a number of surrogate time series under a proposed model and
observing the resulting distribution. In Uttley et al. (2002), it is advised that the
simulated data be generated to be many times longer than the actual data, with a
higher rate of sampling. It is then truncated and downsampled, and any gaps in the
original data are applied. This effectively reproduces the biases described above, so
that one is bootstrapping the distribution correctly.
However, the method of surrogates does not avoid all bias. In the approach
most commonly used, the surrogates are generated in the frequency domain and
transformed by the DFT into the time domain (Timmer and Koenig, 1995; Em-
manoulopoulos et al., 2013). But the assumption one uses to generate them in the
frequency domain is that their periodogram is χ2 distributed about the true spec-
trum. By simulating long datasets, one assumes that the asymptotic distribution is
indeed χ2, but that may not be the case. In particular, time series researchers have
found that for spectral densities proportional to ω−α as ω → 0, there is an increase in
the variance of the periodogram at low frequencies for α > 1 (Swift, 1998). Similarly,
such spectral densities show a positive bias for any α > 0 which, while greater at
low frequencies, is non-zero for all frequencies (Hurvich and Ray, 1995). This can be
understood as a straightforward consequence of the fact that for α > 1, the process
is no longer second-order stationary, and for α > 0 the bias decreases too slowly in
the asymptotic limit. These modes of failure call into question the practice of fitting
a model to data and generating surrogates in the Fourier domain.
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3.4.1.2 Autocorrelation
In some disciplines, the standard measure of linear correlation in a series is the au-
tocorrelation function (ACF). This is a straightforward measure of the average co-
variance between all the pairs of points separated by a particular length of time,





(xt − µ)(xt+k − µ), (3.3)
where µ is the mean of the process, but modifications exist to reduce the estimator
variance or adjust for biases from small sample sizes and the use of empirical estimates
of the mean and variance. While the estimator above requires even sampling, the dis-
crete correlation function (Edelson and Krolik, 1988) allows an estimate from unevenly
sampled data. A modified version of this method known as the Z-transformed discrete
correlation function is introduced in Alexander (2013)—this approach reduces bias
and admits error estimates. The ACF has the special property that it is the Fourier
transform of the spectral density—given that the DFT is generally faster to compute
than the convolution of Equation 3.3, there is little reason to prefer the ACF to the
above spectral methods.
3.4.2 Non-Fourier Methods
Setting aside the statistical questions above, the Fourier basis is convenient—there
are easy and fast methods for computing the coefficients that are available in every
mainstream programming language. However, its interpretations have limits that
can be overcome by alternative approaches. First, the Fourier basis is constructed of
sinusoids of infinite length and constant amplitude. Real periodicities in data may
show more complicated behavior, changing in frequency and amplitude. Further,
from a statistical perspective, the Fourier basis coefficients of a random process are
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only asymptotically independent when evaluated at the Fourier frequencies. Methods
like the Lomb-Scargle periodogram allow one to evaluate the power at non-Fourier
frequencies, but there is no guarantee that the components computed are independent
of each other. This limits the frequency resolution available, and forces estimates of
periods onto a specific grid. To address these shortcomings, more advanced methods
are available. Here, we will focus on two alternatives.
3.4.2.1 Wavelets
A flexible approach that allows one to characterize the frequency content of a signal
that changes over time is found in the wavelet decomposition. While still constrained
to the Fourier frequencies for statistical independence, wavelets provide a localized
frequency basis, so that changes in the frequency content of the signal over time can
be accurately captured. This is useful, but creates complications when performing
significance tests. Firstly, the family of wavelets must be chosen—most common is
the Morlet wavelet, the product of a sinusoid with a Gaussian envelope. However,
the distribution of the null hypothesis depends on the choice of wavelet, and further
depends on whether one is looking at a specific slice of time or the average over all
time. A rigorous framework along with its limitations has been developed by Ge
(2007), though it is restricted to tests against a null hypothesis of Gaussian white
noise. A method for a first order autoregressive null is postulated in Torrence and
Compo (1998), though it is not rigorously developed. The use of surrogates can in
principle overcome some of the issues of rigor, though the problem becomes much
more challenging if one wishes to test against a time-dependent null hypothesis.
3.4.2.2 Singular Spectrum Analysis
singular spectrum analysis (SSA) is a non-parametric method to characterize the
spectral content of a time series, using a principal component analysis (PCA) to
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Fig. 1. (upper) X-ray light curve of RE J1034+396, and (bottom) the
corresponding wavelet map. The increasing values of wavelet power
are denoted by gradual changes of the colours, i.e. from deep blue,
through green and yellow to red. The confidence contours of 90%, 95%,
and 99% are marked, and they are shifted with respect to the color lev-
els (see text for the discussion). A solid black line traces the the QPO
period.
broadband power spectrum in the form of a broken power law,
with the normalization and the high-frequency slope 1.35 deter-
mined by G08 for this observation of the source, and we assumed
the frequency break at 10−5 Hz, in consistency with the data.
The simulated lightcurves were created using the algorithm
of Timmer & König (1995), of the duration and timestep consis-
tent with the observed lightcurve. We created 7500 lightcurves
and the corresponding wavelet maps, and built the statistics for
each of the scales in the discussed range. This allowed us to
assign significance levels for each wavelet scale independently,
which is important in the lightcurves with underlying red noise
background. The average wavelet values rise toward longer peri-
ods, as does the power density spectrum, and this drift causes the
observed misalignment between the colors on the map (referring
to absolute values) and confidence levels in Fig. 1.
The significant regions are within a period range of
3000–4500 s, but they form a complex pattern. We see some
very high amplitude peaks as well as indications of the period
change. The QPO signal is relatively weak at the beginning of
the data, as noticed by G08, who divided the lightcurve into two
parts: Segment 1 to 2 × 104 s and Segment 2 above that time. In
Segment 2 the QPO detection is almost always above the 90 per-
cent confidence.
We thus investigate the wavelet map in greater detail. For
every time step of Δt we fit the intensity peaks in the wavelet
map with a Gaussian profile that allows us to determine the best
fit of the QPO period and the wavelet amplitude at the peak.
We denote this line with a black solid line in the wavelet map
(see Fig. 1, lower panel). The errors of the peak position were



























Fig. 2. (upper) AoV periodogram for a QPO period indicating addi-
tional periodicity at 24 008 s. (bottom) The QPO period curve folded
with a period of 24 008 s. Although the presence of that additional pe-
riod would be interesting, its formal significance is very low.
estimated at the basis of the largest error in the flux determi-
nation (0.26 cts s−1). The peak position errors are large in the
Segment 1, but they are well constrained in Segment 2.
The QPO period marked by the peak positions seems to fol-
low a complex pattern in the time-period plane. The changes
in the frequency are significant: the χ2 fit to this pattern as-
suming constant period value gave unacceptable results (reduced
χ2 = 6.9).
In order to find out whether any additional periodicity is
present in the system, we analyzed a temporal variability of the
QPO period. We employ the Analysis of Variance (AoV) method
of Schwarzenberg-Czerny (1996) and calculate the AoV peri-
odogram for the QPO period curve. We allow for an oversam-
pling by a factor of 5 in the periodogram because otherwise the
resolution is insufficient for a tentative period detection at the
lowest frequencies. The periodogram analysis indicates a time-
scale of ∼24 008 s (see Fig. 2, upper panel). After Lachowicz
et al. (2006) we determine its significance, P1 = 0.5982, to
be low, i.e. at the 40.18% of confidence (Θ = 46.1, n = 851,
ncorr = 70.91, N = 1). The actual value may be even lower
because the data points obtained from the wavelet map are par-
tially correlated (Maraun & Kurths 2004). The folded QPO pe-
riod curve is shown in bottom panel of Fig. 2. It displays ap-
proximately a sinusoidal trend, but with very large errors. We
also checked for the presence of this putative period directly in
the X-ray lightcurve. The folded X-ray light curve (starting at
2.5 × 104 s; Segment 2 in notation of G08) with the 24 ks pe-
riod is shown in Fig. 3). Again, a pattern seems to be present
there, but the formal significance of the 24 008 s periodicity in
the X-ray light curve estimated using the Vaughan (2005) test is
low because of the fairly high red-noise level.
Concluding, the temporal modulation of the QPO period on
the 24 ks time-scale is visible, both the period and the wavelet
amplitude vary in time, and the X-ray light curve follows the
pattern but the modulation cannot be considered as firmly pe-
riodic for the present data. However, this outcome suggests that
Page 2 of 6
Figure 3.8: (Top) The X-ray light curve of RE J1034+396. (Bottom) Wavelet trans-
form of X-ray light curve, showing an unstabl peri dicity (traced with black line)
(Czerny et al., 2010).
identify orthogonal linear modes that maximize the variance within each mode while
minimizing the covariance between them. T e approach has several variants, each of
which centers around the diagonalization of the symmetric autocovariance matrix de-
scribing the time seri s. I is a common method of studyin pe iodicities in ge physics
and climate science (Allen and Robertson, 1996; Allen and Smith, 1996; Ghil, 2002;
Haddad et al., 2013; Bo chi and Tourre, 2014; Macias et al., 2014; Groth and Ghil,
2015; Sun and Li, 2017; Gruszczynska et al., 2018; Malamiri et al., 2018), though does
not seem to be applied often to study astrophysical ph nomena—a ethod similar
to that developed in Chapter 5 is described in the a conference paper for the 2016
Astrophysics and Space Science Pro eedings (Greco et al., 2016), but otherwise it
appears relatively unrepresented in the literature.
While SSA lacks the broader flexibility of w velet methods, it is able to charac-
terize signals beyond pure sinusoids. In general, the basis functions it is capable of
representing follow linear recurrence relations (Golyandina and Zhigljavsky, 2013).
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These include sinusoids, exponential functions, polynomial functions, and products
of these functions. From an SSA decomposition, therefore, one can generally identify
and reconstruct more complex behavior than can be done with the Fourier basis.
Further, the periods of sinusoids identified are not limited to the grid of Fourier
frequencies.
SSA is limited largely by the fact that, as a PCA method, it yields modes that
maximize the variance represented in the fewest linear components. The modes iden-
tified are therefore not necessarily physical, and must be interpreted with caution.
Further, this property of PCA leads to an effect known as variance compression in
which the SSA representation of a physical signal absorbs the variance contained in
the background noise at similar frequencies (Allen and Robertson, 1996). This effect
necessitates a subtle approach to hypothesis testing, which is developed and explained
in detail in Chapter 5 of this thesis. Another limitation comes from the relatively
small number of sample points available to characterize modes near the edges of the
time series, leading to reconstruction errors at the beginning and end of the data. Fi-
nally, SSA requires a choice of window length by the researcher. This sets the longest
resolvable timescale, and affects the precise modes identified. The stability of modes
under choice of window length, along with its impact on the reconstruction error at
the series boundaries, is studied in Golyandina (2010).
55
CHAPTER 4
STATISTICAL PROPERTIES OF FLUX VARIABILITY IN A
FLUX-LIMITED SAMPLE OF GAMMA-RAY BLAZARS
Blazar flux variability has been studied extensively across all observed energy bands,
with the goal of better understanding the physical processes that produce the changes
in flux observed on timescales from minutes to years (see, for example, Miller et al.
(1989), Hufnagel and Bregman (1992), Kubo et al. (1998), Wehrle et al. (1998), Albert
et al. (2007)). Here, we describe our study of blazar flux variability with data from
the Fermi -LAT.
Our study is performed with two goals in mind. In this chapter, we examine the
statistical properties of flux variability in a flux-limited sample of gamma-ray blazars.
This will involve fitting a model for the marginal distribution of the fluxes, as well as
fitting a time series model to transformed fluxes. In the next chapter, we will develop
and implement a rigorous method of identifying flux periodicities and testing their
statistical significance, using our time series model as an aperiodic null hypothesis.
We select blazar sources from the fourth Fermi AGN catalog (Ajello et al., 2020)
with a flux cutoff of 1×10−8 photons cm−2 s−1 for the integrated flux between 1–100
GeV, giving us the brightest 28 sources (excluding the unusual FSRQ 4C +55.17
and the possibly misclassified BL Lac NGC 1275). The cutoff is chosen so that the
sources examined have sufficient signal-to-noise using 7-day bins over the majority
of the Fermi observation period. The sources meeting our flux cutoff are listed in
Table 4.1, along with some potentially relevant physical parameters.
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4.1 Data Preparation: Transformation and Gap-Filling
For our study, we generate aperture light curves for our sources as described in sec-
tion 2.5.2. Here, we describe the transformations applied to the light curves for
analysis and the method used to replace missing observations.
4.1.1 Time Bins with Low Exposure
When computing LAT light curves, instrument pointing data is used to obtain ex-
posures in units of cm2 s1 for any given time bin and for the photon spectra of the
sources identified in the field of view. The estimate of the photon flux (and flux error)
is given by dividing the number of counts by the exposure. However, during periods
of unusually low exposure, this can lead to unphysically extreme flux or flux error
values even for a small number of photon counts (see Figure 4.1). In order to avoid
this, exposures for the aperture light curves were examined and a cutoff value selected
of 3.56 cm2 s1. Data points with exposures below this were treated as missing values.
4.1.2 Time Bins with Zero Counts
In some light curve time bins, it is possible that—even with sufficient exposure—the
instrument measures zero photon events. This does not indicate that the source emit-
ted zero photons in this time, only that the flux was too low to measure. Moreover,
in preparing the light curves for analysis we will take a logarithmic transformation of
the data, which is ill-defined for flux values of zero. To avoid this, zero-count points
which met our exposure threshold were replaced with single-count points, and the
error taken to be the single-count error of the LAT (2.322876).
The number of points removed for low exposure or corrected for zero counts
amounted to just over 5% of the total flux points across all sources. For a visu-
alization, see Figure 4.2.
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Table 4.1: Sources investigated in this study. From Abdollahi et al. (2020), Fint is
the 1–100 GeV integrated photon flux in units of 10−8 photons cm−2 s−1; Γ is the
photon energy spectrum power-law index; z is the source redshift. Lk is the calculated
k-corrected luminosity in units of erg s−1. The final column gives the aperture radius
r in degrees used in generating the Fermi light curves.
Source Class Fint Γ z log10 Lk r
4C +01.02 FSRQ 1.01 ± 0.02 2.35 ± 0.01 2.099 48.8 1.0
3C 66A BL Lac 1.60 ± 0.02 1.96 ± 0.01 0.444 47.1 0.7
PKS 0235+164 BL Lac 1.17 ± 0.02 2.16 ± 0.01 0.940 47.7 1.0
PKS 0426-380 BL Lac 2.40 ± 0.03 2.10 ± 0.01 1.110 48.2 0.7
PKS 0447-439 BL Lac 1.00 ± 0.02 1.85 ± 0.01 0.205 46.1 1.0
PKS 0454-234 FSRQ 2.06 ± 0.03 2.20 ± 0.01 1.003 48.1 1.0
TXS 0518+211 BL Lac 1.26 ± 0.02 1.92 ± 0.01 0.108 45.6 0.7
PKS 0537-441 BL Lac 2.10 ± 0.03 2.11 ± 0.01 0.892 47.9 1.0
S5 0716+71 BL Lac 2.30 ± 0.02 2.06 ± 0.01 0.127 46.0 1.0
PKS 0727-11 FSRQ 1.36 ± 0.02 2.29 ± 0.01 1.591 48.5 0.7
Mkn 421 BL Lac 3.79 ± 0.04 1.78 ± 0.01 0.030 45.0 1.0
4C +21.35 FSRQ 1.98 ± 0.02 2.33 ± 0.01 0.434 47.3 0.7
3C 279 FSRQ 2.45 ± 0.03 2.34 ± 0.01 0.536 47.6 1.0
PKS 1424+240 BL Lac 1.22 ± 0.02 1.82 ± 0.01 0.604 47.3 1.0
PKS B1424-418 FSRQ 3.82 ± 0.04 2.19 ± 0.01 1.522 48.8 1.0
PKS 1502+106 FSRQ 1.90 ± 0.02 2.25 ± 0.01 1.839 48.8 1.0
PKS 1510-089 FSRQ 3.81 ± 0.04 2.38 ± 0.01 0.360 47.4 1.0
B2 1520+31 FSRQ 1.27 ± 0.02 2.41 ± 0.01 1.489 48.5 1.0
PG 1553+113 BL Lac 1.40 ± 0.02 1.68 ± 0.01 0.360 46.9 0.7
4C +38.41 FSRQ 1.39 ± 0.02 2.41 ± 0.01 1.814 48.8 1.0
Mkn 501 BL Lac 1.18 ± 0.02 1.75 ± 0.01 0.033 44.6 1.0
PKS 1830-211 FSRQ 1.58 ± 0.03 2.52 ± 0.01 2.507 49.3 0.7
PKS 2155-304 BL Lac 2.03 ± 0.03 1.85 ± 0.01 0.116 45.9 1.0
BL Lacertae BL Lac 1.98 ± 0.03 2.23 ± 0.01 0.069 45.4 1.0
CTA 102 FSRQ 1.88 ± 0.02 2.38 ± 0.01 1.037 48.2 0.7
3C 454.3 FSRQ 9.83 ± 0.06 2.39 ± 0.01 0.859 48.7 1.0
PKS 2326-502 FSRQ 1.47 ± 0.02 2.27 ± 0.01 0.518 47.3 0.7
PMN J2345-1555 FSRQ 1.18 ± 0.02 2.12 ± 0.01 0.621 47.3 0.5
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Figure 4.1: Plots showing photon counts, instrument exposure, and resulting flux for
PKS 2326-502, produced with aperture photometry. Red points indicate exposure
below the threshold, shown with a dashed line. Blue points show counts of zero when
exposure is above the threshold.
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4.1.3 Data Scaling and Transformation
In order to facilitate interpretation and mitigate issues of numerical precision, all flux
values were multiplied by a factor of 106, to have units closer to order unity. Fur-
ther, the natural logarithm was applied to the data as a rescaling transformation for
the time-series portion of the analysis. Blazar light curves show moderate to highly
skewed marginal flux distributions which are restricted to positive values. The time-
series model we intend to apply is part of a class of linear models which inherently
allow both positive and negative values, and can show heavy bias in the fitted param-
eters when dealing with highly skewed distributions. As Fermi blazar fluxes appear
to follow lognormal distributions (Shah et al., 2018), this transformation mitigates
the above problems by making the flux distribution more Gaussian.
4.1.4 Missing Data Imputation
Finally, missing values in the series were filled using a method of multiple imputation
implemented in the mice software package for the R programming language (van
Buuren and Groothuis-Oudshoorn, 2011). Imputation is a statistical method for
replacing missing data with values drawn randomly from the rest of the data, and
multiple imputation involves the repetition of this process to create a distribution
of replacements that can be substituted into the original data set. Many methods
of imputation exist with varying levels of sophistication—the simplest approach is to
simply draw blindly from the rest of the data (with replacement), while more complex
approaches use the local covariance structure of the data to reduce the sampling pool
to more “realistic” values. We chose to use the MIDAStouch algorithm (Gaert et al.,
2018), which provided plausible replacement values in all cases observed.
Typically, statistical fits and tests with multiply imputed data are performed on
each of the imputed data sets to generate a distribution of resulting parameter or test
statistic values, the average of which is taken as the final result. In order to have a
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Figure 4.2: Top: Aperture light curve of PKS 2326-502 with low-exposure points
removed and zero-count points replaced with single counts. Bottom: Log-transformed
flux after imputation. Red shows imputed points, blue shows replaced zero-count
points.
61
single light curve per source, we modify this approach. To generate a replacement
flux value, a set of 30 imputations were drawn (from the untransformed light curve)
and the missing point replaced with their mean. To assign error bars on the imputed
flux, the errors associated with the 30 replacement values were used to create a pool
of 30 relative error values. These were then averaged in quadrature, and the final
result multiplied by the replacement flux value to yield its absolute error. For a
visualization of imputation and logarithmic transformation, see Figure 4.2. All light
curves are shown, with and without transformation, in Appendix A.
4.2 Flux Variability Analysis
After pre-processing our set of light curves, we now turn to analyzing the statistical
properties of their variability. This is done broadly in two parts. In the first, we
examine the marginal distributions of the untransformed, unimputed fluxes, fitting
them with a lognormal distribution. After that, we fit the transformed, imputed
fluxes to a fractional AR(1) model and examine the distribution of the parameters
from both fits.
4.2.1 Blazar Flux Distributions
Fermi blazar fluxes appear to follow lognormal distributions (Shah et al., 2018), which
gives a parsimonious description using only two parameters. While other long-tailed
distributions may also be appropriate, this provides a simple and robust description.
4.2.1.1 Fitting Marginal Distributions to Data with Error
Consider a set of data with upper and lower limits, given by {ui} and {li}, respec-
tively. Suppose we wish to fit this data to a probability distribution with cumulative
distribution F (x|θ) and density f (x|θ) = d [F (x|θ)] /dx, where θ is the set of distri-
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bution parameters. Consider the quantity,
F (x2|θ)− F (x1|θ) , x2 > x1. (4.1)
The cumulative distribution F (x) gives the probability that a random variable from
this distribution will be less than or equal to x, so by definition Equation 4.1 gives
the probability that data drawn from this distribution falls in the interval (x1, x2].
We interpret this as a function of the parameters θ for a fixed sample of data, so that
the likelihood function for the parameters given the data is,
L (θ|{ui}, {li}) =
∏
i
[F (ui|θ)− F (li|θ)] . (4.2)
The negative log-likelihood is then,
− lnL (θ|{ui}, {li}) = −
∑
i
ln [F (ui|θ)− F (li|θ)] . (4.3)
From Equation 4.3, one can use numerical optimization to find the best-fit pa-
rameters under a given distribution.
4.2.1.2 The Lognormal Distribution
Let Z be a standard normal variable. Then X = exp(µ + σZ) is lognormally dis-


















































The central limit theorem states that sums of random variables drawn from a fixed
distribution with finite mean and variance will tend towards a normal distribution as
the number of summands grows. By the properties of logarithms, this implies that
products of such random variables will tend towards a lognormal distribution. There-
fore, lognormal distributions tend to describe multiplicative random processes well,
though the appearance of lognormality does not necessarily imply a multiplicative
origin. In the case of sums of variables with infinite mean and/or variance, a broader
family of limiting distributions arises; for a discussion of this, see Appendix E.
4.2.1.3 Fitting Fermi Fluxes
The maximum likelihood fit described above was performed on the untransformed
blazar flux data with low-exposure and zero-count points removed and not replaced,
multiplied by the scale factor of 106. The upper and lower limits were taken to be
the flux plus and minus the flux error, respectively. When this resulted in lower
limits less than or equal to zero, these values were forced to 10−10, as our cumulative
distribution is not defined for non-positive numbers.
Standard errors on the fit parameters were estimated by treating the Hessian
matrix of the second derivatives of the negative log-likelihood as an estimate of the
Fischer information matrix—the covariance matrix of the parameter estimates is given


















































Figure 4.3: Flux distributions fit to normal (dashed grey) and lognormal (cyan)
distributions. (a) A good fit to the lognormal distribution. (b) A bad fit to the
lognormal distribution. (c) A good fit to both normal and lognormal distributions.
Histogram errors are computed as the standard deviation of the Poisson binomial
distribution describing the probability of a certain number of fluxes falling into a
given bin, treating the fluxes as normally distributed about their measurement value
with standard deviation given by measurement error.
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Carlo approach showed negligible differences in both parameter means and standard
errors. Results of the fits are shown in Table 4.2, and several examples are shown in
Figure 4.3.
4.2.2 The Fractional AR(1) Model
It is fairly common to characterize so-called “red noise” time series with a first order
autoregressive model (AR(1)), in which each data point yt (centered by the mean µ)
is equal to the previous data point yt−1 times a parameter φ plus random noise εt
(see, for example, Sandrinelli et al. (2016a)). This can be written as
(1− φB)(yt − µ) = εt, (4.7)
where B is the backshift operator (Byt = yt−1, Bεt = εt−1) and εt is a set of indepen-
dently and identically innovations distributed with zero mean and constant variance.
The Fourier power spectrum of an AR(1) process is flat at low frequencies, and has
a slope at high frequencies that is positive for negative φ and negative for positive φ.
However, most blazar gamma-ray fluxes show evidence of long-memory; their power
spectra show non-zero power law slopes at low frequencies (Abdo et al., 2010). A sim-
ple extension that incorporates this behavior is fractional integration (or its inverse,
fractional differencing). The power spectrum (or suitably defined pseudo-spectrum)
of random noise that has been fractionally integrated with order d ∈ R will show a
power law slope of −2d at low frequencies (Hosking, 1981) (for example, Brownian
motion is white noise integrated with d = 1 and shows a slope of −2). For this study,
we adopt a first order autoregressive model with fractional integration, which is part
of the ARFIMA class of models described in Appendix C. The time-domain form of
this model is given by,
(1− φB)(1−B)d(yt − µ) = εt. (4.8)
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This is a parsimonious model, with φ describing short-term correlation and d describ-
ing long-term correlation, and easily filters the weekly-binned Fermi data to white
noise uncorrelated across all timescales (for a visualization of the model properties,
see Appendix C). The model is fit with the pseudo-maximum likelihood method de-
scribed in Beran (1995), which allows the parameter d to take any value greater
than -1, without restriction1. This method filters the data by a proposed model and
minimizes the sum of the squared residuals, which themselves are an estimate of εt.
Another method given by Mayoral (2007) minimizes the sum of the squared auto-
correlation of the residuals out to some predetermined maximum lag. We do not
use this method (see Appendix D for a comparison), though we do use the sum of
squared autocorrelations to provide a Ljung-Box test to check the adequacy of the
fit, as described in Mayoral (2007). The results of the fit for the sources investigated
are presented in Table 4.2.
The parameterization in terms of d and φ should not be taken too literally—it is
a stochastic model that broadly describes the variability on two distinct timescales.
There is likely some deterministic structure to portions of blazar light curves, and
which timescales are available and how they are characterized will depend on the
length of data and choice of time bins. More complex time-domain models are avail-
able, and higher-order or even continuous autoregressive models may be more ap-
propriate for finer binned data (for example, Kelly et al. (2014)). Regardless, the
fractionally differenced AR(1) model is sufficient to describe the main variability
properties of our data, and it serves well as a null model against which to test peri-
odicities. For the latter purpose, it is important that, unlike AR(2) and higher order
autoregressive models, an AR(1) model has no oscillatory solutions.
1Most software packages for fitting ARFIMA models use an exact likelihood method, which
restricts the values of d to lay between -1/2 and 1/2. While some incorporate discrete differencing
to allow a broader range, the amount of discrete differencing must be specified in advance and cannot
be a fit parameter.
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Source Cluster ARFIMA Lognormal
d φ µ σ
4C +01.02 2 0.60 ± 0.05 -0.05 ± 0.07 -1.40 ± 0.03 0.667 ± 0.021
3C 66A 1 0.47 ± 0.05 -0.08 ± 0.07 -1.77 ± 0.02 0.357 ± 0.012
PKS 0235+164 2 0.62 ± 0.05 -0.15 ± 0.07 -1.73 ± 0.03 0.625 ± 0.019
PKS 0426-380 2 0.69 ± 0.05 -0.12 ± 0.07 -1.43 ± 0.03 0.660 ± 0.021
PKS 0447-439 1 0.54 ± 0.05 -0.20 ± 0.07 -2.18 ± 0.02 0.384 ± 0.013
PKS 0454-234 2 0.64 ± 0.05 -0.07 ± 0.07 -1.25 ± 0.03 0.609 ± 0.019
TXS 0518+211 1 0.45 ± 0.05 -0.16 ± 0.07 -1.30 ± 0.01 0.251 ± 0.008
PKS 0537-441 2 0.62 ± 0.05 -0.14 ± 0.07 -1.53 ± 0.03 0.620 ± 0.019
S5 0716+71 3 0.42 ± 0.05 0.23 ± 0.06 -1.36 ± 0.02 0.541 ± 0.017
PKS 0727-11 1 0.50 ± 0.05 -0.13 ± 0.07 -1.03 ± 0.02 0.375 ± 0.012
Mkn 421 1 0.48 ± 0.05 0.05 ± 0.06 -1.52 ± 0.02 0.358 ± 0.011
4C +21.35 3 0.59 ± 0.05 -0.06 ± 0.07 -1.66 ± 0.05 1.095 ± 0.035
3C 279 3 0.51 ± 0.05 0.18 ± 0.06 -0.57 ± 0.03 0.778 ± 0.023
PKS 1424+240 1 0.35 ± 0.05 -0.18 ± 0.07 -2.19 ± 0.01 0.239 ± 0.009
PKS B1424-418 2 0.71 ± 0.05 -0.03 ± 0.07 -0.63 ± 0.03 0.678 ± 0.021
PKS 1502+106 2 0.71 ± 0.05 -0.19 ± 0.07 -1.23 ± 0.03 0.799 ± 0.024
PKS 1510-089 3 0.35 ± 0.04 0.37 ± 0.06 -0.29 ± 0.03 0.665 ± 0.020
B2 1520+31 2 0.54 ± 0.05 0.01 ± 0.07 -1.27 ± 0.03 0.596 ± 0.018
PG 1553+113 1 0.37 ± 0.05 -0.12 ± 0.07 -2.31 ± 0.01 0.251 ± 0.009
4C +38.41 2 0.71 ± 0.05 -0.06 ± 0.07 -1.10 ± 0.03 0.662 ± 0.020
Mkn 501 1 0.35 ± 0.05 -0.12 ± 0.07 -2.29 ± 0.01 0.253 ± 0.009
PKS 1830-211 2 0.77 ± 0.05 -0.18 ± 0.07 0.05 ± 0.03 0.651 ± 0.019
PKS 2155-304 1 0.49 ± 0.05 -0.07 ± 0.07 -1.73 ± 0.01 0.337 ± 0.011
BL Lacertae 2 0.51 ± 0.05 -0.01 ± 0.07 -0.87 ± 0.02 0.536 ± 0.016
CTA 102 3 0.62 ± 0.05 0.02 ± 0.06 -0.84 ± 0.05 1.114 ± 0.034
3C 454.3 3 0.74 ± 0.05 0.07 ± 0.06 -0.01 ± 0.05 1.153 ± 0.035
PKS 2326-502 3 0.60 ± 0.05 -0.20 ± 0.07 -2.01 ± 0.05 1.100 ± 0.037
PMN J2345-1555 3 0.48 ± 0.05 0.00 ± 0.07 -2.35 ± 0.04 0.887 ± 0.033




d 0.49± 0.01 0.61± 0.01
φ −0.09± 0.02 −0.03± 0.02
σ 0.465± 0.005 0.855± 0.008
z 0.388± 0.106 1.215± 0.174
Γ 1.944± 0.048 2.322± 0.027
log10 Lk 46.44± 0.32 48.23± 0.18
Table 4.3: Weighted averages of fit parameters by class, averages of physical param-
eters, with standard error.
4.3 Results
After fitting the data for the parameters of Equations 4.4 and 4.8, a Gaussian multi-
variate clustering model was fitted to the results. From Equations 4.6, it is clear that
the variance of a set of lognormally distributed data divided by the mean squared
depends only on the parameter σ—this means that we can interpret σ as a scale-free
measure of the total variability of the data. Therefore, to broadly capture the short-
term, long-term, and overall variability within our light curves, we look for clusters
in the parameter space defined by φ, d, and σ.
Clusters were fit using the mclust package for the R software language (Scrucca
et al., 2016). The least-restrictive model was adopted, with ellipsoidal clusters allowed
to have independent volumes, shapes, orientations, and all parameters were scaled to
zero mean and unit variance for fitting. A Bayes information criterion test was used
to select the number of clusters, which showed a preference for three groups. These
results are shown in Table 4.2, and Figures 4.4 and 4.5. The breakdown of source
class by cluster is given in Table 4.5.
There is a clear positive correlation between Γ and σ (significant at the p < 1×10−6
level), as well as log10 Lk and σ (significant at the p < 0.005 level), shown in Figure 4.6.
As σ measures variance of lognormal data relative to its mean, this shows that steeper
spectral indices and higher luminosities are associated with longer distribution tails
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Figure 4.4: Fit parameters plotted with color for source class.
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Figure 4.5: Fit parameters plotted with color for clustering.
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Cluster 1 2 3
d 0.45± 0.02 0.65± 0.02 0.55± 0.02
φ −0.11± 0.02 −0.09± 0.02 0.07± 0.02
σ 0.320± 0.004 0.652± 0.006 0.97± 0.01
z 0.388± 0.164 1.389± 0.204 0.5620.101
Γ 1.877± 0.0059 2.267± 0.041 2.284± 0.044
log10 Lk 46.32± 0.41 48.22± 0.31 47.47± 0.28
Table 4.4: Weighted averages of fit parameters by cluster, averages of physical pa-
rameters, with standard error.
Cluster 1 2 3
BL Lac 8 4 1
FSRQ 1 7 7
Table 4.5: Number of source types in each cluster.
and non-normality. There was also positive correlation between Γ and d (significant
at the p < 0.005 level) and log10 Lk and d (significant at the p < 0.0005 level), shown
in Figure 4.7. There was not significant correlation comparing Γ and log10 Lk with φ,
having p > 0.1 and p > 0.6, respectively (shown in Figure 4.8).
Between source classes we see that the values of σ create a clear separation, with
BL Lacs showing almost uniformly smaller values than FSRQs (Figure 4.4 and Ta-
ble 4.3). Further, there is a clear separation in values of d, with BL Lacs showing
typically smaller values than FSRQs (Figure 4.4 and Table 4.3). Values of 0.5 ≤ d < 1
are associated with a time series with an unstable variance, where the data show
periods of arbitrarily large deviation from the mean. When such a time series is ex-
ponentiated, larger values of d will lead to more pronounced episodes of flaring and
quiescence, whereas values of d < 0.5 will show more steady flaring behavior.
Negative values of φ correspond to anti-correlation on short timescales which man-
ifests as rapid variability, whereas positive values of φ cause neighboring points to be
more correlated, suppressing rapid variability. There is a small difference in the av-
erage value of φ between the two source classes, with BL Lac sources having slightly
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Figure 4.6: (Top) Fitted parameter σ plotted against gamma-ray spectral index and
k-corrected luminosity, separated by cluster, with best fit line shown. (Bottom) Same
as top, separated by source class.
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Figure 4.7: (Top) Fitted parameter d plotted against gamma-ray spectral index and
k-corrected luminosity, separated by cluster, with best fit line shown. (Bottom) Same
as top, separated by source class.
74
























log 10 L K 
φ






















log 10 L K 
φ
Figure 4.8: (Top) Fitted parameter φ plotted against gamma-ray spectral index and
k-corrected luminosity, separated by cluster, with best fit line shown. (Bottom) Same
as top, separated by source class.
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negative values on average and FSRQ sources having average values compatible with
zero (Figure 4.4 and Table 4.3).
Assuming a leptonic emission model, we can associate the timing properties of
the gamma-ray flux in blazars to the energetics of the populations of electrons which
generate the emission. As described in Chapter 1, the cooling timescales of these
electrons are inversely proportional to their energy squared, so that higher energy
electrons will cool more rapidly. The GeV emission observed in FSRQs (Γ & 2)
samples the sharply decreasing high-energy tail of the IC peak in the SED, produced
by the most energetic electrons in the jet plasma. Therefore, we should expect to
see faster and more extreme variations in brightness. By contrast, with higher IC-
peak energies, the GeV emission of BL Lacs (Γ . 2) samples the region of the
SED below the IC peak, produced by medium-energy electrons with longer cooling
times and slower changes in population density, leading to more steady fluxes and
smaller amplitude flares. This description is consistent with the significant correlation
between Γ and both d and σ found in our study. While there is a discrepancy in the
expected behavior of φ, the shortest timescales we can sample are on the order of
weeks, and so the most rapid variability blazars can display is not reflected in our
data. Further, the values of φ that we find are mostly clustered near zero, with a
small handful of slightly larger values and one potential outlier.
The clusters that we find follow somewhat similar trends to those we see across
the source types, though the low number of sources in each class makes this more
challenging to assess. Typical examples of light curves from these clusters are shown
in Figure 4.11, and the relationship between flux distributions, classes, clusters, and
physical parameters can be seen in Figure 4.10. We see that the sources with the
flattest spectra are typically in group 1, with low values of d and σ, composed almost
entirely of BL Lacs (Figures 4.7 and 4.6). The light curves of these sources show low
overall variability with steady fluxes and slow, low-amplitude flares. Conversely, group
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Figure 4.9: (Top) Spectral index plotted against luminosity and redshift, colored by
cluster. (Bottom) Spectral index plotted against luminosity and redshift, colored by
source class.
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Figure 4.10: Cumulative distributions of the light curves in our survey, with each
light curve scaled by its mean, shown with colors indicating source class, clustering,
and the physical parameters examined in our study.
3—populated almost entirely by FSRQs—show steep spectra and larger values of d
and σ. These light curves show periods of rapid, bright flares punctuating stretches
of quiescence. Interestingly, these sources are located at redshifts significantly lower
than the other quasars (Figure 4.9 bottom panel and Table 4.4).
Between these lies group 2, containing sources showing values of σ very clearly
between the other two groups, but values of d quite similar to those of group 3.
Looking at the light curves, they show moderate flaring behavior at semi-regular
intervals. For sources in this group, flaring periods are somewhat longer and more
78
frequent than the group 3 sources, but the flaring amplitudes are more moderate. This
group is composed of a relatively even mix of high-Γ BL Lacs and high-luminosity,
high-z quasars (Figure 4.9).
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Figure 4.11: Fermi light curves of sources showing behavior typical of the clusters we
have identified. Shown top to bottom are classes 1–3.
80
CHAPTER 5
SEARCH FOR PERIODIC VARIABILITY IN BLAZAR LIGHT
CURVES
As discussed in Chapter 3, flux periodicities have been claimed in a large number
of blazar sources—a sample of claims in the Fermi band is shown in Table 5.1. In
this chapter, we assess our flux-limited sample of 28 Fermi blazars for periodic flux
variability and examine previous claims in these sources using a test rooted in singular
spectrum analysis.
We will proceed to describe the fundamentals of SSA and how to use it to test for
periodic variability in a time series. We will then describe the results of applying this
test to the Fermi light curves of our sample, and discuss the physical implications.
Finally, we will assess the significance of periodicities that have been claimed elsewhere
for sources in our sample. Light curves were prepared using the aperture light curve
procedure outlined in section 2.5.2, including the logarithmic transformation and
gap-filling described in section 4.1.
5.1 Singular Spectrum Analysis
A basic description of SSA is presented in section 3.4.2.2, and more details are pro-
vided here. Given a time series xt = x1, x2, x3, . . . xN , the first step in SSA is to choose
a window length L and construct a trajectory matrix X. The length L determines the
longest resolvable timescales; while a longer window gives a larger range of available
frequencies, the components are estimated with fewer slices of data and suffer greater
variance. The largest value of L that yields a unique decomposition is the integer
part of (N + 1)/2, which we adopt for this study. For an in-depth discussion of these
and other considerations on the choice of L, see Golyandina (2010).
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Source T (days) σlocal σglobal Citation
PG 1553+113 796± 11 >2.3σ Not Given Tavani et al. (2018)
S5 0716+71 346± 23 3.4σ 3.4σ Bhatta and Dhital (2020)
950± 146 Not Given 2.3σ fei Zhang et al. (2020)
PKS 2155-304 644 2.9σ Not Given Prokhorov and Moraghan (2017)
61± 1 2.3σ Not Given Sandrinelli et al. (2016a)
52± 1 2.3σ Not Given Sandrinelli et al. (2016a)
BL Lac 680± 35 2.7σ <2.7σ Sandrinelli et al. (2017)
B2 1520+31 70.8+1.83−0.73 >1.6σ Not Given Gupta et al. (2019)
39.33+0.54−0.56 >1.6σ Not Given Gupta et al. (2019)
3C 279 39± 1 &2.7σ Not Given Sandrinelli et al. (2016a)
24± 1 &2.7σ Not Given Sandrinelli et al. (2016a)
PKS 0426-380 1222± 248 3.6σ Not Given Zhang et al. (2017b)
Mkn 421 285± 27 3.7σ 3.4σ Bhatta and Dhital (2020)
PKS B1424-418 353± 21 3.5σ 3.3σ Bhatta and Dhital (2020)
PKS 1510-089 115± 5 &2.3σ Not Given Sandrinelli et al. (2016a)
PKS 0447-439 935.4± 81.0 3.0σ 1.3σ Benkhali et al. (2020)
PKS 0537-441 280± 39 2.7σ Not Given Sandrinelli et al. (2016b)
TXS 0518+211 1132± 146 Not Given 2.1σ fei Zhang et al. (2020)
PKS 2247-131 34.5± 1.5 5.2σ 4.6σ Zhou et al. (2018)
Mkn 501 332± 17 >2.3σ 2.4σ Bhatta (2019)
PKS 2052-47 637 2.7σ Not Given Prokhorov and Moraghan (2017)
4C +01.28 445 2.4σ Not Given Prokhorov and Moraghan (2017)
PKS 0219-164 270± 26 >2.6σ 2.7σ Bhatta (2017)
PKS 0301-243 763.3± 114.9 ∼5.4σ Not Given Zhang et al. (2017d)
1ES 1215+303 1086± 63 4.2σ 4.0σ Bhatta and Dhital (2020)
PKS 0601-70 446± 22 Not Given 3.9σ fei Zhang et al. (2020)
PKS 0250-225 457± 18 Not Given 2.6σ fei Zhang et al. (2020)
B2 2234+28 A 478± 18 Not Given 2.6σ fei Zhang et al. (2020)
OJ 287 412± 25 2.3σ Not Given Sandrinelli et al. (2016a)
Table 5.1: Selection of periods and significances claimed for Fermi blazars. Significances are
given in units of standard deviations of a standard normal distribution—for a discussion of this
convention, see Appendix F.
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The trajectory matrix is constructed by taking sequential subsets of length L from
the time series to be the columns.
X =

x1 x2 x3 . . . xN−L+1
x2 x3 x4 . . . xN−L+2





xL xL+1 xL+2 . . . xN

. (5.1)
Next, the lag-covariance matrix (henceforth called the covariance matrix) is com-
puted as C = XXT, where T indicates the matrix transpose1. The diagonalization of
C yields a set of real eigenvalues λi and eigenvectors Ui corresponding to the singular








i , with the left-singular vec-




and Zhigljavsky, 2013). The eigenvalues are equal to the Frobenius norm2 of their
respective Xi, a generalization of the variance indicating the contribution of each
component.
For a single component associated with eigenvector Ui, the component trajectory
matrix is given by Xi = UiU
T
i X. To reconstruct an estimate of the time series asso-
ciated with a given component the respective trajectory matrix is averaged along the
anti-diagonals, such that entries across columns corresponding to the same point in
time are averaged together. This procedure is linear, and guarantees that the trajec-
tory matrix of the reconstruction is closest (in Frobenius norm) to that of the original
trajectory matrix (Vautard et al., 1992). By linearity, the sum of reconstructed tra-
jectory matrices is equal to the reconstruction of their sum.
Explicitly, a reconstruction xt can be built from elements of the trajectory matrix
1C can be normalized to yield a true estimate of the time series covariance, but this is not
necessary here.






X with elements xij with the following prescription from Golyandina and Zhigljavsky
(2013). Let the initial time series have length N and the SSA decomposition per-
formed with window length L, and define K = N − L + 1 (therefore, the dimension
of X is L ×K). Set L∗ = min(L,K), K∗ = max(L,K). Let x∗ij = xij if L < K and
x∗ij = xji otherwise













∗ ≤ t ≤ K∗
1




∗ < t ≤ N.
(5.2)
SSA is able to characterize a broad family of variability patterns, including pure
sinusoids. For a signal of rank4 r, the SVD components yield a linear recurrence





In general, the family of functions described by Equation 5.3 includes sinusoids, expo-
nentials, polynomials, and products of those functions (see, for example, Figure 5.7).
For sinusoids and exponentially modulated sinusoids, the signal rank is 2, meaning
they can be exactly represented by a pair of eigenvalues and eigenvectors. Non-
deterministic (i.e. stochastic) processes have infinite rank, meaning the entire set of
eigenvalues and eigenvectors is required to exactly represent such processes. This is
analogous to the continuous Fourier spectrum these processes display, as opposed to
a discrete, deterministic line spectrum.
If a strong (possibly modulated) sinusoidal component is present in xt, its SSA
3By restricting L to be less than or equal to (N + 1)/2 we force the condition L < K, but we
include the other case for completeness
4Equal to the number of nonzero eigenvalues of the signal trajectory matrix.
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decomposition will produce a pair of nearly-equal eigenvalues, with their eigenvec-
tors resembling the periodic signal and differing in phase by π/2 (Golyandina and
Zhigljavsky, 2013). This gives a heuristic method for identifying possible periodic
components. Once a component pair has been identified, the frequency can be esti-
mated under a parametric model. A pair of basis vectors (a,b) describe an amplitude
modulated sinusoid when an = c(n) sin(ωn+ φ), bn = c(n) cos(ωn+ φ), where c(n) is
a non-negative envelope function. This orthogonal pair rotates with frequency ω, and
therefore the angle between the vectors with components (ai, bi) and (ai+1, bi+1) will
be approximately ω = 2π/T . Therefore, from a pair of basis vectors one can estimate
the period from the ensemble of L− 1 angle increments. In this study, we adopt the
median and median absolute deviation as robust estimators of the central tendency
and spread.
A complication in the interpretation of a given SSA decomposition comes from the
effect of variance compression. In short, the design of PCA to fit the most variance
into the fewest components can redistribute the variance of a “real” signal—typically,
lower amplitude noise components tend to lose variance while higher amplitude com-
ponents (signal or noise) gain variance. While the significance testing procedure
described below is designed to sidestep this issue, it still must be considered when in-
terpreting the reconstructed components and their amplitudes. Variance compression
is impossible to analytically reverse in all but the simplest cases, though at least one
method to mitigate it in multi-dimensional datasets can be found in the literature
(Groth and Ghil, 2011).
Finally, the SVD can have difficulty uniquely separating components which have
either similar eigenvalues or similar frequencies (but not both). In this case, the com-
ponents are called mixed and the eigenvectors returned will be a linear combination of
the true eigenvectors. In this instance, it is sometimes fruitful to augment the SVD
with a procedure of independent component analysis (ICA) applied to the mixed
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Figure 5.1: (Left) Eigenvalue spectrum of the logarithmized Fermi light curve of 4C
+01.02. (Right) First 9 eigenvectors of the light curve.
components. A procedure for unmixing the eigenvectors with ICA can be found in
Golyandina and Zhigljavsky (2013), and the corresponding eigenvalues are found by
projecting the original eigenvalues onto the new vectors, given by the diagonal entries
of the matrix UT∗CU∗, where U∗ is the matrix of unmixed eigenvectors.
5.2 SSA Example: 4C +01.02
To make this procedure clearer, we now proceed to perform an SSA decomposition
on one of the logarithmized light curves in our sample, from the quasar 4C +01.02.
Figure 5.1 shows the first 25 eigenvalues and the first 9 eigenvectors.
We note that the eigenvalues of components 6 and 7 appear similar, and their
eigenvectors have very similar forms, which indicates a possible periodic pair. Eigen-
vectors 8 and 9 also appear to have similar forms, though it is unclear if their eigen-
values are nearly equal. We now investigate several pairings of eigenvectors, to see if
they show similar frequencies, plotted in Figure 5.2.
We notice that the vectors 6 and 7 show a symmetric spiral shape, indicating they
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Figure 5.2: Several pairs of eigenvectors plotted against each other.
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Figure 5.3: Weighted correlation matrix for the first 25 reconstructed SSA components
of our sample light curve.
spiral shape, there are sharp differences in the amplitude profile of the two vectors
which raise further doubts about their pairing. The grouping of vectors 2 and 3, as
well as 4 and 5, do not appear to suggest symmetric rotation, though there are few
cycles with which to evaluate this.
Next, to investigate further the potential pairing and identify any component mix-
ing, we compute the weighted correlation matrix from the individually reconstructed
components, using the prescription from Golyandina and Zhigljavsky (2013). The
values of this matrix for the first 25 components are shown in Figure 5.3.
We note that there is significant mixing between components 2–5, while compo-
nents 6 and 7 have high correlation with each other, strengthening the case that they
form a periodic pair. While these vectors also show slight correlation with compo-
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Figure 5.4: (Left) Unmixed eigenvalue spectrum of the logarithmized Fermi light
curve of 4C +01.02. (Right) First 9 unmixed eigenvectors of the light curve.
nents 14 and 15, it is sufficiently negligible for our purposes. Components 8 and 9
show fairly strong correlation with each other, but not as strong as components 6 and
7. While they show negligible mixing with other components, this is further evidence
they are not strong candidates for a periodic pairing. For simplicity, we will now
focus primarily on components 1–7.
We perform the procedure of ICA unmixing described in Golyandina and Zhigl-
javsky (2013) on the eigenvectors 2–5, and reproduce the previous analysis in Fig-
ures 5.4–5.6.
We see from Figure 5.6 that ICA has strongly reduced the mixing between com-
ponents 2–5. Looking at the diagnostic figures, there does not seem to be strong
evidence for a periodic pairing between components 2 and 3. Components 4 and 5
show somewhat stronger evidence for pairing, so we will conclude that they form a
potential pair. Components 6 and 7 show fairly strong evidence for pairing, so we
also conclude that they form a potential pair. Assuming these are paired as such,
we plot the data along with the cumulative sum of these components—as well as the
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Figure 5.5: Several pairs of unmixed eigenvectors plotted against each other.
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Figure 5.6: Weighted correlation matrix for the unmixed reconstructed SSA compo-
nents of our sample light curve.
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Figure 5.7: (Top) Original data with cumulative components plotted over it, grouped
together if part of a periodic pair. (Bottom) Individual components excluding the
first, grouped together if part of a periodic pair.
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While this exercise is useful in identifying potential periodicities, we must adopt
a method of significance testing in order to conclude whether these apparent period-
icities are significant.
5.3 Significance Testing
In designing our test, we wish to answer the question of whether blazar light curves
show evidence for periodic variability compared to an aperiodic null model. For a
given source, we do not identify ahead of time a component of interest, but rather
seek to assess whether there are any components with unusually high power under
the null model that appear as part of a periodic pair of basis vectors. For this, we set
a threshold that must be met—we report any components which appear significant
at the 99% level, before accounting for multiple trials.
In a finite series of random noise, it is quite likely that an apparent periodicity
will appear, manifesting in the traditional Fourier domain (Vaughan et al., 2016) or
as a periodic pair of SSA eigenvectors (Allen and Robertson, 1996). Thus, alone its
apparent presence is insufficient to conclude there is a periodic signal and a method
of significance testing must be applied. There are several approaches to designing
a significance test for SSA components, each with different strengths. We use an
adaptation of the significance test laid out in section 5b of Allen and Smith (1996).
The main feature of this test is that it constructs a basis for the null hypothesis and
projects the data into it. Thus, it is well-designed for blind periodicity searches, and
by projecting the data covariance into the null basis eliminates the effect of variance
compression. The main drawbacks are that the identified components are in the null
basis, and may not correspond to a periodic pair in the original basis. The former
issue is addressed by looking at the correlation between the original basis vectors and
the null basis vectors to find the component responsible for the excess, and the latter
is addressed by checking whether the identified components in the data basis are part
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of a periodic pair. In our study, a single significant component appeared in a single
source (Mkn 501) which was not associated with a periodic pair, and seemed to be
associated with a particularly strong drift in the time series.
A summary of the procedure is as follows:
1. Fit an aperiodic null model to the light curve data
2. Generate surrogate light curves under the null model and compute their indi-
vidual covariance matrices5
3. Obtain a null basis by diagonalizing the average of the surrogate covariance
matrices
4. Project the surrogate covariance matrices into the null basis, obtaining their
projected eigenvalue distributions
5. Project the original data covariance matrix into the null basis and compare to
the surrogate distributions
6. Identify projected eigenvalues above the chosen significance threshold
7. Examine the overlap between data and null basis vectors to associate eigenvec-
tors in the data basis with the components identified in the null basis
8. Reconstruct a signal estimate in the data basis
For each source, 105 surrogates are computed from permutations of the fit residuals
filtered in the time domain under the fractional AR(1) model calculated in Chapter 4.
This is consistent with the assumptions of the maximum likelihood estimator, and
guarantees that on average the sample variance of the surrogates matches that of
the original series while avoiding the necessity of assuming an explicit form of the
distribution of the series innovations. Finally, the sample mean of the data is added,







































Figure 5.8: Fraction of variance of SSA components reconstructed in null basis for
PG 1553+113. Red line shows the cumulative variance, blue dashed line shows the
1% variance threshold used for this study.
resulting in surrogates that have mean values distributed about the mean of the
original data.
For each light curve investigated, several hundred eigenvectors and eigenvalues
are computed. In such an ensemble, it is likely that a handful of the projected data
eigenvalues are unusually high by chance alone. For this reason, we limit the analysis
to components which contribute at least 1% of the variance of the original data
reconstructed in the null basis (e.g. Figure 5.8). With this restriction, we compute a
trial-corrected global significance as
σglobal = (σlocal)
n, (5.4)
where n is the number of components which meet the 1% variance threshold.
Once a significant component has been identified, we need to examine the original
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Figure 5.9: Entries of the matrix of correlations between the data basis and average
basis for the significance test performed on the light curve of PG 1553+113.
basis to find the component associated with the significant feature. Let Ud be the
data basis vectors and Ur be the average basis vectors. To compare the eigenvectors
of these bases, we compute the matrix of correlations as the squared entries of UTr Ud.
The rows and columns of this matrix sum to unity, and the ijth entry indicates the
similarity between U ir and U
j
d . A plot showing the correlations for the test performed
on the light curve of PG 1553+113 is show in Figure 5.9—eigenvector 5 in the average




Of the sources examined, eight showed periodic components which met the variance
and local significance thresholds set, listed in Table 5.2. When component mixing
occurred to a strong degree, ICA was used to separate the vectors. The method
of angle increments described above was used to estimate the period from the data
basis vectors, and the reconstructed components used to find the percent of total
variance accounted for by the periodicity. These percentages are almost certainly
biased upwards from the effect of variance compression. Further, all calculations are
done on the logarithmically transformed light curves, and will not reflect the variance
fraction in the untransformed data.
After correcting for multiple trials three sources showed significant periodicities at
>2σ, PG 1553+113 (Figure 5.10), PKS 2155-304 (Figure 5.11), and TXS 0518+211
(Figure 5.12). For these sources there was a component with a period in the source
rest frame, computed as Trest = T/(1 + z), on the order of 2–3 years. In both
PG 1553+113 PKS 2155-304, there was an additional component with a rest frame
period of one to two months. Five other sources showed periodicities with significance
meeting our local threshold, but did not exceed 2σ after trial correction.
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Source T (days) Trest (days) Percent Variance σlocal σglobal
PG 1553 +113 793± 178 583± 131 14.2 99.825 (2.9σ) 97.577 (2.0σ)
48± 6 35± 4 2.2 99.972 (3.5σ) 99.609 (2.7σ)
Mkn 421 289± 46 280± 45 8.7 99.494 (2.6σ) 90.352 (1.3σ)
CTA 102 404± 56 198± 27 7.3 99.104 (2.4σ) 91.393 (1.4σ)
PKS 0447-439 475± 111 394± 92 7.4 99.194 (2.4σ) 90.014 (1.3σ)
PKS 1424+240 567± 90 353± 56 6.8 99.478 (2.6σ) 94.901 (1.6σ)
PKS 2155-304 607± 68 544± 61 19.1 99.428 (2.5σ) 90.709 (1.3σ)
74± 12 66± 11 2.4 99.853 (3.0σ) 97.530 (2.0σ)
S5 0716+71 1084± 129 962± 114 25.5 99.145 (2.4σ) 87.915 (1.2σ)
348± 36 309± 32 8.1 99.310 (2.5σ) 90.135 (1.3σ)
62± 3 55± 3 2.0 99.709 (2.8σ) 95.723 (1.7σ)
TXS 0518+211 1050± 159 948± 144 25.0 99.927 (3.2σ) 99.200 (2.4σ)
Table 5.2: Sources found to have periodic components meeting our threshold, with periods
shown in both the observer frame and the rest frame of the source (computed from redshift
values listed in Table 4.1).
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Figure 5.10: (Left) Logarithmized light curve with reconstructed components. Dashed line shows low-frequency drift component
for visualization, solid lines show periodic components added to drift. (Right) Significance plot for SSA components in average
basis. Red line shows eigenvalues for flux data, black line shows median eigenvalues of surrogates, circles indicate components
which meet the 1% variance threshold. Dashed line shows 99% local significance level, grey bands show 68%, 95%, 99.7%,
99.98%, and 99.998% confidence intervals. Components with index 79 and 80 represent the Fermi precession period.
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Figure 5.11: See Figure 5.10100












































Figure 5.12: See Figure 5.10
Table 5.3: Selection of periods and significances claimed for Fermi blazars within our sample. Significances given as standard
deviations of a standard normal distribution, as described in Appendix F. Final columns show results of SSA periodicity test
performed in this study.





PG 1553+113 796± 11 >2.3σ Not Given Tavani et al. (2018) 2.9σ 2.0σ
798 >3.1σ Not Given Prokhorov and Moraghan (2017)
811.9± 58.4 3.8σ 2.2σ Benkhali et al. (2020)
Continued on next page
101
Table 5.3 – continued from previous page





804± 37 >4σ Not Given Peñil et al. (2020)
S5 0716+71 346 3.1σ Not Given Prokhorov and Moraghan (2017) 2.5σ 1.3σ
346± 23 3.4σ 3.4σ Bhatta and Dhital (2020)
950± 146 Not Given 2.3σ fei Zhang et al. (2020) 2.4σ 1.2σ
PKS 2155-304 644 2.9σ Not Given Prokhorov and Moraghan (2017) 2.5σ 1.3σ
650 4.8σ Not Given Sandrinelli et al. (2014b)
642± 59 &2.7σ Not Given Sandrinelli et al. (2016a)
635± 47 4.9σ Not Given Zhang et al. (2017c)
626.7± 35.6 3.2σ 0.8σ Benkhali et al. (2020)
610± 51 4.4σ 4.2σ Bhatta and Dhital (2020)
621± 37 >3.5σ Not Given Peñil et al. (2020)
61± 1 &2.3σ Not Given Sandrinelli et al. (2016a) 0.7σ −2.5σ
52± 1 &2.3σ Not Given Sandrinelli et al. (2016a) 1.0σ −1.7σ
BL Lac 698 2.4σ Not Given Prokhorov and Moraghan (2017) 1.5σ 0.0σ
Continued on next page
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680± 35 2.7σ <2.7σ Sandrinelli et al. (2017)
B2 1520+31 70.8+1.83−0.73 >1.6σ Not Given Gupta et al. (2019) 2.2σ 1.3σ
39.33+0.54−0.56 >1.6σ Not Given Gupta et al. (2019) 1.4σ 0.2σ
3C 279 39± 1 &2.7σ Not Given Sandrinelli et al. (2016a) 3.0σ 2.0σ
24± 1 &2.7σ Not Given Sandrinelli et al. (2016a) 0.5σ −2.8σ
PKS 0426-380 1222± 248 3.6σ Not Given Zhang et al. (2017b) 0.9σ −1.9σ
1225.8± 146.9 2.4σ 0.2σ Benkhali et al. (2020)
Mkn 421 285± 27 3.7σ 3.4σ Bhatta and Dhital (2020) 2.6σ 1.3σ
PKS B1424-418 353± 21 3.5σ 3.3σ Bhatta and Dhital (2020) 1.6σ −0.1σ
PKS 1510-089 115± 5 &2.3σ Not Given Sandrinelli et al. (2016a) 1.4σ −1.1σ
PKS 0447-439 935.4± 81.0 3.0σ 1.3σ Benkhali et al. (2020) −0.8σ −6.2σ
PKS 0537-441 280± 39 2.7σ Not Given Sandrinelli et al. (2016b) −0.3σ −4.6σ
TXS 0518+211 1132± 146 Not Given 2.1σ fei Zhang et al. (2020) 3.2σ 2.4σ
1059± 37 >3σ Not Given Peñil et al. (2020)
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Finally, we examined other claims of periodic flux variability in the Fermi band
found in the literature for sources that fell within our sample, with the results sum-
marized in Table 5.3. For a given source, the periodogram of the null basis vectors
was examined for components with peaks near the claimed period, and the most
significant component used to evaluate the local and global significances. Global sig-
nificances were calculated using the number of components meeting our 1% threshold,
or that number plus one if the component in question did not meet this threshold.
We find that while some of the claims are plausible, others are not. To our
knowledge, all of the claims listed were tested on untransformed light curves, which
increases the possibility of false-positives from periodogram bias caused by short
periods of extremely high luminosity. Further, many authors did not perform trial
corrections, making it difficult to interpret the significance of their results. Finally,
one report claimed a periodicity of 52 days in the flux of PKS 2155-304; we report the
result of our significance test for this, but caution that it’s very close to the 53.4 day
orbital precession of the Fermi instrument6 which can leak into the fluxes, especially
during low-flux periods when few counts are collected.
It is worth noting that the more plausible periodicities identified in these sources
also tend to fall into the timescales of ∼1–3 years or ∼1–2 months. Continued ob-
servation by the LAT may improve assessments of their significances, although the
inherently noisy properties of blazar light curves will likely require many more years
of data to see through.
5.5 Physical Interpretation
As discussed in Chapter 3, there are numerous mechanisms that could lead to periodic
flux variability on timescales on the order of months and years. While many expla-
nations of year-like flux periodicities invoke the presence of a secondary SMBH in a
6https://fermi.gsfc.nasa.gov/ssc/data/analysis/LAT caveats temporal.html
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binary orbit with the primary, this explanation requires some interrogation. From








where M is the mass of the primary black hole, m is the mass of the secondary black
hole, and r0 is the initial radius of the orbit. The Keplerian period of two large masses









For primary masses between 108M and 10
9M, secondary masses between 0.01–
0.1M , and year-long orbital periods, these equations predict decay timescales between
103 and 105 years. The active timescales of AGN have been estimated to range from
105–109 years (Schawinski et al., 2015; Turner and Shabala, 2015), and so the decay
timescales from our simple model could represent anything from tiny fraction of the
active lifetime to a substantial majority of it. It is also possible that SMBH binaries
are responsible for triggering the accretion and outflows characterizing blazars (see
Komossa (2006) and references therein). In this scenario, older binaries with close
orbits, low mass accretion, and short orbital periods would lead to BL Lac behavior,
while young binaries with wider orbits, higher accretion rates, and longer periods
would lead to FSRQ behavior. In the sources we have identified, all but one (CTA
102) are BL Lacs, which is consistent with this scenario.
Mechanisms for year-like periodicities involving binary black hole systems include
jet deflection (Tavani et al., 2018), tidally enhanced accretion flow (Sillanpaa et al.,
1988), accretion disk penetration by the secondary SMBH (Lehto and Valtonen, 1996),
disk precession (Katz, 1997; Rieger, 2004), and imprinting of the orbital motion on
the jet trajectory (Sobacchi et al., 2016). While there is some suggestion of additional
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peaks on either side of the primary oscillation maximum in PG 1553+113 (Tavani
et al., 2018), this does not appear to be the case in TXS 0518+211, which rules out
the scenarios of disk penetration and jet deflection for that source. Beyond this, it is
difficult to constrain the potential explanations involving binaries from our results.
Explanations for year-like periodicities that do not involve a SMBH binary include
a hotspot in the disk (Bhatta, 2018) and standing acoustic waves induced in the
disk (An et al., 2013; Rubio-Herrera and Lee, 2005). A hotspot could plausibly
explain gamma-ray periodicities—on timescales ranging from days to years—only if
it functioned as the source of IC seed photons. However, in BL Lac sources the IC
seed photons are predominantly the synchrotron photons produced by the jet particles
themselves. While standing waves in the disk present an intriguing possibility, the
theory is invoked to explain the high-state QPOs observed in X-ray binaries and thus
appears to be better suited to powerful quasar sources than BL Lacs.
For periodicities on the timescale of months, possibilities include jet precession
(Rieger, 2004), a helical trajectory of the emitting blobs of plasma in the jet (Ca-
menzind and Krockenberger, 1992b), or a disk hotspot in close orbit (Bednarek and
Protheroe, 1997). Jet precession involves a second black hole in binary orbit, and
serves as a plausible explanation. Helical jet trajectories create periodicities with pe-
riods that significantly lengthen over several cycles as the jet expands—this behavior
may be possible to identify using wavelet methods, though we are not aware of a




6.1 Gamma-Ray Blazar Flux Variability
While the blazar sequence (Fossati et al., 1998; Ghisellini et al., 1998) currently
provides the clearest framework of the quantitative differences between blazar sources
and their evolution, it is a description rooted entirely in differences in the energy
spectra between source classes. There are clear differences in the variability properties
of blazar fluxes, but questions of their connection to the picture drawn by the blazar
sequence are relatively unexplored in the literature. The study presented in Chapter 5
of this thesis attempts to test the validity of the blazar sequence scenario in the time
domain. The GeV fluxes of BL Lacs, being produced by medium-energy electrons
with relatively high number density, showed steadier behavior with variability defined
by flares with relatively small amplitude and long dynamic timescales, on the order
of months. In contrast, the GeV fluxes of FSRQs, produced by the high-energy tail
of the electron population, showed rapid, large-amplitude flares. In addition, FSRQs
showed long periods characterized by low fluxes and quiescent activity, lasting several
months to years. The spectral properties of BL Lacs show a transition, where high-
luminosity BL Lacs progressively approach the high Compton dominance and lower-
energy synchrotron peak characteristic of FSRQs. Similar behavior is seen in the
time domain, where higher luminosity BL Lacs with flatter gamma-ray spectra show
variability properties partway between typical BL Lac and FSRQ behavior, matching
the predictions of the blazar sequence. However, we also find that distant (z > 1),
high-luminosity FSRQs tend to show flux variability properties that are intermediate
between typical BL Lac and FSRQ behavior. Further research will be needed both
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to look more closely at the observational properties of these sources and to develop a
stronger theoretical understanding for their similarities.
6.2 Blazar Flux Periodicities
In the past five years, more than a hundred claims of flux periodicities in blazar
sources have been published in the literature. Many published reports focus on a
small handful of sources at most, making it challenging to assess the significance of
the results, as well as their physical interpretation, in terms of broader trends in
the blazar population. Exacerbating this problem further is the lack of a standard
methodology for identifying or testing the significance of such periodicities. Many of
the most commonly used tools suffer modes of failure that greatly increase the risk
of false positive results. In our study we developed a rigorous, unbiased, and trial-
corrected method for identifying, characterizing, and testing the significance of flux
periodicities, and applied it to a flux-limited sample of 28 bright blazars. We aimed
to assess whether such periodicities are common, and if so whether there are any
clear patterns in their manifestation. We found that no sources in our sample showed
GeV flux periodicities with high significance, though there were strong hints of peri-
odic behavior for two sources. More broadly, a moderate number of sources—almost
entirely BL Lacs—showed weaker hints of periodic behavior on yearly timescales.
The Fermi LAT continues to operate, and will likely collect all-sky data for several
more years. If these periodic signals are real, this data may help increase their
significance. However, given that the strongest periodicities in blazar fluxes would
likely occur over many years, and that testing low-frequency periodic variability in
data dominated by stochastic red noise is inherently difficult, it may be the case
that this result is the strongest one can achieve using classical tools of statistical
significance testing.
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6.3 Avenues for Future Research
The clearest next step for following up on our study would be to extend the number of
sources to be analyzed to make an even more robust characterization of the differences
in flux variability among blazar source classes and search for additional evidence for
periodicities with year-long timescales in more sources. There are perhaps a few
tens of blazars in the Fermi catalog that have lower fluxes than the sources in our
sample but for which light curves binned into weekly intervals could be extracted
without the number of missing flux points or level of instrument noise compromising
the robustness of the results. However, we must note that by using weekly bins we are
already losing access to relevant dynamical timescales in the high-frequency domain.
Using finer binning would resolve this, but fewer light curves would have high enough
signal-to-noise for the interesting features to show. With a focus on finding years-long
periodicities in a larger sample of sources, extracting light curves with wider time bins
remains a promising prospect.
Expanding the data to include light curves from other instruments may also be
helpful, though no other telescope can currently match the number of sources or
length of regular observations produced by the Fermi LAT. Time series methods
developed to analyze data with wide gaps in coverage may be used to compensate
for the sparser coverage provided by other instruments—Gaussian time series models
with well-defined theoretical covariance functions are easily fit to such data using
Kalman filters (e.g. Kelly et al. (2014)), and models defined by stochastic differential
equations are also generally more adaptable to missing observations (e.g. Tavecchio
et al. (2020)). However, it would be challenging to compile a consistent set of compa-
rable light curves from various instruments on a large sample of sources, and blazar
data from lower energy wavebands sample the synchrotron emission instead of the IC
emission. TeV data from ground-based instruments such as VERITAS provides short
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duration light-curves for BL Lacs that can be extracted with very high signal-to-noise
during rare, short flares from a handful of bright sources. Quasars, however, are not
luminous at such high energies.
Finally, rapid advances in machine learning have created new possibilities for
analyzing large astrophysical datasets. Some of these have already been applied to
Fermi blazars for classification of unknown sources (e.g. Kovačević et al. (2020),
Xiao et al. (2020), Xu et al. (2020)), and the use of long-term short-memory neural
networks for forecasting and prediction that have proven powerful in the context
of sentence completion (Park and Park, 2020) may aid in predicting blazar flares in
order to coordinate observations with pointed telescopes that have small fields of view,
such as X-ray telescopes or ground-based gamma-ray observatories. With research
methods continuing to develop and telescopes continuing to expand data collections,





FERMI BLAZAR LIGHT CURVES
Shown below are the light curves for the sources in our study, shown in both their
original scale as well as with the logarithmic transformation used in the variability
and periodicity studies performed in Chapters 4 and 5. Red points indicate missing
values due to low instrument exposure, which have been imputed using the procedure
described in Chapter 4. Blue points indicate time bins with sufficient exposure which
contained no photon counts—in these bins, a single count was added.
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CLAIMS OF PERIODIC VARIABILITY IN BLAZARS
This appendix lists the claims of highly significant periodic variability in blazars that
could be found in the literature as of this publication. It is possible some were missed,
so this should not be taken to be comprehensive. All periods and uncertainties were
converted into years, with precision kept out to the level of precision of the initial
claim. Significances are reported as they appear in the original citation. Tests are
defined briefly in Table B.1.
Table B.1: Table of acronyms for significance tests of periodic variability. Details
of application for these tests can vary by publication, and citations in this table are
merely to define the broad method.
Acronym Test Citation
LSP Lomb-Scargle Periodogram VanderPlas (2018)
Wavelet Wavelet Periodogram Ge (2007)
WWZ Wavelet Weighted Z-Transform Foster (1996)
PDM Phase Dispersion Minimization Stellingwerf (1978)
DC-DFT Date-Compensated Discrete Fourier Transform Ferraz-Mello (1981)
ZDCF Z-Transformed Discrete Correlation Function Alexander (2013)
mhAoV pgram Multi-Harmonic AoV Periodogram Schwarzenberg-Czerny (1996)
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Table B.2: A selection of claims of periodic flux variability in blazar sources. Only claims with significance values above 99%
(∼2.3σ) are included, the form of the significance reported is kept as published. Unless marked with †, then significance should
be understood as not having been trial corrected.
Source Band Period (years) Significance Test Citation
PKS 2155-304 0.3–10 KeV 5.29× 10−4 ± .24× 10−4 >99.73† mhAoV pgram Lachowicz et al. (2009)
W2R 1926+42 430-890 nm 2.49× 10−2 >99.9 Wavelet Mohan et al. (2015)
PKS 0219-165 16 GHz 1.506± 0.115 >99.5† LSP Bhatta (2018)
PKS 0219-166 17 GHz 0.739± 0.071 99.6† LSP Bhatta (2019)
S5 0716+714 I-band optical 1.20× 10−4 >99† LSP Hong et al. (2017)
Mrk 501 10 MeV–300 GeV 0.909± 0.076 99.1† LSP Bhatta (2019)
PKS 2247-131 100 MeV–300 GeV 0.0945± 0.0041 4.6σ† LSP Zhou et al. (2018)
3C 66A R-band optical 2.98± 0.14 3σ–5σ ZDCF Otero-Santos et al. (2020)
3C 66A R-band optical 3.14± 0.24 4σ LSP Otero-Santos et al. (2020)
3C 66A R-band optical 2.28± 0.15 >3σ LSP Otero-Santos et al. (2020)
3C 66A R-band optical 2.92± 0.79 4σ WWZ Otero-Santos et al. (2020)
3C 66A V-band optical 2.28± 0.47 3σ WWZ Otero-Santos et al. (2020)
Continued on next page
142
Table B.2 – continued from previous page
Source Band Period (years) Significance Test Citation
4C +38.41 R-band optical 1.80± 0.04 2σ–5σ ZDCF Otero-Santos et al. (2020)
4C +38.41 R-band optical 1.80± 0.10 >4σ LSP Otero-Santos et al. (2020)
4C +38.41 R-band optical 1.89± 0.47 4σ WWZ Otero-Santos et al. (2020)
4C +38.41 V-band optical 1.91± 0.05 2σ–5σ ZDCF Otero-Santos et al. (2020)
4C +38.41 V-band optical 1.85± 0.17 >4σ LSP Otero-Santos et al. (2020)
4C +38.41 V-band optical 1.93± 0.40 >5σ WWZ Otero-Santos et al. (2020)
4C +38.41 Polarized R-band 1.79± 0.06 2σ–4σ ZDCF Otero-Santos et al. (2020)
4C +38.41 Polarized R-band 1.81± 0.12 >4σ LSP Otero-Santos et al. (2020)
4C +38.41 Polarized R-band 1.92± 0.57 >4σ WWZ Otero-Santos et al. (2020)
4C +38.41 100 MeV–300 GeV 1.58± 0.07 3σ–4σ ZDCF Otero-Santos et al. (2020)
PG 1553+113 100 MeV–300 GeV 2.2 >99 Wavelet Tavani et al. (2018)
B2 1520+31 100 MeV–300 GeV 0.19556+0.00140−0.00112 >99.73 WWZ Gupta et al. (2019)
B2 1520+31 100 MeV–300 GeV 0.48890+0.01711−0.00857 >99.73 WWZ Gupta et al. (2019)
S5 0716+714 R-band optical 3.348 1− 3.08× 10−7 LSP Raiteri et al. (2003)
Continued on next page
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S5 0716+714 15 GHz 11.198 >99.999 LSP Raiteri et al. (2003)
S5 0716+714 15 GHz 6.483 >99.999 LSP Raiteri et al. (2003)
S5 0716+714 15 GHz 2.021 >99.999 LSP Raiteri et al. (2003)
S5 0716+714 15 GHz 1.840 >99.999 LSP Raiteri et al. (2003)
S5 0716+714 5 GHz 5.952 >99.999 LSP Raiteri et al. (2003)
3C 273 0.75-10KeV 1.05× 10−4 >99.979 Wavelet Espaillat et al. (2008)
S5 0716+714 V-band optical 4.668× 10−5 99 Wavelet Gupta et al. (2008)
S5 0716+714 R-band optical 1.022× 10−4 >99 Wavelet Gupta et al. (2008)
S5 0716+714 R-band optical 1.362× 10−4 >99 Wavelet Gupta et al. (2008)
S5 0716+714 R-band optical 5.989× 10−5 >99 Wavelet Gupta et al. (2008)
S5 0716+714 R-band optical 1.388× 10−4 99.5 Wavelet Gupta et al. (2008)
PKS 2155-304 V-band optical 0.837 >1− 5× 10−7 LSP Sandrinelli et al. (2014b)
PKS 2155-304 R-band optical 0.846 >1− 5× 10−7 LSP Sandrinelli et al. (2014b)
PKS 2155-304 I-band optical 0.862 >1− 5× 10−7 LSP Sandrinelli et al. (2014b)
Continued on next page
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PKS 2155-304 J-band optical 0.868 >1− 5× 10−7 LSP Sandrinelli et al. (2014b)
PKS 2155-304 H-band optical 0.860 >1− 5× 10−7 LSP Sandrinelli et al. (2014b)
PKS 2155-304 K-band optical 0.871 >1− 5× 10−7 LSP Sandrinelli et al. (2014b)
PKS 2155-304 100 MeV–300 GeV 1.780 1− 8.4× 10−7 LSP Sandrinelli et al. (2014b)
PKS 2155-304 300 MeV–1 GeV 1.711 1− 1.4× 10−7 LSP Sandrinelli et al. (2014b)
PKS 2155-304 V-band optical 0.846 >1− 1× 10−6 DC-DFT Sandrinelli et al. (2014b)
PKS 2155-304 R-band optical 0.860 >1− 1× 10−6 DC-DFT Sandrinelli et al. (2014b)
PKS 2155-304 I-band optical 0.865 >1− 1× 10−6 DC-DFT Sandrinelli et al. (2014b)
PKS 2155-304 J-band optical 0.865 >1− 1× 10−6 DC-DFT Sandrinelli et al. (2014b)
PKS 2155-304 H-band optical 0.873 >1− 1× 10−6 DC-DFT Sandrinelli et al. (2014b)
PKS 2155-304 K-band optical 0.868 >1− 1× 10−6 DC-DFT Sandrinelli et al. (2014b)
PKS 2155-304 100 MeV–300 GeV 1.804 1− 1.6× 10−5 DC-DFT Sandrinelli et al. (2014b)
PKS 2155-304 300 MeV–1 GeV 1.700 1− 5.7× 10−5 DC-DFT Sandrinelli et al. (2014b)
PKS 0537-441 100 MeV–300 GeV 0.767 >99 LSP Sandrinelli et al. (2016b)
Continued on next page
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PKS 0537-441 R-band optical 0.405 >99 LSP Sandrinelli et al. (2016b)
PKS 0537-441 R-band optical 0.411± 0.014 99 LSP Sandrinelli et al. (2016a)
PKS 0537-441 R-band optical 0.186± 0.003 99 LSP Sandrinelli et al. (2016a)
PKS 0537-441 R-band optical 0.167± 0.003 99 LSP Sandrinelli et al. (2016a)
PKS 0537-441 R-band optical 0.159± 0.003 99 LSP Sandrinelli et al. (2016a)
PKS 0537-441 J-band optical 0.419± 0.008 99 LSP Sandrinelli et al. (2016a)
PKS 0537-441 J-band optical 0.186± 0.003 99 LSP Sandrinelli et al. (2016a)
PKS 0537-441 J-band optical 0.175± 0.003 99 LSP Sandrinelli et al. (2016a)
PKS 0537-441 J-band optical 0.167± 0.003 99.7 LSP Sandrinelli et al. (2016a)
PKS 0537-441 J-band optical 0.145± 0.003 99 LSP Sandrinelli et al. (2016a)
PKS 0537-441 K-band optical 0.186± 0.003 99.7 LSP Sandrinelli et al. (2016a)
PKS 0537-441 K-band optical 0.167± 0.003 99.7 LSP Sandrinelli et al. (2016a)
PKS 0537-441 K-band optical 0.145± 0.003 99.7 LSP Sandrinelli et al. (2016a)
OJ 287 100 MeV–300 GeV 1.128± 0.068 99 LSP Sandrinelli et al. (2016a)
Continued on next page
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OJ 287 V-band optical 1.191± 0.066 99.7 LSP Sandrinelli et al. (2016a)
OJ 287 R-band optical 1.194± 0.074 99 LSP Sandrinelli et al. (2016a)
OJ 287 J-band optical 1.194± 0.068 99.7 LSP Sandrinelli et al. (2016a)
OJ 287 J-band optical 0.830± 0.033 99 LSP Sandrinelli et al. (2016a)
OJ 287 K-band optical 1.199± 0.060 99.7 LSP Sandrinelli et al. (2016a)
OJ 287 K-band optical 0.810± 0.027 99.7 LSP Sandrinelli et al. (2016a)
OJ 287 K-band optical 0.556± 0.014 99.7 LSP Sandrinelli et al. (2016a)
3C 279 100 MeV–300 GeV 0.107± 0.003 99.7 LSP Sandrinelli et al. (2016a)
3C 279 100 MeV–300 GeV 0.066± 0.003 99.7 LSP Sandrinelli et al. (2016a)
3C 279 V-band optical 0.701± 0.041 99.7 LSP Sandrinelli et al. (2016a)
3C 279 R-band optical 0.701± 0.033 99 LSP Sandrinelli et al. (2016a)
3C 279 R-band optical 0.194± 0.003 99 LSP Sandrinelli et al. (2016a)
3C 279 R-band optical 0.181± 0.003 99 LSP Sandrinelli et al. (2016a)
3C 279 R-band optical 0.079± 0.003 99 LSP Sandrinelli et al. (2016a)
Continued on next page
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3C 279 R-band optical 0.066± 0.003 99.7 LSP Sandrinelli et al. (2016a)
3C 279 K-band optical 2.549± 0.126 99.7 LSP Sandrinelli et al. (2016a)
3C 279 K-band optical 0.720± 0.014 99.7 LSP Sandrinelli et al. (2016a)
PKS 1510-089 100 MeV–300 GeV 0.315± 0.014 99 LSP Sandrinelli et al. (2016a)
PKS 1510-089 V-band optical 1.342± 0.093 99 LSP Sandrinelli et al. (2016a)
PKS 1510-089 V-band optical 0.890± 0.044 99.7 LSP Sandrinelli et al. (2016a)
PKS 1510-089 R-band optical 1.342± 0.101 99.7 LSP Sandrinelli et al. (2016a)
PKS 1510-089 R-band optical 0.890± 0.036 99 LSP Sandrinelli et al. (2016a)
PKS 1510-089 R-band optical 0.564± 0.025 99.7 LSP Sandrinelli et al. (2016a)
PKS 1510-089 J-band optical 1.298± 0.099 99.7 LSP Sandrinelli et al. (2016a)
PKS 1510-089 J-band optical 0.879± 0.041 99 LSP Sandrinelli et al. (2016a)
PKS 1510-089 J-band optical 0.556± 0.025 99.7 LSP Sandrinelli et al. (2016a)
PKS 1510-089 K-band optical 1.298± 0.093 99.7 LSP Sandrinelli et al. (2016a)
PKS 1510-089 K-band optical 0.879± 0.044 99 LSP Sandrinelli et al. (2016a)
Continued on next page
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PKS 1510-089 K-band optical 0.717± 0.027 99 LSP Sandrinelli et al. (2016a)
PKS 1510-089 K-band optical 0.567± 0.027 99.7 LSP Sandrinelli et al. (2016a)
PKS 2005-489 V-band optical 0.986± 0.120 99 LSP Sandrinelli et al. (2016a)
PKS 2005-489 V-band optical 0.255± 0.005 99.7 LSP Sandrinelli et al. (2016a)
PKS 2005-489 R-band optical 1.897± 0.203 99 LSP Sandrinelli et al. (2016a)
PKS 2005-489 R-band optical 1.043± 0.131 99.7 LSP Sandrinelli et al. (2016a)
PKS 2005-489 R-band optical 0.255± 0.003 99 LSP Sandrinelli et al. (2016a)
PKS 2005-489 J-band optical 1.897± 0.140 99 LSP Sandrinelli et al. (2016a)
PKS 2005-489 J-band optical 1.043± 0.107 99.7 LSP Sandrinelli et al. (2016a)
PKS 2005-489 K-band optical 1.977± 0.129 99 LSP Sandrinelli et al. (2016a)
PKS 2005-489 K-band optical 0.988± 0.077 99 LSP Sandrinelli et al. (2016a)
PKS 2155-304 100 MeV–300 GeV 1.758± 0.162 99.7 LSP Sandrinelli et al. (2016a)
PKS 2155-304 100 MeV–300 GeV 0.167± 0.003 99 LSP Sandrinelli et al. (2016a)
PKS 2155-304 100 MeV–300 GeV 0.142± 0.003 99 LSP Sandrinelli et al. (2016a)
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PKS 2155-304 V-band optical 0.871± 0.038 99 LSP Sandrinelli et al. (2016a)
PKS 2155-304 V-band optical 0.205± 0.003 99.7 LSP Sandrinelli et al. (2016a)
PKS 2155-304 V-band optical 0.175± 0.003 99 LSP Sandrinelli et al. (2016a)
PKS 2155-304 R-band optical 0.871± 0.038 99 LSP Sandrinelli et al. (2016a)
PKS 2155-304 J-band optical 0.849± 0.041 99 LSP Sandrinelli et al. (2016a)
PKS 2155-304 J-band optical 0.208± 0.003 99 LSP Sandrinelli et al. (2016a)
PKS 2155-304 J-band optical 0.172± 0.003 99 LSP Sandrinelli et al. (2016a)
PKS 2155-304 K-band optical 1.240± 0.044 99.7 LSP Sandrinelli et al. (2016a)
PKS 2155-304 K-band optical 0.851± 0.038 99.7 LSP Sandrinelli et al. (2016a)
PKS 2155-304 K-band optical 0.454± 0.005 99.7 LSP Sandrinelli et al. (2016a)
PKS 2155-304 K-band optical 0.413± 0.005 99.7 LSP Sandrinelli et al. (2016a)
PKS 2155-304 K-band optical 0.255± 0.003 99 LSP Sandrinelli et al. (2016a)
PKS 2155-304 K-band optical 0.208± 0.003 99 LSP Sandrinelli et al. (2016a)
PG 1553+113 100 MeV–300 GeV 2.16± 0.08 >99 LSP Ackermann et al. (2015)
Continued on next page
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PKS 0219-164 15 GHz 0.739± 0.071 >99.5† LSP Bhatta (2017)
PKS 0219-164 15 GHz 1.06± 0.115 >99.5† LSP Bhatta (2017)
PKS 0219-164 15 GHz 3.149± 0.430 >99.5† LSP Bhatta (2017)
PG 1302-102 V-band optical 5.158± 0.241 >1−×10−13 LSP Graham et al. (2015)
OJ 287 R-band optical 1.123± 0.104 99.8 LSP Bhatta et al. (2016)
OJ 287 R-band optical 2.160± 0.159 99.3 LSP Bhatta et al. (2016)
OJ 287 R-band optical 1.147± 0.142 99.7 WWZ Bhatta et al. (2016)
OJ 287 R-band optical 2.237± 0.356 99 WWZ Bhatta et al. (2016)
3C 273 V-band optical 10.727± 3.044 >99† LSP Xiong et al. (2017)
PKS 2155-304 100 MeV–500 GeV 1.74± 0.13 4.9σ LSP Zhang et al. (2017c)
PKS 0426-380 100 MeV–500 GeV 3.35± 0.68 3.6σ LSP Zhang et al. (2017b)
PKS 0301-243 100 MeV–500 GeV 2.1± 0.3 5σ† LSP Zhang et al. (2017d)
S5 0716+714 300 MeV–500 GeV 0.947 99.9 LSP Prokhorov and Moraghan (2017)
4C +01.28 300 MeV–500 GeV 1.218 99.1 LSP Prokhorov and Moraghan (2017)
Continued on next page
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PG 1553+113 300 MeV–500 GeV 2.185 >99.9 LSP Prokhorov and Moraghan (2017)
BL Lacertae 300 MeV–500 GeV 1.911 99.1 LSP Prokhorov and Moraghan (2017)
PKS 2052-47 300 MeV–500 GeV 1.744 99.6 LSP Prokhorov and Moraghan (2017)
PKS 2155-304 300 MeV–500 GeV 1.763 99.8 LSP Prokhorov and Moraghan (2017)
PKS 0601-70 100 MeV–500 GeV 1.22± 0.06 3.9σ† LSP fei Zhang et al. (2020)
PKS 0250-225 100 MeV–500 GeV 1.25± 0.05 2.6σ† LSP fei Zhang et al. (2020)
S5 0716+714 100 MeV–500 GeV 2.6± 0.4 2.3σ† LSP fei Zhang et al. (2020)
B2 2234+28 A 100 MeV–500 GeV 1.31± 0.05 2.6σ† LSP fei Zhang et al. (2020)
S5 0716+714 100 MeV–300 GeV 0.947± 0.063 99.96† LSP Bhatta and Dhital (2020)
S5 0716+714 100 MeV–300 GeV 0.956± 0.074 99.980† WWZ Bhatta and Dhital (2020)
Mkn 421 100 MeV–300 GeV 0.780± 0.074 99.97† LSP Bhatta and Dhital (2020)
Mkn 421 100 MeV–300 GeV 0.786± 0.088 99.993† WWZ Bhatta and Dhital (2020)
PKS 2155-304 100 MeV–300 GeV 1.670± 0.140 99.99841† LSP Bhatta and Dhital (2020)
PKS 2155-304 100 MeV–300 GeV 1.689± 0.145 99.9981† WWZ Bhatta and Dhital (2020)
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PKS 1424-418 100 MeV–300 GeV 0.966± 0.057 99.95† LSP Bhatta and Dhital (2020)
PKS 1424-418 100 MeV–300 GeV 0.956± 0.066 99.981† WWZ Bhatta and Dhital (2020)
ON +325 100 MeV–300 GeV 2.973± 0.172 99.9968† LSP Bhatta and Dhital (2020)
ON +325 100 MeV–300 GeV 2.960± 0.183 99.983† WWZ Bhatta and Dhital (2020)
4C +29.45 4.8 GHz 7.5 99.56 PDM Wang et al. (2014)
4C +29.45 4.8 GHz 3.1 99.68 PDM Wang et al. (2014)
4C +29.45 8.0 GHz 0.1282 99.65 PDM Wang et al. (2014)
4C +29.45 8.0 GHz 0.3448 99.72 PDM Wang et al. (2014)
4C +29.45 14.5 GHz 0.0862 99.62 PDM Wang et al. (2014)
4C +29.45 14.5 GHz 0.1333 99.65 PDM Wang et al. (2014)
4C +29.45 14.5 GHz 0.3226 99.41 PDM Wang et al. (2014)
PKS 1730-130 14.5 GHz 5.50 3.3σ WWZ An et al. (2013)
PKS 1730-130 14.5 GHz 1.80 3.1σ WWZ An et al. (2013)
PSO J334.2028+01.4075 G,R,I,Z-Band Optical 1.4834± 0.0419 >1− 1.5× 10−23 LSP Liu et al. (2015)
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PKS 0235+164 8.0 GHz 5.7 >99.9 LSP Raiteri et al. (2001)
PKS 0235+164 8.0 GHz 3.7 >99.9 LSP Raiteri et al. (2001)
PKS 0235+164 8.0 GHz 2.8 >99.9 LSP Raiteri et al. (2001)
PKS 0235+164 8.0 GHz 1.8 >99.9 LSP Raiteri et al. (2001)
PKS 0235+164 14.5 GHz 2.8 >99.9 LSP Raiteri et al. (2001)
PKS 0235+164 14.5 GHz 1.8 >99.9 LSP Raiteri et al. (2001)




In many fields of research, one needs to understand or predict how some variable
evolves over time. The collection of models and methods that address this broad
situation is time series analysis. While formalized techniques for analyzing time-
ordered data have existed for centuries, the field has undergone a rapid expansion
with the introduction of powerful digital computers and stochastic models in the 20th
century.
In the field of physics, stochastic time series models grew out of the study of statis-
tical mechanics. Notions like ergodicity and diffusion processes created the foundation
for the analysis of systems that evolve with a significant contribution from effectively
random processes. While independently investigated by mathematicians as early as
1880 (Lauritzen, 2002), the random walk model gained prominence with Einstein’s
derivation of the model properties to describe thermally driven particle trajectories,
known as Brownian motion. Infinitesimal increments of the random walk process are
now used to describe a vast class of stochastic differential equations to model continu-
ous random processes with diffusion. In this appendix, we will focus on single-variable,
discrete stochastic time series definitions and usages that are relevant to the study of
blazar flux variability.
C.1 A Broad Overview
In general, a time series is a set of observations xt indexed over time t. This in-
cludes both discrete and continuous processes, as well as deterministic and stochastic
processes. For our discussion, we will focus on discrete time series.
Ultimately, the goal of time series analysis is to establish a probabilistic model that
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can be used to draw inferences about the process under study. A notable application
is forecasting, the prediction of future values of a series based on the past. Identifying
and confirming the existence of periodic variation in a series is another common goal,
which is discussed at length in Chapter 3. Further, simply comparing the properties
of a model to physical observables can be useful—it was with this approach that
Einstein studied Brownian motion.
A general definition of a time series model is given in Brockwell and Davis (2016):
A time series model for the observed data {xt} is a specification of the
joint distributions . . . of a sequence of random variables {Xt} of which
{xt} is postulated to be a realization.
A full description of the joint distributions, which give the probabilities of each
Xt to be found below some value given the values of the rest of the Xt, is generally
intractable, and often unnecessary. Gaussian processes can be entirely characterized
by their first- and second-order statistical moments, that is the expected values E[Xt]
and E[XtXt+h], t = 1, 2, . . . , h = 0, 1, 2, . . . , also called the mean and covariance at
lag h, respectively. Higher-order moments can be examined when one suspects non-
Gaussianity in the process—for example, a simple test checks whether the third-order
moments differ significantly from zero (Hinich et al., 2005).
The examination of statistical moments leads to the important concept of a sta-
tionary process. Stationarity is meant to capture the stability of the statistical prop-
erties of the process over time, such that looking at an arbitrary selection of data
one shouldn’t be to tell if it came from an earlier or later time. Following this, one
can define a stationary time series model as one for which the joint distribution of
the random variables {Xt} is identical to that of {Xt+k} for all k. However, this is
a stricter definition than is necessary for much of the work of time series analysis.
We will more often be interested in the first few statistical moments, and take the
definition from Priestley (1981) of m-order stationarity:
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Figure C.1: Left: Time series generated under three different stationary models.
Right: Time series generated under three different non-stationary models.
The process {Xt} is said to be stationary up to order m if, for any
t1, t2, . . . , tm and any k, all the joint moments up to orderm of {Xt1 , Xt2 , . . . , Xtm}
exist, are finite, and equal the corresponding moments up to order m of
{Xt1+k, Xt2+k, . . . , Xtm+k}. Thus,
E[Xm1t1 X
m2
t2 . . . X
mm
tm ] = E[X
m1
t1+k




for any k, and all positive integers m1,m2, . . . ,mm satisfying
∑
imi ≤ m.
Many of the properties of interest of a given time series model depend only on
stationarity out to second order. Thus, unless otherwise specified, we will use the word
stationary to refer to second-order stationarity. For a given series, nonstationarity
can arise several ways, as illustrated in panels (b), (d), and (f) of Figure C.1. While
the series shown in panel (b) is first-order stationary (the mean stays at zero), the
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covariance at fixed lag decreases over time, so it is not second-order stationary. In
panel (d), there is an abrupt shift in the mean and covariance of the series, so it is not
even first order stationary. Finally, in panel (f), we see a first-order stationary process
generated under a model without a well-defined covariance—as the series evolves over
time, we will see arbitrarily large deviations from the mean so that the covariance
increases without bound.
C.2 Linear Time Series Analysis
The majority of the work in the field of time series analysis has historically focused
on linear processes. While insufficient to capture many phenomena of interest, they
form the foundation of more advanced models.
C.2.1 Time Domain Representations
According to Wold’s theorem, any stationary process Xt has a unique representation
as the sum of a deterministic component Yt and a stochastic component, written as





E[εt] = 0, E[εtεt+k] =







In general, we will assume that the deterministic component (including the process
mean) is zero or has been subtracted, such that we are working with a purely non-
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deterministic process. We can compare this to a general linear process, defined as a











Above, IID(0,σ2) means independently, identically distributed with zero mean and
E[ε2t ] = σ
2. We Equation C.2 the moving average representation, and will focus our
attention on causal series, such that ψj = 0 for j < 0. This is a more restrictive rep-
resentation than that of Wold’s theorem, as it requires absolute summability of the
coefficients (which guarantees the summability of their squares), as well as statistical
independence of the εt beyond just a lack of linear correlation. However, as will be
discussed later, a series which has a representation that is not absolutely summable
can sometimes be transformed into one which does via the operation of differenc-
ing. Furthermore, it should be noted that some authors restrict their definition of a
linear process to one with normally distributed εt (e.g. Fan and Yao (2003))—this
guarantees the series Xt can be characterized solely by its first two moments but is
unnecessary for many proofs of interest. While many linear series will be Gaussian
series by the central limit theorem, strictly this depends on the higher-order moments
of εt. For example, heavy-tailed distributions (such that E[ε
4
t ] = ∞), can produce
rare extreme fluctuations that prevent the values of Xt from converging to a normal
distribution (for a general treatment of the limiting distributions of sums of random
variables, see Brookes et al. (1955)).
159
The moving average representation is useful for calculating the properties of a
model—the lack of correlation between the εt and their zero mean makes many proofs
quite simple. For example, to find the variance and covariance1 of Xt,
Var(Xt) = E[X
2










































However, the moving average representation is not always useful when working
with real data—we have no access to the εt values, but rather the collection of mea-
surements of past values of the series. Fortunately, many models of interest are










We may rearrange Equation ?? (and redefine the sign of the πj) to yield the
1Note that if the coefficients ψj are not square summable then these are not well-defined.
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πjXt−j + εt. (C.4)
C.2.1.1 ARMA and ARFIMA Processes
While an autoregressive representation may be more practically useful than a moving
average definition, it still requires an infinite number of coefficients. The need for
a more parsimonious description leads us to define a general class of autoregressive
moving average (ARMA) processes. From Brockwell and Davis (2016),
{Xt} is an ARMA(p, q) process if {Xt} is stationary and if for every t,
Xt − φ1Xt−1 − . . . φpXt−p = εt + θ1εt−1 + . . . θqεt−1,
with
E[εt] = 0, E[εtεt+k] =

σ2 if k = 0
0 otherwise,
and the polynomials φ(z) = (1 − φ1z − . . . φpzp) and θ(z) = (1 + θ1z +
. . . θqz
q) have no common factors.
The process Xt can then be concisely expressed as
φ(B)Xt = θ(B)ε)t.
where B is the backshift operator (BjXt = Xt−j, B
jεt = εt−j, j = 0,±1, . . . ). Since
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From this, we can see two things: an ARMA(p, q) model exists for every linear
time series with coefficients that can be expressed as a ratio of two polynomial func-
tions, and problems occur in the model if φ(B) has any zero solutions. The latter is
stated formally in Brockwell and Davis (2016) with two theorems. The first addresses
stationarity, and states
A unique stationary solution for an ARMA(p, q) model exists if and only
if φ(z) 6= 0 for all |z| = 1.
Second, in order to restrict our models to be causal,
An ARMA(p, q) process is causal if φ(z) 6= 0 for all |z| ≤ 1.
Finally, we way ask under what conditions an ARMA(p, q) model is invertible. This
is also given in Brockwell and Davis (2016) as
An ARMA(p, q) process is invertible if θ(z) 6= 0 for all |z| ≤ 1.
While ARMA(p, q) models can exhibit many useful features, they are often too
restrictive to characterize many physical phenomena. For example, the time series
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model of Brownian motion may be defined as an ARMA(1,0) process with φ1 = 1
and εt being normally distributed, so that
Xt = Xt−1 + εt.
This is not a stationary model, as the polynomial φ(z) = 1 − z is equal to zero
at |z| = 1. However, the model which yields the difference Xt − Xt−1 is a triv-
ial ARMA(0,0) process. Thus, we may describe Brownian motion as an integrated
ARMA(0,0) process.
This allows a simple extension to autoregressive integrated moving-average (ARIMA)
processes. Using the notation from above, we may define an ARIMA(p, d, q) process
Xt by the expression
φ(B)(1−B)dXt = θ(B)εt, d = 0,±1,±2 . . .
Moreover, there is no mathematical reason we must limit d to the integers—using
a binomial expansion of (1−B)d, Hosking (1981) introduced the notion of fractional
differencing and put it on mathematically solid ground for −0.5 ≤ d ≤ 0.5. Called
autoregressive fractionally integrated moving-average (ARFIMA) processes, this class
of models greatly expands our descriptive power. Hosking showed that the process
Xt is stationary for d < 0.5 and invertible for d > −0.5 (assuming the previous
conditions on the ARMA polynomial roots also hold). Further, Odaki (1993) showed
that an ARFIMA(p, d, q) process is invertible for any d > −1. We therefore can
combine fractional differencing with integer differencing to then describe models with
any value of d. Let D = d + m with m = 0,±1,±2, . . . , −0.5 ≤ d < 0.5. Then we




Thus, we must only difference the ARFIMA(p,D, q) process m times to arrive at a
stationary, invertible ARFIMA(p, d, q) process.
C.2.1.2 Linear Filtering
It is often convenient to talk about some process Yt as a linear filtering of another





From this, we see that a moving average representation of a causal, invertible process
can be found by seeking a filter which reduces the series to an uncorrelated, zero-mean





























where we have inserted the binomial expansion of (1 − B)d. Given the parameters
{φi}pi=1, {θi}qi=1, and d, it is relatively straightforward to compute πk for an arbitrary
positive integer k. Thus, given a sample {xt}Nt=1, one can compute a filter out to
k = N − 1 given an arbitrary ARFIMA model. This approach forms the foundation
of two approaches to estimating the parameters of a model assuming particular values
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of p and q. In the case of a Gaussian process, one can estimate the parameters of
the model by minimizing the sum of the ε2t (Beran, 1995)—this follows from the fact
that for a Gaussian process, the moving average representation is unique and yields
the best linear predictor of the process. When one cannot assume Gaussianity, one
can minimize the squared covariance between the εt at non-zero lag Mayoral (2007).
This uses the fact that for a linear process, the covariance of εt is constrained to be
zero at all non-zero lags.
C.2.2 Spectral Representations
The Fourier transform is a powerful tool of analysis that allows the representation of
a function as a sum of sine and cosine functions, or alternatively a sum of complex
exponentials. While it is not immediately obvious, it is possible to apply this descrip-
tion to random processes. The spectral representation theorem states that for every
stationary process Xt, there exists a complex-valued, right-continuous orthogonal in-





where i2 = −1. An orthogonal increment process is such that
2Here we take λ to be a radial frequency, though we can reformulate this in terms of linear




Z(λ+ dλ)− Z(λ) 0 ≤ λ < π
0 λ = π
dZ(−λ) −π ≤ λ < 0
E[Z(λ)] = 0
E[Z(λ)Z(λ)] <∞
E[dZ(λ1)dZ(λ2)] = 0 for disjoint [λ1, λ1 + dλ1], [λ2, λ2 + dλ2],
where Z is the complex conjugate of Z. We call Z(λ) right-continuous if
E[|Z(λ+ δ)− Z(λ)|2]→ 0 as δ → 0.
These conditions on Z(λ) guarantee a well-defined description for stationary pro-
cesses, but can be extended in order to allow a spectral representation for non-
stationary models (see, for example, Niemi (1976)). While the spectral measure
is itself a random process, it admits a unique representation for a process Xt in the
frequency domain, known as the spectral density or power spectrum S(λ), defined by
E[|Z(dλ)|2] = S(λ)dλ.
This representation gives the variance distribution of the process as a function













S(λ)dλ = E[X2t ].
In practice, the power spectrum is estimated given a discrete sequence of samples
{xt}Nt=1 assumed to be taken from the process. This is done with the periodogram












Some of the features and drawbacks of the periodogram are discussed in Chapter 3.
Here we will note that for most stationary time series, the periodogram is an unbiased
estimator of the power spectrum, i.e.
E[I(f)] = S(f) as N →∞.
Despite this, it is not a consistent estimator—the variance remains equal to the mean
even as the number of samples goes to infinity. In practice, this can be mitigated
several ways. A simple approach known as Bartlett’s method is to slice the data into
equal-length segments and average the periodogram taken of those segments. This
reduces the variance by a factor equal to the number of segments averaged, at the
expense of losing information about low-frequency correlation in the series. Another
family of methods uses kernel smoothing, in which the periodogram is smoothed by
convolution with a kernel function (or family of kernel functions). These methods are
effectively a moving-average taken over frequencies, with the kernel function setting
the weights. While they are quite effective at reducing the variance, they do so at
the cost of adding bias.
3There are numerous conventions on how to normalize the periodogram, some of which are
described in Appendix A of Vaughan et al. (2003)
167
C.2.2.1 Spectral Density of an ARFIMA Process





∣∣1− eiλ∣∣−2d . (C.5)
When d ≥ 0.5, the series is no longer stationary. However, there will be a pseudo-
spectrum that follows the same functional form (Velasco, 1999).
C.3 Nonlinear Time Series Analysis
The Wold decomposition allows any stationary random process to be written as a
moving average filtering of a series of uncorrelated random variables. However, many
nonlinear processes have interesting properties above their second-order moments,
and the Wold coefficients only contain information about the second-order properties.
We restricted our definition of a linear process to require that the noise process εt be
independently, identically distributed. A Wold representation of a nonlinear process
will not satisfy this requirement, though the εt will still be uncorrelated.
C.3.1 The Volterra Expansion

















ψijkεt−iεt−jεt−k + . . .
where Xt has zero mean, and εt ∼ IID(0, σ2). The above representation shows terms
out to third polynomial order in εt, and in principle we may go as high as needed
to represent a given process. However, a process can only be represented in the
above form if it is stationary out to whatever the highest polynomial order is—this
guarantees the coefficients are time-independent. Convergence of the series and its
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moments can be challenging to demonstrate for a particular choice of coefficients, and
moreover this representation is unwieldy and difficult to identify or fit in practice.
Unlike linear models, invertibility is not straightforward to check or even define for
nonlinear models—in Granger and Andersen (1978), invertibility is defined in terms
of the convergence of the model estimation errors and it is shown that the model
Xt = εt + αε
2
t−1
is not invertible. Similarly, models defined as
Xt = εt + αεt−1εt−2
are not invertible. In the face of these challenges, Volterra expansions are rarely a
useful way to define a nonlinear model or fit it to real data in a time series context.
C.3.2 Transformations of Linear Processes
It has long been recognized that certain datasets resemble linear processes after a non-
linear transformation. An early result by Box and Cox (1964) introduces the power
transformation to regularize data and a test for suitable transformation parameters.







if λ 6= 0
ln(xt) if λ = 0
While useful for investigative or empirical modeling, there is not much theoretical
basis to expect an arbitrary nonlinear process to follow a power structure. However,
to the extent that it can be approximated with one, transformations are a useful way
to linearize real world data.
A nonlinear transformation in general will change the statistical moments of the
data—for a transformation performed on stationary Gaussian data, the statistical
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moments of the transformed data can be computed from those of the original using
an expansion in Hermite polynomials (Granger and Newbold, 1976). This is a fairly
limited tool, though if a transformation is performed that results in Gaussian data,
its inverse can be used to find the relationship between the transformed and non-
transformed moments. More generally, a Taylor series approximation to the moments
can be found for nonstationary, non-Gaussian time series (Zrnic, 1973), though this




Two methods for fitting ARFIMA models with nonstationary values of d ≥ 0.5 were
investigated, a pseudo-maximum likelihood method by Beran (1995) and a minimum
distance estimator by Mayoral (2007). Some issues regarding the implementation and
comparisons of these methods are discussed below, as well as an illustration of the
connection between the time and frequency domain properties of the model.
D.1 Computing the Fractional Differencing Filter
As discussed in Appendix C, the fractional differencing operator can be written in
terms of the backshift operator B—which takes a time series value and returns the
previous value in the time series—as (1− B)d, where d is the degree of differencing.











The first term of this sum, a0, is clearly unity for all values of d < 0, but its behavior
is not obvious when d is a positive integer, as Γ(−d) diverges in that case. Examining






Γ(−d) = 1. (D.2)
However, a problem still arises later in the sum. For example, taking a1, consider the








This is resolved by using the recursion property of the gamma function, Γ(x + 1) =
xΓ(x). Immediately, this gives
Γ(1− d)
Γ(−d) = −d. (D.4)
By repeated iteration, we can form a general expression as
Γ(j − d)
Γ(−d) = (−d)(1− d)(2− d) . . . (j − 1− d). (D.5)
We see that when d is a positive integer, aj = 0 for j ≥ d+ 1.
This exercise is instructive, as it gives some insight into the issues that arise
when numerically computing fractional differences. If we compute ratios of gamma
functions naively, we can run into undefined or infinite values for integer values of d.
Moreover, the ratio Γ(j−d)/Γ(j+1) in Equation D.1 rapidly becomes the ratio of two
very large numbers, and generally requires asymptotic approximations to compute.
Both of these issues are resolved by rewriting the coefficients of Equation D.1 in terms
of a recursion,
a0 = 1; aj = aj−1
(














This is easily computed, as we see that filtering by the fractional difference polynomial
is equivalent to a circular convolution. Therefore, we may use the DFT to quickly find
the result via the convolution theorem using the fast Fourier transform algorithm.
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D.2 Discrete Differencing
In both Beran (1995) and Mayoral (2007), the ARFIMA model is defined with the
parameter d split into an integer part and a fractional part in the following way:
d = m+ δ; m = bd+ 0.5c ; δ = d−m. (D.8)
The ARFIMA model is then defined in terms of whether m = 0 or not. The process
yt is observed at times t = 1, 2, . . . , T , and for values of d < 0.5 it can be written as,
Φ(B)(1−B)d(yt − µ) = Θ(B)εt, t = 0,±1,±2, ..., (D.9)
where εt is a sequence of independent, identically-distributed random variables with
zero mean, finite variance, and finite fourth moment (i.e. E(ε4t ) <∞). The functions
Φ(B) and Θ(B) are the autoregressive and moving-average polynomials, respectively,




(1−B)−mxt t > 0
0 t ≤ 0,
(D.10)
where
Φ(B)(1−B)δ(xt − µ) = Θ(B)εt, t = 0,±1,±2, ... (D.11)
While the use of discrete differencing while computing εt does not affect the out-
come, it does change the interpretation of the parameter µ. In both Beran (1995)
and Mayoral (2007), the method is the same. When m = 0 the sample mean of the
data is used to estimate µ, and when m 6= 0 the sample mean of the differenced data
is used, which contains m fewer points due to differencing. The logic behind this can
be understood as follows: when m 6= 0 the series yt no longer has finite variance, and
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therefore the sample mean is not guaranteed to converge to the true mean as the re-
quirements of the central limit theorem are violated. By differencing the series first,
the result will be stationary and any non-zero mean will result from a polynomial
trend in yt. In practice, when m = 1 the mean computed from yt is generally an
adequate estimate of the mean of the series.
D.3 MLE vs. MDE
Both the maximum likelihood and minimum distance estimators compute the residu-
als of the ARFIMA model as an estimate of the series innovations. In the maximum
likelihood approach, the squared sum of these residuals is minimized directly, so that
as much of the data variance as possible is explained by the correlation parameters.
Standard errors on the parameter values are computed from the Fischer informa-
tion matrix, computed with the second derivatives of the likelihood function, and
are available for all the fit parameters. In contrast, the minimum distance estimator
minimizes the sum of the squared autocorrelation of the series innovations out to a
predetermined lag k. Standard errors are computed from a matrix that asymptot-
ically approaches the Fischer information matrix as k goes to infinity. However, as
the residual autocorrelation is independent of the residual variance, this parameter
cannot be estimated with error in this method.
While both methods we examined produced broadly compatible fit results for our
sources, we decided to use the maximum likelihood approach of Beran (1995) for the
final analysis. While the minimum distance estimator is more robust to non-Gaussian
innovations, it requires the user to choose a maximum lag for which to compute the
residual autocorrelation, with different choices producing somewhat different results
(the author recommends using the square root of the length of the series as a rule of
thumb based on a Monte Carlo test). Finally, when plotting its minimization function
over a range of parameter values, it is clear that symmetric standard errors on the
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Figure D.1: Minimzation function C for maximum likelihood fit (green) and minimum
distance fit (red) corresponding to fractional AR(1) model evaluated across d at the
best-fit value of φ. Maximum likelihood values shifted so the minimum value of lnC
are equal between methods, for visualization. Logarithmized Fermi light curve for
PKS 1510-089 used for demonstration.
fit parameters do not appropriately reflect the nature of the parameter gradient for
the minimum distance estimator, whereas they seem quite plausible for the maximum
likelihood estimator (see Figure D.1).
D.4 Time and Frequency Properties
Below are shown a selection of time series and periodograms generated from a series
of Gaussian white noise filtered by various ARFIMA(1,d,0) models. Periodograms
are shown with their theoretical spectrum in black, given by Equation C.5.
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STABLE DISTRIBUTIONS FOR BLAZAR FLUXES
While the central limit theorem is sometimes invoked to argue that blazar flux dis-
tributions, which appear highly skewed, cannot result from additive processes, this
is fundamentally incorrect. A precise statement of the central limit theorem is as
follows (Rosenthal, 2006):
Let X1, X2, . . . be independent and identically distributed with finite
mean µ and finite variance σ2. Set Sn = X1 + · · ·+Xn. Then, as n −→∞,
Sn − nµ√
nσ2
d−→ N (0, 1) ,
where N (0, 1) is the standard normal distribution and d−→ means to con-
verge in distribution.
A key limitation of the central limit theorem is that it can only be applied to variables
with finite mean and variance. Therefore, non-normality of a data set does not
necessarily rule out additive processes underlying it.
The classical central limit theorem is in fact one instance of a broader theorem
of stable distributions. A generalized central limit theorem can be stated as follows
(Nolan, 2016):
A nondegenerate random variable Z is α-stable for some 0 < α ≤ 2 if and
only if there is an independent, identically distributed sequence of random
variables X1, X2, . . . and constants an > 0, bn ∈ R with
an (X1 + · · ·+Xn)− bn d−→ Z.
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A degenerate distribution is such that the support of the distribution is of a smaller
dimension than that of the distribution. For univariate distributions, this is a deter-
ministic distribution (e.g. the results of flipping a coin with heads on both sides),
and in higher dimensions this results from one or more variables being a determinis-
tic function of the others. The condition of nondegeneracy is easily satisfied in most
practical circumstances.
This new class of distributions given by Z is the class of stable (or α-stable)
distributions, with the normal distribution resulting from α = 2. Stable distributions
have probability densities and cumulative distributions that, in most cases, cannot
be analytically expressed. However, any probability density f(x) can be written as







The characteristic function of a stable distribution is given in terms of four parameters,
φ(t;α, β, γ, δ) = exp [itδ − |γt|α (1− iβsgn(t)Φ)] , (E.2)











ln |t| α = 1.
(E.3)
The four parameters determine the shape of the distribution in different ways.
The tail parameter α ∈ (0, 2] describes the length of the tail of the density, with
a smaller number giving a longer tail. The parameter δ ∈ (−∞,∞) is a location
parameter, which determines the offset of the distribution from zero. The parameter
β ∈ [−1, 1] describes the skew of the distribution, and the support of the distribution
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is limited to either [δ,∞) when β = 1 or (−∞, δ] when β = −1. Finally, γ ∈ (0,∞)
is a scale parameter which determines the scale of the typical numbers drawn from
the distribution.
As blazar fluxes can take only positive values by definition, we may assume that
a stable distribution which describes them has β = 1 and δ = 0. This leaves the tail
and scale parameters free. However, when β = 1, the tail parameter is restricted to
0 < α < 1 in order for the distribution to be well-defined.
The use of stable distributions to study blazar light curves may provide a fruitful
avenue of research, as many of the simple time series models described in this thesis
have been expanded to include models driven by stably-distributed innovations (e.g.
Kokoszka and Taqqu (1995)). Indeed, Duda and Bhatta (2020) has investigated a
model for blazar fluxes as log-stable distributions, which represent data which follows
a stable distribution when logarithmized and can be thought of as a generalization of
the lognormal distribution. Here, we describe a simple proof-of-concept model that
can adequately reproduce the main statistical features of blazar light curves using an
additive process. Physically, this model may be considered to represent the sum of
power-law distributed flux emission from a large population of radiating particles. To
generate such light curves, the following procedure is implemented.
1. Generate a time series of index values from an ARFIMA model with Gaussian
innovations, scaled to have a particular sample mean and variance
2. For each point in time, draw a large number (& 105) of random variables from
a power-law distribution with an index given by the corresponding value in the
index series, removing any which fall above a pre-defined threshold for extreme
events
3. For each point in time, take the average of these random variables to be the
flux
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4. (Optional) Rescale and exponentiate data for log-stable result
The choice of the mean and variance of the index series has a strong impact
on the shape of the resulting distribution, and while a threshold for extreme events
has physical justifications (real particles cannot obtain arbitrarily large amounts of
energy) the level set has implications for the resulting light curve. However, it does
not require extensive fine tuning to produce plausible results. Figures E.1–E.3 show
three light curves, along with their periodograms, histograms, and flux-RMS plots1.
One of these is a real gamma-ray blazar light curve taken from our study sample,
one is generated via the above procedure without exponentiation, one is generated
via the above procedure with exponentiation. Without knowing which is which, it is
difficult to identify the real light curve.



















































Figure E.1: The real Fermi light curve of 3C 279, shown with periodogram, flux-RMS
relation, and histogram.
1The flux standard deviation vs. the flux mean computed over discrete segments of the light
curve—its linearity has been used to argue for lognormality and the multiplicative nature of blazar
fluxes (Uttley et al., 2005)
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Figure E.2: As in Figure E.1, with a stably distributed artificial light curve.
This demonstrates that the variability properties of blazar light curves is gener-
ally easy to replicate with data that neither follows a lognormal distribution, nor is
necessarily multiplicative in nature. Further research in this direction could connect
the photon spectral index of a given source to the tail parameter of the resulting light
curve—as seen in Chapter 4, there is a clear linear relationship between the variability
scale of gamma-ray light curves and the gamma-ray photon spectral index.
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Figure E.3: As in Figure E.1, with a log-stably distributed artificial light curve.
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APPENDIX F
REPORTING SIGNIFICANCES OF HYPOTHESIS TESTS
In reporting the results of hypothesis testing, two related conventions commonly ap-
pear in the astrophysical literature: the p-value (or related significance level) and the
Z-score. Both are a way of indicating the likelihood of some observed test statistic
being due to chance under the null hypothesis. In the case of a single trial of a test
statistic normally distributed under the null hypothesis, the two measures give com-
pletely equivalent information. For brevity, unless otherwise noted we will consider
the situation most commonly encountered in testing time series data for periodic
components, in which the test statistic is some measurement of power at a given
frequency and we are interested in the question of whether it falls significantly above
the power expected under the null hypothesis (i.e. a one-sided test).
In the general case, the p-value admits a more precise interpretation. Given the
distribution of the test statistic under the null hypothesis, the p-value gives the proba-
bility of finding a value of the test statistic at least as large as that observed assuming
that the null hypothesis is true (also known as a false-positive or Type I error). It is
computed as the integral of the probability density of the null distribution from the
observed value of the test statistic to positive infinity, or equivalently as one minus the
value of the cumulative distribution of the null hypothesis at the observed test statis-
tic. Alternatively, one can work with the complement 1− p, which we refer to simply
as the significance, and gives the probability of finding a value of the test statistic
less than that observed assuming the null hypothesis is true. Since it is directly in-
terpretable as a probability, it is relatively straightforward to adjust the significance
for the effect of multiple trials. The most common approach, which we adopt in our
periodicity study, treats the trials as independent, obtaining the trial-corrected, or
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global, significance by taking the observed significance to the power of the number of
trials. Thus, a larger number of trials necessarily lowers the significance and is easily
interpreted as a less significant result.
In contrast to the p-value, the Z-score can be understood as a test statistic.
Strictly speaking, it is the distance that the observed quantity falls from the mean
under a normally distributed null hypothesis, expressed in units of standard deviations
σ of the null distribution. A Z-score of zero indicates that the measurement is equal
to the expected value under the null hypothesis, while positive and negative Z-scores
indicate that the observation is above or below the expected null result, respectively.
Under the normal distribution, this leads a convenient rule of thumb—roughly 68%,
95%, and 99.7% of results should fall within one, two, and three σ from the mean under
the null hypothesis, respectively. It is obvious that a given Z-score can be converted
into a p-value for either a one- or two-sided test. While most directly applicable to two-
sided tests under the normal distribution, it is common in the astrophysical literature
to generalize the notion to one-sided tests of significance. Under this approach, one
takes the p-value observed under an arbitrarily distributed test statistic and treats it
as if it came from a normal distribution. The corresponding Z-score is then reported.
This gives the researcher the ability to describe significance with a simple, easy to
interpret number that indicates how far from the mean this result would be under a
normal distribution. However, it does not easily lend itself to adjustment for multiple
trials, as it is not interpretable itself as a probability. Furthermore, performing a
multi-trial correction of a p-value before converting to a Z-score complicates the
interpretation. For example, a moderately high significance that arose during a very
large number of trials would end up small after trial correction, indicating that the
observed significance is low. However, a small significance from a one-sided test
converted to a Z-score will give a large negative number. In this work, we follow the
convention of reporting significances as Z-scores, and negative values should simply
184
be interpreted as less significant results.
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