Predictions about future behavior have scientific merit to the extent that they are supported by empirical evidence (e.g., Meehl, 1954) . This evidence is often expressed in the form of statements such as "previous studies have found that 45% of individuals with similar features to Mr. X will commit a violent act within two years." To make such predictions, it is possible and often useful to construct criterion-referenced measures that are driven almost exclusively by the empirical relationships between the items and the outcome of interest. Such empirical actuarial measures are increasingly being used in certain fields of psychology, and particularly in the assessment of risk for crime and violence (Archer, Buffington-Vollum, Stredny, & Handel, 2006; Hanson, 2005) .
Sex offender risk assessments often involve high stakes for both the offender and the general public, which has motivated the development of specialized risk scales. There are at least nine risk assessment scales specifically designed to predict recidivism for adult male sex offenders that have demonstrated moderate or high predictive accuracy (d > .50; Hanson & Morton-Bourgon, 2009 ). Among sex offender treatment providers, the most commonly used measure in the United States and Canada is Static-99 (Hanson & Thornton, 2000) , followed by Rapid Risk Assessment for Sex Offence Recidivism (RRASOR; Hanson, 1997) in the United States, and Static-2002 in Canada (McGrath, Cumming, Burchard, Zeoli, & Ellerby, 2010) .
These measures (Static-99, Static-2002 , and RRASOR) were created by the same research team using similar approaches to scale development. The initial pool of items was restricted to simple, easily scored, static items (e.g., prior offences, victim type) that predicted sexual recidivism in previous studies. As with many criterion-referenced measures, items were retained in the final measure if the item, or a meaningful subset of items, incrementally improved the predictive accuracy of the total scores. The Static-99
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and Static-2002 items were intended to cover the broad domains of risk factors previously identified in metaanalyses: age, general criminality, and sexual criminality (Hanson & Bussière, 1998; Hanson & Morton-Bourgon, 2005) . Certain items of these scales, however, were retained based exclusively on their ability to predict recidivism, even when the reasons for the association with recidivism were unknown to the test developers (e.g., unrelated victims; see .
Given the existence of multiple risk assessment scales, those involved in assessing sex offenders must choose whether to use one or multiple measures. Clinical practice has favored the use of multiple risk scales (Jackson & Hess, 2007) . Research, however, has yet to provide clear direction on (a) the extent to which multiple risk scales improve predictive accuracy or (b) how to combine several risk scales into one overall judgment of risk.
The average predictive accuracy of the various risk scales are similar (Hanson & Morton-Bourgon, 2009 ), which is not surprising given the substantial overlap in item content. What is surprising is that different actuarial risk scales produce different estimates of risk (e.g., Barbaree, Langton, & Peacock, 2006a; Mills & Kroner, 2006) . Evaluators have attempted to reconcile the divergent estimates of different risk tools by suggesting that they are saturated in different degrees by the two broad domains associated with recidivism risk: general criminality and sexual criminality (Barbaree, Langton, & Peacock, 2006b; Doren, 2002 Doren, , 2004 . Although informative, this does not answer the fundamental question of how to combine multiple actuarial scales. Certain approaches have been proposed, including believing the highest risk assessment, believing the lowest risk assessment, and averaging (Barbaree et al., 2006a; Doren, 2002; Seto, 2005; Vrieze & Grove, 2010) . Few have been empirically evaluated and none have gained widespread acceptance. In practice, evaluators using multiple risk instruments tend to report each result independently from the other (as opposed to integrating the risk decisions of multiple risk instruments into one succinct judgment) or tend to believe the highest risk instrument (Jackson & Hess, 2007) . Importantly, the optimal method of combining risk scales first requires examining the extent to which the scales provide unique information (i.e., incremental validity) in the prediction of the outcome of interest.
That the addition of new items or domains of risk factors add incrementally to the prediction of violence or crime is uncontroversial (e.g., Walters, 2011) . In contrast, anticipating the incremental contribution of different criterion-referenced measures is difficult. Actuarial risk scales are rarely homogeneous because predictive accuracy increases as the number of distinct, risk-relevant domains increases. Furthermore, different domains may have different relationships with the outcome of interest. As such, when the variance of one of the latent constructs (e.g., sexual criminality) is statistically controlled for by the introduction of a second scale measuring the same construct (sexual deviance), the unique variance of a second latent construct (e.g., general criminality) becomes more evident. In this example, the relationship between the original scale and the outcome of interest now represents the unique variance derived from the items assessing general criminality. Consequently, the relationship between the total score (controlling for the other scale) and the outcome of interest can be different from the original, bivariate relationship. When the scale is saturated with different constructs, the relationship between a total score and the outcome can disappear, improve, or even reverse directions (also known as "suppression" effects) when other scales are added (Horst, 1941; Paulhus, Robins, Trzesniewski, & Tracy, 2004; Tzelgov & Henik, 1991) . Despite having a negligible relationship with the outcome of interest, a scale can add incrementally to another by suppressing the irrelevant variance (e.g., measurement error), therefore allowing for a better prediction of the outcome of interest (Horst, 1941) . Consequently, clinical inferences concerning the potential incremental contribution of different criterionreferenced measures need to be empirically validated.
The few studies that have directly examined the incremental contribution of different unmodified (i.e., no items removed) risk scales have yielded mixed results. Seto (2005) found no increase in predictive accuracy for multiple scales compared with one scale; the sample size, however, was too small (N = 215) to make strong statements about null hypotheses. Other researchers have found statistically significant incremental contributions to the prediction of sexual recidivism using information from more than one scale (Lloyd, 2008; Welsh, Schmidt, McKinnon, Chattha, & Meyers, 2008) . Further research with larger samples is required to better understand whether there is practical utility in using several actuarial scales in risk assessments.
Current Study
In this article, we compared the predictive and incremental validity of the total scores of three commonly used risk scales (RRASOR, Static-99R, and Static-2002R) and examined methods of combining scales. The items of Static-99R and Static-2002R are identical to their original scales, with the exception of updated age weights, which were adjusted to improve the calibration (i.e., agreement between the observed and predicted recidivism rates) of these measures with aging populations of sex offenders (see . Static-99R was selected because it is the current version of the most frequently used scale for the evaluation of risk among sex offenders (Jackson & Hess, 2007; McGrath et al., 2010) . RRASOR and Static-2002R were selected because (a) they Assessment 19(4) are the next most commonly used scales and (b) they closely resemble Static-99R in purpose and content. Additionally, a large number of validation studies for these scales allowed us to obtain numerous data sets for this study.
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Previous research has suggested that these measures assign different relative weight to the different domains associated with sexual recidivism risk: namely, general criminality, sexual criminality, and age. Whereas these three factors have relatively equal weight in Static-99R and Static-200R (Thornton, 2010) , RRASOR predominantly measures sexual criminality and age (e.g., Barbaree et al., 2006b ). The specific items of these scales are listed in Table 1 .
Based on a reanalysis of 20 samples (7,491 sex offenders), we examined (a) whether the RRASOR, Static-99R, or Static-2002R total scores predicted sexual, violent, and any recidivism more accurately than the others and (b) whether the total scores of the three scales added incremental validity to one another in the prediction of the three types of recidivism. If one of the scales was clearly superior in terms of predictive accuracy and no other scales added incrementally to it, evaluators would be justified in using only the "best" risk scale (as per Seto's [2005] recommendation). The choice of risk scales would be less clear, however, if none of the measures had superior discrimination or if they were found to add incrementally to one another. As such, a secondary purpose of the current study was to examine the merits of three commonly proposed methods of combining risk scales: (a) choosing the lowest score, (b) choosing the highest score, and, (c) taking an average.
Method Measures
Rapid Risk Assessment for Sex Offence Recidivism. The RRASOR (Hanson, 1997) is an actuarial scale designed to measure risk of sexual recidivism among adult male sex offenders. Scores range from 0 to 6, with a higher score indicating greater risk of sexual recidivism. The RRASOR is a subset of four items of Static-99 and, for the purpose of the current study, the items of Static-99 were used to compute the RRASOR. The coding rules for the items of the RRASOR and Static-99 are identical with the exception of prior sexual offences. Specifically, unlike the RRASOR, the coding rules of Static-99 do not count pseudo-recidivism as additional offences for prior sexual offences. Pseudorecidivism occurs when offenders have additional charges laid against them for crimes they committed before they were apprehended for the current offence. In RRASOR, these new charges are coded as recidivism (or in the case of priors, as separate offences) whereas in Static-99 they are included in the current offence (or clustered with other offences). Pseudo-recidivism is estimated to affect approximately 5% of offenders (Phenix, Doren, Helmus, Hanson, & Thornton, 2009 ) and, hence, the difference between using the item scoring rules of Static-99 rather than RRASOR is expected to be minimal. In the sample used to create the RRASOR, it was found to differentiate sexual recidivists from nonrecidivists, AUC (area under the curve) = 0.71 (Hanson, 1997) . A recent meta-analysis conducted by Hanson and Morton-Bourgon (2009) Static-99R. Static-99R (Hanson & Thornton, 2000; ) is a 10-item actuarial scale that assesses recidivism risk of adult male sex offenders. The items and scoring rules are identical to Static-99 (Hanson & Thornton, 2000) , with the exception of updated age weights . Offenders can be placed in one of four risk categories based on their total score (ranging from −3 to 12): low (−3 to 1), moderate-low (2 to 3), moderate-high (4 to 5), and high (6+). Static-99R contains all the RRASOR items as well as additional items concerned with relationship history (ever lived with a lover), sexual offence history (stranger victims, noncontact sexual offences), and general criminal history (number of prior sentencing occasions, index nonsexual violence, prior nonsexual violence; see Table 1 ). A recent meta-analysis found a moderate relationship between Static-99R and sexual recidivism (AUC = 0.69, 95% CI = [0.66, 0.72], k = 22, n = 8,033; Helmus, Hanson, Thornton, Babchishin, & Harris, 2012) . Static-2002R. Static-2002R (Hanson & Thornton, 2003 ) is a 14-item actuarial measure that assesses recidivism risk of adult male sex offenders. The items and scoring rules are identical to Static-2002 , with the exception of updated age weights . Static-2002 was created with the aim of improving Static-99. Important differences between Static-99R and Static-2002R are that Static-2002R has some additional or altered items, organized items into meaningful subscales to aid interpretation, and has more standardized coding rules. Static-2002R has five subscales: age (one item), persistence of sex offending (three items), deviant sexual interests (three items), relationship to victims (two items), and general criminality (five items). Offenders can be placed in one of five risk categories based on their total score (ranging from −2 to 13): low (−2 to 2), low-moderate (3 to 4), moderate (5 to 6), moderate-high (7 to 8), and high (9+). Previous research found that Static-2002 was significantly more predictive of sexual, violent, and any recidivism than Static-99 (Hanson, Helmus, & Thornton, 2010) .
Samples
Tables 2 and 3 present the characteristics of each sample (k = 20, N = 7,491). All 20 samples had both RRASOR and Static-99R scores and 7 samples had Static-2002R scores. Most samples were drawn from Canada (k = 10) or United States (k = 4), followed by single samples from Austria, Denmark, Germany, New Zealand, Sweden, and United Kingdom. The current study examined three types of recidivism: sexual, violent (including sexual recidivism), and any recidivism. Of the 20 samples, 4 samples only reported sexual recidivism, 2 samples reported sexual recidivism and violent recidivism, and 14 samples reported all three types of recidivism. Of the 11 studies that could be classified in terms of their treatment status, six samples were mostly treated (defined as more than 75% of the offenders), whereas four were mixed in their treatment exposure, and only one sample was mostly untreated (defined as less than 25% of the offenders). All samples used official criminal records to measure recidivism, but 10 samples used charges as the recidivism criteria whereas 10 used convictions as the recidivism criteria.
Each data set was verified for internal inconsistencies (e.g., miscalculation of total scores or item scores contradicted by other information in the data set). Identified errors were corrected if possible; otherwise, the case was deleted. Cases were also deleted under the following circumstances: missing follow-up information, any missing Static-99R item other than Ever Lived with a Lover (Item 2), more than one missing Static-2002R item, the offender was younger than 18 years old at time of release or younger than 16 years old when they committed the index offence, or if the offender was female. These exclusionary criteria are specified in the coding rules for Static-99 (Harris, Phenix, Hanson, & Thornton, 2003) and Static-2002 (Phenix et al., 2009 ). The new age items of Static-99R and Static-2002R were calculated from the verified data sets for each sample.
The number of participants in these samples and the total number of samples were smaller than previously reported (e.g., Helmus, 2009 ) because (a) the age of the offender at release was required to compute the revised age item, and (b) the total scores of at least two of the scales included in this study had to be available in the data set.
Plan of Analyses
The first and third author conducted all analyses separately to ensure accuracy. Discrimination. Discrimination describes the extent to which recidivists are different from nonrecidivists (also referred to as relative predictive accuracy; Gail & Pfeiffer, 2005) . The Area Under the Receiver Operating Characteristic Curves (AUC ROC) is the most common method of assessing discrimination (Pintea & Moldovan, 2009; Rice & Harris, 2005; Swets, Dawes, & Monahan, 2000) . In this context, the AUC can be interpreted as the probability that a randomly selected recidivist has a higher score on the risk scale than a randomly selected nonrecidivist. AUCs are robust statistics based on rank orders and are unlikely to be distorted by outliers or the arbitrary effects of scaling (Blanton & Jaccard, 2006) . In addition, AUCs are useful for comparing results across samples because they are not influenced by recidivism base rates (Rice & Harris, 1995) . Readers should note, however, that AUCs are influenced by the variance in the predictor variable (Humphreys & Swets, 1991) .
The first set of analyses used fixed-effect and randomeffects meta-analyses to compute the weighted AUCs and their 95% CIs for each risk scale. Fixed-effect analyses have the advantage of providing an estimate of between-study variability (i.e., Cochran's Q statistic; Hedges & Olkin, 1985) . A significant Cochran's Q statistic indicates that there is more variability across studies than expected by chance. In randomeffects meta-analysis, the between-study variability is included in the error term, resulting in wider confidence intervals (Schmidt, Oh, & Hayes, 2009 ). The results of the random-effects and fixed-effect models converge as the amount of between-study variability decreases. Although there are several methods available to compute random-effects and fixed-effect estimates of the AUCs and standard errors, we used the formulas and procedures recommended by Hedges and Vevea (1998) and Hedges (1994) , respectively.
To test the extent to which the risk scales differed in their level of discrimination, differences between AUCs were meta-analyzed using the Delong method for computing the standard error of the difference (Delong, Delong, & ClarkePearson, 1988) . Of note, there are several different methods to compare differences in AUCs (Bandos, Rockette, & Gur, 2005; Braun & Alonzo, 2008; Delong et al., 1988; Hanley & Hajian-Tilaki, 1997) , and all continue to be underused in the literature (Robin et al., 2011) . The two most popular methods are those described by Delong et al. (1988) and Hanley and McNeil (1983; Vickers, Cronin, & Begg, 2011) . Use of the Hanley and McNeil method is expected to decline given that Hanley recommends that it be replaced by the Delong et al. method (J. A. Hanley, personal communication, May 20, 2011) , as do other commentators (Begg, 1991; Hanley & Hajian-Tilaki, 1997; Le & Lindgren, 1995) . The Delong et al. method uses a more precise method of computing variances by assigning positions to scores based on whether each recidivist has a higher, lower, or equal score on the measure than a nonrecidivist. A detailed explanation of the Delong et al. method is provided in the appendix.
To compute the standard errors derived from the Delong method, the pROC package for R program (Robin et al., 2011) was updated to include formulae from Hanley and Hajian-Tilaki (1997) . If the 95% confidence interval of the difference between measures included zero, the difference in discrimination between the two scales was not statistically significant.
Incremental validity. Incremental validity was examined using Cox regression (Allison, 1984) . The dependent variable was time-at-risk or "survival time," and each case was identified as either a failure (e.g., recidivist) or censored To compare different rules for combining risk scales (lowest, highest, average), the scales needed to be standardized to a common metric. Based on previous research , the metric used was the log of the hazard ratios associated with each score, centered on the median value of the scale in routine samples. For Static-99R and Static-2002R, the necessary parameters (i.e., median, log hazard ratios) have previously been reported based on samples that overlap with those reported in the current study (Babchishin, 2011; Hanson, Babchishin, et al., 2012; Hanson, Lloyd, Helmus, & Thornton, 2012) . The parameters for the RRASOR had not been previously reported and were calculated for this analysis using the same data sets and procedures used for Static-99R and Static-2002R (using routine samples, k = 6, n = 3,642). Specifically, the RRASOR was considered to have a median value of 1 (based on Hanson, Lloyd, et al.'s [2012] sample and method) and a log hazard ratio of 0.578 (based on Hanson, Babchishin, et al.'s [2012] sample and method). The corresponding values for Static-99R were a median of 2 and a log hazard ratio of 0.332; for Static-2002R the median was 3 and log hazard ratio was 0.322.
To calculate the predicted recidivism rate, the hazard ratios were multiplied by the sexual recidivism base rate (see Hanson, Babchishin, et al., 2012 , for the strengths and limitations of this approach to estimating absolute recidivism rates). The base rate of sexual recidivism in this sample (8.8%) was estimated from logistic regression with the three risk scales (centered on their respective medians) entered as predictors and the ragged recidivism information (i.e., with varying lengths of follow-up) entered as the outcome. These analyses were, therefore, restricted to cases with scores on all three measures (k = 7, n = 2,609). Estimated recidivism rates over 100% were trimmed to 100%.
1
Calibration
The E/O index was used to examine the fit between the expected and observed recidivism rates derived from the three combination methods and can be considered a measure of effect size. E refers to expected number of recidivists and O refers to observed number of recidivists. Perfect fit is indicated by an E/O index of 1.0. Following Rockhill, Byrne, Rosner, Louie, and Colditz (2003) , the 95% confidence intervals for the E/O index were calculated using the Poisson variance for the logarithm of the observed number of cases (O):
Calibration was also examined using the HosmerLemeshow test (Hosmer & Lemeshow, 2000) and provides an overall significance test for sets of predicted values. The Hosmer-Lemeshow test is a chi-square goodness-of-fit statistic with sparse data clumped into a limited number of roughly equal-sized groupings, or "bins" (g ≤ 10). The fit between the observed and expected recidivism rates is calculated for each bin, thus highlighting potential areas of misfit. In our study, the expected recidivism rates for groupings were estimated as the weighted average of the expected values for each score within groupings. A nonsignificant Hosmer-Lemeshow test suggests good fit between the observed and expected recidivism rates (equivalent to a Pearson chi-square test with df = g − 2).
Results
Discrimination
Tables 4 to 6 present the weighted AUC for each risk scale and differences between scales tested using the Delong method. The total scores of Static-99R and Static-2002R predicted sexual and violent recidivism similarly. However, the total scores of Static-2002R predicted any recidivism with significantly greater discrimination than Static-99R (Table 4) . The fixed-effect and random-effects meta-analyses of differences between AUCs produced identical results because the between-study variability was less than would be expected by chance (Q < df). Table 5 presents the meta-analyzed AUCs for the RRASOR and Static-99R. The Delong test found that Static-99R total scores had significantly greater discrimination in predicting sexual, violent, and any recidivism than the RRASOR total scores, with the largest differences found for violent (including sexual) and any recidivism. The same pattern of results was found for the total scores of the RRASOR and Static-2002R, with Static-2002R predicting sexual, violent, and any recidivism more accurately than the RRASOR (Table 6 ).
The differences in discrimination between the scales were remarkably consistent across samples for the prediction of sexual and violent recidivism, as indicated by nonsignificant Q statistics (with the exception of comparing Static-99R and RRASOR for violent recidivism). For any recidivism, the comparison between the RRASOR and Static-99R and the comparison between the RRASOR and Static-2002R had significant variability, indicating that the difference in discrimination for these comparisons were inconsistent across the samples.
Incremental Validity
Tables 7 to 9 present the Cox regression analyses used to examine the incremental validity of the total scores of risk 450
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scales for each recidivism type. For the prediction of sexual recidivism, all risk scales were generally found to add incrementally to one another despite large correlations between scales, ranging from .70 and .92 (Table 7) . Namely, the RRASOR (Wald = 9.75, p < .01) and Static-99R (Wald = 143.15, p < .001) each added incrementally For the prediction of violent (including sexual) recidivism, all three scales added incremental information for all analyses. Of note, the incremental effect for the RRASOR was reversed-namely, lower scores on the RRASOR were associated with higher rates of violent recidivism after controlling for the other scales (Table 8 ).
In addition, the model that included the three risk scales found significant incremental validity for each scale (with lower scores on the RRASOR predicting higher rates of violent recidivism).
For the prediction of any recidivism, each risk scale once again added incremental validity to one another (Table 9) . Specifically, the RRASOR and Static-99R added incrementally to each other, Static-99R and Static-2002R added incrementally to each other, and, finally, the RRASOR and Static-2002R added incrementally to each other. Similar to the prediction of violent recidivism, lower scores on the RRASOR were associated with higher rates of any recidivism, after controlling for the other scales. Last, the model that included all three risk scales found significant incremental validity for each scale (with lower RRASOR scores predicting higher rates of any recidivism).
The incremental validity of the constructs measured by the risk scales were also examined (see Table 10 ). Specifically, based on factor analyses (Barbaree et al., 2006b; Thornton, 2010) , the items of the risk scales were separated into the domain of sexual criminality, general criminality, and age. For the prediction of sexual recidivism, each domain was found to add incrementally to one another. As expected, the incremental effect for age was negative-younger age was associated with higher rates of sexual, violent, and any recidivism. In addition, all three domains were found to add incremental information in the prediction of violent (including sexual) recidivism. For any recidivism, sexual criminality did not add incremental validity to general criminality and age (Wald = 0.26, p = .61).
To examine the practical importance of the incremental finding, offenders were also sorted into risk categories (for Static-99R: low, −3 to −1; moderate, 0 to 4; high, 5+ and for Static-2002R: low, −2 to 0; moderate, 1 to 5; high, 6+). These categories were based on a scale-independent definition of nominal risk categories suggested by Babchishin Note. Analyses conducted separately for each comparison, with each sample entered as strata and components entered simultaneously. Sexual criminality = Prior sentencing occasion, any juvenile arrest for sexual offences, rate of sexual offending, noncontact offence, male victim, young and unrelated victim, unrelated victim, and stranger victim; α = .684, n = 2,594. Criminality = Any prior involvement, prior sentencing occasions, community violation, years free prior to index, any prior nonsexual violent occasion, and nonsexual violent convictions at time of index; α = .786, n = 2,594. Cases required all items (13 Static-2002R items and 1 Static-99R item) on subscales to be included in the analyses. RRASOR = Rapid Risk Assessment for Sex Offence Recidivism; CI = confidence interval; LL = lower limit; UL = upper limit. a.For the prediction of any recidivism, sexual criminality did not improve the model after accounting for general criminality and age, χ 2 change = 0.26, df = 1, p = .61. **p < .01. ***p < .001.
and Hanson (2009) . Specifically, offenders with a score associated with less than half the rate of sexual reoffending than the typical offender (hazard ratio < 0.50) were classified as "low risk." Offenders with a score associated with more than half the rate of reoffending than the typical offender, but less than twice the rate of reoffending of the typical offender (hazard ratio 0.50-1.99) were classified as "moderate risk." Last, offenders with a score associated with twice the rate of a typical offender (hazard ratio > 2.00) were classified as "high risk."
A simple crosstab of the sexual recidivism rates by Static-99R and Static-2002R risk categories is presented in Table 11 to allow for a visual representation of the recidivism rates of offenders for whom the scales provide discordant results (when both scales sort offenders into different risk categories) and concordant results. Recidivism rates for discordant groups were intermediate between the two adjacent risk categories. For example, when both scales classified offenders as moderate risk, the observed recidivism rate was 9.8% (134/1,374), and when both scales rated offenders as high risk, the observed rate was 30.5% (237/791). When one scale classified the offender as moderate and the other scale classified the offender as high, the observed sexual recidivism rate was 20.8% (60/288). This 10% difference in recidivism is similar in size to the effects found for most of the well-established risk factors (e.g., any male victim, any unrelated victims; Hanson & Bussière, 1998) .
Combining Across Risk Scales
Three methods for combining risk scales were examined: (a) choosing the lowest, (b) choosing the highest, and (c) taking an average. Analyses were restricted to cases with scores on all three measures (k = 7, n = 2,609). Each method produced scores that were highly correlated (Kendall's tau correlation coefficients ranged from .77 to .88) and provided similar discrimination (i.e., sorting offenders from lowest risk to highest risk to reoffend).
The only significant difference in discrimination was that choosing the highest score did worse than averaging (see Table 12 ). The estimated recidivism rates were derived from an exponential (ever increasing) model. The exponential is an acceptable fit to Static-99R scores when the expected recidivism rates are less than 50% . With high scores, however, the exponential model can produce impossible estimates (i.e., >100%), as was the case in the current study. Consequently, we removed the highest risk bin defined by the HosmerLemeshow test (i.e., the bin with expected recidivism rates over 100%, remaining n = 2,362). With this trimmed data set, the average produced an E/O index of 1.03 (95% CI = [0.92, 1.15]), indicating good agreement between the observed recidivism rates and the recidivism rates predicted by this approach. As could be expected, choosing the lowest systematically and significantly underestimated the recidivism rates (E/O = 0.75, 95% CI = [0.67, 0.83]), and choosing the highest method systematically and significantly overestimated the recidivism rates (E/O = 1.49, 95% CI = [1.33, 1.66]). The Hosmer-Lemeshow test found that the averaging approach produced good calibration (χ 2 = 12.20, df =7, p = .094; n = 2,362), whereas the other two methods deviated from perfect calibration (χ 2 min = 55.10, df = 7, p < .001; n = 2,362; χ 2 max = 78.00, df = 7, p < .001; n = 2,362).
A similar pattern occurred if we included all risk scores (n = 2,609); however, each approach produced expected recidivism rates that were statistically different from the 
Discussion
The purpose of the study was to compare the predictive accuracy and incremental validity of three actuarial risk assessment scales for sex offenders and by doing so, demonstrate methods appropriate more generally for the validation of criterion-referenced measures. We found that the total scores of Static-99R and Static-2002R provided better discrimination than the total scores of the RRASOR for sexual, violent, and any recidivism. No differences in discrimination were found between Static-99R and Static-2002R for sexual and violent recidivism, but Static-2002R was found to outperform Static-99R in predicting any recidivism. Remarkably, despite large correlations and substantial item overlap between the risk scales, the scales consistently added incremental validity to one another, with one exception: the RRASOR did not add incremental validity to the prediction of sexual recidivism after controlling for Static-2002R. The study also examined three methods of combining risk tools: (a) choose the lowest, (b) choose the highest, and (c) take an average. Each of these methods was highly correlated with the others; however, the averaging approach produced better discrimination than choosing the highest risk scale. For estimating absolute recidivism rates, the averaging showed the best calibration. The other methods systematically underestimated (choose the lowest) or overestimated (choose the highest) the observed recidivism rates.
Incremental Contribution of Risk Scales
Our findings are in stark contrast with Seto (2005) who did not find incremental validity of similar risk scales (albeit using a much smaller sample size). Both studies found that various decision rules for combining different risk tools had little effect on discrimination. Unlike Seto (2005) , however, the current findings suggest that there are clear benefits to considering multiple scales. Large correlations between risk scales are routinely assumed to preclude incremental validity. This is not the case. The presence of incremental validity even between these highly correlated scales suggests that incremental validity should be expected for most risk scales (provided the samples sizes are large enough).
It is not obvious, however, how different findings across risk scales should be interpreted. Vrieze and Grove (2010) Note. AUC = area under the curve; CI = confidence interval; LL = lower limit; UL = upper limit. a. A positive difference score indicates greater discrimination by believing the lowest score compared with believing the highest score combination method. b. A positive difference score indicates greater discrimination by believing the lowest score compared with the averaging method. c. A positive difference score indicates greater discrimination by believing the highest score compared with the averaging method. *p < .05. assumed that discordant results between two measures with substantial overlap in content would form ". . . a prima facie reason to disbelieve" both scales and would ". . . undercut each others' statuses as knowledge claims" (Vrieze & Grove, 2010, p. 388) . We believe that Vrieze and Grove (2010) are only partially correct. Equally valid measures can give divergent results. Even when the items "look" similar, they can be related to recidivism through different causal mechanisms or different weighting of domains predictive of recidivism.
Based on previous research (Barbaree et al., 2006b; Thornton, 2010) , there are at least three broad dimensions represented by the items in sex offender risk assessment tools: age, sexual criminality, and general criminality. RRASOR has only items related to age and sexual criminality, whereas Static-99R and Static-2002R have items from all three dimensions. We found that each of these dimensions had different relative contributions to the different recidivism outcomes. In particular, a history of sexual criminality was related to sexual recidivism and (to a lesser extent) violent recidivism. Sexual criminality was not predictive of general (i.e., any) recidivism. Consequently, it is possible to increase the measures' overall association with any and violent recidivism by rebalancing the weights of these dimensions, according more weight to general criminality and age and less weight to sexual criminality. Although initially unexpected, the negative weights for the RRASOR (after controlling for the Static scales) for violent and any recidivism make sense: negative weights for RRASOR scores decreased the predictor's saturation with sexual criminality for outcomes that had little or no relationship to sexual criminality (a classic suppression effect).
Suppression effects, however, cannot provide a complete explanation for our findings. The RRASOR added incremental validity (positively) to Static-99R in the prediction of sexual recidivism, despite all the RRASOR items being already included in Static-99R. We even used the items of Static-99R to calculate the RRASOR. These incremental validity findings, therefore, cannot be attributed to new constructs being captured by the RRASOR, but to different weighting of the items in each scale. The finding of incremental validity in the current study demonstrates that the original weighting of the items in the RRASOR, Static-99R, and Static-2002R was not optimal.
Combining Risk Scales
Given the presence of incremental validity between risk scales, evaluators interested in systematic risk assessments may wish to use multiple risk scales in their evaluations. Rules for combining risk scales first require an understanding of the domains being measured by the scales and how the domains relate to the outcome of interest. Understanding what the scale items are measuring would allow evaluators to explain inconsistencies in risk rating across measures and inform methods of combining risk scales. This task would, however, be difficult as it requires not only an understanding of the underlying constructs, but knowledge of how the specific items measure these constructs. Nevertheless, such research is essential given that the incremental addition of risk scales is most likely not limited to the three actuarial scales examined in this study.
Although the current results (and logic) favor the averaging approach, other rules may be better for other sets of measures. Specifically, psychological measures typically assess one construct (e.g., depression) and are created by sampling from a pool of possible items. When these measures provide discordant results, psychometric theory supports an averaging or additive approach. Such approaches are based on the assumption of classical test theory that increasing the item pool should reduce sampling error and produce more reliable results (Nunnally & Bernstein, 1994) . Of course, if the additional items are substantially worse (less predictive; or less related to the latent construct) than the items already considered, the accuracy of the overall prediction would deteriorate. Unlike traditional psychological measures, however, combining multiple risk scales requires a construct-level approach because these measures tend to assess multiple constructs (e.g., general criminality, sexual deviancy). Specifically, the preferred method of combination will depend on whether or not the scales are measuring similar or different domains, as well as the domains' relationships with the outcome of interest.
If the two risk scales are sampling from the same domain(s), then similar to traditional psychological measures, an averaging approach can decrease measurement error and increase discrimination. In contrast, if the selected scales are not sampling the same domains, then the evaluators would require a defensible model concerning (a) the domains measured by the scales, (b) how the domains relate to the outcome of interest, and (c) empirical evidence concerning how the constructs should be weighted and combined. In the absence of such an empirically supported model, it would be prudent for evaluators to privilege the scale for which the evaluator holds the most confidence. The direction forward for risk assessment combines empirical prediction with the construct validity tradition. Until then, risk evaluators will continue to be faced with the knowledge that other variables (and scales) add incremental validity without being able to explain why.
An additional concern is the metric used to combine scales. In the current study, we used relative risk (from the median value) as the scale-independent metric. As we have argued elsewhere, relative risk is an intrinsic and surprisingly stable characteristic of this type of risk scale . Absolute recidivism rates estimates could also be used 456 Assessment 19(4) (either in raw or logit metrics); however, absolute recidivism rates vary across samples for reasons that are not fully understood . Seto (2005) and Barbaree et al. (2006a) used percentile ranks to compare scales; although plausible, percentiles measure the rarity of particular scores and provide no direct information concerning the extent to which the score is associated with the outcome of interest. Further work is required to develop both the evidence base and practical methods of combining risk scales.
Future Directions
Although some progress in risk assessment can be made by refining item weights, we do not believe this will solve the most pressing problems of applied risk assessment (Hanson, 2009) . Specifically, the current study provides clear evidence that the item weights in actuarial scales are unlikely to ever be optimal. Given large-enough sample sizes, the null hypothesis (finding no incremental validity) can almost always be rejected (Cohen, 1994) . In addition, the refinement of weights is a never-ending task requiring larger sample sizes for decreasingly small gains in precision. Test developers would also need to be vigilant about overfitting the data, as small adjustments rarely generalize to other data sets (Cureton, 1950) . As well, complex weights will reduce the practical ease of scoring and increase the risk of error; integers are simple.
We believe the way forward involves increasing attention to the construct validity of risk scales. Determining the construct validity of a test requires identification of the latent constructs of interest and the integration of multifaceted evidence regarding the extent to which the test reflects these latent constructs. Construct validity can be assessed, for example, by examining content validity, factor structure, known-groups validity, predictive validity, temporal stability, and the results of experiments (Cronbach & Meehl, 1955; Embretson, 2010) . The degree of relationship between the risk scale and other relevant measures is but one step required to establish construct validity (see Embretson, 2007 , for a review). Construct validity research would be an essential step in identifying (a) the latent constructs measured by the risk scales, (b) how these constructs relate to the outcome of interest, and (c) how these constructs should be weighted and combined.
The development, validation, and interpretation of empirical actuarial measures produce unique challenges. Large samples (thousands) are required to compare the predictive accuracy of actuarial measures. An additional challenge is that the statistics used to evaluate the predictive accuracy of risk scales have not been commonly included in psychometric textbooks or statistical courses in psychology (e.g., the Delong test of differences between AUC ROC; Delong et al., 1988) ; consequently, many researchers are unaware or inexperienced with the appropriate analyses. The analyses presented in the current study are not novel and are commonly used to assess diagnosis accuracy and prognostic indicators in other fields such as medical research (AUC ROC- Begg, 1991; Grzybowski & Younger, 1997; Swets, 1988; Zweig & Campbell, 1993; survival analysis-Horton & Switzer, 2005; Sasieni, 2005) . To support cumulative knowledge development, studies comparing the discrimination of risk scales should routinely report a standard set of indicators. Specifically, we recommend that authors present correlations between the measures, the AUC of each scale, and the standard error of the difference. Authors interested in examining the calibration of risk scales should report other indicators as well, such as the E/O index and calibration plots (Altman, Vergouwe, Royston, & Moons, 2008; Harrell, Lee, & Mark, 1996) .
Recommendations on Which Risk Scales to Use
Both Static-99R and Static-2002R showed equivalent predictive accuracy for sexual and violent recidivism. This contrasts with a previous meta-analysis of seven of the current data sets in which Static-2002 outperformed Static-99 in predicting sexual, violent, and any recidivism . A subsequent study has similarly found Static-2002 to predict sexual recidivism better than Static-99 (Stalans, Hacker, & Talbot, 2010) . The revised age weights in the R versions notably increased the discrimination of Static-99R, whereas a smaller improvement was found in Static-2002R (the original Static-2002 age weights were quite similar; . Consequently, evaluators wishing to choose between Static-99R and Static-2002R must make that decision based on criteria other than discrimination ability (e.g., calibration, ease of coding, conceptual clarity, depth of replication).
Finally, we recommend that evaluators do not rely primarily on the RRASOR in their sex offender risk assessments. Despite the RRASOR being the second most used scale in the United States (McGrath et al., 2010) , it had meaningfully lower predictive accuracy than Static-99R and Static-2002R in all analyses. Nevertheless, the RRASOR was found to add incremental validity to Static-99R, which will motivate some evaluators to consider both the RRASOR and Static-99R for high-stakes cases (e.g., civil commitment). Use of both RRASOR and Static-99, however, invites the problems associated with interpreting a subset of items already included in a longer, better validated measure of sexual recidivism. In cases where the outcome of primary interest is violent or any recidivism, we suggest evaluators use scales specifically designed for these outcomes (for reviews, see Hanson & MortonBourgon, 2009; Yang, Wong, & Coid, 2010) .
The Delong et al. (1988) approach starts by calculating for each observation a quantity called the "placement." Specifically, the scores of the recidivists are arranged as table columns and the scores of the nonrecidivists are arranged as rows (see example below). Next, a score of 1 is allocated if a recidivist has a higher score than a nonrecidivist ("correct" ordering), a score of 0 if a nonrecidivist has a higher score than a recidivist ("incorrect" ordering), and a score of 0.5 if the scores are equal. The placement for an observation is the average of these 0/.5/1 (incorrect/tie/ correct) orderings. For example, the placement for the 6th nonrecidivist in the example (NR 6 ) is 3.5/6 = 0.58. There are two sets of placements: a set for the recidivists, which in the example below ranges from 0.31 to 0.94 (n Table 1 , e.g., 0.31250 rather than 0.31.)
To compare two measures (Measure A and Measure B), the AUCs and the variances for each measure are calculated using the method described above. The covariance is similarly estimated from the placements on each measure. The covariance between the placements for Measure A and Measure B are calculated separately for the recidivists and the nonrecidivists, using the standard formula (covariance = correlation × SD A worked example is provided in Hanley and HajianTilaki (1997) . With small data sets, it is relatively easy to compute the values in Delong et al.'s method using a hand calculator or generic spreadsheets. Purpose-built software programs are available and are convenient for the analysis of larger data sets (e.g., Robin et al., 2011) . 
