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Abstract 
The increasing demands and literacy of computer users, along 
with an increasing availability of manufactures hardware have 
spurred on a distributed processing trend in todays computer 
systems environment. 
The first section of this paper investigates various management 
concerns in the development of distributed systems by trying to 
answer management's questions such as: What possible pitfalls 
could occur in distributed systems? What measures can be used 
to determine if a system should be distributed? 
The next section investigates how various major manufactures 
(IBM, DEC, and UNIVAC) are developing their distributed 
architectures to totally integrate various hardware components. 
These manufacture's architectures are compared with the distributed 
architecture guildlines set by the International Standards 
Organization. 
The final section of the paper describes the various structures 
of a distributed system. The form selected by a individual 
corporation is usually dependent upon the corporations structure. 
Five distributed structures will be reviewed and examples of 
corporates structures which lend themselves to the structures 
will be described. 
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The distributing of computer hardware, with its related 
software, interconnected by a variety of communication transmission 
facilities, has become a growing trend in the development of 
computer systems. This distributed systems trend has been spurred on 
by hardware price decreases; variety of available hardware; 
increased user demands for data processing solutions; and increased 
computer literacy among the computer user community. These reasons 
have made distributed computer solutions increasingly attractive for 
all types of jobs within an organization. 
EVOLUTION OF DISTRIBUTED SYSTEMS: 
The distributed system has evolved from previous decentralized 
and centralized systems. Initially decentralized systems were 
developed with each operational area of an enterprise operating its 
own computer facility. These stand alone systems provided each 
operational area with its own computer and data requirements, but 
had many shortcomings in fulfilling the enterprise's data 
requirements in a timely and accurate manner. Also, the 
decentralized systems led to a duplication of effort and resources 
within the enterprise. Management began to feel as if it had lost 
control of data, which is an extremely valuable corporate resource. 
Therefore, top management's data requirements led to the combining 
of computer systems with one common base of data, which became known 
as a centralized system. 
In centralized systems, all applications are executed in a 
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single host computer. Numerous advantages can be realized in the 
development and use of applications which share the centralized 
computer. All the data can be managed centrally under the control 
of a single person (Data Base Administrator) or group, so the 
data base structure, protocols and security measures are tightly 
controlled. New applications can be written using different subsets 
of the total data base with assurance the data needed for the 
application will be controlled directly at the central node. 
However, in a centralized system, system planning, software 
development, upgrading and implementation of hardware on large-scale 
computer installations required much longer lead times than was 
desirable. Business was unable to rapidly respond to changing 
customer requirements.  In short, large-scale computer systems 
required much larger planning proposals and delivery schedules than 
the rapidly changing business justified. Therefore, once such 
systems were installed they were frequently not flexible enough to 
adapt to the changing market conditions. 
Hence, distributed systems evolved with programmable and data 
storage capable devices at distributed nodes, which were connected 
to a central site or interconnected processors through communication 
links. These distributed system satisfied the demand for the 
unified information system for the enterprise and the needs of end 
users at the operational level. Functions and data can be 
distributed within a network of processors to provide management and 
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end users with both data and processing resources for increased 
productivity and management control. Distributed processing retains 
advantages of both centralized and decentralized processing and adds 
flexibility to all user levels. 
ADVANTAGES OF A DISTRIBUTED SYSTEM: 
A properly designed distributed processing system has the 
potential to provide several advantages over an entirely centralized 
system or decentralized system as follows: 
-- Management Control 
A distributed system disperses management control in the entire 
system by allowing each computer facility to model itself after the 
organizational structure it is meant to service. Each facility is 
allowed to operate independently, thus decreasing the technical 
complexity of large scale computer facilities. In a sense, 
distributed processing networks are more reliable than centralized 
1 
networks, since they are not as susceptible to total system failure. 
Total system failure is limited due to the partitioning of the 
workload among several processors. Should one computer site fail 
because of hardware or communication faults, the other computers can 
remain up and functioning. 
1. J. C. Emery, "Managerial and Economic Issues in 
Distributed Computing", IFIP Proceedings, (1977) p. 114. 
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-- Distributed Functions 
Applications can be moved from the central processor location to 
locations where they more logically or economically belong. 
Therefore, new applications that are unique to the end user can be 
executed in the distributed processor. Also, new low-risk 
applications at a distributed node can be quickly implemented 
without directly interfacing the central site. The ability to 
distribute functions permits a balanced approach; necessary control 
at the central location; and sufficient flexibility for the end 
users. 
-- Data Management 
With respect to data bases in a distributed system environment, 
centralized, partitioned or replicated approaches to the management 
of data can be utilized. 
Centralized Data Base - This approach centralizes all data in one 
physical location. The data is accessible to all users and 
updated in real time. 
Partitioned Data Base - This approach uses a single common data 
base that is kept up to date and is shared by all users, despite the 
fact that parts are physically separate and are separately managed. 
In this concept, all parts of the data base are managed as peers of 
one another. All inquiries will be automatically rerouted by peer 
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coupling to the site where the pertinent data is kept and the 
request can be satisfied. 
Replicated Data Base - This approach conceives of two versions of 
the data base: multiple distributed parts of the data base (each of 
which represents a portion of the master file) and a centralized 
batch version of the data base. With the replicated approach, the 
tactical information is stored at the remote site, and summarized 
strategic data is stored at the central site. Also, uniquely 
required information will be stored only where the requirement 
exists, and commonly used information will be stored centrally, 
making it accessible to remote users for inquiry, processing, and 
update. The distributed parts are used on-line for fast response 
applications, such as production control or customer service: but 
may disagree with the batch version, as updates occur during the 
day. Once a day, the central batch version and the multiple parts of 
the distributed version are brought into synchronism. Another 
related approach occurs when the central data base is also on-line 
and is updated in a real time during the day. 
— Implementation Alternatives 
In a distributed system where applications are partitioned 
accross several processors, it is often possible to use specialized 
minicomputers or microprocessors. Such machines can have price 
2 
performance advantages over a larger, general purpose system. 
2. A. L. Scheer, "Distributed Data Processing", IBM 
System Journal, Vol. 17:4 (1978), p. 329. 
A distributed system can grow as the data processing requirements 
grow. When the processing done on a single centralized machine 
begins to reach its capacity, the unit must be upgraded 
significantly; on the other hand, in a distributed system a new node 
can be easily be added without major disruptions or expense in the 
network. 
-- Increased User Acceptance 
Over the years, both communications and computing costs per 
transaction have decreased, but current indications are that the 
3 
former cost may decrease at a slower rate than the latter. 
In a geographically dispersed organization remotely originating 
data queries are far more expensive, in terms of communications 
cost, than local queries. Therefore by placing the computing 
capability nearer to its point of need or point of highest 
utilization a distributed system can potentially reduce the overall 
communications cost and improve response time. Also, a distributed 
system provides greater availability to the user of the network by 
reducing dependence on relatively unreliable transmission lines. 
3. Ibid., p. 328. 
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MANAGEMENT PITFALLS IN A DISTRIBUTED SYSTEM: 
It should be noted that although these advantages are 
realistically achievable, a distributed network is much more complex 
than centralized and decentralized systems. Errors made in network 
design can be difficult to correct, and small errors can easily 
magnify themselves to have disastrous results. Management should be 
watchful for several potential problem areas associated with some 
distributed systems. 
Creeping Growth - If centralized management control weakens as a 
result of distributed processing, then it is possible that over time 
the capabilities, applications and costs of remote sites will 
escalate to the point that they embody all the disadvantages of 
decentralization. 
Hidden Costs - A reason often given for the use of small processors 
at a remote site is low cost. While it is easy to compare hardware 
costs many alone and convince oneself that the distributed approach 
will be cost effective, this is not always the result. There are a 
number of hidden costs such as software maintenance and development, 
communications links and traffic, and facilities upgrading which 
also must be considered. 
Duplication and Incompatibility - Care must be taken in a 
distributed processing environment to try to create and use standard 
software whenever possible. This means that standards must be 
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established for hardware/software systems, in order to avoid a 
costly mix of different types of equipment and software systems. If 
the distributed sites are given too much freedom to implement their 
own applications, this may lead to duplication and incompatibility 
among the various sites, which is a fundamental problem with a 
decentralized system. 
GUIDELINES FOR DISTRIBUTING A SYSTEM: 
The decision of whether to distribute a computer system is not a 
hardware or software question; it is an application quostion. Since 
not all applications are suitable for distribution the following 
guildlines could be used to make the decision of whether or not to 
distribute. If your application fits some of the following 
criteria, a distributed system may be a viable solution for the 
application. Otherwise, a distributed system approach is probably 
not necessary to successfully design and implement the application. 
-- Failsoft Considerations 
If the availability of the system to the end users is 
particularly critical, and long periods of down time are detrimental 
to business objectives, then a distributed system has the advantage 
of isolating failures to relatively small parts of the organization. 
A failure in the centralized system does not cause the remote 
location to be down; and a failure at the remote location does not 
impact the central system or other remote locations. 
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-- High performance requirements 
This is one of the most often claimed benefits of distributed 
systems, that they out perform the large centralized systems, at 
least in terms of user-related measures like response time, 
transaction rate, and cost per transaction. Small systems which are 
dedicated to specific applications can provide better user service 
than the large, high-overhead systems which have a high degree of 
internal contention due to servicing many users with varying 
requirements. 
-- Unique Processing Logic 
If the specific processing logic required at the distributed 
location is unique and limited, a distributed processor can be 
assigned to those tasks and physically located at the remote 
location. If the remote site requires a wide range of processing 
capabilities, then the centralized mainframe may be a better 
processor for the application. 
-- Dissimilar timing needs 
Where the timing requirements of the remote location and the 
central location differ, distributed processing may be appropriate. 
This is particularly true where the timing requirements are much 
more stringent at the remote location. There are many such examples 
where the corporate home office only needs daily summaries or can 
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work in a batch mode whereas the remote locations needs on-line 
interactive data base access. 
-- Geographic Dispersion Of Users: 
If there is no dispersion of users, there is probably no 
justification for distributed processing. The word "geographic" 
however, can be interpreted quite loosely. There are some good 
examples of distributed processing systems in manufacturing 
environments where the whole system is contained within a single 
plant complex. The important characteristic is the physical 
isolation of specific processing functions that can be handled by 
small, dedicated systems. Their geographic dispersion may, in fact, 
be very small in terms of distance. 
SECURITY WITHIN DISTRIBUTED SYSTEMS 
With the complexity of distributed systems, system designers 
must look beyond throughput and capacity as primary measures of a 
good network, and attend to potential problems of security. 
What is a secure distributed system? It's a collection of 
hardware and software which ensures that once a message is entered, 
it will be delivered without unauthorized alteration, detection or 
delay. 
To obtain such security, the system must be reliable; capable 
of securely storing data which cannot be delivered; able to detect 
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and foil unauthorized access; and capable of continued operation 
while recovering from hardware and software failures. 
When designing or specifying security features, however, there 
are three areas where different levels of security can be 
implemented. These are network accessing; intrusion detection; and 
data transmission techniques. 
Limiting access to the network can be handled fairly easily and 
inexpensively. Some of the proven methods include passwords and 
authorization codes, which indicate if the requester and his request 
are valid. Such security can be implemented by verification tables. 
Since the security is being handled by the software, it's both easy 
and inexpensive to change passwords and transaction authorization 
codes on a regular basis, thus providing another level of security. 
If merely locking out unauthorized users or requests isn't 
enough, it's not too difficult or expensive to design routines that 
will shut down the offending terminal. The terminal, user password 
and the time of the violation could be identified. Such security is 
often enough to discourage all but the professionals. 
Once data is in the line, it's vulnerable to unauthorized 
monitoring via different types of scanners. Users can multiplex 
transmissions, use synchronous data streams, employ alternate path 
or resort to data encryption. 
The key to high-level security - and point for point the 
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cheapest to implement- is data encryption. With the encryption 
available today, users can chose from packages which scramble data 
for storage and transmission; many sophisticated data base 
management systems also provide encryption which can be used 
locally and on-line. 
Encryption allows almost limitless encoding/decoding schemes. 
Keys can be changed as often as desired; the encoding algorithms and 
schemes can be modified; and decoding can be done via pure software, 
hardware or a combination of both. In a distributed network, these 
encoding/decoding schemes could be selectively placed in different 
terminals at remote sites, thus providing a high level of data 
selectivity and security. 
13 
DISTRIBUTED NETWORK ARCHITECTURE: 
In order to fully utilize intelligent terminals, distributed 
processing, and computer networks, more emphasis has to be placed on 
the communication protocols within the system. In addition to the 
system part which deals with the application, a large part of the 
system is concerned with the communication between the distributed 
components, exchanging data great distances, and controlling the 
synchronization and consistency of the operations performed at 
different locations. 
Early data communications attempts used transmission control 
units which controlled the communications line using a protocol 
4 
that intermixed line control and device control.  Application 
programs managed the control unit, formatted the data, and 
controlled the operation of the terminal. Application development 
was inhibited by the device-dependent support that had to be 
provided by each application program for each terminal type. 
Although remote information processing provided the user with many 
benefits, system modifications were both costly and time-consuming 
because of their effect on application programs.  In distributed 
systems a network architecture, which gives a definition of how 
communications services are logically structured and what functions 
they provide, is necessary to control the hardware and software 
4. J. H. McFadyen, "SNA: An Overview", IBM System 
Journal, Vol. 15:1 (1976), p. 5. 
- 14 - 
which perform various distributed processing functions. The basic 
concepts of network architecture was developed to provide a 
unified communication system architecture that could satisfy both 
current and future network requirements. Network architectures 
increase network flexibility by clearly identifying and separating 
the functional responsibilities of transmission management, function 
5 
management and application management. 
Since distributed systems are usually very complex, network 
architectures are usually structured into a series of hierarchical 
layers, with each layer building on the layers below. These layers 
make the communication architecture easier to design, describe and 
implement. In addition, the architecture makes it much simpler to 
isolate future modifications to a subset of local modules thereby 
reducing maintenance effort. The layered structure allows terminal 
operators and application programs to obtain information processing 
services without being involved in transmission details. Similarly 
the transmission management controls the movement of user data 
through the network independently of the contents of the user data 
unit. 
The architecture is made of protocols describing how one of the 
layers communicates with another layer. The description of the 
protocols' syntax, semantics and orderings makes up the majority of 
5. Ibid., p. 9. 
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6 
the network architecture's specification content.  Starting from 
those specifications, a network design can be described, and from 
this design an implementation may be realized, but the architecture 
does not directly force a specific design or implementation on 
developers. Most vendors offering a general-purpose distributed 
processing facility have such a defined architecture. These 
architectures allow the vendors to be in a position to offer the 
users a wide range of networking options from a consistent 
communications philosophy. 
In the mid-1970*s major computer manufactures began to announce 
architectures for distributed processing and computer networks. 
The first major announcements were by IBM, DEC, and UNIVAC.  Soon 
after, the International Standards Organization announced its 
guidelines for distributed network architectures. The following is 
a description of the different architecture layers used by IBM, DEC, 
UNIVAC and ISO guidelines. 
6. P. E. Green, "An Introduction to Network Architecture 
and Protocols", IBM System Journal, 
Vol. 18:2 (1979), p. 215. 
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A. ISO Guidelines: 
Most network architectures have little in common as they were 
designed around very different machines from different perpectives. 
In 1977 the International Standards Organization created the Open 
Systems Interconnection subcommittee to develop an open system 
interconnection reference model that can serve as a framework around 
which a series of standard protocols could be defined. 
In July 1979 the OSI passed the seven-layer model it had 
decided upon to its parent organization, so that it might be used as 
a basis for beginning the actual standardization effort. The 
intention of the open system architecture is eventually to allow any 
system conforming to its protocol standards to connect and 
communicate messages according to application defined protocols. The 
ISO model is simply a communications reference model, not a 
standard, not even the specifications for a complete networking 
system or architecture. Since so many vendors support the standard 
development work and appear to be aiming their communications 
packages in that direction the OSI reference model provides an 
excellent beginning point of reference. 
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Figure 1 shows a familiar concept of the growth of software 
layers around the central processing unit. Each layer is added in 
an attempt to increase the usefulness or ease of use of the machines 
or to introduce modularity by dividing the complex set of function 
into discrete layers. 
FIGURE 1. 
USERS 
QUERY SOFTWARE <- 
DATA BASE MANAGEMENT*-- 
OPERATING SYSTEM<- 
EXECUTIVE 
CPU 
-allows" users quick access 
to data 
-permits diverse users to share 
a common collection of data 
-permit simultaneous machine 
use, job scheduling, virtual 
memory 
--software for I/O handling 
and interrupt handling 
This same concept of isolating the end user from the computer 
can be applied to the ISO seven-layers of architecture around the 
communications links between computers. For distributed processing, 
in which distant machines are interconnected, layers of software or 
hardware are needed around the telecommunications links to make 
these more useful, to hide the complexity from the network user, and 
to separate the functions into more manageable slices. Figure 2 
illustrates the type of layers ISO defines as fundamental to 
advanced teleprocessing systems. 
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FIGURE 2. 
USERS 
APPLICATION CONTROL <- 
PRESENTATION CONTROL <- 
SESSION CONTROL <- 
TRANSPORT END-TO-END CONTROL <• 
NETWORK CONTROL <■ 
LINK CONTROL <- 
PHYSICAL CONTROL<- 
|COMMUNICATION| 
I   LINK    I 
I I I I I 
I I I I I 
I I I I I 
I I I I I 
I I I I I 
■LAYER 7 
■LAYER 6 
-LAYER 5 
■LAYER 4 
■LAYER 3 
■LAYER 2 
■LAYER 1 
The layers of control for communications are intended to make 
the physical communication links more capable and more useful. 
Layer 1: Physical Control 
The intermost layer is the Physical Control Layer, which 
maintains the physical connection between the machine and the 
telecommunications circuit so that bits of data can be moved across 
the line. This layer is concerned with the physical, electrical, 
functional and procedural characteristics to establish, maintain and 
disconnect the physical link. 
Layer 2: Link Control 
The Link Control Layer administers the passage of blocks of 
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data over the physical link. This layer is concerned with issues 
such as: 
- How does a machine know where a transmitted block starts and ends? 
- How can transmission errors be detected? 
- How can recovery from transmission errors be accomplished? 
- When several machines share one physical circuit, how can they be 
controlled so that their transmissions do not overlap and become 
jumbled? 
The transmission of physical blocks of data requiries a 
physical link control procedure which specifies the headers and 
trailers of blocks which are sent, and defines a protocol for the 
interchange of these blocks. Such procedures have been used since 
the earliest days of data communications. For distributed 
processing a more efficient line-control procedure than start-stop 
or binary synchronous is desirable, which permits continuous 
transmission in both directions of data which can contain any bit 
pattern. The ISO has specified such a line control procedure, HDLC 
(Higher-level Data Link Control). 
Layer 3: Network Control 
Prior to 1975, Layers 1 and 2 were all that were specified. 
These were adequate for communications between machines connected to 
the same physical line. With the evolution of distributed processing 
more layers were required. 
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Layer 3 relates to logical links in the network. These are not 
actual circuits, since they do not exist in physical reality, but 
Layer 3 pretends to the higher levels that they do exist. 
The path between computers may at one instant be via a number 
of physical lines. Each physical line spans two network machines 
which must use the Layer 1 and Layer 2 procedures to exchange data. 
The users become unaware of the route the data travels or how many 
physical lines it travels over. The user machines want a simple 
interface with a logical link. The Layer 3 layer of control creates 
the logical link and provides the higher levels with an interface 
with it. 
Layer 4: Transport End-To-End Control 
Whereas Layer 3 is concerned with the interface between the 
user machine and the network, Layer 4 is concerned with the 
end-to-end controls of the transmission between two users having a 
session. The transport layer is intended to provide additional 
services related to performance levels such as integrity controls to 
prevent loss or double processing of transactions, flow control of 
transactions, and addressing of end-user machines or processes. 
The lower four layers provide a transport service. They are 
concerned with the transport of blocks of bits from one user process 
to another, but not with the manipulation of those bits in any way. 
Some of the higher layers manipulate the bits. The interface from 
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higher layers or from user machines to Layer 4 is intended to 
provide a standard interface to users of the transport service 
independent of what network type is used. 
Layer 5: Session Control: 
The task of setting up a session between user processes can be 
complex because there are so many different ways in which machines 
can cooperate. Layer 5 standardizes this process of establishing 
and terminating a session. If something goes wrong in mid-session, 
Layer 5 must restore the session without loss of data, or if this is 
not possible terminate the session in an orderly fashion. 
In some types of sessions a dialogue takes place between 
machines, and a protocol must regulate who speaks when and for how 
long. In some cases the two machines speak alternately. In others 
one machine may interrupt the other, in other cases not. The rules 
for how the dialogue is conducted need to be agreed on when the 
session is set up. 
Layer 6: Presentation Control 
Layer 6 contains functions relating to the character set and 
data code which are used and to the way data are displayed on the 
screen or printer. A stream of characters reaching a terminal will 
result in certain actions such as the editing of the data, line 
skipping, tabbing, adding fixed column headings, field highlighting, 
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use of color, and conversion of character sets. Many of the 
functions in Layer 6 are concerned with the character stream, its 
codes and the way they are used. Also, encryption and decryption 
for security reasons may be included in this layer. 
Layer 7: Application Control 
The application layer is concerned with higher-level functions 
which provide the end user's access to the network. End users 
communicate by passing application defined protocol messages between 
themselves via the lower layers. Many of the management functions 
such as remote system initiation and termination, operator support, 
the use of remote data, file transfer control, distributed data base 
activities and network monitoring are provided in this layer. 
When distributed files and data bases are used, this layer can 
provide various controls which are needed to prevent integrity 
problems or deadlocks. Some types of controls for this are 
timestamping of transactions, delivery of transactions in the 
timestamp sequence and pacing control of a distributed node. 
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B. IBM - Systems Network Architecture (SNA) 
SNA was introduced by IBM in 1974. Prior to the introduction of 
SNA, IBM supported more than 200 communications products using 35 
access methods and 15 different protocols. 
SNA consists of the Common Transmission Network which does the 
actual message transfers over communications lines, and a series of 
half-sessions, which are ports through which the end user may access 
the network. The Common Transmission Network can be further broken 
down into path control and data link control layers. Each 
half-session element consists of function management, data flow 
control and transmission control layers. 
COMMON 
TRANSMISSION 
NETWORK 
HALF-SESSIONS 
PATH CONTROL 
DATA LINK CONTROL! 
FUNCTION CONTROL 
<---! DATA FLOW CONTROL 
TRANSMISSION CONTROL! 
The Function Management Layer consists of the presentation 
services, logical unit services and physical unit services. The 
presentation services is used to map messages into a 
device-independent form. These presentation services may include 
transformation (such as data compression), additions (such as column 
headings for displays) and translations (such as program commands 
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into local terminal language). The logical unit services allow 
users to create and receive messages between themselves and perform 
various network services. The physical unit services provides an 
interface between the unit and the logical unit services. 
The Data Flow Control Layer performs all dialog control 
processing. For example, it allows the session state variables to 
change from the 'send1 to 'receive' state. This layer is used to 
create (or respond to) messages to be sent to other data flow 
control layers. 
The Transmission Control Layer provides network addressable 
units with access to the network. It contains the connection point 
manager, session control and network control. The connection point 
manager builds basic information by appending addressing and 
sequencing information to each message to be transferred. This 
component contains the processes that create and react to exception 
conditions. Session control is the component that allocates and 
deallocates system resources upon receiving session establishment 
and termination requests. Network control aids in notification of 
the loss of some network services. Some error recovery is performed 
in this component. 
The Path Control Layer breaks the message it receives from the 
transmission control into a series of packets, appends its 
sequencing information to each packet allowing the message to be 
reassembled correctly by the receiving host and appends link 
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addressing information to route the packets to the next node in its 
routing path. This layer is also responsible for the management 
of all shared data link resources within the network. 
The Data Link Control Layer is formed by a series of data link 
control elements. In this layer the Synchronous Data Link Control 
(SDLC) protocol frames are built for transmission. Transmission 
errors are detected in these elements and corrected by requesting 
retransmission of the frames. 
Messages created by the end user for transmission are passed to 
the function management layer, where presentation services maps the 
message according to the specified class of services into a 
request-response unit. The connection point manager in transmission 
control uses the parameters passed to it from data flow control to 
create a request-response header, which is appended to the 
request-response unit. This combination request-response unit and 
header form a basic information unit, which is passed to the path 
control layer of the transmission subsystem. Path control breaks the 
basic information unit into packets and appends a transmission 
header to each packet, forming a set of path information units. 
This entire set forms a single basic transmission unit. In the next 
layer, data link control, a link header and a link trailer are 
appended to the basic information unit to form a basic link unit. 
This basic unit is actually passed to the required protocol 
transmission element in the data link control layer to be 
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addressing information to route the packets to the next node in its 
routing path. This layer is also responsible for the management 
of all shared data link resources within the network. 
The Data Link Control Layer is formed by a series of data link 
control elements. In this layer the Synchronous Data Link Control 
(SDLC) protocol frames are built for transmission. Transmission 
errors are detected in these elements and corrected by requesting 
retransmission of the frames. 
Messages created by the end user for transmission are passed to 
the function management layer, where presentation services maps the 
message according to the specified class of services into a 
request-response unit. The connection point manager in transmission 
control uses the parameters passed to it from data flow control to 
create a request-response header, which is appended to the 
request-response unit. This combination request-response unit and 
header form a basic information unit, which is passed to the path 
control layer of the transmission subsystem. Path control breaks the 
basic information unit into packets and appends a transmission 
header to each packet, forming a set of path information units. 
This entire set forms a single basic transmission unit. In the next 
layer, data link control, a link header and a link trailer are 
appended to the basic information unit to form a basic link unit. 
This basic unit is actually passed to the required protocol 
transmission element in the data link control layer to be 
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transmitted over the communication line. 
Once a logical unit to logical unit session has been 
established, message flow will generally go through the following 
layers in the originating node: presentation service, data flow 
control, transmission control, path control, and finally data link 
control. In the destination node, the message will flow through the 
same sequence of sublayers in the reverse order. 
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C. Digital Equipment Corp. - Digital Network Architecture (DNA) 
DNA is Digital Equipment Corporation's distributed network 
architecture. It is implemented through the DECNET program product, 
which was originally released in 1975. DECNET Phase II was announced 
in March 1978 and Phase III, the present version, was announced in 
February 1980. DECNET Phase II contains three distinct software 
layers: the dialog layer; the logical link layer; and the physical 
link layer. Each layer is made up of a set of distinct modules that 
allow for the building of DECNET nodes containing a functional 
subset of the total DECNET capabilities. 
PHASE II DIALOG         I .OGICAL PHYSICAL 
|- USER LAYER . - NETWORK 
SERVICES 
| NETWORK 
PHASE III |- MANAGEMENT SESSION 
1 LAYER - CONTROL 
LAYER 
|- NETWORK 
| APPLICATION - TRANSPORT 
LAYER LAYER 
The Dialog Layer is the end-user interface to the system. It 
provides the network user's application interface, and remote file 
and terminal access capabilities. Access to this layer is made 
through a set of DECNET system subroutines or through an operator 
interface. 
The Logical Link Layer provides for the packeting of messages 
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and the appending of logical routing information to each packet. 
This layer is also responsible for initiating and terminating 
sessions and for detecting and correcting logical link errors that 
may occur during the communication session. 
The Physical Link Layer handles the actual transmission lines. 
This layer is defined as containing the data link elements which 
ensure error-free transmission of the packets; physical link 
elements, which are the communications line drivers; and the 
physical facilities themselves. By appending control information to 
each message unit, this layer creates messages of the Digital Data 
Communications Message Protocol (DDCMP) form. The packets are 
sequenced for transmission and then sent over the line. Upon 
receipt of a packet from the communications line, this layer will 
examine the packet for transmission errors and, should any be found, 
7 
the receiving node requests retransmission of that packet sequence. 
The dialog and logical link layers are linked into the 
application program, while the physical link layers reside with the 
operating systems device handlers. 
In DECNET Phase III, the present release, the logical layers 
have been further broken down and added to, which will make it 
easier to implement multivendor networks through DECNET. The Dialog 
7. D. R. McGlynn, Distributed Processing and 
Data Communications, John Wiley and Sons, 
Inc., 1978, p. 149. 
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layer is subdivided into a user layer, which represents the network 
user's application; a network management layer, which is responsible 
for controlling and monitoring the network's configuration; and a 
network application layer, which provides the remote file and 
terminal access capabilities. Much of Phase Ill's increased 
functions are provided by the network management layer, which did 
not exist in previous releases. Unlike other layers, it has the 
ability to directly access any of the other system layers. 
The logical link layer is subdivided into a network services 
layer, which prepares a message to be sent; a session control layer, 
which controls the production and reception of information packets; 
and a transport layer, which routes the individual packets through 
the network. The addition of the transport layer in Phase III 
removed the adjacency constraint and made DECNET a networking system 
rather than simply a communications package. 
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D. SPERRY UNIVAC - Distributed Communication Architecture (DCA) 
Sperry Univac introduced the Distributed Communications 
Architecture (DCA) in November 1976 and released a major revision in 
June 1979. DCA allows use of a Distributed Communications Processor 
(DCP) as either a front-end processor, a remote concentrator or an 
individual nodal processor connecting to other DCP's. These 
communication processors remove the communications overhead from the 
CPU. 
TERMINATION ENVIRONMENT 
-APPLICATIONS 
ENVIRONMENT 
-MANAGEMENT 
ENVIRONMENT 
-TERMINATION 
SYSTEM 
COMMUNICATIONS SYSTEM 
TRANSPORT 
-NETWORK 
CONTROL 
-TERMINATION 
SYSTEM 
The DCA system can be divided into two different environments: 
the termination environment and the communications system. The 
communications system handles all intersystem communications, while 
the termination environment interfaces the user to the communication 
system. 
The communications system can be subdivided into the transport 
network control and the termination system. The termination system 
resides in both the termination environment and communications 
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system, providing the interface between the two major levels. 
The Transport Network Control is responsible for movement of 
messages between the systems. It consists of a series of 
transmission facilities and three network control modules: data unit 
control, route control and trunk control. The data unit control 
section manages the logical connection between the termination 
system and the transport network control layer. All logical errors 
such as loss of a message, data flow control and data assurance are 
done by this section. The route control section does the actual 
packet routing between nodes. The trunk control section is 
responsible for managing multiple parallel links in the network. 
The termination environment can be subdivided into the 
applications environment, management environment and the termination 
system. 
The Application Environment consists of all tasks and 
applications that make use of the communications system. All 
messages originate and are destined to the applications environments 
end users. These end users are the individual programs, devices or 
operators; they are the source and sinks of all information sent 
through the network. 
The Management Environment manages the end user's access to the 
communication system in DCA with the use of applications management 
services, communications system administrator and network management 
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services. 
The Termination System contains a logical port for each 
communication system user and a logical port multiplexer. Each 
logical port contains flow control and presentation services 
modules. Logical port flow control regulates the flow of messages so 
that neither logical port involved in a session will exceed its 
buffer limitations. The logical port presentations services function 
transforms the data addresses and the control information it 
receives to a form the transport network and the destination logical 
port can use. The logical port multiplexer manages the flow of 
messages from all logical ports to the transport network and from 
the transport network to the logical ports. 
The transmission facility consists of any two cooperating 
subarchitectural interfaces (SAI) connected by some communications 
line. The SAI manages the physical line interface and performs the 
line initialization, recovery and transmission queue management 
tasks. Line transmissions conform to the Universal Data Link Control 
(UDLC) protocol. 
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E. Comparisons Between ISO and IBM, DEC, UNIVAC Architecture 
The concept of using separate layers of control is fundamental 
to all architectures for distributed processing. However, the layers 
used differ from one manufacturer to another. Some of the layers 
are fundamental and widely accepted even in architectures which are 
otherwise entirely different. The architectures for distributed 
processing from the various computer manufactures contain all or 
part of the seven layers described in the ISO plan. Layers 1,2 and 
3 are usually clearly distinguished in almost all architectures. 
They are fundamental: the existence of an electrical interface with 
the transmission circuit (Layer 1), the existence of a link control 
procedure (Layer 2), and the separate existence of a common network 
to which many different machines con be connected (Layer 3). The 
functions of Layers 4,5,6, and 7 may be intermixed and not broken 
into those layers recommended by the ISO. The exact matching of 
ISO's layers with the previously discussed manufactures is not as 
relevant as functional equivalence of the layers taken as a whole. 
Figure 3 can be used as a reference to compare the various 
distributed system architectures. 
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FIGURE 3 
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COMPARISONS WITH ISO'S LAYER 1 
In commercially provided networks, such as IBM, DEC, and UNIVAC, 
the physical transmission-level function between nodes is usually 
provided by the common carriers. All vendors discussed offer a 
large choice of physical layer connections between data transfer 
equipment (DTE) and data circuit equipment (DCE) including X.21 type 
and RS-232 standards. The several line interfaces available allow a 
wide range of transmission rates over synchronous or asynchronous 
transmission lines. UNIVAC's DCA network specifically included the 
physical layer within the transmission facility. In IBM's SNA these 
interface services are performed by the data link control layer. In 
DEC's DNA Phase III, the communications facilities have been 
included within the physical link layer; however, they were not so 
defined under DECNET Phase II. 
COMPARISONS WITH ISO'S LAYER 2 
The data link layer specifies the facilities for frame transfer 
between two network nodes. Its functions are contained within the 
transmission facility's subarchitectural interface of UNIVAC's DCA 
network, data link control layer in IBM's SNA, and physical link 
control layer in DEC's DNA. Only UNIVAC's DCA network, which uses 
UDLC frames, supports the HDLC protocol. IBM's SNA link control 
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layer uses SDLC frames which form a conforming subset of HDLC. 
DEC's physical link control creates messages of a Digital Data 
Communication Message Protocol (DDCMP) form. DDCMP is an entirely 
different type of protocol from ISO's recommended HDLC. DDCMP is a 
byte-oriented protocol that contains data field length specifiers 
rather than bit-oriented protocol which makes use of unique flags to 
indicate the data field's position. 
COMPARISONS WITH ISO'S LAYER 3 
ISO's Network Control (Layer 3) adds packet headers and 
controls the routing and flow of packets on the logical link between 
nodes. 
The Path Control Layer in SNA encompasses functions similar to 
those in Layer 3 of the ISO model. SNA appends control headers to a 
group of frames to form a Path Information Unit. These Path 
Information Units provide functions satisfying both the 
end-node-to-end-node routing of ISO's Level 3 and the connection of 
end-session entities provided by ISO's Layer 4. 
The Transport Layer, which was contained within the logical link 
layer under DEC's Phase II, and a portion of the session 
8. F. P. Corr and D. H. Neal, "SNA and Emerging 
International Standards", IBM System Journal, 
Vol. 18:2 (1979), p. 247. 
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control/network services layer, perform DEC's DNA equivalent 
functions of the packet layer in ISO plans. DNA gathers DDCMP 
messages into Network Services Protocol (NSP) messages to perform 
the necessary control to maintain the logical network links. 
UNIVAC's DCA divides its integrated equivalent of ISO's Layer 3 
and 4 into three sublayers of its Transport Network. These layers 
are Trunk Control, Route Control, and Data Unit Control. Data Unit 
Control, the highest layer, chops the session message into packets, 
performs flow control on the packets and converts machine addresses 
to logical channel numbers and back again. Route Control determines 
the route through the network and sometimes joins small messages 
together to travel the same route as one packet. Trunk Control 
queues packets to and from the communication links, performs 
initialization and recovery, and manages the communications 
resources. 
COMPARISONS WITH ISO'S LAYER 4 
ISO's Layer 4, or the transport end-to-end layer, maintains 
control over the transmission and reception of session messages for 
each session. In SNA, some of the functions of Layer 4 are included, 
as mentioned above, in the Path Control Layer. In addition ISO's 
Layer 4 contains some functions such as session level pacing that 
are placed in the transmission control layer in SNA. These SNA 
layers create Request/Response Units to provide a means of 
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communication between end user sessions. In DEC's DNA the network 
services (previously contained in Phase II's logical link layer) 
include ISO's transport functions. 
COMPARISONS WITH ISO'S LAYER 5 
ISO's Layer 5, the session control layer, establishes, maintains 
and terminates layered connections for transfer of data between end 
users. In IBM's SNA these functions are provided by the transmission 
control and data flow control layers. The transmission control 
layer activates and deactivates SNA sessions between end users. The 
data flow control enforces dialog control between end users. 
In OEC's DNA network these controls of production and reception 
of information packets are performed in the session control layer 
(previously contained in Phase Il's logical link layer). 
In UNIVAC's DCA, ISO's Layer 5 layer functions are similiar to 
the communications system in the application environment. 
COMPARISONS WITH ISO'S LAYER 6 
ISO's Layer 6, the presentation control layer, provides data 
formats and any needed data transformations. Data formats might 
include those required for viedo display screens or printers. SNA, 
DNA, and DCA have established protocols for their presentation 
services. They are defined in SNA's presentation services of the 
functional management layer, DNA's network application layer 
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(previously contained in Phase Il's dialog layer) and DCA's 
termination system. 
COMPARISONS WITH ISO'S LAYER 7 
In all the discussed architectures the services of the lower 
layers are invoked by requests from an application. In the computer, 
the application layer consists of the application programs from 
which the terminal user requests information procession services. At 
the terminal, the application layer is represented by the terminal 
operator or an application program in a programmable control unit. 
All of the architectures refer to these sources and destinations of 
information as end users. 
In IBM's SNA network the application layer functions are 
performed by end user in the functional management layer. 
In UNIVAC's DCA network the application layer functions are 
performed by end user layer of the application environment. 
In a DNA network, the user layer provides ISO's application 
layer services (previously contained within Phase Il's dialog 
layer). 
As the manufactures' network architectures are so vastly 
different, a meaningful, in-depth technical comparison of the 
complete systems would be limited in scope and difficult to totally 
comprehend. However, several distinct key issues will be 
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contrasted, to show the variation of different philosophies used in 
the architectures. The hardware used, transmission protocols and 
message routing decision processes are among such key issues, since 
they play a major role in determining the networks overall 
characteristics. 
HARDWARE COMPARISONS 
None of the vendors discussed place any major limitations on the 
topology of the distributed network. UNIVAC and IBM have built their 
networks in a hierarchical structure, while DEC allows for either a 
mesh network or a hierarchical structure. 
IBM and UNIVAC allow only their high-end host machines to be 
root nodes in their hierarchical network. To prevent the 
communications functions from overloading a host, IBM and UNIVAC 
make use of a front-end communications processor. In any network 
node where there is a high volume of communication traffic, such a 
front-end processor is almost a necessity. 
Univac's Distributed Communications Architecture (DCA) network 
allows use of a Distributed Communications Processor (DCP) as either 
a front-end processor, a remote concentrator or an individual nodal 
processor connecting to other DCPs. These communication processors 
remove the communications overhead from the CPU, but are not an 
absolute requirement. This allows smaller processors in the UNIVAC 
line, which cannot easily interface with the front-end DCP 
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processor, to be directly connected to the network. When these 
DCP's are used, they run the Telcon program package; and the host 
runs either the Communication Management System (a special purpose 
telecommunications access method) or the Virtual Integrated 
Communications Access Method. 
An integeral part of SNA is a scheme for controlling the 
communications functions within a network. This scheme is the 
Network Control Program that resides within a communications 
controller of the network. The NCP controls and monitors all 
communications lines connected to it, performing such tasks as 
polling, addressing and buffering, as well as communication line 
error detection and correction. It frees the host from much of the 
overhead associated with data communications. Data Link, Path 
Control, and Data Flow work together to oversee the network traffic 
while maintaining separation of SNA functional layers. Thus, network 
functions are distributed amongst the host computer and the 
communications controllers throughout the network. SNA was 
originally defined for a single-host system; but with the 
introduction of the Advanced Communication Function, multi-host 
9 
networks became implementable. 
The DECNET offering of DEC has one of the better known of the 
9. D. R. McGlynn, Distributed Processing and 
Data Communications, John Wiley and Sons, 
Inc., 1978, p. 134. 
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peer computer network designs. The DECNET design has been implemented 
not only for the minicomputers of the DEC product line (PDP-8 and 
PDP-11) but also at the high end (DECSYSTEM-20). The ultimate objective 
is to connect the machines together in a mesh or in a hierarchy. In 
fact, a natural user evolution for minicomputers users has been been for 
independent users to start with stand-alone minicomputers of roughly 
equal power, later to connect them together, and still later to connect 
this set to a single large host. This bottom-up evolutionary pattern 
may be contrasted with the top-down pattern of network growth 
10 
experienced by many users of large machines. 
COMPARISONS OF TRANSMISSION PROTOCOLS 
All of the transmission protocols try to maintain data 
transparency. Data transparency is obtained by not allowing the data 
which is to be transmitted contain any characteristics which are 
designed to assist the transmission protocol. 
Of the transmission protocols, all but DEC's DDCMP are very 
similiar in nature to ISO's HDLC. DDCMP is a byte-oriented 
protocol; data transparency is gained through use of a data length 
specified rather than bit stuffing. The other protocols (SDLC, UDLC, 
and HDLC) are bit-oriented protocols making use of a special bit 
combination (or flag) to determine the length of the data field. In 
10. P. E. Green, "An Introduction to Network Architecture 
and Protocols", IBM System Journal Vol. 18:2 (1979), p. 213. 
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these protocols data transparency is obtained by inserting bits into 
the data field upon transmission and deleting them upon reception of 
the data; this guarantees a unique flag occurance. The HDLC packets 
carry a total of 24 bits of control information with each packet, 
compared with the 96 bits carried with the DDCMP packets. These 
extra bits carried by DDCMP include an extra block check field, the 
data length field specifier, and also allow for a greater number of 
unacknowledged packets to remain outstanding. 
All of the mentioned protocols require the the reception of each 
frame be acknowledged; if not, some transmission fault is assumed to 
exist and corrective action is taken. SDLC allows for up to seven 
frames to bo received before acknowledgement is required, while 
DDCMP, HDLC and UDLC allow for up to 255 frames to be transmitted 
before an error is assumed. 
COMPARISONS OF ROUTING DECISIONS 
Different routing techniques may be employed by a common carrier 
or PTT, a value-added network, or a user of a carrier. In a 
manufacturer network (SNA, DNA, DCA) the user and/or network manager 
has routing control only over the portions of the network that are 
11 
outside the carrier facilities. 
11. R. J. Cypser, Communications Architecture For 
Distributed Systems, Addison-Wesley Inc., 
1978. p.  576. 
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With IBM and UNIVAC the routing decisions are made once for the 
entire session (unless a malfunction or an unusually large shift in 
line loads occurs). In the DEC network, individual messages (or 
parts of messages) are rerouted during a session. 
All the vendors described use some form of a shortest path 
algorithm with variations in the cost assignment to each 
communications line. All the algorithms are adaptive in that they 
alter themselves dynamically to account lines that have failed. 
Also, all the vendors described use some form of virtual routing to 
allow a node to communicate with other nodes which may not be 
physically connected. 
DEC's network architecture provides for dynamic routing 
decisions and with it the ability of nodes to communicate with other 
nodes that may not be directly connected. Routed packets may be 
directed through up to seven intermediate nodes to get to their 
final destination node. Packet routing decisions are based upon a 
static cost matrix maintained in the transport layer. They remain 
constant unless there is a change in status of one of the nodes or 
communications lines involved with the session's explicit route. 
When routing decisions involve more than a single node, the cost is 
computed as being the sum of the transmission costs from the node 
which has the packet to its destination node. The Network 
management layer allows Phase III network operators at one node to 
monitor loads, error rates, node and line conditions throughout the 
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network. The operator may then use the information to manually alter 
the cost matrix contents upon which the routing decisions are based. 
Univac allows for the selection of a message route at session 
initiation according to the services required rather than assigning 
a possibility different route for each message. The message routing 
path is assigned from a table of predetermined possible paths. This 
route is then fixed for the duration of the session unless a 
communications fault that inhibits communications is detected; 
should this occur, a new route is immediately requested. In 
addition, Univac also allows the user the option of specifying that 
each packet passed through the system during a session be 
dynamically routed according to the network's condition at that 
time. 
SNA uses a modified static routing strategy based on explicit 
routing. A session is assigned to a virtual route according to a 
network-level class of service, as requested in the end user's 
(logon) for a session. A class-of-service name indirectly 
determines the underlying virtual route, so the end users remain 
independent of the network configuration. The name is used to 
select a list of suitable virtual routes; the first virtual route in 
the list that is available is chosen for the session. These 
multiple active routes between nodes allows increased availability 
and load leveling, as well as alternate route selection following a 
failure. A virtual route has a transmission priority that 
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determines where its traffic is inserted in the underlying 
transmission group queues. Traffic is placed on these queues and is 
transmitted according to priority, thereby expediting higher 
priority traffic along the explicit route. An aging algorithm at 
each node periodically reorders its queues to allow low priority 
traffic not to linger indefinitely in the node. 
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IV. Forms of Distributed Systems 
This section categorizes various approaches to segregating 
application and system functions between two or more processors in a 
distributed network. 
In dicussing the various modes of splitting application and 
system functions between systems, the following question should be 
addressed. Where is the best place to split the application function 
flow between two systems to optimize the price-performance ratio? It 
should be noted at this point that the primary factor for 
determining the split of the application workload across two or more 
nodes is often not hardware price-performance optimization. 
Considerations of complexity, management structure, reliability, 
backup, recovery, and response time are often as important. 
Because of the mechanisms built into software or system 
architecture, designers sometimes try to make all configurations 
vertical, or all configurations horizontal. This can result in 
excessive overhead, system inflexibility, or clumsy control. Whether 
or not a configuration should be vertical, or horizontal, or both 
depends on the patterns of work the configuration must accomplish 
and the patterns of data usage. 
In designing a distributed system we are concerned with 
such questions as: 
1) Where are the units of processing work required? 
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2) Are the units independent, or does one depend on the results 
of another7 
3) Do two units share common data, or is the data independent? 
4) What transactions must pass between one unit and another? 
5) What are the patterns of transaction flow? 
Distributed systems effectiveness is achieved by identifying the 
application functions and work patterns to be distributed and 
12 
integrating them into appropriate total system design. 
When two or more processors in a system are connected via a 
communication line the communications traffic between them must be 
minimized. Therefore, the point chosen to break the flow must be one 
that separates the system into relatively independent segments. In 
addition, there must be substantial amounts of processing done on 
both sides of the boundaries for meaningful utilization of the 
capacities of both sides. These principles also apply to cases 
where more than two processors are participating. 
Three major application functions are recognized: data capture, 
data processing, and data base management. Data capture may 
incorporate practically any form of data entry. Data processing may 
include practically any form of computing including problem solving, 
analysis, file processing, reporting, information retrieval and 
control applications. Data base management refers to the use of an 
12. R. J. Kazten, An Introduction to Distributed Systems, 
Addison-Wesley Inc., 1978. p. 114. 
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integrated set of files to store and retrieve the data. Most other 
applications can be absorbed in the above classes.  In a system 
design the three major application functions may be established 
locally, globally, or be nonexistent in any distributed node. 
In order for a distributed application function to exist, a 
system resource must be available for executing that function. For 
distributed data processing, processing capability must be available 
in a remote location or a means must be available for routing a job 
to a location with processing capability. For distributed data base 
management, the data base must be available in a remote location or 
a means must be available for transmitting data base transactions to 
the site of the data base system. For data capture, an intelligent 
terminal device, or data collection, or data acquisition system must 
exist at the orgin of data. 
System functions provide the capability for distributing 
application functions and include such things as operating systems, 
data management, and network control programs. Through advances in 
processor technology, system functions can be distributed to 
practically every node in a network. 
In determining the system functions that are distributed in a 
system design, it is necessary to establish exactly what constitutes 
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a distributed function. Cypser  gives the following criteria for a 
distributed system function if either of the following exists: 
1. The same function can be executed at more than node in a 
network. 
2. The function is not completely executable in a single node 
and parts of that function are executed cooperatively in separate 
nodes. 
Cypser gives the six classes of distributed system functions 
which are potentially located within any node of a distributed 
network. 
1. Management of application processing 
2. Management of data 
3. Management of communications 
4. Processing application programs 
5. Application subsystems 
6. Input/Output mechanisms 
Clearly, processing capability is required for each of the 
distributed system functions. The management of application 
processing refers to the traditional operating system function. The 
management of data denotes the data management system associated 
13. R. J. Cypser, Communications Architecture For 
Distributed Systems, Addison-Wesley Inc., 1978. 
p. 72. 
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with or included in most operating systems. The management of 
communications refers to the facility in a node for handling data 
communications; this facility is commonly known as the network 
control program. The application programs refer to the processing 
capabilities needed to perform the installation's processing 
requirements. The application subsystems relate to general purpose 
software systems that provide the user capability such as remote job 
entry and information retrieval.  Input/output mechanisms refer to 
hardware ans software facilities for driving special input/output 
devices. 
The set of system functions that are present in a given node in 
a distributed system is dependent upon the applications supported by 
that node. Increasingly, as the cost of processing and storage 
decrease, it is more feasible that nodes will contain at least the 
first three management functions, in varying degrees. However, a 
given node could be restricted to only one or two of the system 
functions. The network structure designed into a distributed system 
will also determine the set of system functions contained in the 
various nodes. In a system with a fully distributed network 
structure, for example, there will be a tendency for more nodes to 
include a full complement of system functions, compared with a 
logically equivalent system designed with a hierarchical network 
structure. 
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Five basic methods of partitioning a distributed system will be 
covered: horizontal, vertical, functional, geographic and 
combinatorial. It should be noted these classes are not mutually 
exclusive. 
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A. Horizontally Distributed Systems 
Computer j< >j Computer j< >j Computer 
Center j     | Center |      | Center 
III III III 
III III III 
000 000 000 
-- the processors do not differ in rank, therefore they communicato 
on a peer-to-peer basis 
In a horizontal partition two or more computer systems, which 
are connected via telecommunications facilities, function as peers 
of each other. 
Classifications of horizontal configurations can be made 
according to the degree of homogenity of the systems which 
communicate. Three factors can be used to measure the degrees of 
homogeneity: processors used, applications executed, and 
organizations served. At one extreme we have identical processors 
running the same application programs within the same organization. 
These horizontal configurations are refered to as cooperative 
systems. At the other extreme we have incompatible machines running 
entirely different application programs in different organizations, 
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but nevertheless interconnected by a network. These horizontal 
configurations are refered to as noncooperative systems. 
One of the best known examples of a noncooperative horizontal 
system is the ARPA network (ARPANET). This network interlinks 
computer systems in many different universities, and some research 
organizations, mostly in the United States. The interlinked 
organizations have incompatitble computer systems with a wide 
variety of different facilities.  It was developed to explore the 
use of packet switching for providing a resource-sharing network. A 
terminal user at one of these locations should be able to employ the 
resources of systems either at his own location or at any other 
location in the network. 
Noncooperative systems exist in corporate and government 
environments as well. However in most cases, there may be 
insufficient traffic to justify the type of network the ARPA has 
built. In these instances, simpler links or public facilities could 
be used. 
Most cooperative horizontally distributed systems are typically 
characterized by the fact that each of the nodes performs 
essentially the same application and system functions within a 
corporation. Usually the differencces between the functions are in 
the instances of data stored on each of the nodes and the particular 
set of terminals to which they are connected. In many cases, the 
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computer systems are large-scale information processors supporting 
local terminal systems. Computer complexes in a cooperative 
horizontal partition normally operate autonomously, although in some 
cases the system configuration is used for load leveling. 
Communications between the systems take the form of 
program-to-program requests and responses in both directions. These 
communications are minimized because of relationships that exist 
between the terminals connected to a particular system and data 
stored there. Most cooperative horizontally partitioned systems are 
a direct result of organizational decentralization. 
A bank with branches in two or more locations in a city might 
be suitable for cooperative horizontally distribution. The branches 
might run the same applications and support a number of terminals on 
the same type of processor. These branches normally operate 
autonomously, but in certain circumstances they must communicate 
with each other. 
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B. Vertically (Hierarchical) Distributed Systems 
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In a vertical partition, data processing is distributed in a 
hierarchical fashion. The objective in a vertical partition is to 
off-load processing work to the level in the hierarchary where it is 
most cost effective. 
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In a vertical arrangement, the terminals or other sources of 
Work are placed on one node, usually the smaller one, with another 
node being placed upstream. In such a configuration, data for the 
relatively simple and/or more common functions would be maintained 
on the nodes that are connected to the terminals. Further the 
application would be designed so that the bulk of the transactions 
that originate in these terminals would be handled by the local 
system. Only in the event of a more complex request, or one the 
requires data stored at the upstream node, is a request sent to the 
remote node. The various network computers in a vertical partition 
may participate in the processing functions or may be used for 
message switching and concentration, depending upon the level in the 
hierarchy at which they reside. Thus the form of the communication 
in a vertically distributed system is that of requests flowing in 
one direction and responses in the other. 
The processor at the top of the hierarchy might be a computer 
system in its own right performing its own type of processing on its 
own transactions. However, the data it uses is passed to it from 
lower level systems. The processor at the top might be a head office 
system which receives data from various branch computer systems. 
An insurance company might lend itself to the form of a 
vertically distributed system. The branches of an insurance company 
each have their own processor and terminals. This processor handles 
most of the computing requirements of the branch. Each day the 
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branch reports its daily transactions to the regional computer 
center for the customer billing processing. The regional computer 
center sends the central computer weekly summarized data which can 
be processed for risk analysis and actuarial calculations. 
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C. Functionally Distributed Systems 
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In some distributed systems, functions are distributed but not 
the capability to process entire transactions fully. These systems 
employ intelligent terminals or intelligent controllers in which 
processors are used for functions such as message editing, screen 
formating, data collection, dialogue with terminal operators, 
security, or message compaction or concentration. They do not 
complete the processing of entire transactions. 
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This type of distribution is refered to as function 
14 
distribution. It is sometimes called distributed intelligence. 
It should be contrasted with vertical distribution in which machines 
at users locations process transactions completely and occasionally 
pass transactions or data to other machines. 
In a functional partition, a data processing task is decomposed 
into manageable portions, according to its function, that can be 
performed in different stages at distinct nodes in a network. This 
is the 'pipeline' approach that takes advantage of the parallelism 
inherent in many data processing applications. A functional 
partition may involve file processing or data base operations at 
various stages in the pipeline. A functional partition is 
characterized by the fact that feedback is normally not required. A 
functional partition is commonly used with a vertical (hierarchical) 
network structure. 
14. R. J. Martin, Design and Strategy for Distributed Data 
Processing, Prentice-Hall Inc., 1981, p. 91. 
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D. Geographically Distributed Systems 
In a geographical partition, computer complexes are established 
by geographical location and communicate as in a horizontal 
partition. Geographical partitions often evolve from previously 
independent systems that are not logically equal. Consolidation 
through telecommunications facilities is normally established to 
satisfy an organization's need for timely information. 
The state of California is an example in which the geography 
partition is ideal for this type of split because the major 
population centers San Francisco and Los Angeles, are separated by a 
large zone with relatively little population. Therefore, it would be 
relatively easy to balance the load between two nodes with the 
probability of communication between them being quite low. In 
contrast, in a single-center geographic region such as one that is 
dominated by New York City, this approach would not be practical. 
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E. Combinations of Distributed Systems 
The class of combinational methods simply gives recognition to 
the fact that the various methods of distributed system partitioning 
are commonly used in combination. A typical example which 
incorporates all of the previously discussed configurations might be 
a horizontally partitioned system, established on a geographical 
basis, in which each regional computer complex is in itself a 
vertically partitioned system, perhaps with processing allocated on 
a functional basis. 
1 
1 
V 
1 
1 
y 
1 < 
1 
1 
1 
Computer 
Center 
Region 
A 
1     1 
1 1 
1     1 
1     1 
Computer | 
Center j 
Region j 
B    I 
1 
1 
1 
1 
Computer | 
Center | 
Region j 
c   1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
| Network |    | 
| Computer!    j 
1  City |    | 
1   A   |    | 
Network 
Computer 
City 
B 
| Network 
| Computei 
1  City 
1  c 
1    1 
•1    1 
1    1 
1    1 
Network | 
Computer! 
City | 
D   | 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
| Data 
|Capture 
| Data | 
j Capture j 
| Data | 
|Capture| 
| Data | 
j Capture j 
- 63 - 
BIBLIOGRAPHY 
1. Corr, F. P. and Neal, D. H., "SNA and Emerging International 
Standards", IBM System Journal, Vol. 18:2 (1979), pp. 244-249. 
2. Cypser, R. J., Communications Architecture For Distributed Systems, 
Addison-Wesley Inc., 1978. 
3. Emery, J. C, "Managerial and Economic Issues in Distributed 
Computing", IFIP Proceedings, (1977) pp. 113-15. 
4. Green, P. E., "An Introduction To Network Architectures and 
Protocols", IBM System Journal, Vol. 18:2 (1979), pp. 212-8. 
5. Howard, P. C, "Implications of Distributed Systems", EDP 
Performance Review, Vol. 6t August 1978. 
6. Hunter, J. J., "Security: Plan It Now Or Pay For It Later" 
Computerworld Special Report On Distributed Processing, March 
6 (1978), pp. 2,38. 
7. Kazten, R. J., An Introduction to Distributed systems, 
Addison-Wesley Inc., 1978. . 
8. Martin, R. J., Design and Strategy for Distributed Data Processing, 
Prentice-Hall Inc., 1981. 
9. McFadyen, J. H., "SNA: An Overview", IBM System Journal, 
Vol. 15:1 (1976), pp. 4-23. 
10. McGlynn, D. R., Distributed Processing and Data Communications, 
John Wiley and Sons, Inc., 1978. 
11. Rockart J. F., "The Management of Distributed Processing", 
Highlights of conference on Distributed Processing sponsored by 
MIT Sloan School and Auther Anderson and Co., December 1978. 
12. Scheer, A. L., "Distributed Data Processing", IBM System Journal, 
Vol. 17:4 (1978), pp. 328-9. 
64 - 
VITA 
David James Kmetz was born to Amelia and John Kmetz on 
Dec. 28, 1955 in Easton, Pa. He received his undergradute degree 
in Business Administration from Bloomsburg State College, Bloomsburg 
Pa. in 1977 and accepted a programmer/analyst position at Bethlehem 
Steel Corporation, Bethlehem Pa. He received his Master of Science 
degree in Computer Science at Lehigh University, Bethlohom Pa. 
in 1982. 
- 65 
