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Abstract
We introduce a class of interest rate models, called the α-CIR model, which gives a natural
extension of the standard CIR model by adopting the α-stable Le´vy process and preserving the
branching property. This model allows to describe in a unified and parsimonious way several
recent observations on the sovereign bond market such as the persistency of low interest rate
together with the presence of large jumps at local extent. We emphasize on a general integral
representation of the model by using random fields, with which we establish the link to the CBI
processes and the affine models. Finally we analyze the jump behaviors and in particular the
large jumps, and we provide numerical illustrations.
1 Introduction
On the current European sovereign bond market, there exists a number of well-established and
seemingly puzzling facts. On the one hand, the interest rate has reached a historically low
level in the Euro countries. However, on the other hand, the sovereign bond can have very
large variations when uncertainty about unpredictable political or economical events increases,
such as in the Greek case. The aim of this paper is to present a new model of interest rate,
called the α-CIR model, where we give a natural extension of the well-known Cox-Ingersoll-Ross
(CIR, see [7]) model by using the α-stable branching processes, in order to describe these recent
observations on the bond market. In particular, the set of questions investigated includes the
clustering behavior of the variance of sovereign interest rates, and also the persistency of low
interest rates together with the significant fluctuations at a local extent.
In the literature, large fluctuations in financial data motivate naturally the introduction of
jumps in the interest rate dynamics, such as in Eberlein and Raible [13], Filipovic´, Tappe and
Teichmann [19]. Nevertheless, the jump presence conflicts in general with the trend of low rates,
at least as long as the jump intensity is assumed as the paradigm. One way to reconcile large
fluctuations with low rate persistency is to use a regime change framework but this may increase
the dimension of the stochastic processes in order to preserve the Markov property. Recently,
the Hawkes processes or the self-exciting point processes (see Hawkes [23]), have been used to
overcome this difficulty since they exhibit properties which give a suitable interpretation of such
modelling. A Hawkes process can be seen as a population process whose reproduction rate is
proportional to the population itself, that is, the so-called self-exciting property. Moreover,
the external arrival of migrant can be modeled by a second point process. A large and growing
literature is devoted to the financial application of Hawkes processes, in particular, to the interest
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rate and credit intensity modelling, such as in Aı¨t-Sahalia, Cacho-Diaz and Laeven [2], Errais,
Giesecke and Goldberg [15], Dassios and Zhao [8] and Rambaldi, Pennesi and Lillo [33]. In the
above mentioned papers, as appear naturally in Hawkes framework, the driving process is at
least two-dimensional since both the dynamics of jump process and its intensity are taken into
account.
In this paper, we introduce a short interest rate model by using the α-stable Le´vy processes,
which provides a relatively simple jump diffusion model to respond to these modelling challenges
in an endogenous way. We exploit an integral representation of the α-CIR model to highlight
the branching property. First of all, branching processes arise as the limit of Hawkes processes
and exhibit, by their inherent nature, the clustering or the self-exciting property implying that
the jump frequency increases with the value of the process itself. By consequence, branching
processes, thanks to the infinite divisibility of their law with respect to the starting point, prove
to be a prolific subject in probability having interesting applications in finance, see for instance
Duffie, Filipovic´ and Schachermayer [11]. In the modelling of interest rate, branching processes
have already been considered by the pioneering paper of Filipovic´ [17] where the relationship
between the exponential affine structure of bond prices and the branching property has been
highlighted. Moreover, our model is a natural generalization of the CIR model which appears
to be the simplest and most popular continuous-time branching process. Although CIR model
has closed-form solutions for bond prices which turns out to be a main feature in view of model
calibration, it does not include jumps. In addition, empirical studies underline that the behavior
the bond prices cannot be fully explained by CIR model which systematically overestimates short
interest rates (see for instance Brown and Dybvig [6] and Gibbons and Ramaswamy [22]). In
our framework, CIR process is the departing model which is the only example of branching
process with continuous path and the inclusion of the α-stable branching processes allows to
better describe the low interest rate behavior.
The main contribution of the present paper is to combine the properties of Hawkes and CIR
processes in order to define the α-CIR model, which provides a larger class of jump-diffusion
models having the branching property and preserving the explicit expression for bond prices.
The α-CIR model consists of, besides the Brownian motion, a spectrally positive α-stable Le´vy-
process. The parameter α ∈ (1, 2] characterizes the tail fatness and the jump behavior. When
α equals 2, the α-stable process reduces to a Brownian motion and we recover the classical CIR
model. In the general case when α ∈ (1, 2), there may appear infinitely many jumps in a finite
time interval, which represent the fluctuations related to sovereign risks. In order to keep the
branching property, the square root in the volatility term have to be replaced by the α-root of
the process. Despite its simplicity and the reduced number of extra parameters compared to
the usual CIR, the model we develop show several advantages. First, the α-CIR model exhibits
positive jumps and, in particular, by combining heavy-tailed jump size distribution with infinite
activity, can describe in a unified way both the large fluctuations observed in financial market
and the usual small oscillations. Second, in a branching process framework can also be shown
that a hierarchical structure for interest rate naturally arises, since it can split the interest rate
into different components, which can eventually be interpreted as spreads, each one following
the same dynamics, in the similar way in which a global ideal population can be split into
subgroups evolving according the same dynamics. Third, by the link established between the
α-CIR model and the continuous state branching process with immigration (CBI process), we
deduce, using the joint Laplace transform of the CBI process, the bond prices in an explicit
way. In particular, we show the interesting result that the bond price increases with the tail
fatness (that is, decreases with the parameter α), which better responds to the persistency of low
interest rate behavior of the current sovereign rate. Fourth, we can make a thorough analysis of
the jump behavior, in particular, for the large jumps which signify in the interest rate dynamics
a sudden increasing sovereign risk and imply, for example in the Greek case, a potentially high
probability of default. We are particularly interested in the first time that such a large jump
occurs and explore the impact of the tail index α.
We begin our analysis by presenting an equivalence between two different formulations of
the dynamics for the α-CIR model. From the theoretical point of view, this property has been
2
thoroughly exploited by Li [30] and Li and Ma [31]. In the spirit of the above papers, we shall
prove that the usual version of CIR dynamics and its α-CIR extension admit an alternative rep-
resentation which is of integral form by using random fields but the dimension of the Le´vy basis
has to be increased, for instance the Brownian motion is replaced by a two-dimensional white
noise. In the financial literature on interest rates, this approach has already been performed, see
for example Kennedy [28], Albeverio, Lytvynov and Mahnig [3] where random field modelling
is introduced to describe the interest rate term structure. The integral representation allows
to better identify the process features like the branching property, and is more convenient for
proving related properties. Moreover, it needs to be remarked that the integral representation
enlightens the relation between the Ornstein-Uhlenbeck and CIR dynamics, and then between
the Le´vy-Ornstein-Uhlenbeck (LOU) and α-CIR models. As a matter of fact, in an analogous
way that the most natural extension of Ornstein-Uhlenbeck dynamics including branching prop-
erty is the CIR, the α-CIR results from the combination of the LOU model with α-stable driver
and the branching property.
The main, and perhaps most interesting, forecast of the present model is that the bond
prices decrease with the parameter α, which in turn is inversely related to the tail fatness.
The explanation of this apparently paradoxical result is based on the features of the α-CIR
model highlighted previously. The use of fat-tail distributed positive jumps will imply a large
negative compensator, then between two jumps the mean reversion term is magnified whenever
α decreases. This phenomenon is the consequence of compensation and the final result is to
make both tails heavier. In general, the standard behavior of bond prices increases with respect
to the fatness of tails, such as the case in ordinary LOU dynamics (see e.g. Barndorff-Nielsen and
Shephard [5]). However, for a given value of α, the branching property adds a new phenomenon
in the present case with α-CIR model: the frequency of big jumps decreases when interest rates
are low thanks to the self-exciting structure and this allows some “freezing” effect of low rates for
relatively longer time period. In addition, the strong mean-reverting term resulting in the case
of fat-tailed jump distribution will also increase the likelihood of occurrence of the persistency
of low rates.
The paper is organized as follows. Section 2 deals with the mathematical presentation of the
α-CIR model. Section 3 is devoted to the characterization of our model as a CBI process and the
properties derived from this link. In Section 4, we apply our model to term structure modeling
and exhibit in particular the closed-form bond prices up to a numerical integration. Section 5
deals with the analysis of jumps. We enrich our results with some numerical illustrations in
Section 6. Finally, Section 7 concludes the paper.
2 Model framework
This section introduces the α-CIR interest rate model and its basic properties. We start by
defining two representations of our model and establish an explicit link between the two classes,
so that the properties of each class are directly transferred to the other one. Let us fix a
probability space (Ω,F ,P) equipped with a filtration F = (Ft)t≥0 satisfying the usual conditions.
Definition 2.1 (Root representation) We consider the following diffusion for the short in-
terest rate r = (rt, t ≥ 0) with
rt = r0 +
∫ t
0
a (b− rs) ds+ σ
∫ t
0
√
rsdBs + σZ
∫ t
0
r
1/α
s− dZs (1)
where B = (Bt, t ≥ 0) is a Browinan motion and Z = (Zt, t ≥ 0) is a spectrally positive α-
stable compensate Le´vy process with parameter α ∈ (1, 2], which is independent of B and whose
Laplace transform is given, for q ≥ 0, by
E
[
e−qZt
]
= exp
{
− tq
α
cos(piα/2)
}
.
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In other words, Zt follows the α-stable distribution with scale parameter t
1/α, skewness param-
eter 1 and zero drift. , i.e., Zt ∼ Sα(t1/α, 1, 0).
We call processes defined by (1) the α-CIR processes of parameters (a, b, σ, σZ , α) and denote
by α-CIR(a, b, σ, σZ , α) the set of all such processes. The existence of a unique strong solution
of the equation (1) follows from Fu and Li [21, Theorem 5.3].
It is easy to see that the CIR model belongs to the class in Definition 2.1 by taking σZ = 0.
Another case where we recover a CIR process is when α = 2. In this case, the process Z becomes
a standard Brownian motion scaled by the coefficient
√
2 which is independent of B. Hence an
α-CIR process satisfying (1) is actually a CIR process of the form
rt = r0 +
∫ t
0
a(b− rs) ds+
√
σ2 + 2σ2Z
∫ t
0
√
rsdB˜s
where B˜ = (σB + σZZ)/
√
σ2 + 2σ2Z is a standard Brownian motion. In other words, an α-CIR
process with parameter α = 2 is a CIR process.
The departure of the process Z from Brownian motion is controlled by the tail index α.
When α < 2, Z is a pure jump process with heavy tails. For any fixed t, the distribution of
Zt is a stable distribution and the tail of the distribution decays like a power function with
index −α. This means that a stable random variable exhibits more variability than a Gaussian
one and it is more likely to take values far away from the median. Compared to a standard
Poisson or compound Poisson process, this pure jump process has an infinite number of (small)
jumps over any time interval, allowing it to capture the extreme activity. In the meantime, the
α-stable processes share similar properties with the Brownian motion such as self-similarity or
stability property, which means that the distribution of the α-stable process over any horizon
has the same shape upon scaling. From the statistical point of view, the process given by (1) is
characterized by two more parameter with respect to CIR model, i.e. α and σZ .
We then introduce a more general form of the α-CIR model by using random fields.
Definition 2.2 (Integral representation) We also consider the following equation in the
integral form
rt = r0 +
∫ t
0
a (b− rs) ds+ σ
∫ t
0
∫ rs
0
W (ds, du) + σZ
∫ t
0
∫ rs−
0
∫
R+
ζN˜(ds, du, dζ), t ≥ 0 (2)
where W (ds, du) is a white noise on R2+ with intensity dsdu, N˜(ds, du, dζ) is an independent
compensated Poisson random measure on R3+ with intensity dsduµ(dζ) with µ(dζ) being a Le´vy
measure on R+ and satisfying
∫∞
0 (ζ ∧ ζ2)µ(dζ) <∞.
We call the process given by (2) the α-CIR type process with parameters (a, b, σ, σZ , µ).
It follows from of Dawson and Li [10, Theorem 3.1] or Li and Ma [32, Theorem 2.1] that the
equation (2) has a unique strong solution.
We establish a first link to the α-CIR model. Let the Le´vy measure µ be as
µα(dζ) = −
1{ζ>0}dζ
cos(piα/2)Γ(−α)ζ1+α , 1 < α < 2, (3)
then the solution of (2) has the same probability law as that of the equation (1). In an extended
probability space, for any couple (B,Z) there exists a couple (W, N˜) such that the solution of
the two equations (2) and (1) are equal almost surely; see Propositions 2.4 and 2.5 below.
Remark 2.3 We explain the connection of the above integral representation to Hawkes pro-
cesses. We begin by considering an integral representation of the CIR model. Let W (ds, du) be
a white noise on R2+ with intensity dsdu. The CIR process r (when σZ = 0) is given in the form
rt = r0 +
∫ t
0
a (b− rs) ds+ σ
∫ t
0
∫ rs
0
W (ds, du), or equivalently as
rt = r
∗
t + σ
∫ t
0
∫ rs
0
e−a(t−s)W (ds, du) (4)
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where r∗t is a deterministic function given by r
∗
t = r0e
−at+ ab
∫ t
0
e−a(t−s)ds. The expression (4)
shows the self-exciting feature.
We then consider a simple Hawkes process with exponential kernel, which is defined as a
point process J with intensity r, where r reads
rt = r
∗
t +
∫ t
0
e−a(t−s)dJs
and r∗ is the background rate, i.e., the deterministic part of the process J . When a jump arrives,
the intensity r increases, which also increases the probability of a next jump, that is the self-
exciting property of Hawkes processes. In order to facilitate the comparison with our integral
representation, we give a different characterization of the intensity r. Let N be a Poisson process
on R2 with characteristic measure dsdu, so Jt can be written as the form of
∫ t
0
∫ rs−
0
N(ds, du)
and rt as
rt = r
∗
t +
∫ t
0
∫ rs−
0
e−a(t−s)N(ds, du). (5)
In this form, the self-exciting feature can be observed as follows: the frequency of jumps grows
with the process itself due to the presence of the integral with respect to the variable u. Moreover,
when r∗ takes certain particular form, r is a branching process, also known as an affine process
in finance (see [11]). In this context, the self-exciting features is equivalent to the branching
property.
Let us now come back to the integral representation (2) of α-CIR model. We let σ = 0
and µ(dζ) = δ1(dz), then the (non-compensated) Poisson measure N(ds, du, dζ) reduces to a
random measure on R2+ with intensity dsdu, denoted by N(ds, du). Hence r can be rewritten as
rt = r0 + abt−
∫ t
0
(a+ σZ)rsds+ σZ
∫ t
0
∫ rs−
0
N(ds, du).
We note that r is the intensity of the Hawkes process
∫ t
0
∫ rs−
0
N(ds, du) by using the equivalent
form
rt = r0e
−(a+σZ)t +
ab
a+ σZ
(
1− e(a+σZ)t
)
+
∫ t
0
∫ rs−
0
e−(a+σZ)(t−s)N(ds, du). (6)
As a consequence, α-CIR type processes, and in particular the α-CIR processes, can be seen as
marked Hawkes processes influenced by a Brownian noise.
Furthermore consider a sequence of processes
{
r
(n)
t , t ≥ 0
}
defined by (6) with parameters
(a/n, nb, σZ). Note that as n→∞, we have
r
(n)
nt /n
L−→ Yt, in D(R+),
where Y follows a CIR model given by Yt =
∫ t
0
a(b − Ys)ds + σZ
∫ t
0
∫ Ys
0
W (ds, du) and D(R+)
denotes the ca`dla`g processes space equipped with the Skorokhod topology. Therefore, a sequence
of rescaled Hawkes processes converges weakly to the CIR process, see Jaisson and Rosenbaum
[29] for more details, notably on the convergence of the nearly unstable Hawkes process with
general kernel, after suitably rescaling, to a CIR process.
We now develop the equivalence between the root representation in Definition 2.1 and the
integral one in Definition 2.2 with the Le´vy measure µα. The following two propositions show
both implications. The main idea follows [30, Theorem 9.32].
Proposition 2.4 Let r be a solution to (2) with µ = µα given by (3). On an extended probability
space of (Ω,F ,P), there exists a Le´vy process (B,Z) valued in R2 where B is a Brownian motion
and Z is a spectrally positive α-stable compensated Le´vy process, such that r is a solution to (1).
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Proof. We extend the probability space to include a standard Brownian motion B̂ and a spec-
trally positive α-stable compensated Le´vy process Ẑ with Le´vy measure µα as in (3), such that
B̂, Ẑ, W and N˜ are mutually independent. We then construct the processes B and Z as
Bt =
∫ t
0
r−1/2s 1{rs>0}
∫ rs
0
W (ds, du) +
∫ t
0
1{rs=0}dB̂s, t ≥ 0
and
Zt =
∫ t
0
r
−1/α
s− 1{rs−>0}
∫ ∞
0
∫ rs−
0
ζN˜(ds, du, dζ) +
∫ t
0
1{rs−=0}dẐs.
We let F = (Ft, t ≥ 0) be the filtration generated by these processes. Fix θ, θ′ ∈ R. Applying
Itoˆ’s formula to the two-dimensional martingale (B,Z) we have for T > t ≥ 0,
ei(θBT+θ
′ZT ) − ei(θBt+θ′Zt)
= (MT −Mt)− θ
2
2
∫ T
t
ei(θBs+θ
′Zs)ds
+
1
cos(piα/2)Γ(−α)
∫ T
t
ei(θBs+θ
′Zs−)1{rs−=0}
∫ ∞
0
(eiθ
′ζ − 1− iθ′ζ) dζ
ζ1+α
ds
+
1
cos(piα/2)Γ(−α)
∫ T
t
ei(θBs+θ
′Zs−)rs−1{rs−>0}
∫ ∞
0
(eiθ
′r
−1/α
s− − 1− iθ′r−1/αs− )
dζ
ζ1+α
ds
= (MT −Mt) +
[
1
cos(piα/2)Γ(−α)
∫ ∞
0
(eiθ
′ζ − 1− iθ′ζ) dζ
ζ1+α
− θ
2
2
] ∫ T
t
ei(θBs+θ
′Zs)ds
where M is a martingale. Then multiplying both sides of the above equality by e−i(θBt+θ
′Zt)
and taking conditional expectation, we have that ht(T ) := E[e
i(θ(BT−Bt)+θ
′(ZT−Zt))|Ft] satisfies
the integral equation
ht(T ) = 1 +
[
(θ′)α
cos(piα/2)
e−ipiα/2 − θ
2
2
]∫ T
t
ht(s)ds, a.s.
Solving the above equation we obtain
E
[
ei(θ(Bt−Bl)+θ
′(Zt−Zl))
∣∣∣Fl] = exp{(t− l)( (θ′)α
cos(piα/2)
e−ipiα/2 − θ
2
2
)}
,
which implies that B is a standard Brownian motion and Z is a spectrally positive α-stable
compensated Le´vy process independent of B. Moreover, by construction r is a solution to (1).

Proposition 2.5 Let r be a solution to (1). On an expanded probability space of (Ω,F ,P),
there exist a white noise W on R2+ and a compensated Poisson random measure N˜ on R
3
+ with
the Le´vy measure µα given in (3), which are independent, and such that r verifies (2).
Proof. The Le´vy-Itoˆ representation of Z implies that Zt =
∫ t
0
∫∞
0
ζN˜ (ds, dζ), where N˜(ds, dz)
is a compensated Poisson random measure on R2+ with intensity dsµ(dζ) given by (3). Further-
more, on an extended probability space there exist a white noiseW 1(ds, du) on R+× (0, 1) with
intensity dsdu and a Poisson random measure N1(ds, du, dζ) on R+× (0, 1)×R+ with intensity
dsduµ(dζ) independent of W1 such that (c.f. El Karoui and Me´le´ard [14, Corrollary III-5] and
Ikeda and Watanabe [25, Theorem 6.7])
Bt =
∫ t
0
∫ 1
0
W1(ds, du) and
∫ t
0
∫
A
N(ds, dζ) =
∫ t
0
∫ 1
0
∫
A
N1(ds, du, dζ), (7)
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for A ∈ B(R+). In a similar way, on an extended probability space let W2(du, ds) be a white
noise on R2+ with intensity dsdu and N2(ds, du, dζ) be a Poisson random measure on R
3
+ with
intensity dsduµ(dζ) independent of W2. Then we define for any A,C ∈ B(R+),
W ([0, t]×A) :=
∫ t
0
∫ 1
0
√
rs1A(rsu)W1(ds, du) +
∫ t
0
∫ ∞
rs
1A(u)W2(ds, du), (8)
N([0, t]×A× C) :=
∫ t
0
∫ 1
0
∫ ∞
0
1A(rs−u)1C(r
1/α
s− ζ)N1(ds, du, dζ)
+
∫ t
0
∫ ∞
rs−
∫ ∞
0
1A(u)1C(ζ)N2(ds, du, dζ). (9)
Similarly as in Proposition 2.4, (W,N) has the same distribution as (W2, N2). So the proposition
is proved. 
The branching property is one key property of the α-CIR model. The following result shows
that the α-CIR process r has the branching property in the pathwise sense, see [10, Theorem
3.2]. The proof is based on the integral representation (2) where the white noise W and the
compensated Poisson random measure N˜ are translation invariant with respect to the variable
u.
Proposition 2.6 Let r be an α-CIR(a, b, σ, σZ , α) process. Let r
(i)
0 ∈ R+ and b(i) ∈ R, i ∈
{1, 2}, such that r0 = r(1)0 + r(2)0 and b = b(1) + b(2). Then there exist independent processes r(i)
in the families α-CIR(a, b(i), σ, σZ , α) with initial values r
(i)
0 such that r = r
(1) + r(2).
Proof. Let r be a solution to (2) with Le´vy measure µα. Define r
(1) to be the solution to the
following equation
r
(1)
t = r
(1)
0 +
∫ t
0
a
(
b− r(1)s
)
ds+ σ
∫ t
0
∫ r(1)s
0
W (ds, du) + σZ
∫ t
0
∫ r(1)s−
0
∫
R+
ζN˜ (ds, du, dζ). (10)
where (W,N) are the same as in (2). Note that r(1) is an α-CIR process with parameters
(a, b(1), σ, σZ , α). By [10, Theorem 3.2], we have for all t ≥ 0, P(rt ≥ r(1)t ) = 1. Let r(2) = r−r(1).
Then
r
(2)
t = r
(2)
0 +
∫ t
0
a
(
b(2) − r(2)s
)
ds+σ
∫ t
0
∫ r(1)s +r(2)s
r
(1)
s
W (ds, du)+σZ
∫ t
0
∫ r(1)s−+r(2)s−
r
(1)
s−
∫
R+
ζN˜(ds, du, dζ).
By the translation invariance of W and N˜ with respect to the variable u, we obtain that r(2) is
independent of r(1) and is an α-CIR process with parameters (a, b(2), σ, σZ , α). The proposition
is thus proved. 
To study the effect of the branching property, we introduce the locally equivalent Le´vy-
Ornstein-Uhlenbeck (LOU) process to make a comparison with the α-CIR process.
Definition 2.7 (Locally equivalent LOU process) Let λ = (λt, t ≥ 0) be the solution of
the following equation
λt = r0 +
∫ t
0
a (b− λs) ds+ σ
∫ t
0
∫ r0
0
W (ds, du) + σZ
∫ t
0
∫ r0
0
∫
R+
ζN˜(ds, du, dζ), (11)
where the initial value r0, and the processes W and N˜ are the same as in Definition 2.2.
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Note that, in the case where the Le´vy measure is given by µα, the process λ defined by (11)
can be written in the following form as a generalization of the Vasicek model
λt = r0 +
∫ t
0
a (b− λs) ds+ σ√r0Bt + σZ α√r0Zt, (12)
where B and Z are the same as in Definition 2.1. Comparing (2) and (11), we remark that at
the initial time, the two processes have the same volatility and jump terms. But when time
evolves, the volatility and jump terms of α-CIR process will be adapted to the actual level of
the interest rate, while “frozen” at the initial values in the locally equivalent LOU process.
To further study the difference between (2) and (11), we separate the large and small jumps
and use the non-compensated version of the Poisson randommeasure N˜ . Since α-stable processes
exhibit infinite activity, we fix a jump threshold y (so the threshold for r is given as y = σZy).
The small jumps with infinite activity can be approximated by a second Brownian motion for
instance in the spirit of Asmussen and Rosinski [4]. The locally equivalent LOU process reads
λt = r0 +
∫ t
0
a
(
b− σZr0Θ(α, y)
a
− λs
)
ds+ σ
∫ t
0
∫ r0
0
W (ds, du)
+σZ
∫ t
0
∫ r0
0
∫ y
0
ζN˜ (ds, du, dζ) + σZ
∫ t
0
∫ r0
0
∫ ∞
y
ζN(ds, du, dζ) , (13)
where
Θ(α, y) = − 1
cos(piα/2)Γ(−α)
∫ ∞
y
dζ
ζα
=
2
pi
αΓ(α − 1) sin(piα/2)y−(α−1), (14)
and N is the (non-compensated) Poisson random measure corresponding to N˜ . In a similar
way, the α-CIR process (2) can be written as
rt = r0 +
∫ t
0
a˜(α, y)
(
b˜(α, y)− rs
)
ds+ σ
∫ t
0
∫ rs
0
W (ds, du)
+σZ
∫ t
0
∫ rs−
0
∫ y
0
ζN˜(ds, du, dζ) + σZ
∫ t
0
∫ rs−
0
∫ ∞
y
ζN(ds, du, dζ) ,
(15)
where
a˜(α, y) = a+ σZΘ(α, y) b˜(α, y) =
ab
a+ σZΘ(α, y)
(16)
The previous results allow us to make comparisons. First, comparing α-CIR and LOU
processes, it follows that the implicit negative drifts from large jump part lead to a linear decay
for λt while to a stronger exponential decay for rt. Then as σZ increases, the decreasing drift
term plays a more important role in rt than in λt. Second, comparing CIR and α-CIR processes,
namely the cases σZ = 0 and σZ > 0 in (15), we can study the evolution between two large
jumps in the α-CIR model. Between two large jumps, the α-CIR exhibits an increasing mean
reverting speed a˜ and a decreasing long mean interest rate b˜ as long as σZ increases. As a
consequence, the α-CIR diffusion is more adequate to model the presence of low interest rates
and their persistency upon large jumps, compared to LOU and CIR models.
We are also interested in the jump times of large jumps. For this purpose, we introduce,
based on (15), the auxiliary process
r̂
(y)
t = r0 +
∫ t
0
a˜(α, y)
(
b˜(α, y)− rs
)
ds+ σ
∫ t
0
∫ rs
0
W (ds, du) + σZ
∫ t
0
∫ rs−
0
∫ y
0
ζN˜(ds, du, dζ). (17)
For any jump threshold y > 0, the process r̂(y) coincides with r up to the first large jump
τ
(y)
1 := inf{t > 0 : ∆rt > y = σZy}. More generally, denote by {τ (y)i }i∈N the sequence of jump
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times of r larger than y, then for any t ∈ [τ (y)i , τ (y)i+1), we have
r̂
(y)
t = rτ (y)i
+
∫ t
τ
(y)
i
a˜(α, y)
(
b˜(α, y)− r̂(y)s
)
ds+ σ
∫ t
τ
(y)
i
∫ r̂(y)s
0
W (ds, du)
+σZ
∫ t
τ
(y)
i
∫ r̂(y)s−
0
∫ y
0
ζN˜(ds, du, dζ).
(18)
This auxiliary process r̂(y) represents the history of the interest rate r except the jumps larger
than y. This process will be particularly useful to study τ
(y)
1 (see Section 5).
3 Link with the CBI processes
In this section, we show that α-CIR processes are continuous state branching processes with
immigration (CBI process) and deduce from this fact several properties of the α-CIR model.
The CBI processes have been introduced by Kawazu and Watanabe [27]. We recall the definition
as below.
Definition 3.1 (CBI process) AMarkov processX with state space R+ is called a continuous
state branching process with immigration, characterized by branching mechanism Ψ(·) and
immigration rate Φ(·), if its characteristic representation is given, for p ≥ 0, by
Ex
[
e−pXt
]
= exp
[
−xv(t, p)−
∫ t
0
Φ
(
v(s, p)
)
ds
]
, (19)
where the function v : R+ × R+ → R satisfies the following differential equation
∂v(t, p)
∂t
= −Ψ(v(t, p)), v(0, p) = p (20)
and Ψ and Φ are functions of the variable q ≥ 0 given by
Ψ(q) = βq +
1
2
σ2q2 +
∫ ∞
0
(e−qu − 1 + qu)pi(du),
Φ(q) = γq +
∫ ∞
0
(1− e−qu)ν(du),
with σ, γ ≥ 0, β ∈ R and pi, ν being two Le´vy measures such that∫ ∞
0
(u ∧ u2)pi(du) <∞,
∫ ∞
0
(1 ∧ u)ν(du) <∞. (21)
The CBI process X has as generator the operator L acting on C20 (R+) as
Lf(x) = σ
2
2
xf ′′(x) + (γ − βx)f ′(x) + x
∫ ∞
0
(f(x+ u)− f(x)− uf ′(x))pi(du)
+
∫ ∞
0
(f(x+ u)− f(x)) ν(du). (22)
The next proposition shows that the α-CIR model belongs to the family of CBI processes by
using the integral representation (2), see [10, Theorem 3.1]. We shall give two proofs. The first
one in the main text is by verification. The second one, which is constructive, is postponed in
Appendix.
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Proposition 3.2 The α-CIR type process r in Definition 2.2 is a CBI process with the branch-
ing mechanism Ψ given by
Ψ(q) = aq +
1
2
σ2q2 +
∫ ∞
0
(e−qσZζ − 1 + qσZζ)µ(dζ) (23)
and the immigration rate Φ(q) = abq.
Proof. Let v(t, p) be the unique solution of the differential equation (20) with Ψ given by (23).
Fix t > 0 and let u(s, p) = v(t− s, p) for 0 ≤ s ≤ t. Denote by
Y (p)s := exp
(
− u(s, p)rs + ab
∫ s
0
u(l, p)dl
)
Applying Itoˆ’s formula, we have that
Y
(p)
t − Y (p)0 −
∫ t
0
rsY
(p)
s
(
Ψ(u(s, p))− ∂u(s, p)
∂s
)
ds, t ≥ 0
is a martingale. By (20), (Y
(p)
t − Y (p)0 , t ≥ 0) is a martingale. Thus E[Y (p)t ] = e−u(0,p)r0 , which
implies that
E[e−prt ] = exp
(
−v(t, p)r0 − ab
∫ t
0
v(t− s, p)ds
)
= exp
(
−v(t, p)r0 − ab
∫ t
0
v(s, p)ds
)
.
Moreover, since r is the unique strong solution of equation (2), it is a Markov process. Thus r
is a CBI (Ψ,Φ) process. 
As consequence of the previous proposition, the α-CIR model and its truncated process are
both CBI processes by considering particular Le´vy measures.
Corollary 3.3 The α-CIR (a, b, σ, σZ , α) process is a CBI process with the branching mecha-
nism Ψ given by
Ψα(q) = aq +
σ2
2
q2 − σ
α
Z
cos(piα/2)
qα, (24)
and the immigration rate Φ given by
Φ(q) = abq. (25)
Corollary 3.4 The auxiliary process r̂(y) defined by (17) is a CBI process with the branching
mechanism Ψ(y) given by
Ψ(y)α (q) :=
(
a+ σαZ
∫ ∞
y
ζµα(dζ)
)
q +
1
2
σ2q2 + σαZ
∫ y
0
(e−qζ − 1 + qζ)µα(dζ), (26)
where µα is given by (3) and the immigration rate Φ given by
Φ(q) = a˜(α, y) b˜(α, y) q = ab q. (27)
In the following of this section, we use the CBI characterization to show some properties of
the α-CIR model.
Proposition 3.5 Let (r
(α)
t , t ≥ 0) denote the α-CIR process with parameters (a, b, σ, σZ , α).
Then as α→ 2, r(α) converges in distribution in D(R+) to the CIR process r(2).
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Proof. For any α ∈ (1, 2], the α-CIR process r(α) is a CBI process. Let P (α) be the transition
semigroup of r(α) and A(α) be its generator. Denote ep(x) = e
−px for p > 0 and x ≥ 0. Then
by (22),
A(α)ep(x) = −ep(x) (xΨα(p) + Φ(p)) = −e−px
(
x
(
ap+
σ2
2
p2 − σ
α
Z
cos(piα/2)
pα
)
+ abp
)
.
We have
lim
α→2
sup
x∈R+
|A(α)ep(x) −A(2)ep(x)| = 0.
Denote by D1 the linear hull of {ep : p > 0}. Then D1 is an algebra which strongly separates
the points of R+. Let C0(R+) be the space of continuous functions on R+ vanishing at infinity.
By the Stone-Weierstrass theorem, D1 is dense in C0(R+). Since D1 is invariant under P
(2) (see
(19)), it is a core of A(2) (see Ethier and Kurtz [16, Proposition 3.3]). By [16, Corollary 8.7],
we have the weak convergence of the processes as α tends to 2. 
Proposition 3.6 The α-CIR type process in Definition 2.2 has a limit distribution, whose
Laplace transform is given by
E[e−pr∞ ] = exp
(
−
∫ p
0
Φ(q)
Ψ(q)
dq
)
, p ≥ 0. (28)
Moreover, the process is exponentially ergodic, namely ‖P(rt ∈ · )−P(r∞ ∈ · )‖ 6 Cρt for some
positive constants C and ρ < 1, where ‖ · ‖ denotes the total variation norm.
Proof. Note that the branching mechanism Ψ is bounded from below by aq + 12σ
2q2. Hence
one has ∫ 1
0
Φ(q)
Ψ(q)
dq 6
∫ 1
0
abq
aq + 12σ
2q2
dq <∞.
By [30, Theorem 3.20], we obtain that the process r in Definition 2.2 has a limit distribution,
whose Laplace transform is given by exp
( − ∫∞
0
Φ(v(t, p))dt
)
, where the function v is defined
in (20). A change of variables q = v(t, p) in the above formula leads to (28). The last assertion
follows from [32, Theorem 2.5]. 
Finally, we show that the usual condition of inaccessibility of the point 0 is preserved when
we extend CIR model to the α-CIR one.
Proposition 3.7 For the α-CIR (a, b, σ, σZ , α) process with α ∈ (1, 2), the point 0 is an inac-
cessible boundary if and only if 2ab ≥ σ2. In particular, a pure jump α-CIR process with ab > 0
never reaches 0.
Proof. We apply the result of Duhalde, Foucart and Ma [12, Theorem 2] for CBI processes to
obtain that 0 is an inaccessible boundary point for an α-CIR type process if and only if∫ ∞
θ
dz
Ψ(z)
exp
(∫ z
θ
Φ(x)
Ψ(x)
dx
)
=∞ (29)
for some positive constant θ, where Ψ is given by (23) and Φ(q) = abq. We now focus on the
α-CIR process. Let Ψ∗(q) = aq + σ2q2/2 be the branching mechanism of the classical CIR
process viewed as a CBI process. One has Ψα ≥ Ψ∗, where Ψα is the branching mechanism of
the α-CIR process, given in (24). Therefore∫ ∞
θ
dz
Ψα(z)
exp
(∫ z
θ
Φ(x)
Ψα(x)
dx
)
≤
∫ ∞
θ
dz
Ψ∗(z)
exp
( ∫ z
θ
Φ(x)
Ψ∗(x)
dx
)
.
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In particular, if 0 is an inaccessible boundary for the α-CIR(a, b, σ, σZ , α) process, then the
inequality 2ab ≥ σ2 holds, thanks to the classical inaccessibility criterion for the CIR processes.
Conversely, if the inequality 2ab ≥ σ2 holds, then one has
Φ(x)
Ψα(x)
=
1
x
(1 +O(xα−2)), x→ +∞.
So there exists a constant C > 0 (depending on θ) such that∫ z
θ
Φ(x)
Ψα(x)
dx ≥ log(z/θ)− C.
Hence ∫ ∞
θ
dz
Ψα(z)
exp
( ∫ z
θ
Φ(x)
Ψα(x)
dx
)
>
1
eCθ
∫ ∞
θ
z
Ψα(z)
dz = +∞.

Remark 3.8 The result of Proposition 3.7 is not true when α = 2. In this case the α-CIR
model reduces to a classical CIR model, but with a modified volatility term. Therefore for the α-
CIR(a, b, σ, σZ , 2) process, the point 0 is an inaccessible boundary if and only if 2ab ≥ σ2+2σ2Z .
We note that when the α-CIR process contains the jump part, the parameter σZ does not
intervene in the boundary condition by the above proposition.
4 Applications to interest rate modeling
In this section, we apply the α-CIR model to the interest rate modelling and pricing. Since the
α-CIR model is a generalization of the classical CIR model by adding jumps but preserving the
CBI properties, the bond price has an affine structure, see Filipovic´ [17]. We give a closed-form
expression of the bond price depending on a function which is the integral of the reciprocal of
1 − Ψα. This integral can be easily computed numerically, and so is semi-explicit formula for
the Laplace transform of the integrated interest rate. Moreover, we show that the bond price
is decreasing with respect to the index parameter α. In the next part, we focus on a path
dependent option, more precisely a put option written on the running minimum of the bond
yield. We show that the payoff of this option can be rewritten as a put option written on the
running minimum of the spot rate itself with different nominal and strike. Despite the non-
Markovian behavior and the non linearity of the payoff, its price can be obtained by inversion
of the Laplace transform.
4.1 Zero-coupon bond pricing
We begin by making precise the equivalent probability measures. The following proposition
shows that the short interest rate r, given by the α-CIR model, remains to be in the class of
integral type processes under an equivalent change of probability.
Proposition 4.1 Let r be an α-CIR(a, b, σ, σZ , α) processes under the probability measure P
and assume that the filtration F is generated by the random fields W and N˜ . Fix η ∈ R and
θ ∈ R+, and define
Ut := η
∫ t
0
∫ rs
0
W (ds, du) +
∫ t
0
∫ rs−
0
∫ ∞
0
(e−θζ − 1)N˜(ds, du, dζ).
Then the Dole´ans-Dade exponential E(U) is a martingale and the probability measure Q defined
by
dQ
dP
∣∣∣∣
Ft
= E(U)t,
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is equivalent to P. Moreover, under Q, r is an α-CIR type process with the parameters (a′, b′, σ′, σ′Z , µ
′
α),
where
a′ = a− ση − ασZ
cos(piα/2)
θα−1, b′ = ab/a′, σ′ = σ, σ′Z = σZ
and
µ′α(dζ) = −
e−θζ
cos(piα/2)Γ(−α)ζ1+α dζ.
Proof. The couple (r, U) is a time homogeneous affine process (c.f. [9, Theorem 6.2]). The
Dole´ans-Dade exponential E(U) is a true martingale by checking that the conditions in [26,
Corollary 3.2] are satisfied, so it defines an equivalent probability measure Q. Note that Y =
E(U) is the unique strong solution of dYt = Yt−dUt. Then for any function f ∈ C2(R+), the
process
Ytf(rt)−
∫ t
0
Ysf
′(rs)
(
ab−
(
a− ση − σZ
∫ ∞
0
ζ(e−θζ − 1)µα(dζ)
)
rs
)
ds− σ
2
2
∫ t
0
Ysf
′′(rs)rsds
−
∫ t
0
Ysrsds
∫ ∞
0
(
f(rs− + σZζ) − f(rs)− f ′(rs−)σZζ
)
e−θζµα(dζ), t ≥ 0
is a local martingale, which implies that under Q, r is an α-CIR type process with the parameters
(a′, b′, σ′, σ′Z , µ
′
α). 
Remark 4.2 Usually we choose η and θ such that a′ > 0. When θ = 0, µ′α coincides with µα
given in (3), so that an α-CIR process will remain in the same class under an equivalent change
of probability measure. When θ > 0, the α-CIR process becomes an α-CIR type process driven
by a tempered stable process under the change of probability measure. In this case, we can
apply the following result on the general CBI processes to compute the bond prices.
As highlighted by Filipovic´ [17, 18], a large class of bond options admits a nice expression
via the exponential affine transformation, see [18, Theorem 10.5] and [17, Section 6]. The next
proposition gives a general result about the joint Laplace transform of a CBI process and its
integrated process, which will be useful for the bond pricing.
Proposition 4.3 Let X be a CBI (Ψ,Φ) process given by (19) with X0 = x. For non-negative
real numbers ξ and θ, we have
Ex
[
e−ξXt−θ
∫
t
0
Xsds
]
= exp
(
− xv(t, ξ, θ) −
∫ t
0
Φ
(
v(s, ξ, θ)
)
ds
)
, (30)
where v(t, ξ, θ) is the unique solution of
∂v(t, ξ, θ)
∂t
= −Ψ(v(t, ξ, θ)) + θ, v(0, ξ, θ) = ξ. (31)
Proof. For any function f ∈ C2(R+), (f(Xt)−f(x)−
∫ t
0
Lf(Xs)ds, t ≥ 0) is a local martingale,
where the operator L given by (22). Then
f(Xt)e
−θ
∫
t
0
Xsds − f(x) −
∫ t
0
e−θ
∫
t
0
Xsds
(Lf(Xs)− θXsf(Xs))ds, t ≥ 0
is also a local martingale. Denote the Feynman-Kac semigroup by Qt and the corresponding
process by X as follows:
Qtf(x) = Ex
[
f
(
Xt
)]
:= Ex
[
f(Xt)e
−θ
∫
t
0
Xsds
]
.
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Then X is a non-conservative (in other words the process may explode in finite time) CBI
process with generator defined by Af(x) = Lf(x)− θxf(x) by [27, Theorem 1.1] and implies in
addition that
Ex[e
−ξXt ] = exp
(
− xv(t, ξ, θ) −
∫ t
0
Φ(v(s, ξ, θ))ds
)
,
where v(·, ξ, θ) is the unique solutions of
∂v(t, ξ, θ)
∂t
= −Ψ(v(t, ξ, θ)) + θ, v(0, ξ, θ) = ξ.
The proposition is thus proved. 
The above proposition allows to compute the zero-coupon bond price with a short rate driven
by α-CIR model, under an equivalent probability measure. In the following, we give the zero-
coupon price when the short rate r satisfies the α-CIR model of parameter (a, b, σ, σZ , α) under
the equivalent risk-neutral probability Q, and analyze its decreasing property with respect to
α. Recall that the value of a zero-coupon bond of maturity T at time t ≤ T is given by
B(t, T ) = EQ
[
exp
(
−
∫ T
t
rsds
)
| Ft
]
. (32)
For the sake of simplicity, we will use the notation E in place of EQ.
Proposition 4.4 Let the short rate r be given by the α-CIR model (1) under the probability
measure Q. Then the zero-coupon bond price is given by
B(t, T ) = exp
(
− rtv(T − t)− ab
∫ T−t
0
v(s)ds
)
, (33)
where v(s) is the unique solution of the equation
∂v(t)
∂t
= 1−Ψα(v(t)), v(0) = 0, (34)
with Ψα(q) = aq +
σ2
2 q
2 − σαZcos(piα/2)qα as in (24). Moreover, we have
v(t) = f−1(t) where f(t) =
∫ t
0
dx
1−Ψα(x) (35)
Proof. Applying Propositions 4.3 with ξ = 0 and θ = 1, we have
E
[
e−
∫
T
t
rsds
∣∣∣Ft] = exp(− rtv(T − t)− ab ∫ T−t
0
v(s)ds
)
,
where v(t) is the unique solution of (34) with Ψα given in (24). Since Ψα(·) is a nonnegative,
increasing and convex function, the equation Ψα(x) = 1 has the unique solution denoted by
x0. For 0 ≤ x < x0, 1 − Ψα(x) > 0. Note that f(u) is strictly increasing in u ∈ [0, x0) and
f(u)→∞ as u→ x0. It follows from (34) that∫ v(t)
0
dv
1−Ψα(v) = t.
Let t tend to infinity on both sides of the above equality. Then v(t) → x0 as t → ∞ and
v(t) < x0 for any t ≥ 0. Also by (34), v(t) is strictly increasing. So one has v(t) = f−1(t). 
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Proposition 4.5 The function v is increasing with respect to α ∈ (1, 2]. In particular, the bond
price B(0, T ) is decreasing with respect to α.
Proof. We write the function v as v(t, α) to emphasize the dependence on the parameter α. Since
1−Ψα(u) is a decreasing concave function of u and Ψα(0) = 0, there is a unique positive solution,
denoted by v∗(α), to the equation 1−Ψα(u) = 0. It is not hard to see that 0 ≤ v(s, α) < v∗(α)
and limt→∞ v(s, α) = v
∗(α). Moreover, from the relation 1 − Ψα(v∗(α)) = 0 we obtain that
(σZv
∗(α))α ≤ − cos(piα/2) ≤ 1 and hence σZv∗(α) ≤ 1.
For any t ∈ R+, one has
t =
∫ v(t,α)
0
dx
1−Ψα(x) .
Taking the derivative with respect to α, we obtain
1
1−Ψα(v(t, α)) ·
∂v
∂α
(t, α) +
∫ v(t,α)
0
1
(1 −Ψα(x))2 ·
∂Ψα
∂α
(x)dx = 0.
Note that by (24),
∂Ψα
∂α
(x) = − sin(piα/2)
cos2(piα/2)
(pi
2
)
(σZx)
α − (σZx)
α
cos(piα/2)
ln(σZx) ≤ 0
on x ∈ (0, v∗(α)] since σZv∗(α) ≤ 1 and cos(piα/2) < 0. Therefore we obtain ∂v/∂α ≥ 0,
namely the function v is increasing with respect to α. In particular, the bond price B(0, T ) is
a decreasing function of α. 
Proposition 4.5 shows that the α-CIR model with α < 2 permits to capture the low interest
rate behavior from the point of view of bond pricing. This result is surprising at first sight
since the parameter α is an inverse measure of heaviness of distribution tails, more as α close
to 1, more likely that the large jumps appear (see also Section 5). In addition, in the α-CIR
model, α coincides with the so-called generalized Blumenthal-Getoor index which is defined as
inf{β > 0 : ∑0≤s≤T ∆rβs < ∞, a.s.} with ∆rs := rs − rs− and T a horizon time (see e.g. [1])
and is often used to measure the activity of the small jumps in a semimartingale. In fact, when
µα(du) is defined by (3), this index is reduced to inf
{
β > 0 :
∫ T
0
rsds
∫ 1
0
uβµα(du) < ∞, a.s.
}
and thus is equal to α. The index α ∈ (1, 2) shows that the jumps are of infinite variation.
4.2 Application to bond derivatives
We now consider bond derivatives. The α-CIR model framework allows to obtain closed-form
formulae for a large class of derivatives as we show below by the example of path-dependent
option. Denote the zero-coupon bond yield of constant maturity κ at time t by Y (t, t+ κ). It
follows from Proposition 4.4 that
Y (t, t+ κ) = − 1
κ
lnB(t, t+ κ) =
1
κ
(
rtf
−1(κ) + ab
∫ κ
0
f−1(s)ds
)
. (36)
Let us consider a European Put option of maturity T and strike K, which is written on the
running minimum of the bond yield. The price is given by
P
(
inf
u∈[0,T ]
Y (u, u+ κ), 0, T,K
)
:= E
[
e−
∫ T
0
rsds
(
K − inf
u∈[0,T ]
Y (u, u+ κ)
)
+
]
(37)
We define the Laplace transform with respect to the maturity of the above functional. For
θ > 0, let
Lθ (0, κ,K; r0) =
∫ ∞
0
e−θTP
(
inf
u∈[0,T ]
Y (u, u+ κ), 0, T,K
)
dT. (38)
The following result gives a closed-form expression of this Laplace transform.
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Proposition 4.6 Let r be an α-CIR(a, b, σ, σZ , α) process with initial value r0 > 0. Then
Lθ (0, κ,K; r0) =
f−1(κ)
κ
∫ K
0
Hε(θ, r0)
Hε(θ, y)
M(θ, y)dy, (39)
where the function f−1 is defined in (35), K =
(
κK − ab ∫ κ
0
f−1(s)ds
)
/f−1(κ),
Hε(θ, x) =
∫ ∞
q1
e−xz
Ψα(z)− 1 exp
( ∫ z
q1+ε
abu+ θ
Ψα(u)− 1du
)
dz, (40)
with q1 given by Ψα(q1) = 1 and ε is an arbitrary positive number, and
M(θ, y) =
∫ ∞
0
e−θuBy(0, u)du
with By(0, u) being the zero-coupon bond price given by (33) with initial short rate y.
Remark 4.7 We note that Hε(θ, x) is well defined. Indeed,
abu+θ
Ψα(u)−1
→ 0 as u → ∞. Then
1
z
∫ z
q1+ε
abu+θ
Ψα(u)−1
du→ 0 as z →∞, which implies ∫∞q1+ε dzΨα(z)−1 exp(−yz+∫ zq1+ε abu+θΨα(u)−1du) <∞.
In addition, as z → q1, we have∫ q1+ε
q1
dz
Ψα(z)− 1 exp
(
− yz +
∫ z
q1+ε
abu+ θ
Ψα(u)− 1du
)
≤
∫ q1+ε
q1
dz
Ψα(z)− 1 exp
(∫ z
q1+ε
θ
Ψα(u)− 1du
)
<∞.
In fact, consider θ > 0, a primitive function of the integrand on the right hand side is z 7→
1
θ exp
(− θ ∫ q1+ε
z
1
Ψα(u)−1
du
)
, which takes finite value at q1.
Proof. We first rewrite the payoff (37) of the Put option as
P
(
inf
u∈[0,T ]
Y (u, u+ κ), 0, T,K
)
= E
[
e−
∫
T
0
rsds
(
K − 1
κ
[
f−1(κ) inf
u∈[0,T ]
ru + ab
∫ κ
0
f−1(s)ds
])
+
]
=
f−1(κ)
κ
E
[
e−
∫ T
0
rsds
(κK − ab ∫ κ
0
f−1(s)ds
f−1(κ)
− inf
u∈[0,T ]
ru
)
+
]
,
which corresponds to another Put option written on the running minimum of the spot rate itself
with different nominal f−1(κ)/κ and strike K, i.e.,
P
(
inf
u∈[0,T ]
Y (u, u+ κ), 0, T,K
)
=
f−1(κ)
κ
P
(
inf
u∈[0,T ]
ru, 0, T,K
)
.
Then the Laplace transform (38) becomes
Lθ (0, κ,K; r0) =
f−1(κ)
κ
∫ ∞
0
e−θTP
(
inf
u∈[0,T ]
ru, 0, T,K
)
dT. (41)
Note that (
K − inf
u∈[0,T ]
ru
)
+
=
∫ K
0
1{infu∈[0,T ] ru<y}dy,
hence we have
Lθ (0, κ,K; r0) =
f−1(κ)
κ
E
[ ∫ K
0
dy
∫ ∞
0
dT exp
(
− θT −
∫ T
0
rsds
)
1{infu∈[0,T ] ru<y}
]
=
f−1(κ)
κ
E
[ ∫ K
0
dy
∫ ∞
Θy
dT exp
(− θT − ∫ T
0
rsds
)]
=
f−1(κ)
κ
E
[ ∫ K
0
dy
∫ ∞
Θy
dT exp
(− θ(T −Θy)− θΘy − ∫ Θy
0
rsds−
∫ T
Θy
rsds
)]
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where Θy denotes the first entrance time of r in [0, y] with y < r0 , i.e. Θy := inf{t > 0 : rt ≤ y}.
By Duhalde, Foucart and Ma [12, Theorem 1], we have
E
[
exp
(
− θΘy −
∫ Θy
0
rtdt
)]
=
Hε(θ, r0)
Hε(θ, y)
(42)
where the function Hε(θ, x) defined in (40) is a decreasing C
2
0 function on x ∈ (0,∞) for θ > 0.
By using the strong Markov property of rt on the stopping time Θy ,
Lθ (0, κ,K; r0) =
f−1(κ)
κ
∫ K
0
E
[
exp
(− θΘy − ∫ Θy
0
rsds
)] ∫ ∞
0
e−θtEy
[
exp
(− ∫ t
0
rsds
)]
dt dy.
Note that By(0, t) = Ey [exp(−
∫ t
0 rsds)], thus we obtain (39). 
5 Analysis of jumps
This section is focused on the jump part of the short interest rate r. In particular, we are
interested in the large jumps which capture the significant changes in the interest rate dynamics
and may imply the downgrade credit risk.
Similar as in Section 2, we fix a jump threshold y = σZy > 0. Let J
y
t denote the number of
jumps of r with jump size larger than y in [0, t], i.e.
Jyt :=
∑
0≤s≤t
1{∆rs>y}. (43)
Using the integral representation (2), we have
Jyt =
∫ t
0
∫ rs−
0
∫ ∞
y/σZ
N(ds, du, dζ) =
∫ t
0
∫ rs−
0
∫ ∞
y
N(ds, du, dζ), (44)
whereN is the (non-compensated) Poisson randommeasure corresponding to N˜ . Since µα((0,∞)) =
∞, we have limy→0 Jyt =∞, a.s.. In the following, we show that the Laplace transform of this
counter process is exponential affine where the exponent coefficient satisfies a non-linear ordinary
differential equation.
Proposition 5.1 Let r be α-CIR(a, b, σ, σZ , α) process with initial value r0 ≥ 0. Then for
p ≥ 0,
E
[
e−pJ
y
t
]
= exp
(
−l(p, y, t)r0 − ab
∫ t
0
l(p, y, s)ds
)
(45)
where l(p, y, t) is the unique solution of the following equation
∂l(p, y, t)
∂t
= σαZ
∫ ∞
y
(
1− e−p−l(p,y,t)ζ)µα(dζ) −Ψ(y)α (l(p, y, t)), (46)
with initial condition l(p, y, 0) = 0 and Ψ
(y)
α given by (26).
Proof. We first show that (46) has a unique solution. Note that σαZ
∫∞
y µα(dζ) − Ψ(y)(q) is a
decreasing concave function with respect to q and σαZ
∫∞
y
e−p−qζµα(dζ) is a decreasing convex
function of q. Since p ≥ 0, one has σαZ
∫∞
y µα(dζ) −Ψ(y)(0) ≥ σαZ
∫∞
y e
−pµα(dζ). Moreover, for
q large enough, σαZ
∫∞
y µ(dζ) − Ψ(y)(q) < 0 < σαZ
∫∞
y e
−p−qζµα(dζ). Thus there is the unique
positive solution, denoted by l∗ > 0, to the equation
Fy(q) := σ
α
Z
∫ ∞
y
(1 − e−p−qζ)µ(dζ) −Ψ(y)(q) = 0.
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One has Fy(q) > 0 when 0 ≤ q < l∗, and Fy(q) < 0 when q > l∗. Moreover Γ(l) :=
∫ l
0
1
Fy(q)
dq
is an increasing function from [0, l∗) to [0,∞) and its inverse function l(p, y, ·) : [0,∞)→ [0, l∗)
exists. It is not hard to see that for any t ≥ 0, ∫ t
0
1
Fy(l(p,y,s))
dl(p, y, s) = t, which implies (46).
Since Fy(q) is locally Lipschitz, the uniqueness follows.
The couple (Jy, r) is a Markov process taking values in N×R+, where N := {0, 1, · · · }. The
generator of (Jy, r) acting on a function f(x, n, t) is given by
Af(x, n, t) = ∂f
∂t
(x, n, t) + a(b − x)∂f
∂x
(x, n, t) +
1
2
σ2x
∂2f
∂x2
(x, n, t)
+ σαZx
∫ y
0
(
f(x+ ζ, n, t)− f(x, n, t)− ζ ∂f
∂x
(x, n, t)
)
µα(dζ)
+ σαZx
∫ ∞
y
(
f(x+ ζ, n+ 1, t)− f(x, n, t)− ζ ∂f
∂x
(x, n, t)
)
µα(dζ),
(47)
where f(x, n, t) is differentiable with respect to t and twice differentiable with respect to x, and
the measure µα(dζ) is defined by (3). Let p and θ be non-negative numbers, and T ≥ 0 be a
time horizon. We consider the integral-differential equation Af = 0 with boundary condition
f(x, n, T ) = exp(−pn− θx) and look for a solution of the form
f(x, n, t) = exp
(
C0(t)− C1(t)n− C2(t)x
)
, t ∈ [0, T ].
Then the equation Af = 0 reduces to the following system of ordinary differential equations
C′0(t) = abC2(t),
C′1(t) = 0,
C′2(t) = Ψ
(y)
α (C2(t)) + σ
α
Z
∫∞
y
(e−C2(t)ζ−C1(t) − 1)µα(dζ).
(48)
Moreover, the boundary condition f(x, n, T ) = exp(−pn − θx) reads (C0(T ), C1(T ), C2(T )) =
(0, p, θ). In particular, one has C1(t) = p on t ∈ [0, T ]. Moreover, the functions C0 and C2 are
also uniquely determined by the equation system (48) and the boundary condition. Notably one
has C0(t) = −ab
∫ T
t
C2(s)ds. Since A is the generator of the Markov process (Jy, r), one has
E[e−pJ
y
T−θrT |Ft] = f(rt, Jyt , t) = exp
(
− ab
∫ T
t
C2(s)ds− pJyt − C2(t)rt
)
,
where C2 is the solution of the following ordinary differential equation with boundary condition
C′2(t) = Ψ
(y)
α (C2(t)) + σ
α
Z
∫ ∞
y
(e−C2(t)ζ−p − 1)µα(dζ), C2(T ) = θ.
The particular case where θ = 0 and t = 0 leads to
E[e−pJ
y
T ] = exp
(
− ab
∫ T
0
C(T, p, y, s)ds− C(T, p, y, 0)r0
)
, (49)
with C(T, p, y, ·) being the solution of
∂C(T, p, y, t)
∂t
= Ψ(y)α (C(T, p, y, t)) + σ
α
Z
∫ ∞
y
(e−C(T,p,y,t)ζ−p − 1)µα(dζ), C(T, p, y, T ) = 0.
Finally, the comparison between the differential equations (46) and (49) shows that l(p, y, t) =
C(T, p, y, T − t) for any t ≤ T . Hence we obtain (45). 
Now we consider the first time when the jump size of the short rate r is larger than y = σZy,
i.e.,
τy = inf{t > 0 : ∆rt > y}. (50)
We show that this random time also exhibits an exponential affine cumulative distribution
function. The following result gives its distribution function as a consequence of the above
proposition.
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Corollary 5.2 For any t ≥ 0, we have
P(τy > t) = exp
(
− l(y, t)r0 − ab
∫ t
0
l(y, s)ds
)
(51)
where l(y, t) is the unique solution of the following ODE
dl
dt
(y, t) = σαZ
∫ ∞
y
µα(dζ) −Ψ(y)α (l(y, t)), (52)
with initial condition l(y, 0) = 0 and Ψ
(y)
α given by (26).
Proof. For q ≥ 0 one has
σαZ
∫ ∞
y
(1 − e−p−qζ)µα(dζ) −Ψ(y)(q) ≤ σαZ
∫ ∞
y
µα(dζ) − aq.
By the equation (46) in Proposition 5.1, we obtain that
l(p, y, t) ≤ σ
α
Z
a
(
1− e−at) ∫ ∞
y
µα(dζ), (53)
and l(p, x, t) is increasing of p. Thus l(y, t) := limp→∞ l(p, y, t) exists. By (46),
l(p, y, t) = σαZ
∫ t
0
(∫ ∞
y
(1− e−p−l(p,y,s)ζ)µα(dζ) −Ψ(y)α (l(p, y, s))
)
ds
Since Ψ(y)(q) is locally Lipschitz and e−p−l(p,y,s)ζ ≤ e−p, by taking limit as p→∞ on the both
sides of the above equation we have
l(y, t) =
∫ t
0
(
σαZ
∫ ∞
y
µ(dζ) −Ψ(y)(l(y, s))
)
ds,
which implies that the limit function l is the unique solution of the equation (52). By Proposition
5.1 and (44),
P(τy > t) = P(J
y
t = 0) = lim
p→∞
E
[
e−pJ
y
t
]
= exp
(
−l(y, t)r0 − ab
∫ t
0
l(y, s)ds
)
.
The last equality follows from the monotone convergence theorem. 
Proposition 5.3 We have P(τy < ∞) = 1. Furthermore, denote F (q) := σαZ
∫∞
y µα(dζ) −
Ψ
(y)
α (q), then the equation F (q) = 0 admits a unique solution l∗y, which identifies with limt→∞ l(y, t)
where l is given by (52). Moreover, one has
E [τy] =
∫ l∗y
0
1
F (u)
exp
(
− ur0 −
∫ u
0
abs
F (s)
ds
)
du <∞. (54)
Proof. We note that F is a decreasing concave function and F (0) > 0. Hence the equation
F (q) = 0 has a unique positive solution l∗y > 0. One has F (q) > 0 when q ∈ [0, l∗y). By (52),∫ l(y,t)
0
1
F (q)
dq = t, (55)
which implies that 0 ≤ l(y, t) < l∗y for any t ≥ 0. Then l(y, t) is strictly increasing on t. Let
t tend to infinity in the above equality (55), we deduce that limt→∞ l(y, t) = l
∗
y > 0. Then∫∞
0
l(y, s)ds =∞. By Corollary 5.2, P(τy =∞) = 0. Note that E[τy ] =
∫∞
0
P(τy > t)dt, so
E[τy ] =
∫ ∞
0
exp
(
−l(y, t)r0 − ab
∫ t
0
l(y, s)ds
)
dt =
∫ l∗y
0
1
F (q)
exp
(
−qr0 −
∫ q
0
abp
F (p)
dp
)
dq,
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where the second equality follows from (52) and implies (54). Since F is decreasing, F ′(l∗x) < 0
and then by concavity
1
F (u)
exp
(
−ur0 −
∫ u
0
abs
F (s)
ds
)
∼ c
F ′(l∗y)(u− l∗y)
exp
(
−ur0 −
∫ u
0
abs
F ′(l∗y)(s− l∗y)
ds
)
for some constant c > 0, as u→ l∗y. Then E[τy] <∞ follows from∫ l∗y
0
1
F ′(l∗y)(u− l∗y)
exp
(
−ur0 −
∫ u
0
abs
F ′(l∗y)(s− l∗y)
ds
)
du <∞.

The following result gives an alternative form of Corollary 5.2 and a more intuitive expla-
nation. It shows that the distribution of the first jump time τy can also be given by using the
Laplace transform of the integrated auxiliary process r̂(y), which is introduced previously in
(17), computed on the mass of the jump measure larger than y = y/σZ . In other words, the
probability P(τy > t) is equal to a bond price written on the auxiliary rate r̂
(y) remodulated
by the measure µα restricted on (y,+∞). When b = 0, it recovers a result of He and Li [24,
Theorem 3.2].
Proposition 5.4 Let r̂(y) be defined by (17), then we have
P(τy > t) = E
[
exp
{
− σαZ
(∫ ∞
y
µα(dζ)
)( ∫ t
0
r̂(y)s ds
)}]
. (56)
Proof. As proved in Corollary 3.4, r̂(y) is a CBI process. Then, applying Proposition 4.4, for
any θ > 0, we have
E
[
e−θ
∫ t
0
r̂(y)s ds
]
= exp
(
l̂(θ, t)r0 − ab
∫ t
0
l̂(θ, s)ds
)
,
where l̂(θ, t) is the unique solution of
dl̂(θ, t)
dt
= θ − Ψ(y)α
(
l̂(θ, t)
)
,
with l̂(θ, 0) = θ. Then Corollary 5.2 can be rewritten in the form (56). 
Finally, we compare the behaviors of the first large jump times in α-CIR and locally equiv-
alent LOU models respectively.
Proposition 5.5 Let τλy := inf{t > 0 : ∆λt > y} denote the first time when the jump size of a
LOU process λ is larger than y := σZy, in accord with Definition 2.7. Let τ
r
y be defined as in
Corollary 5.2. Then we have the two following relations
P
(
τλy ≤ t
)
= 1− exp (−Cαr0t y−α) (57)
P
(
τry ≤ t
) ≤ Cα y−α(b˜(α, y)t+ r0 − b˜(α, y)
a˜(α, y)
[
1− e−a˜(α,y)t
] )
, (58)
where a˜ and b˜ are defined by (16) and Cα :=
2
piΓ(α) sin(piα/2). Moreover, we have the two
following asymptotic tail probabilities of maximal jump as y goes to infinity.
Mλ(t, y) := P
(
sup
0≤s≤t
∆λs > y
)
∼ Cα r0 t (y)−α (59)
Mr(t, y) := P
(
sup
0≤s≤t
∆rs > y
)
∼ Cα
(
bt+
r0 − b
a
(1 − e−at)
)
(y)−α. (60)
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Remark 5.6 Before giving the proof of this result, we note that, comparingMλ andMr when
t goes to zero, we have that the two asymptotic tail probabilities coincide. Whereas when t is
large enough, Mr is approximately proportional to the long term interest rate b.
Proof. By (13), we have
P
(
τλy > t
)
= P
(∫ t
0
∫ r0
0
∫ ∞
y
N(ds, du, dζ) = 0
)
Then the first result (57) is obtained by a direct integration. For the α-CIR case, applying
Proposition 5.4, we have
P
(
τry > t
)
= E
[
exp−
{
Cαy
−α
∫ t
0
r̂(y)s ds
}]
. (61)
Thus we obtain E[r̂
(y)
t ] = b˜(α, y)
(
1−e−a˜(α,y)t
)
+r0e
−a˜(α,y)t, by (61) we obtain the second result
(58) by convexity.
The first asymptotic tail is a direct consequence of the relation P
(
sup0≤s≤t∆λs > y
)
=
1− P(τλy < t). For the asymptotic tail of r, by (52), we have that
l(y, t) = σαZ
( ∫ ∞
y
µα(dζ)
)( ∫ ∞
0
e−a(t−s)ds
)
− σαZ
(∫ ∞
y
ζµα(dζ)
)(∫ t
0
e−a(t−s)l(y, s)ds
)
−σ
2
2
∫ t
0
e−a(t−s)l2(y, s)ds−
∫ t
0
e−a(t−s)Ψ
(y)
α (l(y, s))ds,
(62)
where Ψ
(y)
α (q) = σ
α
Z
∫ y
0 (e
−qζ − 1 + qζ)µα(dζ). This also shows that
l(y, t) ≤ − σ
α
Z
a cos(piα/2)αΓ(−α) (1− e
−at)y−α = Cα
σαZ
a
(1 − e−at)y−α (63)
since −(α cos(piα/2)Γ(−α))−1 = Cα. By (62), we also have that
yαl(y, t) = − σ
α
Z
α cos(piα/2)Γ(−α)
∫ t
0
e−a(t−s)ds+
σαZ
(α − 1) cos(piα/2)Γ(−α)y
−1
∫ t
0
e−a(t−s)l(y, s)ds
−σ
2
2
∫ t
0
e−a(t−s)l2(y, s)yαds−
∫ t
0
e−a(t−s)Ψ
(1)
α (y l(y, s))ds.
Combing (63), we see that as y →∞,
yαl(y, t)→ − σ
α
Z
α cos(piα/2)Γ(−α)
∫ t
0
e−a(t−s)ds = Cασ
α
Z
1− e−at
a
. (64)
Furthermore this convergence is locally uniform for t. By Corollary 5.2,
P( sup
0≤s≤t
∆rs > y) = P(τ
r
y ≤ t) = 1− e−l(y,t)r0−ab
∫ t
0
l(y,s)ds ∼ l(y, t)r0 + ab
∫ t
0
l(y, s)ds.
We have the tail of the jump of r by (64). 
Remark 5.7 Consider r̂(y) defined by (17). We have noted that for 0 < t < τry , rt = r̂
(y)
t .
Then for any fixed T ,
sup
0≤t≤T
∣∣∣E[ exp{− ∫ t
0
rsds
}]
− E
[
exp
{
−
∫ t
0
r̂(y)s ds
}]∣∣∣ ≤ 2P(τry ≤ T ) = P( sup
0≤s≤T
∆rs > y)
By Proposition 5.5, one has P(sup0≤s≤T ∆rs > y) ∼ C(T )y−α, where C(T ) is a constant
depending on T . This means that as y → ∞, r can be approximated by r̂(y) with rate y−α.
In the approximation sense, we see that the role of big jumps which leads to the additional
negative drift term shown in (17) and forces the interest rate at a low level as α decreases to 1.
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6 Numerical illustration
In this section, we present numerical examples to illustrate the results obtained in previous
sections. We are particularly interested in the role of the parameter α.
In the first example, we present in Figure 1 a trajectory of the α-stable Le´vy process Z for
three different values of α: 2, 1.5 and 1.2 respectively. The other parameters are fixed to be
a = 0.1, b = 0.3, σ = 0.1, σZ = 0.3 and r0 = 0.1. We see that smaller values of α imply larger
jumps and deeper negative drift between the jumps in the process Z. We then illustrate in
Figure 2 the α-CIR process for the short interest rate r described in Definition 2.1, by using the
same trajectory of Z as in Figure 1. We observe that since the jumps are related to the actual
level of the interest rate, the smaller values of α correspond to a persistency of low interest rate
in Figure 2.
Figure 1: The α-stable Le´vy process Z for different values of α.
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Figure 2: Short interest rates r by the α-CIR model with the same Z.
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In the second example, we show by Figure 3 the sovereign bonds price B(0, T ) given in
Proposition 4.4. The parameters are a = 0.1, b = 0.3, σ = 0.1, σZ = 0.3 and r0 = 0.05. Besides
the three values of α: 2, 1.5 and 1.2, we also consider the bond price in the classical CIR model
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(when σZ = 0). It is interesting to note, as already shown in Proposition 4.5, that for a fixed
maturity, the bond prices are decreasing with respect to the value of α, with the lowest price in
the CIR model. This observation means that smaller α corresponds, in expectation sense, to a
lower interest rate phenomenon, even though this case also implies larger positive jumps in the
short rate (as in the next figures).
Figure 3: Sovereign bond prices B(0, T )
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Finally, we illustrate the behaviors of the first large jump τy (as in (50)) that the short rate
process exceeding y. The parameters are a = 0.1, b = 0.1, σ = 0.1, σZ = 0.1, r0 = 0.2 and
y = 0.1. Figure 4 shows the probability function P(τy > t), given by Corollary 5.2, for different
values of α. We see that this probability converges to 0 very quickly for smaller values of α, and
with a much longer time for large values of α. Figure 5 illustrates the expectation of τy given by
Proposition 5.3, as a function of α. The expected jump time is increasing with α, which means
that for a smaller α, the first large jump is likely to occur sooner. These two tests show that
the α-CIR model with α < 2 allows to describe the large jumps in the interest rate.
Figure 4: Probability function P(τy > t) for the first large jump exceeding y
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Figure 5: Expectation of the duration time τy for the first large jump exceeding y
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7 Conclusion
The objective of this paper is to introduce the α-CIR short interest rate model, which is an
extension of the standard CIR model by adding, besides the Brownian motion, a spectrally
positive α-stable Le´vy process and preserving the branching property.
Our main financial contribution is to describe in a parsimonious framework a number of
well-established and seemingly puzzling facts observed in the current sovereign bond markets.
In particular, we reconcile in this relatively simple model the presence of significant variations
of the interest rates together with the actual persistency of very low interest rates. Moreover,
the evolution of the interest rate in our model exhibits the clustering or self-exciting properties
which are recently highlighted in stochastic modelling especially in finance.
An interesting financial result is that the bond price increases with the tail fatness of the
jump process which is counter-intuitive and opens the discussion of the consequence on the risk
analysis. In particular, our model forecasts that the persistency of very low interest rates is
accentuated by this tail fatness and this persistency is statistically broken by the arrival of the
first large jump whose expected arrival probability decreases with the rate itself.
The main mathematical contribution is the introduction of a more general integral repre-
sentation of the α-CIR model by using random fields. This integral representation contributes
largely to simplify the mathematical proofs and helps to establish a link of our model to the
CBI processes, and then to the affine interest rate models. We also characterize, using this
representation, the law of the frequency of large jumps and the law of the first one.
From computational point of view, we show that our model admits closed-form formulae
up to numerical integrations for a large class of relevant quantities, for instance for the bond
prices and derivatives, and also for the law and the expectation of the first large jump. The
perspective of further research work consists of empirical and statistical analysis of the α-CIR
interest rate model. The integral representation may also open a range of extensions for other
financial modelling.
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A Constructive proof of Proposition 3.3
Proof. Step 1: branching without immigration. Consider a special case of (2) with b = 0
and we call it a CB process, i.e. a continuous state branching process without immigration,
rxt = x− a
∫ t
0
rxs ds+ σ
∫ t
0
∫ rxs
0
W (ds, du) + σZ
∫ t
0
∫ rxs−
0
∫
R+
ζN˜(ds, du, dζ),
with initial value x ≥ 0. By the proof of Proposition 2.6, rxt is increasing of x. Furthermore,
for x ≥ y, rxt − ryt is independent of ryt and have the same distribution of rx−yt . Then for any t,
{rxt : x ≥ 0} is a Le´vy subordinator. The Le´vy-Khintchine Formula implies that
E[e−pr
x
t ] = e−xv(t,p)
for some Le´vy exponent v(t, p) and v(0, p) = p. Since {rxs : s ≥ 0} is the unique strong solution
of the above equation, it is a Markov process, i.e., E[exp(−prxt+s)|Fs] = exp(rxs v(t, p)), which
implies that v(s, v(t, p)) = v(s+t, p). Apply Itoˆ’s formula to exp(−prxs ) and take the expectation,
e−xv(s,p) − e−px = Ψ(p)
∫ s
0
E[e−pr
x
urxu]du.
Fix t. Replace p by v(t, p) in the above equation,
e−xv(s+t,p) − e−xv(t,p) = Ψ(v(t, p))
∫ s
0
E
[
e−v(t,p)r
x
urxu
]
du.
Differentiating both sides of the equation w.r.t s at s = 0, we have that ∂v(t,p)∂t = −Ψ(v(t, p)).
Step 2: introduction of the auxiliary jump process. Let c > 0 and let Jt be a Poisson
process with parameter λJ > 0 independent of (W,N). Then we define the process Y with
initial value x by
Y xt = x+ cJt − a
∫ t
0
Y xs ds+ σ
∫ t
0
∫ Y xs
0
W (ds, du) + σZ
∫ t
0
∫ Y xs−
0
∫
R+
ζN˜(ds, du, dζ). (65)
Let us assume the following: (a) At t = 0 there is one individual with mass x. It evolves and
gives mass rxt at time t > 0. (b) Immigrants with each mass c arrive according to the Poisson
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process Jt. The arrival times of Jt is denoted by 0 ≤ τ1 ≤ · · · ≤ τn ≤ · · · . If one immigrant
arrives at time τk, it gives mass r
(k)
t−τk
at time t, where r
(k)
· is an independent copy of r·(c). Then
we have that
Y xt = r
x
t +
Jt∑
k=1
r(k)(t− τk). (66)
We now define a Picard sequence r̂
(k)
t by the first step r̂
(0)
t = r
x
t and the relation between r̂
(k−1)
t
and r̂
(k)
t defined as
r̂
(k)
t = r̂
(k−1)
τk + c− a
∫ t
0
r̂(k)s ds+ σ
∫ t
0
∫ r̂(k)s
0
W τk(ds, du) + σZ
∫ t
0
∫ r̂(k)s−
0
∫
R+
ζN˜ τk(ds, du, dζ).
Here (W τk , N τk) is the translator of (W,N) at τk, i.e. W
τk([0, t] × A) = W ([τk, τk + t] × A)
and N τk([0, t]×A×C) = N([τk, τk + t]×A×C). Consider (65), we have easily that Yt = r̂(0)t
for 0 ≤ t < τ1 and similarly Yt = r̂(1)t−τ1 for τ1 ≤ t < τ2. More generally, applying Proposition
2.6, it is not hard to see that r
(1)
t := r̂
(1)
t − r̂(0)τ1+t is independent of {r̂
(0)
t } and have the same
distribution as {rct}. Thus for τ1 ≤ t < τ2, Y xt = rxt + r(1)t−τ1 . Similarly, for τk−1 ≤ t < τk,
Y xt = r
x
t +
∑k
i=1 r
(i)
t−τi , where r
(k)
t = r̂
(k)
t − r̂(k−1)τk−τk−1+t. Thus we have (66). Also by Step 1 and
the exponential formula,
E
[
e−qY
x
t
]
= exp
{
−xv(t, p) + λJ
∫ t
0
(
1− e−cv(t−s,p)
)
ds
}
= exp
{
−xv(t, p) + λJ
∫ t
0
(
1− e−cv(u,p)
)
du
}
.
The last equality follows from replacing t− s by u.
Step 3: limit using the renormalization of the auxiliary process. Consider a se-
quence of Y (n) defined by (65), where Jt replaced by J
(n)
t with parameter λn = abn and c
replaced by cn = 1/n. Let r given by (2) with initial value x. It is not hard to see that Y
(n) → r
in law as n→∞. Then
E
[
e−prt
]
= lim
n→∞
E
[
e−pY
(n)
t
]
= exp
{
−xv(t, p)− ab
∫ t
0
v(s, p)ds
}

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