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We construct bases of the Riemann-Roth space of a divisor D of the function 
field of a plane curve given by an equation F(x, y) = 0. When F has coeffkients 
in an algebraic number field and D is defined over this field, we give bounds 
(depending on the height and the degree of F) for the archimedean as well as 
the non-archimedean absolute values of the coefficients of the Puiseux series of the 
constructed bases. These bounds supersede estimates given by Coates in 1970. 
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A. INTRODUCTION 
Let I0 = C(z) be the field of rational functions and f = t,,(y) = C(z, y) a 
function field in one variable, with z, y satisfying a nontrivial polynomial 
equation F(z, y) = 0. We will suppose that F has coefficients in @ and is 
irreducible, and has respective degrees m > 0 and n > 0 in I and in y. Then 
[f : f,] = n. 
Let S,, = @ u 00 be the Riemann sphere, and S the Riemann surface of 
the algebraic function y, so that S has n sheets. It is well known that f 
consists of the meromorphic functions on S. Write p 1 a if p E S, a E S,, and 
“p lies above a,” which is the same as “a lies below p.” A point p of S will 
be called infinite if p / co; otherwise it will be called finite. Given p ES, let 
ord, f denote the order at p of a function SE f. Then fti ord, f is a map 
from f onto Z. A divisor D is a formal sum 
D =c C(P) P, (Al) P 
* Supported in part by NSF Grant DMS 8603093. 
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where the sum is over p E S, where each coefficient c(p) E Z, and where 
c(p) = 0 for all but finitely many p. The support of D is the set of p with 
c(P)+@ 
With each divisor D we associate two structures. Firstly, ‘9JI = m(D) will 
be the set of functions f E f having 
ord,fL -C(P) (A.2) 
for every firrite p E S. Then !lJI is a C[z]-module. We will use the notation 
R = C[z]; then we can say that 9JI is an R-module. In the case when 
D = 0, the module m(O) consists of functions with no finite poles, i.e., no 
poles except possibly above 00, so that, as is well known, VI(O) consists of 
functions which are integral over R. In general, it is known that !JJI is a free 
R-module of rank n, so that 9X has a basis fi, . . . . f,, and every element of 
m may uniquely be written as clfi + ... + c, f, with coefficients ci E R. 
One goal of this paper is the construction of a basis fi, . . . . f, of ‘iN which 
is “simple” and which can be “estimated” in terms of F and D. 
Secondly, let 2 = !i!(D) be the set of functions f E f having (A2) for every 
p E S. Then 2 is a vector space over Cc. It is of finite dimension, and the 
Riemann-Roth Theorem gives information about this dimension. Our 
second goal is the construction of a simple basis for this vector space. 
Write 
F(z, Y) = a,(z) Y” + ... +a,~,(z)Y+a,(z), (A3) 
and let d(z) be the discriminant of F (considered as a polynomial in Y with 
coefficients in R). Then 
degds2m(n- 1). (A4) 
Let e(p) be the ramification index of p. Given D as in (Al) and given 
LXESO, put 
W) = :;‘a” MM~)L M4 = yy MW(p)L 
C(P)=-0 C(P)<0 
where { } denotes the next largest integer and where the maximum over 
the empty set ‘is understood to be 0. Write 
6’ = S’(D) = c (d,(a) + S,(cz)), 0-W 
asc 
6=6(D)= 1 (6,(cr)+6,(a))=6’+6,(00)+6,(~0), 
OL Eso 
A=&‘+$degd. 
(A61 
647) 
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Let P, c So be the union of co, of the roots of d, and of the numbers c1 
lying below the support of D, i.e., the numbers IX having p 1 o! for some p 
with c(p) #O. Let PC S be the set above PO; thus P consists of infinite p, 
of p lying above roots of d, and of the support of D. 
To construct a basis W we have to start with some field basis of f over 
IO. Now 1, y, . . . . y”-’ is a field basis, but its elements are in general not 
integral over Ii, which is a disadvantage. On the other hand, 9 = a, y is 
integral, and 1, 9, . . . . j” - I is again a field basis of I over I,. Its disadvan- 
tage is that it has a large discriminant. It is better to take the field basis 
Yl > ..., y,, where 
y1= 1, Yz=aoYT 
y,=uoy2+u,y,..., yn=uoy”-‘+a~y”-2+ “‘+a,-,y. 
(A8) 
The relations 
yj=uoyj-l+ . . . +uje2y= -u~-~-u~~-‘- ... -a,,~~-~-~ (A9) 
(valid for 1 < js n) show that yj can have no finite poles, therefore is 
integral over R. 
THEOREM Al. The R-module W = ‘93(D) has a basis fi, . . . . f, of the type 
h = i (“q/Cli) Yj (i= 1, . . . . n), (A101 
j=l 
where the qi and the aij lie in R, where the roots of ql, . . . . q,, tie in PO, where 
qi is a multiple of qi+, (1 si<n), and 
i degqiS4 
i= 1 
deg uV 5 6’ + deg qi (1 Si, j=<n). 
(All) 
(A121 
Moreover, the matrix A = (au) is almost upper triangular, in the sense that 
A = MA, where M= (mu) with rnU E R is upper triangular (i.e., mii = 0 for 
i > j), and A E G&(Q). 
THEOREM A2. The R-module 9ll= m(D) has a basis g,, . . . . g, with the 
following properties. 
gz= i (b,lq)Yj (i= 1, . . . . n), (A13) 
j=l 
@l/39/2-5 
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where q = q1 of Theorem Al, and where b, E R with 
degb,Sn(m+36)+degq (1 $i,jSn). (A14) 
There are integers II,, . . . . 71, such that 
z’g, (i with n,zO, 05jgxi) 
is a basis of the @-vector space L!(D). More generally, given t E aB, the vector 
space f?,(D) consisting off E YJI with 
ord,fZ -c(p)-e(p)t (Ply) 
has the basis 
zjg, (i with 7ri+t~0,0Sj~~i+t). 
t= --xi, so that 
I+ 4PJni (P loo,1 siln). 
It follows that gi E !2!I with 
ord, gi 2 -c(p 
Thus with 
di(P) = 
i 
C(P) when plco, 
c(P)-4ph when p/00, 
we have 
ord, gi I -4(P) (PES, 1 siln). 
We show in Section A.5 that 
di(p)<2g+2n+nd, 
where g is the genus of I. 
(Al9 
6416) 
6417) 
B. FIELDS OF DEFINITION 
Given c1 E S,,, let z, be the local parameter given by 
if aE@, 
if a=oo. 
WI 
Then 
ord, z, = 
e(p) when pla, 
0 otherwise. 
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Suppose now that p 1 a and e(p)=e. Let zp be the local parameter at p 
given by 
z, = zp. W) 
Then y has a Puiseux expansion at p: 
y= f Y,(P)Z”,. (B3) 
s = sg 
In fact this expansion is not unique when e > 1: in this case we may replace 
zp by iz, where i is any eth root of 1; i.e., we may replace y,(p) by c”y,(p). 
We call these expansions equivalent, so that to each p there correspond 
e = e(p) such equivalent expansions. Since f = IO(y), the series in (B3) is not 
a series in zk where 1> 1 is a divisor of e. The e equivalent expansions are 
therefore distinct. Again, since f = I,,(y), given any p we have e equivalent 
isomorphic embeddings of f into the field C( (z,)) of formal series in zp. 
Now if y has the expansion (B3), then 
F z, f Ys(P)Z”, ( 
=o, 
s = q ) 
(B4) 
which is a power series identity in zp. More explicitly, we have the identity 
y,(p)z”, =0 WI 
when c1 E @, and 
when CI = m. Conversely, given a power series identity (B5) or (B6), 
it corresponds to a pla where a~@ or to a pl cc. Thus there is a l-l 
correspondence between elements p of the Riemann surface S and 
equivalent e-tuples of series C,“= sg y,(p) z”, satisfying (B4) (that is, more 
explicitly, (B5) or (B6)). 
Suppose now that the coefficients of F lie in a subfield k of @. Let k be 
the algebraic closure of k. We call p algebraic over k if p 1 c( with c1 E k or 
tl= co. We will see that the Galois group Gal(k/k) acts in a natural way 
on points p which are algebraic over k. For such p it is well known (and 
easily seen) that the coefficients y,(p) in (B3) lie in k. Given T E Gal(k/k), 
one defines r(p) as follows. When p (a with cr~k, then (B5) yields the 
identity in Z: 
F (Ze + T(a), f dy,(~)W) = 0. 
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This power series identity corresponds to a point q E S, and we set t(p) = q. 
Then r(p) 1 t(~) and 7,(7(p)) = z(y,(p)). Since equivalent series yield 
equivalent series, 7(p) is well defined. Similarly, when p 1 r;, then rp) is the 
unique point on the Riemann surface with r(p)/ XJ and y,(t(p))=~(y~(p)). 
Note that in each case e(r(p)) =e(p). 
Let D be a divisor with algebraic support. Thus 
D= 1 C(P)P, 
P E S” 
where S, c S consists of p which are algebraic over k. 
Put 
7(D) = c C(P) 7(p)= 1 c(7-‘(P))P. 
P E .% P t so 
We say that D is defined over k if D has algebraic support and if 7(D) = D 
for every r~Gal(k/k). This is true precisely if c(z~‘(p))=c(p), i.e., if 
47(P)) = C(P) for t E Gal(k/k). (B7) 
For D to be defined over k it is certainly sufficient if every p in the support 
of D has p ) a with a E k u co, and has coefficients y,(p) E k. 
THEOREM Bl. Suppose that F has coefficients in k, and the divisor D is 
defined over k. Then we may take the polynomials qi, aV of Theorem Al to 
have coefficients in k. 
THEOREM B2. Under the same hypothesis as in Theorem Bl we may take 
the polynomials q, b, of Theorem A2 to have coefficients in k. 
C. ARITHMETICAL ESTIMATES 
We now suppose that k is an algebraic number field, that F has coef- 
ficients in k, and that D is defined over k. Our goal is to estimate the coef- 
ficients of Puiseux expansions of the bases described in Theorems Al, A2. 
Given an algebraic number field K, an absolute value of K will always be 
an absolute value which is normalized so that it extends either the standard 
absolute value or a p-adic absolute value of Q. Given such an absolute 
value 1. I,+ of K, let n, be its local degree. Let M(K) be a set of symbols v, 
such that with every v E M(K) there is associated an absolute value 1. I U of 
K, and moreover every absolute value 1.1 w  of K is obtained for precisely n, 
elements v of M(K). In other words, M(K) is the set of absolute values of 
K with multiplicities, so that a given absolute value 1 .Iw occurs n, times. 
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With this convention the product formula has the simple form 
utGK) Ial,= for ~EK*, 
where K* denotes the multiplicative group of K. To allow for more 
flexibility in our language we will refer to elements u of M(K) as absolute 
values. Functions defined on M(K), say A,, will be such that A, = A,. when 
I./“= I.lW. 
Given a = (al, . . . . c(,) E K” and given v E M(K), put 
14,=max(la,lL,, . . . . IanI,). 
When a # 0 we define its field height to be 
N,(a)= n bl”? 
CE M(K) 
and its absolute height to be H(a) = H,(u)“~“~~. When F is a nonzero 
polynomial with coefficients in K, we define H,(F) and H(F) in terms of 
its coefficient vector. 
For a E K we define 
and h(a)=H((l,a))=h,((cr) . lldegK The point cc E S, is assigned the height 
h(m) = 1. Given a divisor D, put 
h(D) = max h(a), (Cl) 2 
where the maximum is over CIE So below the support of D, i.e., over c1 
having some p ) a with c(p) # 0. Here the maximum over the empty set is 
understood to be 1. 
For UE M(K) we define G, to be the multiplicative group of positive 
reals when v is archimedean, and the group of values Ial u with u E K* when 
v is non-archimedean. In the latter case, G, consists of integral powers of 
r =p’J” when v extends the p-adic absolute value and has ramification 
index E. By a K-system we will understand a system {A,} of numbers A, 
defined for u E M(K), with A, E G, and A, 2 1, and with A, = 1 for all but 
finitely many v. ’ The field norm of such a system is defined to be 
’ In particular such a system is a “multiplicative M,-divisor” as defined by Lang 
(“Fundamentals of Diopbantine Geometry,” Chap. 2, Sect. 5, Springer-Verlag, New York/ 
Berlin, 1983). 
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and the absolute norm to be 
If K’I K, then {A,} may also be interpreted as a K’-system, by setting 
A,, = A, if u’ E M(K) and the restriction of ( .I L,l to K is ( . ( L1. The absolute 
norm is not affected by such an interpretation. 
THEOREM C2. Let k, F, D be as at the beginning of this section, and let 
6 =6(D) be as in (A6). Put 
N = max(2, n, m, 6). (C2) 
Then a basis g,, . . . . g, of ‘W = mZ(D) as in Theorem A2 may be chosen such 
that for every algebraic p we have expansions 
g,= f @*AP)Z”, (i = 1, . . . . n) (C3) 
s= --d,(P) 
with coefficients q,(p) in a field K, having 
Kp = k(a), CK, : k(u)1 5 n, 
where CLE SO with p 1~1. There is a k(cr)-system (A,(p)} and there are 
k-systems {B,(i)} (i= 1, . . . . n) independent of p such that for every 
v-WKp), 
(C4) 
Moreover, 
‘J&U)) < (27N5WF) h(D) WN9”“, (C5) 
‘S{&(i)} < (9N4H(F) h(D))365N” (i = 1, . . . . n). ((3) 
The expansions (C3) are unique only up to equivalence, and therefore 
also the field K, may not be unique. Exactly the same estimates are true 
(call them Theorem Cl) for the basisf,, . . . . f, of Theorem.Al; the proof is 
similar to that of Theorem C2 and is not given here. Theorem C2 
generalizes and sharpens the results obtained by Coates [3]. Due to 
different terminology it is hard to make comparisons, but roughly 
speaking, Coates’ estimates were of the type 
%{A,(p)) < (2H(F) h(D) h(cr))(1+degkca))N’2. 
Thus our main achievement is the removal of the double exponentiation of 
N. Baker and Coates [ 1 ] used Coates’ results to obtain effective bounds for 
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integer points on curves of genus 1; it is to be expected that our present 
work will lead to significant improvements of these bounds. 
It is clear that an estimate in terms of N cannot be precise in all the 
parameters. In fact some of our arguments are quite wasteful, and it is 
likely that some exponents such as, e.g., the 11 in N” in (C6) could be 
reduced. Whereas Coates had to solve many systems of linear equations 
recursively, we will deal with only one such system. Another ingredient in 
our proof will be a recent improved quantitative version [S] of Eisenstein’s 
Theorem on expansions of algebraic functions.’ 
An argument in [S] shows that the conclusions of Theorem C2 which 
deal with non-archimedean absolute values u have the following conse- 
quence. 
There are integral ideals 5!I = a(p) of k(cc) and Bi (i = 1, . . . . n) of k, which 
generate integral ideals in K,, which we will also denote by 9l, Bj, such 
that 
(a,,(p)) Us+4N323i (j;l’d,;d,) 
are integral ideals in K,. Moreover, ‘?I as an ideal in k(a) has norm 
%(U) < %{A”(p)}degk(m), 
and ‘Bi as an ideal in k has norm 
rn(Bi) 5 Yl{B”(i)}de~k. 
Note that Theorem C2 involves both function fields and number fields. 
In the functions fields we have (additive) valuations ord,f, in the number 
fields we employ (multiplicative) absolute values 1.1”. We will prove 
Theorems Al, A2 in Part A, Theorems Bl, B2 in Part B, and Theorem C2 
in Part C. A reader not interested in Theorem Al may skip most of 
Sections Al, A2. For Theorems Bl, B2 the detailed account of systems of 
linear equations in Sections Bl, B3 could have been avoided, but this 
account is needed for Theorem C2. By and large, the letters u, b, . . . will be 
reserved for rational functions in z, i.e., for elements of IO; but f, g, h will 
denote elements of I. Greek letters will denote complex numbers. 
Although this was not the primary goal of the present work, the methods 
described here should be useful for computation of the coefficients of the 
polynomials qj, av, q, b, of Theorems Al, A2 and of the coefficients a,,(p) 
of Theorem C2, as well as of coefficients playing an analogous role for a 
possible Theorem C 1. 
* Added in proof. 
(i) For the expected bounds mentioned above, see “Integer points on curves of 
genus 1,” to appear in Compositio Math. 
(ii) A recent manuscript of B. Dwork and A. J. Van der Poorten improves my bounds 
on Eisenstein’s Theorem and will lead to a further reduction of exponents such as the 11 in 
N” in (C6). 
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PART A 
A.l. Local Bases. Given c( E SO, let R” c C(Z) = fO be the local ring at a, 
i.e., the ring of functions which are finite at tl. Let U” be the group of units 
of R", i.e., the rational functions with neither a zero nor a pole at a. Then 
nonzero elements of R” are uz/, where u E U” and j is a nonnegative integer. 
Given two such nonzero elements a, b, write a - b if CI = u,b with uO E U”, 
i.e., if j(a) = j(b). Then a E R” is a unit precisely if a - 1. 
Let M,(R”) be the set of n x n-matrices with entries in Ra and nonzero 
determinant, and GL,(R”) the subset of matrices with determinant in U”. 
Then GL,(R’) is a group under multiplication. 
Let !JJP be a free R”-module of rank n. Thus W” has a basisf,, . . . . f,, and 
its elements may uniquely be written as c,.f, + ... + cnfn with ci E R”. We 
will write 
(A.l.l) 
If g is another basis, then g = Cf with C E GLJR”). Conversely, every 
such g is a basis of ‘9X’. 
Let ‘St” be a submodule of YJY, also rank n, and let g be a basis of %‘. 
Then g = Cf with C E M,( R”). If f’, g’ are any bases of IDz*, ‘SE, respectively, 
then g’ = C’f’ with c’ E M,,(F) and det C - det C’. We therefore may define 
the determinant3 det(!JP : YY) as an equivalence class with respect to - by 
det(YJY : !JV) - det C. 
Then 5X2” = 9JP precisely when det(%P : ‘P) - 1. 
By the theory of elementary divisors and by the special nature of the 
local ring R”, there are bases f of 9-P and g of ‘P such that 
gi = zyfi (i = 1, . ..) n) (A.1.2) 
with integers .$a, 1) 2 ... 2 ~(a, n). These integers depend on 1101”, Y12” only. 
We have 
det(YJP : YF) - zEda) (A.1.3) 
with 
c(a)=c(a, l)+ ... +&(a, n). (A.1.4) 
3 The determinant actually depends only on the quotient module !UY/YY, but this is not 
obvious at this point. 
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‘Da may be embedded in the vector space V consisting of expressions of 
c1f1+ ... + c,,f” with CUE C(z). Then cf for any c E C(z), f~ !UP makes 
sense, but does not necessarily lie in YJI”. 
LEMMA 1. Let g,, . . . . g, be a basis of W such that 
f, = Z,E(‘l.i)gi (i = 1, . . . . n) 
lie in W”. Then fi, . . . . fn is a basis of 1132”. 
(A.1.5) 
Proof fl, . . . . fn are the basis of some module J” c YIP. But 
det()lJa : 3*) -z;&@) det(!JJV : ‘92’) - 1. Therefore Ja = W”. 
A basis g,, . . . . g, as described in Lemma 1 will be called a double basis 
of !IV c %IP. When h is any basis of ‘V, there is a double basis g = Ch with 
C E GL,(R’). 
Given a matrix M = (mq) E GLJR”), introduce the determinants 
m,, ... ml, 
ml= Z (t = 1, . . . . n). (A.1.6) 
m,, ... mrr 
We will call A4 special if m, E U” for t = 1, . . . . n. Note that for ME GLJR”) 
we automatically have m, E U’. Call a matrix N= (n9) E GL,(R’) strictly 
upper trianguiar if nv = 0 for 1 S j < i S n and nii = 1 for 1 I i S n. 
LEMMA 2. Let h be a basis of W, and suppose there is double basis of 
W c !lY of the type Mh where M is special. Then there is a double basis Nh 
where N is strictly upper triangular. 
Proof: mll=mlEUa. Let M (l) be obtained from ii4 by dividing the 
first row by m,,. Then M”‘h is again a double basis, M(l) is again special, 
and rn!:) = 1. By a change of notation we may therefore suppose that 
mtl - - 1. 
Next, for, i = 2, . . . . n take the ith row of A4 and replace it by itself minus 
mi, times the first row. In this way we obtain a matrix M’ which is again 
special, and which has m;, = 1 and m:, = 0 for i > 1. Clearly M’h is a basis 
of P. By hypothesis, g = Mh was a double basis of ‘PC VI’, so that 
Z, --E(tl,i)giE 9X’. Writing g’ = M’h, we have 
Z,E(a,l)g; = Z,E(a,I)g, c gp, 
and for i= 2, . . . . n we have 
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since .$a, i) 5 &(a, 1). Therefore, g’ = M’h is again a double basis. After a 
change of notation we may therefore suppose that m, , = 1 and m,, = 0 for 
i> 1. 
Then mz2 = m2 E U”. Let M “) be obtained from M by dividing the 
second row by mz2. Then M’*‘h is again a double basis, M”’ is again 
special, and rn!:‘= m $‘,’ = 1 and m if’ = 0 for i > 1. Continuing in this way, 
we finally replace M by a strictly upper triangular matrix N. 
LEMMA 3. Let h be any basis of YI’. Then there is a double basis of 
W c ‘iW of the type 
NT -. ‘h 
where N is strictly upper triangular and r~ CL,(Q). 
We have the following freedom in picking r. Denote the columns of r by 
Ylr-7 ?I. Y  We may pick any y1 which lies outside a certain hyperplane 
H, c C” (determined only by YJY, ‘9I’, h). Given yl, . . . . yi- 1 where 2 5 i 5 n, 
we may pick any yi outside a certain hyperplane Hi c C” (determined only by 
ma, S”, h ~1, . . . . yi-1). 
Proof There is a double basis Ch with CE GLJR”). Suppose 
l-o CL,(Z) can be chosen such that CT is special. Then the double basis 
is Ch = CTT - ‘h = Ml where M = CT is special and I= T- ‘h is a basis of 
aa. Then by Lemma 2 there is a double basis NZ= NT-‘h where N is 
strictly upper triangular. 
Thus all we have to do is to find r such that CT is special. 
An element r E Ra may be evaluated at a: denote this value by r(a). Then 
r lies in U” precisely when r(a) # 0. Since det C E U”, we have 
(det C)(a) # 0. (A.1.7) 
Write M= CT with entries rnq, and define m, by (A.1.6). Denote the 
rows of C by cr, . . . . c,; recall that the columns of r were yr, . . . . yn. Then 
m,, = c,y, (the inner product). We have to choose y1 such that m, = m,, = 
c,y, E U’, and this will be true if ml(a) =c,(a)y, #O. But (A.1.7) implies 
that c,(a) # 0. Therefore yr has to be chosen to lie outside the hyperplane 
H, consisting of x with c,(a)x = 0. 
Now let y, be fixed outside H,. We have 
This is a linear form in yz. We have to pick yz such that mz(a) # 0. The 
coefficients of the linear form, evaluated at a, are 
mll(a) cda) 
‘l(‘)= lmT1(a) czi(a) 
(i = 1, . . . . n). 
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The first column here is #O. In view of (A.1.7), the columns 
Cli (a) ( ) czi(cO (i’ 1, . ..) n) 
span @*. Therefore some +,(a) # 0. Now yz simply has to avoid the hyper- 
plane H, consisting of x with C;=, tii(a)xi = 0. And so forth. 
Remark. Suppose we have a suitable r. The problem then remains of 
finding N. Writing g = NT-‘h, Lemma 1 tells us we need that 
z --E(CL,i)gi E W” cc (i’ 1, . ..) n). (A.1.8) 
We have to determine the entries of nii of N with i< j. Now nijE R” has an 
expansion at a: 
n0 =viO(a)+vtil(a)z,+ .... 
Since the components of h, and therefore of r - ‘h, lie in 3” c !-III’, it will 
be enough to determine vu,(a) for 0 s t < &(a, i). In other words, the correct 
choice of N depends only on 
(A.1.9) 
A.2. Global Bases. Again let R = @[z]. The group U of units of R is 
@*, the multiplicative group of @. Given nonzero elements a, b of R, write 
a z b if a = yb with y E @*. Then a is a constant polynomial precisely when 
a% 1. 
Let M,,(R) be the set of n x n-matrices with entries in R and with 
nonzero determinant, and GL,(R) the subset of matrices with determinant 
in c*. Then GL,(R) is a group under multiplication. 
Let YJI be a free R-module of rank n. Thus 9JI has a basis fi, . . . . fn, and 
its elements may uniquely be written as clfi + ... + c, f, with ci E R. We 
will again use the notation (A.l.l). If g is another basis, then g = Cf with 
C E GL,( R), and conversely every such g is a basis of ‘9X 
Let !X be a submodule of ‘9X2, also of rank n, and let g be a basis of a. 
Then g = Cf, with CE M,(R). If f’, g’ are any bases of !lJI, ‘%, respectively, 
then g’ = C’f with c’ E M,(R) and det C z det C’. We define det(R : !X) as 
equivalence class with respect to x by det(VJI : 3) ~det C. Then 9J =9JI 
precisely when det(W : 8) z 1. 
By the theory of elementary divisors, and since R is a principal ideal 
domain, there are bases f of W and g of 58 such that 
gi = 4i.h (i= 1, . . . . n), (A.2.1) 
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where ql, . . . . qn are nonzero elements of R with qi+ 1 1 qi (i = 1, . . . . n - 1). 
Moreover, ql, .-, qn with these properties are uniquely determined by ‘VII 
and % up to Z. We have 
det(!JJI : ‘!Jl)zqq, . ..q.,. (A.2.2) 
As in the last section, we may embed ‘%I in a vector space V over C(Z). 
LEMMA 4. Let g,, . . . . g, be a basis of 8 such that 
fi=q;‘g, (i = 1, . . . . n) (A.2.3) 
lie in ‘9.X. Then fi , . . . . f, is a basis of W. 
The proof is as for Lemma 1. 
The basis g,, . . . . g, as described in Lemma 4 will be called a double basis 
of % c ‘5X Given a basis II of 8, there is a double basis g= Ch with 
CE GL,(R). 
Now let a E @. Let 9Ra be the R’-module generated by 9X, i.e., the set of 
linear combinations of elements of (xn with coefficients in R”. Then 
!lJI c 1111” c I’. If fi, . . . . f,, is a basis of the R-module !IJJ, then it is also a basis 
of the R”-module 9JP. Thus 9JI’ consists of elements c1 fi + ... + c, f, with 
cj E R’. Since 
we also have 
%I= n mu. (A.2.4) 
Lxsc 
Suppose now that % c!UI is a submodule of rank n, and let !JV be the 
Ra-module generated by ‘%. Then % OL c !IR’ for each a E C. The theory of the 
preceding section applies for each a, and in particular there are integers 
.$a, i) defined for each a. 
LEMMA 5. 
(i= 1 9 . ..> n), 
and in particular &(a, i) = 0 for all but finitely many a E @. 
Proof: Let f, g be bases of ‘!lX, % with (A.2.1). For each CL, they are 
respective bases of W”, ‘%“. By the uniqueness of elementary divisors of 
Ra-modules and comparing (A.1.2) with (A.2.1), we see that qi-’ zE,(‘,‘), 
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i.e., that qi = u.z~~~~‘~ with u = U(OL, if E U”. Therefore in the factorization of qi 
as a product of linear factors, z, occurs with exponent ~(a, i). The lemma 
follows. 
LEMMA 6. Let YI c YJI be free R-modules of rank n. Write 
p = deg det(‘iJJI : YI). (A.2.5) 
Let h be any basis of %. Then there is a doubIe basis $ % c !IN of the type 
N Ah, (A.2.6) 
where NE GL,(R) is strictly upper triungular with entries n+ having 
deg nii -C deg qi (lsi<jSn) (A.2.7) 
and where A E GL,(Q) with entries Biic Z having 16& 5 max(1, (np)“), 
Remark. The notation deg P-C K for a polynomial p and real R has the 
usual meaning if x >O, and it means that p = 0 if 7c SO. The notation 
deg p 5 x will mean that p = 0 when rt < 0. 
Proof: When % = %I& the conclusion is true with N = A = Z (the identity 
matrix). We may therefore suppose that !R s ‘%I, so that P > 0. Let A be the 
set of roots of det(W : ‘%). Then A is nonempty and of cardinality s p. By 
Lemma 5 and by (A.1.3), (A.2.2) we have 
UEA precisely when !YP s YJY, 
and this holds precisely when s(a) > 0. We are going to apply Lemma 3 for 
each a E A. For such cx there is a double basis of !R’ c !IJP of the type 
N*(P-‘h, 
where N* E GL,(R*) is upper triangular and Z” E G&(Q). In view of the 
freedom in choosing Z”, we can choose a reGL,,(Q) which works for 
every a E A: denote the columns of Z by y , , . . . . y,. Since A is of cardinality 
I,u, we can choose any yi which avoids the union of certain p hyper- 
planes. The number of y1 E Z” with lyill 5 ZJ (i= 1, . . . . n) is (2~ + l)“, and 
the number of such integer points in the union of p hyperplanes is 
s,u(2~+ l)“-’ i (2p+ 1)“. Therefore we can pick y1 EZ” outside these 
hyperplanes and with components ) yir I=< ZL. In the same way we can pick 
Y2, .a., Y,, in Z” with components of modulus 5 ~1. 
We can therefore pick ZE GL,(Q) with integer components lyijl 5 p such 
that for every EEA there is a double basis of ‘$P c!JJP of the type 
N”r - ‘h, (A.2.8) 
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where N” E G&JR”) is strictly upper triangular. We want to find a strictly 
upper triangular NE GLJR) such that 
NT-% (A.2.9) 
is a double basis of !R’ c !VI’ for each CI E A. According to the Remark at 
the end of the preceding section, we simply have to take the entries of N 
to be polynomials nli(z) such that 
has prescribed values for 15 i < j 5 n, for a E A, and for 0 5 t < ~(a, i). For 
given 15 i < j 5 n, the number of these conditions is 
There is a polynomial nii with the prescribed values and with degree 
satisfying (A.2.7). Then (A.2.9) is indeed a double basis of %” c9.R’ 
for each aEA. Writing g = NP’h we have z;E(a,i)gi EYR’ (i= 1, . . . . n). By 
Lemma 5, and since zB with /I # a lie in Ua, we see that also 
q;lg; E ma (i = 1, . ..) n). 
This holds for a E A. Since qi E U” for a E C\A, it holds for every a E @. But 
then by (A.2.4), q;lg,~!III (i= l,,.., n). By Lemma4, g=NT-‘h is a 
double basis of (Jz c 9-R. 
It remains for us to go from (A.2.9) to (A.2.6). Simply set 
A = (det T)T-‘. Then N A h is a double basis of YI c %JI. Further 
A E G&(Q), and its entries are the cofactors of r. Therefore these entries 
6, Lie in Z and have modulus 5 (n- l)! ,uLn-’ < (pn)“. 
A.3. Proof of Theorem Al. Recall the definition of 6,(a), &(a) in the 
Introduction. Introduce the polynomials 
ll(Z) = n zp, l,(z) = n zy 
aec ZxeC 
and l(z) = I,(z) &(z). Then l(z) has degree 8, with S’ as in (A5). 
Let !lJI = !.IJI(D) be the R = C[z]-module of the Introduction. Similarly, 
let W, = %R(O) be the R-module defined in terms of the zero divisor, i.e., 
the set off E I having ord, f 2 0 for every finite p. Thus 9.X, is the ring of 
functions in 1 which are integral over R. Now if f E %X0 and p 1 a, then 
ord,(l, f) 2 ord, I, = 6,(a) ord, z, = 6,(a) e(p) 2 -c(p), so that 1,f E%X. 
Similarly, f E !DI implies that I, f E W,. 
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With y,, . . . . y, as in the Introduction, put 
hi=Z2yi (i’ 1, . ..) n). (A.3.1) 
Then h,, . . . . h, is a field basis of f over I, with basis elements in !IJI. Let % 
be the R-module with basis h,, . . . . h,; then (n is a submodule of 9X. This 
submodule % will be fixed from now on. 
LEMMA 7. (det(?JJl : %))2 divides 12”d. 
ProoJ F(z, Y) as a polynomial in Y has roots y’“, . . . . yCn) in some 
splitting field. There are n isomorphic embeddings of f over 1, into this 
splitting field, denoted byfbf”’ (i= 1, . . . . n). Given anyf,, . . . . f, in I, their 
discriminant is 
d(f,, . . . . f ) = (det(f!J’))2 n I 9 
and it is well known that this discriminant lies in I,,. It is nonzero precisely 
when f,, . . ..A. are linearly independent over 1,. Since y,, . . . . y, are integral 
over R, the discriminant d(y,, . . . . y,) lies in R. In fact, 
A(Y 1, . . . . yn)=A(l,a,,y ,..., a,,y”-‘)=a$‘-*A(l, y ,..., y”-‘)=d. (A.3.2) 
Now let f be a basis of the R-module mm, and h the basis of !IJ given by 
(A.3.1). Then 
AM ,, . . . . h,) z (det(!JJI : an))* d(f,, . . . . f,). (A.3.3) 
Now I, fi and l,h, (i= 1, . . . . n) lie in !I&,, so that Zp A(f,, . . . . f,) and 
I:” A(h,, . . . . h,) lie in R. After multiplying (A.3.3) by 1:” we see that 
(det(‘%I : %))* is a divisor of 
1:” A(h 1, . . . . h,) = Z:“f:” A(y,, . . . . y,) = i2”d. 
The proof of Theorem Al can now be accomplished as follows. By 
Lemma 6 there is a double basis of (n c ‘!JJI of the type g = N A h. Writing 
E = NA with entries eq, the matrix E is almost upper triangular and 
gi= i eghj (i= 1, . . . . n), 
j=l 
The functions 
fi= i (eGlqi)hj (i = 1, . . . . n) 
j=l 
(A.3.4) 
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constitute a basis of W. Here q, . . q a~det(!III : %) by (A.2.2) so that by 
Lemma 7, 
i degqi~~degl+~degd=n6’+~degd=~. 
i=l 
Moreover, 
deg eij s deg qi (lSi,jSn) 
by .(A.2.7). By (A.3.1) we have 
.fi= i Caij/qi)Yj (1 SiSn) 
J=I 
(A.3.5) 
with aV = l,ev. The matrix A = (aq) E M,(R) again is almost triangular, and 
deg au = deg I, + deg eq 5 6’ + deg qi (1 g;,jsn). 
A.4 Reduced Bases. Let 5 be the field of Puiseux series at infinity, i.e., 
series of the type 
~P=~Z~mle+9m+lZ-(m+l)ie+ . . . 
with complex coefficients #i, with natural e, and with rnE H. Write 
Ord @ = m/e if 4, # 0, and Ord @ = cc if @ = 0. We will be dealing with 
vectors f = (0 i, . . . . 0,) in 3”. We can then choose e such that each compo- 
nent Qi is a Laurent series in z-lie, say 
~i=~imZ-mie+~i,m+lZ~(m+l)‘c+ . . . (i = 1, . ..) n). 
We will use the notation 
f=9,z-mie+9m+1Z-(m+l)/e+ . . . (A.4.1) 
with 4, = (q5is, . . . . $,,). We put Ordf=m/e if +,#O, and Ordf=co if 
f = 0. In other words, Ord f = min(Ord @i, . . . . Ord @“). 
Let YJI c 5” be an R = @[z]-module. Suppose W is a free module of rank 
n, and it contains n elements linearly independent over 5. Then 9.X has a 
basis consisting of linearly independent elements fi, . . . . f,. As in (A.l.l) let 
f be the column with components fi, . . . . f,. Any other basis is of the type 
g = Cf with C E G&(R). Put 
Ord 9JI = Ord det(fi, . . . . f,); (A.4.2) 
this does not depend on the chosen basis. (The determinant is the determi- 
nant of (@Jo) if fi = (Qil, . . . . Qi,)). Given a basis f, put 
$(f)=Ord!IJI- i Ordf,; (A.4.3) 
i=l 
then e(f) 2 0. 
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We may choose e such that each element fi of a given basis may be 
written as 
fj=~ji,m(.i~Z-m(j)le+~j,m(j)+,Z-(m(j)+l)le+ . . . (j= 1, . ..) 0). (A.4.4) 
We take m(j) such that +j,m(j, # 0 and thus Ord fi = m(j)/e. We will call a 
basis f reduced if for each residue class a (mod e) the vectors $j,i,mcj, with 
m(j) = a (mod e) are linearly independent. (By definition, the empty set of 
vectors is linearly independent.) 
LEMMA 8. Let !lI be a module as above and let f be a basis. Then YR has 
a reduced basis g with 
Ord gj 2 Ord f, (1 Sjsn). (A.4.5) 
so that in particular I(/(g) 5 $(f). Furthermore, writing 
rl/u=Ordfj-Ord g< +$(f)-+(g) (lSi,jsn), 
we have g = Cf where C = (co) E GL,( R) with 
de cii5 titi (lsi,jsn). (A.4.6) 
Proof: There is a fixed e such that every element of YJI has components 
which are Laurent series in z-r”. Therefore $(f) is rational with 
denominator e. Our proof will be by induction on $(f). 
Suppose initially that $(f) = 0. We have from (A.4.4) that 
dNfl, . . . . f,) = ~-(~(l)+ “- +m(n))‘e det(&,(r,, . . . . $n,m(n,) + . . . , (A.4.7) 
where ... at the right indicates terms with z- 1’e raised to exponents larger 
than m(l)+ . . . + m(n). Since fj(f) = 0, 
Ord det(fr , . . . . f,) = Ord W = jc, Ord fj = f m(j)/,, 
j=l 
and therefore det(+,,,o,, . . . . $n,mcn,) #O. This means that Ql,moJ, . . . . +n,m(nJ 
are linearly independent, and so is every subset. Thus f itself is reduced, 
and the lemma is true with g = f. 
Since the lemma is trivially true when f is reduced, we may suppose that 
f is not reduced, so that in particular $(f) > 0. There is a residue class a 
(mode) such that the vectors +j,i,moj with m(j) E a (mod e) are linearly 
dependent. Say m(j) = a (mod e) holds precisely for j= 1, . . . . t, and say 
M1/39/2-6 
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m(l)< ... 5 m(t). There is some $,+(,) with 1 5 1< t which is a linear 
combination of +j,m(j) with 1 < j 5 t; say 
Set 
h,=f,- i 
ajZ(m(i) - m(l))lefi, 
/=I+ I 
and hi =fi for i # 1. Then h is again a basis of !lJl. We have Ord h, > Ord f, 
and therefore t@h) -c+(f). Put 
oij= Ord f;. - Ord hi + tj(f) - $(h) (1 si, jjn). 
Then 
(m(j) - m(Z))/e = Ord 4 - Ord fi 
= Ord fi - Ord h, + t,b(f) - $(h) = wG (1 SjSn). 
We have h = Nf with 
degnVswV (1 si, jsn). 
By induction, in view of Ii/(h) < $(f), there is a reduced basis g with 
Ord gjlOrdhj (lsjsn) and g=Mh such that with 
xii = Ord h, - Ord gi + t,b(h) - t,b(g) 
we have 
deg rnij 5 xij (15 i, jsn). 
But now g = Cf with C = MN. Here cij = mi,nlj + . . + mi,,n,,j with each 
summand m,nkj having 
deg mikiiys &k + mkj ’ $q (1 Si, jsn). 
Equation (A.4.6) follows. 
Remark. Suppose we restrict ourselves to Laurent series in z-l, i.e., 
series with e = 1. Then if f is reduced, QI,mo), . . . . +n,mcn, are linearly 
independent, and (A.4.7) yields $(f)=O. In particular, the basis g of the 
lemma has e(g) = 0. 
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LEMMA 9. Let g be a reduced basis of ‘9.X, and let g = c, g, + . . . + c, g, 
with C,E R, not all zero. Then 
Ord g = mm (Ord gi - deg c;). 
C,fO 
(A.4.8) 
Proof. Choose e such that each gi is a Laurent series in z-lie. Denote 
the right-hand side of (A.4.8) by m/e, and let G be the set of i in 1 s i 5 n 
with ci # 0 and Ord gi - deg ci = m/e. Using the notation (A.4.4) (but for 
gj in place of A), and writing ci = yizdegc’ + . . . , we have 
with 
Qm= C Yi+i,m(i). 
ieG 
The numbers m(i) with i E G all lie in the same residue class modulo e. 
Since g is reduced, Qm # 0 and Ord g = m/e. 
Given a reduced basis g, put ~~ = Ord gi. We may suppose that 
xc12 ... In,. (A.4.9) 
For real t let Q!, be the C-vector space consisting of gc W having 
Ordg>=-t.Theng=c,g,+ .-. + c, g, lies in !& precisely when deg ci s 
t + R, (i = 1, . . . . n), so that 
dim I& = i max(O, [t + 1 + xi]), 
i=l 
(A.4.10) 
where [ ] denotes the integer part. Therefore the set {x,, . . . . rc,) is com- 
pletely determined by ‘9JI and does not depend on the particular reduced 
basis g. We may conclude that I&) = $(g’) for reduced bases g, g’. 
LEMMA 10. Let g be a reduced basis of 9.3 with Ord gj= rcn, (i= 1, . . . . n), 
and let t be real. Then the functions 
z’g, (i,j with ni+tkO, Ogjg7rni+t) 
are a basis of ii!, . 
Proof. f!, consists of elements clfi + ... + c,fj, with polynomial coef- 
ficients ci having deg ci 5 xi + t. 
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LEMMA 11. Let 
with g,, . . . . g, E 9.4 and 1inearl.v independent over Q,. Suppose 
Ord gj 2 rci (i= 1, . . . . n), (A.4.11) 
where x1, . . . . rt, are the quantities associated with YJI as explained above. 
Then (A.4.11) holds with equality and g is a reduced basis of ‘9JL 
Proof: Functions c1 g, + .. . +cngn with C~ER and degc,zOrdgi+t 
(i = 1, . . . . n) lie in 2,. In particular, z ‘gi with 0 5 js Ord gi + t lie in 2,. 
These functions are linearly independent over C, so that dim L!, 2 
C:= i max(O, [t + 1 + Ord gi]). Comparing this with (A.4.10), (A.4.11) we 
see that Ord gj = rci (i = 1, . . . . n). Moreover, f!, consists precisely of elements 
Cl g, + ... + c, g, with ci E R and deg c, s t + 7~;. Since W is the union of 
the spaces L!!, with t = 1,2, . . . . every element of YJI is a linear combination 
of g, , *‘*, g, with coefficients in R. Therefore g is a basis of 9JI. If g were 
not reduced, there would be a reduced basis g’ with $(g’) < $(g), so that 
with rr,! = Ord g(, we had rt’, + . . + rr:, > n, + . . + rc,, contradicting the 
uniqueness of rtn,, . . . . rc,. 
AS. Proof of Theorem A2. Suppose f E I. Then for p ( co we have an 
expansion off of the type 
@=q5mZ;+q5m+1Z~+1+ ‘.. 
= ,z 4 -m/e+~m+,Z--(m+w~+ . ..) 
where e = e(p). In fact we have e equivalent expansions. Since 
c P, o. e(p) = n, the number of expansions above co is n. Denote these 
expansions by Qpjr with p ) cc and 15 j j e(p). Thus with each f E f we 
associate a vector {QPj} in 5”; this gives an embedding of f into 5”. We 
will not distinguish between f and its image in 3”. The image of YJI = m(O) 
in 3” will also be denoted by ‘iJJI. When D = C c(p)p, and given f = { @pj], 
let j\~ ‘?j” be the vector 
f= {Z-‘(PMP)@pj}, 
Denote the image of YJI under this transformation by fi. 
Now f Em(o) lies in L?,= L!,(D) precisely if ord,f 1 -c(p)- te(p) for 
p 1 co. This holds precisely if Ord QPj 2 -c(p)/e(p)- t for p 1 co and 
1 s j 5 e(p). This in turn is the same as 
Ordfz -t. (A.5.1) 
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Suppose now that 0 is a reduced basis of @I with Ord ii = rci (where 
ni= xi(@)). By Lemma 10, the elements zjgi (i, j with 0 5 js xi+ t) are a 
basis of the vector space Q, consisting of fe !@ with (A.5.1). But then z’g, 
(i, j with 0 sj$n, + t) is a basis of 2,. In conjunction with Lemma 11 this 
gives 
LEMMA 12. Let g be a basis YJI such that Ord ii 2 rri (i = 1, . . . . n). Then 
the functions zjgi (with i, j satisfying 0 5 j 5 xi + t) are a basis of the vector 
space 52,. 
Now let f be a basis of mm, say a basis as in Theorem Al. Then 1 is a 
basis of !@. If C is chosen as in Lemma 8 such that g = CT is a reduced 
basis of ‘@, then g = Cf is a basis of ‘YJI such that z’g, (with i, j as above) 
is a basis of the vector space f?!,. 
By (A.4.6) (A.4.5) 
deg cii 5 *ii = Ord 8. - Ord ii + $(I) - $(t) 
5 Ord A - Ord fi + +(I) 
=Ord&Ordfi+Ord@-- i Ordf, 
/= 1 
5 Ord @I - n mm Ord 1,. (A.5.2) 
But 
with 
and 
(det 9X)’ = (det fjj')* = (det(aG/qi))* d( y,, . . . . y,) = (det(aV/qi))* d 
by (A.3.2). Therefore 
Ord@~C+deg(q,...q,)-tdegd 
SC+n6’ 
SnS (A.5.3) 
by (A7), (Al 1). On the other hand, for p I co the coefficients ai of F have 
ord, ai = -e(q) deg ai 2 -me(p). By using the left-hand side of (A9) when 
ord, y < 0, and the right-hand side when ord, y < 0, we see that 
ord, yjZ -me(p) (PI cc ). (A.5.4) 
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Therefore by Theorem Al, 
ord, f; 2 min(ord, a,) - ord, q, -me(p) 
i 
= e(p)(deg qi - max deg a, - m) 
i 
2 -e(p)(m + 6’). 
Thus Ord fi = min, , ~ (ord, fi)/e(p) 2 -m - 6’, so that 
OrdA? -m-%+;i,nc(p)/e(p)z -m-6. 
Thus by (A.5.2), (A.5.3), 
degcij~n6+n(6+m)=n(26+m). 
We have from (A.3.4) that 
(A.5.5) 
gi= i cij.6 = li (4jh)hj (i= 1 , .a., n), (A.5.6) 
j= 1 /=l 
where q = q1 and 
n 
d,= 1 c,,e&q,. 
/= I 
Recall that q is a multiple of each q,. By (A.3.5), (A.5.5), 
deg d, S n(26 + m) + deg q (1 si,jln). (A.5.7) 
Finally, since hi = l2 yj we have (A13) with b, = l,d, and deg b, 5 
n(36 + m) + deg q. 
Remark. In our proof of Theorem A2 we did not need the full strength 
of the machinery for Theorem Al. What we needed was the existence of a 
basis f of W of the type fi = cJ’= i (ek/q)hj with deg e; S deg q (in analogy 
to (A.3.4), (A.3.5)). The existence of such a basis could be proved more 
simply. 
Now let us verify (A17). We may suppose that p ( co, the other cases 
being trivial. The degree 
degD=xc(p), 
P 
by definition. For t E h let 
D,=D+ 1 fe(p)p, 
PlW 
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so that 
deg D, = deg D + tn. 
Put t,,=[(2g-2-degD)/n]+l; then for tzt,, degD,>2g-2, so that 
by the Riemann-Roth Theorem, dim 2, = deg D, + 1 - g = 1 - g + 
deg D + tn. Thus dim L! 10 + 1 -dim g,O=n. By comparing this with (A.4.10) 
we see that t,+ 1 + xi20 (i= 1, . . . . n). Therefore rciz -t,,- 1, and di(p) as 
defined in (A15) has 
4(p) 5 c(p) + e(p)(b + 1) 
5 4~) + e(pNC& - 2 -de DYnl + 2). 
When 2g - 2 - deg D < 0, this is 
When 2g - 2 - deg D 2 0, we obtain 
PART B 
B.l. A System of Linear Equations for Theorem Al. We have 
LEMMA 13. Let )132= !IJl(D). Then !W where CLE C consists precisely of 
functions f E f having ord, f 2 -c(p) for every p 1 a. 
Proof: Since f E ‘9JY is a linear combination of elements of ‘%I with coef- 
ficients in R”, and since such coefficients have ord, 2 0 for Q 1 u, we have 
ord, f 1 -C(Q) for such Q. 
Conversely, suppose that ord, f 2 -C(Q) for every Q ) a. Write f = 
Clfi + . . . + c, f, where fi , . . . . f, is a basis of the R-module YJI. There is a 
UE U” such that uci E RB (i= 1, .., , n) for every /3 E @\a. Then ord,(ucJ 2 0 
(i = 1, . . . . n) for every finite Q j a, and ord,(uf) >= -C(Q). But when Q 1~1, 
then ord,(uf) = ord, f 2 -C(Q). Therefore uf E 98 and f E ‘W. 
Let ‘9I be the R-module of Section A.3 with basis h. By Lemma 6, there 
is a double basis of % c ‘9JI of the type N A h where A E GL,(Q) and N is 
strictly upper triangular. Suppose A was already appropriately chosen. Set 
h’ = Ah. The problem then remains of finding N such that 
g=Nh’ (B.l.l) 
is a double basis. We know a priori (when A was appropriately chosen) 
that we can find strictly upper triangular N with this property. Since h, 
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therefore h’, therefore g (since N is upper triangular) is a basis of 91, it 
follows from Lemma 4 that g will be a double basis precisely when 
q,71gi Em (i’ 1, . . . . n). By (A.2.4) this is true precisely if each q, ‘g, E ‘351” 
for each tl E C, which by Lemma 5 is the same as 
7 --E(a.ijgi E mz -a (i’ 1, . . . . n) 
for each c( E C. In view of Lemma 13, and since ord, zr = e(p) when p / LX, 
this becomes 
ord, gi 2 e(p) &(a, i) -C(P) (i= 1 3 ..., n) (B.1.2) 
for every c( E @ and p 1~1. 
The functions hi, . . . . hl, lie in !R c %I&, and therefore have no finite poles. 
For finite p they have expansions 
hi’= i: tij,(p)z”, (j= 1, . . . . n). (B.1.3) 
x=0 
The components of N (which we are trying to determine) are polynomials 
nv E R. Say 
nq = vii0 + vii,z + . . + v,i.“,i,z”(i) (lSi,jSn). (B.1.4) 
(We are not yet using that N is strictly upper triangular). For c1 E C we 
have expansions 
nV = vii,(a) + viil(a)z, + . . + v~,~,~,(cI)z~(‘) 
where the coefficients vJc() are given by 
v~,(a)=~-&Z),,=,= “f vjjp ; 
0 
aP-’ . 
p=t 
We may write (when p 1 a and e(p) = e) 
nii= voo(a) + viJ1(a)z; + . . . + vii,V~i~(a)-7~v(i), 
so that by (B.l.l) 
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The condition (B.1.2) now becomes 
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(B.1.5) 
for 
lliln, -- 0 5 w < e(p) &(a, i) - c(p). (B.1.6) 
This should hold for every aE C and p) a. However, &(a, i)= 0 unless 
a E PO, and c(p) = 0 unless p lies above some a E PO. Therefore the domain 
(B.1.6) is empty unless a E P,. We may thus restrict ourselves to a E PO and 
p I a. 
(Recall that for each p we have e=e(p) equivalent expansions, with 
r&(p) replaced by ~$(p)~” where c is an eth root of 1. But since s is deter- 
mined modulo e in (B.1.5), it does not matter which one of these equivalent 
expansions we choose.) 
We know that we can solve (B.1.5), (B.1.6) with N strictly upper 
triangular. Thus vtip = 0 for 1 5 j< is n, vii0 = 1 for 1 s ii n, vii,, = 0 for 
1 s i 5 n, p > 0. The equations (B.1.5) then become 
We know from Lemma 6 that we can solve (B.1.7) with (B.1.6) such that 
(A.2.7) holds. We therefore may take v(i) = (deg qi) - 1. 
When this degree is zero, so that v(i)= -1, the triple sum in (B.1.7) 
becomes empty, and (B.1.7) reduces to 
i&,(p) = 0. 
This may seem like a contradiction. But when deg qi= 0, then each 
&(a, i)=O, and there is no up satisfying (B.1.6) unless -c(p) > 0. Since 
/z~E!RI, the expansion (B.1.3) begins with s= -c(p) at the earliest, so that 
indeed r&,(p) = 0 for w  with (B.1.6). 
Remark. Suppose we know the Puiseux expansions of y (and hence of 
Y,, . . . . Y, and hl, . . . . h,) for p E P. Then the coefficients viip and therefore the 
basis described in Theorem Al can be computed as follows. These coef- 
ficients and hence the basis can be determined from the system (B.1.7) 
provided we know ql, . . . . q,, and hi, . . . . II;. To determine ql, . . . . q,, it suffices 
to determine &(a, I), . . . . &(a, n) for aE P,. For given such a, the number 
&(a, i) is largest such that there are i linearly independent g,, . . . . gi in ‘$IE 
with z;E(a*i)gj E !lJY for 1 5 j 5 i. The existence of such g,, . . . . gi is a linear 
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condition. Furthermore it is clear from the proof of Lemma 6 that the 
matrix d can be obtained using local data; then h’ = Ah can be computed 
from the known tuple h. 
B.2. Proof of Theorem Bl. Since D is defined over k and since d E 6 [z], 
the set P, is invariant under Gal(k/k). For given CI E P,, let E(a) be the 
system (B.1.7) with (B.1.6) and with pia. We want to compare E(a) with 
E(T(a)) where r E Gal(k/k). When p 1 a, then z(p) I z(a) and e(t(p)) = e(p), 
c(r(p))= c(p). Furthermore, when going from p to r(p), the coefficients 
y,(p) of (B3) are replaced by t(y,(p)). Since the yi lie in k(z, y) and since 
I, lies in k[z], also the h, of (A.3.1) lie in k(z, y), and so do hi, . . . . h;. 
Therefore when going from p to r(p), the coefficients K;,(P) of (B.1.3) are 
replaced by r(rciJp)). Therefore the coefficients of the system E(r(a)) are 
obtained from the coefficients of E(a) by an application of r. (Note that r 
maps equivalent expansions into equivalent expansions). 
In order to see that E(z(a)) is obtained from E(a) simply by conjugation 
of the coefficients, we have to see that the domain (B.1.6) is the same for 
a and t(a), and for this we only need to check that 
&($a), i) = &(a, i) (i= 1, . . . . n). (B.2.1) 
Since E(a) has a solution, and since the coefficients of E(r(a)) are obtained 
from those of E(a) by conjugation, we can solve the equations of E(z(a)) 
for i, w in the domain 
1 liln, -- 0 5 w < e(p) &(a, i) - c(p). 
Such a solution has 
Here cj”=, niihj (i= 1, . . . . n) constitute a basis of ‘%, and therefore of ‘9P). 
We may conclude that the elementary divisors of %‘fa) in %IYCa) are at least 
z$z;” (i = 1, . . . . n), and therefore &($a), i) 2 &(a, i). Now (B.2.1) follows by 
symmetry. 
Thus E(r(a)) is obtained from E(a) by conjugation, and the system of 
equations (B.1.7) with (B.1.6) and pla, aE PO is invariant under Gal(k/k). 
Therefore the system defines a linear submanifold (of C” where v is the 
number of unknowns) which is defined over k. There is a solution with 
components viipc k, so that niiE k[z]. Further if we choose qi with leading 
coefficient 1, then Lemma 5 gives r(qi) = qi (we apply t to the coefficients), 
so that qic k[z] (i= 1, . . . . n). 
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B.3. A System of Linear Equations for Theorem A2. By Lemmas 11, 12, 
elements g, , . . . . g, will be a basis of fl such that z’g, (i, j with 
0 5 j 5 rc, + t) is a basis of the vector space 2, provided that 
(i) g,, . . . . g, lie in !IN, 
(ii) Ord ii 2 n, (i = 1, . . . . n), 
(iii) g,, . . . . g, are linearly independent over I,. 
We also know that there is such a basis with (A.5.6), (A.5.7). 
Knowing this, how could one go about finding an appropriate matrix 
(d,) in (A.5.6)? In analogy to (B.1.3) write 
hi= f K,(P)z”, (i= 1, . . . . n). 
s=O 
Write the polynomials d, to be determined as 
d,=6,,+6,,z+ ... +6,,z” (B.3.1) 
where according to (A.5.7) 
v=n(26+m)+degq. (B.3.2) 
The condition (i) that g,, . . . . g, as given by (A.5.6) lie in 9JI gives linear 
conditions for the 6, analogous to (B.1.5) (B.1.6), namely 
(B.3.3) 
for 
1 liln, -- 0 5 w  < e(p) &(a, 1) -c(p). (B.3.4) 
This should hold for every complex ~1 E PO and p 1 a. 
Let us turn to condition (ii). For p 1 CC we had seen in (A.5.4) that 
ord, yj 1 -me(p), so that ord, hi2 -me(p) - e(p) deg l2 2 -e(p)(m + 6’) 
= s,,, say. The expansion of h, at p is 
We have 
d, = 6,, + cSV,zpe + . . . + 6,,z,‘“, 
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where e=e(p). Substitution into (A.5.6) gives 
Considering every p 1 x and all the equivalent expansions, we obtain in this 
way all the components of g, when embedded in 3”. The components of ii 
are then 
Since Ord q = - deg q and zp = z -‘I’, the condition that Ord g,z rt, means 
that 
for 
i i Kj,w+er(?') d,t=O (B.3.5) 
j=l I=0 
lli<n and -- so S w  < -c(p) + e(ni + deg q). (B.3.6) 
This should hold for every p / co. 
There remains the condition (iii). We have to find (d,) with non- 
vanishing determinant. Write 
det(dU) = 8, + 8, z + . , 
where d, depends on the 6,. In fact, writing 
a, = w,, . . . . 6,), 
where each 
(B.3.7) 
is in C”(“+‘), it is clear that a, is multilinear in 6,, . . . . 6,. We know a priori 
that we can solve conditions (i), (ii) with det(dV) # 0, i.e., with some a, # 0. 
Let such an 1 be fixed. 
Let Si where 1 5 i 5 n be the subspace consisting of 6; E C”(“+ i) for which 
(B.3.3) and (B.3.5) hold respectively for (B.3.4), (B.3.6) and with the given 
value of i. Let T, be the set of 6, ES, such that a,(iS,, 6,, . . . . 6,) vanishes 
identically for 6, ES,, . . . . 6, ES,. Then T, is a subspace of S,, and T, s S, 
since a, does not vanish identically on S1 x . . . x S,. Pick 6, E S, \T, Next, 
let T, = T2(8i) be the set of 6, E S, such that a,(&,, 6,, . . . . 6,) vanishes 
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identically in 6, E S3, . . . . 6, E S,. Then T2 is a subspace of S2, and T, s S2 
by our choice of 6,. And so forth. But once we have 6,) . . . . 6,,, we have (d,) 
and gl , . . . . g,. 
B.4. Proof of Theorem B2. When D is defined over k, then the polyno- 
mial 1, of Section A.3 lies in K[z]. We have seen in Theorem Bl that 
ql, . . . . qn can be chosen to lie in k[z]. It remains for us to see that the poly- 
nomials d, of (A.5.6) can also be chosen to lie in k[z]. For this we use the 
procedure outlined in the last section. When D is defined over k, then the 
system (B.3.3) together with (B.3.5) is easily seen to define a linear sub- 
space invariant under Gal(k/k). In fact each subspace Si (i= 1, . . . . n) of the 
last section is invariant, hence is defined over k. The space S1 thus has a 
basis whose elements have coordinates in k; at least one of these basis 
elements, call it 6i, will be outside T,. Similarly, there is a 6, E S2\T, with 
coordinates in k. Continuing in this way we find 6,, . . . . 6, with coordinates 
in k. 
PART C 
C.l. Subspaces Defined over Number Fields. Given quantities which 
depend on an absolute value v, the notation 
will mean that A 5 B if u is non-archimedean, and A s BC if u is 
archimedean. For example, if u E M(k) and u, /I E k, then 
b+BI,Smax(l4.~ IBIJ*2. 
Suppose that 
o<p<v 
and that S is a subspace of C’ of dimension p. Suppose further that S is 
defined over a number field k, i.e., that it may be defined by linear 
homogeneous equations with coefficients in k. Let X E C” where 3, = (1;) be 
a set of Grassmann coordinates of S with components in k. The height 
H(S) is defined by H(S)= H(X). (See [2,4]). It is well known that the 
orthogonal complement S’ of S has H( Sl ) = H(S). 
LEMMA 14. There are p linearly independent vectors x1, . . . . x/, in S with 
components in k and with H(xj) s H(S) (j= 1, . . . . p). 
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Proof: S may be defined by a system of equations 
f: yiix,=o (i’l, . . . . V/L”) (C.1.1 ) 
. j= 1 
with coefficients yii. We may suppose that the matrix (y,) with 15 i, 
js v -p is nonsingular. For 1 5 p 5 fi there is a solution xP # 0 of this 
system of equations, of the type 
x* = (,~,I, . ..> xp.,,-Ic, 0, . . . . 0, xp,e-p+p, 0, . . . . 0). 
This xP is determined up to a factor, and it has xP,,, _ /1 +p # 0. Therefore 
X 1, **., x, are linearly independent elements of S. We can choose xP such 
that its coordinates are certain determinants of order v - p from the matrix 
(yu). Thus the coordinates of xi belong to a set of Grassmann coordinates 
of S’. Therefore H(x,) 5 H(SL) = H(S). 
Remark. In fact there are independent vectors x,, ,.., xP with 
H(x,) . . . H(x,) i cH(S), where c depends on v, p and the discriminant of 
k. See Theorem 9 of [2]. Our very simple lemma does not depend on the 
discriminant. Moreover, an estimate for the product of the heights would 
not help in our applications. 
Suppose now that S is given as the set of solutions of a system (C.l.l) 
whose coefficients yij do not necessarily lie in k, but in an algebraic exten- 
sion K. The space Sl is spanned by yi , . . . . y, ~ ~ where yi = (yi, , . . . . ri,). Let 
Y = y1 A ... A yudp (with A denoting the exterior product), so that Y is 
a set of Grassmann coordinates of Sl. Since we use the maximum norm 
throughout (both for archimedean and non-archimedean absolute values), 
we have 
WI05 IYllc... IY”-glLI * (V-P)! 
for v E M(k). Then 
and 
H(S)= H(Sl)=H(Y)$(v-p)! H(y,)...H(y,-,). (C.1.2) 
C.2. Some Height Estimates. From now on, the hypothesis of 
Theorem C2 will apply. 
LEMMA 15. The polynomials l,, I,, 1 of Section A.3 lie in k[z] and have 
absolute height 
5 (2h(D))6’. 
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Proof: We will restrict ourselves to I,. That Ii ~k[z] follows 
immediately from the fact that D is defined over k. Let E be an algebraic 
number field containing every finite element of P,, i.e., every element of 
say. Since 
f,(z) = n (z-spy 
d E P; 
every v E M(E) has 
Therefore 
I/,[,5 n ((max(1, Ial,))61(a) * 26’(a)). 
CtEP;, 
HE(Zl)= n IZ,l,5 n (hE(a)g1(a).261(a)degE) 
VEM(E) OrEPi, 
< (24D))&h(a))d@ = 
5 (2h( D))&’ deg t
The lemma follows. 
LEMMA 16. Every root a of d(z) has 
h(a) < (4mr~‘H(F))~“. 
ProoJ d is a polynomial of degree 5 (2n - 2)m and, by Lemma 4 of 
[S], of height 
H(d) < (4mn’)‘” - ’ H(F)‘” - ‘. 
(Observe that the polynomial R of [S] is R = a,, d, so that we could save 
a factor H(F) as compared to [S, (3.1)]. But this would improve our 
bounds only marginally.) Moreover, by Lemma 3 of [S], every root a of 
d has 
h(a) 5 (1 + deg d) H(d). 
We obtain 
h(a) < 2mnH(d) < (4rnr~~H(F))~“. 
In what follows, recall the notation N= max(2, n, m, 6) introduced in 
((3). 
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LEMMA 17. Every a E P, has 
h(a) < (4N3H(F) h(D))‘N. 
Proof By definition, h( co) = 1. Next, by the preceding lemma, every 
root a of d has h(a) 5 (4N3H(F))‘“. Finally, if a lies below the support of 
D and is finite, then it is a root of 1. By Lemma 3 of [S] and by Lemma 15, 
such a has 
h(a) 5 (1 + deg I) h(l) 5 (1 + 6)(2h(D))’ 2 (4h(D))& 5 (4h(D))N. 
C.3. Power Series. We have 
LEMMA 18. Suppose we have power series 
f = f #sls, g= f *,zs 
s = 0 *=O 
with coefficients in a field K. Suppose 1 .I(, is an absolute value of K and 
14sl”sASB* (s+ ljb, Ilj,I,~AT* (s+ 1)’ 
for s=O, 1, . . . and certain constants A 2 1, B, C, b 2 0, c 2 0. Then 
fg= f w,2 
s=O 
with 
lo,l”sA”BC* (s+ l)b+r+l. 
Proof wS=Ci+j=S ditij, so that 
Iw3105(i~~~3 14il~l~~lo)*(s+1) 
5 ASBC’* (s+ l)b (s+ l)‘(s+ 1). 
LEMMA 19. Suppose a E @ is algebraic, or a = co. Then q - ‘, where q = q, 
is the polynomial of Theorems Al, A2, has an expansion at a of the type 
4 (C.3.1) 
where tis(a) E k(a), and [(a) = - &(a, 1) when a E @ and c( 03 ) = deg q. There 
is a k(a)-system {D, > such that 
($slvsD;+S* (~+l)~“~~ (s = 0, 1, . ..) (C.3.2) 
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with 
YqD”} < (SN3H(F) h(D) h(a))4N3. (C.3.3) 
Remark. A similar result is true for q; ‘, . . . . q; ‘. 
Proof. Suppose initially that a EC. Set again Pb= P,n C, and let 
PEP;, /l#a. Then 
1 
-I=-= 
1 1 
ZD 
Z-P a-/?+z-a=(ct-fl)(l +(z,/a-j?)) 
1 Zf 
=s-&+ (a-P)3’ ..’ 
=q&+fjlza+ ... 
with j$,j, = Ia - PI;’ -’ for any absolute value v E M(K) of a field K 
containing both a, p. Now 
4 01 
-1 =Z-E(?,l) 
Ji! zs 
Ew.l)=Zc(~) 
o1 SE0 tk(aE, 
say. Since qEk[z], the coefficients t,bs(a) lie in k(a). By repeated applica- 
tion of Lemma 18, (C.3.2) holds with 
(C.3.4) 
and v E M(K), where K is any number field which contains a as well as Ph. 
We have 
n max(l, b-81;‘)= n mad4 la-PlJ YEM(K) UEJy(K) 
St,EiuK) (max(L I4,PaW, IPIJ * 2) 
=(2/z(a) Iz(~))~‘~~. 
But fi E Pb, so that by Lemma 17 we obtain 
Since by Theorem Al, 
(C.3.5) 
641/39/Z-7 
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we have 
n D” 5 @PH(F) h(D) h(a)p+degK, 
trcz M(K) 
and this gives (C.3.3). 
But wait a minute: so far D, depends on v E M(K), and in the assertion 
of the lemma, D, should depend on v E M(k(a)) and should have D, E G,. 
We assert that D, as defined by (C.3.4) depends only on v~M(k(cc)) (and 
not on the extension of v to M(K)) and that D,E G,, with v~M(k(a)). 
Then by the definition of the norm ‘%{D,), (C.3.3) remains valid when 
(D”] is interpreted as a k(a)-system. 
Suppose /3 # a and /?(‘), . . . . PC’) is a set of conjugates of /3 over k(a). Then 
also (a -p”‘)-’ > .*., (a-/?‘))-’ is a set of conjugates, and is the set of 
roots of a polynomial p(z) = z’ + rcl z’- ’ + ... + rc, with coefficients in k(a). 
When v is non-archimedean, Gauss’ Lemma yields 
fJl max(l, la-PI;‘)= IPI,, (C.3.6) 
The right-hand side depends only on DE M(k(a)) and lies in G,. Since 
&(/3(l), l)= .** =&(fl ) (‘) 1) (see (B.2.1)), D, as given by (C.3.4) is a product 
of expressions of the type (C.3.6). The assertion follows. When v is 
archimedean, we note that the set of values Ia - p(‘)lv, . . . . la - j?(‘)l” 
depends only on the restriction of v to M(k(a)), and again the assertion 
follows. 
Now suppose that a = co. When fi E Pb, 
1 
-I=-= 
1 
ZB z-p z(l-(/3/z))=z 
-l+pz-2+p2z-3+ . . . 
=z,(l +/?zoo +/?222, + . ..). 
(m)z, + ... 1, 
We obtain 
q-l=zZgQ(l +*I 
and (C.3.2) holds with 
D,= n max( 
PEP;) 
The proof is now completed as before. 
1, IIJI”)E(? 
C.4. Puiseux Series of Algebraic Functions. We have 
LEMMA 20. Let y = y0 + y,z + . .. be a power series satisfying 
F(z, y) = 0 where F is a polynomial without multiple factors, with respective 
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degrees m > 0, n > 0 in z, y, with coefficients in a number field k, and of 
height H(F). Then y,,, yl, . . . lie in a field K I> k with [K : k] 5 n. There is a 
k-system {U,} such that 
IYSI” 5 UT’” (s = 0, 1, . ..) 
for every v E M(k) and any extension of ) . ) u to K. Moreover, 
(n{ U,] < (214m3n3H(F))4’“+“‘“2. 
ProoJ This version of a theorem of Eisenstein is Theorem 2 in [S]. 
LEMMA 21. Let y, f, S be as in the Introduction. Suppose p E S is 
algebraic and p ) a. Suppose y has no pole at p, so that y has an expansion 
at p of the form 
Y= f Ys(P)Z”,. (C.4.1) 
s=O 
Then Ye, Y~(PX .. . lie in an algebraic number field K I k(a) with 
[K: k(a)] 5 n. There is a k(a)-system {U,(p)} such that 
Irs(P)I, 5 u”(P)N2+s (s=O, 1, . ..) (C.4.2) 
for v E M(k(a)) and any extension of I . Iv to K. Moreover, 
w U”(P)) <UP) (C.4.3) 
with 
U(p) = (H(F)(28N5h(a))“)6”4. (C.4.4) 
Remark. When e(p) > 1, the expansions (C.4.1) are unique only up to 
equivalence, and therefore also K is not necessarily unique. 
Proof: Recall that zP = ziJe when p )a and e=e(p). When aEC, then 
F(.z’, + a, y) = 0 as an identity in power series in zP. Thus F*(z,, y) = 0 
with F* = F(z’, + a, y). Observe that F* has degree em s nm 5 N* in zP and 
degree n in y. The coefficients of F* lie in k(a), and it is easily seen that 
H(F*) 5 H(F)(2h(a))“. 
Therefore, since N >= 2, 
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We now apply Lemma 20 with m replaced by mn 5 N’ and H(F) by 
H(F*). Since n + mn s N + N2 5 (3/Z) N2, the desired conclusion follows. 
When c1= co, ‘we have F(l/z;, y) =0 and therefore F*(z,, y) =0 with 
F* = zimF( l/z’,, y). Everything else is as before.4 
The following convention will be convenient. The notation 171,. 5 C 
where u E M(k(cc)) and y lies in an algebraic extension K of k(r) will mean 
that such an estimate holds for any extension of 1.1 I. to K. 
LEMMA 22. Suppose p is algebraic with p / c(. Then the functions y,, . . . . y, 
of (A.8) have expansions at p of the form 
% 
y,=z,” ,;. YdP)Z”,> (C.4.5 ) 
where o = 0 when c1 E @, and w = m when c1= co. The coefficients y,,(p) lie 
in the field K of Lemma 21. There is a k(a)-system {V,(p)} such thar 
lY,(P)l~.~ V,(P)“+N3 * (s+ 1Y-’ (C.4.6) 
for v E M(k(cl)). Moreover, 
%i V,(P)j < V(P) (C.4.7) 
with 
V(p) = (H(F)(2’N’h(#+‘)‘““. (C.4.8) 
Proof Suppose initially that 1’ has no pole at p. By Lemma 21 and by 
repeated application of Lemma 18, we obtain 
y’= f  6,s(P)Z”, (t = 1, 2, . ..). (C.4.9) 
s=O 
where for each v E M(k(cc)), 
Is,,(p)l”g uo(p)s+Nzr* (s+ l)‘-’ (s = 0, 1, . ..). 
A typical coefficient ai of F is of the type 
a,(z)=~io+j3iIz+ ... +ji,zm 
with l/Iiil, 5 IFI,. Suppose now that a E rC. Then z = z’p + CI, so that 
ai(z)=jII*o+j?:z’p+ ... +jkztm (C.4.10) 
4The recent work of Dwork and Van der Poorten referred to in Section C leads to 
improvements in Lemmas 20 and 21. 
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with l@l.s lF(,(max(l, lalU))” * 2’“, as is easily 
OIi<n, ostsn-1, -- 
cc 
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seen. Therefore for 
(C.4.11) 
with 
lsi,s(P)lu5 Uc(P)C+N3 (FI,(max(l, 1~1,.))” * 2m(s+ l)n-l (s = 0, 1, . ..). 
Each of y,, . . . . y, is a sum of fewer than n terms of the type (C.4.11). 
Therefore (C.4.5) hoids with (C.4.6) and with’ 
UP) = U,(P) IfI, (max(L l&J)” * 2”. 
We obtain 
( ) 
lideg k(a) 
‘Jt{ V”(P)) = n V”(P) 
VE M(k(x)) 
< U(p) H(F) h(C(y. 2N 
< VP). 
Suppose now that a = cc (but still y has no pole at p). Instead of 
(C.4.10) we have 
a,(Z)=z~“(~im+Pj,~-lZE)+ ..’ +~iOZ~m), 
and (C.4.11) is replaced by 
a,y’=z,” f Eirs(P)Zi. (C.4.12) 
*=O 
The estimates are done as in the previous case. 
So far we had assumed that y has no pole at p. When y has a pole at 
p, then y-’ does not. Here y-r satisfies p(z, y) = 0 where p(z, Y) = 
Y”F(z, Y-l). But p again has degree m in z, degree n in Y, and height 
H(p) = H(F). Therefore y- ’ has an expansion at p like the one described 
in Lemma 21. From this we obtain expansions for y-’ and UiyPr as in 
(C.4.9), (C.4.11) (or (C.4.12)). Since y,, . . . . y, as given by (A.9) are sums of 
less than n such terms, the argument can be completed as before. 
Recall the quantity 6,(a) of the Introduction and put 
b= 1 b(a). (C.4.13) 
CZEC 
The polynomial Z2 of Section A.3 has degree 6,. 
5 In Theorem C2 we may replace F by a multiple, so that 1 occurs as a coefficient, and each 
If-l”? 1. 
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LEMMA 23. Suppose p is algebraic with p 1 a. Let h,, . . . . h, be given by 
(A.3.1). Their Puiseux expansions at p are qf the form 
h, =z,l f iq,(~)z;, 
.T = 0 
(C.4.14) 
where x = 0 when a E @ and x = m + S2 when u = cc. The coefficients K,,~( p ) 
lie in the field K of Lemma 21. We have 
IfdP)I”~ W”WfN3 * (s+ llN (i:)y;; “) (C.4.15) 
for v E: M(k(a)) and a certain k(a)-system { W,(p)} with 
a{ W,(P)) < W(P) := VpN4W) h(a)lN. (C.4.16) 
Proof: When aE@, then z=cI+z~,, and 
l,(z) = II, + A,z + . . . + ib2za2= A,* + n:z; + . . . + AZ2z$2 
with 
max IAFzi*I, 5 (max IQ,)(max(l, lal,))62 * 262. 
i i 
Since hi= I2 yj, the preceding lemma together with Lemma 18 gives 
(C.4.14) with 
IdP)l,5 ~“w+N3 l&l, (max(L Mu))” * zN(s + 1)” 
5 w”(p)“+ N3 * (s + l)N, 
where 
W,(P) = v,(p) lhlL~ (max(L IalJ)” * zN. 
Here 
a{ W,(P)) < VP) ff(M h(alN zN 
< V(p)(WD) h(a)lN 
by Lemma 15. 
The situation is similar when a = 00, but now 
&(z) = z,yn,, + A+ ,z’, + . . . + A.,zp). 
LEMMA 24. Suppose p E P. Then 
W(p) < (8N4H(F’) h(D))‘*““. 
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Proof: By definition, when p 1 CI, 
W(p) = (zi!(E;)(271v5h(a))~)7”4 (4/z(D) h(c?))N 
5 H(F)‘N4 h(cqN5 h(lqN (27N5)‘N4. 4N. 
By Lemma 17, this is 
< H(F)7N4 (4N3H(F) h(D)yN6 l@qN (27N5)7N4. 4N 
< (8N4H(F) /1(0))‘~“” 
since N 2 2. 
C.5. Solving the System of Linear Equations for Theorem A2. We con- 
sider Eqs. (B.3.3) with (B.3.4) and (B.3.5) with (B.3.6). The goal is to find 
a solution (6,). Suppose that i in 1 5 isn is fixed. Then (B.3.3) with 
(B.3.4) and (B.3.5) with (B.3.6) (and given i) is a system of linear equations 
for the vector I&= (6,) of (B.3.7). This vector has n(v + 1) components, 
and accordingly a typical coefficient vector y of (B.3.3) or (B.3.5) has 
n(v + 1) components. We have seen that when p E P with p ( a, then y has 
components in a field KI> k(a) with [K : k(a)] _I n. 
LEMMA 25. A coefficient vector y of (B.3.3) or (B.3.5) has height 
H(y) < (8N4iqF) h(D))‘3N’. 
Prooj Suppose initially that y is a coefficient vector of (B.3.3). Say y 
belongs to p E P with p ) cr,- and to w. The components of y are 
Here 
sSw<e(p)4a, I)-c(p)Se(p)(E(a, 1)+6) 
5 n(deg q + 6) < 3N3 
by (C.3.5). Also observe that by (B.3.2), (C.3.5), 
v 5 5N2. 
(C.5.1) 
(C.5.2) 
(C.5.3) 
With s bounded by (C.5.2), Lemma 23 gives 
IKix(PJIu I Wo(P)4N’ * (3N31N. 
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Thus a typical component of y as in (C.5.1) has u-adic absolute value 
5 W,(P)~~) (max( 1, 1~1~))’ * 2”(3N’)N 
5 WU(p)4N3 (max( 1, Ic~],))‘~’ * 23N4. 
This holds for u E M(k(a)) and any extension of u to the field K. We obtain 
H(y) < W(p)4N3 h(CryN2 23N4. 
By Lemmas 17 and 24 we finally get 
H(y)~(8N4H(F)h(D))72N9(4N3H(F)h(D))10N'.23N4 
< (SN4H(F) h(D)y3"'. 
The situation is similar (and simpler) when y is a coefficient vector of 
(B.3.5). 
We now refine the argument of Section B.4. The space S1 of Sections B.3, 
B.4 has a basis with components in k. By Lemma 14 it has a basis whose 
elements have height 5 H(S, ). Since S, is a subspace of C”, (C.1.2) in 
conjunction with Lemma 25 gives 
H(S,) 5 v! (8N4H(F) h(D))‘3N9v 
< (9N4H(F)h(D))365N". 
Now if T, is as in Sections B.3, B.4, there is a vector 6, E S,\T, with 
components in k and with height 5 H(S, ). 
Continuing in this way we obtain 
LEMMA 26. We can sohe the system (B.3.3) with (B.3.4) and (B.3.5) with 
(B.3.6) such that the vectors 15~, . . . . 6, (us defined in (B.3.7)) are linearly 
independent, have components in k, and heights 
H(6,)<(9N4H(F)h(D))365N1' (i’ 1, . ..) ?I), 
C.6. Proof of Theorem C2. Let h, , . . . . h, be as in (A.3.1) and the poly- 
nomials d, as in (B.3.1) with coeffkients coming from 6,, . . . . 6, as in 
Lemma 26. Recall from (A.5.6) that the desired basis g,, . . . . g, was given by 
gi= i (d&M, (i’ 1, . ..) n). 
i= 1 
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By Lemma 23 we have expansions 
i d,h,=z,” f p,(p)z”, (i= 1, . . ..n) 
j=l s=O 
with 
Therefore by Lemmas 18’ and 19, 
i(a)-x 
gizZa (i = 1, -.) n) (C.6.1) 
with 
lCj~(P)I”~ W”(p)” W”(p)N3D,(a)“+1 16il” * ?Z(V+ l)(S+ l)N+l+degy* 
By (C.3.5), (C.5.3), we have 
(s+ 1) N+l+deg9gS+ 1)3+23@, 
and v + 1 < 6N2. Therefore 
b,,(P)I”< (W”(P) D”(@) * 23N2Y w,(PY’~“(~) l&l,? * 6N3). 
Rewriting (C.6.1) as 
gi= f cris(P)z”, (i = 1, . . . . n) 
s= --d,(P) 
we have cxis=~i.s-e(~(aj-X). Recalling from Lemmas 19 and 23 and (C.3.5) 
that 
-e(i(a) - x) 5 e(deg q + 2N) S 3N3, 
we get 
lOZf~(P)I~~ (W”(p) D”(a) * 23N2)s ( W”(p)4N3 D”(C1)4N3 16il” * 23N2m4N3) 
5 A,(p)S+4N3 B,(i) 
with 
A,(p) = w,(p) D,(a) * 23N2, 
B,(i) = 16ilu. 
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Here (A,(p)} is a k(a)-system which by (C.4.8), (C.4.16), (C.3.3) has norm 
%7(4(p)) < W(JW7~S~(a))N)7N4 
x (4h(D) h(a))N (8N3H(F) h(D) h(a))4N3. 23N2 
< (2’PH(F) h(D) h(a))9N’. 
On the other hand {B,(i)} is a k-sytem of norm 
!x{B”(i)} = H(6J < (9iv4H(F) h(D)365N” (i = 1, . ..) n). 
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