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En aquest treball de fi de carrera realitzem un estudi del protocol BitTorrent, 
utilitzat per a la compartició d’arxius en xarxes peer-to-peer, i dels actuals 
sistemes de transmissió de vídeo mitjançant streaming. L’objectiu és dissenyar 
un nou sistema d’streaming que funcioni en ambients peer-to-peer, basant-nos 
en el protocol BitTorrent. A partir d’aquest disseny s’implementarà una petita 
aplicació per a realitzar simulacions del funcionament d’aquest sistema, que 
hem anomenat BitStream, i avaluar la seva viabilitat de cara a una utilització 
futura.  
 
Un sistema d’streaming d’aquest tipus permetria alleugerir la càrrega dels 
servidors, que actualment, degut al gran increment d’usuaris que està patint 
Internet i el creixent protagonisme de les aplicacions multimèdia en xarxa, no 
sempre són capaços de proporcionar el seu servei a tots els usuaris que el 
sol·liciten. Al mateix temps, el sistema seria capaç de donar servei a més 
usuaris, que col·laborarien en la difusió de les dades. 
 
Així, el treball s’estructurarà en tres parts, que són l’estudi de BitTorrent i els 
sistemes d’streaming en primer lloc, el disseny del sistema BitStream en segon 
lloc i, en últim lloc, la descripció de l’aplicació implementada. En aquesta part, 
la més interessant, descrivim la seva funcionalitat i els resultats obtinguts en 
les simulacions. No es pretén implementar una aplicació destinada a una 
utilització real, però sí marcar les pautes i línies d’actuació de cara a l’ús futur 
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In this work we do a study of the BitTorrent protocol, used to share files over 
peer-to-peer networks, and the present-day video-transfer systems by 
streaming. The objective is to design a new streaming system able to work in 
peer-to-peer environments, based in the BitTorrent protocol. In this way we are 
going to implement a small application to achieve simulations about this 
system – we have called it BitStream – function, and evaluate its viability 
thinking in a future use of it. 
 
A streaming system like this will permit a reduction of the capacity 
requirements of the servers which, nowadays, thanks to the increment of the 
users of the Internet and the growing number of network multimedia 
applications, not always are capable to proportionate their services to all the 
users who request them. Furthermore, the system will be able to proportionate 
service to more users, who will collaborate in the broadcasting of the data. 
 
Indeed, this work will be structured in three sections, which firstly comes the 
study of BitTorrent and streaming systems, the design of the BitStream system 
in a second section, and finally, the description of the implemented 
applicaction. In this third section, the most interesting one, we describe its 
functionality and the results obtained in the simulations. It is not our purpose to 
create an application to set aside a real use, but establish the guide line 
thinking in a future use of this system, paying a special attention to the results 
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Avui en dia les aplicacions multimèdia tenen un gran protagonisme entre els 
nombrosos serveis de telecomunicacions que existeixen. Els serveis 
multimèdia abasten des dels nous terminals de telefonia mòbil de tercera 
generació fins als operadors de difusió de vídeo digital (DVB), sense oblidar 
Internet, origen dels primers serveis de transmissió d’informació multimèdia. 
Però malgrat l’èxit dels serveis multimèdia, la seva evolució en l’àmbit d’Internet 
s’ha vist frenada degut a la incapacitat de la xarxa per a donar-hi suport, a 
causa del gran volum de dades que es transmeten. 
 
Però durant els darrers anys hem vist un progressiu augment de la velocitat de 
les connexions a Internet ofertes pels proveïdors, que ha estimulat de nou per 
l’evolució dels serveis multimèdia, com els serveis d’streaming, telefonia IP, 
videoconferències, etc. Al mateix temps s’han popularitzat les aplicacions P2P, 
caracteritzades per haver trencat amb el concepte d’arquitectura client-servidor, 
distribuint la càrrega computacional entre tots els nodes del sistema, que 
comparteixen els seus recursos. 
 
En aquest treball de fi de carrera es pretén aprofitar els avantatges que 
ofereixen les xarxes P2P per a dissenyar una aplicació de difusió de continguts 
multimèdia en temps real a través d’Internet. Amb el disseny d’aquest nou 
servei multimèdia s’intenta donar una nova empenta a l’evolució d’aquest tipus 
d’aplicacions, per a les quals la capacitat actual de la xarxa encara representa 
una barrera difícil de traspassar a l’hora de transmetre vídeo d’alta qualitat a 
través d’Internet. Les possibilitats que oferiria la realització d’streaming en 
sistemes P2P són el fet de descentralitzar el sistema augmentant la seva 
robustesa i un millor aprofitament dels recursos de la xarxa: s’ha de tenir en 
compte que en un servei d’streaming el servidor requereix d’una gran amplada 
de banda per a poder donar servei a tots els seus clients, mentre que en un 
entorn P2P tots els nodes col·laborarien en la difusió de les dades, sense 
necessitat de la implementació de protocols multicast a nivell d’aplicació. 
 
Aquest informe es divideix en tres parts diferenciades. En la primera part, 
realitzem un estudi de les característiques dels sistemes P2P i d’streaming i 
intentarem esbrinar quines característiques haurà de tenir un sistema P2P 
dedicat a la difusió de continguts multimèdia en temps real. En aquesta part 
presentarem el sistema BitTorrent, l’aplicació P2P escollida com a base per al 
disseny del sistema que dóna motiu a aquest projecte. La segona part d’aquest 
informe consisteix en el disseny pròpiament dit. Es descriuen els elements que 
constitueixen el sistema, les seves funcions i el funcionament global del 
sistema. Finalment, la tercera part del treball està dedicada a l’aplicació 
prototipus implementada per a simular el funcionament del sistema P2P 
dissenyat. En ella es descriu l’aplicació i la seva funcionalitat; també és en 
aquesta part on descriurem les proves de funcionament realitzades, els 
resultats obtinguts i els problemes sorgits, tant durant la implementació de 
l’aplicació com durant la realització de les proves. 
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CAPÍTOL 1. SISTEMES P2P I STREAMING 
 
 
1.1. Sistemes P2P 
 
El gran increment de la velocitat de les connexions a Internet en els últims anys 
ha permès l’aparició i el desenvolupament de nombroses xarxes P2P (peer-to-
peer), utilitzades per a intercanviar tot tipus de recursos entre usuaris, com ara 
ample de banda, capacitat de processament o informació (capacitat 
d’emmagatzematge). Els sistemes P2P converteixen el PC de l’usuari, utilitzat 
normalment per a rebre informació de la xarxa, en un element actiu que li 
permet intercanviar dades amb d’altres usuaris. La idea principal  d’un sistema 
P2P és la de crear una xarxa virtual entre els seus usuaris per a compartir els 
recursos entre ells. D’aquesta manera, cada usuari posseeix una part dels 
continguts compartits, i pot descarregar informació d’altres usuaris connectats a 
la xarxa. 
 
La particularitat més important dels sistemes P2P és que no utilitzen la 
tradicional arquitectura de client-servidor, sinó que tots els elements, 
denominats peers (iguals), tenen les mateixes capacitats, descentralitzant així 
el sistema. Això comporta l’avantatge de que aquests sistemes són molt 
escalables, podent admetre centenars de milers o fins i tot, milions d’usuaris. 
Una altre avantatge és la seva dinamicitat i tolerància a caigudes dels nodes: 
els usuaris poden entrar i sortir del sistema sense que això comporti cap 
problema per al funcionament de la xarxa; en altres tipus de xarxes, la caiguda 
d’algun element principal, com un servidor, podia comportar greus problemes. 
També és important destacar la capacitat d’auto-administració d’un sistema 
P2P, l’administració del qual es du a terme de forma conjunta entre tots els 
usuaris que el componen, sense la necessitat d’un administrador que se 
n’encarregui. 
 
En els sistemes P2P, apareixen una sèrie de conceptes a conèixer, i que 
apareixeran en diverses ocasions en aquest informe, per la qual cosa es 
descriuen a continuació: 
· client: un client és una aplicació que corre en una màquina local, i que 
és capaç de connectar-se a un sistema o xarxa P2P i participar en 
descàrregues d’informació, alhora que en serveix a d’altres peers. 
· peer: com ja s’ha comentat, tots els elements que formen una xarxa P2P 
s’anomenen peers. De fet, qualsevol aplicació client esdevé un peer en 
entrar en una xarxa P2P. Es considera que tots els peers són iguals, i 
que són capaços de desenvolupar les mateixes funcionalitats. D’aquí es 
dedueix que un conjunt de peers pot formar una xarxa P2P sense la 
intervenció d’altres elements, encara que, en algunes arquitectures, com 
veurem més endavant, hi trobem excepcions i apareixen altres elements 
diferents dels peers. 
· font: una font d’un determinat arxiu és qualsevol peer que posseeixi part 
o la totalitat d’aquest arxiu i el pugui servir a d’altres peers. 
· fragment: una pràctica molt estesa en sistemes P2P és la divisió dels 
arxius en parts més petites i manejables que puguin ser tractades 
individualment, de manera que un peer no necessita tenir l’arxiu sencer 
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per servir-lo a altres peers, sinó que tenint alguns fragments, ja els pot 
compartir amb la resta. De la mateixa manera, a l’hora descarregar un 
arxiu, un peer pot descarregar-lo de diversos peers al mateix temps, 
demanant a cada un d’ells una sèrie de fragments. Típicament se solen 
denominar també a partir de l’anglès piece, o block. 
· directori o índex de sistema: consisteix en la manera com es manté 
informació sobre els arxius que es comparteixen en la xarxa, de manera 
que qualsevol usuari interessat en un arxiu determinat, pugui saber 
quins peers el serveixen. 
 
El principal desafiament que s’ha d’afrontar a l’hora de dissenyar un sistema 
P2P és com es realitzarà la cerca d’un recurs determinat en el sistema, és a dir, 
esbrinar quin o quins peers el serveixen. En base al sistema utilitzat per a la 
localització d’aquesta informació, podem realitzar la següent classificació dels 
sistemes P2P, podent distingir tres arquitectures bàsiques, els sistemes d’índex 
centralitzat, els sistemes d’inundació de peticions i els sistemes d’enrutament 
per document. 
 
En primer lloc trobem els sistemes d’índex centralitzat, entre els quals trobem 
l’antiga Napster, una xarxa d’intercanvi d’arxius d’àudio entre usuaris. Aquestes 
xarxes es caracteritzen per tenir un o més nodes o servidors centrals als quals 
es connecten els usuaris i els posa en contacte entre ells. Aquests nodes 
centrals mantenen una llista dels arxius que posseeixen els diferents peers 
connectats. Un peer interessat en un arxiu determinat demanarà per ell a un 
dels nodes centrals, el qual li comunicarà una font d’aquest arxiu (idealment, la 
més propera).  
 
Aquest tipus de xarxes tenen l’avantatge de la seva simplicitat, que fa fàcil la 
implementació d’algoritmes de cerca en tenir l’índex de sistema centralitzat. Per 
contra, són poc escalables (l’augment d’usuaris comporta la necessitat 
d’introduir més nodes centrals, per no col·lapsar el sistema) i també poc 
robustes, ja que el seu funcionament depèn dels servidors centrals. Aquesta 
debilitat va ser precisament la causa de la desaparició de Napster, ja que 
només va ser necessari deshabilitar el seu servidor central quan la indústria 
discogràfica la va denunciar pel problema de la pirateria.  
 
Una altra xarxa d’aquest tipus va ser la xarxa Audio Galaxy, successora de 
Napster, que incorporava sistemes més eficaços per a la gestió de les 
descàrregues, però que va tenir el mateix final que Napster. 
 
La gran majoria de sistemes P2P, però, es basen en el manteniment d’un índex 
descentralitzat, trobant en primer lloc els sistemes d’inundació de peticions, 
on podem destacar la xarxa Gnutella. En aquest cas tenim una arquitectura 
totalment descentralitzada, en la qual no trobem cap node central; els usuaris 
han de conèixer algú que estigui en aquesta xarxa per a poder entrar-hi 
(aquests nodes coneguts són els que s’anomenen veïns, o neighbours). Un cop 
connectats a la xarxa, la localització d’arxius es realitza per inundació de 
peticions als peers veïns (que són els que el nostre peer coneix), els quals 
repetiran la petició als seus veïns, així fins a localitzar el que disposi de l’arxiu 
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sol·licitat. Així, en aquests sistemes, no es distingeix una jerarquia definida com 
passava en els sistemes P2P d’índex centralitzat.  
 
L’avantatge que presenten aquestes xarxes, com es pot veure, és la robustesa, 
per ser totalment descentralitzades. Per contra, són poc escalables, ja que 
existeix el perill d’inundar la xarxa de peticions quan el nombre d’usuaris és 
molt elevat. Per mitigar aquest problema, les peticions tenen un TTL (Time-To-
Live, temps de vida), que defineix el nombre màxim de salts que pot fer una 
petició. 
 
Finalment, trobem els sistemes d’enrutament per document, que són també 
descentralitzats, en els quals els peers utilitzen identificadors aleatoris, de 
manera que es manté l’anonimat dels usuaris. Tot i ser arquitectures 
descentralitzades, requereixen una sèrie d’elements, la funció dels quals pot 
ser desenvolupada per qualsevol peer, que mantinguin una llista dels recursos 
disponibles a la xarxa per tal de que la resta de peers es puguin posar en 
contacte entre ells per a intercanviar informació. A aquest tipus de sistemes 
pertany BitTorrent. En el cas de BitTorrent, aquests elements que disposen 
d’informació sobre els arxius disponibles s’anomenen trackers.  
 
En aquests sistemes apareixen els fitxers de metainfo, que contenen informació 
relacionada amb els arxius disponibles a la xarxa i que són utilitzats pels peers, 
entre d’altres coses, per saber quina és l’adreça del tracker o trackers a qui han 
de realitzar les peticions. Aquests sistemes comporten els avantatges propis 
dels dos tipus anteriors. D’una banda, és senzilla la implementació del sistema 
de cerca d’arxius, gràcies a l’existència dels trackers. D’altra banda són 
escalables, ja que qualsevol peer pot desenvolupar la funció de tracker i 
mantenir part de la informació de localització dels recursos. Com es pot veure 
no s’estableixen cap tipus de relacions de coneixença o veïnatge entre els 
peers, fet que ajuda a preservar l’anonimat dels usuaris. 
 
Com hem vist, podem classificar els sistemes P2P en base a la forma de 
mantenir i gestionar un índex o directori de sistema. Però també podem 
realitzar una classificació segons la seva evolució des de l’aparició dels primers 
sistemes P2P. En primera instància tenim l’aparició de les aplicacions Napster 
(tardor de 1999), i Audio Galaxy més tard, que són considerades les 
precursores dels sistemes P2P “reals”, ja que el fet d’utilitzar servidors centrals 
per mantenir el directori de sistema fa que no sempre siguin considerades 
veritables aplicacions peer-to-peer. 
 
Donat el final que van tenir aquestes dues aplicacions, clausurats els seus 
servidors per les denúncies de les discogràfiques, el següent esglaó en 
l’evolució dels sistemes P2P van ser els sistemes no estructurats, coneguts 
com a sistemes de primera generació. En aquest grup trobem les 
arquitectures que basen la localització de recursos en el sistema d’inundació de 
peticions (com ja s’ha vist, la xarxa Gnutella pertany a aquest tipus de 
sistemes).  
 
Altres arquitectures derivades intenten optimitzar el sistema de localització de 
fonts. La xarxa Freenet, per exemple, crea identificadors dels arxius a partir de 
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les pròpies característiques d’aquests, de manera que arxius similars (per 
exemple, arxius d’àudio d’un mateix autor, d’un mateix disc...) tindran 
identificadors similars, facilitant la localització. Els peers mantindran una taula 
d’enrutament i només replicaran les peticions a aquells veïns que posseeixin 
arxius semblants. 
 
Una arquitectura que intenta millorar l’escalabilitat i la localització de recursos 
en aquest tipus de xarxes, mitjançant l’addició de superpeers, és l’arquitectura 
FastTrack. Els peers normals faran les peticions a aquests superpeers, a l’hora 
que els comunicaran de quins arxius disposen. Altres sistemes que defineixen 
arquitectures semblants, basades en la jerarquització de la xarxa en dos nivells, 
són també la xarxa Gnutella 2 o la xarxa eDonkey (i les seves variants, 
eDonkey 2000 i eMule). En aquesta última els nodes del nivell superior poden 
considerar-se com a servidors, ja que la seva funció és la de mantenir 
informació sobre els recursos disponibles a la xarxa i els usuaris connectats, 
per a proporcionar als diferents peers informació de localització dels recursos 
sol·licitats. Al seu torn, per entrar a la xarxa, un client haurà de connectar-se a 
algun d’aquests servidors, i mantenir actualitzada una llista de servidors 
existents a la xarxa. 
 
D’aquesta manera, els sistemes de primera generació introduïen el concepte 
d’índex descentralitzat, aconseguint evitar el problema de la poca robustesa, ja 
que és impossible eliminar usuaris individuals enlloc de centrar-se en els 
servidors principals. Però l’èxit dels sistemes no estructurats era parcial, ja que, 
si bé s’havia aconseguit una gran robustesa, la cerca dels recursos era 
ineficient, i la localització de les fonts no es garantia.  
 
La segona generació de sistemes P2P engloba els sistemes estructurats. 
Aquests sistemes van més enllà en l’objectiu de millorar l’eficiència de la 
localització de recursos, definint topologies virtuals entre els nodes connectats 
a la xarxa i utilitzant algorismes de localització més efectius, basats en DHT 
(Distributed Hash Tables, taules de hash distribuïdes). Els diferents peers 
connectats a la xarxa mantenen taules de hash de parells clau-valor, on la clau 
correspon a un identificador del recurs (una funció de hash del nom del recurs) i 
el valor és la localització del recurs. La informació de localització referent a tots 
els recursos disponibles a la xarxa a d’estar distribuïda equilibradament entre 
tots els peers i la forma d’accés a aquesta informació queda definida per 
l’algorisme utilitzat en cada xarxa.  
 
El fet de definir una topologia organitzada (típicament anells virtuals) facilita i 
millora l’encaminament. Dos algorismes utilitzats en aquest tipus de sistemes 
P2P són els algorismes Kademlia o CAN. L’algorisme Kademlia defineix un 
arbre binari format pels peers de la xarxa, en base als identificadors de cada un 
d’ells. Cada un dels peers tindrà la informació de localització dels recursos amb 
identificador més semblant al seu propi identificador. L’algorisme CAN, en 
canvi, defineix un espai n-dimensional en el qual cada peer té assignada una 
regió, d’acord amb el conjunt de claus-valor que gestiona. En ambdós 
algorismes, la localització de la informació es realitza per proximitat entre els 
peers. Així, les peticions en Kademlia es realitzaran entre peers en branques 
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adjacents, i en CAN es realitzaran entre peers adjacents en l’espai n-
dimensional definit. 
 
Amb els sistemes estructurats passem a definir una certa topologia de xarxa i 
algorismes d’encaminament que intenten millorar i fer més eficient la cerca de 
recursos. Si tenim en compte el fet que els peers mantenen taules amb 
informació de localització dels recursos, podem pensar que si un arxiu 
determinat es troba a la xarxa, acabarem per localitzar les seves fonts sense 
necessitat d’haver preguntat a tots els peers inundant la xarxa de peticions. 
 
Per acabar, trobem els sistemes de tercera generació, també anomenats 
sistemes growth-restricted metrics*, que segueixen la línia dels sistemes 
estructurats. Aquests sistemes mantenen els avantatges de la utilització de les 
DHT i intenten solucionar o millorar algunes deficiències dels sistemes de 
segona generació, com el fet que si a un arxiu determinat li canviem el nom, 
variarà també la seva clau en realitzar la funció de hash, o el fet de que no 
garanteixen la localització de les fonts òptimes (per exemple, per proximitat).  
 
Aquests sistemes growth-restricted metrics utilitzen algorismes de cerca 
capaços de: 
· Trobar el peer més proper d’entre el grup de peers que disposen del 
recurs sol·licitat. 
· Cerca per proximitat, és a dir, donada una distància r, haurà de ser 
capaç de trobar tots els peers, d’entre els que disposin el recurs 
sol·licitat, que es trobin a una distància menor a r. 
· És desitjable també que tinguin una bona capacitat d’actualització, donat 
que en una xarxa P2P contínuament estan entrant i sortint nodes, així 
com introduint i traient recursos. 
                                               
* Una traducció literal del concepte growth-restricted metrics seria “mètrica de creixement 
restringit”, que es podria interpretar com a una mètrica (d’enrutament) basant-nos en un conjunt 
reduït del total dels elements que formen el sistema. 




L’streaming és una tecnologia dedicada a la transmissió de continguts 
multimèdia en temps real a través de xarxes informàtiques. Va aparèixer a 
finals dels anys noranta gràcies al progressiu augment de la velocitat de les 
connexions a Internet, que permetien la transmissió de quantitats cada vegada 
més grans de dades, en contrast amb la quantitat de dades relativament baixa 
del servei més utilitzat en aquell moment, el servei web. 
 
Mitjançant l’streaming es pretén aconseguir el que anteriorment es va 
aconseguir amb la ràdio i la televisió: la difusió de material audiovisual, encara 
que també és comuna la transmissió d’àudio, entre un elevat nombre d’usuaris. 
Però amb la diferència que mentre que la ràdio i la televisió proporcionaven un 
servei de difusió o broadcast, on existia un element que enviava un senyal que 
podia captar qualsevol usuari interessat, en xarxes informàtiques això no és 
possible, i han de ser els usuaris interessats els que han de sol·licitar la 
transmissió, sorgint la necessitat d’implementar un sistema de transmissió 
multicast a nivell d’aplicació que funcioni eficientment a Internet, a nivell del 
protocol IP. Però els protocols multicast existents avui dia no estan prou 
desenvolupats ni estesos, per la qual cosa, la transmissió s’ha de fer punt a 
punt, és a dir, unicast, entre el servidor d’streaming i els clients, deduint d’aquí 
la necessitat d’ample de banda d’aquest tipus de servidors, que hauran de 
generar un flux de dades per a cada client. Les següents figures mostren la 





Fig. 1.1 Sistema de difusió  Fig. 1.2 Servei unicast 
 
 
Però a més a més, la transmissió planteja dos problemes a resoldre: d’una 
banda, la gran quantitat de dades que suposa transmetre aquests tipus 
d’informació, i de l’altra, les actuals velocitats de transmissió a Internet, la xarxa 
de xarxes, tot i l’augment de velocitat de transmissió que han aconseguit les 
connexions a Internet en els últims anys, amb la comercialització massiva dels 
serveis ADSL. 
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La resolució d’aquests dos problemes implica el treball en dos camps diferents, 
com són la millora dels sistemes de compressió dels continguts multimèdia i la 
millora de les transmissions d’aquests continguts mitjançant el 
desenvolupament de protocols de transport cada cop més eficients. Però abans 
parlarem del funcionament bàsic i els elements que componen qualsevol servei 
d’streaming. 
 
L’streaming es va plantejar com un servei al qual es pogués accedir mitjançant 
el servei web. Nombroses empreses van entrar en una cursa per a controlar el 
mercat de l’streaming, de les quals, en l’actualitat es mantenen com a colíders 
Microsoft (Windows Media) i Real Networks, cosa que va resultar en infinitat de 
códecs, protocols de transport i aplicacions totalment incompatibles, ja que no 
es van desenvolupar estàndards fins a més tard. Tot i així, els elements de què 
es constitueix principalment un sistema d’streaming són sempre els mateixos, 
descrits a continuació: 
· Codificador: es tracta del software encarregat de produir els continguts 
multimèdia que es transmetran mitjançant streaming. A partir d’una font 
que, bé pot ser un arxiu de vídeo o àudio sense comprimir, o bé un 
dispositiu de captura, haurà de generar un flux de dades apte per a ser 
transmès, és a dir, que requereixi una taxa de transmissió baixa 
mantenint una qualitat acceptable. Aquí és on es fa palesa la necessitat 
de dissenyar mètodes de compressió que permetin reduir fluxos de 
l’ordre de centenars de Mbits/s (o fins i tot Gbits/s), a fluxos més 
manejables, de l’ordre dels Kbits/s fins a pocs Mbits/s, sense que 
aquesta compressió tan gran resulti en pèrdues de qualitat massa 
exagerades. Generalment, el flux generat pel codificador anirà 
directament cap al servidor d’streaming, encarregat de la seva difusió. 
· Servidor d’streaming: serveix els continguts multimèdia utilitzant 
streaming. La seva funció és la d’acceptar les peticions dels usuaris per 
a establir sessions d’streaming i servir-los els continguts multimèdia 
sol·licitats. Degut a que a Internet no és possible la difusió de dades, 
sinó que les transmissions es realitzen punt a punt entre dos extrems, 
aquests servidors d’streaming han de disposar d’un gran ample de 
banda de pujada, per tal de poder proporcionar el seu servei a tots els 
seus clients sense problemes. És aquí on entren en joc els diferents 
protocols de transport en temps real dissenyats per a poder transmetre 
eficientment dades multimèdia en tot tipus de formats, proporcionant 
mètodes per a la detecció de pèrdues i errors de transmissió i mitigar els 
seus efectes negatius. 
· Gestor de continguts: per a poder establir una connexió entre client i 
servidor d’streaming és necessari que el client conegui una determinada 
informació referent al flux o stream que es vol visualitzar, com per 
exemple el códec utilitzat per a la compressió, el protocol de transport, 
els ports que s’utiliran en la transmissió, etc. Aquesta informació és el 
que es coneix com a descripció de la sessió, i és proporcionada pel 
gestor de continguts, que pot ser un servidor web que ens permeti 
connectar-nos posteriorment al servidor d’streaming. 
· Reproductor: és el software localitzat en el client dedicat a la recepció i 
descodificació del flux d’streaming per a la seva reproducció en temps 
real. Ha de suportar els protocols de transmissió i control de la sessió 
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utilitzats pel servidor d’streaming, cosa que representa l’origen dels 
problemes: cada fabricant utilitza els seus códecs i protocols, 
incompatibles entre ells. Això suposa que per a accedir a un determinat 
servidor d’streaming s’haurà d’utilitzar el seu reproductor. Molts 
reproductors utilitzen buffers de transmissió per tal de mitigar els efectes 
de possibles congestions momentànies a la xarxa, tenint dades en 
reserva per a ser reproduïdes. Els reproductors es poden presentar de 
dues formes diferenciades: o bé constitueixen aplicacions independents 
o bé pot tractar-se de plugins incorporats als navegadors web. 
 
D’aquesta manera, l’esquema que solen seguir les diferents arquitectures de 





Fig. 1.3 Esquema bàsic d’un sistema d’streaming 
 
En l’esquema de la figura suposem que el reproductor és un plugin incorporat 
al navegador, per la qual cosa, un cop obtinguda la descripció de la sessió 
mitjançant el servei web (connexió HTTP/TCP de l’esquema), el navegador 
llançarà automàticament el reproductor per a iniciar la sessió d’streaming. En 
aquest moment apareix un fet que no s’havia comentat encara: en una sessió 
d’streaming s’estableixen tres connexions, una per al control de la reproducció 
(protocol RTSP) i dues per a la transmissió de les dades multimèdia i el seu 
control (protocols RTP / RTCP). Tot seguit comentarem la utilitat i el 
funcionament d’aquests protocols: 
· Control de la reproducció. El protocol RTSP (Real Time Streaming 
Protocol) estableix una connexió amb el servidor d’streaming per al 
control de la reproducció, desenvolupant les funcions d’un comandament 
a distància, per a fer una analogia. Una altra utilitat d’aquesta connexió 
és la tria del protocol de transport que s’utilitzarà per a la transmissió de 
les dades multimèdia, així com els ports que s’utilitzaran i les 
característiques del flux que s’enviarà. Realitzar aquestes negociacions i 
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aquest control de la reproducció són les finalitats amb que es va 
dissenyar el protocol RTSP, per part de RealNetworks, Netscape 
Communications i Columbia University. A l’abril de 1998 va ser publicat 
com a estàndard per l’IETF (RFC 2326). És un protocol basat en 
comandes, com el protocol HTTP, amb la diferència que ara les dades 
es transmetran mitjançant una connexió i uns protocols diferents. 
· Transport de la informació. Hem vist la necessitat de proporcionar 
robustesa enfront a pèrdues i retards en les transmissions multimèdia en 
temps real. Això vol dir que en cas de produir-se pèrdues la reproducció 
errònia dels continguts ha de ser el menys molesta possible per a 
l’usuari. Aconseguir això és inviable utilitzant el protocol de transport 
TCP, que és molt ineficient. En canvi, les característiques del protocol 
UDP resulten insuficients per a proporcionar aquesta robustesa de què 
parlàvem. Per tant, se situa una nova capa per sobre del protocol UDP, 
que és el protocol RTP (Realtime Transfer Protocol), que proporciona la 
base per a la transmissió de tot tipus de continguts multimèdia de forma 
tolerant a pèrdues i retards. Va ser publicat com a estàndard tan per 
l’IETF (RFC 1889, desplaçat per l’RFC 3550) com per la ITU (H.225.0) i 
posteriorment s’han anat desenvolupant diverses especificacions per a 
permetre la transmissió de continguts multimèdia en multitud de formats. 
Es tracta de proporcionar una extensió del protocol adequada per a un 
format determinat, així com les normes de fragmentació i transmissió de 
les dades per a maximitzar l’eficiència de la transmissió. Conjuntament 
amb RTP s’utilitza el protocol RTCP (RTP Control Protocol) per a la 
monitorització de la qualitat de servei i proporcionar informació sobre els 
participants en la sessió.  
 
Ja hem vist que un dels principals problemes que implica l’streaming és la gran 
quantitat de dades que es transmeten, que moltes vegades són inviables en 
xarxes hostils com ara Internet. Aquest problema es fa més evident en els 
servidors d’streaming, on les necessitats d’ample de banda es multipliquen en 
proporció al nombre d’usuaris als que es dóna servei. Això resulta en la 
configuració de xarxes de servidors dedicades a repartir la càrrega entre tots 
ells. Aquestes configuracions multiservidor poden ser centralitzades, on un 
servidor proporciona el flux multimèdia a la resta de servidors que, al seu torn, 
el proporcionaran als clients, o poden ser distribuïdes, on els diferents 
servidors, que poden adquirir els continguts d’un mateix servidor central, es 
troben distribuïts geogràficament, per a donar servei a diferents àrees. 
 
Les utilitats dels serveis d’streaming són ben variades. A vegades s’utilitzen 
només per raons de copyright, permetent als usuaris la visualització dels 
continguts mitjançant streaming però no la seva descàrrega. S’utilitzen també 
molt en videoconferències, com en educació, empreses o entre usuaris 
individuals (les típiques videoconferències amb webcam mitjançant aplicacions 
tipus Netmeeting o Messenger), o en telefonia. Però l’objectiu final és el de 
proporcionar un servei de televisió alternatiu a la televisió convencional, el qual 
donaria molta més flexibilitat permetent als usuaris visualitzar els continguts en 
qualsevol moment, no només en el moment de l’emissió. El que sí que podem 
trobar actualment són emissores de ràdio a Internet que utilitzen serveis 
d’streaming per a difondre els seus continguts. 
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1.3. Streaming en sistemes P2P 
 
Un dels problemes que hem vist a l’hora d’implementar un servei d’streaming 
és la gran necessitat d’ample de banda del servidor, ja que haurà de ser capaç 
d’enviar tants fluxos a la xarxa com clients en demanin. Això resulta inviable 
amb un sòl servidor si volem proporcionar servei a un nombre d’usuaris 
relativament gran, per la qual cosa se solen configurar xarxes de servidors 
d’streaming per alleugerir la càrrega de cadascun. Hem vist que aquestes 
configuracions es coneixen com a multiservidors i poden ser centralitzats (tots 
els servidors en una mateixa xarxa local) o distribuïts (els servidors se situen en 
àrees geogràfiques diferents). 
 
El problema que suposa la utilització de multiservidors és el dimensionat de la 
xarxa. Hem de poder predir quin nombre d’usuaris demanarà servei en termes 
mitjos i configurar un multiservidor capaç de proporcionar-hi servei. Suposant 
que realitzem correctament el dimensionat continuarem tenint problemes, ja 
que presumiblement, les peticions de servei no es rebran equiespaiades en el 
temps sinó que tindrem franges de més activitat i franges de menor activitat. 
Això vol dir que en segons quins moments el nostre sistema estarà 
sobredimensionat i en altres moments no serà capaç de proporcionar el servei 
a tots els usuaris que en demanin. 
 
L’ideal seria que la capacitat del sistema per a donar servei augmentés en 
proporció al nombre d’usuaris, de manera que no haguéssim de tenir màquines 
funcionant innecessàriament en alguns moments o saturades de feina en 
d’altres moments. Això seria possible augmentant el nombre de servidors 
d’streaming a mesura que augmenta el nombre d’usuaris, per tornar a 
disminuir-ne el nombre quan ja no siguin necessaris. Podem tenir una sèrie de 
servidors inactius que es vagin engegant automàticament quan sorgeixi la 
necessitat. Tot i així continuaríem tenint una limitació, i és que el nombre 
màxim de servidors que podrien estar donant servei en un moment donat 
estaria limitat al nombre real de servidors de què disposem. Si el nombre 
d’usuaris continués augmentant ja no seríem capaços de proporcionar aquest 
servei i hauríem de rebutjar algunes connexions. 
 
La solució que es planteja és que siguin els mateixos usuaris els que 
proporcionin el servei d’streaming als nous usuaris que es vagin connectant. 
Això vol dir que nosaltres només hauríem de tenir un o alguns servidors 
d’streaming que poguessin acceptar un nombre mínim d’usuaris, i a partir 
d’aquí, serien els usuaris que ja estan connectats i tenen ja part dels continguts 
els que els compartirien amb els nous usuaris. Això modificaria l’escenari 
original passant de ser una arquitectura client-servidor a considerar-se una 
arquitectura peer-to-peer, amb els avantatges que aquests sistemes permeten: 
descentralització, robustesa, escalabilitat i auto-administració. 
 
Anem a veure quines característiques hauria de tenir un sistema d’aquest tipus, 
i quines diferències trobaríem respecte dels sistemes P2P tradicionals. En 
primer lloc ha d’assegurar-se que les taxes de recepció assolides en els clients 
(peers) siguin, com a mínim, iguals a les taxes necessàries per a una correcta 
recepció i reproducció del flux multimèdia: no podem, per exemple, veure un 
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programa de televisió que té una taxa mitja d’1Mbit/s si en realitat estem rebent 
una taxa de 512 kbits/s. Així, aquesta taxa de recepció mínima haurà de 
garantir-se, cosa que ja comporta una diferència significativa respecte dels 
sistemes P2P tradicionals. 
 
D’aquesta necessitat de garantir una taxa de recepció en els clients es dedueix 
que inicialment, haurem de tenir suficients servidors amb l’arxiu complet 
(anomenats seeds o llavors en el món del P2P) per assegurar el servei als 
primers clients que es connectin, fins que n’hi hagi suficients per a que el 
sistema es pugui mantenir per si sol. Hem de recordar que moltes de les 
connexions a Internet dels proveïdors actuals són asimètriques, és a dir, solen 
tenir més ample de banda de baixada que de pujada. Per això serà freqüent 
que els peers disposin de suficient ample de banda de baixada per a poder 
rebre el flux d’un programa determinat, però que l’ample de banda de pujada no 
sigui suficient, per la qual cosa no se li hauria de denegar el servei (en xarxes 
P2P és freqüent denegar el servei a alguns peers que només descarreguen 
informació i no en serveixen), sinó que se li hauria de permetre servir a la taxa 
que fos capaç i altres peers amb més capacitat ja compensarien la seva 
manca. Així estaríem introduint un concepte de balanceig de càrrega pel qual, 
un peer podria estar-se descarregant el mateix flux des de diversos peers al 
mateix temps. 
 
Una altra de les raons per les quals hem de tenir un cert nombre de seeds 
sempre funcionant és per la permanència de les dades en el sistema. En un 
sistema P2P corrent, un peer qualsevol manté les dades que s’ha descarregat 
al seu disc dur durant força temps després d’haver completat la descàrrega i 
pot continuar servint aquestes dades a d’altres peers. Però en un sistema 
d’streaming P2P haurem de suposar que les dades només romanen en el disc 
dur durant la descàrrega, o més concretament durant la reproducció. Un cop 
finalitzada, l’usuari segurament desconnectarà i sortirà del sistema. Per això la 
permanència de les dades en la xarxa és força inferior, i això suposa un 
problema per al funcionament global de la xarxa, sobretot en aquells continguts 
del final del flux que pocs peers seran capaços de servir-los: pensem en l’últim 
minut del programa; qualsevol peer serà capaç de servir aquestes dades 
només durant un minut (o menys per als instants posteriors), de manera que el 
més probable serà que la majoria de les transferències en aquests casos les 
realitzin els seeds, i no els altres peers. 
 
Les utilitats que pot tenir un sistema d’streaming d’aquestes característiques, a 
més de les que ja existeixen en serveis d’streaming convencionals, com la 
publicació de continguts multimèdia, videoconferències o telefonia, són la 
utilització en serveis dedicats a un nombre massiu d’usuaris, com per exemple, 
la ràdio o la televisió. En aquests escenaris seria possible publicar una sèrie de 
continguts (programes) en un portal web, durant un període de temps en el qual 
els usuaris podrien veure / escoltar els programes en qualsevol moment, sense 
estar subjectes als horaris propis dels sistemes de ràdio i televisió actuals. 
 
En la segona part d’aquest treball es dissenyarà un sistema d’streaming P2P 
que compleixi aquestes característiques, i en la tercera part s’implementarà un 
prototipus d’aplicació basada en aquest sistema. El sistema P2P que s’ha pres 
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com a base per a la implementació d’aquest sistema d’streaming és el 
BitTorrent, un sistema que actualment té una gran acceptació, per la seva 
senzillesa i per les altes velocitats de descàrrega que aconsegueixen els seus 
usuaris. Pertany al grup dels sistemes d’enrutament per document, descrits a 
l’apartat 1.1 d’aquest informe, en els quals, els trackers mantenen la informació 
relativa a les fonts existents de cada un dels recursos compartits. Es podria 
classificar com a sistema de la primera generació, ja que, si bé no és un 
sistema centralitzat, tampoc defineix algorismes d’encaminament i topologies 
virtuals entre els peers, com fan els sistemes de segona i tercera generació, 
sinó que els peers es posen en contacte directament entre ells un cop han 
obtingut les dades del tracker. 




Com ja s’ha mencionat, la xarxa BitTorrent pertany al grup de les xarxes P2P 
d’enrutament per document, entre les xarxes de primera generació. BitTorrent 
defineix un protocol d’intercanvi de fitxers entre usuaris en xarxes peer-to-peer, 
dissenyat per Bram Cohen. La versió actual és la 1.0, que ha estat 
implementada en un nombrós nombre de clients. A més, com hem vist, aquesta 
xarxa incorpora uns elements anomenats trackers, que mantenen informació 
sobre els arxius disponibles. Per a la comunicació entre els clients i el tracker 
també s’ha definit un protocol de comunicació utilitzat sobre el protocol HTTP. 
 
L’especificació de BitTorrent defineix tres nivells o aspectes diferenciats: 
l’estructura dels fitxers torrent*, el protocol del tracker HTTP i el protocol de 
comunicació entre peers. En el món del BitTorrent apareixen un seguit de 
termes amb significat rellevant que són descrits a continuació per a evitar 
ambigüitats: 
· peer v/s client: un peer és qualsevol client de BitTorrent que participi en 
una descàrrega, mentre que un client és l’aplicació que corre en la 
màquina local. En participar en una descàrrega un client esdevé un peer. 
· torrent: s’entén per torrent el conjunt de totes les dades distribuïdes en 
la xarxa pertanyent a un mateix arxiu o conjunt d’arxius compartit, que 
poden ser descarregades per qualsevol peer. 
· fragment v/s bloc: un fragment (en anglès, piece**) és una porció de les 
dades d’un torrent, que pot ser verificada mitjançant  un codi de hash 
SHA 1. Un bloc és una porció de les dades que un client pot sol·licitar 
d’un altre peer. Dos o més blocs constitueixen un fragment sencer. 
· estàndard de facto: BitTorrent és una especificació no estandarditzada 
oficialment, de manera que tot i que en la implementació dels clients es 
faci seguint l’especificació, molts d’ells implementen noves funcionalitats 
que han esdevingut prou comunes per a considerar-les com un 
estàndard de facto. 
· bencoding: BitTorrent utilitza en diversos casos un format de codificació 
de dades anomenat bencoding, mitjançant el qual podem representar els 
següents tipus de dades: 
– strings: <longitud de l’string>:<string>  
exemple: 6:string 
– enters: i<enter>e 
exemple: i6e 
– llistes: l<dades en format bencoded>e 
exemple: l4:dadai8ee 




                                               
* Els fitxers de metainfo són els utilitzats per a referenciar un determinat recurs compartit. 
Mitjançant les dades d’aquests fitxers farem les consultes al tracker per a localitzar les fonts. 
 
** La traducció literal de piece és “tros”, o “bocí”. Tanmateix, hem cregut convenient utilitzar en 
tot aquest informe el terme “fragment”, que creiem s’ajusta millor al concepte que representa. 
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Els fitxers de metainfo 
 
La informació referent els arxius compartits en BitTorrent es troba 
emmagatzemada en els fitxers de metainfo (que utilitzen l’extensió .torrent). 
Les dades en aquests fitxers es troben en format bencoded, i consisteixen en 
informació rellevant sobre els arxius publicats a la xarxa pertanyents a un 
mateix torrent. Cada fitxer de metainfo fa referència a un torrent publicat a la 
xarxa. La informació continguda en aquests fitxers és bàsicament la següent: 
· nom i longitud de l’arxiu (i ruta en cas de descriure’n més d’un). 
· codi de hash de l’arxiu sencer (opcional) i de cadascun dels fragments 
en què es divideix (obligatoris) per a detecció d’errors en la recepció, a 
més de la longitud dels fragments. 
· la URL d’anunci del tracker i, opcionalment, URLs de trackers de 
backup. Típicament, els trackers BitTorrent escolten els ports 6969 o 80. 
· altra informació opcional, com el nom de l’autor i comentaris o la data de 
creació del torrent. 
 
 
El protocol del tracker HTTP 
 
El tracker és un servei HTTP que respon a peticions HTTP GET. Aquestes 
peticions inclouen paràmetres que poden servir al tracker per generar 
estadístiques sobre el torrent. Les respostes inclouen una llista de peers que 
ajuden al client a participar en el torrent. 
 
Els paràmetres utilitzats en una petició GET són bàsicament els següents: 
· info_hash: és un hash d’una part del fitxer de metainfo, utilitzat com a 
identificador únic d’un torrent. 
· peer_id: identificador únic del peer. Ja s’ha comentat abans que en les 
xarxes d’enrutament per document (i BitTorrent no és una excepció) 
s’utilitzen identificadors aleatoris per als peers, per a mantenir el seu 
anonimat. 
· port: el port que escolta el client. Típicament dins del rang 6881-6889. 
· finalment trobem altres dades que el tracker utilitzarà per mantenir dades 
estadístiques sobre el torrent i els peers que el mantenen, com el total 
de dades servit i descarregat pel peer, paràmetres per a indicar l’entrada 
o sortida del peer de la xarxa o de descàrrega completa i altres dades 
d’interès. 
 
La resposta del tracker és un document de text consistent en un diccionari 
bencoded amb informació sobre els identificadors, les adreces IP i els ports 
dels peers que tenen part del torrent. També s’indica el nombre de peers que 
tenen el torrent complet o part d’ell i l’interval de temps en què el peer haurà de 
fer noves peticions al tracker per tal de mantenir actualitzada la seva llista de 
peers. 
 
A més a més existeix un conveni pel qual, la majoria dels trackers suporten una 
altra forma de petició, la convenció scrape, que demana per l’estat d’un torrent 
determinat (o de tots els torrents) que gestiona el tracker. La URL d’scrape 
s’obté a partir de la URL d’anunci. Aquesta petició pot anar complementada per 
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l’info_hash d’un determinat torrent, restringint així la resposta del tracker a 
aquest torrent. La resposta a aquesta petició és també un document de text 
consistent en un diccionari bencoded, que conté les següents claus per a cada 
torrent: 
· complete: nombre de peers que tenen el torrent complet, seeds. 
· downloaded: nombre de vegades que el tracker ha registrat una 
descàrrega completa. 
· incomplete: nombre de peers que tenen part del torrent, leechers. 
· name (opcional): nom intern del torrent, especificat pel camp name del 
fitxer de metainfo. 
 
 
Peer Wire Protocol 
 
Aquest protocol de comunicacions entre peers permet l’intercanvi de fitxers 
entre ells. Com ja s’ha comentat, els fitxers a intercanviar es divideixen en 
fraccions més manejables, anomenats pieces (peces o fragments), que alhora, 
els peers s’intercanvien en unitats més petites, els blocs. 
 
Un client de BitTorrent ha de mantenir informació d’estat per a cada connexió 
que estableix amb un peer remot. Aquesta informació fa referència als 
següents conceptes: 
· choking (estrangulació o bloqueig): quan un peer manté aquest estat 
amb un altre peer, vol dir que no atendrà peticions d’ell. 
· interested (interessat): especifica si un peer està o no interessat en 
quelcom que un altre peer posseeix. 
 
En obrir una connexió, l’estat s’inicia amb aquesta configuració de manera que 
ni estan interessats l’un en l’altre ni acceptaran peticions de descàrrega. És 
important mantenir els peers informats sobre si estem o no interessats en ells i 
si els estem bloquejant o no. 
 
A partir del moment en què s’ha establert la connexió, el diàleg entre els peers 
passa per dos fases diferents: 
· Handshake: La comunicació entre peers s’estableix amb un handshake 
inicial. Després d’aquest s’intercanviaran missatges de longitud fixada. 
El handshake consisteix en un missatge que ha de ser sempre el primer 
en la comunicació i se l’han d’enviar els dos peers. És com una carta de 
presentació en què els peers s’intercanvien els seus identificadors i 
l’info_hash del torrent a intercanviar.  
S’espera que el peer que obre la connexió enviï immediatament el seu 
missatge de handshake, al qual respondrà el receptor amb el seu. 
Opcionalment, li podrà enviar també un missatge de bitfield, consistent 
en un camp de bits que representa cadascun dels fragments de l’arxiu, 
indicant quins posseeix i quins no.  
· Diàleg: La resta de missatges intercanviats en el protocol segueixen 
l’estructura següent: 
<length prefix> <message ID> <payload> 
On el lenght prefix és un enter de 4 bytes que indica la longitud del cos 
del missatge, i el message ID és un byte que identifica el missatge. En 
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tots els missatges intercanviats, els nombres enters es codifiquen amb 
quatre bytes. Aquest protocol és molt senzill, i els missatges 
intercanviats són bàsicament missatges destinats, d’una banda, a 
mantenir l’altre peer informat sobre l’estat (choking, interested), i de 
l’altra realitzar peticions de descàrrega, que tindran com a resposta les 
dades sol·licitades. també incorpora missatges de keep-alive per a 





Cal comentar la utilitat de la informació d’estat que mantenen els peers en totes 
les connexions obertes, que s’utilitza para evitar un comportament inadequat 
d’aquells peers, com s’ha comentat anteriorment, que únicament descarreguen 
informació, però no la comparteixen amb altres peers, dificultant així l’expansió 
de la xarxa BitTorrent. 
 
Inicialment, el peer amb el que ens hem connectat ens bloqueja la connexió 
(ens posa en estat choked). El nostre client envia un missatge dient que està 
interessat en les dades que té aquest peer, i aleshores el peer decideix si ens 
concedeix o no l’estat unchoked (si ens desbloca o no la connexió). Aquesta 
decisió es realitza comprovant les taxes de pujada (o upload rate) dels clients 
que volen descarregar la informació, de manera que els quatre peers amb 
major taxa de pujada són desblocats. Aquests peers reben el nom de leechers. 
 
Aquest peer que ens serveix la informació també pot tenir connexions obertes 
amb peers que no estan interessats, i els que tinguin major taxa de pujada 
seran desblocats (unchoked). Quan algun d’aquests peers passa a estar 
interessat, el leecher amb menor taxa de pujada serà bloquejat (choked). A 
aquest procés se’l coneix com a choking algorithm, mitjançant el qual es 
premia als usuaris que més dades pugen a la xarxa, que aconseguiran taxes 
de descàrrega majors. 
 
Normalment, les comprovacions d’estat es realitzen un cop cada deu segons, 
per així evitar el problema de la fibrillation, consistent en canviar l’estat dels 
peers massa freqüentment, afavorint la congestió del canal. Una altra 
característica que es pot afegir a aquest algorisme és permetre cada cert temps 
un peer sigui desblocat sigui quina sigui la seva taxa de pujada. Si aquest peer 
estava interessat, el leecher amb menor taxa de pujada serà blocat. D’aquesta 
forma, s’assegura que tots els peers puguin tenir oportunitat de descarregar 
dades. Aquest algorisme es coneix com a optimistic unchoking. 
 
Relacionat amb els algorismes anteriors, tenim l’“efecte snubbing”. Quan tots 
els peers tenen un mateix peer blocat durant força temps, es diu que aquest 
peer està snubbed. Per evitar aquest efecte, BitTorrent assumeix que, quan 
passa més d’un minut sense que es rebi cap fragment complet d’un determinat 
peer, s’està produint snubbing per part seva. Aleshores, aquest peer deixarà de 
pujar-li informació, de manera que la seva taxa de pujada serà nul·la, i farà més 
probable que es produeixi un optimistic unchoking. Si ens imaginem una 
situació en què un peer està patint snubbing per part de la resta de peers amb 
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els quals està connectat, el resultat d’aquest procés serà possiblement un 
seguit d’optimistic unchokings cap a aquest peer, que faran que recuperi 
ràpidament la taxa de descàrrega. 
 
El protocol de transport més utilitzant en la xarxa BitTorrent és el TCP, encara 
que hi ha alguns clients que poden utilitzar UDP o TCP indistintament. El 
protocol TCP té com a avantatge respecte al UDP que la comunicació es fiable, 
assegurant la recepció de les dades, però els mecanismes que incorpora per 
evitar la congestió i per al control de flux provoquen una ineficiència en les 
transmissions. L’ús del choking algorithm permet que, per als peers que tenim 
en estat choked, la connexió gairebé no consumeixi ample de banda, ja que no 
hi ha transmissió de dades, dedicant tota la capacitat del canal a aquelles 
connexions que ens interessen. 
 
A més a més, el fet de tenir diverses connexions actives simultàniament permet 
aprofitar millor la capacitat del canal. Si només tinguéssim una sola connexió, el 
control de congestió del TCP provocaria una reducció de la velocitat de 
transmissió en el cas de detectar pèrdues. Aquest control de congestió del TCP 
es realitza mitjançant algorismes com el Slow-Start o el Congestion Avoidance, 
que consisteixen en reduir la finestra de transmissió del TCP (es a dir, la 
quantitat de dades que es poden transmetre sense rebre confirmació per part 
del receptor). En utilitzar diverses connexions simultànies, permetem que si una 
d’elles pateix congestió, només es perd momentàniament part de l’ample de 
banda reservat a aquesta connexió, sense afectar a la resta. 
 
 
Popularitat de BitTorrent 
 
Com s’ha vist, el funcionament de la xarxa BitTorrent deriva de dues idees 
senzilles: primer, el fet de fragmentar l’arxiu en fragments i blocs que seran 
distribuïts entre els usuaris, de manera que cada peer comparteix amb la resta 
petites parts dels arxius, i segon, la utilització d’identificadors aleatoris per als 
peers per a mantenir l’anonimat dels usuaris. Tots els peers descarreguen i 
pugen dades simultàniament, de manera que quants més d’ells es trobin 
connectats a la xarxa, més capacitat, guanyarà el sistema i més ràpides seran 
les transferències. 
 
BitTorrent es un estàndard obert, fet que ha facilitat l’aparició de nombrosos 
clients que implementen diferents funcionalitats, sempre sobre la base de 
l’especificació original, mantenint la compatibilitat. Els usos que es poden fer 
d’una xarxa BitTorrent són ben variats: des de l’intercanvi d’informació entre 
usuaris anònims fins a la utilització de xarxes BitTorrent en empreses per a la 
distribució ràpida de material entre els treballadors. 
 
Els mecanismes que incorpora per al control i gestió de les connexions i la 
optimització del seu ús han donat molt bons resultats en escenaris típicament 
hostils, com ara Internet, fet que li ha proporcionat una gran acceptació entre 
els usuaris, esdevenint una de les xarxes P2P més populars i utilitzades 
actualment, juntament amb les xarxes eMule / eDoneky o Kazaa. 
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CAPÍTOL 2. BITSTREAM 
 
 
2.1. Visió global 
 
En aquest treball de final de carrera tractem de dissenyar i implementar una 
aplicació mitjançant la qual puguem realitzar streaming en escenaris P2P, amb 
l’objectiu d’alleujar la càrrega dels servidors d’streaming tradicionals i, alhora, 
poder donar servei a més usuaris. El funcionament d’aquest sistema 
d’streaming en xarxes P2P estarà basat en el BitTorrent, del qual s’ha fet una 
breu introducció en la primera part del treball. La idea és adaptar els protocols 
definits en aquest sistema P2P per adaptar-los a les necessitats d’un sistema 
d’streaming. 
 
El primer que s’ha de fer és decidir com utilitzaríem un sistema BitTorrent per a 
realitzar streaming. Anem a fer un repàs dels elements que constitueixen un 
sistema d’streaming i plantejar com els introduirem en el nostre sistema 
d’streaming P2P, que anomenarem BitStream, i que s’estructurarà de la 
mateixa manera que el sistema BitTorrent. 
 
El gestor de continguts: aquesta funció la realitzarà el tracker BitStream. Les 
similituds entre el gestor de continguts d’un sistema d’streaming i el tracker 
BitTorrent són evidents: l’usuari es connecta al gestor de continguts per poder 
posar-se en contacte amb el servidor d’streaming, de la mateixa manera que ho 
fan els clients BitTorrent amb el tracker. En el nostre cas, el tracker 
proporcionarà la llista de peers que posseeixen el total, o part del flux sol·licitat. 
En un sistema d’streaming els clients obtenen del gestor de continguts la 
denominada descripció de sessió; en el nostre cas, adaptarem els fitxers de 
metainfo utilitzats en BitTorrent per poder introduir-hi la informació necessària 
per a realitzar la transmissió (característiques del flux, format, etc.). 
 
El servidor d’streaming: ja hem vist que l’objectiu principal dels sistemes P2P 
és la compartició de recursos entre els usuaris. En un sistema d’streaming, el 
servidor (o servidors en un sistema multiservidor) proporciona els continguts a 
la resta d’usuaris, per la qual cosa el requeriment d’ample de banda en aquest 
element és molt important. En el sistema que dissenyarem seran els peers els 
que duran a terme la funció de servidors d’streaming; al mateix temps que 
obtenen els continguts multimèdia, els serviran a d’altres peers interessats, 
obtenint un sistema totalment distribuït en el qual les necessitats d’ample de 
banda dels diferents elements seran força inferiors al cas de sistemes 
centralitzats. Evidentment, serà necessària l’existència de seeds, és a dir, 
peers que posseeixin el total dels continguts i que es mantinguin connectats per 
tal d’iniciar la distribució de les dades. 
 
El codificador i el reproductor: aquests dos elements són més propis de 
l’aplicació utilitzada que del sistema d’streaming, per la qual cosa no entrarem 
en detalls en aquest disseny, ni tampoc seran implementats en l’aplicació 
prototipus. S’assumeix, que les fonts dels fluxos multimèdia intercanviats entre 
els peers BitStream és, en primera instància, el disc dur del seed o seeds 
primaris, i en segona instància, la resta de peers presents en el sistema. Pel 
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que fa al reproductor, les aplicacions hauran de disposar-ne per a la 
reproducció dels continguts. En ambdós casos, la complexitat augmentarà a 
mesura que vulguem donar suport a més formats diferents, tant d’àudio com de 
vídeo. 
 
Ara ja tenim definits els elements que intervindran en el nostre sistema 
BitStream. D’una banda tenim els continguts multimèdia, inicialment localitzats 
en els seeds primaris i que, gradualment, s’aniran distribuint per tota la xarxa 
entre els peers. La informació relativa a aquests continguts es troba en els 
fitxers de metainfo, que poden ser publicats en servidors web per a la seva 
distribució. Els peers realitzen una doble funció: d’una banda són els clients, 
que volen visualitzar un determinat contingut multimèdia, i de l’altra són els 
servidors que proporcionaran aquestes dades a d’altres peers. En definitiva, 
l’estructura que tenim continua essent exactament la mateixa que la de 
BitTorrent, però hem definit quines funcions realitzarà cadascun dels elements 
dels sistema per tal d’implementar un servei d’streaming en aquest escenari. 
De manera que a continuació aprofundirem en el disseny per veure quines 
modificacions en l’especificació de BitTorrent seran necessàries per a 
proporcionar el servei que volem. 
 
La diferència principal que trobem entre el funcionament de BitTorrent i el del 
nostre sistema BitStream és el fet que en el segon, les transmissions s’hauran 
de realitzar en temps real, cosa que defineix una taxa de transmissió mínima 
que en BitTorrent no s’estableix. Aquesta taxa de transmissió mínima dependrà 
de les característiques del flux multimèdia a transmetre; com hem dit, aquestes 
característiques s’introduiran en els fitxers de metainfo. Per tant, les nostres 
modificacions en el sistema BitTorrent original tindran per objectiu proporcionar 
aquestes velocitats de transmissió, actuant en aspectes concrets de 
l’especificació, que es plantejaran en aquest apartat, mentre que en els propers 
apartats d’aquest segon capítol del treball es presentarà el disseny del sistema 
BitStream. 
 
Però abans, comentarem un altre aspecte de les transmissions BitStream que 
hem de tenir en compte: a diferència de com es realitzen en BitTorrent, les 
transmissions en un sistema d’streaming han de realitzar-se de forma 
ordenada, és a dir, un cop fragmentat el flux a transmetre, els diferents 
fragments s’hauran de rebre de forma ordenada. Aquest fet ens suposa un 
problema, ja que en qualsevol moment de la transmissió, haurem de buscar 
una determinada part de les dades d’entre totes les dades disponibles, enlloc 
de poder descarregar dades de qualsevol part de l’arxiu. Això implica que 
hauríem de modificar el mètode com el tracker escull la llista de peers que 
retornarà en les peticions que li fem, de manera que en la llista apareguin 
aquells peers que siguin més susceptibles de tenir la part de les dades que ens 
interessa. Dit d’una altra manera, en una petició que nosaltres fem al tracker, 
no ens interessa que aquest ens comuniqui, per exemple, peers que hagin 
iniciat la sessió d’streaming més tard que nosaltres, ja que sempre aniran per 
darrere de nosaltres i no ens podran proporcionar dades que no tinguem. 
 
Arribats a aquest punt, tenim dos requeriments bàsics en la transmissió: que es 
realitzi de forma ordenada i que puguem garantir una velocitat de transmissió 
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adequada. Anem a veure com podem abordar aquest segon requeriment. 
Podem centrar-nos en dos aspectes, el primer dels quals és la millora de 
l’eficiència en les comunicacions i el segon, establir un mecanisme pel qual els 
diferents peers es comprometin a servir dades a una taxa adequada. 
 
Per a les comunicacions entre peers, BitTorrent defineix el Peer Wire Protocol, 
que generalment funciona sobre TCP. Com sabem, el TCP resulta un protocol 
de transport ineficient en aplicacions en temps real, degut als seus mecanismes 
de retransmissió i de control de flux, a més d’utilitzar capçaleres més grans que 
altres protocols de transport. El que ens interessa a l’hora de reproduir uns 
continguts multimèdia en temps real no és garantir la recepció de les dades, 
sinó garantir la velocitat d’una transmissió amb una certa tolerància a errors, 
per a la qual cosa, en un primer moment, hauríem de prescindir dels sistemes 
de control de flux, del control de les pèrdues i de les retransmissions, però sí 
intentar minimitzar els efectes de les pèrdues. 
 
El que es proposa és definir un nou protocol que estableixi un canal de 
senyalització i un altre de transmissió, tal com fan els actuals sistemes 
d’streaming (anteriorment s’han presentat els protocols RTP/RTCP com a 
protocols de transport en temps real). El canal de senyalització serà molt similar 
al protocol de comunicació entre peers de BitTorrent i funcionarà també sobre 
TCP. Però la transmissió de les dades es realitzarà sobre un canal UDP, més 
adecuat, per a millorar l’eficiència de la transmissió.  
 
Com sabem, les transmissions sobre UDP estan subjectes a pèrdues i errors 
de transmissió, i en un sistema d’streaming ens interessa minimitzar els seus 
efectes més que no pas evitar-les. Però el nostre cas és una mica diferent: a 
més de reproduir el flux multimèdia que rebrem, l’haurem de transmetre a 
d’altres peers que ens el demanin, de forma que no ens podem permetre anar 
acumulant errors en les dades en cada viatge que facin per la xarxa. Per això, 
haurem de dissenyar un sistema de control d’errors i retransmissions per a 
garantir que només servirem dades correctes a la resta de peers, encara que 
haurem de ser més permissius en el moment de la reproducció (molts formats 
tant d’àudio com de vídeo ja incorporen mecanismes per al control d’errors i per 
a mitigar els seus efectes). La idea és que nosaltres anirem reproduint el flux 
multimèdia a mesura que l’anem rebent; en el moment de detectar un error en 
les dades rebudes demanarem la retransmissió d’aquest fragment sencer, 
sense aturar la resta de processos. Aquestes retransmissions es realitzaran 
sobre el canal de senyalització (TCP), ja que ara sí que ens interessa garantir 
la recepció prioritzant-la sobre l’eficiència. 
 
Aquestes modificacions en el funcionament del sistema BitTorrent milloren 
l’eficiència en les comunicacions, i per tant la taxa de recepció de dades que 
aconseguirem, però encara no garantim la velocitat mínima requerida per les 
característiques del flux multimèdia. Per aconseguir-ho haurem de fer que els 
peers, en el moment que serveixen dades, arribin a un compromís amb els 
peers receptors per a proporcionar-los una taxa de recepció constant, encara 
que aquesta taxa sigui inferior a la requerida pel flux a transmetre. En aquest 
cas, mitjançant la recepció de dades des de diferents peers haurem 
d’aconseguir la taxa adequada. 
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Per a realitzar això s’ha dissenyat un mecanisme mitjançant el qual, els peers 
interessats en rebre dades reservaran un determinat ample de banda de pujada 
dels peers transmissors abans de sol·licitar l’enviament de dades. Abans de 
confirmar la reserva, els peers transmissors hauran d’assegurar-se que són 
capaços de garantir aquesta taxa de transmissió. Les reserves tindran un 
caràcter temporal, és a dir, seran vàlides durant un cert període de temps, 
expirat el qual s’haurà de tornar a realitzar la reserva. Aquest mecanisme de 
reserva d’ample de banda serà explicat amb més detall en la descripció del 
protocol de comunicacions entre peers. 
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2.2. Els fitxers de metainfo 
 
Ja hem comentat que en BitTorrent s’utilitzen uns fitxers de metadades, els 
fitxers de metainfo, que proporcionen informació sobre els continguts dels 
torrents i la URL d’anunci del tracker corresponent. En BitStream també 
s’utilitzaran aquests fitxers, que serviran, a més a més, per obtenir informació 
sobre el flux multimèdia que es rebrà, de cara a la seva transmissió, recepció i 
reproducció. Si recordem, en el cas del BitTorrent, un torrent podia contenir un 
o més arxius i, en el cas de contenir-ne més d’un, permetia la seva organització 
en directoris. En el cas de BitStream, on l’equivalent del torrent és l’stream, els 
fitxers de metainfo estan associats a només un arxiu, el qual sí que podrà 
contenir més d’un flux de dades multimèdia (per exemple, un de vídeo i un altre 
d’àudio). 
 
Igual que en BitTorrent, els fitxers de metainfo estan codificats en format 
bencoded, contenint un diccionari amb les següents claus que, en general, 
segueixen el mateix esquema que el descrit en l’especificació del BitTorrent (si 
no s’indica el contrari, els valors d’aquestes claus seran strings en format 
bencoded): 
· announce: la URL d’anunci del tracker (serà ignorada en cas d’existir el 
camp announce-list). 
· announce-list (opcional): utilitzat per donar informació sobre trackers de 
backup. Consisteix en una llista d’strings, cadascun d’ells serà la URL 
d’anunci d’un tracker, preferiblement ordenades segons la preferència. 
· creation date (opcional): data de creació de l’stream (enter en segons 
des de l’1 de gener de 1970 a les 00:00:00 UTC). 
· comment (opcional): comentaris de l’autor. 
· created by (opcional): nom i versió de l’aplicació utilitzada per a generar 
l’stream. 
· info: és un diccionari que descriu el contingut de l’stream. Haurà de 
contenir les següents claus: 
o lenght: longitud del fitxer en bytes (enter). 
o md5sum (opcional): string de 32 caràcters hexadecimals 
corresponent al hash MD5 de l’arxiu. 
o name: el nom de l’arxiu que conté els continguts multimèdia. 
o streams: descriu les característiques del flux multimèdia de l’arxiu 
indicat per la clau name. Aquest és un camp afegit al format original 
dels fitxers de metainfo del BitTorrent, per la qual cosa es descriurà 
detalladament al final. 
o piece lenght: mida de cada fragment (enter). A diferència del 
BitTorrent clàssic, en què la mida dels fragments estava fixada en 
bytes, ara estarà fixada en temps, molt més pràctic per a treballar 
amb dades multimèdia. En alguns casos, el valor indicat en aquest 
camp serà el nombre de frames continguts en cada fragment 
(piece), i en d’altres casos aquest camp s’utilitzarà igual que en el 
BitTorrent original, indicant la mida del fragment en bytes. 
o pieces: string consistent en la concatenació dels hashos SHA 1 de 
cada fragment del fitxer, utilitzats per a detectar errors de 
transmissió. 
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Ara comentarem el paràmetre streams que es troba dins del paràmetre info 
dels fitxers de metainfo. Aquest paràmetre consisteix en una llista de 
diccionaris en format bencoded que proporciona informació sobre cada un dels 
fluxos multimèdia associats. Servirà al peer que se’l vulgui descarregar per 
saber quin tipus de flux rebrà (àudio, vídeo...), el seu format i altres dades útils 
per a la descàrrega. Les claus que conté cadascun d’aquests diccionaris són 
les següents (en tots els casos, el valor de la clau és un enter en format 
bencoded): 
· type: tipus de dades del flux (vídeo, àudio, altres) 
· codec: códec utilitzat. 
· bitrate: taxa mitja del flux, en kBits/s. 
· framerate: taxa de frames del flux, en frames/s. El que s’entén per frame 
dependrà del tipus de flux: en un flux de vídeo cada frame correspon a 
una imatge o quadre, en un flux d’àudio correspon a una trama o una 
mostra, segons el format. 
· frame_length: mida mitja del frame, en bytes. 
 
Gràcies a aquests paràmetres el peer sabrà com és l’stream que intenta 
descarregar-se, i podrà adoptar polítiques que l’ajudin a fer més eficient la 
descàrrega. L’opció més simple seria la d’anar demanant quadres a una 
velocitat constant, que es correspondria amb la taxa indicada en el paràmetre 
framerate. La taxa de transmissió que reservaria a l’altre peer seria la indicada 
en el paràmetre bitrate. Però això suposaria problemes quan trobéssim una 
sèrie de quadres seguits que superessin la mida mitja, ja que en qualsevol 
programa podrem trobar escenes que generin una taxa major que d’altres. Per 
exemple, en una escena determinada, sense massa moviment, els quadres 
seran menors que la mida mitja i no hauríem de tenir problemes en cas que 
haguem reservat un ample de banda igual al indicat en el camp bitrate (ens en 
sobraria). Però en una escena d’acció, els quadres seran més grans que 
aquesta mida mitja indicada i resultarà en un retard en la descàrrega (l’altre 
peer ens transmetrà les dades a la taxa que tinguem reservada, no més) que 
es veurà reflectit en la reproducció. Per tant, el que podem fer si detectem que 
la mida dels quadres comença a augmentar és calcular la taxa necessària i 
realitzar la reserva en base a aquesta taxa, i no en base a la indicada en el 
fitxer de metainfo. 
 
Com s’ha vist, el paràmetre piece length s’utilitza de manera diferent que en el 
BitTorrent clàssic. Mentre que abans es tractava d’una longitud fixa en bytes 
per als fragments del contingut, ara el podem utilitzar indicant una longitud fixa 
en temps, de manera que els fragments tenen una mida diferent en bytes. Així, 
si volem saber la mida mitja que tenen els fragments d’aquest stream, podem 
multiplicar el valor de piece length (nombre de frames per fragment) pel de 
frame_length (longitud mitja del frame). En el cas  de continguts multimèdia en 
què els frames siguin de longitud fixa (com en l’àudio PCM, que enlloc de 
quadres o trames, s’utilitzen mostres PCM de 8 bits), calcularem la longitud del 
fragment de la mateixa manera, però en aquest cas obtindrem el valor real, i no 
el valor mig. Per últim, si els continguts de l’stream es troben en un format 
desconegut o no són de tipus multimèdia, les transmissions es realitzaran 
dividint els continguts en fragments de longitud fixa, indicada en el paràmetre 
piece length, mantenint així la compatibilitat amb el BitTorrent original. 
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Com s’ha dit, els valors dels paràmetres indicats són enters, i en el cas dels 
paràmetres type i codec es corresponen amb els següents codis de valors: 
 
 
Taula 2.1. Paràmetre type 
 




Altres continguts 4 
 
 
Taula 2.2 Paràmetre codec 
 
Códecs d’àudio 
Códec utilitzat Valor 
PCM 1 
MPEG-1, layer I / II 2 
MP3 3 
AC3 4  
Códecs de vídeo 
Códec utilitzat Valor 
Sense compressió 11 
MPEG-2 12 
H.263 13 
MPEG-4 14  
 
 
Cal considerar el cas en què el tipus de dades (type) prengui valor quatre, és a 
dir “altres continguts”. En aquest grup considerem dades que no són 
multimèdia, o formats desconeguts. En aquests casos, no té sentit incloure 
informació sobre l’stream, de manera que els diferents valors que prendran els 
paràmetres continguts dins de la clau streams prenen els següents valors: 
· type: 4 
· codec: 0 (sense códec, o desconegut). 
· bitrate: aquest camp sí que s’utilitza, indica la taxa de transmissió 
recomanada per a aquest stream. 
· framerate: 0 (no s’utilitza). 
· frame_length: no té sentit parlar de frames si el format és desconegut. 
Aquest camp s’utilitzarà per a indicar la mida recomanada en bytes dels 
blocs. La mida dels fragments s’indicarà en bytes en el camp paràmetre 
piece length, tal com s’utilitza aquest paràmetre en el BitTorrent clàssic. 
 
Per últim resta comentar que aquestes taules queden obertes per a la 
incorporació de més tipus de dades i formats de codificació, en cas que les 
proves de funcionament de l’aplicació prototipus que s’implementarà siguin 
bons i es pugui valorar una utilització real del sistema. 
                                               
* Per a realitzar les simulacions amb l’aplicació implementada s’utilitzaran uns arxius de traces 
de vídeo. Per tant, en aquest cas el paràmetre codec prendrà el valor d’algun códec de vídeo. 
Per a més informació sobre els fitxers de traces, veure l’apartat 2.5 Transmissions. 
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2.3. El protocol del tracker BitStream 
 
El tracker BitStream és pràcticament idèntic al d’un tracker BitTorrent, amb 
algunes petites diferències. Com a servei HTTP, el tracker respon a peticions 
HTTP GET, dirigides al port 7979, encara que aquest port és un paràmetre 
configurable en l’aplicació BitStream implementada. Aquestes peticions 
inclouen paràmetres que poden servir al tracker per generar estadístiques 
sobre l’stream, com passava amb els torrents en el cas del BitTorrent. Les 
respostes inclouen una llista de peers que ajuden el client a participar en el 
stream. 
 
La URL d’anunci del tracker és, com en el BitTorrent, una URL on la darrera “/” 
va seguida de la paraula clau announce. En ser un protocol utilitzat sobre 
HTTP, a continuació de la URL d’anunci vindrà el símbol “?”, que indica l’inici 
de la llista de paràmetres. Quan algun d’ells conté dades binàries, aquestes es 
codificaran en el format %nn quan sigui necessari. Igualment, els diferents 
paràmetres tenen el format clau=valor, separats pel símbol “&”. Aquests 
paràmetres són els següents: 
· info_hash: és un hash d’una part del fitxer de metainfo (el diccionari 
indicat per la clau info), utilitzat com a identificador únic d’un stream. 
· peer_id: identificador únic del peer. Ja s’ha comentat abans que en les 
xarxes d’enrutament per document (i BitTorrent no és una excepció) 
s’utilitzen identificadors aleatoris per als peers, per mantenir el seu 
anonimat. Aquesta característica es manté en BitStream. 
· event (esdeveniment): si apareix, ha de ser un dels següents: 
o started: s’ha d’enviar en la primera petició al tracker. 
o stopped: s’ha d’enviar quan el client abandona la sessió. 
o completed: s’ha d’enviar quan es completa una descàrrega 
· port: el port TCP que escolta el client. Típicament dins del rang 7881-
7889, però que és un paràmetre configurable en l’aplicació BitStream. 
· uploaded: total de dades pujades pel client (en bytes). 
· downloaded: total de dades descarregades pel client (en bytes). 
· left: la quantitat de bytes del stream que al client encara li resten per 
descarregar. 
· bandwith: ample de banda de baixada total de què disposa el client. 
· numwant: nombre de peers (màxim) que el client vol que apareguin en 
la llista retornada pel tracker. 
 
Aquestes paràmetres descrits són exactament els mateixos que en les 
peticions que realitzaven els clients BitTorrent, a excepció del paràmetre 
bandwith, que és nou. Però trobem algunes petites diferències en la seva utilitat 
o en el format. Començant per l’identificador de peer, que segueix la 
convenció Azureus-style, que es descriu en l’especificació original de 
BitTorrent: -AAXXXX-, on AA correspon a l’identificador del client, XXXX 
correspon a la versió del client, i se segueix amb una sèrie de nombres 
aleatoris fins a completar els 20 bytes de l’identificador. Així, el format del 
peer_id en l’aplicació BitStream serà: 
 
-BS0090-... (BitStream versió 00.90) 
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Però els nombres aleatoris corresponen a un timestamp que serà assignat pel 
tracker en la primera petició que realitzi el client. Aquest timestamp podrà ser 
utilitzat per donar la llista de peers, donant preferència a aquells de més 
recents. Donat que si un peer té connexions amb diversos trackers es podria 
donar un conflicte entre els timestamps assignats per a cada un, el que es fa és 
que el tracker només assignarà un identificador de peer en cas que el client 
encara no en tingui; si en tingués respectaria el que ja té. 
 
Després trobem algunes petites ampliacions en el significat i les implicacions  
dels esdeveniments (event) en les peticions announce. El primer a tenir en 
compte és l’esdeveniment started; si apareix aquest esdeveniment, el camp 
bandwith serà obligatori i el tracker haurà de comprovar que el client disposa de 
prou ample de banda per a realitzar la descàrrega. En el cas dels 
esdeveniments completed i stopped, hem concretat les implicacions que té el 
rebre aquest tipus d’esdeveniments, adaptant-los a les implicacions que té el 
fet que en BitStream no realitzem descàrregues d’arxius (com en BitTorrent), 
sinó que rebem uns continguts multimèdia mitjançant streaming.  
 
L’esdeveniment completed implica que un peer ha finalitzat la descàrrega d’un 
determinat contingut, i per tant, disposa de la totalitat de les dades, per la qual 
cosa esdevé un seed que pot servir els continguts a d’altres peers. Però com 
que generalment, l’usuari desconnectarà en haver visualitzat els continguts que 
volia, ja no podrà servir-los a d’altres usuaris i ho haurà d’indicar al tracker 
mitjançant l’esdeveniment stopped. D’aquesta manera, un usuari que 
desconnecti immediatament després d’acabar la visualització, enviarà 
consecutivament dos peticions al tracker, la primera amb l’esdeveniment 
completed i la segona, poc després en acabar la reproducció, amb 
l’esdeveniment stopped. 
 
Vist ara com són les peticions announce, anem a parlar de la resposta del 
tracker. Es tracta d’un document de text consistent en un diccionari bencoded 
amb informació sobre l’stream en qüestió. Les claus que conté aquest 
diccionari bencoded són les següents: 
· failure reason: missatge d’error (string) llegible per l’usuari. Si és 
present, el diccionari no durà més claus.  
· your id: en cas de que la petició tingués l’esdeveniment started i el peer 
que fa la petició encara no tingués identificador, la resposta haurà de 
tenir aquest camp, amb l’identificador assignat al peer. El peer 
conservarà aquest identificador durant tota la sessió. 
· interval: interval en segons (enter) entre peticions del peer al tracker. 
· complete: nombre de peers (enter) que tenen o han visualitzat l’arxiu 
sencer (seeders). 
· incomplete: nombre de peers (enter) que estan visualitzant l’arxiu 
(streamers), és a dir, que encara no el tenen sencer. 
· peers: llista de diccionaris amb informació sobre els peers que estan 
visualitzant l’arxiu o que ja l’han vist sencer i encara no han tancat la 
sessió (aleshores encara són capaços de servir-lo), cadascun amb les 
següents claus: 
o peer id: identificador del peer (string). 
o ip: adreça IP del peer (string). 
30                                                                         Anàlisi de BitTorrent per a la transmissió de vídeo mitjançant Streaming 
 
o port: port que escolta el peer (enter). 
 
La llista de peers retornada pel tracker ha de ser una llista generada a partir de 
tots els peers que estan visualitzant l’arxiu o el tenen complet, i per tant, poden 
transmetre’l a altres peers. Si no s’especifica en la petició, la llista de peers té 
una longitud de 50 per defecte (com a màxim). És important tenir en compte 
que no és el mateix intercanviar arxius que fer streaming. Hem de suposar que 
quan un usuari ha vist un programa, desconnectarà i ja no el servirà més. S’ha 
d’informar al tracker (event = stopped). D’altra banda, mentre el peer no 
desconnecti, podrà seguir servint l’arxiu com a seed, des del moment en què 
hagi notificat la recepció completa de l’stream (indicant-ho amb l’esdeveniment 
completed). 
 
El criteri per escollir la llista de peers és el següent: donat un temps T (p.e. la 
tercera part de la duració del programa), retornarà els peers: 
 
{t–T, t} + K–|L| 
 
on: 
t ≡ instant d’arribada del peer (timestamp de l’identificador) 
T ≡ aquest temps no haurà de ser superior a la duració del programa 
L ≡ {t-T, t} (peers escollits) 
K ≡ nombre de peers desitjat (indicat en el paràmetre numwant de la 
petició) 
K-|L| ≡ peers afegits aleatòriament a la llista en cas que L no siguin 
suficients 
 
Aquest mètode d’elecció garanteix que els primers peers retornats són dels 
últims que han arribat abans de la nostra arribada i, per tant, continuaran 
connectats (sent capaços de servir els continguts) durant més temps, si no és 
que tanquen la connexió de forma inesperada. En canvi, si s’escollissin els 
peers de forma totalment aleatòria, podríem trobar-nos alguns peers que 
estiguin a punt d’acabar de veure el programa, per la qual cosa serien útils 
durant poc temps, ja que presumiblement desconnectarien en acabar la 
visualització; o pitjor, que trobéssim peers que van arribar més tard que 
nosaltres, els quals mai tindrien dades noves per a nosaltres ja que anirien amb 
retard respecte de nosaltres. 
 
Per acabar aquest capítol, comentarem altres funcionalitats que el tracker 
hauria de ser capaç de realitzar, i que seran implementades en el tracker de 
l’aplicació prototipus. En primer lloc, el tracker ha de ser capaç de donar 
resposta a peticions GET buides: en rebre una petició HTTP GET sense 
paràmetres, el tracker ha de mostrar una pàgina HTML indicant que no es 
tracta d’un servidor HTTP típic, sinó que es tracta d’un tracker BitStream.  En 
qualsevol cas, haurà d’enviar  un error HTTP en cas de rebre una petició 
desconeguda. Opcionalment, també es pot utilitzar el tracker com a servidor 
HTTP normal, donant informació sobre els streams que gestiona (de cara a 
l’usuari) i proporcionant enllaços per a la descàrrega dels fitxers de metainfo. 
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El tracker també haurà de mantenir estadístiques referents als streams 
gestionats, com poden ser la taxa d’arribades de nous clients, la taxa en què 
s’han anat registrant esdeveniments completed o el nombre de vegades que un 
peer és retornat en peticions d’altres peers. A l’apartat 3.1 Descripció de 
l’aplicació, es comenta la funcionalitat implementada per al manteniment 
d’estadístiques en el tracker BitStream, estadístiques que s’utilitzaran en 
l’apartat 3.3 Proves de funcionament per a l’anàlisi del funcionament de 
l’aplicació. 
 
En BitTorrent trobem la convenció scrape, que consisteix en un altre tipus de 
petició que poden realitzar els clients al tracker, i s’utilitza per a obtenir 
informació estadística referent a un stream determinat (o tots els que gestiona 
el tracker). En BitStream hem considerat tenir en compte aquest tipus de 
peticions, que poden donar informació als clients sobre la disponibilitat dels 
continguts multimèdia, de manera que el tracker BitStream també haurà de 
respondre a aquest tipus de peticions. 
 
La URL d’scrape s’obté a partir de la direcció d’anunci del tracker. Per obtenir-
la ens hem de desplaçar fins a l’última ‘/’ de la URL d’anunci i on trobem la 
paraula ‘announce’, la substituïm per ‘scrape’. La petició scrape  és també una 
petició HTTP GET, que pot portar un paràmetre info_hash com el descrit en la 
petició announce per tal de restringir la resposta del tracker a aquest stream en 
concret. 
 
La resposta a una petició scrape ha de ser, igual que en el cas de la petició 
announce, un document de text en format bencoded que contingui un diccionari 
amb una clau, files, el valor de la qual serà un altre diccionari. Aquest segon 
diccionari contindrà un parell clau-valor per a cada stream per al qual es donin 
estadístiques. La clau consistirà en el info_hash de l’stream associat, i el valor 
serà un altre diccionari amb les següents claus: 
· complete: nombre de peers que tenen l’stream complet (seeders). 
· downloaded: nombre de peers que han rebut l’stream complet, és a dir, 
el nombre de vegades que el tracker ha registrat un esdeveniment 
completed per a aquest stream. 
· incomplete: nombre de peers que encara estan visualitzant l’stream. 
· name: nom intern de l’stream, especificat pel paràmetre name de la 
secció info del fitxer de metainfo. 
32                                                                         Anàlisi de BitTorrent per a la transmissió de vídeo mitjançant Streaming 
 
2.4. El protocol de comunicació entre peers 
 
Aquest protocol, basat en el protocol de comunicació entre peers del BitTorrent, 
és l’utilitzat en les comunicacions entre peers BitStream per a la descàrrega 
d’una part o tot un flux multimèdia en temps real. És un protocol senzill, 
compost de dues fases principals (el Handshake i la transferència), i que 
s’executa sobre dues connexions diferents: una connexió TCP per a la 
senyalització i una connexió UDP per a la transferència de les dades. 
 
Els missatges intercanviats mantenen el format dels missatges del protocol del 
BitTorrent clàssic, és a dir, independentment de la informació que transportin, 
aniran precedits d’un camp de quatre bytes que indica la longitud del cos del 
missatge (sense comptar aquests quatre bytes). Aquest camp de longitud 
també apareixerà en el missatge de handshake, tot i que en el protocol de 
BitTorrent no apareix. 
 
Com en el protocol BitTorrent original, s’utilitza una variable, el Peer State, que 
fa referència als paràmetres interested (interessat) i choke (bloqueig o 
estrangulament). La informació que emmagatzema aquesta variable és, 
concretament, la següent: 
· am_choking: el client té aquest peer en estat choked. 
· am_interested: el client està interessat en aquest peer. 
· peer_choking: el peer té aquest client en estat choked. 
· peer_interested: el peer està interessat en aquest client. 
 
 
Fase de Handshake 
 
La fase de Handshake té la funció d’intercanviar informació sobre els peers i el 
flux a descarregar, de la mateixa forma que es realitza en el protocol BitTorrent. 
Les úniques diferències són el fet que també s’intercanviaran els ports UDP per 
a realitzar la transferència i que ara és obligatori per part del peer receptor 
enviar el seu bitfield, per tal de saber si té els fragments de l’arxiu que ens 
interessa descarregar. 
 
L’intercanvi de missatges que té lloc durant la fase de Handshake és el que 
s’explica a continuació. El peer que obre la connexió és el primer en enviar el 
missatge de handshake (igual que en el protocol del BitTorrent). El seu format 
és el següent: 
 
<length> <pstrlen> <pstr> <reserved> <info_hash> <peer_id> <transfer_port> 
 
· length (4 bytes): el camp de longitud que precedeix qualsevol missatge 
d’aquest protocol. 
· pstrlen (1 byte): longitud del camp pstr. 
· pstr (variable): string que identifica el protocol (típicament “BitTorrent 
protocol”). 
· reserved (8 bytes): reservat per a modificacions del comportament del 
protocol. Aquest camp, com els dos anteriors, s’ha heretat del protocol 
BitTorrent. 
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· info_hash (20 bytes): info_hash del fitxer de metainfo que descriu el 
stream a intercanviar. 
· peer_id (20 bytes): identificador únic del peer. 
· transfer_port (4 bytes): el port UDP que utilitza aquest peer per a 
realitzar la transferència. 
 
El peer que rebi aquest missatge analitzarà el seu contingut i s’espera que 
respongui amb el seu missatge de handshake. Si un peer rep un missatge de 
handshake amb un info_hash que no està servint, haurà de tancar la connexió. 
En el cas que el peer que obre la connexió rebi un peer_id o un info_hash que 
no són els que esperava, serà ell qui haurà de tancar la connexió. 
 
Immediatament després d’enviar el seu missatge de handshake, el peer que ha 
acceptat la connexió ha d’enviar el seu missatge de bitfield (a diferència de 
BitTorrent, que és opcional). Aquest missatge consisteix en un camp de bits 
que representa els fragments de l’arxiu en qüestió que pot servir el peer. Un bit 
activat indicarà que el peer posseeix aquest fragment; un bit a zero indicarà 
que no el té. Com tots els missatges, ha de tenir un nombre enter de bytes, de 
manera que els bits sobrants, en cas que n’hi hagi, es fixaran a zero. 
 
El peer que havia obert la connexió, comprovarà el bitfield rebut per saber si 
l’altre peer té els fragments d’arxiu que esperava descarregar-se. En ser una 
transmissió en temps real, si el peer amb qui ens estem comunicant no els té, 
haurà de localitzar immediatament un peer que els tingui, per no haver d’aturar 
la reproducció de l’arxiu. També haurà de descartar aquest peer per a futures 
connexions, ja que no s’espera que en cap moment pugui tenir informació que 
nosaltres no tinguem. 
 
 
Fase de transferència 
 
En aquesta fase és on es realitza la transmissió del flux. El peer que el rep ha 
de controlar dos aspectes de la connexió: d’una banda ha d’anar fent 
sol·licituds periòdiques dels fragments que necessita del flux (com en 
BitTorrent, els fragments es divideixen en porcions més petites, els blocs). 
D’altra banda, ha de preocupar-se d’anar reservant-li ample de banda a l’altre 
peer per poder realitzar la transmissió. 
 
El mecanisme de reserva d’ample de banda és una funció afegida del protocol 
BitStream, que no és present en el BitTorrent. El peer interessat envia un 
missatge reserve mitjançant el qual sol·licita la reserva d’ample de banda 
durant un temps determinat. Com a resposta, rebrà un missatge de 
reconeixement (reserveAck) on se li indica quina taxa se li ha reservat. Aquesta 
reserva és efectiva per un temps que s’indica en el missatge de reconeixement 
(que hauria de ser el mateix que l’indicat en el de reserva), durant el qual podrà 
rebre dades a una taxa igual a la reservada. 
 
Com que la transmissió de les dades es realitza sobre un canal UDP (que és 
necessari per a realitzar transmissions de dades en temps real, ja que el TCP 
és molt ineficient per a aquest tipus d’aplicacions), estem subjectes a pèrdues o 
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retards, de manera que en realitzar una descàrrega haurem de fer servir un 
mecanisme que ens permeti assegurar-nos la recepció de les dades, per 
poder-les compartir amb altres peers (un bloc perdut o retardat ja no el podrem 
reproduir en temps real, però n’haurem de disposar per si algú ens el demana; 
no podem tenir “forats” dins de les dades). Amb aquest objectiu, s’ha dissenyat 
un sistema de retransmissions en què, si es detecta la pèrdua d’un missatge, 
es sol·licita la seva retransmissió, la qual es realitzarà pel canal TCP, i no per 
l’UDP, que seria l’habitual. 
 
Els missatges que poden intercanviar-se els peers són bàsicament els 
mateixos que s’utilitzen en el protocol BitTorrent clàssic, a vegades amb petites 
modificacions en la informació que transporten, i alguns missatges nous per 
incloure funcionalitats pròpies del protocol de BitStream. Cada missatge té una 
operació associada, que pot ser diferent segons si el peer que el rep està 
rebent el flux (streamer) o si l’està servint (stream server). A continuació, 
descrivim els diferents missatges existents, el seu format, la seva utilitat i 
l’operació que porten associada, és a dir, què farà un peer determinat en 
rebre’l. 
 
keep-alive  <len=0000> 
Aquest missatge no porta ni identificador ni dades, consisteix tant sols en el 
camp de longitud que precedeix qualsevol missatge. La seva funció és la de 
mantenir oberta la connexió entre dos peers quan no hi ha activitat. 
 
choke  <len=0001> <id=0> 
Aquest missatge no porta dades. Indica que el client té el peer receptor del 
missatge en estat choked. En rebre aquest missatge, un peer haurà de decidir 
si l’interessa mantenir oberta aquesta connexió, ja que no podrà demanar 
dades a l’altre peer mentre mantingui l’estat choked. Com que en una 
transmissió en temps real no ens podem demorar, seria convenient tancar 
immediatament la connexió en rebre aquest missatge i provar la descàrrega 
des d’un altre peer, encara que també es pot deixar oberta per a provar-ho més 
endavant, mentre utilitzem altres connexions per a la descàrrega. 
 
unchoke  <len=0001> <id=1> 
Aquest missatge no porta dades. Indica que el client ha deixat de tenir el peer 
receptor del missatge en estat choked. Per a un peer que només serveix 
dades, rebre aquest missatge no té cap conseqüència, però a un peer 
interessat en descarregar dades, li indicarà que ho pot fer. 
 
interested  <len=0001> <id=2> 
Aquest missatge no porta dades. Indica que el client està interessat en el peer 
receptor del missatge. En rebre’l, un peer haurà de comprovar que disposa 
d’ample de banda per a realitzar una transmissió. Si en té, podrà servir dades 
al peer interessat, per tant, li haurà d’enviar un missatge unchoke per indicar-li 
que accepta peticions. En cas contrari, haurà d’enviar-li un missatge choke. 
 
not interested <len=0001> <id=3> 
Aquest missatge no porta dades. Indica que el client no està interessat en el 
peer receptor del missatge. La resposta pot ser un missatge choke per forçar 
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laltre peer a enviar un missatge interested en el cas que més endavant vulgui 
iniciar una descàrrega. 
 
have   <len=0005> <id=4> <piece index> 
Aquest missatge indica l’índex d’un fragment (piece) de l’arxiu que ha estat 
descarregat correctament. La seva funció principal és que els altres peers amb 
qui ens comuniquem mantinguin actualitzat el mapa de bits associat a aquest 
stream durant la connexió. 
 
bitfield  <len=0001+X> <id=5> <bitfield> 
Aquest missatge s’envia només immediatament després de la fase de 
Handshake, per part del peer que ha rebut la petició de connexió, i és 
obligatori. El camp de bits (de longitud X) representa els fragments que poseeix 
del flux associat. El rebrà el peer interessat en la descàrrega, i li servirà per 
saber si l’altre peer disposa de fragments que ell no té i li interessen, en aquest 
cas li podrà enviar un missatge interested (i esperarà la recepció del 
corresponent unchoke). D’altra banda, si no serveix nous fragments, li enviarà 
un not-interested i tancarà la connexió (no s’espera que en un moment 
posterior aquest peer disposi de fragments que ens faltin, ja que les 
transmissions es realitzen ordenades i en temps real). 
 
request  <len=0013> <id=6> <index> <begin> <length> 
Utilitzat per demanar per un bloc. Conté l’índex del fragment, l’offset on es vol 
iniciar la descàrrega (que pot indicar-se en bytes o en frames, segons el format 
del flux multimèdia) i la longitud del bloc a descarregar (també indicada en 
bytes o en frames segons el flux). En rebre’l, s’haurà de comprovar que 
anteriorment se li ha reservat una determinada taxa abans d’enviar les dades 
sol·licitades pel canal UDP, a la taxa que li ha estat reservada. 
 
retx_request <len=0013> <id=7> <index> <begin> <length> 
Té exactament la mateixa funció i el mateix format que un request normal. Però 
aquest missatge s’utilitza per demanar la retransmissió d’un bloc que ja s’havia 
sol·licitat abans i no s’ha rebut, o s’han detectat errors de transmissió a partir de 
la comprovació del hash del fragment corresponent. La diferència resideix en 
què aquest cop, la transmissió del bloc es realitzarà pel canal TCP (en aquest 
cas és més important assegurar la recepció del bloc que no pas obtenir una 
taxa adequada, ja que aquestes dades no estan destinades a la reproducció, 
que el més probable és que estigui ja més avançada del punt en què s’havia de 
reproduir aquest fragment). 
 
piece   <len=0009+X> <id=8> <index> <begin> <payload> 
Utilitzat per enviar un bloc de dades. Conté l’índex del fragment al qual pertany, 
el punt on comença el bloc (que podrà ser o l’índex de la mostra / trama / 
quadre dins del fragment, o bé un offset mesurat en bytes) i les dades del bloc, 
de longitud X. Les dades (payload) podran ser únicament les dades del flux 
multimèdia, o es podrà introduir una extensió de la capçalera, segons el format 
del flux (per veure més detalls sobre els mecanismes d’encapsulament de les 
dades, veure el capítol següent). Mentre que tot el protocol BitStream corre 
sobre TCP, aquest és l’únic missatge que pot ser transmès sobre UDP, ja que 
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tota la transmissió de dades es realitzarà mitjançant missatges d’aquest tipus. 
Tan sols s’enviaran pel canal TCP quan es tracti de retransmissions. 
 
cancel  <len=0013> <id=9> <index> <begin> <length> 
S’utilitza per a cancel·lar la petició d’un bloc. El seu camp de dades és idèntic al 
dels missatges request i retx_request. S’utilitza per a cancel·lar una petició 
anterior (request o retx_request). En rebre aquest missatge, s’haurà d’aturar 
l’enviament del bloc associat, si encara no s’ha fet, o cancel·lar-lo en cas 
contrari. 
 
reserve  <len=0009> <id=10> <bandwith> <time> 
La seva funció és la de demanar la reserva d’una determinada taxa de 
transferència durant un temps determinat. Si el peer que rep el missatge no és 
capaç de proporcionar la taxa demanada, pot decidir entre no reservar cap taxa 
en absolut o reservar una taxa inferior. En cas de ser possible una reserva, 
haurà de realitzar-la per a un temps igual al sol·licitat, independentment de la 
taxa que es reservi. 
 
reserve-ack  <len=0009> <id=11> <bandwith> <time> 
És la resposta al missatge anterior. En aquest s’indica la taxa de transferència 
que se li ha reservat, que en principi, serà igual o inferior a la sol·licitada. La 
duració de la reserva serà igual a la del missatge reserve original. El peer que 
realitza la descàrrega haurà de fer contínues reserves per assegurar-se una 
taxa reservada durant tota la transferència. 




En el capítol anterior hem descrit en detall el protocol de comunicació entre 
peers, molt similar al del BitTorrent original, però amb la particularitat de la 
utilització de dos canals diferenciats, un per a la senyalització i un altre per a la 
transmissió de dades, tal com es fa en els sistemes d’streaming reals. En 
aquest capítol ens centrarem en el canal de transmissió, que recordem que 
funcionava sobre el protocol de transport UDP, i en com s’encapsularan les 
dades del flux multimèdia dins dels paquets UDP, per tal de fer la transmissió 
més eficient.  
 
En aquest treball no es pretén dissenyar un protocol de transmissió en temps 
real, donat que això requereix el disseny de múltiples extensions per a cada 
tipus de flux multimèdia que vulguem utilitzar. D’altra banda, realitzar 
transmissions de fluxos reals també requereix realitzar un procés anomenat de 
hinting, que consisteix en extreure la informació del flux multimèdia del arxiu 
que el conté, separant el que seria el “contenidor” del flux que realment volem 
transmetre. En el seu lloc, s’ha dissenyat un mecanisme de simulació de 
transmissió de fluxos de vídeo MPEG-4 basat en traces de programes reals. 
 
Abans, però recordem el format dels únics missatges que viatgen pel canal de 
transmissió, els missatges piece, que transporten blocs de continguts 
multimèdia (recordem que els blocs són la unitat mínima de transmissió de 
dades en BitStream, on un conjunt de blocs formen un fragment o piece): 
 
 
Taula 2.3 Format del missatge piece 
 
len id index begin payload 
4 bytes 1 byte 4 bytes 4 bytes X bytes 
 
 
Alguns dels camps sempre prenen els mateixos valors i d’altres poden variar 
segons el tipus de dades que transporti el missatge: 
· len: indica la longitud del missatge en bytes, sense comptar els quatre 
bytes propis d’aquest camp. Per tant, en aquest tipus de missatges, 
sempre prendrà el valor 9+X, on X és la mida del camp de dades o 
payload. 
· id: l’identificador de missatge. En aquests missatges pren valor 8. 
· index: pren el valor de l’índex del fragment al qual corresponen les 
dades transportades. No està permesa la transmissió de dades de 
diferents fragments en un mateix missatge, degut a que la detecció 
d’errors es realitza a nivell de fragment, per la qual cosa, la pèrdua d’un 
missatge amb dades de diferents fragments comportaria errors en dos 
fragments diferents. 
· begin: indica l’inici de les dades transportades dins del fragment indicat 
per index. Aquest camp es pot utilitzar de dues maneres diferents, 
segons el tipus de dades que transporti: si els fragments es divideixen 
en blocs de longitud fixa, el valor és l’offset de la posició d’inici de les 
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dades dins del fragment, mentre que si els blocs són de longitud 
variable, el valor d’aquest camp és l’índex del bloc dins del fragment. 
· payload: aquest camp conté les dades del missatge. En el cas d’alguns 
formats multimèdia, pot anar precedit d’una extensió de la capçalera que 
aporti més informació sobre les dades transportades. 
 
Cal comentar que els missatges request, retx_request i cancel, intercanviats 
mitjançant el canal de senyalització, també contenen els camps index i begin, a 
més del camp length  (veure capítol 2.4 El protocol de comunicació entre 
peers). Els camps index i begin, en aquests casos, s’emplenen de la mateixa 
manera descrita aquí. El camp length, de la mateixa manera, indicarà la 
quantitat de dades que es sol·liciten, en bytes o en frames, segons el format del 
flux multimèdia. 
 
Vist ara el mecanisme general de les transmissions de fluxos multimèdia en 
BitStream, descriurem el sistema dissenyat per a realitzar les simulacions amb 
l’aplicació que implementarem. Aquestes simulacions es realitzen en base a 
uns arxius de traces de fluxos de vídeo MPEG-4, que contenen la següent 
informació relativa a cadascun dels quadres del flux (adjuntem un fragment 
d’un d’aquests arxius en els annexos): 
· Frame No: índex del quadre, en valor absolut des de l’inici de l’stream 
(començant pel quadre número 1). 
· Frametype: tipus de quadre (I, P o B). 
· Time: temps de presentació del quadre, en mil·lisegons. 
· Length: longitud del quadre, en bytes. 
 
Per a identificar aquest tipus de continguts en els fitxers de metainfo, utilitzarem 
els paràmetres del camp stream, que es troba en el diccionari bencoded que 
anomenem info (per a més informació veure el capítol 2.2 Els fitxers de 
metainfo), de la següent manera: 
· type: pren valor 3 
· codec: dependrà del format del flux representat en aquest fitxer de 
traces. Els fitxers de traces amb què treballarem representen fluxos de 
vídeo en format H.263 o MPEG-4, en tres nivells de qualitat diferents, de 
60 minuts de duració. 
· bitrate: taxa de bits mitja del flux (Kbps). 
· framerate: freqüència de mostreig del flux representat pel fitxer de 
traces. Els que utilitzarem representen fluxos MPEG4 a una freqüència 
de mostreig de 25 quadres per segon (format PAL). 
· frame_length: mida mitja del quadre, en bytes, segons convingui. 
 
Finalment, el valor del paràmetre piece length, paràmetre que es troba dins la 
clau info del fitxer de metainfo, correspondrà al nombre de quadres que 
corresponen a cada fragment. 
 
El funcionament d’aquestes simulacions basades en traces consisteix en 
l’enviament de ràfegues de bytes aleatoris que representaran cadascun dels 
quadres. A més, cadascun d’aquests “quadres” simulats anirà acompanyat 
d’una certa informació de localització, que s’encapsularà dins dels missatges 
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Taula 2.4 Missatge piece amb extensió per a transmissió de traces de vídeo 
 
  ß      capçalera missatge piece    àß  extensió de capçalera   à 
len id index begin timestamp type reserved 
4 bytes 1 byte 4 bytes 4 bytes 4 bytes 2 bits 6 bits 
 
 
Els camps len, id, index i begin de la capçalera comuna funcionen tal com s’ha 
descrit abans, utilitzant l’índex del quadre dins del fragment a l’hora d’emplenar 
el camp begin. El camp de timestamp correspon al temps de presentació del 
quadre, en mil·lisegons (en els arxius de traces, els quadres es troben ordenats 
en ordre de codificació, i en aquest ordre es realitzarà la transmissió). El 
paràmetre type indica el tipus de quadre que transporta el missatge (I, P o B). 
S’han reservat 6 bits per incloure altra informació per a altres tipus de 
simulacions en què es vulgui transmetre més informació sobre les dades que 
transporta el missatge, com per exemple, la presència de capçaleres, o la 
presència d’un quadre fragmentat per problemes d’MTU (encara que en 
aquestes simulacions prendrem el quadre com a unitat mínima de transmissió, 
de manera que en cada missatge piece trobarem codificat un sol quadre, 
sencer). A continuació de l’extensió de capçalera vindrà una sèrie de bytes 
aleatoris la longitud de la qual ha de coincidir amb la del quadre a transmetre, 
segons s’indica en el fitxer de traces. 
 
Per últim, queda explicar el sistema de detecció d’errors implementat en aquest 
tipus de transmissions. Teòricament s’haurien d’utilitzar els hashos del fitxer de 
metainfo per a la detecció, però tractant-se de simulacions on es transmeten 
bytes aleatoris, això no és possible, així que la detecció d’errors es realitzarà de 
la manera que descrivim a continuació. 
 
Com que el que sabem dels quadres és únicament la seva mida, el tipus i el 
timestamp, representarem aquestes dades mitjançant la seqüència següent: 
 
timestamp – tipus – longitud 
 
On el timestamp i la longitud són nombres enters codificats amb quatre bytes, i 
el tipus és un caràcter d’un byte (‘I’, ‘P’ o ‘B’), obtenint una codi de 9 bytes per a 
cada quadre. La informació referent a tots els quadres del fragment es 
concatena, i a partir d’aquest array obtindrem el hash de 20 bytes que farem 
servir per a la detecció d’errors. Un cop rebut un fragment sencer, podrem 
reconstruir aquest hash a partir de la informació rebuda i comprovar si 
coincideix amb el que figura al fitxer de metainfo. 
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CAPÍTOL 3. L’APLICACIÓ BITSTREAM 
 
 
3.1. Descripció de l’aplicació 
 
Els dos objectius d’aquest treball de fi de carrera, com s’ha explicat, eren, en 
primer lloc, dissenyar un sistema d’streaming que pogués funcionar en xarxes 
peer-to-peer i, en segon lloc implementar una aplicació prototipus que inclogui 
diverses funcionalitats relacionades amb el sistema BiStream, per avaluar si 
seria viable la seva utilització real en un futur. Aquesta aplicació s’ha 
implementat en llenguatge Java, que té una gran acceptació pel fet de ser un 
llenguatge orientat a objectes i multiplataforma. El principal defecte d’aquest 
llenguatge, la seva ineficiència en l’ús del processador, no és un problema en 
l’aplicació implementada, ja que no requereix més que controlar unes quantes 
connexions i els accessos a disc dur són relativament moderats (mentre que un 
client BitTorrent normal permet diverses descàrregues alhora, la nostra 
aplicació només en permet una, ja que és il·lògic pensar a realitzar diverses 
sessions d’streaming simultànies si només en podem visualitzar una). 
 
Per a la implementació s’ha disposat de dos clients de BitTorrent implementats 
en llenguatge Java, que s’han utilitzat com a guia per a la implementació de la 
nova aplicació. Aquests dos clients són el conegut Azureus (versió 2.2.0.0) i un 
altre de més senzill, sense interfície gràfica, anomenat Snark (versió 0.5). La 
nostra aplicació ha estat anomenada BitStream 0.9.0.0 (una possible versió 
1.0.0.0 hauria d’incloure suport per alguns formats de vídeo, amb el seu 





Fig. 3.1 Interfície gràfica de l’aplicació BitStream 
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Hi trobem principalment tres elements, que són l’àrea de reproducció (en la 
imatge apareix desactivada, amb el fons blau, en no haver-se implementat cap 
reproductor real), el pannell d’informació sobre l’stream que estem veient (el 
pannell superior, a la dreta), i el pannell d’esdeveniments, on es mostren els 
diferents esdeveniments que es van donant, com podria ser la obertura d’un 
stream, la finalització de la visualització, l’arrencada del tracker, etc. En la barra 
de menús trobem quatre àrees diferenciades: 
· El menú Arxiu (File): permet iniciar una reproducció, crear un stream a 
partir d’un fitxer, o arrencar / aturar el tracker incorporat a l’aplicació. 
· El menú Reproductor (Player): permet controlar la reproducció (botons 
play / plause, i stop, també presents en la barra d’eines de la part inferior 
de l’àrea de reproducció) o passar a mode de pantalla completa, tot i que 
aquesta funcionalitat no ha estat implementada. 
· El menú Eines (Tools): des d’aquí podem configurar diferents aspectes 
tant de l’aplicació en sí com del tracker. 
· El menú Ajuda (Help): permet mostrar informació sobre l’aplicació i un 
breu manual d’instruccions d’ús. 
 
A continuació, descriurem en detall les diverses funcionalitats implementades 
en l’aplicació BitStream. 
 
 
Tracker de l’aplicació BitStream 0.9 
 
S’ha integrat un tracker a l’aplicació que implementa tota la funcionalitat 
descrita en capítols anteriors per als trackers BitStream, és a dir dóna 
respostes tant a peticions announce com scrape, de la mateixa manera 
indicada anteriorment en el capítol 2.3 El protocol del tracker BitStream. És 
capaç també de mostrar una plana web força simple en cas de rebre una 
petició HTTP GET sense paràmetres, informant que es tracta d’un tracker 
BitStream i no d’un servidor web. 
 
El tracker es pot iniciar i aturar, com s’ha dit, des del menú File, i podem 
accedir al diàleg de configuració des del menú Tools. Els paràmetres 
configurables són el port que escolta (per defecte és el 7979), l’interval 
recomanat als clients entre dos peticions announce (tres minuts per defecte) i el 
temps per a la cerca de peers, segons s’indica també en el capítol sobre el 
protocol del tracker BitStream (aquest temps és, per defecte, d’un terç de la 
duració de l’stream, en cada cas). 
 
 
Eina per a la creació d’streams 
 
S’ha incorporat també una eina per a la creació d’streams a partir d’arxius 
presents en el directori compartit de l’aplicació. L’accés a aquesta eina es 
realitza des del menú File, i s’estructura en dos fases; en la primera es demana 
informació sobre l’stream que volem crear, i en la segona, es demanarà la 
informació sobre el format del flux que contindrà.  
 
 




Fig. 3.2 Creació d’un fitxer de metainfo (I) 
 
 
En la primera fase se’ns demana el tracker on volem publicar el nostre stream. 
En cas de seleccionar el tracker integrat a l’aplicació, ens convertirem en seeds 
d’aquest stream la propera vegada que iniciem el tracker. A continuació, 
apareix el camp de comentaris (opcional), el tipus de flux i la mida dels 
fragments en kBytes. Els tipus de flux considerats són àudio, vídeo, traces i 
altres continguts, encara que, en certa manera, en aquesta versió de l’aplicació 
tots es comporten i es transmeten en mode fixed-length piece (la mida dels 
blocs també serà fixa, en bytes, però serà igual per a tots els streams i es 
configura des del menú d’eines). L’únic tipus que es configura de manera 
diferent és el de traces, on la mida dels fragments serà variable i cada bloc es 





Fig. 3.3 Creació d’un fitxer de metainfo (II) 
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En la segona fase se’ns demana en primer lloc el nom de l’arxiu que té els 
continguts multimèdia que volem compartir. Després se’ns demanen les 
característiques del flux: el códec, la freqüència de mostreig (en quadres per 
segon) i el nombre de quadres que contindrà cada fragment. Per a fixar aquest 
valor hem de tenir en compte que el fragment és la unitat mínima per a la 
detecció d’errors en el moment de la recepció de les dades, independentment 
del sistema de detecció d’errors que implementi el reproductor. Per tant, es 
recomana un valor no massa gran. Per contra, un valor massa petit comportarà 
que es generi un fitxer de metainfo massa gran degut als hashos dels 
fragments, mentre que l’especificació original de BitTorrent recomana crear 
fitxers de metainfo d’una mida d’entre els 50 kBytes i els 75 kBytes. Això resulta 
en valors d’entre els 20 i els 60 quadres per fragment, depenent és clar, de la 





Evidentment, aquesta és la funcionalitat més important de l’aplicació, mitjançant 
la qual podem realitzar streaming en ambients P2P, utilitzant el sistema 
dissenyat. Ja s’ha explicat per què no s’han implementat capes superiors en el 
protocol de transport de dades BitStream, de manera que en l’aplicació es 
poden realitzar transmissions en dos modes diferents: 
· Transmissió de traces de vídeo MPEG4: es simula una transmissió 
d’un flux de vídeo MPEG4, de la manera descrita en el capítol anterior. 
En aquest tipus de transmissions, l’aplicació genera un arxiu de text en 
temps real, intentant recuperar els quadres un a un a velocitat de 
reproducció. Si un determinat quadre està disponible quan toca, 
s’afegeix una línia a l’arxiu de text indicant el nombre del quadre, el tipus 
(I, P o B), el temps de reproducció en mil·lisegons, i la seva mida en 
bytes. En canvi, si el quadre no està disponible (per un retard en la 
recepció) ho indicarà i intentarà recuperar el quadre següent. 
· Transmissió d’arxius en mode fixed-length piece: qualsevol arxiu, 
contingui dades multimèdia o no, pot ser font per a una transmissió 
d’aquest tipus, en la qual es divideix l’arxiu en fragments de longitud fixa; 
al seu torn, aquests fragments també es divideixen en blocs de longitud 
fixa. Aquest tipus de transmissions funcionarien igual que en BitTorrent 
amb la diferència que s’han de realitzar a la taxa indicada en el fitxer de 
metainfo. S’ha contemplat el cas d’arxius d’àudio en format MP3 per a 
realitzar proves de reproducció: en realitzar una sessió d’streaming amb 
aquest tipus d’arxius, l’aplicació llança un reproductor de MP3, podent 
escoltar l’arxiu d’àudio en temps real, mentre el descarreguem. 
 
Finalment, pel fet de ser una qüestió de copyright i drets d’autor, no s’ha 
esmentat en el disseny el fet de si s’han de conservar al disc dur o no les dades 
rebudes un cop s’ha finalitzat la sessió d’streaming. En l’aplicació 
implementada, però, aquestes dades romanen al directori compartit de 
l’aplicació durant el temps que dura la reproducció. Un cop aquesta ha 
finalitzat, les dades s’eliminen del disc dur. 
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Generador d’arxius log 
 
L’aplicació genera, en temps real, dos tipus d’arxius log, on es mostren els 
diferents esdeveniments que es van succeint durant la sessió. Aquests són els 
logs del tracker i els de les sessions d’streaming, que seran utilitzats en el 
proper capítol per a avaluar els resultats de les simulacions. Al final dels logs 
d’ambdós tipus, s’inclouen estadístiques sobre la sessió. 
 
Pel que fa als arxius log del tracker, es registren els següents esdeveniments: 
· Arrencada i aturada del tracker: es registren les hores d’arrencada i 
d’aturada del tracker, els streams que gestiona i el port que escolta. 
· Peticions announce: es registra l’identificador del peer que realitza la 
petició, el nom de l’arxiu sol·licitat, i l’esdeveniment (event) de la petició, 
en cas que n’hi hagi. 
· Peticions scrape: es registra el nom de l’arxiu sol·licitat, en cas que se’n 
demani per algun en concret. 
· Errors: queden registrats tots els errors en els diàlegs del tracker amb 
els clients, com peticions errònies o mal formulades (per exemple, 
demanar per un contingut desconegut per al tracker). 
 
En tancar la sessió, el tracker afegeix estadístiques a l’arxiu log, individualment 
per a cada stream i estadístiques globals. Aquestes estadístiques són el 
nombre de peers amb què s’ha comunicat, la durada de la sessió (i el temps de 
publicació de cadascun dels streams), el nombre de vegades que s’han 
registrat esdeveniments complete i el temps de permanència dels nous seeds, 
és a dir el temps que passa des de que un peer envia l’esdeveniment complete, 
moment en què esdevé un seed, fins que desconnecta (esdeveniment 
stopped). Finalment, per a cada stream mostra el nombre de vegades que s’ha 
retornat cada peer i el nombre de retorns total en les estadístiques globals. 
 
En els logs de les sessions d’streaming, es registren la següent informació: 
· Moment d’inici i final de la sessió: referent al stream, mostra el seu 
nom i el seu codi d’info_hash. Al final mostrarà el temps que s’ha trigat 
en rebre totes les dades del flux. 
· Peticions announce al tracker: mostra la URL del tracker i el nombre 
de peers retornats en rebre la resposta. Si s’escau, mostrarà l’event 
(esdeveniment) enviat i l’identificador de peer rebut. 
· Peticions scrape al tracker: mostra també la URL del tracker, el codi 
d’info_hash del contingut sol·licitat, si apareix, i per la resposta 
obtinguda, el nombre de peers que tenen part o tot l’stream i el seu nom. 
· Connexions amb altres peers: es mostra informació referent a les 
connexions que mantenim amb altres peers, com informació sobre el 
procés de handshake, els fragments rebuts i els errors ocorreguts. 
 
Les estadístiques que s’afegeixen al final de l’arxiu log són, per a cada peer 
amb qui ens hem comunicat, el seu identificador, el temps que ha durat la 
connexió, el total de dades que hem rebut d’ell, els errors produïts en la 
connexió i les vegades que ens ha estat retornat aquest peer per part del 
tracker. Les mateixes dades es mostren en termes globals, per a totes les 
connexions establertes. 
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3.2. Proves de funcionament 
 
Per a comprovar la viabilitat d’aquest projecte per a la seva utilització pràctica 
es realitzaran una sèrie de simulacions per veure com respon l’aplicació 
BitStream que hem implementat. Aquestes simulacions tenen per objectiu 
avaluar diferents aspectes de les sessions d’streaming realitzades, com també 
el comportament del tracker. Per a les simulacions de sessions d’streaming, on 
s’utilitzaran els arxius de traces MPEG4 mencionats anteriorment, s’ha 
implementat un mòdul en l’aplicació que contínuament va comprovant si es van 
rebent dades a la velocitat adequada.  
 
Aquest són els diferents aspectes de les sessions d’streaming que avaluarem: 
· Eficiència de la transmissió a velocitat nominal: volem saber si limitant la 
taxa de recepció del peer a la taxa de bits que correspon al stream 
obtenim una transmissió correcta, és a dir, que no patim retards en la 
recepció de les dades que puguin provocar una mala visualització dels 
continguts multimèdia. 
· Eficiència de la transmissió a velocitat superior a la nominal: en aquest 
cas la taxa de recepció del peer serà superior a la taxa de bits del 
stream en un cert grau. Amb això volem saber si, en el cas que en les 
simulacions a velocitat de descàrrega nominal haguéssim tingut 
problemes d’eficiència, a quina taxa hauríem de realitzar l’streaming per 
tal que no hi hagi problemes. 
· Velocitat màxima de descàrrega: suposant un escenari ideal com és el 
laboratori, volem veure quina és la màxima taxa de descàrrega que 
podem obtenir, avaluant aquest aspecte amb diferents nombres de 
peers connectats a la xarxa. 
· Eficiència de les transmissions amb diferents streams: concretament, 
volem saber com afecta la variança de la mida del frame, per veure com 
afectaria en la transmissió de continguts multimèdia amb la taxa més o 
menys variable, per exemple, comparar una pel·lícula d’acció, amb 
escenes més ràpides i més lentes, amb una de més regular. 
 
Pel que fa a les proves de funcionament del tracker, volem saber com varia el 
tràfic rebut i generat per aquest, en funció del nombre de clients a qui dóna 
servei. En tots els casos obtindrem estadístiques de les simulacions 
realitzades, gràcies als logs generats per l’aplicació (veure el capítol anterior, 
3.1 L’aplicació BitStream). Per a realitzar les simulacions, hem escollit el fitxer 
de traces de la pel·lícula ‘Star Wars episode IV’, degut al seu elevat contrast 
entre escenes lentes i escenes d’acció. Les característiques d’aquest fitxer de 
traces són les següents: 
 
 
Taula 3.1 Característiques a nivell de flux 
 
Mida total del flux 1144.4 MB 
Duració 60 minuts 
Taxa mitja 280 Kbps 
Taxa de pic 1900 Kbps 
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Taula 3.2 Característiques a nivell de frame 
 
Nombre de frames 89998 
Mida mitja del frame 1400 bytes 
Mida mínima de frame 26 bytes 
Mida màxima del frame 9370 bytes 
Covariança de la mida dels frames 0.66 
 
 
L’escenari configurat per a realitzar les simulacions estarà compost per tres 
màquines. Una d’elles albergarà el tracker BitStream i un seed permanent. La 
segona màquina s’utilitzarà per introduir peers a la xarxa, cadascun d’ells amb 
diferents característiques. Per últim en la tercera màquina correrà l’aplicació 
BitStream que utilitzarem com a peer per a realitzar la simulació. Lògicament, 
aquesta màquina també quedarà registrada al tracker per la qual cosa és molt 
possible que serveixi dades a d’altres peers en algun moment durant les 





Fig. 3.4 Escenari de les simulacions 
 
 
Resultats de les simulacions 
 
Malauradament, no s’han pogut realitzar les proves previstes degut a 
deficiències en el funcionament de l’aplicació a l’hora de seleccionar, d’entre els 
peers retornats pel tracker, aquells als quals se’ls hi havia de demanar la 
transmissió de dades. Tot i així, encara que cap de les simulacions es va 
arribar a completar, van funcionar correctament durant els primers cinc o deu 
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minuts, fins que la fallada d’algun dels peers provocava la fallada dels altres en 
el moment en què intentaven comunicar-s’hi. No s’han estalviat esforços a 
l’hora de revisar el codi per a intentar solucionar aquest defecte de l’aplicació, 
però sempre sense èxit. 
 
Afortunadament, durant el temps que les simulacions van funcionar, l’aplicació 
generava els fitxers log correctament, tot i que no es van arribar a generar 
estadístiques de la transmissió en no haver finalitzat aquesta. Aquests fitxers 
log mostren resultats prometedors a l’hora de pensar en la possible aplicació 
del sistema peer-to-peer dissenyat com a alternativa dels sistemes d’streaming 
tradicionals. Així que a continuació, descriurem aquests fitxers log generats i 
les conclusions que se’n poden extreure per a cadascuna de les simulacions 
que teníem previst realitzar. 
 
La primera prova prevista era la simulació d’una transmissió a velocitat 
nominal. En aquesta simulació, el peer que ens interessava observar 
descarregaria dades a la taxa mitja del flux multimèdia corresponent al fitxer de 
traces d’Star Wars, això és a 280 kBits/s, de manera balancejada, és a dir, si es 
descarreguen dades de dos peers diferents, es fa a una taxa de 140 kBits/s en 
cadascun. 
 
Estava previst que, a més del seed allotjat al tracker i del peer a monitoritzar, 
existissin dos peers més a la xarxa. Això no va ser possible degut als defectes 
de l’aplicació descrits, per tant, hem conservat el log del primer peer que es va 
introduir a la xarxa, que va ser el que va aconseguir descarregar més dades 
per haver estat més temps connectat. Els fitxers log s’adjunten als annexos 
d’aquest informe i són els següents: 
– Prova 1. Streaming.txt: log de la sessió d’streaming. 
– Prova 1. Traça.txt: log del simulador de reproductor. 
– Prova 1. Tracker.txt: log del tracker. 
 
En el primer fitxer log podem veure com la transmissió es va aturar en rebre el 
fragment 417 del flux, uns set minuts després de l’inici. Podem veure com les 
dades es reben sempre del seed, lògicament, ja que els altres dos peers van 
entrar a la xarxa més tard, per tant, no tenien dades útils. Això es pot 
comprovar en el moment d’establir la connexió amb un peer nou a les 17:35:30 
i a les 17:38:31, on es veu reflectit que aquest peer no posseeix fragments 
nous. Una altra dada rellevant en aquest fitxer és la recepció amb errors dels 
fragments 248 i 271, i la seva immediata retransmissió, aquesta vegada sense 
errors.  
 
Es pot observar en el log del reproductor que aquestes retransmissions no han 
afectat a la reproducció, ja que la retransmissió va arribar a temps per ser 
reproduïda. En aquest mateix fitxer podem observar vuit quadres “perduts” és a 
dir, que no s’havien rebut en el moment que tocava reproduir-los. Aquestes 
pèrdues es produeixen en l’interval entre els quadres 1296 i el 1705, no per 
casualitat, ja que entre els quadres 700 i 1600 trobem uns segons possiblement 
amb més acció, en què s’ha calculat una taxa generada de 566 kBits/s, que 
dobla la taxa mitja del flux. Tenint en compte això, i el fet que les màximes 
ratxes de quadres perduts són de dos seguits (80 ms de reproducció), podem 
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concloure que les transmissions a velocitat nominal són excel·lents i no donen 
problemes, ni tant sols en un flux com el de Star Wars, amb una covariança de 
la mida dels quadres més aviat baixa, de 0.66.  
 
Per aquest motiu i pel mal funcionament de l’aplicació, s’ha descartat realitzar 
la segona i la quarta proves previstes. La segona consistia en realitzar una 
transmissió a una taxa superior a la nominal, cosa que no seria necessària 
tenint en compte els resultats de la primera prova, satisfactoris en quant a la 
correcta recepció de les dades. En tot cas es proposa introduir un algoritme 
que intentés la reserva de més ample de banda en detectar un augment 
considerable en la taxa del flux (pel que s’ha vist, una taxa el doble de la mitja 
comença a donar petits problemes), per a tornar a reservar un ample de banda 
igual a la taxa mitja del flux en el moment que es detecti un descens de la taxa 
del flux. 
 
El fitxer log del tracker no afegeix informació rellevant, en tractar-se d’una 
simulació amb només tres peers presents a la xarxa. S’hi pot observar el 
moment en què arriben les connexions dels dos peers que hem arrencat i tres 
peticions posteriors. En les estadístiques mostrades al final, les referents al 
fitxer Verbose_StarWarsIV.dat, tan sols tenim una informació nova: el seed del 
tracker ha estat retornat cinc vegades, i els altres dos peers¸ dos vegades 
cadascun (la meitat, lògicament, ja que el tracker no retorna les dades del peer 
que ha realitzat la petició). La resta de dades ja les coneixíem i són irrellevants: 
s’han rebut peticions de dos peers diferents i no s’ha registrat cap transmissió 
completa (per tant, no s’ha pogut calcular el temps mig de permanència dels 
seeds, ja que només n’hi havia el propi del tracker, que no es té en compte). 
 
La tercera prova prevista, que tenia per objectiu comprovar quina és la taxa 
màxima que podem aconseguir amb l’aplicació implementada, s’ha realitzat 
únicament amb un seed i el peer monitoritzat, per evitar els problemes que 
causava la presència de diversos peers  en la xarxa. Per a aquesta prova no 
s’ha utilitzat cap fitxer de traces sinó que s’ha realitzat una transmissió de 
dades no multimèdia, amb una longitud fixa per als fragments, que al seu torn 
també es divideixen en blocs de longitud fixa, com en xarxes BitTorrent normals 
(veure el capítol 2.5 Transmissions). Amb aquesta prova s’han detectat dos 
deficiències més de l’aplicació. D’una banda, la transmissió d’arxius grans 
provocava el desbordament de la pila de la màquina virtual de Java i de l’altra, 
la màxima taxa de recepció aconseguida ha superat de poc 1 MBit/s, és a dir, 
un 10% de la capacitat real de la xarxa (Ethernet a 10 MBit/s). Sorprenentment, 
l’ús de la CPU, tot i que elevat comparat amb altres transmissions realitzades 
(en què es trobava al voltant del 25%), no ha arribat al 50%. 
 
És d’esperar que amb un exhaustiu refinament del codi de l’aplicació es pugui 
aconseguir millorar la seva eficiència i aconseguir taxes de transmissió més 
elevades. El fitxer log generat aquí, Prova 3. Streaming.txt, no aporta 
informació gaire rellevant, només un error produït en el fragment 331, que s’ha 
rebut dos cops (el segon cop ha estat el que ha generat l’error), probablement 
degut a que en augmentar la taxa de recepció desitjada per sobre del que la 
capacitat de l’aplicació permetia, el retard en la recepció d’aquest fragment ha 
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provocat que es sol·liciti la retransmissió d’algun dels blocs de què es compon, 
rebent-lo després per duplicat. 
 
Finalment, resta per comentar la prova de funcionament del tracker. Aquesta ha 
estat satisfactòria i s’ha pogut realitzar sense problemes. No s’ha realitzat aquí 
cap simulació d’streaming, ja que el que ens interessa és veure com respon el 
tracker a l’hora de donar servei a un elevat nombre de clients. El que hem fet 
ha estat utilitzar una petita aplicació que genera clients per al tracker a una taxa 
poissoniana. Aquests clients però, no inicien cap sessió d’streaming, sinó que 
tant sols continuaran realitzant peticions periòdiques al tracker per tal de 
mantenir actualitzada la llista de peers. 
 
La prova ha tingut una duració de mitja hora, durant la qual s’han generat 
clients a una taxa poissoniana d’un client per cada cinc segons, de manera que 
al cap de mitja hora hem pogut tenir fins a 361 clients a la xarxa, que és un 
nombre força típic en xarxes BitTorrent reals, per a torrents amb una 
disponibilitat elevada. L’interval entre peticions announce que realitzaven els 
clients (establert pel tracker) ha estat de tres minuts, mentre que el tracker, en 
cada petició rebuda, retornava els peers que havien arribat vint minuts abans; 
això és un terç de la duració del contingut, el fitxer de traces de Star Wars  
(consultar capítol 2.3 El protocol del tracker Bitstream  per a l’explicació del 
criteri d’elecció de peers). Si la llista de peers generada amb aquest criteri, no 
era suficient (indicada pel client en el paràmetre numwant en la petició 
announce), el tracker l’omplia amb d’altres peers arribats en moments anteriors. 
El fitxer log generat en aquesta simulació, Prova 4. Tracker.txt, mostra 
totes les peticions announce que ha rebut el tracker. Es pot observar com la 
freqüència de les peticions ha anat augmentant a mesura que passaven els 
minuts i augmentava el nombre de clients. Si ens anem al final del fitxer, a les 
estadístiques, podem veure que s’han registrat 361 clients en gairebé 32 
minuts, durant els quals s’han produït 92260 retorns de peers en les diferents 
peticions rebudes. Pel que fa a les dades per al fitxer que demanaven tots 
aquests peers, el nombre de vegades que cadascun d’ells ha estat retornat és 
irregular, però es pot apreciar com els primers clients que han arribat són els 
que han estat retornats més vegades. 
 
Durant el temps que ha durat la simulació s’ha observat el consum de CPU del 
tracker i s’ha capturat el tràfic rebut i generat per la màquina. Pel que fa al tràfic 
gestionat pel tracker, s’ha calculat per als últims cinc segons, quan més càrrega 
suposava, tenim un tràfic de pujada d’uns 71 kbps, i un tràfic de baixada de 12 
kbps. Aquests valors són assumibles en qualsevol servidor, encara que es veu 
que el tràfic generat comença a ser considerable. Tot i així, hem de tenir en 
compte que els clients podien sol·licitar llistes des de 20 fins a 100 peers, 
mentre que els valors típics en xarxes BitTorrrent es troben entre els 30 i els 50 
peers. D’altra banda, el consum de CPU s’ha mantingut constant durant tot el 
procés de la simulació, al voltant del 20%, de la qual cosa es pot deduir que la 
càrrega computacional que suporta el tracker és força escassa i, per tant, no es 
veu afectat el seu funcionament amb l’augment de clients a qui ha de donar 
servei. S’han realitzat proves similars augmentant el nombre de clients del 
tracker amb resultats similars, on el consum de CPU amb un nombre de clients 
pròxim a 2000 es situava al voltant del 30%.  
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3.3. Problemes de l’aplicació 
 
Durant el procés d’implementació de l’aplicació BitStream han sorgit diversos 
problemes de funcionament que s’han hagut d’afrontar, no sempre amb èxit. En 
alguns casos els problemes que han aparegut han comportat el redissenyat 
d’alguna part de l’aplicació, o fins i tot modificacions o ampliacions en el 
disseny dels sistema BitStream. Aquests problemes anaven relacionats 
bàsicament amb dos aspectes de l’aplicació: d’una banda afectaven a 
l’eficiència del codi de l’aplicació, comportant ineficiències amb l’ús dels 
recursos del computador; de l’altra, afectaven directament a l’eficiència de les 
sessions d’streaming simulades, i tenien el seu origen generalment en 
mancances en el disseny del sistema BitStream o en els algorismes utilitzats, 
més que en la pròpia aplicació. 
 
En aquest capítol comentarem aquests problemes i les solucions trobades o, 
en cas de no haver-ne trobat, en proposarem per a futures revisions del 
disseny del sistema i/o de l’aplicació. En primer lloc comentarem els problemes 
d’eficiència del codi. 
 
El primer problema que es va haver de plantejar és que en una aplicació 
d’aquest tipus, com en qualsevol aplicació P2P, necessitem controlar 
concurrentment moltes connexions, tant de pujada com de baixada. Aquestes 
connexions, amés a més, no són síncrones, és a dir, tret de la fase de 
handshake, no existeix un diàleg definit entre els peers sinó que en qualsevol 
moment, tant un com l’altre extrem poden enviar missatges de qualsevol tipus. 
Això comporta que haguem de controlar de forma coordinada tant l’entrada 
com la sortida de qualsevol de les connexions, centrant-nos evidentment en els 
nostres propis interessos però alhora actuant en conseqüència amb el que 
rebem. Per això es van introduir una pila de missatges d’entrada i una altra de 
sortida seguint un model de productor-consumidor que permetia una millor 
gestió de la connexió, en poder mantenir actualitzat en tot moment el seu estat. 
Aquest fet derivava en una major eficàcia, tant de l’aplicació com de les 
connexions. 
 
A més, aquestes connexions han d’anar coordinades en l’accés a les dades 
pròpies dels streams. En un primer disseny de l’aplicació, es van considerar les 
dades dels fluxos multimèdia i les connexions amb altres peers com a elements 
independents, on les connexions feien ús de les dades, ja sigui per a escriptura 
o per a lectura. D’aquesta manera, l’aplicació disposava d’un gestor de 
connexions i d’un gestor de continguts que interactuaven a mercè dels 
requeriments de les connexions. Això feia que es produïssin moltes cerques 
cada cop que des d’una connexió es volgués accedir a uns determinats 
continguts, cosa que en realitat era innecessària, ja que des del moment en 
què s’ha completat una fase de handshake, una connexió fa referència tant sols 
a unes dades concretes. Per la qual cosa es va concebre el que hem anomenat 
Streaming Session, un mòdul que posseeix, d’una banda, les dades del stream, 
i de l’altra, totes les connexions que hi fan referència, tant per a rebre dades, 
com per a servir-les. Així, els dos gestors mencionats han passat a ser un de 
sol, que precisament gestiona aquestes Streaming Sessions. Ara l’accés a les 
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dades és més eficient, i qualsevol connexió que s’estableixi queda lligada a uns 
certs continguts. 
 
L’eficiència de les connexions UDP per a la recepció de les dades dels streams 
va ser un altre problema a afrontar. Inicialment, es va plantejar que tant sols 
s’obrís un port UDP per a rebre dades, per evitar començar a obrir ports 
indiscriminadament. Però com en el cas anterior, això suposava haver de 
cercar a quina connexió pertanyia cada paquet de dades rebut. Per això s’ha 
optat per obrir ports UDP diferents per a cada connexió i intentar gestionar-los 
eficientment, tancant-los quan ja no siguin necessaris. D’altra banda, un altre 
dilema que es va haver de plantejar amb cura era el sistema de 
retransmissions. En una aplicació on es requereix un ús el més eficient possible 
de l’ample de banda no paga la pena utilitzar un mètode basat en 
reconeixements (ACKs) per a informar de la recepció dels missatges. Sortia 
més a compte despreocupar-se d’aquest tema i centrar-se en detectar les 
pèrdues i sol·licitar retransmissions dels paquets perdut. Amb aquest propòsit 
es va introduir el missatge retx_request (veure capítol 2.4 El protocol de 
comunicació entre peers) per a demanar pels paquets perduts i rebre’ls via 
TCP (un cop sabem que les dades han arribat tard per a la reproducció o s’han 
perdut, ja no ens corre pressa el fet de rebre-les, ens interessa més assegurar-
nos que les rebrem correctament). 
 
Fins ara hem descrit els principals problemes de disseny de l’aplicació, i amb 
els canvis realitzats s’ha aconseguit millorar el seu rendiment, tot i que, com 
s’ha vist en els resultats de les proves, s’han aconseguit unes taxes de 
transmissió màximes que de poc superen 1 MBits/s, mentre que en un moment 
prematur, quan l’aplicació encara estava en un estat molt poc desenvolupat, 
s’aconseguien unes taxes de fins a 4 MBits/s (testejant els diferents mòduls per 
separat). Així que ara comentarem els problemes d’eficiència de les 
transmissions d’streaming i dels algorismes utilitzats, dels quals no tots s’han 
solucionat, i són la causa dels mals resultats de les simulacions realitzades. 
 
Existia la necessitat de tenir un mecanisme de control de la taxa de recepció de 
dades. La idea que teníem del sistema d’streaming a dissenyar era que les 
transmissions es realitzessin a la taxa del flux multimèdia en qüestió, i 
d’aquesta manera es van realitzar les simulacions descrites en el capítol 
anterior (excepte quan s’indicava el contrari). Tot i així, es van realitzar proves 
en què l’aplicació intentava aprofitar la totalitat del seu ample de banda de 
baixada per a la recepció de les dades. Evidentment, d’aquesta manera no 
teníem problemes de retards en la recepció de les dades, i aquestes estaven 
disponibles en el moment de reproducció. Però aquesta pràctica podria ser 
conflictiva pensant en la convivència d’aquesta aplicació amb d’altres que 
utilitzin la mateixa connexió de xarxa, per la qual cosa s’ha descartat el seu ús. 
El que sí es proposa en futures revisions o implementacions, és intentar 
adaptar la taxa de recepció (mitjançant el mecanisme de reserva d’ample de 
banda) a les irregularitats del flux multimèdia, augmentant i disminuint la taxa 
de recepció segons calgui. S’han fet alguns intents en aquest sentit, força 
rudimentaris, amb bons resultats. 
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El que ens ha donat més problemes ha estat el mecanisme de selecció de 
peers per a la descàrrega. S’ha donat una mala coordinació en aquest aspecte 
que no s’ha pogut solucionar i que ha estat el motiu de les fallades en les 
simulacions descrites en el capítol anterior. El mecanisme utilitzat és el 
següent: cada cop que es rep una actualització de la llista de peers rebuda del 
tracker, s’actualitzen les connexions establertes, permetent-ne un nombre 
màxim, configurable. També s’intenta sol·licitar dades a nous peers d’entre 
aquestes connexions establertes (la cerca es realitza de manera seqüencial), 
permetent de la mateixa manera un nombre màxim de connexions 
descarregant dades. També de forma seqüencial, cada cop que s’han rebut 
totes les dades demanades a un determinat peer, s’intenta trobar-ne un altre 
que el substitueixi, que pot ser el mateix peer o un de diferent. Per més que 
s’ha analitzat el codi en detall, no hem sabut veure el problema, però el cert és 
que si no es trobava cap peer disponible, s’entrava en un bucle on es 
localitzava un peer per a intentar la descàrrega, la petició era denegada i se’n 
tornava a buscar un altre, que també denegava la connexió, i així 
successivament, cosa incomprensible ja que el fet és que sí que n’hi havia de 
disponibles. Això ens ha fet veure la necessitat d’aturar momentàniament, o fins 
i tot cancel·lar la descàrrega en el moment en què s’entri en aquesta situació de 
bucle. Fins i tot, i més incomprensible és aquest fet, és que en el moment que 
un node entrava en aquesta situació, la resta també fallaven gairebé 
simultàniament. 
 





L’evolució descompensada dels serveis multimèdia i dels serveis d’accés a 
Internet fa que l’evolució dels primers depengui sempre de la millora dels 
segons, i el disseny d’aplicacions multimèdia sempre vagi encaminat en la línia 
de millorar les comunicacions, fent-les el més eficients possible, aprofitant així 
al màxim les limitades capacitats de la xarxa. D’altra banda, hem vist com les 
aplicacions P2P aconsegueixen amb èxit, no només aprofitar eficientment les 
capacitats de la xarxa, sinó també fer un ús compensat dels recursos de cada 
un dels elements dels sistema. 
 
Amb la realització d’aquest projecte hem presentat un nou concepte d’aplicació 
multimèdia per a la realització d’streaming, desenvolupada en un context 
descentralitzat que aprofita els avantatges de les aplicacions P2P: compartició 
de recursos, robustesa i escalabilitat. Indirectament, també hem pogut apreciar 
el veritable abast dels sistemes P2P, que ofereixen multitud de possibilitats a 
l’hora de desenvolupar noves aplicacions en xarxa. 
 
Durant el disseny d’aquest sistema d’streaming en xarxes P2P s’ha hagut de 
fer front a diversos problemes. El principal és el repte d’aconseguir combinar 
dos conceptes d’aplicació ben diferents, com són les aplicacions P2P i les 
aplicacions destinades a l’streaming. La dificultat rau en què aquestes últimes 
porten implícita la idea d’una arquitectura client-servidor, on un client es 
descarrega uns continguts multimèdia d’un servidor. Ens hem adonat que no 
era possible desenvolupar aquest sistema sense la presència d’una o més 
fonts primàries a partir de les quals es pogués iniciar el procés de difusió de les 
dades entre la resta dels nodes del sistema, i a les quals es pugui recórrer a 
l’hora d’obtenir dades difícils de trobar, com passava amb les dades del final de 
l’stream (veure el capítol 1.3 Streaming en sistemes P2P), però el que sí era 
possible era descentralitzar el sistema de manera que no es depengués només 
d’aquestes fonts primàries que, en realitat, en el sistema BitStream dissenyat 
són peers com qualsevol altre node del sistema. 
 
Les simulacions realitzades amb l’aplicació BitStream ens han fet veure dos 
aspectes ben diferents dels sistema: d’una banda hem vist les deficiències de 
l’aplicació implementada. La seva resolució és, sens dubte, el pròxim pas 
alhora de portar aquest sistema a una utilització real, especialment la revisió i el 
refinament dels algoritmes d’elecció de peers per a realitzar les transmissions, 
a partir de la llista de peers rebuda del tracker. L’altre aspecte important és que 
hem pogut obtenir resultats prometedors en el sentit que aquest sistema 
d’streaming podria arribar a utilitzar-se en xarxes reals, limitat només per la 
capacitat d’aquestes. Encara que no hem pogut realitzar les simulacions en un 
ambient amb força peers presents a la xarxa, per la qual cosa el seed allotjat al 
tracker suportava tota la càrrega de distribuir els continguts, si pensem en un 
escenari de xarxa P2P típica, podem intuir els avantatges d’aquest sistema: 
eliminaríem els servidors d’streaming, substituint-los per d’altres elements, els 
seeds, amb força menys requeriments d’ample de banda, ja que la resta 
d’usuaris del sistema col·laborarien en la mesura de les seves possibilitats en la 
difusió de les dades. 
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Finalment, la línia d’actuació un cop solucionats els problemes de l’aplicació, 
seria  introduir el reproductor de continguts multimèdia que pogués reproduir 
diferents formats, i el disseny de protocols de transmissió en temps real 
adaptats a cada format per a facilitar tant la transmissió de les dades, com la 
seva reproducció, introduint protecció contra errors (tot i que ja hem vist en les 
simulacions que la transmissió és ja força eficient amb el rudimentari protocol 
que s’ha dissenyat per a la transmissió de les traces de vídeo MPEG4). Així, 






Es pot considerar que la posta en marxa d’un sistema de comunicacions P2P 
no té conseqüències directes sobre el medi ambient, pel fet de consistir 
únicament en una aplicació (software) que fa ús dels recursos físics ja presents 
en la xarxa, des dels canals de comunicació (cable, fibra, ones 
electromagnètiques...) fins als equips, informàtics tant pel que fa als equips 
intermitjos, com els routers o els gateways, com pel que respecte als equips 
finals (els PCs dels usuaris). 
 
Però ara bé, tots aquests elements físics, a excepció de les ones 
electromagnètiques, requereixen d’un procés de fabricació i d’unes matèries 
que sí que tenen una repercussió negativa sobre el medi ambient. Més 
negativa és encara la instal·lació dels mitjans de transmissió d’informació; la 
instal·lació de cablejat, tant troncal com secundari té un impacte directe sobre 
el paisatge, tant si la instal·lació és soterrada com si no. A més a més, hem de 
tenir en compte que tots aquests elements estan fabricats majoritàriament amb 
materials derivats del petroli que, a més de ser un bé escàs, la seva obtenció 
comporta efectes greus sobre el medi ambient, a més de ser molt contaminant i 
els seus derivats es degraden molt lentament. 
 
Es pot dir que una de les causes del fort creixement de l’ús d’Internet són les 
aplicacions P2P, que constitueixen una forma fàcil i efectiva d’obtenir tot tipus 
d’informació de forma gratuïta. Per tant, l’aparició de nous sistemes de 
comunicacions P2P comportarà un major ús de la xarxa amb el conseqüent 
creixement de la infrastructura que requereix. 
 
Tanmateix, podem deduir un impacte positiu d’aquest tipus de xarxes, i és que 
un cop tota aquesta informació de què parlàvem es troba disponible a la xarxa, 
les necessitats de suports físics es veuen reduïdes considerablement. I, si ens 
referim concretament als continguts multimèdia que tractem en el sistema 
BitStream, la investigació en el marc de la compressió d’aquests continguts, 
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En vista a futures revisions de l’aplicació BitStream i com a guia per al seu 
anàlisi i implementació de noves aplicacions hem cregut convenient redactar 
aquest annex on expliquem l’estructura i organització de l’aplicació des del punt 
de vista del codi font. Farem una breu descripció de l’estructura dels packages 
en què hem estructurat les diferents classes i comentarem els seus aspectes 
més rellevants, així com les classes més interessants pel que fa a l’ampliació 
futura de l’aplicació. 
 
 
Estructura de l’aplicació 
 
L’aplicació ha estat implementada amb les llibreries del JDK 1.5.0 i també 
requereix de la llibreria JLayer 1.0 de JavaZoom, per a utilitzar dl reproductor 
d’MP3 que hem utilitzat per a fer proves de reproducció de streams amb àudio 
en aquest format. L’arrel de l’aplicació es troba en el package entel.bitstream. 
Dins d’ell trobem tot un conjunt de packages cadascun dels quals conté classes 
dedicades a un objectiu o funció concrets. Al mateix nivell que el package entel 
trobem el package laur.rand, que conté la classe RandomPoissonDistribution, 
implementada per Laurentiu Cristofor, i que consisteix en un generador de 
nombres aleatoris amb distribució de Poisson (que s’ha utilitzat per 
implementar l’aplicació que genera clients per al tracker).  
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Ara descriurem cadascun dels packages que apareixen en l’aplicació: 
 
entel.bitstream.bencode: aquest package conté tots els elements necessaris 
per a treballar amb dades bencoded. Conté classes per a representar i codificar 
els quatre tipus bàsics de dades bencoded, que hereten tots ells de la classe 
BencodedObject. També inclou la classe BDecoder, utilitzada per a 
descodificar dades partint d’un array de bytes o d’un flux d’entrada 
(java.io.InputStream). 
 
entel.bitstream.data: aquest package conté tots els elements per a 
representar totes les dades amb què treballa l’aplicació, com són els fitxers de 
metainfo, la informació referent als peers i el seu estat, la informació rebuda del 
tracker o els diferents tipus de continguts multimèdia amb què treballem (en 
aquest cas partint de la classe abstracta MediaContent). A la conclusió 
d’aquest treball de fi de carrera hem implementat suport per a continguts basats 
en traces MPEG4 i per a continguts basats en una divisió en fragments de 
longitud fixa. 
 
entel.bitstream.factory: l’aplicació s’ha implementat seguint un disseny MVC 
(Model-View-Controller) i aquest package conté classes per a dur a terme les 
comandes que pot realitzar l’usuari a través de la interfície gràfica de l’aplicació. 
Totes aquestes classes implementen la interfície Command. 
 
entel.bitstream.graphicInterface: aquí trobem totes les classes que 
representen la interfície gràfica de l’usuari, com la barra de menús, l’àrea de 
reproducció o els pannells d’informació i esdeveniments. També trobem la 
classe executable de l’aplicació, BitStream, que consisteix en la finestra 
principal del programa (hereta de javax.swing.JFrame). Aquesta classe 
BitStream s’utilitzarà per enllaçar les comandes del package anterior amb els 
elements de l’aplicació que siguin necessaris, a través del métode: 
 
public void execute (BitStream bs); 
 
de la interfície Command. 
 
entel.bitstream.media: aquí s’implementaran els diferents reproductors per a 
donar suport als diferents tipus de continguts que podem tractar amb l’aplicació 
BitStream. Partint de la classe abstracta BSPlayer implementarem classes filles 
específiques per a cada format. A la conclusió d’aquest treball de fi de carrera 
hem implementat mòduls per a: testejar la recepció de continguts dividits en 
fragments de longitud fixa, reproduir continguts d’àudio MP3 (utilitzant la 
llibreria JLayer 1.0 abans mencionada) i testejar continguts basats en traces 
MPEG4. 
 
entel.bitstream.peer: en aquest package trobem les classes dedicades a les 
comunicacions entre peers. de la classe PeerConnection hereten les classes 
OutgoingPeerConnection i IncomingPeerConnection, per a establir connexions i 
atendre connexions entrants, respectivament. També  trobem aquí la classe 
dedicada a les comunicacions amb el tracker,  HttpClient, i d’altres classes 
auxiliars per a les comunicacions entre peers. 
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entel.bitstream.peerprotocol: per a facilitar la implementació i simplificar el 
codi, s’ha creat aquest package que conté classes que representen tots i 
cadascun dels missatges que es poden intercanviar els peers entre ells. Totes 
aquestes classes hereten de la classe abstracta BSMessage, que conté 
funcions per a obtenir l’array de bytes que s’ha d’enviar a la xarxa per enviar els 
missatges, i per reconstruir-lo a partir dels bytes que rebem de la xarxa. 
 
entel.bitstream.streams: aquest package conté tots els mòduls dedicats a la 
descàrrega dels continguts multimèdia. Podem destacar aquí dues classes 
abstractes: StreamingSession, utilitzada per a controlar una sessió d’streaming, 
i PieceDownloader, utilitzada per a la descàrrega d’un fragment dels continguts 
multimèdia. De la primera en podem obtenir diferents implementacions per a 
realitzar les transmissions utilitzant diferents algorismes (fins al moment tant 
sols s’ha realitzat una implementació d’aquesta classe). Pel que fa a la classe 
PieceDownloader, cada implementació d’aquesta última permetrà donar suport 
a la descàrrega de fragments de diferents tipus de continguts. Fins al moment, 
s’ha implementat suport per a fragments de longitud fixa dividits en blocs de 
longitud fixa i per a fragments que contenen un nombre fix de frames. També 
trobem en aquest package la classe StreamsManager, que gestiona tots els 
fluxos actius, tant entrants com sortints, i que ja s’ha mencionat en el capítol 
3.3. Problemes de l’aplicació (ens hem referit a ella com a gestor d’Streaming 
Sessions). 
 
entel.bitstream.tests: en aquest package hi ficarem les classes dedicades a 
testejar els diferents mòduls de l’aplicació. Per exemple, trobem aquí la classe 
HttpClientThrower, que és l’executable que hem utilitzat en les proves per a 
llançar clients per al tracker amb distribució de Poisson. 
 
entel.bitstream.tracker: aquest package conté totes les classes dedicades per 
implementar la funcionalitat del tracker, de les quals, la principal és la classe 
Tracker. També trobem en el directori d’aquest package el fitxer 
(trackerPage.bs) que conté la plana web a mostrar en rebre peticions HTTP 
GET buides i els fitxers de metainfo que fan referència als streams que 
gestiona el tracker. 
 
entel.bitstream.utils: aquí trobem altres classes útils per a realitzar diferents 
funcions auxiliars, com són la conversió d’enters a arrays de bytes i viceversa 
(classe ManageBytes) o la utilització dels logs de l’aplicació (en aquest cas una 
classe que representi un determinat tipus de log heretarà de la classe Log. 
 
entel.bitstream.vtraces: aquí trobem les classes utilitzades per a manejar les 
traces MPEG4 i obtenir-les a partir dels fitxers que les contenen. 
 
 
Per acabar, en la imatge mostrada anteriorment, es pot veure que apareixen 
alguns directoris que no constitueixen packages en sí. Anem a veure què 
contenen. 
 
Trobem el directori entel/bitstream/img/, que conté les imatges que utilitza 
l’aplicació, com poden ser les icones dels botons. El directori entel/bitstream/lib/ 
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conté les llibreries necessàries per al funcionament de l’aplicació. En concret, 
conté la llibreria JLayer 1.0 (jl1.0.jar). També trobem els directoris 
entel/bitstream/logs/ i entel/bitstream/metainfo/, on s’emmagatzemen els logs 
generats per l’aplicació i els fitxers de metainfo destinats a la descàrrega, 
respectivament. Finalment, en el directori entel/bitstream/shared/ guardem els 
arxius compartits, que seran permanents en cas de que siguem seeds primaris 
o temporals en cas que estiguem realitzant streaming (aleshores se’ls afegirà 
l’extensió .bs i seran esborrats del disc dur en finalitzar la reproducció). 
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ANNEX 2. Exemple de fitxer de traces MPEG4 
 
 
En aquest annex adjuntem un fragment del fitxer de traces d’Star Wars que 





Frame No. Frametype Time[ms] Length [byte] } 
-------------------------------------------------------------------- 
1  I  0  919 
2  P  120  1161 
3  B  40  302 
4  B  80  432 
5  P  240  491 
6  B  160  284 
7  B  200  377 
8  P  360  389 
9  B  280  269 
10  B  320  284 
11  I  480  1463 
12  B  400  273 
13  B  440  329 
14  P  600  386 
15  B  520  278 
16  B  560  247 
17  P  720  490 
18  B  640  266 
19  B  680  333 
20  P  840  409 
21  B  760  280 
22  B  800  360 
23  I  960  1472 
24  B  880  319 
25  B  920  349 
26  P  1080  424 
27  B  1000  266 
28  B  1040  314 
29  P  1200  460 
30  B  1120  327 
31  B  1160  304 
32  P  1320  398 
33  B  1240  289 
34  B  1280  293 
35  I  1440  1517 
36  B  1360  287 
37  B  1400  314 
38  P  1560  442 
39  B  1480  317 
40  B  1520  289 
41  P  1680  338 
42  B  1600  272 
43  B  1640  303 
44  P  1800  339 
45  B  1720  327 
46  B  1760  313 
47  I  1920  1504 
   : 
   : 
   : 
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En aquest annex s’inclouen els fitxers log generats per l’aplicació BitStream 
durant les simulacions, i als quals s’ha fet referència en el capítol 3.2 Proves de 
funcionament del present informe. Com que seria molt farragós incloure’ls 
sencers (estem parlant d’arxius molt extensos) mostrarem només part d’ells a 
tall d’exemple. En molts casos algunes de les línies són massa llargues per a 
poder-les mostrar senceres en una de sola, per la qual cosa les hem dividit en 
dos línies alhora de transcriure les dades. 
 
 
Log 1: “Prova 1. Streaming.txt” 
 
Aquest log correspon al peer monitoritzat en la prova 1, on es simulava la 
transmissió del flux multimèdia d’Star Wars, utilitzant el fitxer de traces mostrat 
en l’annex anterior. La descàrrega en aquest cas es va interrompre en haver 
rebut el fragment 417. 
 
Streaming session started on 23/06/2005 at 17:32 
Stream: Verbose_StarWarsIV.dat with info_hash e7 42 09 99 ab 2f 41  
b1 33 ba b3 bb bf 05 ff 6a dc 60 5b de 
 
Date      Event                       Peer ID              Comments                                          
 
17:32:29  Streaming session started 
17:32:29  Announce sent               Tracker URL:  
http://147.83.118.71:7979/announce  Event: started                                    
17:32:30  Received announce response  Your new ID: -BS0090- 
  120268129968  Received 1 peers from the tracker.                
17:32:30  Handshake completed         -BS0090-120268075858   
17:32:30  Received BitField from peer -BS0090-120268075858 with  
    3750 new pieces. 
17:32:30  New peer connection         -BS0090-120268075858   
 Connected to 147.83.118.71:7881. Listening port 7891 for transfer. 
17:32:31  Received piece 0            -BS0090-120268075858   
17:32:32  Received piece 1            -BS0090-120268075858   
17:32:33  Received piece 2            -BS0090-120268075858   
17:32:34  Received piece 3            -BS0090-120268075858   
17:32:35  Received piece 4            -BS0090-120268075858   
17:32:36  Received piece 5            -BS0090-120268075858   
17:32:38  Received piece 6            -BS0090-120268075858   
17:32:39  Received piece 7            -BS0090-120268075858   
17:32:40  Received piece 8            -BS0090-120268075858   
17:32:41  Received piece 9            -BS0090-120268075858   
17:32:42  Received piece 10           -BS0090-120268075858   
17:32:43  Received piece 11           -BS0090-120268075858    
17:32:43  Received piece 12           -BS0090-120268075858   









17:35:23  Received piece 175          -BS0090-120268075858   
17:35:24  Received piece 176          -BS0090-120268075858   
17:35:24  Received piece 177          -BS0090-120268075858   
17:35:26  Received piece 178          -BS0090-120268075858   
17:35:27  Received piece 179          -BS0090-120268075858   
17:35:28  Received piece 180          -BS0090-120268075858   
17:35:28  Received piece 181          -BS0090-120268075858   
17:35:29  Received piece 182          -BS0090-120268075858   
17:35:30  Announce sent               Tracker URL: 
http://147.83.118.71:7979/announce   
17:35:30  Received announce response  Received 2 peers from the 
tracker.                 
17:35:30  Handshake completed         -BS0090-120268284155   
17:35:30  Peer connection error       -BS0090-120268284155  This 
peer has no new pieces.                       
17:35:30  Peer connection error       -BS0090-120268284155  
Handshake failed.                                  
17:35:30  Received piece 183          -BS0090-120268075858   
17:35:31  Received piece 184          -BS0090-120268075858   
17:35:32  Received piece 185          -BS0090-120268075858   
17:35:33  Received piece 186          -BS0090-120268075858   
17:35:34  Received piece 187          -BS0090-120268075858   
17:35:35  Received piece 188          -BS0090-120268075858   
17:35:36  Received piece 189          -BS0090-120268075858   




17:36:29  Received piece 245          -BS0090-120268075858   
17:36:30  Received piece 246          -BS0090-120268075858   
17:36:31  Received piece 247          -BS0090-120268075858   
17:36:32  Received piece 248          -BS0090-120268075858  Piece 
hash does not match.                         
17:36:33  Received piece 248          -BS0090-120268075858   
17:36:34  Received piece 249          -BS0090-120268075858   




17:38:29  Received piece 370          -BS0090-120268075858   
17:38:30  Announce sent               Tracker URL: 
http://147.83.118.71:7979/announce   
17:38:30  Received announce response  Received 2 peers from the 
tracker.                 
17:38:30  Received piece 371          -BS0090-120268075858   
17:38:31  Handshake completed         -BS0090-120268284155   
17:38:31  Peer connection error       -BS0090-120268284155  This 
peer has no new pieces.                       
17:38:31  Peer connection error       -BS0090-120268284155  
Handshake failed.                                  
17:38:31  Received piece 372          -BS0090-120268075858   
17:38:32  Received piece 373          -BS0090-120268075858   
17:38:34  Received piece 374          -BS0090-120268075858   




17:39:21  Received piece 417          -BS0090-120268075858   
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Log 2: “Prova 1. Traça.txt” 
 
Aquest log correspon també al peer monitoritzat en la prova 1, on es simulava 
la transmissió del flux multimèdia d’Star Wars, utilitzant el fitxer de traces 
mostrat en l’annex anterior. En aquest cas el log correspon al seguiment de la 
reproducció del flux, és a dir, s’intentava periòdicament (cada 40 ms, que 
correspon a un freqüència de mostreig de 25 quadres per segon) recuperar les 
dades del quadre que tocava reproduir. Com es pot observar, tot i que en el 
fitxer de traces original els quadres apareixien ordenats en ordre de codificació, 
l’aplicació BitStream els reordena en recepció i així apareixen en el log (la 
recepció es va tallar en “reproduir” el quadre 10030: 
 
Stream session started. 
0: (I) 0 msec 919 bytes 
2: (B) 40 msec 302 bytes 
3: (B) 80 msec 432 bytes 
1: (P) 120 msec 1161 bytes 
5: (B) 160 msec 284 bytes 
6: (B) 200 msec 377 bytes 
4: (P) 240 msec 491 bytes 
8: (B) 280 msec 269 bytes 
9: (B) 320 msec 284 bytes 
7: (P) 360 msec 389 bytes 
11: (B) 400 msec 273 bytes 
12: (B) 440 msec 329 bytes 
10: (I) 480 msec 1463 bytes 
   : 
   : 
   : 
152: (B) 6040 msec 4803 bytes 
153: (B) 6080 msec 5100 bytes 
151: (P) 6120 msec 9370 bytes 
155: (B) 6160 msec 4254 bytes 
156: (B) 6200 msec 3940 bytes 
154: (I) 6240 msec 7632 bytes 
158: (B) 6280 msec 3820 bytes 
159: (B) 6320 msec 3787 bytes 
157: (P) 6360 msec 4406 bytes 
161: (B) 6400 msec 3806 bytes 
162: (B) 6440 msec 3384 bytes 
160: (P) 6480 msec 4087 bytes 
   : 
   : 
   : 
1290: (B) 51560 msec 2358 bytes 
1288: (P) 51600 msec 4487 bytes 
1292: (B) 51640 msec 2176 bytes 
1293: (B) 51680 msec 1925 bytes 
1291: (P) 51720 msec 4288 bytes 
1295: (B) 51760 msec 2080 bytes 
1294: (I) 51840 msec 5271 bytes 
Frame 1296 not received at time. 
1298: (B) 51880 msec 2391 bytes 
1299: (B) 51920 msec 2296 bytes 
1297: (P) 51960 msec 4538 bytes 
   : 
   : 
   : 





1570: (I) 62880 msec 6387 bytes 
1574: (B) 62920 msec 3753 bytes 
1575: (B) 62960 msec 3653 bytes 
1573: (P) 63000 msec 5877 bytes 
1577: (B) 63040 msec 3301 bytes 
1578: (B) 63080 msec 3359 bytes 
1576: (P) 63120 msec 4845 bytes 
1580: (B) 63160 msec 3447 bytes 
1581: (B) 63200 msec 3510 bytes 
1579: (P) 63240 msec 5435 bytes 
1583: (B) 63280 msec 3402 bytes 
1584: (B) 63320 msec 3660 bytes 
   : 
   : 
   : 
1676: (B) 67000 msec 1673 bytes 
1677: (B) 67040 msec 1640 bytes 
1675: (P) 67080 msec 3354 bytes 
1679: (B) 67120 msec 1338 bytes 
1678: (I) 67200 msec 3914 bytes 
Frame 1680 not received at time. 
Frame 1681 not received at time. 
1683: (B) 67280 msec 1786 bytes 
1681: (P) 67320 msec 3194 bytes 
1685: (B) 67360 msec 1452 bytes 
1686: (B) 67400 msec 1679 bytes 
   : 
   : 
   : 
2144: (B) 85720 msec 135 bytes 
2145: (B) 85760 msec 146 bytes 
2143: (P) 85800 msec 239 bytes 
2147: (B) 85840 msec 169 bytes 
2148: (B) 85880 msec 186 bytes 
2146: (I) 85920 msec 627 bytes 
2150: (B) 85960 msec 126 bytes 
2151: (B) 86000 msec 124 bytes 
2149: (P) 86040 msec 159 bytes 
2153: (B) 86080 msec 104 bytes 
2154: (B) 86120 msec 106 bytes 




10024: (P) 401040 msec 671 bytes 
10028: (B) 401080 msec 608 bytes 
10029: (B) 401120 msec 1380 bytes 
10027: (P) 401160 msec 3993 bytes 
10031: (B) 401200 msec 913 bytes 
10030: (I) 401280 msec 3832 bytes 
Frame 10032 not received at time. 
Frame 10033 not received at time. 
Frame 10034 not received at time. 
Frame 10035 not received at time. 
Frame 10036 not received at time. 
   : 
   : 
   : 
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Log 3: “Prova 1. Tracker.txt” 
 
Per acabar amb els logs de la prova 1, aquest correspon al del tracker. En 
aquest cas, per ser un arxiu log més petit, s’ha reproduït íntegrament i només 
s’han omès les estadístiques referents als fitxers que no s’ha utilitzat, i hem 
conservat les que fan referència al fitxer de traces que hem utilitzat en les 
simulacions: 
 Tracker session started on 23/06/2005 at 17:31 
 
Date                  Event     From peer              
Requested file        Comments                      
 
23/06/2005 at 17:31   Loaded metaInfo from file  
entel\bitstream\tracker\mojinos.mp3.stream 
23/06/2005 at 17:31   Loaded metaInfo from file  
entel\bitstream\tracker\shortStarWars.dat.stream 
23/06/2005 at 17:31   Loaded metaInfo from file  
entel\bitstream\tracker\StarWars.dat.stream 
23/06/2005 at 17:31   Loaded metaInfo from file  
entel\bitstream\tracker\Verbose_StarWarsIV.dat.stream 
23/06/2005 at 17:31   Tracker started (listening port 7979) 
23/06/2005 at 17:32   announce  -BS0090-120268129968   
Verbose_StarWarsIV.dat  New peer connected            
23/06/2005 at 17:35   announce  -BS0090-120268284155   
Verbose_StarWarsIV.dat  New peer connected            
23/06/2005 at 17:35   announce  -BS0090-120268129968   
Verbose_StarWarsIV.dat 
23/06/2005 at 17:38   announce  -BS0090-120268284155   
Verbose_StarWarsIV.dat 
23/06/2005 at 17:38   announce  -BS0090-120268129968   
Verbose_StarWarsIV.dat 
23/06/2005 at 17:40   Tracker session finished. 
 
 
Tracker session statistics 
-------------------------- 
 
- Statistics from stream: Verbose_StarWarsIV.dat 
 info_hash: e7 42 09 99 ab 2f 41 b1 33 ba b3 bb bf 05 ff 6a dc  
60 5b de 
 Time published: 8.827867 minutes. 
 Requests: 2 (0.2265553 requests / minute) 
 Completes: 0 (0.0 completes / minute) 
 Average lifetime per seed: NaN minutes 
 Times returned each peer:  
 -BS0090-120268075858: 5 times (0.56638825 times per minute) 
 -BS0090-120268284155: 2 times (0.2265553 times per minute) 
 -BS0090-120268129968: 2 times (0.2265553 times per minute) 
 
- Total statistics (8.883333 minutes this session): 
 Requests: 2 (0.2251407 requests / minute) 
 Completes: 0 (0.0 completes / minute) 
 Returns: 9 (1.0131332 returns / minute) 
 Average lifetime each seed: NaN minutes 
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Log 4: “Prova 4. Tracker.txt” 
 
Aquest log correspon al de la prova del tracker. Després del log de seguiment 
de reproducció, aquest és el més llarg dels mostrats en aquest annex; per això, 
només en mostrem dos fragments, un de corresponent al començament de la 
sessió i un altre de corresponent al final. Es pot observar en el segon que no 
trobem tantes arribades de peers nous. Això no vol dir que n’arribessin menys, 
la taxa era constant durant tota la simulació, sinó que les noves arribades es 
barrejaven amb les peticions de peers ja registrats. Al final afegim un fragment 
de les estadístiques generades per a l’arxiu que demanaven els peers i les 
estadístiques globals. 
Tracker session started on 22/06/2005 at 12:25 
 
Date                  Event     From peer             Requested file   Comments                      
 
22/06/2005 at 12:25   Loaded metaInfo from file  
entel\bitstream\tracker\mojinos.mp3.stream 
22/06/2005 at 12:25   Loaded metaInfo from file  
entel\bitstream\tracker\StarWars.dat.stream 
22/06/2005 at 12:25   Tracker started (listening port 7979) 
22/06/2005 at 12:25   announce  -BS0090-120163320483  StarWars.dat     New peer  
connected            
22/06/2005 at 12:25   announce  -BS0090-120163323108  StarWars.dat     New peer  
connected            
22/06/2005 at 12:25   announce  -BS0090-120163331093  StarWars.dat     New peer  
connected            
22/06/2005 at 12:26   announce  -BS0090-120163340108  StarWars.dat     New peer  
connected         
: 
: 
:          
22/06/2005 at 12:55   announce  -BS0090-120164930233  StarWars.dat           
22/06/2005 at 12:55   announce  -BS0090-120165110296  StarWars.dat     New peer  
connected            
22/06/2005 at 12:55   announce  -BS0090-120164751186  StarWars.dat           
22/06/2005 at 12:55   announce  -BS0090-120163852014  StarWars.dat           
22/06/2005 at 12:55   announce  -BS0090-120164212061  StarWars.dat           
22/06/2005 at 12:55   announce  -BS0090-120164572139  StarWars.dat           
22/06/2005 at 12:55   announce  -BS0090-120164932249  StarWars.dat           
22/06/2005 at 12:55   announce  -BS0090-120165112280  StarWars.dat     New peer  
connected            




22/06/2005 at 12:57   Tracker session finished. 
 
 





- Statistics from stream: StarWars.dat 
 info_hash: 14 b2 13 65 6d 06 67 8a ff 4a 18 f8 94 ef 4d 6b dc 98 e3 2f  
 Time published: 31.895584 minutes. 
 Requests: 361 (11.318181 requests / minute) 
 Completes: 0 (0.0 completes / minute) 
 Average lifetime per seed: NaN minutes 
 Times returned each peer:  
  -BS0090-120164806186: 87 times (2.7276504 times per minute) 
  -BS0090-120163373327: 478 times (14.986401 times per minute) 
  -BS0090-120164606124: 147 times (4.6087885 times per minute) 
  -BS0090-120164699186: 112 times (3.511458 times per minute) 









-BS0090-120163884905: 351 times (11.004658 times per minute) 
  -BS0090-120163625436: 430 times (13.48149 times per minute) 
  -BS0090-120163907905: 346 times (10.847897 times per minute) 
  -BS0090-120163847733: 372 times (11.663056 times per minute) 
  -BS0090-120163876905: 361 times (11.318181 times per minute) 
 
- Total statistics (31.9 minutes this session): 
 Requests: 361 (11.316614 requests / minute) 
 Completes: 0 (0.0 completes / minute) 
 Returns: 92260 (2892.163 returns / minute) 
 Average lifetime each seed: NaN minutes 
  
