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Abstract—Devising efficient algorithms to solve continuously-
varying strongly convex optimization programs is key in many
applications, from control systems to signal processing and
machine learning. In this context, solving means to find and
track the optimizer trajectory of the continuously-varying convex
optimization program. Recently, a novel prediction-correction
methodology has been put forward to set up iterative algorithms
that sample the continuously-varying optimization program at
discrete time steps and perform a limited amount of computations
to correct their approximate optimizer with the new sampled
problem and predict how the optimizer will change at the next
time step. Prediction-correction algorithms have been shown to
outperform more classical strategies, i.e., correction-only meth-
ods. Typically, prediction-correction methods have asymptotical
tracking errors of the order of h2, where h is the sampling
period, whereas classical strategies have order of h. Up to
now, Prediction-correction algorithms have been developed in
the primal space, both for unconstrained and simply constrained
convex programs. In this paper, we show how to tackle lin-
early constrained continuously-varying problem by prediction-
correction in the dual space and we prove similar asymptotical
error bounds as their primal versions.
Index Terms—Time-varying convex optimization, prediction-
correction methods, parametric programming, dual ascent
I. INTRODUCTION
Continuously varying optimization programs have appeared
as a natural extension of time-invariant ones when the cost
function, the constraints, or both, depend on a time parameter
and change continuously in time. This setting captures relevant
control, signal processing, and machine learning problems (see
e.g., [1] for a broad overview).
We focus here on linearly constrained time-varying convex
programs of the form
x˚ptq :“ argmin
xPRn
fpx; tq, subject to: Ax “ b, (1)
where t P R` is non-negative, continuous, and it is used to
index time; f : Rn ˆ R` Ñ R is a smooth strongly convex
function uniformly in time; A P Rpˆn and b P Rm are a
real-valued matrix and vector that represent the linear equality
constraints. The goal is to find (and track) the solution x˚ptq
of (1) for each time t – hereafter referred to as the optimal
solution trajectory.
Problem (1) might be solved in a centralized setting based
on a continuous time platform [2]; however, here we focus on
a discrete time setting. The reason for this choice is motivated
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by the widespread use of digital computing units, such as
control units (actuators) and digital sensors. In this context, we
envision that our optimization problem will change in response
to measurements taken at discrete time steps and its solution
could provide control actions to be implemented on digital
control units, similarly to [3]. In addition, we also envision our
methods to be implemented on networks of communicating
and computing nodes. In this latter scenario, at each time step
the nodes have to send messages among each other before
and during the computations. Then, continuous-time settings
may be less appropriate, especially when high communication
latencies may be expected.
Therefore, we use sampling arguments to reinterpret (1)
as a sequence of time-invariant problems. In particular, upon
sampling the objective functions fpx; tq at time instants tk,
k “ 0, 1, 2, . . . , where the sampling period h :“ tk ´ tk´1
can be chosen arbitrarily small, one can solve the sequence of
time-invariant problems
x˚ptkq :“ argmin
xPRn
fpx; tkq, subject to: Ax “ b. (2)
By decreasing h, an arbitrary accuracy may be achieved
when approximating problem (1) with (2). However, solving
(2) for each sampling time tk may not be computationally
affordable in many application domains, even for moderate-
size problems.
Focusing on unconstrained or simply constrained optimiza-
tion problems, a series of works among which [4], [5] de-
veloped prediction-correction methods to find and track the
solution trajectory x˚ptq up to a bounded asymptotical error, in
the primal space. This methodology arises from non-stationary
optimization [6], parametric programming [3], [7]–[9], and
continuation methods in numerical mathematics [10].
This paper extends the current state-of-the-art methods [2],
[3], [5] by offering the following contributions.
First, we develop prediction-correction methods to track
the solutions of the time-varying linearly constrained prob-
lems (1) by leveraging a dual ascent technique. To the author’s
knowledge, this is the first work that proposes prediction-
correction methods in the dual space. In [11], [12], the authors
have developed dual ascent methods for similar problems, but
they are correction-only methods and – as we prove here –
they have worse tracking capabilities than dual prediction-
correction methods.
Second, our algorithm can handle a rank deficient matrix
A, which is a situation ubiquitous in distributed optimiza-
tion problems. This therefore opens the way to distributed
algorithms based on dual decomposition, which have many
applications. This was not considered in previous efforts, i.e.,
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2in the continuous-time platform of [2]1.
In this paper, we derive methods that are proved to track
the solution trajectory x˚ptq up to an asymptotical error upper
bound, which depends on the sampling period, on the proper-
ties of the cost function, and on the number of prediction and
correction steps we use, and on the spectral properties of A.
With the aid of numerical simulations, we are able to showcase
further the performance of the proposed methods and their
comparison with the correction-only strategies. In particular,
the proposed algorithms outperform the correction-only ones
in asymptotic error bounds and they appear also better when
computational considerations are taken into account, in most
cases.
Organization. In Section II, we introduce the basic as-
sumptions for the linear system Ax “ b. Section III covers
the required background on time-invariant and correction-
only methods in the dual domain. We present our algorithm
in Section IV, while convergence analysis is discussed in
Section V. The main result of this paper is presented in The-
orem 4. Section VI studies distributed optimization problems.
Numerical simulations are presented in Section VII, and we
conclude in Section VIII.
Notation. Vectors are written as x P Rn and matrices
as A P Rpˆn. We use } ¨ } to denote the Euclidean norm
in the vector space, and the respective induced norms for
matrices and tensors. The image (i.e., the column space) and
the nullspace of matrix A are indicated as impAq and nullpAq
respectively. The gradient of the function fpx; tq with respect
to x at the point px, tq is denoted as ∇xfpx; tq P Rn,
the partial derivative of the same function with respect to
(w.r.t.) t at px, tq is written as ∇tfpx; tq P R. Similarly,
the notation ∇xxfpx; tq P Rnˆn denotes the Hessian of
fpx; tq w.r.t. x at px, tq, whereas ∇txfpx; tq P Rn denotes
the partial derivative of the gradient of fpx; tq w.r.t. the
time t at px, tq, i.e. the mixed first-order partial derivative
vector of the objective. The tensor ∇xxxfpx; tq P Rnˆnˆn
indicates the third derivative of fpx; tq w.r.t. x at px, tq, the
matrix ∇xtxfpx; tq “ ∇txxfpx; tq P Rnˆn indicates the time
derivative of the Hessian of fpx; tq w.r.t. the time t at px, tq,
the vector ∇ttxfpx; tq P Rn indicates the second derivative in
time of the gradient of fpx; tq w.r.t. the time t at px, tq.
II. ASSUMPTIONS FOR Ax “ b
We assume that b P impAq, so that the optimization
problems (1) (or equivalently (2)) has a solution for each time
t. We do not assume that the matrix A P Rpˆn is full row
rank, so it can be rank deficient.
The singular values of A are ordered as σmax :“ σp ě
σp´1 ě σmin ą σj “ ¨ ¨ ¨ “ σ1 “ 0, where σmin is the
minimum positive singular value. We call κA “ σmax{σmin.
Since b P impAq, one could eliminate the redundant rows
in A (if rank deficient) and construct a full row rank matrix.
However, in some cases it is desirable to keep a rank deficient
A, since it encodes more linear constraints. This is the
1The work in [2] differs from the work here, not only because they work
in continuous time and they do not consider a rank deficient A. It differs also
from the algorithmic perspective: they propose a continuous-time primal-dual
algorithm, while here we focus on discrete-time dual ones.
case, e.g., in distributed optimization where A describes the
communication links that are present. The more links means
(in general) faster convergence to the desired solution.
III. TIME-INVARIANT AND CORRECTION-ONLY DUAL
ASCENT
We start by two (known) properties of the primal and dual
variables at optimality, for the time-invariant problem (2).
Proposition 1 Let function fp¨; tkq : Rn Ñ R be strongly
convex with constant m and strongly smooth with constant L.
Then the primal optimizer of (2), i.e., x˚ptkq, is unique.
If A is full row rank, the dual optimizer of (2), i.e., λ˚ptkq,
is also unique and λ˚ptkq P impAq.
If A is rank deficient, there exists a unique dual optimizer
of (2) λ˚ptkq for which λ˚ptkq P impAq.
Proof: Given in Appendix A.
Proposition 1 sets the frame for the results of this paper.
If A is full row rank, the primal-dual optimizers are unique
and the dual optimizer lies in the image of A. If A is rank
deficient, the primal optimizer is unique, while the dual is not
unique but we will be interested in finding the unique dual
optimizer that lies in the image of A. By restricting the search
space to the image of A, we will be able to overcome the rank
deficiency of A in the proofs, without losing optimality.
Consider now the following iterative algorithm to solve (2),
known as dual ascent.
1) Pick px0,λ0q; Set i “ 0; Pick a stepsize α ą 0.
2) Iterate:
xi`1 “ argmin
xPRn
tfpx; tkq ` λTi Axu, (3a)
λi`1 “ λi ` αpAxi`1 ´ bq. (3b)
We have the following result.
Theorem 1 (Time-invariant dual ascent convergence) Fix
the time tk. Let function fp¨; tkq : Rn Ñ R be strongly
convex with constant m and strongly smooth with constant L.
Select x0 arbitrarily, but λ0 P impAq. Let the stepsize α be
chosen as α ă 2m{σ2max. Then, the sequence tpxi,λiquiPN
generated by recursively applying (3) converges to the unique
primal-dual optimizer of (2) px˚ptkq,λ˚ptkq P impAqq. In
particular, tλiuiPN converges Q-linearly to λ˚ptkq P impAq
as
}λi`1´λ˚ptkq} ď %}λi´λ˚ptkq} ď %i`1}λ0´λ˚ptkq}, (4)
while txiuiPN converges R-linearly as
}xi`1 ´ x˚ptkq} ď σmax
m
}λi ´ λ˚ptkq}, (5)
where the contraction factor % ă 1 is defined as % “ maxt|1´
ασ2max{m|, |1´ ασ2min{L|u.
Proof: Given in Appendix B.
Theorem 1 says that the time-invariant iteration (3) con-
verges to the primal-dual optimizer of the time-invariant
optimization problem (2). Furthermore, the rate is linear.
3In [11], [12], the authors extend the previous results to a
running version (or with the nomenclature here, a correction-
only version) of dual ascent. By running we mean an algorithm
that adjust the problem on-line while the algorithm is running.
In this context, consider the time-varying problem (1) and
the running version of the iterations (3) defined by sampling
problem (1) at discrete sampling times, as follows:
1) Pick px0,λ0q; Set k “ 0; Pick a stepsize α ą 0.
2) Iterate:
xk`1 “ argmin
xPRn
tfpx; tkq ` λTkAxu, (6a)
λk`1 “ λk ` αpAxk`1 ´ bq. (6b)
As one can see, this running version of (3) considers
functions that change at the same time as the updates are
computed (i.e., there is only one time variable k).
Let the following assumptions hold.
Assumption 1 Let time-varying function f : Rn ˆ R` Ñ R
be strongly convex with constant m and strongly smooth with
constant L, uniformly in time (i.e., for each time t ě 0). Define
the condition number of f as κf :“ L{m, uniformly in time.
Assumption 2 Let the distance between optimizers of Prob-
lem (1) at two subsequent sampling time tk and tk´1, i.e.,
px˚ptkq, λ˚ptkq P impAqq and px˚ptk´1q, λ˚ptk´1q P
impAqq, be upper bounded for each k ą 0 as,
maxt}x˚ptkq´x˚ptk´1q}, }λptkq˚´λ˚ptk´1q}u ď K. (7)
Then the following result is in place.
Theorem 2 (Running dual ascent convergence) Under As-
sumptions 1-2, consider the running iterations (6). Select x0
arbitrarily, but λ0 P impAq. Let the stepsize α be chosen as
α ă 2m{σ2max. Then, the sequence tpxk,λkqukPN generated
by recursively applying (6) converges to the unique primal-
dual trajectory of (1), px˚ptkq,λ˚ptkq P impAqq, up to a
constant error bound linearly as
}λk`1 ´ λ˚ptk`1q} ď %p}λk ´ λ˚ptkq} `Kq
ď %k`1}λ0 ´ λ˚pt0q} ` %K
1´ % , (8)
}xk`1 ´ x˚ptk`1q} ď σmax
m
p}λk ´ λ˚ptkq} `Kq, (9)
where the contraction factor % ă 1 is defined as % “ maxt|1´
ασ2max{m|, |1´ ασ2min{L|u.
Proof: The proof is given for example in [12], and it is
based on the results of Theorem 1 and the triangle inequality.
In particular, for each time tk`1 one can write
}λk`1 ´ λ˚ptk`1q} ď %p}λk ´ λ˚ptk`1q}q ď
ď %p}λk ´ λ˚ptkq} `Kq, (10)
which is yield by directly applying the time-invariant results
and the triangle inequality, and by leveraging Assumption 2
on the variability of the optimizers.
Theorem 2 is a generalization of Theorem 1 for cases in
which the cost function changes continuously in time. The
convergence result is similar to those of Theorem 1 but is
achieved up to a constant error bound, which is due to the
drifting of the primal-dual optimal pair. In the limit, one
obtains the bounds,
lim sup
kÑ8
}λk ´ λ˚ptkq} “ %K
1´ % , (11a)
lim sup
kÑ8
}xk ´ x˚ptkq} “ σmax
m
ˆ
%K
1´ % `K
˙
, (11b)
and when K “ 0, i.e., we are back in the time-invariant
scenario, one re-obtains exact convergence.
Remark 1 The result presented in Theorem 2 can be readily
related back to those in [11]. There, Assumption 2 is substi-
tuted with an assumption on the primal optimizers variation
and their gradients. Given the optimal conditions for (1), one
can always translate the latter in the former as
}∇xfpx˚ptkq; tkq ´∇xfpx˚ptk´1q; tk´1q} ď
ď σmax}λptkq˚ ´ λ˚ptk´1q} ď σmaxK. (12)
IV. PREDICTION-CORRECTION METHODOLOGY
The running dual ascent (6) is agnostic of variations of the
cost function, in the sense that it only reacts to variations of
the cost but it does not attempt at predicting how the function
changes depending either on past data, or on the knowledge
of the time derivatives of the function. Recently, e.g., [4],
[5], a prediction-correction methodology in discrete time has
been put forward to increase the accuracy of running (i.e.,
correction-only) methods by predicting how the cost function
changes in time. The aforementioned works stay in the primal
space, while here we will extend them to the dual space.
A. Prediction step
To develop the prediction step, we consider the optimality
conditions for (6) at time tk`1,
∇xfpx˚ptk`1q; tk`1q `ATλ˚ptk`1q “ 0, Ax˚ptk`1q “ b.
(13)
At time tk, one cannot solve (13) to determine the next primal-
dual pair. What one can do is to approximate (13) with the
knowledge one has at tk via a backward Taylor expansion as,
∇xfpx˚ptk`1q; tk`1q `ATλ˚ptk`1q « ∇xfpx˚ptkq; tkq`
`∇xxfpx˚ptkq; tkqδx`∇txfpx˚ptkq; tkqh`
`ATpλ˚ptkq ` δλq “ 0 (14a)
Ax˚ptk`1q “ Apx˚ptkq ` δxq “ b. (14b)
If then, one is provided with the primal-dual optimizers at
time tk, one can approximate (or predict) the next primal-dual
optimal pair by solving (14) for δx and δλ. That is, one has
to solve the following quadratic program
min
δxPRn
1
2
δxT∇xxfpx˚ptkq; tkqδx`h∇txfpx˚ptkq; tkqTδx,
(15a)
subject to Aδx “ 0. (15b)
4We use this reasoning to develop our prediction step.
Let pxk,λkq be an approximate primal-dual optimal pair
available at time tk. In the prediction step we solve the
quadratic problem:
min
δxPRn
1
2
δxT∇xxfpxk; tkqδx`h∇txfpxk; tkqTδx, (16a)
subject to Aδx “ 0, (16b)
and we set the predicted pair to xk`1|k “ xk` δx, λk`1|k “
λk ` δλ.
To solve (16), various techniques can be applied. If one has
access to the full instance, one can find the unique pxk,λk P
impAqq by solving (16) at optimality2.
Since we would like to devise algorithms that can be
implemented in a distributed way, we follow another approach,
which is to set up a dual gradient method with the iterations:
1) Pick pδx0, δλ0 “ 0q; Set p “ 0; Pick a stepsize β ą 0
and a maximum number of iterations P .
2) Iterate till p “ P ´ 1:
δxp`1 “ argmin
δxPRn
!1
2
δxT∇xxfpxk; tkqδx`
` h∇txfpxk; tkqTδx` δλTpAδx
)
,
(17a)
δλp`1 “ δλp ` βAδxp`1. (17b)
3) Set pxk`1|k “ xk ` δxP , pλk`1|k “ λk ` δλP
This converges to the exact xk`1|k and λk`1|k as P Ñ8,
due to Theorem 1.
This last option (which determines the solution of (16)
only approximately if P stays finite – and that is why we
indicate the predicted variable with an hat) is to be preferred
in distributed settings (as we will see in Section VI). Of
course, to make this last option viable, the maximum number
of iterations P needs to be small enough, which will induce
an extra error in computing the prediction step.
For the sake of uniformity, from now on, we will indicate
with pxk`1|k and pλk`1|k both the exact and approximate
prediction: in fact, the exact prediction couple is equivalent
to the approximate one when P Ñ8.
B. Correction step
At time tk`1, when one is allowed to sample the new cost
function fp¨; tk`1q, then a correction step can be performed
starting from the (approximate or exact) predicted pair previ-
ously computed. The correction step is nothing else than one
(or possible multiple) round(s) of the dual ascent iteration as
1) Pick pv0 “ pxk`1|k, ξ0 “ pλk`1|kq; Set c “ 0; Pick a
stepsize α ą 0 and a maximum number of iterations C.
2) Iterate till c “ C ´ 1:
vc`1 “ argmin
vPRn
tfpv; tk`1q ` ξTcAvu, (18a)
ξc`1 “ ξc ` αpAvc`1 ´ bq. (18b)
3) Set xk`1 “ vC , λk`1 “ ξC .
2This can be done e.g., by off-the-shelf solvers, or by a custom-made
Newton’s method which can also employ Krylov-subspace based solvers for
the resulting linear system. Note that some of the computations could be made
off-line since A is time-invariant.
Algorithm 1 Approx. Dual Prediction-Correction (ADuPC)
Require: Initial guess px0,λ0 P impAqq; stepsizes
α, β ą 0; number of prediction and correction steps
P,C
1: for k “ 0, 1, 2, . . . do
2: // time tk
3: Prediction step: Compute δx and δλ by approximately
solving the quadratic program (16) by using the itera-
tions (17) with pδx0 “ 0, δλ0 “ 0q, stepsize β, and
number of iterations P
4: Set pxk`1|k “ xk ` δx, pλk`1|k “ λk ` δλ
5: // time tk`1
6: Acquire the updated function fp¨; tk`1q
7: Correction step: Compute xk`1 and λk`1 by using
the iterations (18) with pv0 “ pxk`1|k, ξ0 “ pλk`1|kq,
stepsize α, and number of iterations C
8: end for
C. Complete algorithms
In Algorithm 1, we summarize the prediction-correction
methodology for the approximate prediction. The algorithm
is parametrized over the number of prediction and correction
steps that it employs.
In the next section, we study the convergence of Algorithm 1
to a ball around the optimal primal-dual trajectory. The size
of the error ball will depends on the sampling period and
the number of prediction and correction steps, among other
parameters.
V. CONVERGENCE ANALYSIS
To derive our convergence results, we need the following
additional assumptions.
Assumption 3 The time derivative of the gradient of the cost
function is uniformly upper bounded for all x P Rn as
}∇txfpx; tq} ď C0, @x P Rn, t.
Assumption 4 The cost function has bounded third order
derivatives with respect to x and t as
}∇xxxfpx; tq} ď C1, }∇xtxfpx; tq} ď C2,
}∇ttxfpx; tq} ď C3, @x P Rn, t.
Assumptions 3-4 are common in the time-varying optimiza-
tion domain when dealing with prediction-correction methods,
see [2], [5], [8].
Central to our analysis is the following novel implicit
function theorem.
Theorem 3 (Implicit function theorem for Problem (1))
Consider the time-varying problem (1). Let Assumptions 1
and 3 hold. The primal-dual optimal trajectory
tx˚ptkq,λ˚ptkq P impAqu is locally Lipschitz in time
5(i.e., for small enough sampling periods), and in particular,
}x˚ptkq ´ x˚ptk´1q} ď κfκ
2
A ` 1
m
C0 h “ Ophq, (19a)
}λ˚ptkq ´ λ˚ptk´1q} ď κfκA
σmin
C0 h “ Ophq. (19b)
In addition, if the bounds C1, C2, C3 are all identically 0, then
the inequalities (19) are valid globally (i.e., the trajectory is
globally Lipschitz in time, i.e., (19) are valid for all sampling
periods).
Proof: Given in Appendix C.
Theorem 3 characterizes how the optimal primal-dual pair
changes over time due to functional changes. In particular,
Theorem 3 implies that optimizers changes are Lipschitz
continuous in time, for sufficiently small sampling periods.
As we see, Theorem 3 does not need Assumption 2, which is
substituted by the stronger Assumption 3. In particular, one can
see that Assumption 2 is automatically enforced, as follows.
Corollary 1 Let Assumption 1 and 3 hold. Then Assumption 2
is automatically satisfied with
K “ max
"
κfκ
2
A ` 1
m
,
κfκA
σmin
*
C0 h. (20)
In addition, the asymptotical error for the running dual
ascent (6) is Ophq.
Corollary says that the error bound of the running version of
dual ascent is proportional to the sampling period h whenever
Assumptions 1 and 3 hold.
We are now ready to prove convergence of the approximate
dual prediction-correction algorithm.
Theorem 4 (Convergence of Algorithm 1) Consider the
time-varying problem (1). Let Assumptions 1 and 3 hold.
Consider P prediction steps and C correction steps, while let
the stepsizes for prediction β and correction α be chosen such
that β ă 2m{σ2max, α ă 2m{σ2max. Define the contraction
factors for prediction and correction as,
%P :“ maxt|1´ βσ2max{m|, |1´ βσ2min{L|u, (21a)
%C :“ maxt|1´ ασ2max{m|, |1´ ασ2min{L|u. (21b)
Select the prediction and correction steps P,C to verify the
contraction property
γ1 :“ %CC p2%PP ` 1q ă 1. (22)
There exists a constant γ2 ą 0, dependent on the problem
parameters, such that if one chooses the sampling period h as
h ă p1´ γ1q{γ2, (23)
(so that τphq :“ γ1 ` γ2h ă 1), then the sequence of
approximate primal-dual optimizers tpxk,λkqukPN generated
by (1) converges linearly to an error ball around the optimal
trajectory. In particular, the convergence rate is τphq, while
the asymptotical error is
lim sup
kÑ8
}λk´λ˚ptkq} “ O
ˆ
%CC %
P
P h
1´ τphq
˙
`O
ˆ
%CC h
2
1´ τphq
˙
(24a)
lim sup
kÑ8
}xk´x˚ptkq} “ O
˜
%C´1C %PP h
1´ τphq
¸
`O
˜
%C´1C h2
1´ τphq
¸
.
(24b)
Proof: Given in Appendix D, where the constant γ2 is
characterized as
γ2 :“ κfκ
2
A
m
ˆ
κfκ
2
A ` 1
m
C1C0 ` C2
˙
%C´1C p%PP ` 1q. (25)
And the asymptotical error is duly spelled out in terms of the
problem parameters.
Corollary 2 (Convergence in case of exact prediction)
The results of Theorem 4 are valid for the case of exact
prediction, by letting P Ñ8. In particular, condition (22) is
verified for any C ě 1.
Theorem 4 and Corollary 2 dictate how the sequences
generated by Algorithm 1 converge to a ball around the
optimal primal-dual trajectory. For small enough sampling
periods and τphq different enough than 1, such that the term
1´τphq is practically a constant for all the considered h, then
the error ball is in the order of
Op%CC %PP hq `Op%CC h2q, (26)
which becomes a Oph2q error bound, every time P is suffi-
ciently large, and goes to zero if the correction step is exact
(C Ñ8), that is every time that we solve the sampled time-
invariant problems at optimality.
The error bound Oph2q, which is an improvement over a
purely running scheme, for which we obtain a Ophq error
bound (see Corollary 2), is induced by the newly developed
prediction step and it comes at the price of more restrictive
conditions on C and the sampling period h, i.e., condi-
tions (22) and (23).
The parameters P and C need to be selected so that
condition (22) is satisfied. This can be achieved by computing
or estimating %P and %C via the knowledge (or estimates) of
the problem properties (m, L, σmax, σmin). Assuming that
α and β are chosen equal, and, e.g., %P “ %C “ 0.8, then
the condition can be satisfied, e.g., with P “ 1, C ě 5, or
P “ 5, C ě 2, which is not as costly as it may seem.
As can be seen from the expression of γ2 and the condi-
tion (23), the constraint on the sampling period h becomes
tighter when γ2 is large, that is when the matrix A is ill-
conditioned (κA is large), the condition number of the problem
is large (κf is large), and when the time variations are
important (C0 and C2 are large).
6VI. DISTRIBUTED OPTIMIZATION PROBLEMS
In this section, we consider specifically distributed optimiza-
tion problems. We are interested in problems of the form:
min
xPRn
Nÿ
i“1
fipx; tq, (27)
where the time-varying cost functions fi : RnˆR` Ñ R ver-
ify Assumption 1. In many settings, one would like to exploit
the separable structure of such a cost function to decompose
the optimization problem over a network of computing and
communicating nodes (e.g., sensors, mobile robots). Let each
node be associated with the cost function fi, inducing a one-
to-one mapping between nodes and local cost functions. The
nodes, i “ 1, . . . , N can communicate via links. If two nodes
i, j share a link, we say that there is an edge connecting them.
This defines a undirected graph G “ pV,Eq, with vertex set
V “ t1, . . . , Nu and edge set E. The goal is now to solve (27)
by allowing the nodes to communicate through their links only.
In this case, an often employed procedure is to give each
node a copy of the optimization variable, say yi P Rn and to
constrain the local variable of node i to be the same as the
ones of all the nodes it can communicate with. This leads to
the lifted problem
y˚ptq :“ argmin
y1PRn,...,yNPRn
Nÿ
i“1
fipyi; tq, subject toAy “ 0,
(28)
where y “ pyT1 , . . . ,yTN qT P RnN is the stacked version of
all the local decision variables and A P RpˆnN is a constraint
matrix (i.e., the incidence matrix), whose blocks specify the
fact that3 yi “ yj for all communicating couples pi, jq. When
the underlying communication graph is connected, then the
lifted problem (27) is equivalent to the original problem (28)
in the sense that each of the local optimization variable yi at
optimality is x˚.
The lifted problem (28) is an instance of (1), for which
the matrix A is in general rank deficient. One could reduce
A to be full rank by finding a tree in the communication
graph (i.e., by eliminating any linear dependent constraint),
but in general one would not like to do that, since in practice
convergence rates of distributed algorithms are dictated by how
many links the communication graph has. The more undirected
links translates in general to faster convergence.
The fact that A is rank deficient is not a problem for the
proposed prediction-correction methods. However, an inter-
esting question is whether we can perform any of the two
algorithms for prediction-correction is a distributed fashion,
i.e., by allowing each node i to communicate only through its
1-hop communication links.
A. Distributed implementation
To obtain a distributed implementation, we require the
additional assumption that:
3We use the convention that yi ´ yj “ 0, for i ď j.
Assumption 5 Communication among the nodes is synchro-
nized; moreover, the algorithmic switching between correction
and prediction is also synchronized among the nodes.
Under Assumption 5, we claim that Algorithm 1 can be im-
plemented on a network of communicating nodes as follows.
Claim 1 Consider the time-varying problem (27), the commu-
nication graph G “ pV,Eq, and the matrix A induced by the
communication graph. Under Assumption 5, the prediction-
correction Algorithm 1 can be implemented in a distributed
fashion, by allowing communication only via the edge set E.
Proof: Given in Appendix E.
The total communication budget per time step per node
(intended as the number of scalar variable transmitted) is
pP ` CqNin, where Ni the number of neighbors of node i,
while P and C are the number of prediction and correction
iteration respectively.
VII. NUMERICAL EXAMPLES
In this section, we implement our algorithm for a simple
numerical example in order to assess its performance in
practice. Inspired by [13], we consider the following time-
varying optimization problem:
min
xPR
Nÿ
i“1
„
1
2
}x´A cospωt` ϕiq}22 ` logp1` exppx´ aiqq

loooooooooooooooooooooooooooooooomoooooooooooooooooooooooooooooooon
“:fipx;tq
,
(29)
with taiuNi“1 and tϕiuNi“1 drawn from uniform probability
distribution of support r´10, 10s and r0, 2piq, respectively,
while A “ 2.5, ω “ pi{80. The cost function is strongly
convex and strongly smooth and m “ 1 and L “ 1.25,
respectively.
From a control perspective, Problem (29) could represent
a rendezvous problem of a group of robots that would like
to stay close to their moving target A cospωt ` ϕiq, and to
their fixed base station located in ai. Or it could represent a
consensus problem, where a group of agents try to reach a
compromise on their opinions on a certain matter, trading of
a short-term dynamics (represented by A cospωt ` ϕiq, e.g.,
weekly fluctuations caused by the latest news) and a long-term
one (represented by ai), e.g., long-standing beliefs.
We focus our analysis on a network of computing and
communicating nodes and we fix the total number of nodes
to N “ 250, while their communication graph is randomly
generated. The nodes have their local cost function fipx; tq
and they have to cooperate to determine the common decision
variable x. By leveraging a dual decomposition approach to
the described distributed optimization problem, one arrives at
the problem
min
y1PR,...,yNPR
Nÿ
i“1
fipyi; tq, subject toAy “ 0, (30)
where y “ py1, . . . , yN qT P RN is the stacked version of
all the local decision variables and A is the constraint matrix
constructed as expressed in Section VI, and in our simulations
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Fig. 1: Asymptotical tracking error as a function of sampling
period for different choices number of prediction steps P .
κA “ 2.39. Problem (30) is specific version of problem (28),
which we have analyzed in Section VI.
A. Analysis correction-only vs. prediction-correction
In the first numerical assessment, we study the proposed
algorithm by varying the sampling period h and for different
choices of number of prediction and correction steps. In
Figure 1, we report the results in terms of asymptotical
tracking error, here computed as
max
kě5000t}yk ´ y
˚ptkq}2u, (31)
whereas the final time of the simulations is k “ 10000.
We see how a correction-only methodology (i.e., the run-
ning dual ascent discussed in Section III) is performing the
worst, while the prediction-correction scheme with P “ 27
(practically equivalent to the an exact prediction algorithm)
is performing the best. Using a large number of prediction
steps requires more computational/communication effort and
therefore there is a natural trade-off between the number of
prediction steps one can run and the tracking error (here
captured by varying P ). We note that, even a small number of
prediction steps are beneficial in terms of asymptotical error.
Figure 1 depicts how the tracking error depends on the
sampling period h by the help of the two dashed lines,
indicating a Ophq and Oph2q dependence as expected by
our theoretical analysis (Note that τphq varies less than 1%
for the considered sampling periods). In particular, a purely
running scheme would have an asymptotical error of Ophq [Cf.
Corollary 1], while a prediction-correction one would have an
error that approaches Oph2q when P is chosen bigger and
bigger [Cf. Equation (26)].
We note that all the problem parameters tCiu3i“0 can be
determined and all the conditions of Theorem 4 are verified.
B. Analysis at fixed run time
Our second assessment regards performance of the algo-
rithms keeping the run time per sampling period fixed, which
is extremely relevant in real situations.
Every time a new function is available, a number of cor-
rection steps are performed. The number depends on how
fast we need the corrected variable to be available and the
computational/communication time necessary to compute it.
We fix at r1h, with r1 ă 1 the time allocated for the correction
steps, while tC is the time to perform one correction step. For
the above considerations, we can afford to run
C “ tr1h{tCu, (32)
correction steps. After the corrected variable is available,
one can use it for the decision making process (which may
require extra time to be performed). For the time-varying
algorithm perspective, one can use the variable to either run P
gradient prediction, or C 1 extra correction steps (to improve
the corrected variable for having a better starting point when a
new function becomes available). Fix at r2h, with r2 ă 1 the
time allocated for the prediction (or extra correction) steps.
The affordable number of prediction steps can be determined
considering that P prediction steps require a time equal to
t¯ ` PtP, where t¯ is the time required to evaluate once the
Hessian, and time derivative of the gradient in (17a), while tP
is the time to perform one prediction calculation (including
communication latencies). Thus,
P “ tp r2h´ t¯ q{tPu. (33)
The affordable extra correction steps C 1 can be computed as
in (32), substituting r1 with r2.
In the simulation example, we choose r1 “ r2 “ 0.5, while
by running the experiments on a 2.7 GHz Intel Core i5 and
by mapping the results on simple computational nodes, we
empirically fix tC “ 21 ms, t¯ “ 8 ms, tP “ 3 ms. Note that
we have include a communication latency of 1 ms in both tC
and tP, which simulates the need for communication to agree
on the common decision variable, as expressed in Section VI.
Note that the correction step takes longer that a prediction step
for at least two reasons. First, in the correction step one has to
solve iteratively the optimization problem associated with the
Lagrangian (18a) (here we use a Newton method), while for
the prediction step such optimization problem is quadratic and
unconstrained (cf. (17a)), so analytically solvable. Second, the
aforementioned optimization problems depends on parameters
(Hessian, gradient, time derivative of the gradient) that in the
correction step changes for all c P r0, C ´ 1s, while they are
the same for the prediction step for all p P r0, P ´1s and they
can be computed once.
In Figure 2, we report the results in terms of asymp-
totical tracking error (31) for the sampling period range
h P r0.04, 5.12s s. In the simulations, the prediction and
correction steps are determined by using (32) and (33), so
that when h “ 0.08 s, then P “ 10 and C “ C 1 “ 1, while
for h “ 5.12 s, P “ 850 and C “ C 1 “ 121 (note that
when h “ 0.04 s, the prediction-correction algorithm does not
satisfy the convergence assumption of Theorem 4).
We also consider the situation in which one can use the
whole sampling period to do correction, that is r1 “ 1, while
r2 “ 0, and we call this case total correction. In this case when
h “ 0.08 s, then the correction steps are C2 “ 3, while for h “
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Fig. 2: Asymptotical tracking error as a function of sampling
period for different algorithms, keeping the run time constant.
5.12 s, C2 “ 243. This total correction situation is particularly
interesting when one has to make a choice whether to stop
the correction steps to perform prediction, or to continue to
do correction steps till a new function evaluation becomes
available. Note that the correction+extra correction strategy
is different from the total correction one, since the error is
computed with the corrected variable (which is used for the
decision making process), that is after r1h.
The numerical results suggest that a prediction-correction
strategy achieves a lower asymptotical error than performing
both correction+extra correction and total correction up to a
certain sampling period. This is reasonable to expect, since
as P and C grow, the error of the prediction-correction
strategy goes as Oph2q, while the ones of the correction only
schemes go as Ophq. This can be formalized as follows: the
correction+extra correction strategy has an asymptotical primal
error bound of
ErrC`EC “ σmax
m
%C´1C
%˜C`C
1
C K
1´ %CC
` K¸ ÝÝÝÝÝÝÑ
C,C1Ñ8 Op%
C´1
C hq;
(34)
the total correction strategy has an asymptotical primal error
bound of
ErrTC “ σmax
m
%C
2´1
C
˜
%C
2
C K
1´ %C2C
`K
¸
ÝÝÝÝÑ
C2Ñ8 Op%
C2´1
C hq;
(35)
while the prediction-correction has an asymptotical primal
error bound of
ErrPC“O
˜
%C´1C %PP h
1´ τphq
¸`
O
˜
%C´1C h2
1´ τphq
¸
ÝÝÝÝÝÑ
P,CÑ8 Op%
C´1
C h
2q;
(36)
where (36) is due to (24), while (34) and (35) are general-
izations of (9) for multiple correction steps [see Appendix F].
As we see, (34) does not depend on C 1 (the extra correc-
tion terms), which make these calculations superfluous, while
C2 ě 2C (in our case), which makes (35) ă (34). Finally,
(36) is better than (35) and (34) for small h.
The simulations indicate that, when the sampling period
is small, performing prediction-correction is better than the
presented alternatives, even taking into account computational
and communication requirements. In particular, (i) w.r.t. cor-
rection+extra correction: if one has time available after the
decision variable needs to be delivered and before the new
cost function becomes available, doing prediction rather than
extra correction appears to be the best choice; (ii) w.r.t. total
correction: it may be wise to stop the correction steps (even if
one has still time before delivering the decision variable) and
start the prediction ones.
C. Further numerical studies
We report here further numerical studies which are quali-
tatively very similar to the ones just presented. In particular,
we report that both (i) changing the condition number of the
function κf from 1.25 to 3.25 [Figure 3] and (ii) changing
the condition number of the incidence matrix κA from 2.39
to 4.28 [Figure 4], require more prediction and correction steps
to achieve the same asymptotical error bounds; whereas (iii)
increasing the number of nodes from N “ 250 to N “ 500
(while having κA “ 2.54) [Figure 5], has very limited effect
in the number of prediction and correction steps required.
VIII. CONCLUSIONS
We have developed dual prediction-correction methods to
track the solution trajectory of time-varying linearly con-
strained convex programs. The proposed methods have a better
theoretical and numerical performance with respect to more
classical strategies. We have characterized the convergence
properties and asymptotical tracking error of all the methods
and shown how the error depends on the problem instance
parameters and sampling period.
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Fig. 3: Asymptotical tracking error performance for kf “ 3.25 and other parameters left the same.
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Fig. 4: Asymptotical tracking error performance for kA “ 4.28 and other parameters left the same.
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Fig. 5: Asymptotical tracking error performance for N “ 500, κA “ 2.54 and other parameters left the same.
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APPENDIX A
PROOF OF PROPOSITION 1
Proof: Call fk :“ fp¨; tkq. The primal optimizer of (2)
x˚ptkq is unique since fk is strongly convex. Examine the
optimality condition,
∇xfkpx˚ptkqq `ATλ˚ptkq “ 0. (37)
By strong smoothness ∇xfkpx˚ptkqq is unique. In fact, if
there were two distinct ∇xfkpx1q and ∇xfkpx2q, for the same
x1 “ x2, then one could derive a contradiction by using the
strong smooth inequality
}∇xfkpx1q ´∇xfkpx2q} ď L}x1 ´ x2}. (38)
Thus, ATλ˚ptkq is unique.
By the fundamental theorem of linear algebra (or alter-
natively, Fredholm alternative theorem) [14], λ˚ptkq can be
decomposed in two parts as λ˚ptkq “ λ0˚ ptkq`vk, for which
λ0˚ ptkq P impAq and vk P nullpATq.
In the full rank case, the nullspace of AT is void and
λ˚ptkq P impAq. In the rank deficient case, we only con-
centrate on λ0˚ ptkq P impAq. Uniqueness of λ0˚ ptkq is proven
by contradiction: assume that λ0˚ ptkq is not unique and one
has two variables λ1 ‰ λ2 for which ATλ1 “ ATλ2. Since
both variables lie in the image of A (and not in the nullspace
of AT), it has to be ATλ1 ‰ 0, ATλ2 ‰ 0 as well as
for any of their linear combinations. Therefore, it has to be
ATpλ1´λ2q ‰ 0 for all λ1 ‰ λ2, from which a contradiction
arises. Therefore λ0˚ ptkq must be unique.
APPENDIX B
PROOF OF THEOREM 1
Proof: The proof is reported here for completeness, it can
be found e.g. in [12], [15]. Call fk :“ fp¨; tkq. The proof relies
on the properties of the conjugate function of fk, defined as
f‹k pyq :“ supxPRntyTx´fkpxqu, and on the properties of the
differential operator Bg of a convex function g. In particular, if
fk is strongly convex for all x P Rn with parameter m, then f‹k
is strongly smooth with parameter 1{m for all y P Rn, while if
fk is strongly smooth with parameter L for all x P Rn, then
f‹k is strongly convex with parameter 1{L for all y P Rn.
Furthermore, for the differential operators of fk and f‹k , one
has Bf´1k “ Bf‹k .
Consider now (3a), which can be written in terms of
optimality condition as
Bfkpxi`1q `ATλi “ 0 ðñ xi`1 “ Bf‹k p´ATλiq, (39)
where we have used the identity Bfk “ ∇fk, since fk is
differentiable. The dual function qkpλq :“ minxPRntfkpxq `
λTi pAx´ bqu has gradient,
Bqkpλq “ Axi`1 ´ b “ ABf‹k p´ATλiq ´ b. (40)
Full row rank A. Due to (40), the negative of the dual
function ´qk is strongly smooth with constant σ2max{m and
strongly convex with constant σ2min{L. The dual ascent (3)
is a dual gradient iteration on ´qk and it converges for all
α ă 2m{σ2max, with linear convergence rate % “ maxt|1 ´
αL{σ2min|, |1´ αm{σ2max|u. Therefore,
}λi`1 ´ λ˚ptkq} ď %}λi ´ λ˚ptkq}, (41)
which is claim (4). By using the optimality condition for (3a),
∇xfkpxi`1q `ATλi “ ∇xfkpx˚ptkqq `ATλ˚ptkq “ 0.
(42)
By algebraic manipulations and by using strong convexity,
m}xi`1 ´ x˚ptkq} ď }∇xfkpxi`1q ´∇xfkpx˚ptkqq}
“ }ATpλi ´ λ˚ptkqq} ď σmax}λi ´ λ˚ptkq}, (43)
from which claim (5).
Rank deficient A. To prove the contraction property in this
case, we only need to re-work the strong convexity property
of ´qk, since now σ1 “ 0. To do that, we need to show that
the functions ´qk have a strong convex-like property for all
λ P impAq and that the iterations (3) generates λi P impAq
(i.e., keeps the dual variable feasible). The second claim is
easy to show since λ0 P impAq, b P impAq and
λi`1 “ λi ` αpAxi`1 ´ bq P impAq. (44)
To show the first claim, we recall that Bqkpλq “
ABf‹k p´ATλq ´ b (as proved in the proof of full rank A).
Therefore, for all λ,µ P impAq:
pBqkpλq ´ BqkpµqqTpµ´ λq “
“ pBf‹k p´ATλq ´ Bf‹k p´ATµqqTATpµ´ λq ě
ě σ2min{L}λ´ µ}2, (45)
where the last inequality comes from the fact that λ,µ P
impAq and by the fact that ATpµ ´ λq “ 0 iff µ “ λ, for
the fundamental theorem of linear algebra [14]. Result (45)
implies strong monotonicity of ´Bqkpλq for all λ P impAq,
and therefore strong convexity of ´qkpλq for all λ P impAq.
Then the contraction property follows from the fact that ´qk
is both strongly smooth with constant σ2max{mk as easy to
show, and strongly convex (over the restricted domain). The
rest follows as in the proof of the full row rank case.
APPENDIX C
PROOF OF THEOREM 3
In order to prove Theorem 3, we need a general result on
quadratic programs of a special form.
Proposition 2 Consider the strongly convex quadratic pro-
gram,
min
δxPRn
1
2
δxTQδx` cTδx, subject to Aδx “ 0, (46)
with unique primal-dual optimizers pδx˚, δλ˚ P impAqq. Let
the eigenvalues of Q be lower bounded by m and upper
bounded by L, while let the matrix A have the singular values
ordered as in Section II. Then,
}δx˚} ď 1
m
ˆ
1` L
m
σ2max
σ2min
˙
}c}, }δλ˚} ď L
m
σmax
σ2min
}c}.
(47)
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Proof: The optimality condition for (46): Qδx˚ ` c `
ATδλ˚ “ 0 yields,
δx˚ “ ´Q´1pc`ATδλ˚q. (48)
The dual problem of (46) reads,
min
δλ
1
2
δλTAQ´1ATδλ` cTQ´1ATδλ, (49)
whose optimality condition reads,
AQ´1ATδλ˚ “ ´AQ´1c. (50)
If A is full row rank, then δλ˚ is unique and δλ˚ P impAq,
otherwise there exists a unique δλ˚ P impAq (see Proposi-
tion 1). We focus on the unique δλ˚ P impAq. In this case
ATδλ˚ ‰ 0 if δλ˚ ‰ 0 and therefore we can multiply both
sides of (50) by δλ˚,T, obtaining,
δλ˚,TAQ´1ATδλ˚ “ ´δλ˚,TAQ´1c. (51)
Bounding,
σ2min
L
}δλ˚}2 ď }δλ˚,TAQ´1ATδλ˚} “
}δλ˚,TAQ´1c} ď }δλ˚}}A}}Q´1}}c} ď }δλ˚}σmax
m
}c},
(52)
and finally, by dividing by the non-zero, finite }δλ˚}, one
derives the claim (47) on the dual variable. For the claim (47)
on the primal variable, one uses (48), which can be upper
bounded as
}δx˚} ď }Q´1}p}c}`}AT}}δλ˚}q ď 1
m
ˆ
1` L
m
σ2max
σ2min
˙
}c}.
(53)
We are now ready for the proof of Theorem 3.
Proof: To determine the bounds in (19), we use a Taylor
expansion. In particular, call Q “ ∇xxfpx˚ptkq; tkq and c “
h∇txfpx˚ptkq; tkq. Then, x˚ptk`1q can be computed as the
solution of
∇xfpx; tk`1q `ATλ “ Qpx´ x˚ptkqq ` c` h.o.t.`
`ATpλ´ λ˚ptkqq “ 0, (54)
where h.o.t. stands for the higher order terms of the expansion.
The results provided in (19) will be valid when the higher
order terms are negligible with respect to the leading terms
(i.e., locally), or when C1 “ C2 “ C3 “ 0, i.e., when
the higher order terms are identically zero. Problem (54)
can be put in the form of (46) by neglecting the h.o.t.,
and in particular, its solution is }δx˚} “ }x˚ptk`1q ´
x˚ptkq} and }δλ˚} “ }λ˚ptk`1q ´ λ˚ptkq}. By the bounds
on Q “ ∇xxfpx˚ptkq; tkq, the upper bound on }c} “
}h∇txfpx˚ptkq; tkq} ď C0 h, and by using Proposition 2,
ones derives the claims (19a) and (19b).
APPENDIX D
PROOF OF THEOREM 4
A. Preliminaries and definitions
We begin the convergence analysis by deriving an upper
bound on the norm of the approximation error incurred by
the Taylor expansion in (14). In particular, given the op-
timal primal-dual solutions px˚ptkq,λ˚ptkq P impAqq and
px˚ptk`1q,λ˚ptk`1q P impAqq at tk and tk`1, respectively,
compute the optimal prediction step via the Taylor approxi-
mation (14) and indicate the optimal prediction as px˚k`1|k “
x˚ptkq`δx,λ˚k`1|k “ λ˚ptkq`δλq. The objective is to bound
the error:
ek :“ maxt}x˚k`1|k ´ x˚ptk`1q}, }λ˚k`1|k ´ λ˚ptk`1q}u,
(55)
which is committed when the optimal couple
px˚ptk`1q,λ˚ptk`1qq is replaced by the predicted one
px˚k`1|k,λ˚k`1|kq.
To ease notation, we define the following problem specific
quantities:
∆1 :“ κfκ
2
A ` 1
m
, ∆2 :“ κfκA
σmin
, (56a)
∆3 :“ C1C20∆21{2`∆1C2C0 ` C3{2, (56b)
∆4 :“ ∆1C1C0 ` C2. (56c)
Proposition 3 Let Assumptions 1, 3, and 4 hold. The follow-
ing holds:
}x˚k`1|k ´ x˚ptk`1q} ď ∆1∆3 h2 (57a)
}λ˚k`1|k ´ λ˚ptk`1q} ď ∆2∆3 h2, (57b)
where ∆1, ∆2, and ∆3 are defined in (56). Thus, the error ek
is upper bounded as
ek ď maxt∆1, ∆2u∆3 h2 “ Oph2q. (58)
Proof: Let us start by simplifying the notation. Define
∇xfi“∇xfpx˚ptk`iq; tk`iq, Qi“∇xxfpx˚ptk`iq; tk`iq
(59a)
ci “ ∇txfpx˚ptk`iq; tk`iq, xi “ x˚ptk`iq, x “ x˚k`1|k,
(59b)
λi “ λ˚ptk`iq, λ “ λ˚k`1|k.
(59c)
With this notation in place, ek “ maxt}x ´ x1}, }λ ´ λ1}u
[Cf. (55)]. In addition, px,λq is computed by the optimal
conditions [Cf. (14)]
∇xf0`Q0px´x0q ` h c0`ATλ “ 0, Ax “ b. (60)
while x1 is the solution of
∇xf1 `ATλ1 “ 0, Ax1 “ b. (61)
Consider the solution mapping:
sppq :“
!
y,µ P impAq
ˇˇˇ
∇xf0 `Q0py ´ x0q ` h c0 `ATµ` p “ 0
Ay “ b
)
. (62)
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The mapping sppq is every-where single-valued (due to Propo-
sition 1), while for any two values of the parameter p, say p1
and p2, then,
Q0pypp1q´ypp2qq`ATpµpp1q´µpp2qq`p1´p2“0, (63a)
Apypp1q ´ ypp2qq“0. (63b)
By using Proposition 2 on (63) with c “ p1 ´ p2,
}ypp1q ´ ypp2q} ď
ˆ
L
m
σ2max
σ2min
` 1
˙
1
m
}p1 ´ p2} “
“ ∆1}p1 ´ p2}, (64a)
}µpp1q ´ µpp2q} ď L
m
σmax
σ2min
}p1 ´ p2} “ ∆2}p1 ´ p2}.
(64b)
Let p1 “ 0 and p2 “ ∇xf1´p∇xf0`Q0px1´x0q`h c0q,
one obtains ypp1q “ x, µpp1q “ λ, and ypp2q “ x1, and
µpp2q “ λ1, which means,
ek “ maxt}x´ x1}, }λ´ λ1}u ď max t∆1, ∆2uˆ
ˆ }∇xf0 ´∇xf1 `Q0px1 ´ x0q ` h c0}. (65)
Consider now the right-hand-side of (65): it is nothing else
but the error of the truncated Taylor expansion of ∇xf1:
∇xf1 ´∇xf0 “ Q0px1 ´ x0q ` hc0 ` , (66)
where the error  can be bounded as
}} ď 1
2
´
}∇xxxf}}x1 ´ x0}2 ` h }∇txxf}}x1 ´ x0}`
h }∇xtxf}}x1 ´ x0} ` h2}∇ttxf}
¯
, (67)
and by using the upper bounds in Assumption 4,
}∇xf0 ´∇xf1 `Q0px1 ´ x0q ` h c0} ď
ď 1
2
C1}x1 ´ x0}2 ` hC2}x1 ´ x0} ` 1
2
h2 C3. (68)
By using the bound (19) on the variability of the optimizers
x1 and x0, then
}p1´p2}ď
ˆ
1
2
h2 C1∆
2
1C
2
0`h2 C2∆1C0` 12h
2 C3
˙
“∆3 h2,
(69)
which, by substituting into (64), proves Proposition 3.
We then look at the optimal prediction error, i.e., the
distance between the exact predicted pair pxk`1|k,λk`1|kq
and the primal-dual optimizer at time step tk`1, px˚ptk`1q,
λ˚ptk`1q P impAqq can be bounded as the following propo-
sition.
Proposition 4 Under the same assumptions and notation of
Theorem 4, let pxk`1|k,λk`1|kq be the exact predicted step
obtaining by solving (16) at optimality. Let ∆1, ∆2, ∆3, ∆4
be defined as in (56). We have that
}xk`1|k ´ x˚ptk`1q} ď p1` h∆1∆4q}xk ´ x˚ptkq}`
`∆1∆3 h2, (70a)
}λk`1|k ´ λ˚ptk`1q} ď }λk ´ λ˚ptkq}`
` h∆2∆4}xk ´ x˚ptkq} `∆2∆3 h2. (70b)
Proof: We proceed as in the proof of Proposition 3. We
use similar simplifications of (59), as
∇xfk “ ∇xfpxk; tkq, Qk “ ∇xxfpxk; tkq (71a)
ck “ ∇txfpxk; tkq, x “ xk`1|k, λ “ λk`1|k. (71b)
while ∇xf1, x1, and λ1,Q0, c0, ∇xf0, x0, and λ0 are defined
just as in (59). The error }xk`1|k´x˚ptk`1q} is now }x´x1},
while }λk`1|k ´ λ˚ptk`1q} is now }λ´ λ1}.
The vectors x,λ are computed by x “ xk ` δx and λ “
λk`δλ, where the increments are computed via the optimality
conditions of (16),
Qkδx` h ck `ATδλ “ 0, Aδx “ 0. (72)
In addition, define the exact prediction computed starting
from px˚ptkq,λ˚ptkqq as px˚k`1|k,λ˚k`1|kq and the increments
δx˚ “ x˚k`1|k ´x˚ptkq “ x˚k`1|k ´x0 and δλ˚ “ λ˚k`1|k ´
λ˚ptkq “ λ˚k`1|k ´ λ0, which are computed by [Cf. (60) or
equivalently (15)]
Q0δx
˚ ` h c0 `ATδλ˚ “ 0, Aδx˚ “ 0. (73)
The error }x´ x1} can be upper bounded as
}x´ x1} ď }δx` xk ´ pδx˚ ` x0q} ` }x˚k`1|k ´ x1}
ď }xk ´ x0} ` }δx´ δx˚} `∆1∆3h2, (74)
and similarly the error }λ´ λ1} can be upper bounded as
}λ´ λ1} ď }λk ´ λ0} ` }δλ´ δλ˚} `∆2∆3h2. (75)
Consider the solution mapping:
sppq :“
"
y,µ P impAq
ˇˇˇˇ
Qky ` h ck `ATµ` p “ 0
Ay “ 0
*
.
(76)
The mapping sppq is every-where single-valued (due to Propo-
sition 1). In addition, by looking at two different parameters p1
and p2 as done similarly in (63) and by using Proposition 2,
then we derive that everywhere (i.e., for all p1,p2), }ypp1q ´
ypp2q} ď ∆1}p1 ´ p2} and }µpp1q ´µpp2q} ď ∆2}p1 ´ p2}.
Set p1 “ 0 and p2 “ pQ0´Qkqδx˚` h pc0´ ckq, so that
ypp1q “ δx, µpp1q “ δλ, and ypp2q “ δx˚, and µpp2q “
δλ˚. Then,
}p1 ´ p2} “ }pQk ´Q0qδx˚ ` h pck ´ c0q}. (77)
We proceed now to bound }pQk´Q0qδx˚`h pck´c0q}, by
using Assumption 4
}pQk ´Q0qδx˚ ` h pck ´ c0q} ď
ď C1}xk ´ x0}}δx˚} ` hC2}xk ´ x0}. (78)
The next step is to upper bound }δx˚}. For this purpose,
we use Proposition 2 on Problem (73). In particular, by (53),
one has }δx˚} ď ∆1C0h, and therefore,
}p1 ´ p2} ď hp∆1C1C0 ` C2q}xk ´ x0}. (79)
By putting together (79) with the fact that }ypp1q´ypp2q} ď
∆1}p1 ´ p2} and }µpp1q ´ µpp2q} ď ∆2}p1 ´ p2} and
with (74)-(75), the bounds (70) are proven.
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B. Main algorithm’s convergence
We divide the proof in different steps. Step 1: we bound
the prediction error by using Proposition 4; Step 2: we bound
the correction error; Step 3: we put the previous steps together
and derive the convergence requirements and results.
Prediction error. The distance between the approxi-
mate prediction ppxk`1|k, pλk`1|kq and the exact prediction
pxk`1|k,λk`1|kq can be bounded by using Theorem 1. First,
notice that, for Theorem 1 applied to iterations (6), one has
}δλP ´ δλ} ď %PP }δλ0 ´ δλ}, (80a)
}δxP ´ δx} ď σmax
m
%P´1P }δλ0 ´ δλ}, (80b)
or equivalently, by putting δλ0 “ 0,
}pλk`1|k ´ λk`1|k} ď %PP }λk ´ λk`1|k}, (81a)
}pxk`1|k ´ xk`1|k} ď σmaxm %P´1P }λk ´ λk`1|k}. (81b)
By putting together Proposition 4, (81), and (19), we obtain
for the total error after prediction for the dual variable as
}pλk`1|k ´ λ˚ptk`1q} ď }pλk`1|k ´ λk`1|k}`
` }λk`1|k ´ λ˚ptk`1q} ď
ď %PP }λk ´ λk`1|k} ` }λk`1|k ´ λ˚ptk`1q}
ď %PP p}λk ´ λ˚ptkq} ` }λ˚ptkq ´ λ˚ptk`1q}`
}λ˚ptk`1q ´ λk`1|k}q ` }λk`1|k ´ λ˚ptk`1q}
ď %PP }λk ´ λ˚ptkq} ` p%PP ` 1q}λk`1|k ´ λ˚ptk`1q}`
` %PP }λ˚ptkq ´ λ˚ptk`1q}
ď α2}λk ´ λ˚ptkq} ` hα1}xk ´ x˚ptkq} ` hα0, (82)
where we have set α2 “ 2%PP ` 1, α1 “ ∆2∆4p%PP ` 1q, and
α0 “ %PP p∆2∆3h`∆2C0q `∆2∆3h.
Correction error. We look now at the correction step, which
by using Theorem 1, one can derive
}λk`1 ´ λ˚ptk`1q} ď %CC }pλk`1|k ´ λ˚ptk`1q}, (83a)
}xk`1 ´ x˚ptk`1q} ď σmax
m
%C´1C }pλk`1|k ´ λ˚ptk`1q}.
(83b)
with %C “ maxt|1´αm|, |1´αL|u. And by putting together
the result (82) with (83), we obtain the error bounds,
}λk`1 ´ λ˚ptk`1q} ď %CC pα2}λk ´ λ˚ptkq}`
` hα1}xk ´ x˚ptkq} ` hα0q, (84a)
}xk`1 ´ x˚ptk`1q} ď σmax
m
%C´1C pα2}λk ´ λ˚ptkq}`
` hα1}xk ´ x˚ptkq} ` hα0q. (84b)
Global error and convergence. Call a1 :“ %CC α2, a2 :“
h%CC α1, u1 :“ h%CC α0, and γ :“ σmax{pm%Cq. Define zλ,k :“}λk ´ λ˚ptkq} and zx,k :“ }xk ´ x˚ptkq}. Then the error
dynamics (84) can be written – in the worst case – as„
zλ,k`1
zx,k`1

“
„
a1 a2
γa1 γa2
 „
zλ,k
zx,k

`
„
u1
γu1

. (85)
Asymptotic stability of the linear system (85) is achieved iff
the eigenvalues of the state transition matrix are inside the unit
circle, i.e., iff
a1 ` γa2 ă 1 i.e., %CC p2%PP ` 1q`
` σmax{pm%Cqph%CC∆2∆4p%PP ` 1qq “ τphq ă 1, (86)
that is
h ă m
σmax
“
1´ %CC p2%PP ` 1q
‰ “
%C´1C ∆2∆4p%PP ` 1q
‰´1
,
(87)
which is condition (23) when defining
γ1 “ %CC p2%PP ` 1q, (88)
γ2 “ σmax
m
“
%C´1C ∆2∆4p%PP ` 1q
‰ “
%C´1C
κfκ
2
A
m
ˆ
κfκ
2
A ` 1
m
C1C0 ` C2
˙
p%PP ` 1q. (89)
A positive (and therefore implementable) sampling period h
exists iff
1´ %CC p2%PP ` 1q ą 0, (90)
which is condition (22), and in this case,„
zλ,k
zx,k

“
„
a1 a2
γa1 γa2
k „
zλ,0
zx,0

`
k´1ÿ
τ“0
„ pa1 ` γa2qτ
γpa1 ` γa2qτ

u1
ă 8. (91)
The asymptotical error is achieved exponentially fast and it is
lim sup
kÑ8
}λk ´ λ˚ptkq} “ u1
1´ pa1 ` γa2q “
“ %
C
C r%PP p∆2∆3h`∆2C0q `∆2∆3hsh
1´ τphq , (92a)
lim sup
kÑ8
}xk ´ x˚ptkq} “ γu1
1´ pa1 ` γa2q
“ σmax%
C´1
C r%PP p∆2∆3h`∆2C0q `∆2∆3hsh
r1´ τphqsm .
(92b)
Which concludes the proof. 
APPENDIX E
PROOF OF CLAIM 1
Proof: To justify the claim, we analyze all the steps
of Algorithm 1. First, the prediction step is based on the
iterations (6). Let yi,k and δyi,k be the local variables yi and
δyi at iteration k; let δλi,j,k be the dual variable associated
with link pi, jq P E at iteration k, then (6) can be rewritten as
1) For all i P V do
δyi,p`1 “ argmin
δyiPRn
!1
2
δyTi ∇yiyifipyi,k; tkqδyi`
`∇tyifpyi,k; tkqTδyi`ÿ
pi,jqPE,iďj
δλTi,j,pδyi ´
ÿ
pi,jqPE,iąj
δλTi,j,pδyi
)
, (93a)
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2) Communicate δyi,p`1 with neighbors;
3) For all i P V do
δλi,j,p`1 “ δλi,j,p ` βIiďjpδyi,p`1 ´ δyj,p`1q,
(93b)
where Iiďj is 1 if i ď j, and ´1 otherwise.
This justifies the fact that the prediction step can be imple-
mented in a distributed fashion with synchronous commu-
nication (Assumption 5). Each node maintains local copies
δyi,k, δλi,j,k which converge to the primal-dual optimizers of
the prediction step.
Second, we analyze the correction step, which is based on
the iterations (18). It is easy to see that also (18) can be written
in a similar fashion as (93), thereby allowing distributed
computation of the correction direction with synchronous
communication (Assumption 5).
Provided now that the switching between prediction and cor-
rection step is synchronized (Assumption 5) then Algorithm 1
can be implemented in a distributed fashion.
APPENDIX F
ASYMPTOTICAL ERROR BOUNDS
We prove here both (34) and (35). For (34), by similar
arguments as the one of the proof of Theorem 2, we can write,
}λk`1 ´ λ˚ptk`1q} ď %CC p}Ăλk ´ λ˚ptkq} `Kq
ď %CC p%C
1
C }λk ´ λ˚ptkq} `Kq
}xk`1 ´ x˚ptk`1q} ď σmax
m
%C´1C p%C
1
C }λk ´ λ˚ptkq} `Kq,
(94)
and therefore,
ErrC`EC “ lim sup
kÑ8
}xk ´ x˚ptkq} “
σmax
m
%C´1C
˜
%C`C
1
C K
1´ %CC
`K
¸
, (95)
from which (34).
As for (35),
}λk`1 ´ λ˚ptk`1q} ď %C2C p}λk ´ λ˚ptkq} `Kq
}xk`1 ´ x˚ptk`1q} ď σmax
m
%C
2´1
C p}λk ´ λ˚ptkq} `Kq,
(96)
and therefore,
ErrTC “ lim sup
kÑ8
}xk ´ x˚ptkq} “
σmax
m
%C
2´1
C
˜
%C
2
C K
1´ %C2C
`K
¸
, (97)
from which (35).
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