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Abstract
We introduce a simple neural network architecture modification that enables composite pattern learning,
increases expressiveness, and reduces training time. This expressibility improvement is explained by the density
of the modified architecture in a new refined local Lp-space describing composite patterns. In contrast, most
feed-forward neural network architectures with sigmoid activation functions are shown not to be dense in this space.
In practice, restrictions have to be placed on the dimension of any architecture’s parameter space. L1 approximation
bounds are obtained in terms of the number of the trainable parameters. Likewise, convergence guarantees are
obtained as the imposed restrictions are asymptotically removed. By exploiting the new architecture’s structure,
a parallelizable training meta-algorithm is provided, and numerical evaluations are made using the California
housing dataset.
Keywords: Machine Learning, Composite-Patterns, Universal Approximation, Architecture Modification, Increasing
Expressiveness, Computation Time Reduction.
1 Introduction
Since its first conception in [33], digital computing has lead to numerous advances in various scientific areas, from
computer vision and neuroimaging in [35, 28], to signal processing in [23], and in an exponentially growing number
of areas where complex problems are finding tractable solutions. From the theoretical vantage point, the success of
these methods lies in the expressibility of neural networks, which was first demonstrated by [7, 19]. Their results
guaranteed that the most fundamental neural network architecture, the feed-forward neural networks, is capable of
approximating any Lp-function from Rd to RD in the following sense.
Given any finite Borel measure µ on Rd and any p-integrable function f and any tolerance level δ > 0, the
universal approximation theorem of [7, 19, 18] also provides a theoretical guarantee that there is a feed-forward
network fδ satisfying ˆ
x∈Rd
‖ f (x)− fδ (x)‖pdµ(x)< δ . (1)
The shortcoming of (1) is reflected implicitly by the requirement that µ needs to be a finite measure in [18] and
compactly-supported in [24]. The limitation of being finite stems from the fact that any finite measure must be
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2 PRELIMINARIES
largely concentrated on some bounded set, outside of which its mass rapidly vanishes. However, (1) can be leveraged
by specializing a group of neural networks { fi}ni=1, each supported on sub-patterns of a given complex pattern, each
defined on essentially disjoint subsets {Ki}ni=1 of the domain space Rd , and then combining them into a good global
approximator ∑ni=1βi fiIKi +β0 f0IRd−⋃ni=1 Ki , capable of expressing complex composite patterns; where βi ∈ R.
Since each of the fi are supported on disjoint subsets of the domain space, then each sub-network fi can be
trained in parallel to the others, resulting in notably shorter training times. Moreover, we show that each fi needs
less height than if a single feed-forward network was used. Both these two aspects of ∑ni=1βi fi provide a notable
reduction in training time, as will be observed in the numerical portion of this paper.
This paper develops the theory around this method and examines the practical implications numerically. The
results are framed in a general context and can be applied to any class of functions with demonstrated universal
approximation capabilities, in the aforementioned sense. Examples include sparse convolutional neural networks,
as in [41], or the set of posterior means of a Gaussian process with universal kernel, as in [27], and feed-forward
neural networks as in [24].
This paper is organized as follows. Section 2 introduces architopes and covers and discusses the involved
function spaces as well as their properties. Section 3 contains the paper’s main results. These are the improved
universal approximation capabilities of architopes, approximation bounds, convergence guarantees for architopes
trained with our parallelizable procedure, and explicit constructions for commonly used neural network architectures.
Section 4 inspects the numerical performance comparing the ffNN (feed-forward) architecture to the ffNN-tope
using the California housing prices dataset of [21]. The paper then concludes in 5. Additional background,
derivations of theoretical results, and further details of the numerical implementations are contained within the
paper’s supplementary material.
2 Preliminaries
Throughout the paper,F ⊆C(Rd ;RD) represents a non-empty expressive class of functions. For example,F may
denote the set of feed-forward networks of depth 1 as in [19, 24], arbitrary depth ReLu networks as in [25], deep
sparse convolutional networks as in [41], etc. We also fix a σ -finite Borel measure on Rd .
Let N+ be the set of positive integers. Throughout this paper, a partition {Kn}n∈N+ of the input space Rd , means
a collection of compact subsets of Rd satisfying µ
(
Rd−⋃n∈N+ Kn)= 0 and µ(Kn∩Km) = 0 for n 6= m, n,m ∈N+.
This partition is determined exogenously before the architope is built.
For every n ∈ N+, let In be the indicator function of Kn and I+n the indicator of the set Rd −
⋃n
i=1 Ki. The
architope ofF (F - tope) is defined as follows.
Definition 2.1 (Architope). LetF be a non-empty subset of C(Rd ;RD). TheF - tope, denoted byF - tope, is the
collection of all functions f from Rd to RD of the form
f (x) =
n
∑
i=1
βiIi(x) fi(x)+β0 f0(x)I
+
n (x) (∀x ∈ Rd), (2)
where n ∈ N+, f0, . . . , fn ∈F , and β0, . . . ,βn ∈ R.
Remark 2.2. We follow the usual convention that for any measure µ on Rd , functions from Rd to RD are identified
with their equivalence class of µ-measurable functions which agree on all sets of positive µ-measure.
Throughout this paper, we assume that no Ki is redundant or of excessively large measure.
Assumption 2.3. For each n ∈ N+, the set Kn satisfies 0< µ (Kn)< ∞.
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In what follows, we make frequent reference to the space of p-integrable functions Lpµ(Rd ,RD), and the space of
locally p-integrable functions denoted by Lpµ,loc(R
d ,RD) from Rd to RD. We also make regular use of the essential
support of a locally-integrable function, which we define now before moving on. Let f ∈ Lpµ,loc(Rd ,RD), the
essential support of ‖ f‖ is defined by
ess-supp(‖ f‖), Rd−
⋃{
U ⊆ Rd : U open and ‖ f‖(x) = 0 µ-a.e. x ∈U
}
.
2.1 Consistent Approximation of Composite Patterns
Intuitively, a composite pattern is a pattern described by a set of distinct sub-patterns, each characterizing certain
distinct sets of features. The sets Kn defining, the partition {Kn}n∈N+ of Rd , can be made to capture these distinct
explanatory features of any given pattern. Thus, sub-patterns of a composite pattern are interpreted as functions in
Lpµ,loc(R
d ,RD) with ess-supp(‖ fi‖)⊆ Ki. Therefore, a composite pattern with n sub-patterns is a function of the
form f = ∑ni=1 fi with fi as above.
From the perspective of interpretability, any meaningful approximation of a composite pattern f should only be
possible by functions described by the same explanatory features, i.e.: by functions with ess-supp(‖ f‖)⊆⋃ni=1 Ki.
We call such approximations sub-pattern consistent. Unfortunately, approximation in Lpµ,loc(R
d ,RD) can be
inconsistent. For example, the composite pattern IK1 +IK2 is approximated by {IK1 +IK2 + 1n IK3}n∈N+ therein. Indeed,
sub-pattern consistency is a property of the underlying topological space. The inconsistency of approximation in
Lpµ,loc(R
d ,RD) is resolved by turning to the consistent Lp-spaces, which we introduce here in three steps.
First, for each n ∈ N+, we define the Lp-space of composite patterns with at-most n-sub-patterns, denoted by
Lpµ:n(Rd ,RD), to be the completion of normed space, whose elements are f ∈ Lpµ,loc(Rd ,RD) with ess-supp(‖ f‖)⊆
∪ni=1Ki and normed by
‖ f‖p:n , max
i=1,...,n
(ˆ
x∈Rd
‖ f (x)IKi(x)‖pdµ(x)
) 1
p
.
Next, these spaces are then aggregated into Lpµ:∞(Rd ,RD) ,
⋃
n∈N+ L
p
µ:n(Rd ,RD) and equipped with the finest
topology making each Lpµ:n(Rd ,RD) into a subspace; denote this topology by τ∞.
Since, not every pattern is composite, the space Lpµ:∞(Rd ,RD) is combined with the usual Lp and local Lp
spaces, whose elements are interpreted as simple patterns. In the following, the topologies on Lpµ(Rd ,RD) and on
Lpµ,loc(R
d ,RD) are denoted by τLpµ and τLpµ,loc , respectively.
Definition 2.4 (Consistent Lp-Spaces). Lpµ,◦(Rd ,RD) is the topological space whose underlying set is L
p
µ,loc(R
d ,RD)
and is equipped with the smallest topology containing τ∞∪ τLpµ ∪ τLpµ,loc .
Proposition 2.5 (Properties of Consistent Lp). Lpµ,◦(Rd ,RD) exists and satisfies:
(i) (Partition Independence) Let {K′n}n∈N+ be any other partition satisfying Assumption 2.3 and let Lpµ,◦(Rd ,RD)′
be the consistent Lp spaced defined by it. Then Lpµ,◦(Rd ,RD) and L
p
µ,◦(Rd ,RD)′ are homeomorphic,
(ii) (Well-Defined Approximation) Lpµ,◦(Rd ,RD) is Hausdorff and in particular, every convergent sequence has a
unique limit,
(iii) (Refinement) The topology on Lpµ,◦(Rd ,RD) is strictly finer than τLpµ,loc and strictly finer than τLpµ , when
restricted to Lpµ(Rd ,Rd),
(iv) (Sub-Pattern Consistent) A sequence { fk}k∈N+ converges to some f ∈ Lpµ:n(Rd ,RD) in Lpµ,◦(Rd ,RD) only if
all but a finite number of fk are in L
p
µ:n(Rd ,RD).
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Property (i) implies that any partition used to when defining the consistent Lp space yields a topologically
identical construction and since density is a purely topological property, then an architecture is or is not universal
in Lpµ,◦(Rd ,RD) independently of the partition {Kn}n∈N+ used to define it. Property (iii) implies that density
in consistent Lp a strictly stronger condition than density in (local) Lp. Therefore, a universal approximator in
consistent Lp is guaranteed to capture more subtle features of a pattern than a universal approximator in Lp. Property
(iv) makes this improvement concrete by guaranteeing that consistent Lp is sub-pattern consistent, in the above
sense.
Consequentially, many familiar feed-forward neural networks, whose universal approximation capabilities in
Lp for finite measures µ is guaranteed by [24], fail to be universal approximators in consistent Lp. Intuitively, this
expresses their inability to consistently approximate sub-patterns.
Proposition 2.6 (Feed-Forward Networks are Not Dense in Consistent Lp). Let µ be a Boreal measure supported
on Rd , σ : R→ R be a continuous and strictly increasing function, µ be supported on Rd , and letF ⊂C(Rd ,R)
be the set of functions with representation W2 ◦σ •W1, where W1,W2 are composable affine maps and • denotes
component-wise composition. Then for every non-zero f ∈ Lpµ,∞(Rd ,RD) there does not exist a sequence { fk}k∈N
inF converging to f in Lpµ,◦(Rd ,RD).
3 Main Results
The main theoretical results are now presented. These consist of the universal approximation capabilities of
architopes, bounds on their rate of approximation, and results concerning their training procedure.
3.1 Universal Approximation Capabilities
Theorem 3.1 (Architopes are Universal in Consistent Lp). Fix p ∈ [1,∞) and {Kn}n∈N+ such that Assumption 2.3
holds. Let F be dense in Lpν(Rd ,RD) for every finite compactly-supported Borel measure ν on Rd which is
absolutely continuous with respect to the Lebesgue measure. Then for any σ -finite Borel measure µ on Rd which is
absolutely continuous with respect to Lebesgue measure,F - tope is dense in Lpµ,◦(Rd ,RD).
The improvement illustrated by Proposition 2.6 and Theorem 3.1 is a special cases of a more general phenomenon,
namely thatF - tope strictly improves the universal approximation capabilities of an architecture. To see this, note
that a universal approximation theorem is a statement about the density of certain neural network architectures in
specific function spaces for specific topologies. Since density is a purely topological property (see [29, II.3]), then
comparing the expressiveness of two architectures reduces to comparing the topological spaces on which they are
dense. Since different topologies on those function spaces capture different features of its functions thenF - tope is
strictly more expressive thanF only if it is dense wheneverF is dense and the converse implication fails.
Theorem 3.2 (Architopes Are Strictly More Expressive). Let X be a set of functions from Rd to RD containing
F andF - tope, and let ∼ be an equivalence relation on X. Denote the equivalence classes ofF ,F - tope, and X
under ∼ by the same symbols. IfF 6=F - tope, then the following hold:
(i) If τ is a topology on X makingF dense thenF - tope is also dense in X for τ .
(ii) There exists a topology on X for whichF - tope is dense butF is not.
These general results are now applied to two of the most common architecture types.
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3.1.1 Examples
Let J be a positive integer and σ : R→ R be a continuous activation function. A feed-forward neural network of
depth J from Rd to RD is a continuous function f defined iteratively by
f (x) =W ◦ f (J), f ( j)(x) = σ •
(
W ( j)( f ( j−1)(x))
)
, f (0)(x) = x, j = 1, . . . ,J,
where W j is an affine map from Rd j to Rd j+1 , and • denotes component-wise composition. The architectureN N σJ
consists of all feed-forward networks from of depth at-most J.
Corollary 3.3 (Architope: Feed-Forward Case). Let σ be a continuous, locally-bounded, and non-polynomial
activation function. Let J ∈ N+ and 1≤ p< ∞. Then:
(i) N N σJ - tope is dense in L
p
µ,◦(Rd ,RD),
(ii) For any δ > 0 and f ∈ Lpµ(Rd ,R) there exists some f δ ∈N N σJ - tope satisfying
ˆ
x∈Rd
| f (x)− f δ (x)|pdµ(x)< δ ,
(iii) N N σJ - tope is dense in any topology on L
p
µ,loc(R
d ,RD) for which any of N N σJ , . . . ,N N σ1 is dense but
the converse fails.
Let J,s ∈ N+ and σ(x) = max{0,x}. A convolutional neural network of depth J and sparsity s is a continuous
function f from Rd to R defined iteratively by
f (x) =W ◦ f (J), f ( j)(x) = σ •
(
w( j) ? ( f ( j−1)(x))−b j
)
, f (0)(x) = x, j = 1, . . . ,J,
where W is an affine map from Rd+sJ to R, b( j) ∈ Rd+s j, w( j) = {w( j)k }∞k=−∞ are convolutional filter masks where
wk ∈ R and wk 6= 0 only if 0 ≤ k ≤ s, and the convolutional operation of w( j) with the vectors {v j}Jj=1 is the
sequence defined by (w? v)i = ∑J−1j=0 wi− jv j. The architecture Conv
s is the set of all convolutional nets from Rd to
R of arbitrary depth J ∈ N+ and sparsity s.
Corollary 3.4 (Architope: Deep Sparse Convolutional Networks). Fix 2≤ s≤ d and 1≤ p< ∞.
(i) Convs- tope is dense in Lpµ,◦(Rd ,RD),
(ii) For any δ > 0 and f ∈ Lpµ(Rd ,R) there exists some f δ ∈ Convs such that
ˆ
x∈Rd
| f (x)− fδ (x)|pdµ(x)< ∞,
(iii) Convs- tope is dense in any topology on Lpµ,loc(R
d ,RD) for which Convs is dense but the converse fails.
3.2 Rate of Approximation
It can be shown that the topology τ∞ cannot be described by a metric, see [39] for a discussion on similar
constructions to Lpµ,∞(Rd ,RD), thus approximation bounds cannot be formulated under this topology. However, if
f ∈ L1µ(Rd ,RD)⊂ L1µ,◦(Rd ,RD) considered with the L1-norm then the rate of approximation of architopes can be
estimated. Two types of estimates for the approximation rate are obtained. The first is with respect to finite Borel
measures, such as the empirical probability measure. The second is general and extends the bounds obtained in [10]
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to any σ -finite measure on Rd dominated by the Lebesgue measure. For simplicity and analogously to [2, 10], D is
set to 1.
For the moment, we do not need to assume thatF is dense. For example, ifF is the set {σ(Ax+b)} then any
linear combination of N elements in F defines a shallow feed-forward network of height N. Following [2, 10],
a precise approximation rate forF - tope is obtained by looking at the convex hull and not the linear span ofF .
This is because the convex-hull ofF , denoted by co(F ), contains all convex combinations of members ofF and,
therefore, provides an upper-bound for approximation quality obtained by linear combinations. Alternatively, it can
be interpreted as the collection of networks with normalized final layer.
We require some notation. For any measurable function f : Rd → R denote the µ-essential supremum of the
Euclidean norm of f by ‖ f‖µ,∞. Let L∞µ,loc(Rd ,R) to be the set of functions f : Rd → R for which ‖ f IK‖µ,∞ < ∞
on each compact K ⊂ Rd . LetF IK ,
{
f IK ∈ L1µ,loc(Rd ,R) : f ∈F
}
. Recall that the integer floor of x ∈ [0,∞),
denoted by bxc, is the greatest integer not exceeding x.
Theorem 3.5 (Approximation Rate: Finite Measure Case). Fix n,N ∈ N+. Let µ be a finite Borel measure on Rd
supported in ∪ni=1Ki. Suppose that there exists some h ∈ L2µ,loc(Rd ,R)∩L∞µ,loc(Rd ,R) with 0 ≤ h(x) µ-a.e. and
such that ‖g(x)‖< h(x) for µ-a.e. for every g ∈F . Then there exists a constant C> 0, depending only on µ , h, and
on {Kn}n∈N+ , such that for each f ∈ L1µ,loc(Rd ,R) satisfying f IKi ∈ co(F IKi) for each i = 1, . . . ,n the following
bounds hold
inf
fi, j∈F ,0≤Ni,0≤βi, j≤1
∑ni=1 Ni=N,∑
Ni
j=1 βi, j=1
ˆ
x∈⋃ns=1 Ks
∥∥∥∥∥ n∑i=1
bNic
∑
j=1
βi, j fi, j(x)IKi − f (x)
∥∥∥∥∥dµ(x)≤ CN .
Furthermore, the optimal Ni is given by Ni =
N
√
µ(Ki)
∑ni=1
√
µ(Ki)
, for i = 1, . . . ,N.
A direct consequence of Theorem 3.5, is the following data-driven rule for allocating a total of N functions in
F amongst the n sub-patterns defined on each {Ki}ni=1. This provides a data-driven rule on how to define aF - tope
given finite computational resources. The rule is obtained by taking µ to be the empirical probability measure
supported on a non-empty finite data-set X, consisting of distinct points in Rd . In what follows, Xn denotes in
X∩Kn.
Corollary 3.6 (Data-Driven Network Dimensions). Fix N and let µ be the empirical probability measure supported
on X. Suppose that there exists some c> 0 such that ‖g(x)‖< c for each x ∈X and each g ∈F . If Ni ∈N+ is set to
Ni =
⌊
N
√
Xi
∑ni=1
√
Xi
⌋
(3)
then ∑ni=1 Ni = N and there exists a constant C > 0 depending only on X, such that for each f ∈ L1µ,loc(Rd ,RD)
satisfying f IKi ∈ co(F IKi) for every i = 1, . . . ,n the following holds
inf
0≤βi, j≤1,∑Nij=1 βi, j=1, fi, j∈F
1
X
n
∑
i=1
∑
x∈X∩Ki
∥∥∥∥∥ Ni∑j=1βi, j fi, j(x)IKi(x)− f (x)
∥∥∥∥∥≤ CN ,
where X is the number of data-points in X.
The case where µ(Rd) = ∞ must be treated separately. The next result shows that, in (2.1), if the number of
functions on each Kn is allowed to grow at a rate of O(Nηnδ ), then any function in L1µ(Rd ,R) can be progressively
approximated at a rate of O(N−η) where η > 0 and δ > 1 are meta-parameters. The meta-parameter η controls
the rate of approximation and δ is required to obtain a convergence rate independent of n and is an artifact of the
non-finiteness of µ .
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Theorem 3.7 (Approximation Rate: σ -Finite Case). Fix δ > 1, η > 0, a positive integer N, and suppose that µ is
σ -finite and absolutely continuous with respect to the Lebesgue measure. LetF be a (not-necessarily dense) subset
of C(Rd ,R) for which there exists some h ∈ L2µ,loc(Rd ,R)∩L∞µ,loc(Rd ,R) satisfying |g(x)| ≤ h(x) µ-a.e. for every
g ∈F . If for each n ∈ N+, Nn ∈ N+ is chosen according to the rule
b2Nηnδµ(Kn)‖hIKn‖µ,∞c ≤ Nn (4)
then there exits a constant C > 0, depending only on δ , such that for each f ∈ L1µ,loc(Rd ,R) satisfying f IKn ∈
co(F IKn), then for every n ∈ N+ the following holds
inf
0≤βi, j≤1,∑Nij=1 βi, j=1, fi, j∈F
ˆ
x∈⋃ns=1 Ks
∥∥∥∥∥ n∑i=1
Ni
∑
j=1
βi, j fi, j(x)IKi(x)− f (x)
∥∥∥∥∥dµ(x)≤ CNη .
3.3 Parallelizable Optimization Procedure
Our optimization meta-procedure is derived from the following two observations which state that networks inF - tope
are composed of a good set of regression functions and that (39) implies that any loss-function may be optimized
separately on each Ki. We will say that f ∈ Lpµ,loc(Rd ,RD) has full essential-support if µ(Rd-ess-supp(‖ f‖)) = 0
Proposition 3.8 (Good Regression Basis). Under Assumption 2.3, for any f0, . . . , fn ∈F each with full essential
support, {Ii fi}ni=1∪{I+n f0} satisfies the following:
(i) {Ii fi}ni=1∪{I+n f0} forms a linearly independent subset of Lpµ,◦(Rd ,RD),
(ii) For each distinct i, j in 1, . . . ,n, µ (ess-supp(‖Ii fi‖)∩ ess-supp(‖I j f j‖)) = 0,
(iii) For each n ∈ N and i = 1, . . . ,n, µ (ess-supp(‖Ii fi‖)∩ ess-supp(‖I+n fn‖)) = 0,
(iv) µ
(
Rd− ess-supp(‖I+n fn‖)∪
⋃n
i=1 ess-supp(‖Ii fi‖)
)
= 0.
In this section, we consider loss functions which share some key properties with the integral-type loss-function
of Example 3.9, below. Let ` : Lpµ,loc(R
d ,RD)×B(Rd)→ [0,∞) be a loss-function defining a learning task, where
B(Rd) is the Borel σ -algebra on Rd . Moreover, we require that given any Borel set B if ess-supp(‖ f‖) and
ess-supp(‖g‖) are disjoint and µ-a.e. cover B then
`( f +g,B) = `( f ,ess-supp(‖ f‖)∩B)+ `(g,ess-supp(‖g‖)∩B), (5)
Example 3.9 (Integral-Type Loss-Functions). For any continuous L : RD → [0,∞), the induced loss-function
` : ( f ,B)→ ´x∈Rd L( f (x))IB(x)dµ(x) satisfies 39.
If ` is a loss-function satisfying 39 then the optimization ofF - tope can be parallelized.
Proposition 3.10 (Decomposition). Let µ be equivalent to the Lebesgue measure on Rd and suppose that Assump-
tion 2.3 holds. If ` satisfies (39) then f0, . . . , fn ∈F each with full essential-support, and β0, . . . ,βn ∈R−{0}, then
`
(
∑ni=1βiIi fi+β0 f0I+n ,Rd
)
= ∑ni=1 `(βi fi,Ki)+ `
(
β0 f0,Rd−⋃ni=1 Ki) .
In practice, ` cannot be optimized over all ofF orF - tope. Instead,F is approximated by a finite parameter
approximation /0⊂Fk = { f θ}θ∈Θk ⊂F and the optimization is performed thereon, whereΘk is a non-empty subset
of some Euclidean space. For example, ifF is the feed-forward architecture thenFk may be the sub-collection of
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all feed-forward networks with certain width and depth less restrictions and Θk = Rk where k is the total number of
trainable parameters.
Algorithm 3.1: Optimization of `
(
∑ni=1βiIi fi+β0 f0I+n ,Rd
)
.
Input: Positive integers n,k, loss-function `, disjoint compact sets {Ki}ni=1, and an architectureF .
for i in 0, . . . ,n in parallel
if i=0 then
Optimize: βˆ0, fˆ
(n,k)
0 ∈ argmin
β∈R, f∈Fk
`
(
β0 f ,Rd−⋃ni=1 Ki)
else
Optimize: βˆi, fˆ
(n,k)
i ∈ argmin
β∈R, f∈Fk
`(βi f ,Ki)
Result: Optimized Network: fˆ (n,d) , ∑ni=1 βˆiIi fˆ
(n,d)
i + βˆ0 fˆ
(n,d)
0 I
+
n
The optimized networks in Algorithm 3.1 are well-defined under the following standard conditions.
Assumption 3.11. For each k ∈ N, K ∈ {Kn}n∈N+ ∪{Rd} the loss-function ` satisfies:
(i) For every t > 0 the (level-)sets { f ∈ Lpµ,◦(Rd ;RD) : ∃g ∈ Fk ∃β ∈ R, f = βg and `( f ,K) ≤ t} and { f ∈
Lpµ,◦(Rd ,RD) : `( f ,K)≤ t} are compact in Lpµ,◦(Rd ;RD),
(ii) `( f ,Kn)≤ liminf
j→∞
`( f j,Kn) for every f ∈ Lpµ,◦(Rd ;RD) and every sequence { f j} j∈N+ converging to f therein.
Remark 3.12. Condition (i) states that ` is coercive on Lpµ,◦(Rd ,RD) and it retains its coercivity when restricted to
each of the subsets { f ∈ Lpµ,◦(Rd ;RD) : ∃g ∈Fk ∃β ∈ R, f = βg and `( f ,K)≤ t}
Proposition 3.13 (Existence and Finite-Parameter Optimality). Under Assumption 3.11 for each n,d ∈ N+ and
i = 0, . . . ,n fˆ (n,d)i and βˆi exist. Consequentially, fˆ
(n,d) exists. Moreover, if Assumption 2.3 holds and ` satisfies
and (39) then fˆ (n,d) ∈ argmin
f0,..., fn∈F
β0 ,...,βn∈R
`
(
∑ni=1βiIi fi+β0 f0I+n ,Rd
)
.
As the number of parameters describingFk grows, the optimizer of ` inFk converges to the optimizer of ` over
the entire space Lpµ,loc(R
d ,RD). The next result confirms this.
Theorem 3.14 (Convergence of Finite-Parameter Approximations). Suppose that ` is continuous, ` satisfies (39)
as well as Assumption 2.3, and 3.11 hold. Let {Fk}k∈N be a strictly nested sequence of non-empty subsets ofF
satisfying
⋃
k∈NFk =F , and let {Nk}k∈N be a strictly increasing sequence of positive integers. Then
lim
k↑∞
`( fˆ (Nk),k,Rd) = inf
f∈Lpµ,◦(K·;RD)
`( f ,Rd),
where the limit is taken in Lpµ,◦(Rd ,RD).
4 Implementation
We evaluate the numerical performance of our architecture modification. The code for our implementations can be
found at [40].
Dataset The dataset used is the California housing market prices of [21]. The size of the Data is about 20K. The
data is then partitioned into four parts {Ki}4i=1, using the expert opinion of [16] based on the proximity to ocean.
These categories are represented as bay, inland, near ocean (including island), and one hour from ocean. The size of
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each partition is respectively about 2.3K, 6.5K, 2.6K, and 9K. For all partitions, seventy percent of the data is used
as training data and the rest for testing.
Preprocessing The total_bedrooms explanatory feature is omitted as it contains missing values and most of
its information is contained in total_rooms. Following the methods of [8], latitude and longitude are mapped to
Euclidean coordinates about the projected extrinsic mean to remove the effect of earth’s curvature. The features
housing_median_age, total_rooms, population, households, and median_income are scaled between zero and one.
The features latitude, longitude, and Euclidian coordinates are normalized. The target, median_house_price, is
scaled by 10−5 to avoid the exploding gradient problem.
Networks The compared architectures are the feed forward neural network of depth one with sigmoid activation
function (ffNN) and its architope (ffNN-tope) with the aforementioned {Ki}4i=1. Since the neurons between each fi
and f j defining the ffNN-tope are disconnected, whenever i 6= j, then ffNN-tope has an inherently sparse structure.
Therefore, ffNN-tope is also compared to the commonly used dropout method of [38] for producing sparsity in the
ffNN architecture (ffNN-dp).
Training Details The initial network weights are drawn from uniform distribution on (−0.05,0.05). The
network parameters are optimized using Adam algorithm of [32] with mini batch size 128 and loss function mean
absolute error, see [1]. A two hundred randomized grid search in combination with 4-fold cross validation is used to
select the hyper-parameters.
Evaluation Metrics The metrics used to compare the performance of the architectures are the mean absolute
error, mean absolute percentage error, and the mean squared error.
Results Table 1 summarizes the training and test evaluation metrics as well as the run time for hyper-parameter
tuning. T-time and P-time respectively represent the run time for hyper-parameter tuning in the case of an inline
and parallel approach. The time unit is minutes. It can be observed that ffNN-tope is more expressive and that this
expressiveness carries over to the test data. It can also be observed that the hyper-parameter selection for ffNN-tope
is faster than both ffNN and ffNN-dp even when parallization is not utilized. We also observe that the random
sparsity produced by ffNN-dp does not improve the performance of the ffNN. By contrast the structural sparsity of
the ffNN-tope does improve performance both in and out of training.
Test Train
Model MAE MAPE MSE MAE MAPE MSE T-time P-time
ffNN-tope 0.306 16.33 0.232 0.285 15.01 0.210 67 28
ffNN 0.322 18.36 0.244 0.297 16.41 0.211 306 306
ffNN-dp 0.413 20.16 0.398 0.411 19.94 0.395 119 119
Table 1: Training and test evaluation metrics for ffNN, ffNN-dp, and ffNN-tope.
Next, we present the training loss and training time as a function of number of complete epochs for ffNN and
ffNN-tope, where by a complete epoch, we mean an epoch run on each section of the full training set. For the ffNNs
a complete epoch is a usual epoch and for ffNN-tope a complete epoch is the sum of the epochs of each defining
sub-network. The expressibility improvement of the ffNN-tope and the reduction in training times is evaluated
using architectures of depth 1. The height of the architecture is equal to the training data-size and allocated amongst
the sub-architectures of ffNN-tope using the optimal allocation rule of Corollary 3.6. The training is done using
learning rate of 0.01. Figure 1 (a) shows that the ffNN-tope achieves a lower training loss which keeps decreasing
at a faster rate that that of the ffNN’s. Figure 1 (b) shows that the training time of the ffNN-tope is strictly less that
for theF . This is due to the pallelizability of Algorithm 3.1.
9
A ADDITIONAL DETAILS CONCERNING IMPLEMENTATION
0 500 1000 1500 2000 2500 3000
Complete Epochs
0.2
0.4
0.6
0.8
1.0
1.2
Tr
ai
ni
ng
 L
os
s (
M
ea
n 
Ab
so
lu
te
 E
rro
r)
ffNN-tope
ffNN
bay
inland
oneHocean
nocean
0.26
0.28
0.30
(a) Training Loss
0 500 1000 1500 2000 2500 3000
Complete Epochs
0
20
40
60
80
100
120
Tr
ai
ni
ng
 T
im
e 
(M
in
ut
es
)
ffNN-tope
ffNN
(b) Training Time (minutes)
Figure 1: Training loss and training time as a function of number of complete epochs.
5 Conclusion
In this paper, we formalized composite pattern learning by introducing the consistent Lp-spaces, showed that
classical universal approximatorsF , such as feed-forward neural networks, are not necessarily capable of consistent
composite pattern learning. We introduced a simple generic method for obtaining a new approximating class of
functionsF - tope fromF which is dense in Lpµ,◦(Rd ,RD). We obtained analogous approximation bounds when
µ is finite as well as L1 approximation bounds when it is not; these extend the results of [2, 10]. A parallelizable
method for training F - tope was introduced and shown to converge. Our theoretical claims were supported by
numerical implementations using the [21] dataset, illustrating the expressibility improvement and reduction in
computation time obtained by turning toF - tope.
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Appendix
The appendix is organized as follows. Additional details surrounding the implementation are found in Section A,
additional mathematical background material is covered in Section B, and the proofs of the paper’s results are found
in Section C.
Appendix A Additional Details Concerning Implementation
A.1 Hardware
The numerical experiments were produced using a Superserver 1027TR-TF machine with two Intel® Xeon®
E5-2697 v2 CPUs, each with 12 Cores. The total RAM available to the machine is 256 gigabytes.
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A.2 Data
The dataset we used is available at [16] and is comprised of 20640 instances. Each instance of raw data contains the
following variables longitude, latitude, median housing age, total rooms, total bedrooms, population households,
median income, median house value, and ocean proximity.
Upon preprocessing, the total rooms column was removed as it contained missing values and could be approxi-
mated by the number of total bedrooms. Moreover, the ocean proximity variable, which is a categorical variable,
was mapped to an n-ary vector in with n = 4 and encompassing the labels "bay," "inland," "near ocean" or "island,"
and "at least one hour from ocean". The labels "near ocean" and "island" were grouped due to their geographic
proximity and the fact that only 5 instances of the "island" label are available.
In the case of the ffNN-tope architecture, these labels are not included and instead each of the 4 sub-architectures
is trained only on the portion of the data with one of the respective labels "bay", "inland", "near ocean" or "island",
or "at-least one hour from ocean" respectively. Each of these four data subsets consists of 2290, 6551, 2663, and
9136 instances, respectively.
The response variable is the median house value. Therefore, we remove the median house value from the
network variables. Moreover, we change monetary units and re-scale all housing prices by a factor of 10−5 to avoid
numerical instability while training.
Precisely 30% used for testing and 70% used for training the architectures. These datasets are the same for
each architecture. To ensure representativeness, 30% of the data was set aside for testing from each of the four data
subsets and then aggregated into a single test set. Likewise, the remaining 70% of each of the four training subsets
was aggregated into a single training subset.
Three additional features are also added to the data. These are named ”x1”, ”x2”, and ”x3”, respectively. They
correspond to the linearized longitude and latitude coordinates and are generated as follows. First, given the pair
(θ1,θ2) of longitude and latitudes values of any given data-point map to the unique point
p = (cos(θ1)cos(θ2),cos(θ1)sin(θ2),sin(θ1)) (6)
on the unit sphere in R3. This transformation is the usual change of variables from spherical coordinates to
rectangular coordinates in R3. Since the sphere is inherently curved then these are linearized so that the minimum
intrinsic distance between any two points on the sphere is equal to the Euclidean distance between their linearizations.
Following [8], this linearization is given by the Riemanninian logarithm map about a fixed point q, we describe q
shortly, and is defined by
p 7→ q− (p
>q)p
‖q− (p>q)p‖ arccos
(
p>q
)
,
here ‖ · ‖ denotes the Euclidean distance. The point q is taken to be p¯‖p¯‖ where p¯ is the Euclidean mean of every
instance of p obtained in (6). Therefore, p¯ corresponds to mean of the points lying on the sphere as viewed from R3
and p¯‖p¯‖ corresponds to that mean value projected back onto the sphere. Since p¯ 6= 0, then p¯‖p¯‖ is well-defined and
the solution to the following optimization problem
p¯
‖p¯‖ = argminz∈R3,‖z‖=1‖z− p¯‖.
For the feed-forward network, the value of p‖p¯‖ is computed on the entire data-set and for each sub-network
defining the ffNN-tope is defined on the corresponding sub-set. This is done so that p¯‖p¯‖ remains meaningful for
each data subset.
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A.3 Hyper-parameter Tuning
The following grids were used to select the hyper-parameters of each architecture. Once the hyper-parameters
are selected, the neural network parameters are then optimized using the ADAM algorithm of [32] and the hyper-
parameters are tuned 4 fold cross-validation. The best combination of hyper-parameters was obtained by using
a random sample of 200 combinations from all the possible combinations specified in the following grids of
hyper-parameters. Therefore, 4×200+1 training runs are employed, the first 4×200 of are used to evaluate the
best choice of hyper-parameters.
Different numbers of epochs were used for the ffNN-tope since it is more expressive and converges faster. The
precise gird of epochs used for training both architectures is summarized by (2).
ffNN-tope 50 100 150 200 250 300 350 400 -
ffNN 200 400 550 700 900 1000 1100 1200 1400
Figure 2: Grid of Epochs
The remainder of the parameter grid is the same for both models and is summarized by Figure 4. Note that, only
the ffNN-dp architecture had a dropout more than 0%. The precise dropout grid is also summarized in Figure 4.
Learning Rate Height Dropout % (ffNN-dp)
0.0001 50 .1
0.0002 60 .2
0.0007 80 .3
0.0009 90 .4
0.0011 100 .5
0.0013 150 .6
0.0114 200 .7
0.0127 250 -
0.0146 300 -
0.0227 350 -
0.0705 400 -
0.0842 450 -
0.2305 500 -
0.2889 600 -
- 700 -
- 900 -
- 1100 -
- 1400 -
- 1800 -
- 2000 -
- 2200 -
- 2400 -
Figure 3: Grid of Other Involved Hyper-Parameters
The list of possible learning rates is randomly generated.
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A.4 Optimal Parameters
The following parameters were chosen during the cross validation procedure as the optimal parameters:
- Learning Rate Height Epochs Dropout % (ffNN-dp)
ffNN-tope-bay 0.0227 350 400 -
ffNN-tope-inland 0.0227 2200 500 -
ffNN-tope-nocean 0.0705 80 450 -
ffNN-tope-oneHocean 0.0227 70 400 -
ffNN 0.1460 200 1400 -
ffNN-dp 0.0007 400 1300 0.1
Figure 4: Optimal Hyper-Parameters
A.5 Evaluation Metrics
The following metrics of central tendency and variation are used when evaluating the performance of each archi-
tecture on the training and test sets, respectively. In what follows, Y denotes the vector of training (resp. testing)
data-points and Yˆ denotes the by each trained neural network architecture.
MSE(Yˆ,Y ),∑
i∈I
∣∣Yˆi−Yi∣∣2
MAE(Yˆ,Y ),∑
i∈I
∣∣Yˆi−Yi∣∣
MAPE(Yˆ,Y ),100∑
i∈I
∣∣Yˆi−Yi∣∣∣∣Yˆi∣∣
where I indexes the number of instances in Y . The factor of 100 in the definition of the MAPE converts the output
into a percentage reading.
The training time metrics recorded in Figure 1 are T-time and P-time. T-time (resp. P-time) denotes the training
time required in optimizing the given architecture (resp. when parallelization is used as in Algorithm 3.1), including
hyper-parameter optimization as described above. Note that T -time and P-time can only differ for the ffNN-tope
architecture.
Next, we overview some theoretical background required in the proofs of the paper’s central theorems.
Appendix B Background
B.1 Spaces of p-Integrable Functions
As discussed in the introduction, both from a practical and theoretical perspective, it is necessary to establish the
expressibility of neural network architectures for measures which may not be finite on Rd . However, if one abandons
finite measures then many prevalent functions, such as most polynomials, logarithmic, and exponential functions,
fail to belong to Lpµ(Rd ;RD).
This issue is overcome by replacing Lpµ(Rd ,RD) with the standard larger space of locally p-integrable functions,
denoted by Lpµ,loc(R
d ;RD), consisting of all µ-measurable functions for which ‖ f‖p is integrable on every non-
empty compact K ⊂ Rd . In this space, a sequence { fn}n∈N converges to some f ∈ Lpµ,loc(Rd ,RD) if for every
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non-empty compact K ⊂ Rd and every ε > 0 there exists some N ∈ N such that ´x∈K ‖ f (x)− fn(x)‖pdµ(x)< ε,
for every n≥ N.
Since all continuous functions are uniformly bounded on compacts then they belong to Lpµ,loc(R
d ,RD) and
in particular this space contains all the aforementioned functions. However, Lpµ,loc(R
d ,RD) is not an appropriate
replacement for Lpµ(Rd ,RD), since analogously to the Lp spaces for finite measures, approximation in L
p
µ,loc(R
d ,RD)
underestimates errors. This is because its topology, denoted by τLpµ,loc , can be described by the following metric
dLploc( f ,g), ∑
n∈N
1
2n
´
x∈Rd ‖( f (x)−g(x))IKn‖p dµ(x)
1+
´
x∈Rd ‖( f (x)−g(x))IKn‖p dµ(x)
. (7)
In contrast, approximation in Lpµ(Rd ,RD) with its usual topology, is described by the metric
dLp( f ,g) = ∑
n∈N
ˆ
x∈Rd
‖( f (x)−g(x))IKn‖pdµ(x)< ∞. (8)
Unlike (8), the metric of (7) shrinks approximation errors made on Kn by a factor of at-least 12n . Let τLpµ denote the
topology on Lpµ(Rd ,RD) induced by this metric. It can be shown that τLpµ is strictly finer than τLpµ,loc on L
p
µ(Rd ,RD).
Conversely, however, Lpµ,loc(R
d ;RD) strictly contains Lpµ(Rd ,RD) as a set.
B.2 Combining Topological Spaces
B.2.1 Gluing Topological Spaces
The typical example of a large set containing any prescribed collection of sets X1, . . . ,Xn is their Cartesian product
X1×·· ·×Xn. This is defined by concatenating all ordered pairs of elements in X1, . . . ,Xn. However, there is a more
"efficient way" to combine X1, . . . ,Xn, this is their disjoint union. The disjoint union of X1, . . . ,Xn is constructed by
viewing X1, . . . ,Xn as distinct and independent members of the same set defined by
unionsqni=1Xi , {(x, i) : x ∈ Xi i = 1, . . . ,n} .
Put another way, unionsqni=1Xi is the smallest set including each Xi, distinctly.
The analogous construction can be made for topological spaces. The disjoint union of topological spaces
X1, . . . ,Xn is the smallest topological space containing distinct copies of each X1, . . . ,Xn. This space is defined as
the topological space whose underlying set is the disjoint union of the sets unionsqni=1Xi and its topology is defined as
being the finest topology ensuring that the inclusions of X1, . . . ,Xn are continuous functions.
Example B.1. The Cartesian product of R×R = R2. However, the disjoint union of R and R can be identified
with distinct two vertical lines in R2 {(x,−1) : x ∈ R}∪{(x,1) : x ∈ R} .
As illustrated by Example B.1 the disjoint union construction is primitive as it ignores any structure shared
by any non-empty collection of topological spaces {Xi}i∈I since it artificially amalgamates the spaces. This
artificiality is circumvented in [3] through a modification of the disjoint union construction where x,z ∈ ∏i∈IXi
are identified if x = z. This identification defines an equivalence relation on ∏i∈IXi, furthermore, the quotient map
q : ∏i∈IXi→
⋃
i∈I Xi is continuous. Moreover, this topology always exists and is optimal in the following sense.
Lemma B.2 (Final Topology [3, Proposition I.2.4]). For every non-empty collection of topological spaces {Xi}i∈I
there exists a unique finest topology on
⋃
i∈I Xi making all the inclusion maps Xn→
⋃
i∈I Xi into continuous functions.
We will require the following special case of Lemma B.2. Suppose that I is a partially ordered indexing set,
whose partial order we denote by ≤. Suppose moreover, that we are given a family of topological spaces {Xi}i∈I
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indexed by I and a family of continuous maps { fi, j : Xi→ X j if i≤ j} such that if i = j then fi,i is the identity map
on Xi and if i≤ j ≤ k then fi,k = f j,k ◦ fi, j. We call such a construction a direct system of topological spaces. For
example, I may be taken to be N+ with usual ordering, {Xn}n∈N+ is a sequence of sub-spaces of a larger topological
space X , and fi, j may be taken to be the inclusion functions.
Then Lemma B.5 can be used to formalize the limit of this direct system of topological spaces, denoted by
lim−−−→i∈I Xi. Informally, it is the smallest topological space in which the entire direct system ({Xi}i∈I ,{ fi, j}) can be
embedded. This construction ties into our program via
lim−−−→
n∈N
Lpµ:n(Rd ,RD) = L
p
µ:∞(Rd ,RD). (9)
The formulation of (9) allows the use of the following tools from algebraic topology and category theory. These will
be integral to establishing Proposition 2.5 (i), namely, that the consistent Lp space is defined independently of the
chosen partition {Kn}n∈N+ . In what follows, we use X ∼= Y to denote the existence of a homeomorphism between
two topological spaces, that is, X and Y are topologically identical.
Lemma B.3. Let ({Xi}i∈I ,{ fi, j}) be a direct system (of topological spaces) indexed by a directed set I containing
N as a directed subset.
(i) Existence and Description [37, Page 5]: Then lim−−−→i∈I Xi exists and it is given by
⋃
i∈I Xi equipped with the final
topology, of Lemma B.5, induced by the inclusions Xi→⋃i∈I Xi,
(ii) Minimality [12, Tag 002D]: Let Y be a topological space, such that, for every i ∈ I there is a continuous
function gi : Xi → Y satisfying g j ◦ fi, j = gi, for every i ≤ j, then there exists a continuous unique map φ
satisfying
φ : lim−−−→
i∈I
Xi→ Y, such that gi ◦φ ◦ ιXi ,
for every i ∈ I, where ιXi : Xi→ lim−−−→i∈I Xi is the inclusion map. In particular, if each gi is a homeomorphism,
then so is φ .
(iii) Cofinal Sublimits [12, Tag 09WN]: If {Xn}n∈N+ ⊆ {Xi}i∈I is such that for every i ∈ I there exists some ni ∈N+
such that i≤ ki then
lim−−−→
i∈I
Xi ∼= lim−−−→
n∈N+
Xn.
Property (i) expresses the fact that
⋃
i∈I Xi topologized in the above way, is the smallest topological space contain-
ing each Xi as a sub-space, and its topology is the strongest possible topology which has this property. This property
is useful to us, since it gives an explicit description of the direct limit and, in particular, it guarantees the existence of
Lpµ:∞(Rd ,RD) since this spaces is precisely the direct limit of the direct system
({
Lpµ:n(Rd ,RD)
}
n∈N+ , ιn,m
)
where
ιn,m : Lpµ:n(Rd ,RD)→ Lpµ:m(Rd ,RD) are the inclusion maps for n≤ m.
Property (ii) expresses the minimality of lim−−−→i∈I Xi, since every compatible system of continuous functions which
is compatible with the direct system can always be unambiguously summarized by a single continuous map φ from
the direct system’s direct limit lim−−−→i∈I Xi. In particular, if each gi is a homeomorphism, then it is easy to see that so is
φ . This will be important for us when establishing Proposition 2.5 (i).
Property (iii) states that this space can be equivalently defined by a smallest direct system. This will prove
convenient when showing that the consistent Lp spaces are well-defined and defined independently of the choice of
partitioning sets {Kn}n∈N+ satisfying Assumption 2.3.
B.2.2 Direct Sums and Certain Direct Limits Involving Banach Spaces
The theory of interpolation spaces, treated in [26], was established in order to describe Banach spaces which lie in
between other Banach spaces. These typically concern sums or intersections of Banach sub-spaces of a suitable
overarching topological vector space. In this paper, we only require the following situation.
15
B.2 Combining Topological Spaces B BACKGROUND
Let X be a Fréchet space and {Xi}i∈N be Banach sub-spaces of X , where ‖ · ‖(i) is the norm on Xi, for i ∈ N.
Consider the linear subspace
n⊕
i=1
Xi comprised of all sums of the form ∑ni=1 xi, where xi ∈ Xi. Following [26, Page
ix],
n⊕
i=1
Xi is equipped with the norm ‖ · ‖′n defined by
‖x‖′n , inf
{
n
∑
i=1
‖xi‖(i) : x =
n
∑
i=1
xi, xi ∈ Xi
}
, (10)
and it defines a subspace of X . The infimum in (10) is required since the representation of any x ∈
n⊕
i=1
Xi as a sum of
elements in {Xi}ni=1 is in general not unique. However, if Xi∩X j = {0} for i 6= j, i, j ∈ N+, then for any x ∈
n⊕
i=1
Xi
there necessarily exists a unique xi ∈ Xi, for i = 1, . . . ,n, such that x = ∑ni=1 ‖xi‖(i). Therefore, in this situation ‖x‖′n
reduces to ‖x‖′n = ∑ni=1 ‖xi‖(i). The next lemma describes relevant aspects of this construction in more detail.
We denote the `p norm on Rn, for p ∈ [1,∞], by ‖ · ‖`p . When p ∈ [1,∞) for any y = (yi)ni=1 ∈ Rn the quantity
‖y‖`p is defined by ‖y‖`p , (∑ni=1 |yi|p)
1
p , and when p = ∞ the quantity ‖y‖`p is defined by ‖y‖`∞ , max
i=1,...,n
|yi|.
Lemma B.4. Let {Xi}i∈N be Banach sub-spaces of a Fréchet space X and suppose that Xi∩X j = {0} if i 6= j, for
each i, j ∈ N+. Then, for each n≤ m ∈ N+, the following holds:
(i) For each p ∈ [1,∞], the map ‖ · ‖(p)n taking any x ∈⊕ni=1 Xi to the real-number ∥∥(‖x1‖(1), . . . ,‖xn‖(n))∥∥`p
defines a norm on
n⊕
i=1
Xi,
(ii) For each p ∈ [1,∞], the norms ‖ · ‖(p)n and ‖ · ‖′n are equivalent on
n⊕
i=1
Xi,
(iii) The completion of
n⊕
i=1
Xi with respect to ‖ · ‖(p)n (resp. ‖ · ‖′n) coincides with the closure of
n⊕
i=1
Xi in X,
(iv) The completion of
n⊕
i=1
Xi with respect to the norm ‖ · ‖(p)n is contained in the completion of
m⊕
i=1
Xi with respect to
the norm ‖ · ‖′m.
Proof of Lemma B.4. In [14, Theorem 1], it is shown that ‖ · ‖(p)n defines a norm on
n⊕
i=1
Xi. This gives (i).
By [6, Theorem 3.1] every norm on Rn is equivalent, and in particular this is true of the `1 and `∞, that is, there
exists constants 0< c,C such that
c‖y‖`p ≤ ‖y‖`1 ≤C‖y‖`p (∀p ∈ Rn). (11)
Since, the norms ‖ · ‖(p)n and ‖ · ‖′n on
⊕n
i=1 Xi can be rewritten as
‖x‖(p)n =
∥∥(‖xi‖(1), . . . ,‖xi‖(n))∥∥`p and ‖x‖′n = ∥∥(‖xi‖(1), . . . ,‖xi‖(n))∥∥`1 ,
respectively, then they are equivalent by (11); i.e.:
c‖x‖(p)n ≤ ‖x‖′n ≤C‖x‖(p)n ,
for all x ∈
n⊕
i=1
Xi, where c,C are as in (11). This gives (ii).
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Since
n⊕
i=1
Xi is a subspace of X then the inclusion map i :
⊕n
i=1 Xi→ X is continuous. By definition
n⊕
i=1
Xi is dense
in its closure
n⊕
i=1
Xi in X , and since any continuous function can be uniquely extended from a dense subset to the
entire set then norm ‖ · ‖(p)n , for any p ∈ [1,∞], can be uniquely be continuously extended to all of
n⊕
i=1
Xi. Since, by
definition,
⊕n
i=1 Xi is closed it is complete. Since
n⊕
i=1
Xi is a complete normed space it is a Banach space. Moreover,
the universal property of the completion of the normed linear space
⊕n
i=1 Xi implies that it must be (up to linear
isometry) a subset of
⊕n
i=1 Xi. However, since any complete space is closed and
n⊕
i=1
Xi is the smallest closed set
containing
⊕n
i=1 Xi then it must coincide with the completion of
⊕n
i=1 Xi with respect to the norm ‖ · ‖(p)n , for any
p ∈ [1,∞]. This gives (iii).
If n< m then any x ∈
n⊕
i=1
Xi is represented by x = ∑ni=1 xi for some unique xi ∈ Xi and therefore it is represented
uniquely as an element of
m⊕
i=1
Xi, by x = ∑ni=1 xi+∑
m
i=n+1 0 since 0 ∈ Xi for i = n+1, . . . ,m. Thus, (iv) follows from
(iii).
Lemma B.5. Let {Xn}n∈N be Banach sub-spaces of a Fréchet space X, suppose that Xi ∩X j = {0} for every
i, j ∈ N+ with i 6= j. Then
(i) There is a unique (up to homeomorphism) finest topology τ on
⋃
n∈N+
n⊕
i=1
Xi making each
n⊕
i=1
Xi into a subspace,
(ii) τ is strictly finer than the subspace topology induced by restriction from X.
Proof of Lemma B.5. By [20, Proposition 4.5.1] there exists a unique (up to homeomorphism) finest topology τ ′ on⋃
n∈N+
n⊕
i=1
Xi making
n⊕
i=1
Xi into a linear subspace, for each n ∈ N+, while making ⋃n∈N+ n⊕
i=1
Xi into a locally convex
space (see [31, Chapter 3] for more details on locally convex spaces).
Since each
n⊕
i=1
Xi is a linear subspace of X then
⋃
n∈N+
n⊕
i=1
Xi can be viewed as a linear subspace of X . Since
X is a Fréchet space then its topology is metric and therefore the subspace topology on
⋃
n∈N+
n⊕
i=1
Xi induced by
restriction of X’s Fréchet topology is also metric.
Note that X is locally-convex, since it is a Fréchet space. Note also that τ ′ makes
⋃
n∈N+
n⊕
i=1
Xi into a locally
convex space containing each
n⊕
i=1
Xi, for every n ∈N+, as a linear subspace. Since τ ′ is the finest topology satisfying
these two conditions then τ ′ is at-least as fine as τ ′′, where τ ′′ is the restriction of the Fréchet topology of X to the
subset
⋃
n∈N+ Xn; i.e.: τ ′′ ⊆ τ ′.
However, for each n ∈ N+,
n⊕
i=1
Xi is a proper Banach subspace of the Banach space
n+1⊕
i=1
Xi and therefore [30,
Corollary 3] guarantees that τ ′ is not metrizable. In contrast, since X is Fréchet then its topology is by definition
metrizable and in particular (the subspace) topology τ ′′ is metrizable. Therefore, τ ′ is strictly finer than τ ′′; i.e.:
τ ′′ ⊂ τ ′.
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By Lemma B.2 there exists a unique (up to homeomorphism) finest topology τ on
⋃
n∈N+
n⊕
i=1
Xi making each
n⊕
i=1
Xi into a subspace of
⋃
n∈N+
n⊕
i=1
Xi and since τ ′ accomplishes this with the additional constraint that it makes
⋃
n∈N+
n⊕
i=1
Xi into a locally-convex space, then τ is at-least as fine as τ ′. In particular, τ ′′ ⊂ τ ′ ⊆ τ , therefore τ is
strictly finer than τ ′′.
B.3 Γ-Convergence A Tool For Interchanging Limit and Infimum Operations
The proof of Theorem 3.14 (iii) relies on an argument requiring that the limit of a sequence of functions minimizing
a sequence of loss-functions `n converges to a minimizer of the limit (in a certain sense) of `n. In general, this can
fail as illustrated by the following example.
Example B.6. Define a sequence of real-valued functions on R by `n(x), sin(nx). Then, for each positive integer
n, `n is minimized by the set
{
pi(4k−1)
2n : k ∈ Z
}
. However, no minimizer of `n converges to a minimizer of lim
n↑∞
` since
this limit of the latter is not defined.
The precise requirement on `n is neither given by the familiar point-wise or by uniform notions of convergence.
Instead, the correct requirement for the interchange of the limit and infimum operations to be possible is described
by the theory of Γ-convergence, introduced in [11]. Intuitively, the notion of Γ-convergence generalizes Assump-
tion 3.11 (ii) to sequences of loss-functions `n by requiring than one can consistently lower the value of `n by
manipulating the input even when n is growing. Geometrically, Γ-convergence requires that the set of points lying
on or above the graph of each `n approximates the set lying on or above the function ` in a consistent manner. Thus,
the value of `n cannot abruptly increase when increasing n. If there exists a function ` satisfying this requirement
then ` is said to be the Γ-limit of {`n}∞n=1, written Γ -limn↑∞ `n = `.
Before providing the technical definition, an illustration of the Γ-limit of the sequence `n in Example (B.6) as
well as some of the key properties of this notion of convergence will be provided.
Example B.7 ([9, Example 4.4 (e)]). Intuitively the set
{
pi(4k−1)
2n : k ∈ Z
}
of Example B.6 should asymptotically
describe all points in R, as n becomes large. Indeed this is the case when considering the Γ-limit of `n, which is
given in by
Γ -lim
n↑∞
sin(nx) =−1.
Indeed, every point in R is a minimizer of the constant function −1 and so the sets of minimizers
{
pi(4k−1)
2n : k ∈ Z
}
of `n do indeed converge to R.
The remainder of the results on Γ-convergence will be described in this space Lpµ,◦(Rd ,RD). However, the
presentation holds equally when replacing Lpµ,◦(Rd ,RD) by any other suitable topological space.
Theorem B.8 (Useful Computational Properties of Γ-Limits). Let {`n}∞n=1 be a sequence of functions from
Lpµ,◦(Rd ;RD) to R, and P be a continuous functions from L
p
µ,◦(Rd ;RD) to R.
(i) (Stability; [15, Theorem 2.8]) Suppose that Γ -lim
n↑∞
`n exists then Γ -lim
n↑∞
(`n+P) exists and
Γ -lim
n↑∞
(`n+P) = (Γ -lim
n↑∞
`n)+P,
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(ii) (Γ-Limits of Monotone Sequences [9, Proposition 5.7]) If `n( f ) ≥ `n+1( f ) ≥ 0 for every f ∈ Lpµ,◦(Rd ;RD)
then Γ -lim
n↑∞
`n exists and is given by "the largest function satisfying Assumption 3.11 (ii) dominated by the limit
lim
n↑∞
`n" defined at each f ∈ Lpµ,◦(Rd ;RD) by
sup
{
F( f ) : F : Lpµ,◦(Rd ;RD)→ [−∞,∞],F( f )≤ lim
n↑∞
`n( f ), F satisfies Assumption 2.3 (ii)
}
.
Example B.9 ([9, Example 3.4]). At first glance, the function appearing in Theorem B.8 (ii) may seem complicated,
however, in many applications it turns out to be rather simple. Notably, for the purposes of this paper, let X be a
non-empty subset of Lpµ,◦(Rd ;RD). Define the function
χX ( f ),
{
0 : f ∈ X
∞ : f 6∈ X .
Then, it follows that
sup
{
F( f ); F : Lpµ,◦(Rd ;RD)→ [−∞,∞],F( f )≤ χX ( f ), F satisfies Assumption 2.3 (ii)
}
= sup
U∈N f
inf
g∈U
χX (g) = χX ( f ),
where X is the closure of X with respect to the chosen topology with which Lpµ,◦(Rd ;RD) is equipped and where
N f denotes the collection of open neighborhoods of f . In particular, if X is dense in L
p
µ,◦(Rd ;RD) then χX is the 0
function.
The notion of Γ-convergence was built to generalize the general conditions for an optimizer of a non-convex
optimization problem summarized in Assumption 3.11 to sequences of loss-functions. The central theorem
motivating the use of Γ-convergence, aptly called the Fundamental Theorem of Γ-convergence in [5], states that
if such a sequence of loss-function `n has a Γ-limit and if every member of {`n}n∈N+ grows fast enough, and at
the same rate, that the set of all common small values to `n is small, in this case `n can be used to asymptotically
optimize it’s Γ-limit.
Theorem B.10 (The Fundamental Theorem of Γ-Convergence; [9, Theorem 7.4]). Suppose that the Γ-limit of
{`n}∞n=1 exists. If the following "equi-coercivity condition" holds: there exists a function L satisfying Assumption 3.11
(ii) such that
L( f )≤ `n( f ) (∀ f ∈ Lpµ,◦(Rd ;RD)),
then
lim
n↑∞
inf
f∈Lpµ,◦(Rd ;RD)
`n( f ) = inf
f∈Lpµ,◦(Rd ;RD)
Γ -lim
n↑∞
`n( f ).
Remark B.11. The definition of equi-coercivity used in our formulation of the Fundamental Theorem of Γ-
Convergence is given by [9, Proposition 7.7].
We close this section by providing a rigorous definition of Γ-convergence. This requires a formal description of
the set of "all values lying on or above a function `", defined to be the set
epi(`),
{
(g,r) ∈ Lpµ,◦(Rd ;RD)×R : `(g)≥ r
}
.
Definition B.12 (Γ-Limit; [11]). Fix a topology τ on the set Lpµ,◦(Rd ;RD). Let {`n}∞n=1 be a sequence of functions
on Lpµ,◦(Rd ;RD) with values in R such that
sup
U∈N f
limsup
n↑∞
inf
g∈U
`n(g) = sup
U∈N f
liminf
n↑∞
inf
g∈U
`n(g),
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agree on every f ∈ Lpµ,◦(Rd ;RD), where N( f ) is the set of open neighborhoods of f with respect to the topology τ .
The Γ-limit of {`n}∞n=1 is function
Γ -lim
n↑∞
`n : L
p
µ,◦(Rd ;RD)→ R∪∞
f 7→ sup
U∈N f
limsup
n↑∞
inf
g∈U
`n(g).
Next, the proofs of the paper’s central results are given.
Appendix C Proofs
This section of the supplementary material contains the proofs of the paper’s results.
C.1 Proof from Section 2
C.1.1 Technical Lemmas
This sub-section centers around results from Section 2 and results concerning the construction of Lpµ,◦(Rd ,RD). We
impose some notation. For each non-empty compact K ⊂ Rd , let Lpµ(K) be the linear subspace of Lpµ,loc(Rd ,RD)
comprised of elements f for which ess-supp(‖ f‖) ⊆ K. The following can be said about Lpµ(Kn), for any Kn in
{Kn}n∈N+ .
Lemma C.1. Under Assumption 2.3, for each n ∈ N+ and each p ∈ [1,∞),
(i) The subspace topology on Lpµ(Kn) is equivalent to the Banach space topology induced by
‖ f‖Lpµ (Kn) ,
ˆ
x∈Rd
‖ f (x)‖IKn(x)dµ(x).
(ii) The "extension by zero" map Zn( f ) 7→ f IKn is a Bi-Lipschitz (linear) surjection from Lpµn(Rd ,RD) to Lpµ(Kn);
where µn is the finite measured defined by its Radon-Nikodym derivative dµndµ , IKn .
(iii) Z−1n (g) = g and in particular Zn is a homeomorphism.
Proof of Lemma C.1. Fix n ∈ N+. For any f ,g ∈ Lpµn(Rd ,RD) and any k ∈ R
Zn( f + kg) = ( f + kg)IKn = f IKn + k(gIKn) = Zn( f )+ kZn(g),
therefore Zn is linear. Let Z˜n : L
p
µ(Kn)→ Lpµn(Rd ,RD) be the map taking g to its equivalence class induced by µn.
Then
Zn ◦ Z˜n(g) = gIKn ∼ g,
where g1 ∼ g2 denotes the equivalence relation identifying functions which are equal up to a set of null-µn measure.
Likewise,
Z˜n ◦Zn( f ) = Z˜n( f IKn) = Z˜n( f ) = f ,
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where we have used the identification of f IKn with f in L
p
µn(Rd ,RD). Therefore Zn is a bijection. Lastly, note that
since any g, f ∈ Lpµ(Kn) are µ-essentially supported on Kn and since dµndµ = 1Kn then
‖g− f‖p:n = max
i=1,...,n
(ˆ
x∈Rd
‖IKig(x)− IKi f (x)‖pdµ(x)
) 1
p
= max
i=1,...,n
(ˆ
x∈Rd
‖g(x)− f (x)‖pIKidµ(x)
) 1
p
= max
i=1,...,n
(ˆ
x∈Rd
‖g(x)− f (x)‖pdµi(x)
) 1
p
.
(12)
Therefore, Zn is a surjective linear isometry of L
p
µ:n(Rd ,RD) onto
⊕n
i=1 L
p
µ:i(R,RD) equipped with the norm ‖ ·‖(∞)n .
The conclusions of (i) and (ii) thus follow upon applying Lemma B.4 (ii). For (iii), note that every Bi-Lipschitz
surjection is a homeomorphism, see [17, page 78].
Lemma C.2. Under Assumption 2.3, for every n ∈ N+
(i) The norm ‖ · ‖p:n and the Lp-norm, i.e.: ‖ f‖Lpµ ,
(´
x∈Rd ‖ f (x)‖pdµ(x)
) 1
p are equivalent on Lpµ:n(Rd ,RD).
(ii) The topologies induced by either of these norms are equal and make Lpµ:n(Rd ,RD) into a Banach subspace of
Lpµ,loc(R
d ,RD) (when the latter is equipped with τLpµ,loc ).
Proof. Assumption 2.3 guarantees that for each n,m ∈ N+ with n 6= m
Lpµ(Kn)∩Lpµ(Km) = {0}.
Since Lpµ,loc(R
d ,RD) is a Fréchet space containing each Lpµ(Kn) and since each L
p
µ(Kn) is a Banach sub-space
thereof by Lemma C.1, then the result follows from Lemma B.4 because for every f ∈ Lpµ:n(Rd ,RD)
‖ f‖(p)n =
[
n
∑
i=1
((ˆ
x∈Rd
‖ f (x)‖pIKidµ(x)
) 1
p
)p] 1p
=
(ˆ
x∈Rd
‖ f (x)‖pdµ(x)
) 1
p
= ‖ f‖Lpµ ,
since ess-supp(‖ f‖)⊆⋃ni=1 Ki.
C.1.2 Proofs of Results from Section 2
Proposition (Properties of Consistent Lp). Lpµ,◦(Rd ,RD) exists and satisfies:
(i) (Partition Independence) Let {K′n}n∈N+ be any other partition satisfying Assumption 2.3 and let Lpµ,◦(Rd ,RD)′
be the consistent Lp spaced defined by it. Then Lpµ,◦(Rd ,RD) and L
p
µ,◦(Rd ,RD)′ are homeomorphic,
(ii) (Well-Defined Approximation) Lpµ,◦(Rd ,RD) is Hausdorff and in particular, every convergent sequence has a
unique limit,
(iii) (Refinement) The topology on Lpµ,◦(Rd ,RD) is strictly finer than τLpµ,loc and strictly finer than τLpµ , when
restricted to Lpµ(Rd ,Rd),
(iv) (Sub-Pattern Consistent) A sequence { fk}k∈N+ converges to some f ∈ Lpµ:n(Rd ,RD) in Lpµ,◦(Rd ,RD) only if
all but a finite number of fk are in L
p
µ:n(Rd ,RD).
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Proof of Proposition 2.5. Denote the topology on Lpµ,◦(Rd ,RD) by τ . Appealing to [4, I.2.3, Example 5] it is
enough to show that τ∞ exists in order to conclude that τ exists. Indeed, by construction, for each n,m ∈ N+
with n 6= m, Lpµ:n(Rd ,RD)∩Lpµ:m(Rd ,RD) = {0}. By Lemma C.2, for each n ∈ N+, Lpµ:n(Rd ,RD) is a Banach
sub-space of Lpµ,loc(R
d ,RD). Moreover, since Lpµ,loc(R
d ,RD) is a Fréchet space with metric given by (7), therefore
the existence of τ∞ follows directly from Lemma B.5.
We show (i). By Lemma B.3 (i), the underlying sets of Lpµ:∞
(
Rd ,RD
)
and lim−−−→n∈N+ L
p
µ (
⋃n
i=1 Ki) are the same.
By Lemmas C.1 (iii) and C.2 (ii) the map gn : f → f form Lpµ:n(Rd ,RD) to Lpµ (
⋃n
i=1 Ki) is a homeomorphism.
Therefore,
{
ιLpµ(
⋃n
i=1 Ki)
◦Zn
}
n∈N+
is a compatible system of maps, with the direct system
{
Lpµ:n(Rd ,RD), ιn,m
}
,
in the sense of Lemma B.3 (ii), and in particular the map φ : f → f from Lpµ:∞
(
Rd ,RD
)
to lim−−−→n∈N+ L
p
µ (
⋃n
i=1 Ki)
satisfies
ιLpµ(
⋃n
i=1 Ki)
◦gn = φ ◦ jLpµ:n(Rd ,RD),
and satisfies the conclusion of Lemma B.3 (ii); where jLpµ:n(Rd ,RD) : L
p
µ:n(Rd ,RD)→ Lpµ:∞(Rd ,RD) and ιLpµ(⋃ni=1 Ki) :
Lpµ (
⋃n
i=1 Ki)→ lim−−−→n∈N+ Lpµ (
⋃n
i=1 Ki) are the inclusion maps. Since each gn is a homeomorphism then Lemma B.3
(ii) implies that
φ : Lpµ:∞(Rd ,RD)→ lim−−−→
n∈N+
Lpµ
(
n⋃
i=1
Ki
)
f → f ,
(13)
is a homeomorphism.
Let I,
{
K ⊆ Rd : µ(K)> 0 and K compact}. Make I into a partially ordered set by equipping it with the partial
order K ≤ K′ defined for K,K′ ∈ I as follows: if there exist Borel subsets Z,Z′ ⊆ Rd such that µ(Z) = µ(Z′) = 0
and
K−Z ⊆ K′−Z′.
Since {Kn}n∈N+ is a partition of Rd satisfying Assumption 2.3 then µ (
⋃n
i=1 Ki)> µ(Kn)> 0 and since the finite
union of compact subsets of Rd is again compact then {⋃ni=1 Ki}n∈N+ ⊂ I. Moreover, for every K ∈ I, there is some
NK ∈ N+ satisfying K−
(
Rd−⋃n∈N+ Ki)⊆ ⋃NKi=1 Ki. By definition of {Kn}n∈N+ being a partition of Rd we have
that µ
(
Rd−⋃n∈N+ Ki)= 0. Therefore, for every K ∈ I, K ≤⋃NKi=1 Ki. Hence, {Kn}n∈N+ satisfies the requirements
of Lemma B.3 (iii). Hence,
lim−−−→
n∈N+
Lpµ
(
n⋃
i=1
Ki
)
∼= lim−−−→
K∈I
Lpµ(K). (14)
Combining (14) and (13) implies that
Lpµ:∞(Rd ,RD)∼= lim−−−→
K∈I
Lpµ(K). (15)
By Lemma C.4 (i), note that, as a set lim−−−→K∈I L
p
µ(K) ⊆ Lpµ,loc(Rd ,RD). Define L′ as the topological space with
underlying set Lpµ,loc(R
d ,RD) and equipped with smallest topology containing τ˜ ∪ τLpµ ∪ τLpµ,loc , where τ˜ is the
topology of lim−−−→K∈I L
p
µ(K). Thus,(15) implies that the map f → f from L′ to Lpµ,◦(Rd ,RD) is a homeomorphism.
Since lim−−−→K∈I L
p
µ(K) is defined independently of the choice of partition {Kn}n∈N+ satisfying Assumption 2.3 then
this gives (i).
By construction τLpµ,loc ⊂ τ and since L
p
µ,loc(R
d ,RD) is a Hausdorff space, then for every f ∈ Lpµ,loc(Rd ,RD) the
set Lpµ,loc(R
d ,RD)−{ f} ∈ τLpµ,loc . Therefore, it is an element of τ ; whence L
p
µ,◦(Rd ,RD) is Hausdorff. Since every
convergent sequence in a Hausdorff space has a unique limit, then we obtain (ii).
Next, we show (iii). By construction, for each n,m ∈ N+ with n 6= m, Lpµ:n(Rd ,RD)∩Lpµ:m(Rd ,RD) = {0}. By
Lemma C.2, for each n∈N+, Lpµ:n(Rd ,RD) is a Banach sub-space of Lpµ,loc(Rd ,RD). Moreover, since Lpµ,loc(Rd ,RD)
is a Fréchet space with metric given by (7), then τ∞ is strictly finer than τLpµ |Lpµ:∞(Rd ,RD) and τLpµ,loc |Lpµ:∞(Rd ,RD), the
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restriction of the topologies τLpµ and τLpµ,loc to the set L
p
µ:∞(Rd ,RD). Since τ∞,τLpµ ,τLpµ,loc ⊆ τ then τ is strictly finer
than both τLpµ and τLpµ,loc .
Next, we show (iv). Fix f ∈ Lpµ:n(Rd ,RD)⊂ Lpµ,◦(Rd ,RD). Suppose that there exists some sequence { fk}k∈N
which converges to f in Lpµ,◦(Rd ,RD). This means that for every U ∈ τ containing g there exists some K ∈ N
for which fK ∈U . As in the proof of Lemma B.5, let τ ′ denote the finest topology making Lpµ:∞(Rd ,RD) into a
locally-convex space and making each Lpµ:n(Rd ,RD) into a subspace and by the same remarks note that τ ′ ⊆ τ∞.
Since τ ′ is coarser than τ∞, then convergence in τ∞ implies convergence in τ ′. We work with τ ′ due to the availability
of certain useful results. Now, since f ∈ Lpµ:∞(Rd ,RD) and since τ ′ ⊆ τ∞ ⊂ τ then { fk}k∈N must converge to f in τ ′.
If { fk}k∈N+ converges to f in Lpµ:∞(Rd ,RD) with respect to τ ′ then it must be eventually bounded. By [13,
Proposition 4] any bounded subset of Lpµ:∞(Rd ,RD) must be contained in some L
p
µ:n(Rd ,RD). Therefore, there is
some N0 ∈ N+ such that the sequence { fk}k∈N+,k≥N0 is entirely within Lpµ:n(Rd ,RD). However, by [13, Proposition
2] the topology τ ′ restricted to Lpµ:n(Rd ,RD) coincides with the Banach space topology on L
p
µ:n(Rd ,RD), induced by
the norm ‖ · ‖p:n. Therefore, the sequence { fk}k∈N+,k≥N0 converges in Lpµ:n(Rd ,RD) for its Banach space topology.
By definition of Lpµ:n(Rd ,RD), this means that every member of { fk}k∈N+,k≥N0 satsifies ess-supp(‖ fk‖)⊆
⋃n
i=1 Ki.
Hence (iv) holds.
Proposition (Feed-Forward Networks are Not Dense in Consistent Lp). Let µ be a Boreal measure supported on
Rd , σ : R→ R be a continuous and strictly increasing function, µ be supported on Rd , and let F ⊂C(Rd ,R)
be the set of functions with representation W2 ◦σ •W1, where W1,W2 are composable affine maps and • denotes
component-wise composition. Then for every non-zero f ∈ Lpµ,∞(Rd ,RD) there does not exist a sequence { fk}k∈N
inF converging to f in Lpµ,◦(Rd ,RD).
Proof of Proposition 2.6. Since ‖ · ‖, W2, W1, and the component-wise application of σ are continuous functions
then ess-supp(‖ f‖) = supp(‖ f‖) because µ is supported on Rd . Since W2 and W1 are affine then they are compactly
supported only if they are identically 0. Since σ is strictly increasing then it is injective and therefore the function
defined by component-wise application of σ is also injective, and in particular it is not compactly supported.
Therefore,
f (x) =W2 ◦σ •W1(x),
is only compactly supported if it is identically 0. If supp(‖ f‖)∩Kn 6= /0 for all but finitely many n1, . . . ,nN ∈ N+,
then supp(‖ f‖) ⊆ ∪Ni=1Kni which is a contradiction since the finite union of compacts in RD is itself compact.
Therefore, ess-supp(‖ f‖) intersects infinitely many Kn. The result thus by applying Proposition 2.5.
C.2 Proof of Results for Section 3.1
C.2.1 Technical Lemmas
Lemma C.3. Let /0 6=F ⊆ X ⊆ Y , let τX and τY be topologies on X and on Y , respectively, and let τ ′Y denote the
subspace topology on X induced by restriction of τY . Denote the smallest topology on Y containing τX ∪ τY by
τX ∨ τY . If:
(i) τ ′Y ⊆ τX ,
(ii) F is dense in (X ,τX ),
(iii) X is dense in (Y,τY ),
thenF is dense in τX ∨ τY . Moreover, if τX is strictly finer than τY , then τX ∨ τY is strictly finer than τY .
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Proof. First note that, since F is dense in X with respect to τX , and τ ′Y ⊆ τX , then F is dense in (X ,τ ′Y ). Since
density is transitive, and X is dense in (Y,τY ) thenF is dense in (Y,τY ). Since, τ ′Y ⊆ τX , then the intersection of
any U ∈ τY and W ∈ τX satisfies U ∩W ∈ τX . Therefore, the set τX ∪ τY is closed under finite intersection. Hence,
every U ∈ τX ∨ τY must be of the form
U =
⋃
i∈I1
Ui,1∪
⋃
i∈I2
Ui,2,
for some indexing sets I1 and I2, and some subsets Ui,1,Ui,2 contained in τX and in τY , respectively. Assume that
I1 and I2 are non-empty or else there is nothing to show. SinceF is dense in (Y,τY ) and (X ,τX ) then there exist
f1, f2 ∈F such that
f1 ∈
⋃
i∈I1
Ui,1 and f2 ∈
⋃
i∈I2
Ui,2.
Therefore,F ∩⋃i∈I1 Ui,1∪⋃i∈I2 Ui,2 is non-empty. Whence,F is dense in (Y,τX ∨ τY ).
Lemma C.4. Let {Xn}n∈N+ be Banach subspaces of a Fréchet space X, for which Xn∩Xm = {0} for each n 6= m,
n,m ∈ N+. Suppose that, for each n ∈ N+, Dn ⊆ Xn is dense in Xn for its Banach space topology. Then
⋃
n∈N+
{
x ∈
n⊕
i=1
Xi : x =
n
∑
i=1
βixi, βi ∈ R, xi ∈ Di
}
,
is dense in
⋃
i∈N
n⊕
i=1
Di when it is equipped with the topology of Lemma B.5.
Proof. For each n ∈ N, note that the set {x ∈ ⊕ni=1Xi : x = ∑ni=1βixi, βi ∈ R, xi ∈ Di} is precisely the span of
{Di}ni=1; thus it is denoted by span({Di}ni=1). Moreover, let τ denote the topology on
⋃
n∈N
n⊕
i=1
Xi defined in
Lemma B.5.
First, we show that span({Di}ni=1) is dense in
n⊕
i=1
Xi with respect to the topology induced by the norm ‖ · ‖′n. By
Lemma B.4 (iii) then
n⊕
i=1
Xi is dense in its completion, which is equal to
n⊕
i=1
Xi. Therefore, since density is transitive
then it is sufficient to show that span({Di}ni=1) is dense in
n⊕
i=1
Xi to conclude that it is dense in
n⊕
i=1
Xi.
Consider the case where n = 1. Since X1 is a Banach subspace of X then X1 = span(X1). Since D1 is dense in
X1 and since D1 ⊆ span(D1)⊆ X1 ⊆ span(X1), then D1 is dense in span(X1).
Next, suppose that n ∈ N+ and n> 1. For every i ∈ N, Di is dense in the Banach space Xi, therefore, for every
ε > 0 and every xi ∈ Xi there exists some di,ε ∈ Di satisfying
‖di,ε − xi‖(i) <
ε
n
, (16)
where ‖ · ‖(i) is the norm on Xi. For every i = 1, . . . ,n let di,ε ∈ Di be such that (16) holds and note that ∑ni=1 di ∈
span({Di}ni=1), di− xi ∈ Xi, and that
n
∑
i=1
di−
n
∑
i=1
xi =
n
∑
i=1
(di− xi) ∈
n⊕
i=1
Xi. (17)
Since the norm on
n⊕
i=1
Xi is given by (10) then by definition of the infimum, (17) and by (16) we have that∥∥∥∥∥ n∑i=1 di−
n
∑
i=1
xi
∥∥∥∥∥
′
n
≤
n
∑
i=1
‖di− xi‖i ≤
n
∑
i=1
ε
n
= ε. (18)
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Therefore, span(Dini=1) is dense in
n⊕
i=1
Xi. Consequently, it is dense in
n⊕
i=1
Xi. Since D1+ · · ·+Dn ⊆ span({Di}ni=1)
and since D1+ · · ·+Dn is dense in ⋃n∈N n⊕
i=1
Xi with respect to τ , then so is span({Di}ni=1). In particular, it is dense
in span({Di}ni=1).
Next, we show that
⋃
n∈N span({Di}ni=1) is dense in
⋃
n∈N
n⊕
i=1
Xi with respect to τ . Let x∈⋃n∈N n⊕
i=1
Xi and let Ux be
open set in τ containing x. By construction, there must exist an N ∈N such that x∈
N⊕
i=1
Xi.By the continuity of the quo-
tient map q : ∏n∈N
n⊕
i=1
Xi→⋃n∈N n⊕
i=1
Xi, the set q−1[Ux] is non-empty and open in
∏
n∈N
n⊕
i=1
Xi, thus, q−1[Ux]∩
N⊕
i=1
Xi is
an open subset of
N⊕
i=1
Xi. Since span({Di}Ni=1) is dense in
N⊕
i=1
Xi, then there exists some d ∈⋃n∈N span({Di}ni=1) such
that d lies in q−1[Ux]∩
N⊕
i=1
Xi. Therefore, /0 6=Ux∩span({Di}Ni=1)⊆Ux∩
⋃
n∈N span({Di}Ni=1).Hence,
⋃
n∈N span({Di}ni=1)
is dense in
⋃
n∈N
n⊕
i=1
Xi.
C.2.2 Proofs of Main Results
LetF be a non-empty subset of C(Rd ;RD). The following subset ofF - tope will play an important role in many
of the following proofs
F - tope+ ,
{
f ∈F - tope : (∃β1, . . . ,βn ∈ R)(∃ f1, . . . , fn ∈F ) f =
n
∑
i=1
βiIi fi
}
. (19)
In other words, F - tope+ = F - tope∩ Lpµ:∞(Rd ,RD). For many of the optimization results, it is necessary to
consider all ofF - tope, however, the next universal approximation result is entirely due to the structure ofF - tope+
and the set defined by the differenceF - tope−F - tope+ is not required.
Theorem (Architopes are Universal in Consistent Lp). Fix p∈ [1,∞) and {Kn}n∈N+ such that Assumption 2.3 holds.
Let F be dense in Lpν(Rd ,RD) for every finite compactly-supported Borel measure ν on Rd which is absolutely
continuous with respect to the Lebesgue measure. Then for any σ -finite Borel measure µ on Rd which is absolutely
continuous with respect to Lebesgue measure,F - tope is dense in Lpµ,◦(Rd ,RD).
Proof of Theorem 3.1. Since Assumption 2.3 holds, then by Lemma C.1, for every n ∈ N+, the extension by zero-
map Zn defines a continuous homeomorphism from L
p
µn(Rd ,RD) onto L
p
µ(Kn); where µn is defined in Lemma C.1.
SinceF was assumed to be dense in Lpν(Rd ;RD) for every finite Borel measure on Rd dominated by the Lebesgue
measure, and since µn is such a measure thenF is dense in Lpµn(Rd ;RD), for every n∈N. Therefore, by assumption,
the setF must be dense in Lpµn(Rd ;RD). Since Zn is a surjective Bi-Lipschitz map it is in particular a continuous
surjection. Thus, for each n ∈ N+,
Zn(F ) =
{
g ∈ Lpµ(Rd ;RD) : (∃ f ∈F ) s.t. g = In f µ−a.e.
}
,
is dense in Lpµ:n(Rd ;RD). Moreover, since L
p
µ(Kn)∩Lpµ(Km) = {0} for n,m ∈ N+ and n 6= m then by Lemma C.4
F - tope+ =
⋃
n∈N+ Zn(F ) is dense in
⋃
n∈N+ L
p
µ:n(Rd ;RD) = L
p
µ,◦(Rd ,RD) with respect to τ .
By Proposition 2.5 the topology on Lpµ:∞(Rd ,RD) is strictly finer than both τLpµ,loc and τLpµ when restricted to the
set Lpµ:∞(Rd ,RD). Moreover, since L
p
µ:∞(Rd ,RD) contains all compactly-supported simple functions then it forms
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a dense subset of Lpµ(Rd ,RD). Applying Lemma C.3 we see thatF - tope is dense in L
p
µ(Rd ,RD) with respect to
τ∞∨ τLpµ , the smallest topology containing τ∞∪ τLpµ .
Since τLpµ,loc restricted to L
p
µ(Rd ,RD) is coarser than τLpµ it must be coarser than τ∞ ∨ τLpµ . Since L
p
µ(Rd ,RD)
is dense in Lpµ,loc(R
d ,RD) with respect to τLpµ,loc then applying Lemma C.3 again we find thatF - tope is dense in
(τ∞∨ τLpµ )∨ τLpµ,loc , the smallest topology containing
(τ∞∪ τLpµ )∪ τLpµ,loc = τ∞∪ τLpµ ∪ τLpµ,loc . (20)
Since the right-hand side of (20) is precisely the definition of the topology on Lpµ,◦(Rd ,RD) then the conclusion
follows.
Theorem (Architopes Are Strictly More Expressive). Let X be a set of functions from Rd to RD containingF and
F - tope, and let ∼ be an equivalence relation on X. Denote the equivalence classes ofF ,F - tope, and X under ∼
by the same symbols. IfF 6=F - tope, then the following hold:
(i) If τ is a topology on X makingF dense thenF - tope is also dense in X for τ .
(ii) There exists a topology on X for whichF - tope is dense butF is not.
Proof of Theorem 3.2. For each f ∈F , notice that by taking β0, . . . ,βn = 1 and f0, . . . , fn = f in (5) implies that
F ⊆F - tope. Therefore, for any topology τ on X , F ⊆F - tope, where A denote the closure of a subset A⊆ X
with respect to τ . This gives (i).
For (ii), fix f ∈F - tope−F , the set of elements inF - tope which are not inF , and set τ , {X , /0,{ f}}. Since
the union and intersection of any pair of sets in τ is again in τ and since τ contains X and /0 then it is indeed a
topology on X . Since τ strictly contains {X , /0} then it is non-trivial. Since f ∈ X and f ∈ { f} and by construction
f ∈F - tope thenF - tope is dense in X for τ . Since f 6∈F thenF ∩{ f}= /0. Therefore,F cannot be dense in X
with respect to τ .
Corollary (Architope: Feed-Forward Case). Let σ be a continuous, locally-bounded, and non-polynomial activation
function. Let J ∈ N+ and 1≤ p< ∞. Then:
(i) N N σJ - tope is dense in L
p
µ,◦(Rd ,RD),
(ii) For any δ > 0 and f ∈ Lpµ(Rd ,R) there exists some f δ ∈N N σJ - tope satisfying
ˆ
x∈Rd
| f (x)− f δ (x)|pdµ(x)< δ ,
(iii) N N σJ - tope is dense in any topology on L
p
µ,loc(R
d ,RD) for which any of N N σJ , . . . ,N N σ1 is dense but
the converse fails.
Proof of Corollary 3.3. LetF denote the set of all feed-forward neural networks from Rd to RD with one hidden
layer and with activation function σ . Since σ is continuous, non-polynomial, and bounded then [24, Proposition
1] implies thatF is dense in Lpν(Rd ;RD) for every compactly-supported finite Borel measure ν on Rd . Thus, the
result follows from Theorems 3.1 and 3.2.
Corollary (Architope: Deep Sparse Convolutional Networks). Fix 2≤ s≤ d and 1≤ p< ∞.
(i) Convs- tope is dense in Lpµ,◦(Rd ,RD),
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(ii) For any δ > 0 and f ∈ Lpµ(Rd ,R) there exists some f δ ∈ Convs such that
ˆ
x∈Rd
| f (x)− fδ (x)|pdµ(x)< ∞,
(iii) Convs- tope is dense in any topology on Lpµ,loc(R
d ,RD) for which Convs is dense but the converse fails.
Proof of Corollary 3.4. If ν is trivial then there is nothing to show. Therefore, assume that ν is non-trivial. Let ν
be any finite measure on (Rd ,Σ), where Σ is the Borel σ -algebra on Rd , and suppose that ν is supported on some
non-empty compact subset K ⊂ Rd . We first show that Convs is dense in Lpν(Rd). For any r > 0, let Br(0) denote
the closed unit ball in Rd centered at 0 of radius r and let 1Br(0) denote the indicator function of that set.
Since every finite measure is a multiple of a probability measure then without loss of generality we may
assume that ν is a Borel probability measure on Rd . Since Rd is a Polish space then by [22, Theorem 13.6] ν is a
Radon measure. By [34, Theorem 3.14], consequence of Lusin’s theorem, this implies that the set of continuous
compactly-supported functions from Rd to R are dense in Lpν(Rd). Therefore, for every f ∈ Lpν(Rd) and δ > 0 there
exists some continuous and compactly supported f˜ ∈C(Rd ,R) satisfying
ˆ
x∈Rd
| f (x)− f˜ (x)|pdν(x)< δ
p
2p
. (21)
Since ν is a non-trivial finite measure then 0 < ν(Rd) < ∞ and 0 < p
√
δ p
2p(1+ν(Rd)) < ∞. In particular, 1Rd is
µ-integrable since
´
x∈Rd 1Rd (x)dµ(x) = ν(R
d)< ∞.
Since f˜ , in (21), is compactly supported then there exists a compact subset K ⊂ Rd satisfying supp( f )⊆ K. By
[41, Theorem 1] Convs is dense in C(Rd ,R) for the topology of uniform convergence on compacts and since f˜ is
compactly supported then there exists some fδ ∈ Convs such that
sup
x∈Rd
∣∣ fδ (x)− f˜ (x)∣∣< δ p2p(1+ν(Rd)) . (22)
Note that the right-hand side of (22) is bounded above by δ
p
2p . Thus, (22) implies that
p
√ˆ
x∈Rd
∣∣ fδ (x)− f˜ (x)∣∣p dν(x)≤ p
√
δ p
2p(1+ν(Rd))
ˆ
x∈Rd
1Rd (x)dν(x)
< p
√
δ pν(Rd)
2p(1+ν(Rd))
<
δ
2
.
(23)
Combining (21) and (23) with the triangle inequality yields
p
√ˆ
x∈Rd
| f (x)− fδ (x)|p dµ(x)≤ p
√ˆ
x∈Rd
∣∣ f (x)− f˜ (x)∣∣p dµ(x)+ p√ˆ
x∈Rd
∣∣ f˜ (x)− fδ (x)∣∣p dµ(x)
<δ .
Therefore, Convs is dense in Lpν(Rd) for every p ∈ [1,∞) and every finite compactly supported Borel measure ν on
Rd which is absolutely continuous with respect to the Lebesgue measure on Rd . Therefore, Theorems 3.1 and 3.2
apply, hence, the conclusion follows.
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C.3 Results from Section 3.2
We require the following extension of the approximation rate of [10, Theorem 3] in terms of the total network
height. Upon optimally allocating the total available heights N to integers {Ni}ni=1 describing the height Ni of each
sub-network fiIi on Ki we will obtain Theorem 3.5. Upon imposing a growth condition on {Ni}i∈N we obtain
Theorem 3.7.
Lemma C.5. Let µ be a finite Borel measure onRd supported in∪ni=1Ki, for some n∈N+, and fix N,N1, . . . ,Nn ∈N+
such that ∑ni=1 Ni = N. Let F be a (not-necessarily dense) subset of C(Rd ,RD) for which there exists some
h ∈ L2µ,loc(Rd ,R)∩L∞µ,loc(Rd ,R) with 0≤ h(x) µ-a.e. satisfying | f (x)| ≤ h(x) µ-a.e. for each k = 1, . . . ,d. Then
for each f ∈ L1µ,loc(Rd ,R) satisfying f IKi ∈ co(F IKi) for every i = 1, . . . ,n the following approximation bound
holds
inf
0≤βi, j≤1,∑Nij=1 βi, j=1
fi, j∈F
ˆ
x∈⋃ns=1 Ks
∥∥∥∥∥ n∑i=1
Ni
∑
j=1
βi, j fi, j(x)IKi − f (x)
∥∥∥∥∥dµ(x)≤ 2√2 n∑i=1 ‖h‖
1
2
µi,∞µ(Ki)
Ni
.
Remark C.6. Note that when D= 1 and therefore RD =R we have that ‖x‖=
√
x2 = |x|. Therefore, the Euclidean
norm and the absolute value coincide. We implicitly make use of this fact in the next few proofs but mention it to
avoid any confusion and to maintain uniform notation.
Proof of Lemma C.5. For every finite measure ν absolutely continuous with respect to the Lebesgue measure on
Rd and 1≤ p< ∞, and any g1,g2 ∈ L1µ(Rd ,R) we have that(ˆ
x∈Rd
‖g1(x)−g2(x)‖pdν(x)
) 1
p
≤ ν(Rd) 1p ‖g1−g2‖
1
p
ν ,∞. (24)
In particular, (24) holds for each µn, where n ∈ N+.
Since h ∈ L∞µ,loc(Rd ,R) the assumption that ‖g(x)‖ ≤ h(x) µ-a.e, for each g ∈F , together with Lemma C.1
and (24) the following bound is obtained for every g ∈F and n ∈N+ and every f ∈ co(F In) we have the following(ˆ
x∈Rd
‖( f (x)−g(x))IKn(x)‖2dµ(x)
) 1
2
=
(ˆ
x∈Rd
‖( f (x)−g(x))‖2dµn(x)
) 1
2
≤µn(Kn) 12 ‖( f −g)‖
1
2
µn,∞
≤
√
2µn(Kn)
1
2 ‖h‖
1
2
µn,∞
<∞
(25)
For each n ∈ N+, set C˜n ,Cnµn(Kn) 12 where Cn ,
√
2‖h‖
1
2
µn,∞. Then (25) implies that [10, Theorem 2] applies,
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whence, by [10, Theorem 2 and Equation (23)] the following bound holds, for all n,N ∈ N+
inf
0≤β j≤1, f j∈F
∑Nj=1 β j=1
ˆ
x∈Rd
∥∥∥∥∥ N∑j=1β j f jIKn − f IKn
∥∥∥∥∥
2
dµ(x)
 12
= inf
0≤β j≤1, f j∈F
∑Nj=1 β j=1
ˆ
x∈Rd
∥∥∥∥∥ N∑j=1β j f j− f
∥∥∥∥∥
2
IKndµ(x)
 12
= inf
0≤β j≤1, f j∈F
∑Nj=1 β j=1
ˆ
x∈Rd
∥∥∥∥∥ N∑j=1β j f j− f
∥∥∥∥∥
2
dµn(x)
 12
≤2C˜n
N
(26)
Since each µn is a finite measure then [10, Theorem 3] and (26) imply that
inf
0≤β j≤1, f j∈F
∑Nj=1 β j=1
ˆ
x∈Rd
∥∥∥∥∥ N∑j=1β j f jIKn − f IKn
∥∥∥∥∥dµ(x)
≤ inf
0≤β j≤1, f j∈F
∑Nj=1 β j=1
µ(Kn)(
1
1− 12 )
ˆ
x∈Rd
∥∥∥∥∥ N∑j=1β j f jIKn − f IKn
∥∥∥∥∥
2
dµ(x)
 12
≤2C˜n
√
µ(Kn)
N
=
2
√
2‖h‖
1
2
µn,∞µ(Kn)
N
.
(27)
Therefore, the triangle inequality yields the conclusion.
Theorem (Approximation Rate: Finite Measure Case). Fix n,N ∈ N+. Let µ be a finite Borel measure on Rd
supported in ∪ni=1Ki. Suppose that there exists some h ∈ L2µ,loc(Rd ,R)∩L∞µ,loc(Rd ,R) with 0 ≤ h(x) µ-a.e. and
such that ‖g(x)‖< h(x) for µ-a.e. for every g ∈F . Then there exists a constant C> 0, depending only on µ , h, and
on {Kn}n∈N+ , such that for each f ∈ L1µ,loc(Rd ,R) satisfying f IKi ∈ co(F IKi) for each i = 1, . . . ,n the following
bounds hold
inf
fi, j∈F ,0≤Ni,0≤βi, j≤1
∑ni=1 Ni=N,∑
Ni
j=1 βi, j=1
ˆ
x∈⋃ns=1 Ks
∥∥∥∥∥ n∑i=1
bNic
∑
j=1
βi, j fi, j(x)IKi − f (x)
∥∥∥∥∥dµ(x)≤ CN .
Furthermore, the optimal Ni is given by Ni =
N
√
µ(Ki)
∑ni=1
√
µ(Ki)
, for i = 1, . . . ,N.
Proof of Theorem 3.5. Applying Lemma C.5 we obtain the bound
inf
0≤βi, j≤1,∑Nij=1 βi, j=1
fi, j∈F
ˆ
x∈⋃ns=1 Ks
∥∥∥∥∥ n∑i=1
Ni
∑
j=1
βi, j fi, j(x)IKi − f (x)
∥∥∥∥∥dµ(x)
≤2
√
2
n
∑
i=1
‖h‖
1
2
µn,∞µ(Ki)
Ni
.
(28)
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Since h ∈ L∞µ,loc(Rd ,R) and since
⋃n
i=1 Ki is compact then
c, ‖hI⋃n
i=1 Ki
‖µ,∞ < ∞,
and ‖ f (x)‖< c µ-a.e. x ∈ Rd and for every f ∈F . Whence, (28) reduces to
inf
0≤βi, j≤1,∑Nij=1 βi, j=1
fi, j∈F
ˆ
x∈⋃ns=1 Ks
∥∥∥∥∥ n∑i=1
Ni
∑
j=1
βi, j fi, j(x)IKi − f (x)
∥∥∥∥∥dµ(x)≤ 2√2c n∑i=1 µ(Ki)Ni . (29)
We optimize the Ni by optimizing the bound on the right-hand side of (29). To this end, for i = 1, . . . ,n let 0≤ N˜i be
such that bN˜ic= Ni, ∑ni=1 N˜i = N, and consider the following optimization problem
min
n
∑
i=1
µ(Ki)N˜−1i
s.t.
n
∑
i=1
N˜i = N
0≤ N˜i i = 1, . . . ,n.
(30)
Since (30) is a convex problem with affine constrains then Slater’s condition holds, see [36], whence the optimizer
of (30) is characterized by
∂L
∂ N˜i
= 0,
∂L
∂λ
= 0,L(N˜1, . . . , N˜n,λ ),
n
∑
i=1
µ(Ki)
N˜i
+λ
(
n
∑
i=1
N˜i−N
)
, (31)
where 0≤ λ . Solving (31) yields
∂L
∂ N˜i
= 0 ⇔ λ = µ(Ki)
N˜2i
∂L
∂λ
= 0,
n
∑
i=1
N˜i = N.
(32)
Plugging (32) back into the Lagrangian L and solving for λ and N˜i we obtain
λ =
(
∑ni=1 µ(Ki)
1
2
N
)2
,
N˜i =
µ(Ki)
1
2√(
∑ni=1 µ(Ki)
1
2
N
)2 = N µ(Ki)
1
2
∑ni=1 µ(Ki)
1
2
.
(33)
Using, (33) to optimize (29) we obtain
inf
0≤βi, j≤1,∑Nij=1 βi, j=1
fi, j∈F ,∑ni=1 N˜i=N,N˜i≥0
ˆ
x∈⋃ns=1 Ks
∥∥∥∥∥ n∑i=1
Ni
∑
j=1
βi, j fi, j(x)IKi − f (x)
∥∥∥∥∥dµ(x)≤ inf∑ni=1 N˜i=N
0≤N˜i
2
√
2c
n
∑
i=1
µ(Ki)
Ni
=2
√
2c
n
∑
i=1
µ(Ki)
Nµ(Ki)
1
2
∑ni=1 µ(Ki)
1
2
=
2
√
2c
N
(
n
∑
i=1
µ(Ki)
1
2
)2
.
(34)
Setting C , 2
√
2c
(
∑ni=1 µ(Ki)
1
2
)2
and noting that N˜i =
Nµ(Ki)
1
2
∑ni=1 µ(Ki)
1
2
yields the conclusion.
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Theorem (Approximation Rate: σ -Finite Case). Fix δ > 1, η > 0, a positive integer N, and suppose that µ is
σ -finite and absolutely continuous with respect to the Lebesgue measure. LetF be a (not-necessarily dense) subset
of C(Rd ,R) for which there exists some h ∈ L2µ,loc(Rd ,R)∩L∞µ,loc(Rd ,R) satisfying |g(x)| ≤ h(x) µ-a.e. for every
g ∈F . If for each n ∈ N+, Nn ∈ N+ is chosen according to the rule
b2Nηnδµ(Kn)‖hIKn‖µ,∞c ≤ Nn (35)
then there exits a constant C > 0, depending only on δ , such that for each f ∈ L1µ,loc(Rd ,R) satisfying f IKn ∈
co(F IKn), then for every n ∈ N+ the following holds
inf
0≤βi, j≤1,∑Nij=1 βi, j=1, fi, j∈F
ˆ
x∈⋃ns=1 Ks
∥∥∥∥∥ n∑i=1
Ni
∑
j=1
βi, j fi, j(x)IKi(x)− f (x)
∥∥∥∥∥dµ(x)≤ CNη .
Proof of Theorem 3.7. If for each n ∈ N+, Nn is chosen according to the rule (35) then
‖h‖
1
2
µn,∞µ(Kn)
Nn
≤ 1
Nηnδ
. (36)
Since δ > 0 then the series ∑∞n=1
1
nδ
converges to some constant C˜ ∈ [0,∞). Thus, (36) and (27) and the triangle
inequality yield the following bound
inf
0≤βi, j≤1, fi, j∈F
∑Nj=1 βi, j=1
ˆ
x∈Rd
∥∥∥∥∥ n∑i=1
N
∑
j=1
βi, j fi, jIKi − f IKi
∥∥∥∥∥dµ(x)≤ n∑i=1 2
√
2‖h‖
1
2
µn,∞
Nηnδ
≤ 2
√
2C˜
Nη
. (37)
Set C , 2
√
2C˜ to obtain the conclusion.
C.4 Proofs of Section 3.3: Optimization Procedure
Proposition (Good Regression Basis). Under Assumption 2.3, for any f0, . . . , fn ∈F each with full essential
support, {Ii fi}ni=1∪{I+n f0} satisfies the following:
(i) {Ii fi}ni=1∪{I+n f0} forms a linearly independent subset of Lpµ,◦(Rd ,RD),
(ii) For each distinct i, j in 1, . . . ,n, µ (ess-supp(‖Ii fi‖)∩ ess-supp(‖I j f j‖)) = 0,
(iii) For each n ∈ N and i = 1, . . . ,n, µ (ess-supp(‖Ii fi‖)∩ ess-supp(‖I+n fn‖)) = 0,
(iv) µ
(
Rd− ess-supp(‖I+n fn‖)∪
⋃n
i=1 ess-supp(‖Ii fi‖)
)
= 0.
Proof of Proposition 3.8. Suppose that each { fi}ni=0 has full essential-support. Then, for each n ∈ N+ and i =
1, . . . ,n, the following hold
ess-supp(‖Ii fi‖) =ess-supp(‖Ii‖) = Ki
ess-supp(‖I+n f0‖) =ess-supp(‖I+n ‖) = Rd−
n⋃
i=1
Ki.
(38)
Applying Assumption 2.3 to (38) yields (ii)-(iv). Since µ (Ki∩K j)= 0 for i 6= j, i, j∈{1, . . . ,n} and µ
(
(Rd−∪ni=1Ki)∩K j
)
=
0, for j = 1, . . . ,n. Therefore, for any β0, . . . ,βn ∈ R
n
∑
i=1
βiIi fi+β0I+n f0 = 0
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if and only if βiIi fi, for each i= 1, . . . ,n, and β0I+n f0 = 0 if and only if β0 = · · ·= βn = 0 since µ(ess-supp(‖Ii fi‖))>
0 and µ(ess-supp(‖I+n f0‖))> 0, for each i= 1, . . . ,n, by (38). Thus, { fiIi}ni=1∪{ f0I+n } forms a linearly independent
subset of Lpµ,◦(Rd ,RD). Hence, (i) holds.
We restate the assumption made in ` here. Given any Borel set B if ess-supp(‖ f‖) and ess-supp(‖g‖) are
disjoint and µ-a.e. cover B then
`( f +g,B) = `( f ,ess-supp(‖ f‖)∩B)+ `(g,ess-supp(‖g‖)∩B), (39)
Proposition (Decomposition). Let µ be equivalent to the Lebesgue measure on Rd and suppose that Assumption 2.3
holds. If ` satisfies (39) then f0, . . . , fn ∈ F each with full essential-support, and β0, . . . ,βn ∈ R−{0}, then
`
(
∑ni=1βiIi fi+β0 f0I+n ,Rd
)
= ∑ni=1 `(βi fi,Ki)+ `
(
β0 f0,Rd−⋃ni=1 Ki) .
Proof of Proposition 3.10. We argue by induction. When n = 1, the result holds by (39). For the inductive step,
suppose that the result holds for some n ≥ 1, and suppose that we are given functions f0, . . . , fn+1. Define f˜n ,
fn+1IKn+1 + fnIRd−Kn+1 , f˜i, fi for i= 0, . . . ,max{1,n−1}, K˜n,Kn+1∪Kn, and K˜i,Ki for i= 1, . . . ,max{1,n−1}.
Observe that
n+1
∑
i=1
Ii fi+ I+n+1 f0 =
n
∑
i=1
IK˜i f˜i+ IRd−⋃ni=1 K˜i f˜0, (40)
and that each
{
K˜i
}n
i=1 satisfies µ(K˜i)> 0 and ess-supp(‖ f˜i‖) = Rd for each i = 0, . . . ,n. Therefore, we may apply
the induction hypothesis to
{
f˜i
}n
i=0 and
{
K˜
}n
i=1 and the definitions of { f˜}ni=0 and {K˜i}ni=1 to obtain
`
(
n
∑
i=1
βiIK˜i f˜i+β0 f˜0IRd−
⋃n
i=1 K˜i
,Rd
)
=
n
∑
i=1
`
(
βi f˜i, K˜i
)
+ `
(
β0 f˜0,Rd−
n⋃
i=1
K˜i
)
=`
(
f˜n, K˜n
)
+
n−1
∑
i=1
`(βi fi,Ki)+ `
(
β0 f0,Rd−
n+1⋃
i=1
Ki
)
=
n+1
∑
i=1
`(βi fi,Ki)+ `
(
β0 f0,Rd−
n+1⋃
i=1
Ki
)
(41)
where the last equality follows from Proposition 3.8 and the fact that ` satisfies (39). This completes the induction
step and the proof.
For the proof of the next result, it will be convenient to set some notation. Fix positive integers k,n and let
Fk- topen denote the set of all functions f : Rd → RD with representation
f (x) =
n
∑
i=1
βiIi fi+β0I+n f0,
where f0, . . . , fn ∈Fk and β0, . . . ,βn ∈R. Note that ⋃n∈NFk- topen =Fk- tope. For any A⊆ Lpµ,◦(Rd ,RD) we will
use A to denote the closure of A in Lpµ,◦(Rd ,RD).
Proposition (Existence and Finite-Parameter Optimality). Under Assumption 3.11 for each n,d ∈ N+ and i =
0, . . . ,n fˆ (n,d)i and βˆi exist. Consequentially, fˆ
(n,d) exists. Moreover, if Assumption 2.3 holds and ` satisfies and (39)
then fˆ (n,d) ∈ argmin
f0,..., fn∈F
β0 ,...,βn∈R
`
(
∑ni=1βiIi fi+β0 f0I+n ,Rd
)
.
Proof of Proposition 3.13. By Assumption 3.11 for each positive integers n and d, [15, (Weierstrass’s Theorem)
2.2] applies. Therefore, fˆ (n,d)i and βˆi exist for i = 0, . . . ,n. By Proposition 3.10, the conclusion holds under
Assumption 2.3 and since ` satisfies (39).
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Theorem (Convergence of Finite-Parameter Approximations). Suppose that ` is continuous, ` satisfies (39) as well
as Assumption 2.3, and 3.11 hold. Let {Fk}k∈N be a strictly nested sequence of non-empty subsets ofF satisfying⋃
k∈NFk =F , and let {Nk}k∈N be a strictly increasing sequence of positive integers. Then
lim
k↑∞
`( fˆ (Nk),k,Rd) = inf
f∈Lpµ,◦(K·;RD)
`( f ,Rd),
where the limit is taken in Lpµ,◦(Rd ,RD).
Proof of Theorem 3.14. Since {Fk}k∈N is a strictly nested sequence whose union is F then Fk ⊂Fk′ if k < k′
andF =
⋃
k∈NFk. Moreover, since Nn < Nn+1 for every n ∈ N then
⋃
n∈NFkn - topeNn =F - tope. Therefore, the
sequence of functions χFkn - topeNn defined by
χFkn - topeNn ,
{
0 : f ∈Fkn - topeNn
∞ : f 6∈Fkn - topeNn
,
is strictly decreasing and in particular it converges point-wise to the function χF - tope defined by
χF - tope ,
{
0 : f ∈F - tope
∞ : f 6∈F - tope .
Therefore, by Theorem B.8 (ii) Γ -lim
n↑∞
χFk- topeNn = χ
lsc
F - tope, where
χ lscF - tope( f ), sup{F( f ) : F is lower semi-continuous and F ≤ G} .
By Example B.9 it follows that
χ lscF - tope( f ) =
{
0 : f ∈F - tope
∞ : f 6∈F - tope, (42)
whereF - tope is the closure of the setF - tope in Lpµ,◦(Rd ;RD). By Theorem 3.1F - tope= L
p
µ,◦(Rd ;RD); thus (42)
simplifies to
χ lscF - tope( f ) =
{
0 : f ∈ Lpµ,◦(Rd ;RD)
∞ : f 6∈ Lpµ,◦(Rd ;RD)
. (43)
Thus, χ lscF - tope( f ) = 0. Since `(·,Rd) is continuous, then Theorem B.8 (i) together with (43) imply that
Γ -lim
n↑∞
`(·,Rd)+χFkn - topeNn (·) = `(·,R
d)+χ lscF - tope(·) = `(·,Rd)+0. (44)
For every n ∈ N, since χFkn - topeNn ≥ 0 and since ` satisfies (39) then
`(·,K1)≤ `(·,X)≤ `(·,X)+χFkn - topeNn (·). (45)
Since `(·,K1) is continuous and coercive (i.e.: it satisfies Assumption 3.11 (i)) then [9, Proposition 7.7] implies that{
`(·,Rd)+χFkn - topeNn (·)
}
n∈N
is an equi-coercive family of functions on Lpµ,◦(Rd ;RD).
Since,
{
`(·,Rd)+χFkn - topeNn (·)
}
n∈N
is equi-coercive and
Γ -lim
n↑∞
`(·,Rd)+χFkn - topeNn (·) = `(·,Rd)+0 = `(·,Rd)
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then by [9, The Fundamental Theorem of Γ-Convergence; Theorem 7.4] it follows that
lim
n↑∞
inf
f∈Lpµ,◦(Rd ;RD)
`( f ,Rd)+χFkn - topeNn ( f ) = inff∈Lpµ,◦(Rd ;RD)
Γ -lim
n↑∞
`( f ,Rd)+χFkn - topeNn ( f )
= inf
f∈Lpµ,◦(Rd ;RD)
`( f ,Rd)+0
= inf
f∈Lpµ,◦(Rd ;RD)
`( f ,Rd).
(46)
Since inf
f∈Lpµ,◦(Rd ;RD)
`( f ,Rd)+χFkn - topeNn ( f ) = inff∈Fkn - topeNn
`( f ,Rd), then (46) reduces to
lim
n↑∞
inf
f∈Lpµ,◦(Rd ;RD)
`( f ,Rd)+χFkn - topeNn ( f ) = inff∈Lpµ,◦(Rd ;RD)
`( f ,Rd). (47)
By Proposition 3.13, for every n ∈ N and every i = 1, . . . ,Nn, there exist
βˆ (Nn,kn)i , fˆ
(Nn,kn)
i ∈ argminβ∈R, f∈Fkn `(β f ,Ki) and βˆ
(Nn,kn)
0 , fˆσ ,dn ∈ argminβ , f∈Fkn `
(
β f ,Rd−
n⋃
i=1
Ki
)
, (48)
and the element ofFkn - topeNn defined by fˆ
(Nn,kn) , ∑Nni=1 βˆ
(Nn,kn)
i Ii fˆ
(Nn,kn)
i + βˆ
(Nn,kn)
0 I
+
Nn fˆ
(Nn,kn)
0 satisfies
fˆ (Nn,kn) ∈ argmin
β0,...βNn∈R, f0,..., fNn∈F
`
(
Nn
∑
i=1
Iiβi fi+β0 f0I+Nn ,R
d
)
. (49)
Therefore, (47) and (49) imply that lim
n↑∞
`
(
fˆ (Nn,kn),Rd
)
= inf f∈Lpµ,◦(Rd ,RD) `
(
f ,Rd
)
.
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