


















System Development for Detecting Outlier Transactions
Kazuyo Naritay1
Outlier detection, a data mining technique to detect rare events, deviant objects, and excep-
tions from data, has been drawing increasing attention in recent years. Most existing outlier
detection algorithms focus on numerical data sets. Targeting transaction databases, we detect
transactions in which many items are not observed even though they should occur in associ-
ation with other itemsets in the transactions. In this paper we describe the development of a
system for detectiong the outlier transactions.
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表 1 購入履歴データの例
Table 1 Purchase Data of a Store
TID アイテム集合
001 Bread, Jam, Milk
002 Bacon, Corn, Jam, Milk
003 Bread, Jam, Milk
004 Bacon, Bread, Corn, Egg, Milk
005 Bacon, Bread, Corn, Egg, Jam, Milk
006 Bread, Corn, Jam, Milk
007 Bacon, Bread, Egg, Milk
008 Bacon, Bread, Egg, Jam, Milk
009 Bread, Jam, Milk





1 から生成される相関ルールを表 2 に示す．ただし，
ここでは 100%の確信度を持つルールは無視する．
ルール fMilkg ! fBreadgが 80%以上の確信度を
持つことから，fBreadg は fMilkg に対して強い相
関性を持っていることが分かる．しかし表 1では，ト




Table 2 Association Rules with a Minimal Con¯dence
80%
ID 相関ルール
rule1 fJamg ! fBreadg
rule2 fJam;Milkg ! fBreadg
rule3 fJamg ! fBread;Milkg
rule4 fBacong ! fEggg
rule5 fBacon;Milkg ! fEggg
rule6 fBacong ! fEgg;Milkg





























































































アイテムの集合である．トランザクション t 2 DB は
アイテムの集合で，t µ I である．
アイテム集合 X µ I のサポート sup(X)は，以下
の式で求められる．
sup(X) =







イテム集合のことである．アイテム集合 X;Y µ I
(X \Y = ;)に対して，記述X ! Y を相関ルールと
呼ぶ．このとき左辺のアイテム集合 X を前提部，右
辺のアイテム集合 Y を結論部という．相関ルールの
確信度 conf(X ! Y )は次式で計算される．
conf(X ! Y ) = sup(X [ Y )
sup(X)
ユーザが与えるしきい値 mconf に対して，条件
conf(X ! Y ) ¸ mconf を満足する相関ルール
X ! Y を，本稿では高確信度ルールと呼ぶ．また，
このようなしきい値mconf を最小確信度と呼ぶ．










るトランザクション tに X が包含されているならば，







ある相関ルール X ! Y 2 R が，X µ Z であり，









ti+1 = ti [ feje 2 Y ^X µ ti ^X ! Y 2 Rg
t+ = t1


















t0 = fBacon;Corn; Jam;Milkg
t1 = t0 [ fBread;Egg;Milkg
= fBacon;Corn;Bread;Egg; Jam;Milkg
再び表 2の各ルールと t1を見比べ，非充足ルールがな
いかどうか調べる．ここでは明らかに t1 = t2 である
表 3 ブルートフォースアルゴリズム
Table 3 Brute Force Algorithm
入力: DB, msup, mconf , mod
出力: a complete set of outliers O
1. 頻出アイテム集合の集合 F をマイニング;
2. F から高確信度ルールの集合 R を生成;
3. O = getOutliers(DB, R);
表 4 関数 getOutliers
Table 4 Function getOutliers
Function getOutliers(トランザクション集合 DB,
相関ルール集合 R)
1. O = ;;
2. foreach t 2 DB
3. t0 = t;
4. i = 0, R0 = R;
5. until ti が成長をやめる
6. TMP = ;;
7. foreach r = X ! Y 2 R0
8. if X µ ti then
9. Y を TMP に加え，r を R0 から削除;




12. if od(t) ¸ mod, then t を O に加える;
13. return O
ので，繰り返しは終了し，tの相関性閉包 t+ = t1 が
得られる．よって，トランザクション 002の外れ値度
は jt+ ¡ tj = 2と jt+j = 6より，2=6 = 0:33である．
定義 4 外れ値トランザクション


















トランザクションの集合 DB と相関ルールの集合 R
















二つの異なる最小確信度 min conf1，min conf2
(min conf1 < min conf2) に対して，各々から計算





ム集合の集合に対して，R1 をしきい値 min conf1
から生成される高確信度ルールの集合，R2 をしき
い値 min conf2 から生成される高確信度ルールの
集合とする．min conf1 < min conf2 であるとき，
R2 µ R1 であることは自明である．このとき，ある
トランザクション tに対して，t1+ を R1 から作られ
る tの相関性閉包，t2+ を R2 から作られる tの相関
性閉包とすると，当然 t2+ µ t1+ である．すなわち，
min conf1 < min conf2 であるとき，jt2+j · jt1+j



















性質 2 M を最小サポート値 msup に対する全て
の極大頻出アイテム集合の集合，t+maxをM における
トランザクション tの極大相関性閉包とする．このと
き，t+max は最小サポートがmsupで，mconf = 0の
ときの tの相関性閉包に等しい．
証明 2 mi 2M に対して，あるトランザクション
tが t\mi 6= ;であるとき，Xを t\mi，Y をmi¡X
































ション tを考える．このとき，表 2のルール rule6 の
結論部 fEgg, Milkgは，tの相関性閉包を作るのに用





Table 5 Proposed Algorithm




2. /* 外れ値の候補トランザクションの集合 C を得る */
3. foreach t 2 DB
4. t の極大相関性閉包 t+max を作成;
5. if odmax(t) ¸ mod, t を C に加える;
6. if C = ; then exit;
7. /* 最小ルール集合 Rmin を得る */
8. foreach lk 2 F (k ¸ 2)
9. H1 = ffh 2 lkgjconf((lk ¡ fhg) ! fhg) ¸
mconfg;
10. Rmin = genMinRule(lk, H1);
11. foreach マークのない r1 2 Rmin と，異なる r2 2 Rmin
12. if r2 が定義 7 の条件 (ii) を満たす
13 r1 にマークをつける;
14. マークのついているルールを Rmin から除去;
15. O = getOutliers(C, Rmin);











Rを相関ルールの集合とする．相関ルールX ! Y 2
Rは，次の二つの条件のうち，少なくともいずれか一
つを満たすような他の異なる相関ルール V !W 2 R
が存在するとき，Rにおいて冗長ルールであると言え
る．
(i) V ½ X ^ V [W = X [ Y .







トランザクション t に対し，t+ を相関ルールの集
合 Rによって作成された相関性閉包，t+min を Rに対
する最小ルール集合Rmin から作成された相関性閉包
とする．このとき必ず t+min = t
+ である．
表 6 関数 genMinRule
Table 6 Function genMinRule
Function genMinrule(頻出アイテム集合 lk,
集合濃度 m のアイテム集合の集合 Hm)
1. if k > m+ 1
2. TMP1 = ;;
3. Hm+1 = apriori-gen(Hm);
4. foreach hm+1 2 Hm+1
5. r = hm+1 ! (lk ¡ hm+1);
6. if conf(r) ¸ mconf then r を TMP1 に加える;
7. else Hm+1 = Hm ¡ hm+1;
8. TMP2 = genMinRule(lk, Hm+1);
9. foreach r1 = X ! Y 2 TMP1
10. foreach r2 = V ! W 2 TMP2
6. if conf(r) ¸ mconf then appendr to TMP1;
11. if r2 が定義 7 の条件 (i) を満たす
12. r1 にマークをつける;









































実験で使用したのはUCI Machine Learning Repos-

















































































Fig. 1 Distribution of Outlier Degrees






























図 1c では，mconf = 95%に対する折れ線が，完全




































6.4 精 度 比 較
ここでは提案手法と関連手法?) の検出精度を調べ，
比較する．精度を測る尺度として，Detection Rate








表 7 Zoo における上位 3 件の外れ値トランザクション
Table 7 Top-k Outlier Transactions on Zoo
動物名 トランザクション 典型的な非充足相関ルール
Crab fEggs, Aquatic, Predator, (# of Legs, 4)g f(# of Legs, 4)g!fToothed, Backbone, Breathesg







































図 2 検出精度 (KDD Cup 99)










































図 3 検出精度 (Synthetic)













図 2 は KDD Cup 99 データに対する精度グラ
フである．提案手法にはパラメタセット (min sup,
min conf) = (80%, 80%) を与え，関連手法には
min sup = 50%を与えた．両者の精度の動きはほ
ぼ一致し，最大 F-measure は共に 94.4% (d rate
= 96.2%, d prec = 92.7%) を記録した．パラメ
タのセンシティビティを観察するため，提案手法で
min sup と min conf をそれぞれ上下に動かした
ときの精度の動きも同図に載せている．(min sup,
min conf) = (80%, 95%) を与えたときに得られる
精度は，(min sup, min conf) = (80%, 80%) のと
きと比べて若干下がったが，それでも十分な精度が得
られている様子が分かる．その他のパラメタセットを
与えたときは，(min sup, min conf) = (80%, 80%)
と結果が変わらなかった．
図 3は Syntheticデータに対する精度グラフである．
提案手法に (min sup, min conf) = (0.05%, 70%)
を与えたとき，最も良い最大 F-measure 値 69.3%が
得られた (d rate = 79.8%, d prec = 61.2%)．関連
手法は，min sup = 0.025%のとき最も良い最大 F-
measure 値 5.7%が得られている (d rate = 25.7%,
d prec = 3.2%)．明らかに関連手法は，正解外れ値ト
ランザクションをほとんど検出できていない．これは，




















め，min sup = 0.05%に対して最小確信度値 65%と





















図 4{6 は，パラメタ msup を変化させたときの各
データに対する処理時間の変動の様子を，ログスケール
で表したものである．Zoo10000データに対しては，パ
ラメタ (mconf , mod) = (90%, 0.6)を与えた (図 4)．
KDD Cup 99データに対しては，パラメタ (mconf ,
mod) = (95%, 0.15)を与えた (図 5)．Syntheticデー
















































図 4 処理時間の比較 (Zoo10000)
































図 5 処理時間の比較 (KDD Cup 99)






























図 6 処理時間の比較 (Synthetic)









































































































図 8 入出力 GUI
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