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Abstract 
Artificial intelligence (AI) currently makes a 
tangible impact in many industries and humans’ daily 
lives. With humans interacting with AI agents more 
regularly, there is a need to examine human-AI 
interactions to design them purposefully. Thus, we draw 
on existing AI use cases and perceptions of human-AI 
interactions from 25 interviews with practitioners to 
elaborate on these interactions. From this practical lens 
on existing human-AI interactions, we introduce nine 
characteristic dimensions to describe human-AI 
interactions and distinguish five interaction types 
according to AI agents’ characteristics in the human-AI 
interaction. Besides, we provide initial design 
guidelines to stimulate both research and practice in 
creating purposeful designs for human-AI interactions. 
1. Introduction and foundations
Companies are finding themselves in a veritable run
on artificial intelligence (AI) and its business potentials. 
As a general-purpose technology, scholars and 
practitioner experts predict that AI applications will 
disrupt industries and work in organizations [1]. While 
AI has been an on-and-off topic of debate for decades, 
its recent breakthrough is fueled, among others, by 
easily accessible computational resources, the 
abundance and accessibility of data, and advances in 
machine learning models [2]. Thus, AI technologies not 
only permeate product and service portfolios but also 
enable business model innovations. 
While usability and user behavior in adopting 
digital technologies has spurred notable research, the AI 
frontier raises more fundamental issues. For one thing, 
machine learning (as the currently most dominant 
technological approach to AI) relies on data to train and 
test its models that perceive, extract, structure and 
classify, predict, or generate outcomes in the real world 
[2]. The path towards these outcomes often resembles a 
‘black box’ that humans can hardly understand or 
interpret. For another thing, AI applications enable a 
continuum from automating to augmenting human tasks 
[3]. This results in a plethora of potential interaction 
scenarios between humans and AI applications. 
With AI applications increasingly moving into 
human tasks and interactions, we must reconsider how 
people use, apply, and interact with digital technologies. 
An AI (or intelligent) agent is a (more or less) 
perceptible actor in previously human tasks and teams. 
When interacting with AI agents, users often assign 
them human and social characteristics [4]. Accordingly, 
humans perceive a social presence by AI agents so that 
social behavior resembles human-human interaction [5]. 
Considering this, we expect a different logic of how we 
interact with AI agents and integrate them into our 
private and professional lives [6]. For instance, in 2018, 
Google Duplex surprised observers with a personal AI 
assistant capable of making reservations that were 
virtually indistinguishable from a human caller. At the 
same time, badly designed human-AI (H-AI) 
interactions can impair users’ and customers’ 
acceptance and trust in companies’ offerings [7, 8]. For 
instance, Google Duplex raised concerns that its 
indistinguishability from human calls is problematic 
because it feigns human interactions [9]. 
Application scenarios for AI agents span many 
domains including scenarios where they co-exist with 
humans and closely interact with each other in hybrid 
systems [3, 10]. Despite the rise of these close 
interactions, research on how to structure and design H-
AI interactions is still scarce [8, 11, 12]. In this paper, 
we seek to stimulate further research in this regard by 
providing a practical perspective on this matter and 
elucidating how we may interact with a technology that 





has cognitive traits and capabilities [4]. Thus, we ask: 
How can we structure human-AI interactions in existing 
and potentially conceivable AI applications? 
Interactions between humans and AI agents are 
manifold and can take place in a wide range of 
applications, from virtual assistants who provide people 
with weather forecasts based on location and weather 
data to industrial robots as intelligent employees that 
support production processes. To contribute to a further 
discussion of H-AI interactions’ diversity and 
complexity, we followed an exploratory research 
approach by conducting expert interviews. 
The concept of H-AI interaction has evolved and is 
continually changing owing to new opportunities and 
properties of interaction [4]. Historically, research and 
practice first discussed traditional human-human 
interactions, characterized by social and emotional 
aspects. Different disciplines of the social and 
communication sciences and psychology have defined 
the basic concepts of these interactions [13, 14]. In the 
course of technological progress, the concept of 
interaction has been extended to include the disciplines 
of human-computer, human-machine, and human-robot 
interaction [15–19]. These established disciplines and 
the understanding of human interaction with the digital 
agency they entail provide valuable insights for H-AI 
interactions. As organizations increasingly adopt AI-
enabled systems, ergonomic aspects in the sense of user-
centric design become even more important [20]. 
However, critical aspects of human interaction with 
technology were already a topic in research into human-
computer and human-robot interactions [16, 19]. For 
instance, occupational safety requirements are a top 
priority in the design of human-robot interactions in 
industrial production environments. Even though the 
importance of interaction design is known, prior work 
falls short to focus on the design of H-AI interaction to 
increase acceptance and trust towards AI agents. [8] 
Consequently, users’ expectations towards AI agents’ 
social cues, which trigger humans’ social responses, are 
often not met in H-AI interactions. However, the aspect 
of social responses drives the complexity of H-AI 
interactions, especially considering its large number of 
potential application scenarios as well as its roles in 
tasks and interactions that were previously reserved for 
humans. 
We seek to contribute to the discourse of H-AI 
interactions by three means: First, we define nine 
interaction dimensions to describe the course of H-AI 
interactions. Second, since research still lacks an 
understanding of the role AI agents can take on in 
interactions [8], we contribute to the body of knowledge 
by deriving five interaction types. Lastly, we define 12 
design guidelines to address the influencing factors 
users’ expectations, anthropomorphism, transparency, 
and personalization on the acceptance and trust of 
humans in H-AI interactions. Thereby, we provide an 
improved understanding of the interaction course and 
the roles an AI agent can mimic. To summarize, our 
paper facilitates H-AI interactions that fulfill their 
intended purpose in a way that builds acceptance and 
trust in humans, i.e. enabling the purposeful design of 
H-AI interaction. 
2. Research approach 
Our research approach in this study was threefold. 
First, to provide a preliminary conceptual foundation for 
the practice-driven analysis, we collected literature from 
various disciplines (e.g., psychology, communication 
studies, human-computer interaction) to better 
understand interactions (with technology) and their 
constitutive elements. Following a scoping study 
approach [21], we drew on work on interactions 
between humans and other humans, between humans 
and computers, humans and machines, and humans and 
robots as relevant groundwork for H-AI interactions’ 
specifics (see Section 1). By searching the online 
database Google Scholar, this approach primarily 
sought to rapidly map the fields of study and derive a 
Table 1. Overview of interviewed experts 
ID Interviewee position Industry Company size 
Interview 
duration  
E01 Senior Data Scientist 
Automotive <100,000 53 min 
E02 Director: Digital Transformation 
E03 Chief Business Officer IT <10 58 min 
E04 Managing Partner Venture capital <50 60 min 
E05 
IT Architect Enterprise 
Operations Center and 
Workload Automation 
IT >100,000 61 min 
E06 Professor of Innovation and Technology Management Research <10 50 min 
E07 Head: Asset Intelligence Center Logistics <50,000 55 min 
E08 Digital Advisor Software >100,000 70 min 
E09 Senior Digital Expert Manufacturing <25,000 57 min 
E10 Head: Strategy and Innovation IT <50 66 min 
E11 Managing Director IT <50 52 min 
E12 Member, Executive Board Insurance <5,000 49 min 
E13 Head: Operations Healthcare <50 53 min 
E14 Head: Functional Controlling Pharma and agriculture >100,000 56 min 
E15 Director Automotive <50 62 min 
E16 Vice President: Core Business Apps Manufacturing <25,000 56 min 
E17 CIO Automotive >100.000 79 min 
E18 Head: IT Construction <100,000 54 min 
E19 Head: Digital Unit Manufacturing <5,000 46 min 
E20 CIO / Vice President IT Automotive <100,000 58 min 
E21 CEO IT <50 58 min 
E22 CEO Automotive <50 49 min 
E23 CEO Consulting <500 53 min 
E24 Head: Center of Excellence and IT Automation Manufacturing <25,000 58 min 
E25 CEO IT <250 72 min 
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preliminary understanding of the course of interactions 
as preparation for the subsequent research steps [21]. 
In the second step, to reflect on potential specifics 
in H-AI interactions, we collected existing use cases of 
AI-enabled systems via an unstructured online search. 
Thereby, we engaged in joint discussion in the author 
team to contrast the preliminary understanding from 
extant work with practice-driven applications. For 
instance, we found that while existing research from 
other domains typically assumes a transparent 
interaction context (e.g., a user recognizes that s/he uses 
a computer), this must not always be the case for AI 
applications (e.g., Google Duplex). Other examples 
were the continuum from automating to augmenting 
tasks and the mutual dependency through potentially 
action-based learning of AI-enabled systems. Building 
on these revelations, we designed our exploratory 
interview study to gain a deeper practical perspective on 
the current implementation and perception of H-AI 
interactions. 
In the third step, we conducted 25 expert interviews 
to further explore AI applications’ specifics [22]. The 
resulting insights formed our primary source of 
evidence and constitute the core foundation of our 
analysis. The experts (E) contribute perspectives from 
various industries, AI startups, and research (see 
Table 1). We approached experts via convenience 
sampling from our industry network and carefully 
selected them based on their involvement in the strategic 
design and application of AI agents in their companies. 
Incorporating the findings from the first two research 
steps, we used a semi-structured interview guideline 
with open questions to organize the interviews in three 
areas: a) understanding and development of AI, 
b) characteristic interaction dimensions and types, and 
c) influencing factors on H-AI interactions. With 
experts’ consent, we recorded and transcribed the 
interviews for later analysis. We used open coding to 
explore the data in the three question areas without 
imposing any category system [23]. Further, we 
revisited the material from the first research steps to 
compare it to our empirical data for consensuses, 
contradictions, and additions. After individual coding 
from one author, we jointly discussed the findings in the 
author team to abstract the findings across interviews 
and derive our conceptualization of H-AI interactions. 
3. Conceptualizing human-AI interactions 
In this section, we present and explain the derived 
H-AI interaction dimensions and types. This section 
comprises our conceptual understanding from the 
exploratory expert interviews complemented by 
findings from the literature and the use cases. By 
describing the courses and contexts of H-AI 
interactions, the interaction dimensions help understand 
real-world examples of H-AI interactions and derive H-
AI interaction types. Accordingly, H-AI interaction 
types are typical configurations of H-AI interaction 
dimensions. This section takes a use case perspective 
since the focus should not only be on the technology. 
"At the end of the day, AI is just a technology […]. 
People do not see AI itself. […] They have an 
application" (E15). 
3.1. Human-AI interaction dimensions 
We introduce nine interaction dimensions that 
describe H-AI interactions as a set of interdependent, 
consecutive, and directional actions (see Figure 1). 
Interaction transparency refers to the degree of 
consciousness with which a person interacts with an AI 
agent. It can lie in a spectrum between perfect 
consciousness and perfect unconsciousness. This 
spectrum also includes interactions that can be classified 
as pre-conscious. In contrast to the two extremes, the 
latter interaction with AI agents does not take place 
directly consciously but can be identified as interaction 
with AI agents via cognitive considerations. One 
example of this is the passive monitoring of the 
Figure 1. Nine interaction dimensions of a human-AI interaction 
























emergency brake assistant during everyday driving. The 
interaction impulse describes the beginning of a new 
H-AI interaction as well as the reason for it. The model 
distinguishes between impulses that have a targeted, 
searching, or play/creative origin. The interaction 
result describes how an interaction’s result influences 
the environment; it can have monitoring, informing, 
assisting, advising, or experiential character. The action 
direction indicates the direction of the individual 
actions in an interaction. Some interactions contain only 
actions in one direction, either human to AI agent or vice 
versa. Interactions with bidirectional actions also exist. 
The action channel distinguishes the usual sensory 
forms of perception through which an interaction 
partner can perceive external stimuli. Information can 
be transmitted and exchanged acoustically (e.g., via 
voice commands), optically (e.g., with letters, numbers, 
and symbols), or haptically (e.g., via vibration, 
temperature changes, or flexible control elements). The 
action frequency describes the number of actions in an 
interaction. When there is only one action in an 
interaction, this is a simple action frequency; if there are 
several, this is a multiple-action frequency. The 
interaction frequency indicates the number of 
interactions within a certain period. The number of 
interactions in a specific application ranges from one-
time, to rare, to frequent. The interaction dependency 
describes a measure of the dependency level between 
one or more interactions. It classifies interactions as 
either independent (non-interdependent) or 
interdependent. The interaction environment 
describes an interaction’s current environment. H-AI 
interactions can be found in both private and 
professional environments. 
3.2. Human-AI interaction types 
We identified five characteristic interaction types of 
current or potential AI use cases – guardian angels, 
pixies, informants, colleagues, and best friends – that 
describe the characteristics of AI agents when 
interacting with humans. We introduce the H-AI 
interaction types in Table 2. We further map the 
identified interaction types in Figure 2 by considering 
the characteristics ‘freedom of action’ and ‘reciprocal 
engagement’. By referring to freedom of action, we 
Table 2. Five human-AI interaction types 









Guardian angel includes interactions that 
are entirely unconscious for persons, up 
to their results, and sometimes even 
beyond. 
“All things that are around us become 
more intelligent, so that means more 
adaptable. They adapt to certain situations 
and we're not even aware of that. So that's 
kind of the interaction I don't even notice, 
although of course I do interact anyway” 
(E25) 
Vehicle assistance 
systems such as an 












A pixie is an AI agent that mainly 
performs basic activities in daily life. 
Specifically, a pixie takes over repetitive 
tasks to reduce or simplify the human 
workload. 
"So, it's like a busy little bee, if it's not sure 
enough, it'll forward or route it to the right 
agent. And if it's sure enough, and that's 
usually when it's one of the very repetitive, 
very simple requests, then it will sort of 
keep that from the support agents and 
automate it immediately so that just less 
arrives" (E11). 
Intelligent software 
applications in HR 












t While an informant also takes over basic activities like a pixie, an informant’s 
interaction has a stronger focus on 
obtaining information. 
"If I now have a bot here and it finds the 
information I need relatively quickly, 
creates tickets for me and is also linked to 
the telephone system, then that usually 
brings great added value" (E08). 
AI service robots 














 A colleague is goal-oriented and delivers 
an informative, assisting, or consulting 
result in conscious interactions. 
"For me, it's kind of, it's about assisting 
and taking away decisions and it's about 
the machines having a perception" (E10). 















A is an interaction type that is 
extraordinarily complex owing to its 
extensive interdependence. At the same 
time, the best friend only interacts within 
the pre-defined social action framework. 
Interactions with social chatbots involve 
consciously experiencing a social 
exchange. 
"I could certainly imagine that in a private 
environment. If you consider the intimate 
relationship that some people develop with 
game characters in their online worlds, 
that can certainly develop into such a 
virtual personality that supports them 
there" (E05). 
Social chatbots such 
as Xiaoice, which can 
perceive, process, and 











acknowledge the AI agents’ autonomy as a key 
characteristic of the AI frontier [24]. We use reciprocal 
engagement as the second characteristic that emphasizes 
an H-AI interaction’s collaborative nature. Based on 
these two characteristics, we can group the interaction 
types in a meaningful way to better inform practice. 
We understand freedom of action as the degree of 
autonomy with which an AI agent can act independently 
within a given framework. If the freedom of action 
remains low, an AI agent may only carry out actions 
dependent on the human actor’s impulses; if an AI agent 
has high freedom of action, it may act autonomously 
without a concrete human impulse. We define reciprocal 
engagement between the participants in the interaction 
as the perception and consideration of the other 
participant’s behavior in an interaction [25]. Thus, the 
better the reciprocal engagement, the better the 
interaction’s participants understand the mutual 
expectations and behaviors, allowing them to adapt their 
actions accordingly. Interaction participants may 
exchange information or act based on mutual and 
empathic understanding. 
In Figure 2 we see three interaction type groups 
with similar characteristics: AI agents as an automaton, 
AI agents as a versatile helper, and AI agents as a 
partner. The shared use cases from group 1 (AI agents 
as an automaton) can be described as guardian angels 
owing to their protective character. Group 2 (AI agents 
as versatile helper) comprises the three interaction types 
pixie, informant, and colleague. The use cases in this 
group have a strong helper character since they support 
people in their daily lives cooperatively or 
collaboratively. AI applications’ versatility as a 
versatile helper is reflected in its informative, assisting, 
and advisory results. In group 3 (AI agents as partner), 
the interaction type is best friend. This interaction type 
distinguishes itself from the other groups through its 
pronounced social and emotional intelligence skills and 
is thus a companion in daily life. 
The findings of Bittner et al. [11] present 
interaction types which are comparable to group 2. They 
present a design taxonomy for conversational agents 
(CAs) as collaborative teammates whereby they 
differentiate between the role of CAs as facilitator 
(comparable to a pixie), peer (comparable to a 
colleague), and expert (comparable to an informant). 
However, since we looked beyond collaboration work 
practices, we could identify two more interaction types 
based on our empirical data. 
4. How organizations can design 
purposeful human-AI interactions  
Our interview partners highlight the importance of 
meeting users’ expectations for the H-AI interaction 
design because it influences users’ acceptance and trust. 
"Expectation management proactively addresses 
realistic use cases […] as early as possible and […] 
shape and guide expectations with customers" (E08). 
Beyond the influence of users’ expectations on 
acceptance and trust, we identified transparency, 
anthropomorphism, and personalization as influencing 
factors. Their relevance varies depending on the 
interaction type and the interaction context. In the 
following, we outline our findings on the influencing 
factors and their impact on users’ acceptance and trust. 
To make them more tangible and to incorporate them 
into the design of H-AI interactions, we derive three 
design guidelines per influencing factor. To put the 
guidelines into context, we depict the usage or lack of 
these guidelines with examples of AI use cases (see 
Table 3). 
Confirm users’ expectations of human-AI 
interactions to increase acceptance and trust. 
Technology usage must confirm people’s expectations 
to positively affect their acceptance and trust in 
technology and to influence their intentions to 
repeatedly use it [7]. Meeting people’s expectations is a 
challenging task, especially concerning AI, owing to the 
huge media attention it receives. "I would say that 
people’s expectations of the interface and the usability 
of certain applications are relatively high. Perhaps due 
to the media, the reporting, science fiction movies" 
(E08). Thus, many people have distorted perceptions 
and expectations of AI’s capabilities and performance. 
These perceptions and expectations differ in 
people’s private and professional lives. Although many 
people interact with AI agents in their private lives in 












Figure 2. Five human-AI interaction types 
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can often be observed in professional contexts. "From 
my point of view, that’s because in our private lives we 
do everything that is practical and fun. You immediately 
have full acceptance. […] But as soon as it’s a question 
of one’s own job or existence, the concern is incredibly 
great" (E10). Here, humans face AI applications with 
fears and worries, because they perceive them as a threat 
that considerably changes or even completely replaces 
their job [24]. They develop unrealistically high 
expectations of AI capabilities that cannot yet be 
confirmed. Thus, interaction outcomes often result in 
frustration and rejection. "Today I rather have the 
feeling that the expectations are huge and I am rather 
disappointed about what comes out in the end" (E25). 
However, people often neglect the fact that they 
themselves often perform their tasks erroneously. In 
cases where errors by AI agents are not tolerated, 
persons’ erroneous behaviors are fully accepted. 
Skepticism towards AI agents also exists because many 
people perceive AI agents as a competitor, especially in 
their professional lives and doubt their self-esteem. The 
extent to which a person is affected by AI agents is 
usually determined by their attitude [7]. Thus, 
considering the potential target users’ expectations of 
and experiences with AI capabilities will help 
developers to understand which interaction type may 
best fit the to-be-designed use case, to positively affect 
users’ acceptance and trust. Thus, we define the 
following design guidelines to better meet users’ 
expectations: 
1) Evaluate whether an AI technology is the 
appropriate technology and fits the expected 
interaction context. 
2) Assess users’ experience level with AI technology 
to design a solution that fits the identified level. 
3) Involve users in the design process to identify and 
address potential needs and worries. 
Increase transparency for people to overcome 
potential resistance. There are two aspects to 
understanding transparency in the context of H-AI 
interactions. First, transparency refers to humans’ 
awareness of interacting with AI agents. Being aware of 
an interaction with an AI agent leads to adapted human 
behaviors [4]. For instance, if humans know they are 
communicating with a chatbot, they adapt their writing 
style by using simpler sentences to get the expected 
results. The same can be observed when people interact 
with robots. Compared to human-human interaction, 
people are less expressive in their interactions with a 
human-like robot than with a person. "So, if you 
introduce a bot solution like that, then you should really 
say that it’s a bot. This also has other advantages, 
namely the one advantage that customers simply 
interact differently or write differently than when they 
write with a real person" (E11). 
Second, transparency refers to the traceability of 
how AI agents produce their results. Since many people 
react with fear and resistance to AI agents in their 
professional lives, they wish to understand how an 
outcome is generated to get a feeling of control and 
reliability. "I think in the large population there will 
continue to be a great distrust of AI developments, 
simply because power is then there in a form that is not 
controllable and possibly not understandable" (E05). 
Thus, implementation methodologies of the explainable 
AI field support the comprehensibility of AI agents 
without negatively influencing their performance. The 
secure feeling of better understanding AI agents’ 
functionalities and outcomes helps people to interact 
more effectively with them and to build acceptance and 
trust. "I think it’s critical, that as the systems get 
implemented, they can explain how they derive the 
decision. So, explainability is important in some cases, 
not in all cases" (E04). 
We can observe a difference in the desire to 
understand the AI frontier in people’s private lives. 
Here, it rarely adds value for them to know when 
humans interact with AI agents or how an outcome is 
generated. People want to ease their lives by substituting 
their daily activities, leading to a pleasurable feeling. 
The desired result is in focus, delivered by a technology 
that operates in the background as far as possible. 
Humans do not have to consciously perceive or 
understand an AI agent or the technology behind it to 
experience its added value. For instance, very few 
people know or even wonder how exactly a driving 
assistant works, just as today we no longer question a 
television’s functioning or benefits. “Humans do not see 
AI per se, they do not need to see it or even know what 
is happening. Humans have an application, like the 
vehicle is now parking.” (E15) Thus, if use cases are 
created for people’s private lives in which either AI 
agents act as a guardian angel independently in the 
background, or directly in the role of a best friend, 
designers do not have to incorporate features to reveal 
how an interaction outcome is produced since people are 
open to accept and trust AI agents in this context.  
However, even if the demand for transparency 
exists, it often cannot be implemented. A complete 
understanding of AI agents is often too complex, or the 
underlying methods and algorithms allow only limited 
insights [10]. It is only necessary in certain cases 
because we can use and accept technologies without 
knowing every technical detail – as has already been 
shown by telephones, radios, or televisions. Thus, a key 
success factor is expectation management i.e., present 
the capabilities and limitations of an AI agent in a 
sufficiently transparent way. What an AI agent achieves, 
how, and in what result quality is important information 
that increases people’s understanding and determines H-
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AI interactions’ success. The appropriate degree of 
transparency varies depending on the initial situation 
and the interaction context. Consequently, we derive 
design guidelines for implementing an appropriate 
degree of transparency: 
1) Examine what degree of transparency is 
appropriate for the expected interaction context 
(private vs. professional life) to increase users’ 
acceptance of and trust in AI agents. 
2) Incorporate features to reveal the input parameters 
and the underlying dataset to facilitate users’ 
understanding of the created interaction outcome, 
preferably in the professional context. 
3) Incorporate human-like interaction patterns to 
overcome potential user resistance against 
transparency gaps in created interaction outcomes. 
Choose a reasonable degree of a human-like 
appearance. A human-like behavior and appearance 
may ease H-AI interaction because it can invoke rules 
and norms of human social interaction [26]. However, 
anthropomorphism is an ambivalent design variable that 
can positively or negatively impact user experience, 
depending on the interaction context and the end-user 
characteristics. On the one hand, human-likeness 
increases users’ engagement in the interaction and 
perception of social cues and presence [4]. Especially, 
the increased perceived social presence influences a user 
in interactions with a human-like AI agent, since it can 
positively impact the interaction enjoyment as well as 
the perceived usefulness of and the trust in the AI agent 
[5]. The perceived social presence creates a higher usage 
intention and increases user compliance. In contrast, it 
is not necessary to pretend real human involvement but 
to be transparent that the user interacts with an AI agent. 
On the other hand, human-likeliness can also negatively 
influence an interaction when emerging expectations 
from human-like behavior are not met [12]. Depending 
on the interaction context, human-like features are more 
or less required. If AI agents act as a guardian angel to 
protect people, or as an informant to provide 
information, a less human-like appearance may be 
necessary than acting like a best friend with more social 
and emotional characteristics as well as a higher 
engagement in the interaction from both parties. 
Anthropomorphism directly influences people’s 
expectations of AI capabilities and their interactions 
with AI agents. "I think when you make something have 
human characteristics, you have to some degree human 
expectations to it and Alexa is far from human and has 
a very limited range of capabilities" (E03). If these 
result in excessive expectations, there is a risk that they 
will not be met, resulting in disappointment, frustration, 
and – ultimately – rejection. Creating human-like and 
natural effects also builds an additional inhibition 
threshold, since it increases people’s fears of becoming 
superfluous. Interaction is often about appreciation and 
self-confidence. Thus, these two factors will suffer 
additionally if a person has the impression that a 
machine may do their job better. Therefore, we specify 
design guidelines to incorporate human-like behavior 
and appearance usefully: 
1) Check for available technical and context-
appropriate human-like features. 
2) Evaluate the potential benefits of using human-like 
features and if users will appreciate them in the 
expected interaction context. 
3) Appraise whether chosen human-like features can 
meet related users’ expectations and can disclose 
whether features will not work as in a comparable 
human-human interaction. 
Enable personalization of AI applications to users’ 
preferences to facilitate interactions. Personalization 
affects users’ attitudes toward AI agents by observing 
user preferences, collecting user data, and considering 
users’ chosen default settings [27]. Thus, AI agents 
consider users’ preferences in an action-oriented way to 
tailor interactions. The more AI agents are personalized, 
the more individually they interact with a user so that, 
for instance, the user only receives relevant interaction 
results and content. Thus, highly personalized AI agents 
could reduce interaction frequency, so that users must 
interact as rarely as possible. As the AI agent interacts 
with users based on their individual preferences, users 
feel understood and consider their motives as fulfilled. 
Having these positive experiences, an AI agent 
successfully meets users’ expectations resulting in 
increased acceptance and trust [28]. 
However, personalization can also negatively influence 
interactions. By collecting personal user data without 
users’ awareness, they may be surprised that they are 
interacting with an AI agent by receiving unexpected 
interaction outcomes. "And if the system learns that 
automatically, you feel that the system knows perhaps a 
little too much and can make inferences. Now, the 
inference is useful to you, but the background by which 
it derived that inference is disturbing" (E04). Such 
negative system experiences can lead to rejection of an 
AI agent and can destroy acceptance and trust as users 
feel that they have lost control over the system [29]. It 
is crucial to make users aware of the learning process of 
AI agents based on personal data, in the best case by 
enabling active influencing of the learning process. The 
personalization of an AI agent develops further via 
interactions with users and therefore represents a 
dynamic influencing factor. 
Depending on the role an AI agent takes on, more 
personalization is required. The higher the reciprocal 
engagement between people and AI agents, the more 
personalization features are required to enable an AI 
agent to react to people’s individual needs, such as if an 
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AI agent acts as a best friend. In this context, people may 
more easily accept the collection of personal data 
because they know that they are interacting with an AI 
agent, and they expect it to interact with them 
individually. Thus, we define guidelines to implement 
personalization features to ease the interaction for users: 
1) Evaluate the available personalization features and 
the appropriate degrees for the interaction context. 
2) Reveal which personal user and context-related 
data are collected and processed. 
3) Enable users to control the use of personal data 
individually and dynamically, even if this may lead 
to reduced functionality. 
A purposeful design helps to build acceptance and 
trust in human-AI interactions. Successful H-AI 
interactions require purposeful design if they are to meet 
users’ expectations. Acceptance of new technologies is 
a critical success factor for their adoption, and we must 
distinguish between acceptance after initial use (pre-
acceptance) and the intention to continue using (post-
acceptance) [7]. Pre-acceptance can be achieved by 
considering the ease of use and the perceived 
usefulness; both are known from established acceptance 
models, such as the Technology Acceptance Model 
(TAM) [30]. Even if ease-of-use is relevant for pre-
acceptance, this is not the case for post-acceptance. 
Beyond perceived usefulness, users’ satisfaction with a 
technology determines their intention to continue using 
by confirming users’ expectations. 
We cannot expect people to fully accept an AI 
application after a single interaction; rather, people 
accept AI applications in an iterative process that 
consists of many interactions. "It is smarter if the 
machine, which in principle could control itself, first 
makes suggestions, and the employee can then accept 
the suggestions or not. And if you then log a little bit 
where the suggestions were good and could have led to 
better results, then the employee who was previously 
responsible for this also gains trust" (E10). It is 
important to know and manage expectations from the 
outset. If people’s expectations are continually 
confirmed over time, which facilitates the gradual 
achievement of high acceptance, users gain more trust 
in AI agents. Thereby, users increasingly rely on correct 
results. This is especially important in use cases where 
AI agents gradually substitute people. The choice of 
degrees of transparency, anthropomorphism, and 
personalization is crucial. Although these influencing 
factors promote a continued successful interaction, they 
can also manipulate users. Especially the use of a 
human-like appearance provides this potential by 
simulating a social presence to influence users’ 
behaviors. Research has shown that human-like features 
of AI agents may significantly influence important user 
Table 3. Examples for design guidelines 










Vara breast cancer screening 
platform 
(https://www.varahealthcare.com/) 
x AI application to support radiologists by ruling 
out normal exams to help them to focus on 
potentially suspicious exams 
x The healthcare context poses specific challenges 
owing to sensitive doctor-patient interactions 
and users being highly qualified medical 
practitioners 
x Designers involve users in further 
development by partnering with them, 
receiving new datasets, and including them in 
the dataset labeling process (3) 
x The active user involvement in the data 
quality improvement helps to produce an 








 Amazon AI recruiting tool 
(https://reut.rs/2Od9fPr) 
x A solution to review applicants' résumés to 
identify the top five applicants 
x Although the underlying data input was clear 
(received résumés of the past 10 years), the 
decision-making process and its results 
lacked transparency (1, 2) 
x The data processing led to a bias against 
women in the recruiting process, requiring 









 CRTL Human 
(https://www.quantumcapture.com 
/ctrl-human) 
x A solution to embody conversational AI with 
photo-real, interactive avatars capable of two-
way conversation and dynamic body gestures 
x The solution provides a human-like feature for 
enterprises that developed their proprietary 
chatbot solution to ease interactions with their 
customers 
x By using a high degree of human-like 
features, the avatars simulate social presence, 
which seeks to positively influence users' 









n Xiaoice – Microsoft's China-based chatbot 
(https://www.msxiaobing.com/) 
x An AI application to relate to and interact with 
people through nuance, social skills, and 
emotions 
x Xiaoice seeks an appropriate degree of 
personalization by learning with each human 
interaction, so as to acquire human social skills 
based on deep learning techniques 
x Owing to its personalization features, Xiaoice 
has become a friend and trusted confidant of 
millions of users (1) 
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decisions, such as increased investment volumes in 
financial portfolio decisions [29]. Thus, designers must 
consciously choose human-like features to not risk 
users’ acceptance and trust as well as to not interfere 
with users’ intrinsic usage intentions. 
Increased acceptance of and trust in AI agents affect 
users’ expectations as they will adjust them based on the 
newly gained information and experiences [7]. In turn, 
this influences the subsequent interaction processes. For 
instance, it is conceivable that a person initially 
exercises strong control and only uses individual 
functionalities of an AI agent. In this phase, acceptance 
and trust increase as the AI agent confirms expectations 
and successfully facilitates or substitutes individual 
activities. Thus, the likelihood of experiencing the same 
benefits in subsequent interaction processes increases, 
as well as that the AI agent constantly delivers the 
experienced result quality level. If AI agents are 
increasingly accepted and trusted, users will be able to 
make more frequent and extensive use of them. This 
gives people opportunities to perceive completely new 
interaction types and to reduce their own actions while, 
simultaneously, AI agents gain freedom of action. Just 
as trust slowly builds through accepted interactions, 
individual interactions in which AI agents do not 
confirm expectations can destroy already gained trust. 
Further, a person’s character also determines how 
they encounter AI agents, from affine, curious, and 
skeptical, to resistant. "I would rather allude to things 
like an affinity for technology, curiosity, things like that" 
(E09). Every person, whatever their age, has different 
attitudes towards and expectations of technology 
generally and AI in particular. Even geographical and 
cultural dependencies can be identified here. While in 
China new technologies enjoy high acceptance and 
constant curiosity, a traditionally more skeptical attitude 
can be observed in Germany, where technologies are 
considered more critically, and aspects such as security 
and data protection are in the foreground. Thus, 
acceptance and adaptation speed also depend on social 
aspects and the state’s view of technology. Anyone who 
designs use cases that targets successful H-AI 
interactions should understand and address expectations 
at an early stage via appropriate expectation 
management. For instance, fears, worries, and 
unrealistically high expectations can be considered from 
the outset, and a realistic idea of what is possible now 
and, in the future, can be formed. 
5. Conclusion 
With the vast technological development in the near 
future, AI applications will gradually find their way into 
our private and professional lives. Vast technological 
development will enable interaction types that we 
cannot yet imagine. However, the rapid enhancements 
will require organizations and society to transition as 
smoothly as possible into a world where AI agents will 
be omnipresent. Thus, the purposeful design of AI use 
cases will become a critical success factor to foster 
positive attitudes toward AI agents, so that it will no 
longer be humans against AI agents (us vs. them), but a 
symbiotic relationship. This development will help 
organizations exploit the benefits of successful H-AI 
interactions that are greater than their individual 
contributions [31]. In the future, humans and AI agents 
will extend one another's capabilities and competencies 
in different interaction contexts and will build an 
augmented intelligence [32]. Drawing on our findings 
on interaction dimensions, interaction types, and design 
guidelines as a starting point for future research, 
designers and developers may benefit from a better 
understanding of how to design H-AI interactions that 
foster people's acceptance of and trust in AI agents. 
In the following, we discuss our studies’ limitations 
and present opportunities for further research. First, the 
focus of this paper is on presenting and analyzing 
existing and potential AI-enabled systems as well as 
emerging H-AI interactions from a practical 
perspective. Thus, the design guidelines we derived only 
build a first foundation that should be complemented by 
existing approaches from systems design, UI/UX, and 
related domains. Second, our research is not design-
oriented with the objective of developing a useful 
artifact. Future research can work in this direction in 
close collaboration with practice. For that purpose, the 
identified interaction dimensions and characteristics 
could be of particular importance. Third, our work 
stimulates H-AI interactions as an important perspective 
for the ongoing debate to theorize AI agents’ impact on 
our personal and work lives. In this context, we see a 
necessity to embed research on H-AI interactions in 
existing adoption theories and to challenge these 
theories for eventual AI specifics. Apart from that, a 
better understanding of H-AI interactions helps future 
research to better understand more realistic and 
promising scenarios to utilize AI agents in the corporate 
context – AI agents augmenting humans towards a 
hybrid intelligence, instead of replacing humans [33]. 
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