Abstract. Parallel Newton-Krylov FETI-DP (Finite Element Tearing and InterconnectingDual-Primal) domain decomposition methods are fast and robust solvers, e.g., for nonlinear implicit problems in structural mechanics. In these methods, the nonlinear problem is first linearized and then decomposed into loosely coupled (linear) problems, which can be solved in parallel. By changing the order of the operations, new parallel communication can be constructed, where the loosely coupled local problems are nonlinear. We discuss different nonlinear FETI-DP methods which are equivalent when applied to linear problems but which show a different performance for nonlinear problems. Moreover, a new unified framework is introduced which casts all nonlinear FETI-DP domain decomposition approaches discussed in the literature into a single algorithm. Furthermore, the equivalence of nonlinear FETI-DP methods to specific nonlinearly right-preconditioned NewtonKrylov methods is shown. For the methods using nested Newton iterations, a strategy is presented to stop the inner Newton iteration early, resulting in an approximate local nonlinear elimination. Additionally, the nonlinear BDDC (Balancing Domain Decomposition by Constraint) method is presented as a right-preconditioned Newton approach. Finally, for the first time, parallel weak scaling results for four different nonlinear FETI-DP approaches are compared to standard Newton-Krylov FETI-DP in two and three dimensions, using both exact as well as highly scalable inexact linear FETI-DP preconditioners and up to 131 072 message passing interface (MPI) ranks on the JUQUEEN supercomputer at Forschungszentrum Jülich. For a model problem with nonlocal nonlinearities, nonlinear FETI-DP methods are shown to be up to five times faster than the standard NewtonKrylov FETI-DP approach.
1. Introduction. Nonlinear domain decomposition methods (DDMs) are solution methods for nonlinear problems where the decomposition into a number of (loosely coupled) nonlinear problems on subdomains is performed before linearization. This is opposed to traditional methods, where the problem is first linearized and then decomposed into problems on subdomains. Reversing the order of linearization and decomposition localizes the computational work and reduces the need for synchro-nization on modern parallel computers. As in linear DDMs, the nonlinear methods typically need to incorporate a coarse problem to obtain scalability with respect to the number of subdomains. Among such methods are the ASPIN (Additive Schwarz Preconditioned Inexact Newton) method [9, 41, 25, 10, 24, 22, 21, 20] , its multiplicative version MSPIN [45] , RASPEN (Restricted Additive Schwarz Preconditioned Exact Newton) [15] , nonlinear FETI-1 methods [50] , and nonlinear Neumann-Neumann methods [5] .
We are concerned with nonlinear versions of the successful family of (linear) FETI-DP (Finite Element Tearing and Interconnecting-Dual-Primal) [18, 17, 38, 39, 37, 40] and (linear) BDDC (Balancing Domain Decomposition by Constraint) [14, 12, 46, 44, 47] methods. Nonlinear BDDC and FETI-DP methods were introduced in [28, 27] . BDDC and FETI-DP methods are known for their robustness and parallel scalability: in 2009, weak parallel scalability was achieved for more than 65 000 cores in [38] for (linear) FETI-DP. Very recently, in [1] , weak parallel scalability was achieved for almost half a million cores for a (linear) multilevel BDDC method. For nonlinear FETI-DP methods, weak parallel scalability was already obtained (for nonlinear elasticity problems) for more than half a million processor cores in [31] , and, subsequently, for almost 800 000 processor cores [32] . This is currently the largest range of scalability reported for any linear or nonlinear DDM.
Our approach to nonlinear preconditioning separates the two goals of preconditioning for nonlinear problems. First, to improve the convergence of Newton's method, the preconditioned nonlinear operator should be close to a function for which Newton's method converges quickly and with a large convergence radius. Here, nonlinear preconditioning can thus also play a role similar to that of a globalization strategy. But even if the nonlinear preconditioner is chosen such that the preconditioned nonlinear operator is close to a linear operator (resulting in Newton convergence in a single iteration), this operator (and thus the tangent in Newton's method) may still be ill-conditioned. Hence, second, an additional linear preconditioner can be chosen to obtain good convergence of the Krylov subspace iterative method used to compute the Newton correction. If an additional standard globalization strategy is used (e.g., a Trust-Region-Newton method or Newton's method combined with gradient descent globalization), then the nonlinear preconditioner should enlarge the region where the Newton step is accepted. Let us note that, for such methods, the conditioning does influence the convergence speed of the gradient descent steps, and the smallest eigenvalue is related to the diameter of the region where the transition to Newton's method occurs [53, proofs of Theorems 10.14 and 14.14].
Therefore, here, the convergence of the globalized Newton method and of the Krylov method are not completely unrelated.
In this paper, we review different versions of nonlinear FETI-DP methods. We present them in a common framework, which can help us better understand their respective performance for different nonlinear problems, and, later, test them making use of a common software framework built on PETSc [3, 4] .
2.
A unified framework for nonlinear FETI-DP. In this section, we introduce a new unified framework for the family of nonlinear FETI-DP methods, introduced in [28] and extended in [31, 35] , and thus a common notation for all variants of nonlinear FETI-DP algorithms. In recent years, we have investigated variants with different nonlinear elimination strategies as well as different strategies to solve the linearized systems with exact and inexact linear FETI-DP methods; see [27, 30, 31, 28, 33, 35] . All these methods can now be described as a single non- Coupling of nonlinear local problems in the primal variables Π (black squares). Continuity in the dual interface variables ∆ (red dots) is enforced by Lagrange multipliers λ. The remaining interior variables I are represented by blue circles. The nonlinear preconditioning in NL-4 performs exclusively on the interior variables (blue circles). In NL-3, the nonlinear preconditioning additionally executes on the dual interface variables (red dots). For NL-2 the nonlinear preconditioning performs on all variables, which includes the primal variables (black squares).
linear FETI-DP algorithm using different nonlinear right-preconditioners M , which describe nonlinear elimination processes. We hope that this can help to better understand the performance behavior of the different methods for various problem settings; see also section 5.
Spaces.
Before we start with an abstract formulation of our framework let us briefly recall the basic aspects of FETI-DP. The computational domain Ω is geometrically subdivided into N nonoverlapping subdomains Ω i , i = 1, . . . , N, and every subdomain is discretized by finite elements. The corresponding local finite element spaces are denoted W (i) , and the product space W := W (1) × · · · × W (N ) . The variables of the local solution vector u (i) can be partitioned into interior variables u (i) can be partitioned accordingly. We also introduce the finite element space W ⊂ W of finite element functions, which are continuous in the primal variables (subdomain vertices or edge-constraints). The Schur complement in the primal variables represents the coarse operator of FETI-DP methods (see (19) and [52] ) responsible for the global transport of information. We haveũ = (u B ,ũ Π ) = (u (1) B , . . . , u (N ) B ,ũ Π ) ∈ W and K(ũ) ∈ W , where K is obtained from local subdomain operators by introduction of coupling ("glueing") in the primal variablesũ Π on the interface (see [28] ) as in linear FETI-DP methods. Here, the primal interface variablesũ Π are obtained from the local variables u 
Furthermore, the space of Lagrange multipliers is defined as V := range(B), where B is the standard linear FETI-DP jump operator and λ ∈ V .
Abstract formulation.
Nonlinear FETI-DP methods are defined as iterative methods to solve the nonlinear system
2. M puts the current iterate into the neighborhood of the solution; see also [7] . 3. M (ũ, λ) is easily computable compared to the inverse action of A(ũ, λ). see [28] . The (sparse) linear constraint Bũ = 0 enforces the continuity of the solution across the subdomain interface for the nonprimal variables u B ; see [28] for the notation and the details. Lagrange multipliers λ are used to decompose the nonlinear problem into loosely coupled local nonlinear problems on subdomains. We always assume that the coupling of the nonlinear subdomain problems introduced by the primal variables u Π is sufficient to make the local problems (and the Jacobian D K) invertible. Such a set of primal variables can always be found if the original, undecomposed problem is invertible, and, importantly, the set is typically small. We denote the exact solution of (1) by (ũ * , λ * ). Usually, we obtain the system (1) from the minimization of a nonlinear (e.g., hyperelastic) energy on the subdomains under a continuity constraint on the subdomain interfaces; see [28, equation (2.4) ].
Next, instead of simply linearizing (1), we first apply a nonlinear right-preconditioner (i.e., inner preconditioner) M (ũ, λ) to the system (1). Subsequently, A(M (ũ, λ)) is linearized using Newton's method. Our choices of M (ũ, λ) can be characterized as different nonlinear elimination processes [43] and can be viewed in the context of nonlinear right-preconditioning [11, 8] in Newton's method. In fact, directly linearizing (1), i.e., choosing M (ũ, λ) as the identity, leads to the method Nonlinear-FETI-DP-1; see section 2.5.5. Finally, in each Newton step, the linearized system is solved iteratively by a Krylov subspace method such as CG or GMRES following the classical (linear) FETI-DP approach [52] , and applying a (linear) Dirichlet-type preconditioner [52] during the Krylov iteration.
We now describe different nonlinear FETI-DP methods [28, 27, 35] as solving the nonlinear equation (2) A(M (ũ, λ)) = 0 by an iterative scheme, e.g., typically by a Newton-Krylov method. Linearizing in variables (ũ, λ) when applying Newton's method to (2), we obtain the iteration
with a suitable step length α (k) and, from the chain rule, the Newton update
In each Newton step, the nonlinear preconditioner is evaluated by computing
Note that the nonlinear preconditioner M should satisfy some properties or assumptions in order to accelerate the computations; see Figure 2 .
Moreover, when solving (2), we are in fact not interested in obtainingũ * * and λ * * satisfying A(M (ũ * * , λ * * )) = 0, but, as in linear right-preconditioning, we are rather interested in (ũ * , λ2.3. Local convergence analysis. The equivalence of the nonlinear FETI-DP saddle point system (1) and the fully assembled original finite element problem (e.g., (27) ) has already been discussed in [28] . In this section, we provide a brief discussion of the convergence behavior of nonlinear FETI-DP methods.
Assumption 2.1. Let U be an open neighborhood of our solution (ũ * , λ * ). We assume that A(ũ, λ) is continuously differentiable in U and that DA(ũ * , λ * ) is a nonsingular matrix.
If Assumption 2.1 is satisfied, Newton's method solving A(ũ, λ) = 0 will converge for all initial values (ũ (0) , λ (0) ) ∈ U * ⊂ U to the solution (ũ * , λ * ); see, e.g., Ortega and Rheinboldt [49, section 10.2.2] . If DA(ũ * , λ * ) is nonsingular, then, by introducing a sufficient number of primal constraints, D K is also nonsingular in u * and a small neighborhood of u * . In the case of redundant Lagrange multipliers DA(ũ * , λ * ) will be singular since B will not have full rank. However, this will lead to the same Newton iteratesũ (k) and thus the same convergence behavior as when using nonredundant multipliers. More precisely, in remarks 1 and 2 in [42, section 2.5.2] it is proved by induction that the Newton iterates (ũ
, which nonlinear FETI-DP delivers for a system with nonredundant multipliers λ 1 and the corresponding jump matrix B 1 , have the relationshipũ
to the iterates in the redundant case. Here, R n1 is a simple restriction matrix, and L is a nonsingular lower triangular matrix fulfilling the property B = L B T 1
0
T . Let us remark that of course λ
has to be fulfilled for the initial value, which is the case for our choice
Note that stopping criteria involving the updates δλ (k) have to be avoided if redundant Lagrange multipliers are used, since in that case convergence can only be guaranteed in W . As mentioned above, we can guaranteeũ
and thus alsoũ * 1 =ũ * for the solution in W , but since R n1 L T has a nontrivial kernel we might obtain Newton updates δλ (k) with ||δλ (k) || > 0 in the case of redundant multipliers, even if convergence is already reached; see also [42, 
* , and thus, with Assumption 2.1 and the discussion above, the nonlinear FETI-DP method converges for all initial values (
is larger than U * , the convergence radius is increased. The computational cost for the nonlinear preconditioners has to be assessed for each M , separately, again relying on assumptions on local differentiability and invertibility. For NL-2 and thus for M defined as in (21), we already provided a discussion in [28] .
Construction of four different variants.
The choice of the nonlinear preconditioner M (ũ, λ) is essential for the properties of the nonlinear FETI-DP method. We will consider four different choices for the nonlinear preconditioner M , i.e.,
• linear preconditioner M (Nonlinear-FETI-DP-1 (NL-1); see also [27, 30, 31, 28, 33] ), • nonlinear preconditioning ofũ (Nonlinear-FETI-DP-2 (NL-2); see also [28] ), • nonlinear preconditioning of u B (Nonlinear-FETI-DP-3 (NL-3); see also [35] ), • nonlinear preconditioning of u I (Nonlinear-FETI-DP-4 (NL-4); see also [35] ).
For linear problems, all four methods are equivalent and basically reduce to the standard linear FETI-DP method.
We will now present all four methods in a common framework and later, in section 4, will consider an important modification which, in our experience, can improve the performance significantly.
2.5. Abstract formulation using partial nonlinear elimination.
2.5.1. Derivation of the method. We will now show how nonlinear FETI-DP methods can be defined using partial nonlinear elimination.
Note that we restrict ourselves to nonlinear preconditioners M which are nonlinear inũ and linear in λ, i.e., we do not eliminate any Lagrange multipliers. Here, in fact, the preconditioner is only the identity in λ. Therefore, our M always has the form
Classical linear FETI-DP methods are based on a decomposition of the variablẽ u into several subsets, such as, e.g., the decomposition of the interface variables u Γ into dual variables u ∆ and primal variablesũ Π .
The index sets can also be used for the construction of a nonlinear preconditioner M . We will first discuss the general approach of a variable splitting in the nonlinear context and then derive four different nonlinear FETI-DP variants, of which two turn out to be identical to methods already introduced in [35] . Since the effect of these nonlinear FETI-DP preconditioners can be interpreted as a partial nonlinear elimination process, corresponding sets of variablesũ E andũ L are introduced. Here, the index E marks the set of variables which will be eliminated nonlinearly and L the set of variables which will be linearized. Thus, we define the splitting
Analogously, we partition the jump operator B (see (1))
and our system (1) then reads
We define a nonlinear preconditioner of the form
where Mũ E (ũ E ,ũ L , λ) is defined implicitly by the first line of (6); cf. [35, eq. (5) ].
The variableũ E is thus eliminated from (6) by solving the nonlinear equation
using Newton's method; see subsection 2.5.2. Note that in fact
, Mũ E is independent of its first argumentũ E , which we only introduce for convenience, such that DMũ E is a square matrix; see subsection 2.5.2. Replacing C423 u E in the second and third lines of (6) by Mũ E (ũ L , λ), we obtain the nonlinear Schur complement
The Schur complement system
can now be linearized, i.e., solved by Newton's method. The tangent DS L of S L can be obtained from the chain rule and the implicit function theorem; see subsection 2.5.2. Note that the nonlinearly preconditioned system (2) takes the form
.
Let us now gather the building blocks necessary to implement Newton's method applied to (10).
Computing the tangent.
For each application of the preconditioner M , a nonlinear system
E λ−f E = 0 has to be solved for g E ; cf. (5), (7), and (8) . For the computation of (11) g
Newton's method can be applied and yields the iteration
E under sufficient assumptions always made throughout this paper. Here, k is the index of the outer Newton iteration, and l is the index of the inner Newton iteration.
Next, we assume the following partitioning of the tangent of K:
Obviously, we obtain
We compute the derivative of Mũ E from (8) with respect to the first variableũ E and obtain
Computing in (8) the derivative with respect toũ L yields
which is equivalent to
Computing in (8) the derivative with respect to λ yields
Thus, the derivative of M (ũ (5) and (7)) with respect to (ũ E ,ũ L , λ) and using the notation from (13) is
Thus, the left-hand side of the Newton system (4) writes as (15) cf. [35, eq. (11) ]. For better readability, we write D K instead of D K(g (k) ) and define the operator
As a result of the chain rule and the implicit function theorem, the operator DS L is, under sufficient conditions, the tangent of the nonlinear Schur complement S L defined in (9) . As a result of (8) and (15), we can write the Newton update (4) as
The iterations defined in (16) and in [35, eq. (10) ] are equivalent as a consequence of the chain rule and the implicit function theorem. This will later be sufficient to show
Compute:
, λ (k) )|| sufficiently small break; /* Convergence of nonlinear FETI-DP; small absolute residual; */ Solve the linearized system by a Krylov iteration as in a standard linear FETI-DP approach:
End Iteration Fig. 3 . Nonlinear FETI-DP algorithm(s). We always useũ (k+1) as initial value for the computation of g (k+1) .
that the methods defined in subsection 2.5.6, subsection 2.5.7, and subsection 2.5.8 below as NL-2, NL-3, and NL-4 are identical to the methods defined in [28, 27] and [35] .
E ; however, we useũ
as an initial value for the computation of g (k+1) ; see Figure 3 . Note that in efficient implementations the Schur complement DS L is never assembled and that eliminating the block
) also leads to the Schur complement system (16). Therefore, we typically replace the left-hand side in (16) by DA(g (k) , λ (k) ); i.e., we will solve
see subsection 2.5.6, subsection 2.5.7, and subsection 2.5.8 for details. This does not affect the updates δũ (k) L and δλ (k) , but we obtain δũ
E , which can be useful, and, moreover, inexact or inexact reduced FETI-DP methods can be constructed; see subsection 2.6. Now, we can summarize the different nonlinear FETI-DP methods described in [27, 30, 31, 28, 33, 35] as a single algorithm; see Figure 3 .
2.5.3. Some algorithmic details. Throughout this paper, we assume that the primal space W can be chosen such that D K(ũ) is invertible; see above. If that is not the case for an iterateũ (k) , regularization may be necessary, or a gradient descent step may replace the Newton step, as in standard globalization approaches.
In all nonlinear FETI-DP methods presented here, we have to solve systems with a left-hand side of the type
where D K(ũ) can be sorted as follows:
As before, the index set Π denotes the primal variables, and the index set B denotes the union of the variables in the remaining interface (dual variables) and on the interior of the subdomains. As in standard FETI-DP methods, the matrix D K(ũ) BB has the block diagonal structure
. . , N, corresponds to a single subdomain.
In nonlinear FETI-DP methods with exact solvers (see [27, 28] ), a sparse factorization of D K(ũ) is performed by first carrying out parallel, local, sparse factorizations of the diagonal blocks D K
(
) BB and, subsequently, by a factorization of the primal Schur complement
which constitutes the FETI-DP coarse operator. In inexact and inexact reduced nonlinear FETI-DP methods [31, 30, 33] an exact factorization of S ΠΠ can be avoided. Instead, an algebraic multigrid (AMG) preconditioner is set up for S ΠΠ ; see subsection 2.6.
2.5.4.
Common approximation in right-preconditioned Newton. In rightpreconditioned Newton-Krylov the computation of DM −1 is sometimes avoided by using a first order approximation of M (see [7] ); i.e., instead of
is used. This approach utilizes that the application (or approximation) of M −1 is usually cheap. We, however, usually do not avoid DM −1 : As a result of (2), our methods can be seen as right-preconditioned Newton methods [7] , where the tangent is computed exactly and not approximately; see (4) . However, in section 4, we will approximate the action of M −1 . C427 2.5.5. Nonlinear-FETI-DP-1. We will now describe the four specific variants of nonlinear FETI-DP. The NL-1 and NL-2 methods [28, 27] will be described first; they constitute the two extreme cases of partial nonlinear elimination, i.e., no elimination (NL-1) and full elimination (NL-2).
We obtain Nonlinear-FETI-DP-1 (NL-1), as introduced in [28, 27] , by choosing the index sets E = ∅ and L = [I ∆ Π]. Then, M is the identity
, and thus the linearized system (4) writes as
Equation (20) can be solved as in any inexact or exact FETI-DP-type method using a standard (linear) preconditioner for the dual Schur complement. Thus, we can solve
by a Krylov method using the standard FETI-DP Dirichlet preconditioner M D [52] .
As is standard, the operator (D K(g (k) )) −1 is never formed explicitly, but its application to a vector is computed by using parallel, local sparse LU-factorizations and the solution of a small, globally coupled coarse Schur complement; cf. (18) and (19) , and also [28] . For more details, see subsection 2.5.3.
This method is the Nonlinear-FETI-DP-1 method (see [28, eq. (3.5) ] or [27, eq. (4)]). In practice, NL-1 often performs similarly to classical Newton-Krylov-FETI-DP. The method can be improved by using an initial value computed from solving the nonlinear problem K(ũ) =f − B T λ; see [27, 30, 31, 28] . In our numerical results, we always include the computation of this initial value.
2.5.6. Nonlinear-FETI-DP-2. We obtain Nonlinear-FETI-DP-2 (NL-2), as introduced in [28, 27] , by choosing the splitting E = [I ∆ Π] and L = ∅. Thus, the preconditioner (11)) is performed by applying Newton's method, which yields the iteration (22) g
assumed to converge to g (k) ; cf. (12) . Here, k is the index of the outer Newton iteration (see (3) , (4), and also Figure 3) , and l is the index of the inner Newton iteration to compute g (k) , which is needed to compute the right-hand side of (4). For NL-2, the system (17) reads
Again, we can now solve the Schur complement system
using a Krylov method (and the standard FETI-DP Dirichlet preconditioner [52] ) and setting δũ (k) := 0. This iteration, defined by (22) and (24), is equivalent to the Nonlinear-FETI-DP-2 algorithm; cf. [28, eq. (3.17) , (3.18) , and (3.19)].
As observed in subsection 2.5, in practice, we propose solving (23) instead of (24) . Then, the update for the Lagrange multipliers δλ (k) is identical, but we additionally obtain δũ (k) , which can be used to update the initial value for the computation of g (k+1) . We can also apply inexact or inexact reduced FETI-DP methods without changing the solution; see subsection 2.6.
The NL-2 approach corresponds to an exact nonlinear elimination ofũ, and we have an outer and an inner Newton iteration; i.e., whenever a residual is evaluated in the outer Newton iteration, a nonlinear system has to be solved by an inner Newton iteration.
The next two nonlinear FETI-DP methods, NL-3 and NL-4, also have an inner and an outer Newton iteration, but the inner Newton iteration is cheaper since, in both cases, it does not include the coarse problem and its all-to-all communication.
2.5.7. Nonlinear-FETI-DP-3. We obtain Nonlinear-FETI-DP-3 (NL-3), as introduced in [35] , by choosing
from (12) and (14), converging to g
B ; cf. [35, eq. (13)]. Since we have continuity in all primal variables, we can assume that B L := B Π = 0.
Thus, the linearized FETI-DP system writes as
In NL-3, local nonlinear problems in the variableũ B have to be solved. The resulting computational work is completely local and also does not involve any operations on the FETI-DP coarse space. This property offers the potential to reduce the number of primal assembly processes and FETI-DP coarse solves, which can lead to improved scalability.
Nonlinear-FETI-DP-4.
We obtain Nonlinear-FETI-DP-4 (NL-4), as introduced in [35] , by choosing E := I and
Γ ) and
from (12) and (14), converging to g (k)
I . Therefore, the linearized FETI-DP system writes as
C429
As in NL-3, local nonlinear problems have to be solved in each Newton step of NL-4, but in NL-4 we only eliminate the interior variablesũ I . Thus, the local solves are cheaper compared to NL-3. As in NL-3, in the inner Newton iteration of NL-4 no coarse problem is solved.
In addition to NL-3 and NL-4, other choices of E and L are possible. This includes problem-adaptive choices, e.g., based on the norm of the local nonlinear residuals on the interface or based on adaptive coarse space strategies for linear FETI-DP and BDDC.
2.5.9. Remarks on the nonlinear preconditioners. We provide a brief discussion on the properties of the different nonlinear preconditioners M . All four preconditioners obviously satisfy properties 1 and 2 from Figure 2 by definition of M . Also, property 3 holds, since omitting the constraint Bu = 0 makes M clearly easier to compute than A; compare the results for NK outer versus NL-2 inner, NL-3 inner, and NL-4 inner in Figure 13 .
The computationally cheapest preconditioner is, of course, the identity (see NL-1), but it clearly does not give a good approximation of A. To compensate, a special initial
by a Newtontype iteration, where λ (0) is some given initial value, often chosen as zero; see, e.g., [28] . The computational cost of this specific initial value is comparable to one application of the preconditioner M in NL-2, which is the most expensive preconditioner. This preconditioner also includes a nonlinear coarse problem. If a good coarse space is chosen, M will be a good nonlinear preconditioner of A; i.e., M will be a good approximation of the inverse of A. In the two remaining variants NL-3 and NL-4, the computation of M only includes local solves and is thus computationally cheap and embarrassingly parallel. However, M will only be a good nonlinear preconditioner for A in NL-4 if the nonlinearities of the problem are strictly local to the subdomains; cf. our numerical results in subsection 5.6.
2.6. Using algebraic multigrid (AMG) for the coarse problem of nonlinear FETI-DP methods. If an inexact (e.g., multilevel) solver is used for the coarse problem of standard (linear or nonlinear) FETI-DP methods, then the solution is perturbed because the coarse problem is part of the operator and not part of the preconditioner. Therefore, a different approach has been taken for (linear or nonlinear) FETI-DP methods on very large scale parallel computers [31, 38] .
In the outermost Newton iteration of all four of our nonlinear FETI-DP methods a linear system of the form
is solved; see (17) and also (20) , (23), (25) , and (26). Here, rhs 1 denotes the righthand side, which differs for the different nonlinear methods. In order to construct FETI-DP methods which allow us to replace the exact factorization of the coarse problem S ΠΠ (see (19) ) by a single iteration of a multilevel preconditioner, one step of linear block elimination ofũ B is performed, resulting in
cf. [36] , where this idea was introduced. Now, a block triangular preconditioner for
. M puts the current iterate into the neighborhood of the solution (see also [7] ), and 3. M (x) is easily computable compared to the inverse action of A(x). saddle point systems is used (see [36, 31, 38] ) in combination with GMRES. Alternatively, the well-known symmetric positive definite reformulation can be used with conjugate gradients [6, 26, 36] . In our numerical experiments in section 5, we use one iteration of BoomerAMG as a preconditioner for the S ΠΠ block in the block triangular preconditioner and apply GMRES as a Krylov method. The lower right block is preconditioned using the standard FETI-DP Dirichlet preconditioner [19, 52] as in [36] .
Using BoomerAMG [23] provides substantial leverage for the scalability of FETI-DP methods: using special interpolations, BoomerAMG is parallel scalable for linear elasticity problems for more than half a million cores [2] .
3. Nonlinear BDDC framework. We can also consider nonlinear BDDC methods, introduced in [28] , but we have to apply some generalizations to our framework. Solving a nonlinearly right-preconditioned problem
with a Newton-Krylov method and a linear preconditioner for the Krylov method can be written as in Figure 5 . The nonlinear FETI-DP methods can again be obtained by defining x := (ũ, λ), the nonlinear function A as in (1) , and M as before. Additionally, we can now derive a nonlinear BDDC method. Since BDDC methods operate on the assembled system, we now define (27) A
Here, K(Rū) − f = 0 contains the local and decoupled problems on the subdomains. The variables inū ∈ W are assembled on the interface, and R is the restriction from the assembled (global) variables to the local subdomain variables. Thus, R T operates as an assembly operator. We also define the restriction from the global interface to the local interfaces by R Γ . A nonlinear right-preconditioner M for the assembled system has to satisfy the properties given in Figure 4 . With all these definitions Figure 5 defines the nonlinear BDDC approach.
3.1. Nonlinear BDDC. With Figure 5 in mind, we can derive the nonlinear BDDC method introduced in [28] by defining the corresponding preconditioner M . As in NL-4, we decompose all degrees of freedom into interior (I) and interface (Γ) and obtain
We also splitū = (ū I ,ū Γ ) and define the nonlinear preconditioner M by
Iterate over k:
If ||A(g (k) )|| sufficiently small break; /* Convergence of nonlinear right-preconditioned method */ Solve iteratively with some preconditioner:
End Iteration where M I (ū) is the solution of
we obtain the nonlinear BDDC method suggested in [28] . As in nonlinear FETI-DP methods, we can remove the inner derivative DM (·) from the tangential system without changing the update δū 
BDDC , and thus, with Assumption 3.1, the nonlinear BDDC method converges for all initial valuesū
4. Controlling the inner Newton iteration. Several of our methods exhibit an inner and outer Newton iteration. In this section, we consider a strategy for choosing the accuracy of the inner Newton iteration in these methods. It is based on testing the reduction of the outer energy after each inner Newton step. We thus ensure that the local nonlinear elimination process will not interfere with the outer energy descent steps. We will see that this strategy enhances robustness and reliability and can increase the convergence radius significantly. Some additional details can also be found in [34] .
It is a common globalization strategy for Newton-type methods to enforce a reduction of an energy, e.g., J(x) = 1 2 ||A(x)|| 2 in each iteration. If a condition on the Newton direction is not met, then the Newton step is rejected and replaced, e.g., by a gradient step. The step length is often controlled by a line search approach fulfilling certain conditions, such as, e.g., the Armijo or Wolfe condition; see [48] . If such descent strategies are applied for a nonlinear energy J, it seems desirable that the application of a nonlinear preconditioner M after a descent step should not increase the energy.
In our nonlinear FETI-DP and BDDC methods with an inner and an outer Newton iteration, the application of the nonlinear preconditioner M corresponds to a local nonlinear elimination step performed by a local Newton iteration.
Using our notation from section 3, we can write the nonlinear elimination performed by M (see (8) for FETI-DP and (28) for BDDC) as
where
; see also Figure 6 (left). Therefore, in Figure 6 (left), we strive to minimize the energy 1 2 ||A E (x)|| 2 , but, unfortunately, we have no guarantee that we will also obtain a reduction of the energy J(x) = 1 2 ||A(x)|| 2 . Our idea is therefore to stop the inner Newton iteration whenever a descent in the global energy corresponding to J(g
l ) is not achieved and then set M(
l ; see also Figure 6 (right). Throughout this paper 0 < τ ≤ 1 is set to 0.8.
This strategy corresponds to approximating M (x) by an M(x) which does not C433 increase the energy J. Clearly, the approach never leads to an increased number of inner Newton iterations. In an extreme case, already the first inner Newton step can be rejected and M(x) reduces to the identity. In the context of nonlinear FETI-DP methods, the latter case is identical to a step of the NL-1 method. Let us remark that in the very first outer iteration we at least spend two iterations in the computation of M(x (0) ) to improve the initial value x (0) . Let us further remark that, caused by the approximate solution of (8) or (28), the property (15) for FETI-DP (and the corresponding property for BDDC) will generally not hold; i.e., DA·DM will no longer be identical to the derivative of the nonlinear Schur complement. Also, the first entry of the right-hand sides in (16) and (17) can no longer be assumed to be zero. Therefore, we switch to an approximate tangential system and solve the linear system
in each outer iteration. Nonetheless, at convergence all mentioned linear systems will be identical. We refer to nonlinear FETI-DP and BDDC methods using M as NL-ane-FETI-DP (approximate nonlinear elimination FETI-DP) and NL-ane-BDDC. The different nonlinear FETI-DP variants are denoted by NL-ane-2, NL-ane-3, and NL-ane-4. A similar approach can be applied to the initial value computation often used in NL-1, but we do not consider this variant here.
Numerical results.

Nonlinear model problems.
As a model problem, we define the scaled p-Laplace operator for p ≥ 2 by α∆ p u := div(α|∇u| p−2 ∇u).
We then consider
where α, β : Ω → R are coefficient functions. We would like to consider two types of problems-first, one with nonlinearities completely contained in the interior of subdomains, and second, a problem where nonlinearities have a global character.
For the problem type Localized Nonlinearities, we consider subdomains with inclusions defined by
see ∆ 4 u = −1 (lower). In three dimensions, we consider a cuboid domain Ω with centered spherical inclusions (approximated on a regular grid).
For the problem type Nonlocal Nonlinearities, we consider two different arrangements of nonlinearities. The first problem is called Channels, where we consider subdomains with channels defined by
where the channels Ω C are depicted in Figure 7 (middle and right) for the case of two dimensions. The second problem is called Grid. Here, the nonlinearities have a more global character compared to the Channels problem. The subdomains are intersected by a grid of channels, which does not touch the boundary of the domain. It is defined by
where the grid Ω G is depicted in Figure 8 (left) for the case of two dimensions.
General remarks.
In all our tables, we refer to the traditional NewtonKrylov-FETI-DP method as the NK method and to the nonlinear FETI-DP variants as before as NL-i, i = 1, . . . , 4 (see subsection 2.4), and NL-ane-k, k = 2, . . . , 4, respectively (see section 4). For simplicity, we use linear finite elements, and we always use a coarse space constructed from all primal vertices only. Of course, stronger coarse spaces can also be used with nonlinear FETI-DP methods; see [28] for the effects of different coarse spaces enforced by a transformation of basis approach in nonlinear FETI-DP.
For all methods, we compare the execution time (exec. time). This includes the time to assemble and to solve the problem. The lowest numbers are marked in bold. To provide a fair comparison, we always compute the parallel efficiency using as a base line the fastest of the five approaches on the smallest number of processor cores considered. That implies parallel efficiencies below 100% for four of the five methods already for the smallest computations.
To allow for a better interpretation of the computing times, for each method, we provide the number of necessary factorizations of the FETI-DP coarse problem S ΠΠ (denoted by "Coarse Factor."), the number of local factorizations of D K BB or D K II (denoted by "Local Factor."), and the sum of the Krylov iterations over all Newton steps (denoted by "Krylov It.") in the tables; see also [28, 31] . For NL-1 and NL-2 coarse factorizations are not only necessary in the main loop but also in the computation of the initial value in NL-1 and in the inner loop in NL-2. Therefore, we subdivide the number of necessary factorizations of S ΠΠ into coarse factorizations in the outer loop (denoted by "out.") and coarse factorizations in the computation of the initial value or the inner loop (denoted by "in."), respectively. For all nonlinear methods the number of coarse factorizations in the main loop is equivalent to the number of outer Newton steps.
The number of subdomains is identical to the number of message passing interface (MPI) ranks in all our experiments. We formulate identical stopping criteria for all our FETI-DP algorithms based onũ: The global Newton iteration will be stopped if the fully assembled nonlinear residual is smaller than ε O . Newton iterations resulting from systems of the form K (M u (ũ, λ)) + B T λ −f = 0 (see (8) and (21)) will be stopped if || K (M u (ũ, λ)) + B T λ −f || L2 is smaller than the minimum of ε I and the norm of the fully assembled residual in the current outer iteration multiplied by 1e−2. Using such a stopping criterion, we avoid unnecessary exactness in early outer Newton iterations and still obtain a sufficiently exact solution at convergence. The values of ε O ∈ {1e−8, 1e−12} and ε I ∈ {1e−5, 1e−6, 1e−7} vary over different computations; see the captions of the tables.
If not noted otherwise, we solve the linearized systems using the preconditioned conjugate gradient method (PCG) as a Krylov space method. The tangential matrix of the p-Laplacian is always symmetric positive definite if not evaluated in constant functions. Since we always have zero Dirichlet boundary conditions and use a nonzero initial value, we avoid the latter case and can safely use the PCG method. In case of inexact reduced FETI-DP-type methods (see subsection 2.6), we choose GMRES as a Krylov method, since the block-triangular preconditioner is not symmetric, and we do not use the standard symmetric positive definite reformulation; cf. [6, 36] . For all Krylov iterations, we use a relative residual tolerance of 1e−10, which might be overly exact, especially in the first Newton steps. More advanced techniques to choose the forcing terms in inexact Newton's methods can be found in, e.g., [16] , but this is not the focus of this paper.
Computational platforms and implementation.
We perform our computations on a Tier-3, Tier-2, and a Tier-1/Tier-0 supercomputer of the German High Performance Computing Pyramid:
• We have implemented all nonlinear FETI-DP variants as well as the NewtonKrylov-FETI-DP method in PETSc [3, 4] using a common software framework, i.e., making use of the same software building blocks. Thus, our comparison in terms of runtime is fair. Note that we do not make use of the built-in BDDC implementation of PETSc. For all local sparse factorizations, we use the latest version of UMFPACK [13] . The publication [31] provides details on the implementation which we build on.
Localized nonlinearities in two dimensions.
5.4.1. Standard exact FETI-DP methods. We first discuss standard linear and nonlinear FETI-DP methods, i.e., using exact (sparse) solvers for the subdomains and the coarse problem. We consider the model problem Localized Nonlinearities with p = 4; see section 5. As a domain Ω we consider a rectangle (0, 1.5)×(0, 1) (see Tables 1  and 2 ) or the curved domain (see Table 3 ). As mentioned in subsection 5.1, we consider Standard Inclusions in combination with the rectangle and Nonstandard Inclusions in combination with the curved domain; see Figure 8 (lower) for the arrangement of inclusions for 24 subdomains. For the nonlinear FETI-DP methods NL-2, NL-3, and NL-4, the nonlinearities are completely contained in the index set E. As a result, we expect the inner Newton iterations in these methods to be effective in reducing the number of outer Newton iterations. For the NL-1 method, which only has an outer Newton iteration, the computation of the initial value takes the role of the inner Newton iteration.
We consider subdomains with 160K degrees of freedom (H/h = 400) on magnitUDE (see Tables 1 and 3 ) and Taurus (see Table 2 ) using very similar settings; see the captions of the tables. On magnitUDE, we use two MPI ranks per core (making use of the hyperthreads for MPI processes) since the supercomputer has only 13 536 cores. We indeed observed, for our application, a modest performance gain of about 10 percent from using two MPI ranks per core on magnitUDE over the use of a single MPI rank per core. We do not use threading. On Taurus, we use 24 576 MPI ranks and cores.
In our experiments in Table 1 , Table 2 , and Table 3 , NL-2 is the fastest method and, especially, always faster than standard NK (Newton-Krylov) method. While NL-4 is always slower than NK for a small number of MPI ranks, NK is the slowest method beyond 96 ranks for Standard Inclusions. For Nonstandard Inclusions on the curved domain NK and NL-4 have identical execution times for the largest test. In fact, for large problems, the nonlinear FETI-DP methods NL-2, NL-3, and NL-4 are about twice as fast compared to the traditional NK approach. As expected, this is a result of a significantly reduced number of Krylov iterations (see "Krylov It.") for the nonlinear FETI-DP approaches compared to NK. This, in turn, is achieved by investing more local work; see the number of local factorizations.
The NL-2 method has the most effective inner Newton iteration; i.e., the inner iteration includes local elimination and global transport of information since weakly coupled nonlinear problems are solved. Indeed, it achieves the largest reduction in the number of Krylov iterations and the fastest computing times. In contrast, in the NL-3 and NL-4 methods no coarse problem has to be solved in the inner Newton iteration. However, for the number of cores available on these Tier-2 and Tier-3 supercomputers, the cost for the coarse problem does not seem to be significant enough; i.e., the savings in the number of the sum of coarse solves (see "Coarse Factor.") cannot compensate for the higher number of local factorizations and Krylov iterations observed for NL-3 and NL-4.
The NL-1 method always gives results falling in between results of the NK method and the other nonlinear methods. This is not surprising since, except for the computation of the initial value, it is algorithmically closely related to the NK method.
Note that, for 24 576 ranks, for both supercomputers, we see a significant drop in parallel efficiency; e.g., for the NL-2 method the parallel efficiency decreases from above 70 percent to below 50 percent. To obtain better scalability for a large number of cores and ranks, in the next section, we therefore will switch to a multilevel solver for the FETI-DP coarse problem, using the approach from subsection 2.6.
5.4.2.
Scalability on a Tier-0 supercomputer. We now present results for the European Tier-0 supercomputer JUQUEEN. The JUQUEEN supercomputer also provides the German national Tier-1 level.
First, we use exact solvers for the subdomain problems and the coarse problem. We use smaller subdomains to accommodate for the slower BlueGene/Q PowerPC cores and the smaller amount of memory per core compared to the other x86-based supercomputers. To make efficient use of the hardware threads of the Blue Gene/Q processor, it is advisable to use threading or multiple MPI ranks per core since significant performance gains of almost a factor of two can be achieved [29] . We always use Table 1 Model problem Localized Nonlinearities -Standard Inclusions (see subsection 5.1). Nonlinear FETI-DP algorithms compared to the more traditional Newton-Krylov-FETI-DP; domain Ω = (0, 1.5) × (0, 1) decomposed into square subdomains; p = 4; H/h = 400; η = 20h; ε I = 1e − 7; ε O = 1e−12; two MPI ranks per core; computed on magnitUDE. two MPI ranks per core on JUQUEEN as, for our application, this makes the most efficient use of the hardware threads; see also our JUQUEEN results in [29, 31] . The results in Table 4 for up to 16 384 MPI ranks, using a square domain and Standard Inclusions, are comparable to the ones presented in subsection 5.4.1 for magnitUDE and Taurus. As a result of the capable network of Blue Gene machines, for all methods, good weak parallel scalability is achieved. All nonlinear methods perform significantly better than the NK method; see also Table 4 and Figure 9 .
An even better parallel scalability is prevented by the cost for exactly solving the FETI-DP coarse problem. To obtain better scalability for and beyond 32 768 MPI ranks, we apply an AMG preconditioner (see subsection 2.6) to the FETI-DP coarse problem instead of using a sparse direct solver by applying an inexact reduced FETI-DP approach. Using this approach, we obtain weak parallel scalability to 131 072 MPI ranks; see Table 5 and Figure 10 .
Note that in the case of inexact reduced FETI-DP, additional Krylov iterations have to be performed to solve the FETI-DP coarse problem using the BoomerAMG preconditioner in the inner loop of NL-2 and the computation of the initial value of NL-1; see also [31] for a detailed discussion. These iterations are computationally cheaper than the Krylov iterations carried out in the outer loop and thus are counted Table 2 Model problem Localized Nonlinearities -Standard Inclusions (see subsection 5.1). Nonlinear FETI-DP algorithms compared to the more traditional Newton-Krylov-FETI-DP; domain Ω = (0, 1.5) × (0, 1) decomposed into square subdomains; p = 4; H/h = 400; η = 10h; ε I = 1e−6; ε O = 1e−12; one MPI rank per core; computed on Taurus. separately and denoted by iterations in S ΠΠ in Table 5 . Let us further remark that we usually do not distribute the coarse problem to all available MPI ranks but, e.g., only to 2% of the 131 072 MPI ranks for the largest computation; details can again be found in [31] . The results in Table 5 for the JUQUEEN supercomputer are qualitatively similar to the results discussed previously. However, for a larger number of ranks, i.e., for 8 192, 32 768, and 131 072 ranks, the NL-3 method is the fastest algorithm as it combines a cheap inner Newton iteration (without the need to solve a coarse problem) with a low number of outer Newton iterations. Although the NL-4 method is very similar to the NL-3 method, it is slower due to a significantly larger number of Krylov iterations in the outer loop.
Localized nonlinearities in three dimensions.
We now consider the model problem Localized Nonlinearities in three dimensions with p = 4 and H/h = 30; see Tables 6 and 7 . The subdomain-centered spherical inclusions have a diameter 0.6H. The stopping criterion is not based on the norm of the nonlinear residual but on the norm of the update δũ.
Again, all nonlinear FETI-DP methods reduce the number of Krylov iterations, increase the local work, and are faster compared to NK. For 24 576 MPI ranks, the fastest nonlinear methods (NL-2 and NL-3) are more than twice as fast as NK. As Table 3 Model problem Localized Nonlinearities -Nonstandard Inclusions (see subsection 5.1). New nonlinear FETI-DP algorithms compared to the more traditional Newton-Krylov-FETI-DP; p = 4 and a weight of α = 1 inside the inclusion and p = 2 and β = 1 elsewhere; domain Ω is a curved domain with a height of 0.1 and a width of 1.0; see also Figure 8 (bottom); decomposed into square subdomains; H/h = 400; ε I = 1e−5; ε O = 1e−8; the stopping criterion is based on the norm of δũ; two MPI ranks per core; computed on magnitUDE. in two dimensions, we observe the expected decrease of coarse solves for NL-3 and NL-4, but we already benefit thereof for a smaller number of MPI ranks. While for the setting in Table 6 , NL-4 appears to perform best and outpaces the other four methods, NL-3 has the shortest runtime for the larger domain Ω = (0, 4)×(0, 4)×(0, 3) considered in Table 7 . The first observation is related to the smaller average time per inner loop for NL-4 (see Figure 11 ), while the latter effect is related to the comparable small number of outer Newton iterations in NL-3 in Table 7 .
5.6. Nonlocal nonlinearities in two dimensions. We now consider our model problem Channels (see subsection 5.1); see also Figure 7 (middle and right) for the geometry.
Here, the nonlinearities are no longer restricted to a single subdomain each, and, for this problem, the nonlinearity is not contained in the index set E for the NL-4 method. This is opposed to the NL-2 and NL-3 methods.
The results for a computation of our model problem on magnitUDE are presented in Table 8 and Figure 12 . Our expectations regarding a bad performance of NL-4 are confirmed, and NL-4 performs even worse than NK. For the remaining nonlinear FETI-DP methods, we obtain qualitatively similar results compared to tests with localized nonlinearities; see Tables 1 and 2 . Again, NL-2 is the fastest method, and NL-3 just slightly catches up. Thus, the lower local work still outweighs the higher number of coarse solves for NL-2, at least for this comparably small number of MPI ranks. Table 4 Model problem Localized Nonlinearities -Standard Inclusions (see subsection 5.1). New nonlinear FETI-DP algorithms (NL-1,-2,-3, and -4) compared to the more traditional Newton-Krylov-FETI-DP; domain Ω = (0, 1) × (0, 1) and H/h = 200 decomposed into square subdomains; η = 10h; ε O = 1e−12; ε I = 1e−7; two MPI ranks per core; computed on JUQUEEN. It is remarkable that the fastest nonlinear FETI-DP methods (NL-2 and NL-3) are, both, more than five times faster than the traditional NK approach for the largest problem in Table 8 . Here, even the NL-1 method is more than twice as fast as NK. Only the NL-4 method, with an index set E inappropriate for the problem, gives results similar to those of NK. This illustrates that the choice of the elimination index set E is critical.
Controlling the inner Newton iteration: Numerical results. For our
Grid problem, we consider a domain decomposition with ragged edges; see Figure 8 (right). Here, we present results for nonlinear FETI-DP methods with the additional ability of controlling the accuracy of the inner Newton iteration (section 4) using a sequential MATLAB implementation. The results are presented in Table 9 . For completeness, we also present the results of the corresponding traditional nonlinear FETI-DP methods (see the numbers in brackets).
It turns out that NL-2 and NL-3 do not lead to convergence for and beyond 16 subdomains due to an insufficient coarse space, but NL-ane-2 and NL-ane-3 do not suffer from this. Both methods perform quite similarly up to 16 subdomains, but for a larger number of subdomains the nonlinear preconditioner of NL-ane-2 gets more effective. Nevertheless, NL-ane-3 also ends up with smaller numbers of Newton steps and Krylov iterations compared to NK and the closely related NL-1 method without the computation of an initial value. For 256 subdomains NL-ane-2 saves more than 50% of Newton steps and more than 66% of Krylov iterations compared to traditional NK. Table 5 .
In contrast to NL-2 and NL-3, NL-4 converges to the correct solution for all numbers of subdomains, but the numbers of outer Newton steps and Krylov iterations are just slightly reduced compared to NL-1 without the computation of an initial value and NK, due to the fact that the nonlinearities are not contained in the index set E for NL-4. This, of course, also holds for NL-ane-4, and so the numbers of Newton steps and Krylov iterations of NL-4 and NL-ane-4 are quite similar. The big Table 5 Model problem Localized Nonlinearities -Standard Inclusions (see subsection 5.1). Inexact reduced nonlinear FETI-DP algorithms compared to the inexact reduced version of the more traditional Newton-Krylov-FETI-DP. Here, we consider as a domain Ω = (0, 2) × (0, 1) decomposed into square subdomains; p = 4; H/h = 200; η = 10h; ε I = 1e−6; ε O = 1e−12; two MPI ranks per core. Instead of the exact factorizations of S ΠΠ , we now have to set up an AMG preconditioner for S ΠΠ several times. We also have one AMG application per GMRES iteration; computed on the JUQUEEN supercomputer; also see Figure 10 . difference between methods NL-4 and NL-ane-4 is the number of local factorizations (inner Newton iterations), which is reduced by NL-ane-4 by more than 50%. Since the number of local factorizations of NL-ane-4 is less than two times the number of Newton steps, the elimination of u I reduces the global energy J just in some cases. As a consequence, NL-ane-4 is quite close to NL-1 without computation of an initial value.
Controlling the accuracy of the inner Newton iteration cannot reduce outer Newton steps or Krylov iterations when the elimination set E is inappropriate for the problem, but it avoids unnecessary inner Newton steps. It also enlarges the convergence radius of nonlinear FETI-DP methods and reduces the dependency on the coarse space.
5.8. Better scalability in nonlinear methods from localizing work. The nonlinear FETI-DP methods achieve their better scalability by localizing computa- Table 6 Model problem Localized Nonlinearities in 3D (see subsection 5.1). New nonlinear FETI-DP algorithms compared to the more traditional Newton-Krylov-FETI-DP; domain Ω = (0, 1.5)×(0, 1)× (0, 1) decomposed into cubic subdomains; p = 4; H/h = 30; centered spherical inclusions with diameter 0.6H; ε I = 1e−5; ε O = 1e−8; two MPI ranks per core; computed on magnitUDE.
Localized Nonlinearities in 3D Table 7 Model problem Localized Nonlinearities in 3D (see subsection 5.1). New nonlinear FETI-DP algorithms compared to the more traditional Newton-Krylov-FETI-DP; we use the same settings as in Table 6 except for Ω = (0, 4) × (0, 4) × (0, 3); computed on magnitUDE.
Localized Nonlinearities in 3D tional work. This is shown in Figure 13 , where we present the average runtimes per Newton step for the inner loops of the NL-2, NL-3, and NL-4 methods compared to the traditional Newton-Krylov method. A Newton step of the Newton-Krylov method has a cost comparable to an outer Newton step of the NL-1, NL-2, NL-3, or NL-4 method. It is apparent that the removal of the communication related to the operator B (and B T ) leads to a significant reduction of the average time per Newton step. For Here, we present the average runtime per Newton step for computations performed on magnitUDE; see Table 7 for the complete results. Fig. 12 . Model problem Nonlocal Nonlinearities -Channels: Weak scalability of new FETI-DP algorithms and the more traditional Newton-Krylov-FETI-DP algorithm on magnitUDE at Universität Duisburg-Essen; the fastest nonlinear FETI-DP methods (NL-2 and NL-3) are more than five times faster than the traditional NK approach; data from Table 8 .
the methods NL-3 and NL-4, a much better parallel scalability is also achieved. For the NL-2 method, the coarse operator (which is factored exactly in this computation) results in a drop of the parallel efficiency for 32 768 cores. This can be avoided by using a multilevel preconditioner for the coarse problem instead of a sparse direct solver; see subsection 2.6. We can conclude that moving computational work from the outer loop of nonlinear methods to the inner loop can reduce the computing times Table 8 Model problem Nonlocal Nonlinearities -Channels (see subsection 5.1). New nonlinear FETI-DP algorithms compared to the more traditional Newton-Krylov-FETI-DP; p = 4 and a multiplicative weight of α = 1e5 inside the channels and p = 2 and β = 1 elsewhere; each subdomain intersected by one channel; width of a channel is 1/2H; domain Ω = (0, 1.5) × (0, 1) decomposed into square subdomains; H/h = 400; ε I = 1e−7; ε O = 1e−8; two MPI ranks per core; computed on magnitUDE; also see Figure 12 .
Nonlocal Nonlinearities -Channels 2D; α = 1e5; p = 4; H/h = 400; exact FETI-DP; computed on magnitUDE and improve scalability.
6. Conclusion. We presented a framework unifying all known nonlinear FETI-DP and BDDC methods. At the same time, it was shown that these methods can be interpreted as nonlinear right-preconditioned Newton-Krylov methods. We compared the performance of five different variants, including standard exact FETI-DP as well as highly scalable inexact reduced FETI-DP approaches, using our parallel PETSc implementation. For two as well as three dimensional model problems with localized nonlinearities, it was shown that nonlinear methods could be twice as fast as traditional Newton-Krylov-FETI-DP. For certain model problems with nonlocal nonlinearities, the nonlinear methods could even be more than five times as fast. In most cases, the method denoted NL-2 (introduced in [28, 27] ) performed best, but for a large number of MPI ranks and subdomains the method denoted NL-3 (introduced recently in [35] ) outpaced the other methods. For the methods using nested Newton iterations, we have also presented a strategy to stop the inner Newton iteration early. The resulting algorithms using this approximate nonlinear elimination (NL-ane) proved to be significantly more robust in many cases. Finally, convincing scalability up to 131 072 JUQUEEN BlueGene/Q cores has been presented. Table 9 Model problem Nonlocal Nonlinearities -Grid (see subsection 5.1). New nonlinear FETI-DP algorithms controlling the accuracy of the inner Newton iteration compared to the more traditional Newton-Krylov-FETI-DP method and the closely related NL-1 method without computing the initial value; numbers in brackets belong to the runs of the corresponding traditional nonlinear FETI-DP method; div indicates no convergence; p = 4 and a weight of α = 1 inside the grid and p = 2 and β = 1 elsewhere; see also Figure 8 (left) ; Ω = (0, 1) 2 ; decomposed into square subdomains; N is the number of subdomains; H/h = 16; ε I = 1e−12; ε O = 1e−12; one MPI rank per core; computed on Schwarz.
Nonlocal Nonlinearities -Grid 
