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Abstract
This note describes an update of a study of the potential of the CMS experiment to discover
Z′ gauge bosons in the Z′ → µ+µ− decay channel. Unbinned maximum likelihood ts to
µ+µ− invariant mass distributions were used to extract signal and background contributions
from fully-reconstructed sets of simulated events. Using signal and background shapes only,
and taking into account realistic detector misalignment scenarios and various sources of
systematic uncertainties, the discovery reach for a representative set of Z ′ models was found
to be in the range between 2.9 and 3.8 TeV/c2 for an integrated luminosity of 10 fb−1.
1 Introduction
Additional heavy neutral gauge bosons (Z′) are predicted in many superstring-inspired [1] and grand
unied theories (GUTs) [2], as well as in dynamical symmetry breaking [3] and little Higgs [4] models.
There are no reliable theoretical predictions, however, of the Z′ mass scale. Current lower limits on the
Z′ mass are (depending on the model) of the order of 600900 GeV/c2 [5]. The mass region up to about
1 TeV/c2 is expected to be explored at Run II at the Tevatron [6]; the experiments at the LHC are going
to be the rst opportunity to search for Z′ bosons in a mass range signicantly larger than 1 TeV/c2.
This note gives an update of our work on the observability of the Z′ → µ+µ− channel in CMS, the results
of which have been reported in Ref. [7]. The studies described in Ref. [7] fully treated detector-response
and event-reconstruction issues (such as trigger and track-nding inefciencies, charge misassignment,
details of detector acceptance, momentum and mass resolution, etc.) and also addressed the performance
of various statistical methods for expressing the signicance of a supposed Z ′ signal. However, the ideal
detector performance (i.e., without taking into account effects of misalignment, miscalibration and pile-
up) was assumed, and the treatment of systematic uncertainties was not included. The goal of this study
is to obtain more realistic estimates of the Z′ mass reach by including realistic detector performance
and systematic uncertainties, at the same time taking into account numerous improvements in the event
simulation, trigger emulator, ofine reconstruction, and analysis itself since Ref. [7].
Once a Z′ boson is discovered, its observables can be used in the attempt to identify the theoretical
framework to which it belongs. The measurement of the forward-backward asymmetries of leptonic
decay products, both at the resonance peak and off the peak, has long been known as a powerful tool to
identify Z′ [8, 9]. The results of our study of the forward-backward asymmetry of muon pairs in CMS
are described in Ref. [10], a companion note using the same tools as Ref. [7]. Spin discrimination of new
heavy resonances based on an unbinned likelihood ratio statistic incorporating the angles of the decay
products is discussed in Ref. [11].
2 Event generation and reconstruction
All signal and background samples used in this study were generated with PYTHIA [12] version 6.227
(with photon emission off incoming or outgoing quarks and leptons switched on) and the CTEQ6L set
of parton distribution functions [13] from LHAPDF [14] version 4.1.1.
From a large variety of Z′ bosons described in the literature, we study six which are frequently discussed,
and whose properties are thought to be representative of a broad class of extra gauge bosons:
• ZSSM within the Sequential Standard Model (SSM), which has the same couplings as the Standard
Model Z0 and is often used as a benchmark by experimentalists. It is available in the PYTHIA
generator [15].
• Zψ, Zη and Zχ, arising in E6 and SO(10) GUT groups. In order to generate them, we calculated the
values of their couplings to quarks and leptons using expressions from Refs. [9, 16] and introduced
them (in place of ZSSM couplings) into PYTHIA.
• ZLRM and ZALRM, arising in the framework of the so-called left-right [17] and alternative left-
right [18] models. Their couplings were calculated according to the formalism in Ref. [6]; we
considered the case of gR = gL.
The generation of signal events with PYTHIA includes the full γ∗/Z0/Z′ interference structure. We
make the usual assumption that Z′ bosons decay only to three ordinary families of quarks and leptons
and that no exotic decay channels are open. Expected properties of Z′ bosons for the models studied are
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Table 1: Summary of expected properties of Z′ bosons for six studied models. For each model, the rst
column shows the ratio of the total Z′ decay width Γ to its mass M , the second column shows the dimuon
branching ratio Br. The three middle columns, labeled σLO ·Br, give the product of the pure-Z′ leading-
order production cross section and the branching ratio for three studied Z ′ masses; the last three columns
give σLO · Br obtained when the full γ∗/Z0/Z′ interference structure is included. The numbers quoted
are for the mass intervals above 400 GeV/c2 for M = 1 TeV/c2, above 1.5 TeV/c2 for M = 3 TeV/c2,
and above 3 TeV/c2 for M = 5 TeV/c2. The values of σ · Br in the three middle columns correspond to
Z′-only samples not used in our study; the values in the last three columns refer to the full-interference
samples that we did use.
Model Γ/M , Br (Z′→µ+µ−), σLO · Br, fb σLO · Br, full interference, fb
% % (PYTHIA) (PYTHIA)
1 TeV/c2 3 TeV/c2 5 TeV/c2 1 TeV/c2 3 TeV/c2 5 TeV/c2
ZSSM 3.1 3.0 480 1.9 0.034 610 2.8 0.050
Zψ 0.6 4.0 130 0.5 0.009 340 1.7 0.032
Zη 0.7 3.4 150 0.6 0.011 370 1.8 0.035
Zχ 1.3 5.7 280 1.0 0.014 500 2.2 0.038
ZLRM 2.2 2.3 310 1.2 0.020 500 2.3 0.040
ZALRM 1.6 8.6 580 2.6 0.051 740 3.7 0.077
summarised in Table 1. The cross sections are shown at leading order (LO), as predicted by PYTHIA. We
scale them by a constant K factor of 1.35 [19] in order to take into account the next-to-next-to-leading
order (NNLO) QCD corrections. Electroweak higher-order corrections are not yet accounted for (see
discussion in Section 5.3.1).
The dominant (and irreducible) background to pp → Z′ → µ+µ− is the Drell-Yan production of muon
pairs, pp → γ/Z0 → µ+µ−. The values of the Drell-Yan cross section in PYTHIA in different mass
intervals are listed in Table 2; we scale them by the same K factor of 1.35 [19] to get an agreement
with the NNLO QCD calculations. The overall contribution from ZZ, ZW, WW, and tt¯ was found to
be at the level of only a few percent of the Drell-Yan background and can be further suppressed by
signal-selection criteria with almost no reduction in signal efciency; we neglected this contribution at
the present stage of analysis. A few other potential background sources (like cosmics, jet-jet, W-jet, bb¯,
hadron punchthroughs, and poorly measured Z0 → µ+µ− events) have not been studied yet, but their
contribution is expected to be small.
Table 2: Production cross section of Drell-Yan muon pairs in several representative mass intervals, as
predicted by PYTHIA. For comparison we note that PYTHIA cross section for prompt muon pair pro-
duction in the mass range above 1 TeV/c2 is 0.3 fb both for the diboson channel (ZZ, ZW, and WW
combined) and for tt¯.
Mass interval, TeV/c2
> 0.2 > 0.4 > 1 > 1.5 > 2 > 3
σLODY, fb 2.5·103 220 6.6 1.1 0.24 0.020
The detector response was simulated with the GEANT4-based OSCAR package [20], version 3 9 8.
The digitization (simulation of the electronic response), the emulation of the Level-1 and High-Level
(HLT) Triggers, and the ofine reconstruction were performed with the CMS full-reconstruction ORCA
package [21], version 8 13 2. Both in-time and out-of-time pile-up of inelastic and diffractive collisions
has been included, with an average of 5.0 and 25.0 minimum-bias collisions per bunch crossing for
low luminosity (L = 2 × 1033 cm−2 s−1) and high luminosity (L = 1034 cm−2 s−1) phases of LHC














Figure 1: Fraction of Drell-Yan µ+µ− events with both muons within the full geometrical acceptance of
the muon system as a function of the µ+µ− invariant mass, as predicted by PYTHIA.
at the well-advanced stages of the data taking have been taken into account by using two misalignment
scenarios developed in the framework of the CMS reconstruction, referred to as the rst data and the
long term scenarios [22]:
• The rst data scenario gives an estimate of the alignment achieved with an integrated luminosity
of about 0.1 fb−1 and corresponds to the situation when the pixel detector is aligned with tracks and
the rst information from the Laser Alignment System (LAS) is available for the muon detectors.
• The long term scenario describes the expected residual alignment uncertainties once the perfor-
mance of the LAS reaches its design level and the alignment with tracks is done in all tracking
detectors. The current estimate is that this can be achieved with an integrated luminosity of about
1 fb−1.
As a result, for each of the Z′ models above, several sets of simulated samples corresponding to different
possible combinations of luminosities and misalignment scenarios were produced at each of three mass
values of 1, 3, and 5 TeV/c2. Since the Drell-Yan cross section falls rapidly with the mass of the muon
pair, Drell-Yan background was generated in six mass intervals (with lower mass bounds of 0.2, 0.4, 1,
1.5, 2, and 3 TeV/c2), again for different combinations of luminosities and misalignment scenarios.
3 Event selection and reconstruction efciency
The fraction of Drell-Yan µ+µ− events with both muons within the full geometrical acceptance of the
muon system (|η| < 2.4) is shown in Figure 1 as a function of the µ+µ− invariant mass in the interval
between 500 GeV/c2 and 5 TeV/c2. The acceptance efciency increases from about 80% at 1 TeV/c2 to
almost 95% at very high masses. The acceptance of Z′ → µ+µ− events is very similar. Nearly all of the
muons inside the geometrical acceptance have momentum large enough to reach the muon chambers.
At the rst step of the analysis we require that the event pass the logical OR of single-muon and dimuon
triggers, both Level-1 and HLT. We use the default ORCA implementations of low-luminosity and high-
luminosity muon trigger algorithms described in Refs. [23, 24], with the exception of the HLT calorime-
ter isolation criterion requiring that the weighted sum of energy deposits in ECAL and HCAL in a cone
around the muon direction be below a pre-dened threshold. Its current implementation leads to signi-
cant efciency losses for isolated high-pT muons (since they are often accompanied by electromagnetic
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showers) and is currently being worked on; we do not apply HLT calorimeter isolation in this study
(tracker isolation is applied). The nominal Level-1 pT thresholds are 14 GeV/c and (3 GeV/c; 3 GeV/c)
for the single-muon and dimuon triggers, respectively, at low luminosity, and 20 GeV/c and (5 GeV/c;
5 GeV/c) at high luminosity. The corresponding HLT thresholds are 19 GeV/c and (7 GeV/c; 7 GeV/c)
at low luminosity, and 31 GeV/c and (10 GeV/c; 10 GeV/c) at high luminosity. An increase in the trig-
ger rate in the absence of calorimeter isolation should be mitigated by higher pT thresholds; we have
checked that raising the pT thresholds of the single-muon HLT by 1020 GeV/c with respect to their
nominal values changes trigger efciency for our signals by a negligible amount.
For the Z′ models that we study (as well as for the Drell-Yan background), the combined Level-1/HLT
trigger efciency at low luminosity is about 98% at 1 TeV/c2 and decreases with the Z′ mass down
to about 95% at 5 TeV/c2. At high luminosity, the trigger efciency is 95% at 1 TeV/c2 and 93% at
5 TeV/c2. These efciencies are relative to having at least one muon inside the geometrical acceptance
of the single-muon trigger (|η| < 2.1) and both muons from the Z′ decay inside the full acceptance
of the muon system. No dependence of trigger efciency on tracker and muon misalignment has been
observed, in agreement with the results reported in Ref. [25].
At the next step of the analysis, performed only on those events that pass the trigger, we require that there
be at least two muons of opposite sign charge reconstructed ofine. Detailed description of ofine muon
reconstruction can be found in Ref. [24]. For each muon candidate, we examine the results of ts to two
subsets of hits associated to this candidate: 1) excluding all muon hits except for those in the innermost
muon station, and 2) excluding hits in muon chambers appearing to contain electromagnetic showers.
Optimal performance for high-pT muons is achieved by choosing the best t on a track-by-track basis
using goodness-of-t variables.
The fraction of Z′ events with an opposite-sign dimuon reconstructed ofine is about 97% at 1 TeV/c2
for both the rst data and the long term misalignment scenarios, and decreases slightly with the Z ′
mass, to about 95% at 5 TeV/c2 for the long term misalignment scenario. The efciencies quoted are
calculated relative to the number of events accepted by the trigger and with both muons from the Z ′
decay within the full geometrical acceptance of the muon system. Reconstruction efciency and charge
misidentication probability for high-pT muons in different misalignment scenarios is discussed in more
detail in Ref. [24].
Currently we apply no cuts aimed at suppressing the reducible backgrounds mentioned in Section 2.
Potential cuts include muon isolation, jet veto, requirements that the two muons be back-to-back in
the plane transverse to the beam direction and originating from the common vertex, and others. The
usefulness of these cuts can be understood only after a detailed study of background sources other than
the Drell-Yan. The common expectation is that if these cuts are needed they will be loose and result only
in a small inefciency for the signal.
The overall efciency  including acceptance, trigger and ofine reconstruction  for Z ′ → µ+µ− events
with a mass between 1 and 5 TeV/c2 lies in the range of 7785% at low luminosity, and of 7583% at
high luminosity.
4 Mass spectra and tting procedure
Prior to the calculation of the invariant mass of an opposite-sign muon pair, Mµµ, a search for photon
candidates in a cone with a radius of ∆R =
√
(∆φ)2 + (∆η)2 < 0.1 around the trajectory of each muon
is performed, and the 4-momentum of the photon candidate with the smallest ∆R in the cone is added
to the 4-momentum of the muon. This procedure recovers some of the energy lost by the muon via nal
state radiation and radiative processes in the detector, thus improving the invariant mass resolution.
The resolution for Mµµ depends strongly on the misalignment scenario, and weakly on the amount of
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pile-up. If the long term misalignment scenario for the tracker and the muon chambers is considered,
the sigma of the Gaussian t to the mass resolution curves varies from 4.2% at 1 TeV/c2 to 9.0% at
5 TeV/c2; the RMS truncated at ±30% is ∼ 6% at 1 TeV/c2 and ∼ 10% at 5 TeV/c2. The corresponding
numbers for the rst data misalignment scenario at 1 TeV/c2 are σ = 12.5% and RMS ∼ 12%. The
bias in the mass resolution does not exceed 1% for the long term scenario at all masses considered and
for the rst data scenario at 1 TeV/c2.
The focus of our studies is the regime close to the discovery limit, which is characterized by a modest
number of accumulated events. In what follows, we use ensembles of Monte Carlo (MC) experiments
selected from available large-statistics signal and background samples. The number of events in each
experiment, Nevt, uctuates according to a Poisson distribution with a mean of σ ·Br ·
∫
Ldt ·ε, where∫
Ldt is the integrated luminosity and ε is the combined trigger and reconstruction efciency. The mass
distribution is composed of Mµµ values in Nevt events satisfying all selection criteria and not yet used
in previous MC experiments. Our estimates of the background contribution include Drell-Yan events
produced outside of the mass region of interest but promoted inside it in the course of reconstruction;
this contribution is not negligible given the rapid decrease of the Drell-Yan cross section with the mass
and the tails currently present in the mass resolution.
In order to test for the existence of a resonance and to measure its parameters if it is found to exist, an
unbinned maximum likelihood t of the Mµµ values in each MC experiment is appropriate. One can
imagine that, in the initial data analysis, one is condent about the background shape but not the absolute
normalization. In this case, data can be t with a sum of signal and background shapes, presumed
known, with the signal fraction as a free parameter. In the presence of a signal, one can x or let vary the
mass and the width as well. Thus, as a model of the probability density function (pdf), p, of the parent
population of the observed mass spectra, we use
p (Mµµ; fs,m0,Γ) = fs · ps (Mµµ;m0,Γ) + (1− fs) · pb (Mµµ). (1)
Here
• ps, the pdf of the signal, is a convolution of a Breit-Wigner signal shape with a Gaussian accounting
for mass resolution smearing. The convolution includes the dependence of the mass resolution on
Mµµ, but the radiative tail of the signal is not yet accounted for.
• pb, the pdf of the background, is modeled as an exponential, exp(−k ·M 0.3µµ ), with the parameter
k determined from ts to Drell-Yan events. This pdf, with the value of k of 2.0, gives a good
description of the background shape in the whole mass region between 400 and 5000 GeV/c2.
There are three free parameters in the t: the signal fraction fs = Ns/(Ns + Nb), the position of
the mass peak m0, and the full width at half maximum (FWHM), Γ, of the signal. The shape of the
background distribution is xed, while its level is determined by the t: fs is a free parameter. Therefore,
the t explores the difference in shape between the signal and the background, and is not sensitive to
uncertainties in the expected signal and background levels.
The background shape is currently determined from ts to large-statistics background-only simulated
distributions in a broad region around the mass of the studied signal, including the region under the
signal peak. In the real experiment, the shape will likely have to be extracted from the data in signal-
free regions. In our case, there will exist only one such side band: the region of lower masses already
explored (with the negative result) in earlier Z′ searches. The background shape measured there will need
to be extrapolated to higher masses. The accuracy of predicting the background shape is an important
contribution to the systematic uncertainty of the analysis and is discussed in Section 5.3.3.
We implemented two variants of the maximum likelihood method, the standard and the extended (with
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Figure 2: Histograms of the mean mass of the signal, m0 , obtained from signal-plus-background ts to
mass distributions in two ensembles of MC experiments, for 1 TeV/c2 Zψ plus background at 0.1 fb−1
using the rst data misalignment scenario (left) and for 3 TeV/c2 ZSSM plus background at 10 fb−1
using the long term scenario (right), both for low luminosity parameters. Each entry is the mean mass
of the signal reconstructed in an individual MC experiment; the curves superimposed are the results of a
Gaussian t.
discussion in Ref. [26], because the pdf implemented here belongs to a particular class of applications,
both methods give identical estimates of the parameters and their uncertainties.
Fits to ensembles of MC experiments are performed at various Z′ masses and for various misalignment
scenarios. Two examples of m0 distributions, obtained from ts to 1 TeV/c2 Zψ assuming the rst data
alignment and to 3 TeV/c2 ZSSM and the long term alignment, are shown in Figure 2. One can see
that the spread of m0 around its mean value is about 50 GeV/c2 in both cases. These and other results
indicate that should Z′ be discovered in the dimuon channel, its mass will be measured with a precision of
at least 7% at Mµµ = 1 TeV/c2 assuming the rst data alignment, 4% at 3 TeV/c2 and the long term
alignment, and 8% at 5 TeV/c2 and the optimal alignment (all numbers correspond to the 5σ discovery
limit).
The situation is much less favorable for the signal FWHM. In the absence of non-standard decays (such
as decays to exotic fermions), the Z′ bosons are expected to be narrow resonances, with widths not ex-
ceeding 23% of their masses (Table 1). Even for masses as low as 1 TeV/c2 and the optimal alignment,
such widths currently represent only a small fraction of the full measured signal FWHM, which is dom-
inated by the mass resolution smearing (cf. the numbers in the second paragraph of this section) and can
presently only be reconstructed with large uncertainties. Future improvements in muon momentum reso-
lution and in the tting procedure described above should clarify the feasibility of FWHM measurement
in the dimuon channel.
5 Signal observability
5.1 Significance estimators
A variety of methods exists for expressing the statistical signicance S of a putative signal (or lack
thereof) in the presence of background. Our studies of the performance of several common signicance
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estimators in the small-statistics low-background regime characteristic of a Z ′ search are described in
Ref. [7]. The main conclusion drawn from these studies was that a likelihood-ratio-based test statistic,
which has desirable properties in the search for Higgs decay to four muons [27], also performs well in




2 ln (Ls+b/Lb) , (2)
where Ls+b is the maximum likelihood value obtained in the full signal-plus-background unbinned max-
imum likelihood t, and Lb is the maximum likelihood from the unbinned background-only t. As
discussed in [7], Gaussian behaviour of SL is expected only if the difference in the number of free pa-
rameters between the signal-plus-background and the background-only hypotheses is equal to one. This
condition is obtained by xing both m0 and Γ in the ts using the pdf of Eq. (1).
We follow a common convention in using the (arbitrary, but useful for comparison) specication that
S > 5 is necessary to establish a discovery. This S refers to the local excess without accounting for the
degree of freedom due to the unknown mass; how one might de-rate S in a time-dependent way in this
context as data comes in will be the subject of a future study.
5.2 CMS discovery potential in Z′ → µ+µ− channel
In this section we apply the above tools to characterize the discovery potential of CMS in the Z ′ → µ+µ−
channel. I.e., within the 5σ discovery convention, what is the mass range in which CMS can discover
Z′ bosons with a given amount of data? Or, correspondingly, what integrated luminosity is needed to
discover a Z′ of a certain mass?
To answer these questions, we evaluated the statistical signicance of various expected signal-plus-
background samples by using Monte Carlo calculation and ts described in the previous sections of
this note. All available Z′ samples were considered; the evaluation was repeated at several values of in-
tegrated luminosity. Table 3 gives a summary of the signal signicance expected for different Z ′ models,
masses and integrated luminosities. The numbers shown are for the rst data misalignment scenario
and low luminosity parameters for
∫
Ldt = 0.1 fb−1, the long term misalignment scenario and low
luminosity parameters for 10 fb−1, and the long term misalignment scenario and high luminosity pa-
rameters for 300 fb−1.
Table 3: Average values of the likelihood-ratio signicance estimator SL for six different Z′ models, at
three signal mass points and for a few representative values of an integrated luminosity. The uncertainties
shown are statistical only.
Mass 1 TeV/c2 3 TeV/c2 5 TeV/c2∫
Ldt 0.1 fb−1 10 fb−1 300 fb−1
ZSSM 12.4 ± 0.2 10.1 ± 0.2 5.8 ± 0.1
Zψ 5.1 ± 0.2 4.4 ± 0.1 2.4 ± 0.2
Zη 5.5 ± 0.2 5.1 ± 0.1 2.9 ± 0.1
Zχ 9.1 ± 0.2 6.7 ± 0.2 3.2 ± 0.1
ZLRM 9.0 ± 0.2 7.4 ± 0.2 4.1 ± 0.1
ZALRM 13.3 ± 0.3 11.8 ± 0.2 7.7 ± 0.2
We use the same combinations of luminosities and misalignment scenarios to calculate the integrated
luminosity needed to reach 5σ signicance. The results for various Z′ models are shown in Figure 3 as a
function of Z′ mass. One can see that
• A very low integrated luminosity, less than 0.1 fb−1, and non-optimal alignment of the tracker and
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Figure 3: Integrated luminosity needed to reach 5σ signicance (SL = 5) as a function of Z′ mass
for (top to bottom) Zψ , Zη , Zχ, ZLRM, ZSSM and ZALRM. Symbols indicate fully-simulated mass-
luminosity points, lines are the results of interpolations between the points. Appropriate pile-up, trigger,
and alignment settings are used for each luminosity. Statistical uncertainties are smaller than the size of
the symbols.
the muon detectors should be sufcient to discover Z′ bosons at 1 TeV/c2, a mass value which will
likely be above the Tevatron reach. One would need about 50% less data to reach the same signal
signicance if the optimal alignment is achieved.
• An integrated luminosity of 10 fb−1 is sufcient to reach 5σ signicance at 3 TeV/c2 for most (but
not all) of the Z′ models considered if the optimal alignment is available: depending on the model,
the mass reach is in the range between 2.9 and 3.8 TeV/c2.
• An integrated luminosity of 100 fb−1 does not allow one to obtain 5σ signicance at 5 TeV/c2 with
only the Z′ → µ+µ− channel for any of the models considered: the corresponding mass reach lies
in the region between 3.9 and 4.9 TeV/c2.




The main sources of systematic uncertainties are expected to be a) theoretical uncertainties (parton distri-
butions, higher-order corrections, etc.), b) uncertainties arising from an imperfect knowledge of the de-
tector (alignment, calibration, magnetic eld), and c) uncertainties in the tting procedure (background
shape, functional forms of pdf’s, mass resolution, etc.). Evaluation of these uncertainties and of their
impact on the Z′ mass reach is discussed in this section.
5.3.1 Theoretical uncertainties
Our current estimates of the Z′ mass reach depend on the accuracy of the modeling of the Standard Model
processes and of the Z′ boson production. The following sources of theoretical uncertainties have been
studied:
• Higher-order QCD corrections. We use a constant KNNLOQCD factor of 1.35 to rescale PYTHIA
cross sections for Drell-Yan and Z′ bosons to NNLO QCD predictions. This is an approximation,
since such a reweight does not take into account variations of the ratio of NNLO and LO cross
sections with the invariant mass and other observables, such as rapidity and pT. It was shown [19]
that the variations of the KNNLOQCD factor with the mass in the mass interval between 500 GeV/c2
and 5 TeV/c2 is in the range of ∆KQCD = ±0.05; the dependence on other observables and
the ensuing impact on acceptance, efciency, etc. remains to be studied. Since K is expected to
be nearly identical for the signal and dominant background, the effect of changes in K from the
nominal value K0 = 1.35 is to scale the expected signicance by
√
K/K0.
• Higher-order electroweak corrections. Only preliminary estimates of electroweak next-to-lea-
ding order corrections exist for the LHC and Mµµ > 1 TeV/c2 [28]. Currently, we use KEW =
1 for the central values of signal and background cross-sections, and assign an uncertainty of
∆KEW = ±0.10 based on discussions in Ref. [28].
• Parton distribution functions (PDFs). We use the CTEQ6.1M eigenvector PDF sets [13] and
the master equations in Ref. [29] to evaluate the uncertainties characterizing current knowledge
of the parton distributions. The effect on the total cross section σ was found to be similar for the
Drell-Yan background and for the studied Z′ models at any given mass, with prediction uncer-




at Mµµ = 1 TeV/c2, raising to −10%+12% at Mµµ = 3 TeV/c
2
,
and reaching as much as −20%
+30%
at Mµµ = 5 TeV/c2. The effect on other observables and on the
acceptance has not been studied yet, but is expected to be small.
• Hard process scale. The dependence of the observables on the choice for renormalization and
factorization Q2 scales, µR and µF , is unphysical and is commonly taken as a rough estimate of
the uncertainty due to unaccounted higher orders in QCD calculations. The study of the sensitivity
of the Drell-Yan cross section to the choice for the QCD scale is described in Ref. [19]. Both µF
and µR were varied in the range of Mµµ/2 < µ < 2Mµµ around the default choice of µ = Mµµ,
and the mass-dependent variations of the cross section obtained. At NNLO, they are smaller than
±1% at 1 TeV/c2, but as large as −25% (for µ = 2Mµµ) and +5% (for µ = Mµµ/2) at 5 TeV/c2.
We use the NNLO estimates given in Ref. [19] for both the Drell-Yan and the Z′ bosons.
Since our analysis relies only on the background shape and not on any assumptions about background
normalization, the uncertainties in signal and background cross sections described in this section will
not have any direct impact on the calculation of signicance once a data set is in hand. They do effect,
however, estimates of the Z′ mass reach based on Monte Carlo predictions for the signal and the back-
ground. We combine them in quadrature, and use the obtained mass-dependent band as 1σ uncertainty in
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Figure 4: Integrated luminosity needed to reach 5σ signicance (SL = 5) as a function of Z′ mass for
Zψ and ZALRM models. Solid lines show the best estimates, dashed lines indicate boundaries of the band
corresponding to the predictions with ±1σ theoretical uncertainty.
the expected number of signal and background events. This band is then translated into 1σ uncertainty in
the prediction of the mean integrated luminosity needed to reach 5σ signicance for any given Z ′ model.
This uncertainty, and the best estimates of the luminosity, is shown in Figure 4 for the models with the
smallest and the largest values of σ · Br among the models studied, Zψ and ZALRM.
5.3.2 Uncertainties in the detector performance
The key element in the performance of high-pT muon reconstruction and, therefore, for the Z′ mass reach
is the alignment of the tracker and the muon system. Unlike the muons in the region of low and moderate
pT values, where the inuence of the tracker alignment is predominant, both the tracker alignment and
the muon system alignment play an important role for the muons at TeV scale. We take them into
account by using the two realistic misalignment scenarios developed in the CMS reconstruction, the
rst data and the long term. These scenarios, however, are only based on the current best estimates
(and sometimes guesses) of expected alignment uncertainties and will be rened as better estimates
from alignment studies become available. Therefore, they have intrinsic uncertainties, which at the
moment cannot be evaluated. As discussed above and in Ref. [25], neither the trigger efciency nor the
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ofine reconstruction efciency for high-pT muons is affected by the misalignment even in the worst-
case scenario once the alignment position uncertainties are used in reconstruction algorithms [22]. So
uncertainties in alignment translate mainly into uncertainties in the invariant mass resolution. We show
below that even sizable variations in the width of the mass resolution have only a small impact on the Z ′
mass reach.
Another potentially important source of systematic uncertainties is the uncertainty in the calibration
precision of the muon chambers. The impact of uncertainties in the calibration of the Drift Tube chambers
on the Z′ mass reach has been studied by 1) changing the t0 offsets for all chambers by ±2 ns, and
2) scaling drift velocity (changing time-to-distance relationship) by ±3%. These variations represent
conservative upper bounds on corresponding effects [30]. The effect of changing t0 offset was found to
be negligible for Z′ samples at all studied mass values and for both misalignment scenarios considered.
The scaling of drift velocity has a negligible impact for the rst data misalignment scenario with its
rather poor mass resolution, but results in an increase of 510% in the width of the mass resolution for the
long term scenario (no change in trigger and dimuon reconstruction efciencies). This translates into
a negligible effect in the Z′ mass reach. Uncertainties in the calibration of the Cathode Strip Chambers
are less critical and hence are expected to have a negligible impact on the Z ′ detection as well.
The effect of uncertainties in the knowledge of the magnetic eld remains to be studied.
5.3.3 Uncertainties in background shape and mass resolution
Many experimental uncertainties have a negligible or small impact on the results of our studies because
the proposed analysis method is not sensitive to uncertainties in the predicted levels of signal and back-
ground processes. For example, only the mass dependence of the uncertainty in the muon reconstruction
efciency needs to be taken into account, not the absolute uncertainty. The same is true for the trigger
efciency and for the uncertainty in the Mµµ scale. Among those uncertainties that do not cancel out,
two seem to be particularly important: the uncertainty in the background shape, and the uncertainty in
the mass resolution.
As described above, the background shape is currently determined from ts to background distributions
predicted by the Monte Carlo simulation. In the analysis of real data, this MC-based shape will be
compared with (and perhaps tuned to) the background shape in the region of low masses where one
has high statistics of background events. The issue is then the reliability of the extrapolation from the
steeply falling spectrum into the candidate signal region. This will have to be studied in detail once the
real data starts to be available. What is interesting to explore at this stage of analysis is how rapidly the
signicance deteriorates as the ratio of background events in the high-statistics normalization region to
background events in the candidate signal region is wrongly predicted by the MC-motivated background
shape. To study this, we multiply our background pdf (pb in Eq. (1)) by a function which is unity
in the high-statistics background-only region and smoothly transitions to a tunable value, f , under the
candidate mass peak. Figure 5 shows the dependence of signal signicance on f for the models with the
smallest and the largest values of σ ·Br among the models studied, Zψ and ZALRM. Values of integrated
luminosity were chosen to correspond to 5σ signicance for each model at f = 1. For f = 2 (assuming
twice as much background in the signal region as there really is), 5σ becomes 4.2σ for ZALRM and is
about 3.7σ for Zψ. For f around 1.1 or 1.2, the change in S is of the order of a few per cent.
Sensitivity of the Z′ mass reach to uncertainties in the invariant mass resolution has been studied by
applying extra Gaussian smearing to the reconstructed values of Mµµ of both the signal and background
events and comparing the signal signicance obtained with modied Mµµ values to that calculated with
the nominal Mµµ values. We found that an increase of 10% in the mass resolution width, σM , reduces
the signal signicance by less than 2% at the values of SL close to 5; 20% worse resolution gives 5%
or less smaller SL. The effect is not very big, indicating that an approximate knowledge of σM should
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Figure 5: Average signal signicance as a function of the background scale factor f for ZALRM and Zψ
(see text for more details).
sufce. (This exercise does not check, however, the effect of extreme tails of the mass resolution being
bigger than expected, which could lead to a background shape (and amount) different from that obtained
from the simulation.) The knowledge of σM as a function of Mµµ is also used in the pdf of the signal in
Eq. (1), where it denes the width of a Gaussian accounting for resolution smearing of the signal shape.
This does not need to be very precise either: assuming resolution 20% better that it really is reduces SL
by less than 1%.
6 Conclusion
The main results of this study are the curves in Figure 3, which show the integrated luminosity needed
to discover Z′ bosons in the dimuon decay mode for a variety of Z′ models and masses. It should be
possible to enter a yet unexplored Z′ mass region above 1 TeV/c2 at the earliest stages of data taking,
with an integrated luminosity of only 0.1 fb−1 and non-optimal alignment of the tracker and the muon
detectors. For a luminosity of 10 fb−1 and the optimal alignment, the Z′ discovery reach is in the range
between 2.9 and 3.8 TeV/c2.
To obtain these curves, we used full simulation and reconstruction of signal and background processes,
which included expected alignment precision and pile-up of minimum bias collisions, and examined
trigger and reconstruction efciencies. Unbinned maximum likelihood ts to µ+µ− invariant mass dis-
tributions were used to extract signal and background contributions from sets of simulated events; these
ts relied on signal and background shapes only and were not sensitive to their predicted absolute levels.
Different sources of systematic uncertainties were studied and their impact on the detection of Z ′ bosons
in CMS evaluated.
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