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Abstract
Ever since the discovery of integer quantum Hall (QH) state by von Klitzing in 1980 [1], a
two-dimensional electron gas (2DEG) subject to a perpendicular magnetic eld has been a
major playground of condensed matter physics, generating both exotic phases and intriguing
concepts. In the quantum limit, or the lowest Landau level (LL), the most famous example
is the fractional QH state, an incompressible quantum liquid manifesting quasiparticles of
fractional charge [2, 3].
In this thesis, we present experimental magnetotransport studies in the high LL regime,
exploiting state-of-art GaAs 2DEGs. For LL index N  2, instead of the fractional QH
states, the ground state is replaced by charge density waves (CDW) - stripe and bubble
phases [4, 5, 6, 7]. At very high LLs where the energy scales are comparable between
cyclotron gap and disorder and radiation frequency, a distinct class of non-equilibrium
oscillations [8] emerge when the system is driven by microwaves [9, 10].
In the rst part of the thesis we provide a general introduction to the fundamentals of the
magnetotransport of quantum Hall system, focusing on high Landau levels. In chapter 1,
we discuss the vehicle of choice for our experiments, which is a GaAs 2DEG. We discuss how
a clean 2DEG is achieved, what the residue disorders are, and the attempt to characterize
the \quality" of a 2DEG. The development of the eld of quantum Hall systems has been
largely driven by experiments, especially on magnetotransport. Nevertheless, rather than
going by the experimental phenomena, here we take a approach which separates the problem
into two layers. In chapter 2, we discuss the ingredients in the problem, and focus on the
question: what is the ground state of the 2DEG in the presence of the magnetic eld? In
chapter 3, we focus on the magnetotransport properties of a 2DEG in dierent phases.
The second part of the thesis is devoted to experiments on the stripe and bubble phases.
In chapter 4, we present a detailed study of the stripe orientation under in-plane magnetic
elds Bk [11, 12]. We establish a rich phase diagram demonstrating that the stripe orien-
tation under Bk is sensitive to a number of parameters, including the spin and LL index,
partial lling factor , and the magnitude of Bk [13, 14, 15]. Our ndings highlight that
the stripe orientation is a robust reection of the electron-electron interactions especially
screening properties in the high LL regime, and shed new light on the longstanding mystery
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of native stripe orientation. In chapter 5, we show that the stripes can be prepared into a
metastable orientation [16] and study the relaxation process from one orientation to another.
We nd sharp jumps of resistance in the relaxation process, similar to the Barkhausen noise
in magnetic systems while of much larger amplitudes, as well as telegraph noise, in our
macroscopic samples. Our results reveal unambiguously the existence of domain structures
in the stripe phase, and suggests large correlation length of the stripe phase. Chapter 6
presents the study of the eect of alloy disorder in stripe and bubble phases. We nd
that with increasing alloy disorder concentration, the resistance anisotropy in the stripe
phase decreases, and stripes decay faster as one moves to high LLs. On the other hand,
the melting temperature of stripes and the Bk-induced reorientation of stripes, has very
weak dependence on the concentration of alloy disorder, suggesting that these processes are
dominated by the alignment of stripe domains (rather than local stripe order), which is
insensitive to alloy disorder. We also nd that the addition of alloy disorder stabilizes the
bubble phases.
The third part consists of experiments under microwave radiations at very high LLs. In
chapter 7 we present the discover of ne structure in microwave-induced resistance oscil-
lations (MIRO) [17]. The ne structures manifest the peculiar feature that the resistance
oscillations as a function of the magnetic eld have the extrema (in B) not only decided by
the radiation frequency, but also the power. We identify the origin of the ne structures as
due to multi-photon assisted scatterings with sharp disorder. In chapter 8 [18] we present
the detection of magneto-plasmons (MP) extending to order n = 25, in the Shubnikov-de
Haas oscillation (SdHO) regime. The observed MP modes demonstrate alternating behavior
at even and odd order, as well as retardation eects due to light-electron interactions at
low orders . Our experiments demonstrate the technique exploiting SdHO as a surprisingly
sensitive and elegant means to detect and investigate high-order MP modes.
v
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Part I
Fundamentals
1
Chapter 1
Two-dimensional electron systems
1.1 Realizing a clean 2DEG
Starting with Si MOSFET (metal-oxide-semiconductor eld-eect-transistor)[1, 19] and now
seeing continuous excitement in exfoliated Van der Waals materials such as graphene [20, 21],
2DEGs have been realized in various forms. The most clean system which has been the
superior playground for exploring various exotic phases so far, has been a thin layer of
GaAs sandwiched by AlGaAs. The GaAs has a smaller band gap and lower conduction
band energy than the AlGaAs, therefore, it serves as a quantum well. The possibility to
realize a clean 2DEG in this system, in the rst place, is based on the nearly identical
lattice constant of the two materials and the precise layer control and high purity provided
by molecular beam epitaxy (MBE) growth. The mobile carriers in the GaAs channel, are
provided by Si doping. To minimize the eect of ionized donors on the carriers, an important
method called \modulation doping" was developed, namely, the Si donors are incorporated
in AlGaAs, separated from the 2DEG by a spacer of thickness d. The electrons migrate
to the GaAs channel because of its low conduction band energy, and experience a weak
scattering potential from the ionized donors.
To achieve the cleanest 2DEG with the least scattering events with disorder, the quan-
tum well width w, spacer thickness d and the doping scheme are optimized. At the same
time, in most cases, the Fermi level EF of the 2DEG needs to be lower than the second
subband of the quantum well, such that only one subband is populated. The quantum well
needs to be narrow enough such that the second subband of the quantum well lies high,
2
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Figure 1.1: (a) Conduction band edge and charge density prole for a modern high-
mobility quantum well. The silicon donors are located in the center of a narrow GaAs well
and surrounded by AlAs. (b) A zoom-in of the doping well. (Adopted from [22])
and meanwhile wide enough such that the electrons do not experience too much scattering
potential from the interface roughness; the spacer needs to be thin enough such that enough
electrons migrate to the GaAs quantum well as a larger 2DEG density usually means bet-
ter screening of the disorder potential, and meanwhile thick enough so that the scattering
potential due to the ionized donors is suppressed. Increasing the donor concentration is
another way to increase the 2DEG density, and, naively one would think that a larger
concentration of donors would bring in more scattering. However, overdoping, although it
couldn't further increase the 2DEG density once the donor energy level reach the Fermi
level, turns out to help with the 2DEG quality. One reason is that it helps with the homo-
geneity of the 2DEG; in addition, the excess electrons that do not go to the quantum well
provide extra screening of the disorder potential. This idea was further developed into the
\doping well" [23, 22] scheme, which has signicantly advanced the 2DEG quality and has
been widely applied. A illustration of such scheme is shown in Fig. 1.1. In the \doping well"
design, the Si impurities are placed in very narrow GaAs quantum wells, anked by narrow
AlAs (which is barrier at the   point). The excess electrons reside at the X point of AlAs
and has a high eective mass. This helps to reduce the chance of parallel conduction from
the excess electrons, while they are still mobile enough to screen the disorder potential.
4Also, it is preferable that Si are doped from both sides of the quantum well; this helps
with producing higher electron densities than the single-interface heterostructures, and also
makes the quantum well and electron wavefunction essentially symmetric in the connement
direction, thus reducing the scattering due to the interface roughness. In most typical high
mobility structures we use, the quantum well is about 30 nm, the spacer thickness around
75 nm and the carrier density ne about 31011 cm 2.
1.2 Types of disorder in a 2DEG
In a clean 2DEG, the main sources of disorder include remote donors and background impu-
rities. The most conventional way to characterize disorder has been the study of transport
properties, and especially through the scattering lifetime  and mobility  = e0=m
, with
m being the carrier eective mass. Here we briey discuss how these parameters are de-
pendent on dierent types of disorder, while a more thorough discussion of transport is
saved to Chapter 3.
The Fourier component of the scattering potential from the donors can be written as
Wq  e qd : (1.1)
Therefore, the correlation length of the disorder potential experienced by the 2DEG is on
the order of q 1  d, while any disorder potential on a smaller length scale is exponentially
damped. In the typical case of kFd  1, where kF =
p
2ne is the Fermi wavevector
(for ne = 31011 cm 2 and d = 75 nm, kFd  10), scattering with the remote donors is
predominate on small angles. In this case, transport scattering rates due to remote donors
can be written as
1

= m
Z 2
0
d
2
(1  cos)Wq=2kF sin(=2) (1.2)
=
m
k3F
Z 1
0
dq
2
q2Wq ; (1.3)
Inserting Eq. (1.1) into the equation above gives
1

 (kFd) 3 (1.4)
On the other hand, the total scattering rates, which do not weight on the scattering angles,
and which determines the broadening of energy levels such as Landau levels as we'll discuss
5in the next chapter, is written as
1
q
= m
Z 2
0
d
2
Wq=2kF sin(=2) (1.5)
=
m
kF
Z 1
0
dq
2
Wq (1.6)
 (kFd) 1  (kFd)2 1

: (1.7)
Therefore, both  and q increases with increasing carrier density or the spacer thickness,
but q due to remote donors is usually much smaller than  .
In addition to remote donors, background impurities in the 2D channel are unavoid-
able. They come from either the residual gas in the ultra-high vacuum MBE environment,
or impurities in the source material [24]. In the state-of-art materials nowadays, the con-
centration of background impurities Nbg is about 5 1013 cm 3 [22]. The characteristic
length scale of the background impurities is the 2D screening length, which is Bohr radius,
aB = ~2=me2 in Gaussian units. Here  = 12:8 is the dielectric constant in GaAs. The
Bohr radius is thus about 10 nm in GaAs. On the simplest level, the scattering lifetime can
be taken as the time of ight between two impurities along a straight line,
1=  vFNbga2B ; (1.8)
where vF = ~kF =m is the Fermi velocity.
1.3 How to characterize the \quality" of 2DEG?
Historically, a clean or high quality 2DEG usually means a 2DEG of high mobility. Indeed,
the mobility at zero magnetic eld at low temperature has been the most popular and
convenient parameter for characterization. The same criterion is still being used in many
other material systems. However, it is most interesting to study the behavior of a 2DEG
under perpendicular magnetic eld, and it has been realized that [25, 26], the mobility is
not a good predictor for the quality of the interesting phases under magnetic elds. In
addition, practical tricks such as illumination [27] has been known to signicantly improve
the quality of interesting phases though having little eect on mobility. The total scattering
rates q, which can be decided from the Shubnikov-de Haas oscillations, and non-equilibrium
magneto-oscillations (as we'll discuss in later chapters) has been proposed to be a better
6criteria for sample quality [26]. This idea, nevertheless, has also encountered opposition,
for example, when the change of q as a function of carrier density is compared to that of
the excitation gap at the fractional quantum Hall states at  = 5/2 [28]. Instead, it was
proposed that the resistance at  = 5=2 at 0.3 K, is a good predictor for the magnitude of
the excitation gap at  = 5=2 at low temperatures [29]. However again, a large  = 5/2
gap doesn't necessarily guarantee that the sample would reveal \high-quality" stripe phases
or microwave-induced resistance oscillations. In short, dierent phases and phenomena in
2DEG have dierent dependence on disorder properties and a universal characterization
criterion for the study of dierent phases does not seem to be feasible.
Perhaps, compared to \how to characterize the quality of the 2DEG", a more valid
question is, \how to further minimize the disorder in the 2DEG so that new physics can
be discovered". Ongoing eorts include further purifying the MBE source material [22, 24]
and improving the doping scheme. The answer is so far unclear but denitely exciting if it
exists.
Chapter 2
The general properties and various
ground states of a 2DEG under a
magnetic eld
The ultimate many-body Hamiltonian of a 2DEG in a magnetic eld can be written as the
following, 1
H = Hkinetic +HZeeman +Hconnement +Hdisorder +Hinteraction +Hdrive : (2.1)
Here,Hconnement is the electrostatic connement potential of the physical sample,Hinteraction
is the Coulomb interaction between electrons, and Hdrive is the microwave radiation eld
or dc current which may or may not be present. We note that, unlike other condensed
matter systems, the lattice band structure can be disregarded in most circumstances, and
information of the GaAs band structure only appear in the eective mass m and g factor.
This property is due to the small Fermi wavevector compared to the size of Brillouin zone,
and makes the GaAs 2DEG a simple system. While the rst 3 terms (with a certain con-
nement potential) are exactly solvable, the additional of disorder and interactions makes
an exact solution impossible. Nevertheless, many interesting phenomena can be understood
reasonably well. Below we rst discuss the single-particle solution without considering the
interactions, and then discuss the eect of interactions for certain situations.
1 Of course, additional terms such as HSO considering the spin-orbital interaction and Hhyperfine con-
sidering the nuclear hyperne interaction are sometimes needed but for this thesis the following is sucient.
7
82.1 Single-particle problem
2.1.1 Landau quantization
Kinetic term   The essence of the problem stems from the kinetic term which gives rise to
heavily-degenerate Landau levels. For a single electron under an magnetic eld,
H^kinetic =
1
2m
^2 =
1
2m
[p^  eA^(r)]2 (2.2)
where rA = B. For B = Bz^, we note that
[^x; ^y] = i~e

@
@x
Ay   @
@y
Ax

= i~eB : (2.3)
We can dene another operator o^  ^=p~eB, so that
[o^x; o^y] = i ; (2.4)
and
H^kinetic =
~eB
2m

o^2x + o^
2
y

=
~!c
2

o^2x + o^
2
y

: (2.5)
where !c = eB=m
 is the cyclotron frequency. Eq. (2.4) and Eq. (2.5) above suggests that
the problem is nothing but that of a simple harmonic oscillator, and the energy levels can
thus be written down as,
EN = ~!c(N + 1=2) : (2.6)
Now, the energy spectrum is split into a set of equally-spaced LLs with the energy gap of
~!c and N is the quantum number known as the LL index. For a 2DEG in the absence of
a magnetic eld, the density of states (DOS) per spin per unit area is a constant of energy,
m=2~2. Since the application of magnetic eld cannot change the total number of states,
what it does can be taken as compressing the states in the energy interval ~!c to a single
level. Therefore, the degeneracy of each level is
NB = ~!c m=2~2 = eB=h : (2.7)
In other words, for each LL, there is exactly one state per ux quanta h=e. One can also
dene the lling factor , which is the number of lled LLs, as
 = neh=eB : (2.8)
9The massive degeneracy of states for a single energy level suggests that there could be
many representatives to write down the wavefunctions, which can be obtained by choosing
dierent gauges for the vector potential. We emphasize that the LL quantization and the
level degeneracy discussed above are independent of the choice of gauge. The two most
used gauges are the Landau gauge and the symmetric gauge.
Under the Landau gauge A = (0; Bx; 0), the wavefunction corresponding to the N -the
LL can be written as
	N;m(x; y) = ALN (x  l2Bkm)eikmy ; (2.9)
which is localized along one direction and a plane wave along the other. Here N (x) =
HN (x=lB)e
 x2=l2B is the N -th linear oscillator state [HN (x) is the Hermite function], lB =p
~=eB is the magnetic length, and AL = (22n(n)2) 1=4 is the normalization factor. For
a 2DEG of the dimension Lx  Ly, km takes on values of 2Lym (m is an integer) to satisfy
the boundary conditions, while smaller than Lx=l
2
B. This gives the total number of states
that can be accommodated in each level as LxLy=2l
2
B. Noting that 1=2l
2
B = eB=h, the
degeneracy of each level per unit area, the above expression is consistent with Eq. (2.8). The
Landau gauge is the common choice for the construction of stripe phases, and for problems
under an constant electric eld.
2.1.2 Spin, disorder and connement potential
Zeeman term   The Zeeman term lifts the degeneracy between opposite spin index with
Ez = gBB where g is the g-factor, and B is the Bohr magnon. Therefore, each LL
consists of two spin branches. For the typical parameters of a GaAs 2DEG, m = 0:067m0
(m0 is the bare electron mass) and g = 0:44, the Zeeman gap is much smaller than the
cyclotron gap. However, the energy gap between dierent spin branches of the same LL is
usually enhanced to be much larger than the Zeeman gap, due to the exchange interactions
[30, 31]. We'll save this point for later sections.
Disorder term   In a simple picture, disorder introduces level broadening; the density
of states (DOS) in the presence of LLs are therefore no longer a sum of delta-functions. The
exact shape of broadened LLs depends on the properties of the disorder potential [19, 8].
Simply put, from theoretical calculations, a semicircle shaped DOS has been obtained for
weak white noise disorder potential [32] and a Gaussian DOS was obtained for smooth
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varying potential [33]. From the experimental side, the DOS has been studied through
magneto-capacitance [34, 35] and magnetization [36] measurements, with conicting re-
sults, either Lorentzian [35] or Gaussian [34] shape and the width either dependent [36] or
independent [34, 35] of B. Nevertheless, it is usually accepted, through the Heisenberg un-
certainty relationship that the width   = ~=q, where q is the quantum scattering lifetime.
At very low magnetic elds where    ~!c, the Landau quantization is blurred out by
disorder, and the magnetic eld only introduces oscillations in the DOS,
(E) = 0

1  2 cos 2E
~!c

(2.10)
where 0 = m=2~2 is the DOS in the absence of magnetic eld, and  = e
  
!cq is a small
quantity, called the Dingle factor.
Connement potential   In the discussions above, we have neglected the connement
potential. For most of the problems, only the connement in the z direction is relevant
so the potential is just V (z). If only a perpendicular magnetic eld is applied, on the
single-particle level, the motion along z direction can always be separated from the main
Shrodinger equation and the 2D results above are independent of V (z). However, if the
magnetic eld has a in-plane component, it is no longer possible to separate the motion along
z direction from the 2D motion, and V (z) is important in this situation. The problem is
only exactly solvable with a parabolic V (z) [37]. In some cases, one need to consider the
physical or gate-dened boundaries in the 2D plane. An important example is the quantum
Hall edge states [38] which we will discuss later in Sec. 3.5.
2.2 Electron-electron interactions
So far we have been neglecting the interaction between electrons. The interactions between
electrons in the setting of LLs give rise to many interesting phases. The interaction energy
is smaller than the cyclotron gap. Things are particularly interesting in the partially lled
Landau levels. The interactions depends on the shape of the wavefunctions, or the LL index.
2.2.1 The lowest LL
How will the electrons in a single LL organize themselves to minimize the total interaction
energy? Let's start from the case where electrons are sparse, with the average distance
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between them much larger than lB characterizing the spatial extend of their wave-functions.
In this situation, a quasi-classical treatment catches the physics well, that electrons would
organize themselves into a Wigner crystal of triangular lattice to avoid interacting with other
electrons. Wigner crystals are observed for below lling factor around  = 1=5 [39, 40].
More interestingly, electrons can organize themselves into incompressible liquids at cer-
tain lling factors, which gives rise to the fractional quantum Hall eects. Laughlin proposed
a trial many-body wavefunction for  = 1=q [3],
 1=q =
Y
i<j
(zi   zj)q exp
 
  1
4l2B
X
i
jzij2
!
; (2.11)
where q is an odd integer to keep  anti-symmetric and zi is the position of the ith electron
in complex numbers. It can be seen that for q = 1, Eq. (2.11) is many-body wavefunction
for  = 1, which is constructed from the single-particle wavefunction under the symmetric
gauge and satises the Pauli inclusive principle. The Laughlin wavefunction characterizes
a uniform and imcompressible liquid, which has a gap in the excitation spectrum and its
quasiparticle carrying fractional charge. Numerical calculations in small systems provided
support that the Laughlin wavefunction describes well the ground state in the presence of
electron-electron interactions. Moreover, the fractional charge has been detected experimen-
tally by tunneling [41], shot noise [42, 43] and single electron transistor [44] measurements.
The Laughlin wavefunction above describes fractional quantum states at  = 1=q, with
q being an odd integer. By the particle-hole symmetry one can expect similar state at
 = 1  1=q, and by the symmetry in spin branches, at  = 1 + 1=q and 2  1=q. However,
fractional quantum Hall states have been observed at many other lling factors that cannot
be described by the above. Jain has brought up a composite fermion model which elegantly
accounted for these fractional QH states. In this model, one electron can absorb an even
number of ux quanta and become a composite Fermion. The composite fermion then
experience a reduced eective magnetic eld, and form a set of \ levels" in analogous to
the Landau levels. At  = 1/2, the eective magnetic eld experienced by the composite
Fermions is zero, and the system can be described by a composite Fermion sea which can
be well described by the Landau Fermion liquid theory. At
 = n=(np 1) ; (2.12)
where p is the number of ux quanta, n numbers of \ levels" are occupied, and the system
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becomes incompressible and gapped. The picture of composite Fermions has also received
considerable support from experiments. The physical entity of composite Fermions were
conrmed by surface acoustic wave [45], magnetic focusing [46, 47], cyclotron resonance
[48] and geometry commensurability measurement [49]. Recently, it has been proposed
that the composite Fermion at  = 1=2 is a Dirac Fermion [50]. However, this proposal has
not received support from experiments.
We note that the presence of disorder [51] as well as the quantum connement potential
[52, 53] can tune the competition between the above two states. In short, the reason is that
the formation of the Wigner solid is driven by the long-range part of the interaction, while
the fractional QH liquid derives its energy advantage from the short-range part [52]. If
the spread of the wavefunction in the z direction is large enough, the Coulomb interaction
can be softened at short distances in the 2D plane, and a WC phase is favored over the
fractional QH liquid state [53]. WC phase may also be favored in disordered 2DEG [51].
At lling factors where neither WC or fractional QH states are favored, the 2DEG form a
isotropic compressible liquid.
2.2.2 The high LL problem
When multiple Landau levels are occupied, it can be shown that the low-energy physics is
dominated by the electrons in the topmost spin-resolved LL, while other electrons only act
as an eective dielectric medium and provide screening [30]. The eective Hamiltonian of
Coulomb interactions can be written as,
Heff =
1
2
X
q
v(q)(q)( q) ; (2.13)
where (q) is the usual density operator in q space. Here, the bare Coulomb interaction is
replaced by the renormalized interaction
v(q) =
v0(q)
(q)
[FN (q)]
2 ; (2.14)
where v0(q) = 2e
2=q, (q) is the dielectric function due to screening by other LLs [54, 30],
and FN (q) is the form factor
FN (q) =
Z
dxdyj j2e iqx = LN (q
2l2B
2
)e q
2l2B=4 (2.15)
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with LN being the Laguerre polynomial. It turns out that such an unusual interaction
results in the formation of charge density waves [4, 5]. It is an remarkable example that
electron clustering originates from pure repulsive interactions.
CDW instability in q space   Within the Hartree-Fock approximation, the CDW
cohesive energy per electron can be written as,
HHF =
1
2(2l2B)
X
q
uHF (q)j(q)j2 : (2.16)
Here uHF is the Hartree-Fock potential, uHF (q) = (1  q;0)uH(q)  uF (q), and
uH(q) = v(q); uF (q) =
Z
d2p
(2)2
v(p)ei(pxqy pyqx)l
2
B ; (2.17)
(q) is the CDW order parameter, with its Fourier transformation (r) proportional to
the guiding center density at point r, (r) = (r)=LxLy. The next step is then to nd the
distribution of the guiding center that minimizes the energy. For N > 0, the form factor
F (q) has zeros. This leads to zeros in the Hartree potential at certain wavevectors, the
smallest one at q0 = 2:4=Rc. This originate from the shape of the wavefunction. Indeed,
the charge density is a product of the guiding center density and the wavefunction form
factor,
e(q) = e(q)FN (q) : (2.18)
A modulation at q0 thus induces no charge density and no Hartree penalty. At the same
time, the exchange part which is always negative, leads to the CDW instability. The HF
potential is negative at a range of q's, but has it minimum at q0. It is not surprising that
the two most likely CDWs would be stripe and bubble phases as in most circumstances in
nature [55].
Intuitive picture of CDW formation in real space   It is more intuitive to look
at the HF potential in real space. Through a Fourier transformation, it can be shown that
the HF potential has the asymptotic expression [5],
uHF (r)  Eb(r)(2Rc   r) + Eh[1  (r)=2l2B] ; (2.19)
where Eb(r)  (4R2c   r2) 1=2 is a rather at function of r. Neglecting the second which is
the hydrodynamic term [30, 5], the potential has a disk-like form due to the step function.
In other words, the repulsive interaction experienced by one electron due to other electrons
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has a plateau below 2Rc. At partial lling factors where the average distance between
electrons, d  lB=
p
, is much smaller than 2Rc, it doesn't cost much more energy for
electrons to move even closer, meanwhile, by doing so it could avoid interaction with other
electrons. Eventually the guiding centers form into clusters and the nal pattern depends
on . It was found that for  close to 1=2, stripe phase is formed while for  away from
1=2, the bubble phase prevails. They are separated by a rst-order transition at around 
= 0.39 (0.61).
For the stripe phase, 2 the 1D solution for (q) can be written as,
(qx^) =
2
qa
sin

qa
2

; (2.20)
where a is the optimized period, a = 2:7Rc according to the HF calculations. The expression
above describes stripes of width a with occupied guiding center states separated by stripes
of width a(1  ).
For the 2D bubble phase, the clusters of electrons will form a triangular lattice just like
in the WC phase. Indeed, the WC phase can be taken as a special case where the electron
in each cluster is 1. The optimized lattice constant can be found numerically to be similar
to that of stripes. The area of unit cell of the bubble lattice is equal to Sb = 2
p
32a2,
and the number of particles per bubble is therefore Nb = Sb
=2l2B. Using q0 = 2:4=Rc,
Nb  3N . Only the phases with integer Nb are found stable. Bubble phases of dierent
Nb are thus separated with rst-order transitions: as 
 is varied, the lattice constant of
the bubble phase changes smoothly and when discontinuously when it comes to a transition
[56].
The validity of the Hartree-Fock approach   Unlike in the lowest LL where the
incompressible quantum liquid could never originate from the HF approach, the HF theory
is valid in the N  1 limit. This can be understood as the lattice constant of the CDW,
on the order of Rc =
p
2N + 1lB, is much larger than lB, which is the length scale of
quantum uctuations. An alternative understanding is that, each electrons interact with a
large number of neighbors, estimated as (2Rc)
2=2l2B = 2(2N + 1)
. In this case each
electron may be considered to interact only with an averaged background, without being
inuenced by individual motions. Although the arguments above do not exactly hold for
2 The solution can be found using the 1D HF potential but setting qy = 0 in for Fourier transformation.
The 1D potential is also box-like, i.e.,  (2Rc   x) asymptotically.
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N = 2, where CDW are observed to be the strongest in experiments, numerical calculations
[57, 58, 59] has conrmed CDW to be the ground states for N = 2. Furthermore, the
HF predicts many properties consistent with experiment, such as the transition  between
stripe and bubble phases.
Experiments   Experimentally, signicant anisotropy between resistances along or-
thogonal directions were observed in GaAs 2DEGs, at lling factors 9/2, 11/2, 13/2, 15/2
and so on [6, 7]. The strong transport anisotropy is in sharp contrast with the essentially
isotropic transport in the lowest two LLs and very high LLs, and consistent with the theo-
retical prediction of CDW formation. Meanwhile, reentrant integer quantum Hall states are
observed consistent with the insulating \bubble" phase. Detailed discussion about transport
in the CDW regime are saved to Chapter 3.
The observation of signicant transport anisotropy in the stripe phases in a macroscopic
sample relies on the presence of long-range orientational order, which was not expected. In-
deed, the original theoretical proposal [4, 5] expected that stripes of random orientation
would exist in domains, and their detection would require experiments dierent than a
simple transport measurement in a macroscopic sample, such as the measurement of tun-
neling density of states. In contrast, the surprising experimental results suggest a symmetry
breaking mechanism that aligns the stripes in a certain direction. This direction is observed
to be the h110i crystal axes of GaAs in most of the past studies [6, 7], and in some rare
cases along the h110i crystal axes [60, 61, 62]. The origin of the symmetry breaking mech-
anism which decides the native stripe orientation has been a longstanding puzzle. It has
been observed that stripes orientation can be modied by a number of means, including
the application of an in-plane magnetic eld Bk [11, 12], stain [63], changing the carrier
density [60, 61], symmetry of the quantum well [61], density modulation [64], etc. We save
a detailed discussion of stripe orientation to Chapter 4.
In addition to transport, the stripe and bubble phases has been probed by various tech-
niques. Resonances with the disorder pinning modes has been observed in these phases,
conrming the electronic crystalline order [65, 66, 67, 68]; exploiting nuclear magnetic reso-
nance, spatial spin modulation concomitant with the charge modulation has been detected
[69, 70]; the stripe period has been also measured through experiments involving surface
acoustic waves with controlled wavevector [71]; in addition, negative permittivity has been
suggested in the measurements of velocity shift of surface acoustic waves propagating in
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stripes and bubble phases [72].
2.2.3 The second LL - a stage of competitions
The N = 1 LL manifest as a stage of delicate competitions between the phases discussed
above. First, it host fractional QH states, e.g., at  = 7/3, 8/3, similar to the rst-discovered
1/3 state in the lowest LL, which has no counterparts at higher LLs. More interestingly,
it also host the even-denominator fractional QH states at  = 5=2 [73] which cannot be
described by the Laughlin wavefunction or the Jain series. The fractional QH states at
 = 5=2 can be tuned in to a stripe phase by the application of an in-plane magnetic eld
Bk [11, 12] or hydrodynamic pressure [74]. In addition, four reentrant integer quantum Hall
states in each spin branch has been observed [75, 76], suggesting the formation of bubble
phases similar to those in high LLs, albeit with much smaller energy scales [76].
Chapter 3
Magnetotransport
Magneto-transport studies has been the most convenient and powerful technique to study
the 2DEG. The famous integer and fractional quantum Hall eects bear their name based
on their transport properties. In this chapter, we discuss the transport properties of a
2DEG in dierent phases.
3.1 General considerations
On the most classical level, a perpendicular magnetic eld deects the motion of electrons
due to a Lorentz force, and the resistivity connecting the electric eld E and current density
j a second order tensor  
Ex
Ey
!
=
 
xx xy
yx yy
! 
jx
jy
!
;
and the conductivity  
xx xy
yx yy
!
=
 
xx xy
yx yy
! 1
:
Before more specic discussions, we note that
xx =
yy
xxyy + 2xy
; yy =
xx
xxyy + 2xy
: (3.1)
Therefore, in the isotropic case of xx  yy  xy, we have xx  xx, which is a peculiar
transport characteristics in magnetic elds, in contrast to xx = 
 1
xx in zero magnetic eld.
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In the anisotropic case with signicant dierence between xx and yy such as in the stripe
phases, we have xx  yy and yy  xx.
In experiments, what we directly measure is the current I and voltage V (from which
we obtain the macroscopic resistance Rxx and Rxy), rather than the current density j or
electric eld E. We denote the distance between the two voltage probes along the current
owing direction as Lx and the sample width perpendicular to the current ow as Ly. As
long as the resistivity is homogeneous within the sample, we always have Rxy = Vxy=I =R
xyjx(y)dy=
R
jx(y)dy = xy, irrespective of the geometry or current distribution. On the
other hand, the geometry factors and current distribution are important in deciding the
relation between Rxx and xx. In the assumption that the current is distributed uniformly
in the sample, i.e., j = I=Ly, which is what a Hall bar geometry attempts to achieve, we
have Rxx =
Lx
Ly
xx. Another commonly used geometry is the Van der Pawu geometry.
3.2 Drude formula
Main results - We rst give the main results of Drude formula and then discuss dierent
approaches to derive it. At the most basic level, the classical magnetotranport is described
by the Drude formula,
xx = D  m=nee2 ; xy = B=nee ; (3.2)
or
xx =
D
1 + (!c)2
; xy =
D(!c)
1 + (!c)2
; (3.3)
where D  1=D = nee2=m, and  is the transport lifetime. The important feature of
Drude formula is as follows. First, the Hall resistivity xy is a linear function of B, with its
slope only decided by the carrier density. Second, the longitudinal resistivity is independent
of the magnetic eld.
Drude model - The Drude formula was commonly derived by solving the classical
equation of motion in crossed magnetic and electric elds in the stationary state,
 mv

  e(E + v B) = mdv
dt
= 0 : (3.4)
All the information on disorder and scatterings was encoded in the scattering time  , after
which the electron loses its velocity due to driving forces. It was also assumed that all
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electrons contribute equally to the transport, that is, j = neev, and the Fermi statistics of
electrons is not respected.
Boltzmann Approach - Despite of the negligence of Fermi statistics in Drude ap-
proach, it gives the same result as can be derived within the formalism of Boltzmann kinetic
equations. Like in the Drude model, the Boltzmann approach is based on the relaxation
time approximation, that the distribution function relaxes to its equilibrium state with the
time  after removing all driving forces. In this approach, the crossed magnetic and electric
elds cause a shift of the equilibrium distribution function,
f(k) = f0(E(k)) + f(k) ; (3.5)
and
f(k) =
@f0(E(k))
@E(k)
~k
e
m
cos('  )p
1 + !2c
2
jEj ; (3.6)
where f0(E) = 1=(eE=kBT + 1) is the Dirac-Fermi distribution function, ' is the angle
denoting the direction of k, and  is the Hall angle, tan  = !c . Eq Eq. (3.6) can be taken
as a constant shift of the isotropic Fermi surface in the direction decided by the Hall angle
. The dissipative current can then be written as
j =  e
X
k
v(k) =  e
X
k
v(k)f(k) ; (3.7)
as the equilibrium part contributes no dissipation. The sum over k can be changed into a
integral of energy, and Eq. (3.3) can be obtained.
Fermi's golden rule - The Drude-Boltzmann formula assumes a relaxation time 
without accounting for the microscopic scattering process. Now we focus on the scatter-
ings. In a magnetic eld, a scattering of a electron causes a displacement of the guiding
center of the cyclotron orbit, which in turn leads to a energy shift in the presence of
an electric eld, E = Exx^. For the initial state k1 = kF (cos'1; sin'1) and nal state
k2 = kF (cos'2; sin'2), the energy shift
W'1'2 = eExx = eERc(sin'1   sin'2) : (3.8)
This allows us to account for the scatterings in real space. The dissipative longitudinal
current resulting from the scatterings can be written as a sum of j+x and j
 
x ,
jx = 2e0
Z 0
 1
dx1
Z 1
0
dx2 (Px1!x2   Px2!x1) : (3.9)
20
The scattering probability Px1!x2 and Px2!x2 are given by the integrals over the initial and
nal energies in the scttering event,
Px1!x2 =
Z + d'1d'2
(2)2
Z
dE1dE2d
(E2   E1   
)(x2   x1  x) 12M ; (3.10)
where  12 is the scattering probability,
 1;2 = (
 W12) 112 ; (3.11)
and
M = ~1~2f(E1) [1  f(E2)] (3.12)
takes care of the scattering phase space. Here we introduce the normalized density of states
~i = (Ei)=0, which equals unity if we ignore the oscillations in DOS for now. The angle
integrals in the Eq.Eq. (3.10) are done in the region for x > 0. For Px2!x2 , the angle
integral are done in the region for x < 0, and x and W12 in the delta functions are
replaced by  x and  W12 .
B
1  2R
x
e
y
e
Ex
1
2
Figure 3.1: Illustration of disorder scattering which leads to the displacement of the
cyclotron motion guiding center. [Adopted from [77]]
We can rst evaluate the spatial integral. For x > 0,Z 0
 1
dx1
Z 1
0
dx2 =
Z 0
 x
dx1 (3.13)
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while for x < 0, Z 0
 1
dx1
Z 1
0
dx2 =
Z 0
x
dx1 (3.14)
One can then interchange the angular variables in the expression for Px2!x1 , so
jx = 2e0
Z + d'1d'2
(2)2
Z 0
 x
dx1
Z
dE1dE2(E2   E1  W12) 112 ~1~2 (3.15)
ff(E1) [1  f(E2)]  f(E2) [1  f(E1)]g (3.16)
= 2e0
Z + d'1d'2
(2)2
x
Z
dE1
 1
12 ~1~2 [f(E1)  f(E1 +W12)] (3.17)
For weak Ex, we can linearize the last term in the bracket and obtain,
jx = 2e0
Z + d'1d'2
(2)2
eExx
2
Z
dE 112 ~1~2

  @f
@E

(3.18)
= 2e20R
2
cEx
Z + d'1d'2
(2)2
(sin'1   sin'2)2 112
Z
dE~1~2

  @f
@E

(3.19)
Now we can evaluate the angular integral. By changing the integral variable to '+ and ' 
which satises '1 = '+ + '  and '2 = '+   ' , we obtainZ + d'1d'2
(2)2
(sin'1   sin'2)2 112 = 2 4
Z 2 ' 
' 
cos2 '+
Z 
0
sin2 '  112 (3.20)
=
1
2
Z 2
0
d
2
1  cos 

=
1
2tr
; (3.21)
where we have used  = 2'  = '1 '2. The factor before the energy integral thus recovers
the Drude conductivity in magnetic eld. The generalized conductivity can be written as
xx = D
Z
dE~1~2

  @f
@E

: (3.22)
We will see later that the golden-rule approach fomulated above describes a rich variety of
phenomena when we take into account the oscillating DOS, especially under non-equilibrium
conditions.
Other expressions of Drude conductivity - We note that the Drude conductivity
D can be expressed in dierent ways, which illustrate its physical meaning in dierent
aspects. Through the Eisenstein relation,
D = 2e
20D = e
20v
2
F  ; (3.23)
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where D = v2F =2 = l
2=2 is the Diusion constant with vF and l = vF  being the Fermi
velocity and mean free path. We can see that replacing l by the cyclotron radius Rc recovers
Eq. Eq. (3.3) for !c  1 or l  Rc. Therefore, Rc bears the role of mean free path for
electron motion in a strong magnetic eld. Also,
D = (e
2=h)kF l ; (3.24)
where e2=h is the so-called conductance quantum, or the conductance of a single channel.
kF l is thus a measure of localization.
3.3 Shubnikov-de Haas oscillations
Now we move to the modication of transport due to Landau quantization, starting from
the generalized conductivity Eq. (3.22). We recall that in the presence of disorder, the
generalized DOS at high LLs can be written as Eq. (2.10),
~(E) = 1  2 cos 2E
~!c
(3.25)
We thus write,
xx =
Z 
  @f
@E

D~
2(E) dE : (3.26)
The factor @f@E is only nonzero for a small energy interval  T . Evaluating this integral
gives the correction in conductivity to rst order in ,
xx
D
=  4 2
2T=~!c
sinh 22T=~!c
cos(2EF =~!c) : (3.27)
The temperature damping factor appears as a result of averaging of the rapid oscillations
in the density of states over thermal window  T . For xy  xx, it also leads to the
correction in resistivity, D =

D
, known as the Shubnikov-de Haas oscillations (SdHO),
which oscillates as a function of lling factor  = EF =~!c, damps with temperature, and
decays at low magnetic eld due to the Dingle factor .
3.4 Microwave-induced resistance oscillations
Basic phenomenology - What happens to the resistance of a 2DEG if one shines mi-
crowaves of frequency ! on it? What was not dicult to expect is the resonance heating
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at ! = !c More interestingly, microwave-induced resistance oscillations (MIRO) were ob-
served [9, 10], with the period controlled by   !=!c, and amplitude increases with the
radiation power and decays at low B. In the linear-power regime, MIRO have maxima at
 = n 1=4, where n is an integer, and minima at  = n+1=4. Although MIRO decays with
increasing temperature just like SdHO, they can survive higher temperature than SdHO
and also persists to lower B.
There have been many theoretical proposals which produce an oscillatory contribution to
the conductivity. Starting from the Fermi's golden rule approach in Eq. (3.2), the microwave
modies both the scattering rate with disorder, and the distribution function. These are
called the \displacement" and \inelastic" mechanism, respectively, which we discuss below.
Displacement mechanism - We rst focus on the displacement mechanism. The
microwaves modify the scattering events in two aspects. First, the electrons can absorb or
emit a microwave photon, and change its energy by ~!c in addition to the energy change
due to displacement of the guiding center. On the other hand, the ac electric eld drives
the electron in the 2D plane, and thus eectively smears the disorder potential experienced
by the electron. This suppression of disorder scattering rate is reminiscent of the \motion
narrowing". It can be shown [77] that the scattering probability which enters Eq. (3.10) can
now be written as,
 12 =
P
12
sin2
'1   '2
2
"X

1
2
(
 ~!c  W12)  (
 W12)
#
; (3.28)
where P is the dimensionless eective power, which we will discuss later. Here we deal with
the linear response regime, i.e., P  1. Substituting Eq. (3.28) into Eq. (3.10), in the linear
dc response regime, we can obtain the correction in conductivity due to the microwave
( 2),
dis =  D(2)2P 
2
( sin 2+ sin2 ) ; (3.29)
where 1 = 2
R
d
2
(1 cos )2

. It was assumed in the derivation above that !  kBT which
is not realistic in experimental situations, but it can be shown that the main results are
not aected at low temperatures. The displacement contribution only considers elastic
scattering events, and it can be taken as originating from a modication in the distribution
function in the form of
f(E;') = A(E)(@f=@E) cos' ; (3.30)
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where A(E) is a function of E. It can be seen that due to the factor cos', an integration
over ' gives f(E) = 0.
Inelastic mechanism - As rst proposed by [78], the microwaves also produce an
isotropic, energy-dependent modication to the distribution function f(E), which can only
be stabilized by inelastic scatterings. At low temperatures, electron-electron scatterings are
presumably the main source of inelastic scattering. In the linear P regime, the modication
is found as,
f(E) = P in

@f
@E
!c
2
(2 sin 2) sin(2E=~!c) ; (3.31)
which is proportional to the inelastic scattering time in  T 2 considering e-e scattering
as the inelastic relaxation mechanism. The correction in conductivity is then found as,
in =  D(2)2P 2in

( sin 2) ; (3.32)
which has a the same oscillation period and phase as in the displacement mechanism.
Eective power - It is well known as the Khon's theorem [79] that cyclotron resonance
(CR) and absorption only happens at ! = !c and not ! = n!c. The observation of MIRO
at high  is due to a broadened CR due to disorder and radiative decay. The radiative
decay is as a result of the screening of the 2DEG of the ac electric eld. When the 2DEG
is driven to oscillations by the ac electric eld, it emits a secondary radiation. By solving
the Maxwell equation, the absorption coecient of the 2DEG under a circularly polarized
microwave eld can be obtained as [80],
A =
2 
(!  !c)2 + ( +  )2 ; (3.33)
where  =  1 is the disorder broadening, and
  =
2nee
2
mnc
=
2
n
EF
~
; (3.34)
is the radiative decay rate due to the collective motion of electrons. Here, n  pe =
(
p
+ 1)=2 is the eective refractive index,   12:8 is the dielectric constant of GaAs, and
 = e2=~c is the ne structure constant.
All the present theoretical models presume that the MIRO depend on the power factor
in the form above, which is sensitive to the polarization of the microwave. However, exper-
iments have observed little, if any, polarization dependence on MIRO [81, 82], while at the
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same time the reection is conrmed to be dependent on polarization [81]. The insensitivity
of MIRO to the polarization remains a puzzle as of now.
Zero resistance states - The MIRO minima could approach zero, giving rise to the
so-called zero-resistance states (ZRS) [83, 84, 85, 86, 81, 87, 88, 89, 90, 91, 92]. The ZRS is
a remarkable example of new phase forming under non-equilibrium conditions. In short, the
formation of ZRS can be understood as follows [89]. The local resistivity under microwaves
can be negative according to the displacement and inelastic mechanism above. But negative
resistivity is not supported in a stable state; instead, current domains form which have
dierent current owing directions.
3.5 The integer and fractional quantum Hall eects
In Sec. 3.3, we have seen that oscillating DOS leads to the resistance oscillations in the
regime of overlapping LLs. As we go to higher B, the amplitude of DOS oscillations gets
larger, leading to a larger SdHO amplitude; with further increase of B, the LLs get sepa-
rated, and the DOS reaches zero between LLs, which, consistent with intuition, drives the
SdHO minima to zero. What is not so simply intuitive is that, the resistance stays zero for
a nite range of lling factors centered at integer; more interestingly, the Hall resistance
displays a plateau at quantized value Rxy = ne
2=h, known as the integer quantum Hall ef-
fect. The Hall resistance value is found to be independent of the disorder, material system
or the measurement geometry, and has been employed in the precise measurement of the
elementary constants and metrology [93].
The appearance of resistance zero in a nite lling factor range tells us that the resistance
can be zero when the DOS at the Fermi level is nite. The reason is that the states o
the LL energy due to disorder broadening, are localized states and do cont contribute
to conductivity. In a real space picture, electrons circle around the peak or valleys in
the disorder landscape, and cannot nd its path through the sample. Conduction is only
possible when the Fermi energy is close to the LL energy and there are extended paths
through the disorder landscape.
However, it is dicult to understand the precisely quantized Hall resistance in the bulk
picture above. When the bulk of the 2DEG becomes insulating, edge states exist at the
sample boundary which can carry current. The quantization of Hall conductance can be
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understood in the Landauer-Buttiker formalism. At bulk lling factor  = n, the Fermi
level crosses with n edge states at the sample boundary. Consider a Hall bar with the source
contact at the chemical potential  above the drain contact. Each of the edge channels
carry current e2=h, leading to the Hall conductivity of xy = ne
2=h. Because the edge
states on each side of the Hall bar carries current in the same direction, the edge trans-
port is immune of backscattering with disorder, leading to the precise quantization. Due
to the electron-electron interactions, the realistic edge states consists of compressible and
incompressible strips [38]. The current is carried mainly be the innermost incompressible
strip. This is consistent with experiments measuring the Hall potential distribution across
the sample with scanning probe techniques [94, 95].
The zero longitudinal conductivity in the fractional QHE can be understood in the same
way as in the integer QHE, because the bulk does not contribute to transport as it is an
incompressible liquid with an excitation gap. The Hall conductivity can be understood in
the picture of edge transport of quasiparticles in stead of electrons.
3.6 Electron crystals
A 2D electron crystal is pinned by arbitrarily weak disorder. Therefore, if the bulk of a
2DEG forms an electron crystal, the bulk is insulating just as in the QHE. For  < 1=2,
no edge states exist, and the 2DEG is completely insulating, both xx and yy are close to
zero. In most experiments, xx can as high as in the M
 regime and xy is close to the
classical value (after admixture from xx is removed) [96]. For  > 1=2, edge states exist,
and transport is contributed by the edge states. xx are observed to be zero, and xy are
the same to its closest integer QHE, also known as reentrant integer QHE.
3.7 Stripes
3.7.1 Microscopic models
Although the prediction of stripes at high LLs [4, 5] is one of the few examples in quantum
Hall system that theory goes ahead of experimental discovery, the most striking experi-
mental ndings came as the signicant transport anisotropy which was not expected. The
original theory [5] recognized that both the stripe and bubble phases can be pinned by
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disorder at low temperatures and becomes insulating; conduction only happens at exactly
 = 1=2 where the bulk edge states between regions of dierent lling factors percolate
through the sample. A few more theoretical works are done after the experimental discovery
suggesting the long-range orientational order. Macdonald and Fisher (MF) [97] studied the
transport in perfect unidirectional stripe phases with gapless edge states. Like in Fogler
et al, it is assumed that the stripe phase itself is pinned by disorder and immobile. The
quasiparticles travel along the edges in the direction decided by the edge chiralities, similar
to the chiral edge states at the sample boundary in the integer QH states. Unlike the QH
edges which are separated by the sample width, here the edges of dierent charalities are
separated by electron or hole strips and backscatterings are possible between neighboring
edges. The back scatterings are characterized by the scattering times e and h (across
electron or hole stripes respectively), which are presumably dependent on the width of the
strips. For stripes along x^ direction, the conductivities are calculated as,
xx =
e2
h
a 1
l 1e + l 1h
; yy =
e2
h
a
le + lh
; xy =
e2
h
([] +
le
le + lh
) ; (3.35)
where le and lh are the quasi-particle mean-free paths along neighboring edges. At 
 = 1=2
where le = lh, xx=yy = l
2
e=a
2  1 and xx=yy = (e2=2h)2. And the resistivities follows
as,
xx =
h
e2
a
le([] + 1)2 + lh[]2
; yy =
h
e2
a 1
l 1e []2 + l 1h ([] + 1)2
; xy =
h
e2
([] + 1)le + []lh
le([] + 1)2 + lh[]2
:
(3.36)
A more realistic model considering the presence of topological and orientational defects
such as dislocations and grain boundaries were developed [98]. It was found that under this
condition the semicircle law is still satised,
xxyy + (xy   0)2 = (e2=2h)2 : (3.37)
MF also evaluated the scattering times in a renormalization-group scheme, and found
that e;h increases with decreasing temperature. This is due to the strong coupling between
the 1D edges which can be considered as Luttinger liquid, and increasing temperature could
suppress the strong coupling and thus inter-edge scatterings. Therefore, with dropping
temperature, the easy resistivity increases while the hard resistivity decreases. This is in
contrast to most experimental data for temperatures just below an isotropic-anisotropic
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τh
τe
Figure 3.2: Illustration of transport based on the model assuming (left) perfect unidirec-
tional stripes (right) the presence of topological defects. The dark region illustrates the
electron region of lling factor [] + 1 and white for the hole region of lling factor [].
[Adopted from thesis of K. B. Cooper]
transition. Indeed, the resistivity has to rise with dropping temperature to become the
hard one from an isotropic phase. Positive dRhard(T )=dT has been recently observed at
low T , separated from a regime of negative dRhard(T )=dT by a resistance maximum at an
intermediate temperature. This observation might suggest the validity of the MF picture in
describing stripe transport in the low-T regime. At higher T where the edges are no longer
well-dened objects due to thermal uctuations, a transport theory is not developed. It
has been speculated [99] that, in this regime, the stripes may be depinned by an arbitrarily
small electric eld and a global sliding of the electron liquid becomes possible. Unlike in
the bubble phases, no signatures of electric eld-driven depinning have been observed for
the stripe phases so far.
3.7.2 Conversion between resistance and resistivity
Soon after the experimental report of stripes, it was recognized that the resistance anisotropy
measured in Van der Pauw samples, exponentially exaggerate the microscopic resistivity
anisotropy. This is because of the current channeling eect in an anisotropic system. In
typical Van der Pauw measurements, the current is sent between two contacts on the two
opposite sides of the sample, and the voltage is measured between two corner contacts in the
same direction. Along the stripe direction, the current is strongly collimated in the center
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of the sample and does not spread out; the current density along the sample boundary is
exponentially small, and the \easy resistance" is thus exponentially suppressed. On the
other hand, if current is sent across the stripes, it is more spread out; sucient current
ows along the boundary and one measures a considerable voltage drop. It was calculated
by Simon [100] that,
Rxx =
4

p
xxyy
X
n=odd

n sinh(
r
yy
xx
n
2
Ly
Lx
 1
(3.38)
 (Lx=Ly)xx   Cpxxyy ; L2xxx > L2yyy (3.39)
 8

p
yyxxe
 [Ly=2Lx]
p
yy=xx ; L2xxx < L
2
yyy ; (3.40)
where C  0:44. In typical high-quality Van der Pauw sample, Reasy is usually dicult to
be distinguished from zero, so the conversion from resistance and resistivity is not feasible.
Nevertheless, exploiting the relation xxyy = const. at half-lling from MF theory, one
can make an estimate from the hard resistance. For example, for  = 9=2, a hard resistance
Ryy = 2k
 gives yy  2:3k
, xx  0:18k
, yy=xx  13, which in turn would give Rxx
too small to be measured. In Hall bar samples, where Lx  Ly, the exaggeration due to
the current channeling eect is much smaller.
Even when the current channeling eect is taken care of, the comparison between the
measured resistance and microscopic models still needs further caution. All the microscopic
models consider the bulk conductivity; on the other hand, edge transport at the sample
boundary which involves all the lled LLs are always in place. The transport properties
of bulk stripes would decide the measured resistance, only when reasonable equilibration
between the boundary bulk edge states and bulk conducting channels. However, this equi-
libration may fail [101], especially at low temperatures.
Part II
Experiments on stripes and
bubbles
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Chapter 4
Stripe orientation under Bk
Shortly after the experimental discovery of stripes [6, 7], it was found that the application
of an in-plane magnetic eld Bk can induce reorientation of stripes, signatured by the
switching of high and low resistances [11, 12]. In these early experiments [11, 12], it was
consistently found and concluded that Bk tends to align stripes perpendicular to it. This
also applies for half-integer ling factors in the N = 1 LL, where stripes can be induced by
Bk, whereas FQHS are the ground state in a perpendicular eld. Theoretical considerations
[102, 103] after the experiments, explains the eects of Bk on the stripe orientation as an
orbital eect. In other words, in the presence of Bk, the quantum connement potential
V (z) can no longer be separated from the single-particle Shrodinger equation; Bk couples
the 2D cyclotron and electric subband levels. This mixing modies the interaction between
electrons and thus the cohesive energy of stripe phases, and result in an energy dierence
in stripes perpendicular and parallel to Bk. Calculations [102, 103] gave results consistent
with the experimental observations, that stripes perpendicular to Bk are more favorable.
While Jungwirth et al. [102] further extends this conclusion to apply to any single-subband
system, Stanescu et al. [103] points out that stripes parallel to Bk could be favored when the
thickness of the 2DEG is large. On the other hand, while it is well known that the g-factor
of GaAs 2DEG is decided by the total (rather than only perpendicular) magnetic eld, it
was understood that the spin degree of freedom doesn't play a major role here. Indeed, none
of the theoretical calculations above distinguishes between dierent spin branches when the
same LL is considered.
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We have studied the Bk-induced reorientation of stripes and have established a phase
diagram of stripe orientation with respect to Bk sensitive to a number of parameters, in-
cluding carrier density, spin index, partial lling factor of a certain LL and the magnitude
of Bk. Through this chapter, we dene x^  h110i and y^  h110i for simplicity. We focus
on data from sample A1 unless otherwise noted in this chapter. Observations in dierent
samples are also discussed.
4.1 Multiple reorientations of stripes induced by Bk
4.1.1 Stripes parallel to Bk
1
0.5
0
R x
x 
,
 
R y
y 
(
kW
)
q = 0º
 
 
B|| = 0
a
1
0.5
0
R x
x 
,
 
R y
y 
(
kW
)
4.94.54.1
n
qx =  42º
 
 
B|| = Bx
d
4.94.54.1
n
qy =  46º
 
 
B|| = By
c
qy =  12º
 
 
B|| = By
b
Figure 4.1: Rxx (solid line) and Ryy (dotted line) versus  at (a)  = 0
, (b) Bk = By and
y = 12
, (c) Bk = By and y = 46, and (d) Bk = Bx and x = 42.
In Fig. 4.1(a) we present an example of stripes in perpendicular magnetic eld near
 = 9=2, characterized by Rxx  Ryy, indicating stripes oriented along y^ direction. When
Bk is applied parallel to the native stripes (Bk = By), at y = 12 stripes reorient along x^-
direction (perpendicular to Bk), as anticipated [see Fig. 4.1(b)]. Surprisingly, upon further
increase of By, at y = 46
 stripes are reoriented again, back to their native direction and
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are now aligned parallel to Bk [see Fig. 4.1(c)]. When Bk is applied perpendicular to the
native stripes (Bk = Bx), at x = 42 stripes are reoriented along x^-direction, again aligning
parallel to Bk [see Fig. 4.1(d)]. We thus conclude that, regardless of the orientation of Bk,
a large enough Bk align stripes parallel to it.
-1
0
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A R
2 1 0
B|| = Bx (T)
n = 9/2
stripes || x || B||
21
B|| = By (T)
|| y stripes || y || B||
|| x
Figure 4.2: Resistance anisotropy AR  (Rxx Ryy)=(Rxx+Ryy) as a function of Bk = Bx
(left) and Bk = By (right) at  = 9/2. The inset shows the stripes orientation and the
direction of Bk.
Figure 4.2 shows the resistance anisotropy AR  (Rxx   Ryy)=(Rxx + Ryy) vs Bx (left
panel) and By (right panel). Starting from AR  1, with increasing By, AR vanishes at
By  0:4 T, reaches AR   1, turns around, disappears again at By  1:1 T, and nally
returns to AR  1. With increasing Bx, AR vanishes at Bx  0:4 T and then approaches
AR   1. Taken together, the data above clearly demonstrate that the eect of Bk is
non-monotonic, and that a second type of reorientation favors stripes parallel to Bk. As we
show next, the second type of reorientation is relevant at other lling factors as well, and
it shows sensitivity to both the spin index  and the Landau level index N .
4.1.2 Dependence on spin and LL index
Figure 4.3 shows the phase diagram of stripe orientations at  = 9/2, 11/2, 13/2 and 15/2
for (a) Bk = By and (b) Bk = Bx. The regions representing stripes along y^ (x^), marked
by vertical (horizontal) lines, are demarcated by the characteristic elds (circles) where
AR  0. We dene Bc as the eld at which stripes reorient perpendicular to By, and B0c;x
(B0c;y) as the eld at which stripes reorient parallel to Bx (By). The dashed lines represent
Bk at select tilt angles and the resistances at these angles are shown in Fig. 4.3(c) and (d).
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Figure 4.3: Evolution of stripe orientation at  = 9/2, 11/2, 13/2 and 15/2 for (a) Bk = By
and (b) Bk = Bx. The regions with vertical (horizontal) lines represent stripes along y^ (x^),
demarcated by the characteristic elds B1y (open dots), B2x [panel (b)] and B2y [panel (a)]
(solid dots). For comparison, B2y (crosses) are added to panel (b) at  = 9=2 and 13=2.
Dashed lines represent Bk at marked tilt angles. Rxx (solid line) and Ryy (dotted line) vs
 at (c) y = 46
 and (d) x = 57.
First, we notice that both B0c;x and B0c;y increase with N for a given  while Bc decreases
with N . Second, strong sensitivity to  renders the overall dependencies of B0c;x and B0c;y on
 non-monotonic; indeed, both B0c;x and B0c;y are always considerably smaller for  = +1=2
than  =  1=2.
The sensitivity of B0c;x and B0c;y to  and N is also evident in the raw data presented in
Fig. 4.3(c) and (d). For Bk = By and y = 46 [see Fig. 4.3(c)], the stripes at  = 9=2 have
reoriented back to their native direction (along y^ axis) as manifested by Rxx  Ryy. The
data at  = 13=2 suggest that the (second) reorientation is about to happen at this lling
factor as well. However, stripes at  = 11=5 and 15/2 are still oriented along x^ direction, as
Rxx  Ryy. For Bk = Bx and x = 57 [see Fig. 4.3(d)], stripes both at  = 9=2 and 13/2
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have reoriented along x^ axis, stripes at  = 11=2 are undergoing the reorientation, while
stripes at  = 15=2 are still oriented along y^ direction.
To compare the magnitudes of B0c;x and B0c;y we add B0c;y (crosses) to Fig. 4.3(b) and ob-
serve that B0c;y is close to B0c;x, though slightly larger. Combined with qualitatively identical
dependence on  and N , this observation suggests that the reorientations characterized by
B0c;x and B0c;y are of the same origin.1 We can now summarize the reorientations as of two
types. The rst type, which aligns stripes perpendicular to Bk, is characterized by Bc that
is not sensitive to  and slightly decreases with N . The second type aligns stripes parallel
to Bk, is characterized by B0c;x and B0c;y that are sensitive to  and increase with N . The
data at  = 9=2 also suggest that the mechanism responsible for reorientation of the rst
(second) type dominates at lower (higher) Bk.
4.1.3 Possible coupling between native and Bk-induced orienting mecha-
nism
The stripe orientation under Bk was understood as the competition between the Bk-induced
and native symmetry-breaking potential (SBP). Quantitatively, one can dene the native
anisotropy energy as EN = EN;x   EN;y, where EN;x and EN;y is the energy of native
stripes along x^ and y^ direction, respectively. For the most well-known case of stripes along
y^, EN is positive. One can also dene the Bk induced anisotropy energy as EB = E? Ek,
where E? and Ek is the energy of stripes perpendicular and parallel to Bk, respctively. In
the standard picture from early studies, EB was understood to be negative for a single-
subband case, and what's more, it was assumed that EN and EB are additive, giving the
total anisotropy E = Ex   Ey = EN + EB for Bk = By, and E = EN   EB for Bk = Bx.
The positive (negative) sign of the total anisotropy energy E is reected in stripes along x^
(y^). The Bk-induced anisotropy energy EB calculated at the reorientation eld By = Bc,
or E = 0, is routinely used as a measure of the native anisotropy energy EN , which was
estimated to be on the order of 1 mK per electron.
We now examine the picture above in light of our observation of multiple reorientations
induced by Bk. The resistance anisotropy A plotted in Fig. 4.2 suggested E should have a
qualitatively similar N -shape as a function of Bk, which crosses zero 3 times. Again, this
unambiguously demonstrate that EB is non-monotonic and can change sign. What's more,
1 In later discussions we call both B0c;x and B
0
c;y as B
0
c.
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observation of both B0c;x and B0c;y allows us to examine the symmetry of EB for Bk = Bx vs
Bk = By, which was not possible before with only Bc available. If we assume that EB, is
the same for Bk applied along x^ or y^ directions, one would expect, in the absence of native
orienting potential, B0c;x = B0c;y at a given , illustrated by the dotted curve in Fig. 4.4 (in
the gure the eect of Bk is denoted as EA, i.e., EA = EB for Bk = By and EA =  EB
for Bk = Bx); a native mechanism favoring stripes along y^ direction, or in other words a
positive EN that is additive to EB, would then lead to B
0
c;x > B
0
c;y, as illustrated by the
solid curve in Fig. 4.4. In contrast, our data show exactly the opposite, e.g., B0c;y > B0c;x
at all lling factors  = 9/2, 11/2 and 13/2, and at  = 9/2, B0c;y  1.0 T is considerably
larger than B2x  0.4 T. We thus conclude that EB must depend on the direction of Bk, or
that EN cannot be simply added to EB. In other words, our data suggest possible coupling
of Bk to native SBP. Furthermore, it seems that a horizontal shift of solid curve of EB(Bk)
in Fig. 4.4, rather than a vertical one, can result in B0c;x < B0c;y, qualitatively consistent with
our data. A horizontal shift of EB(Bk) to account for that native SBP, would be reasonable
in a scenario that the native SBP acts like an eective Bk, e.g., it induces deformation
of electron wavefunctions favoring a certain stripe orientation, and the Bk makes further
deformation of the electron wavefunction on this basis. We'll come back to this point in
Sec. 4.2.4 and Sec. 4.4.
Figure 4.4: Anisotropy energy EA in the absence of native SBP (dotted curve) and ENEA
(solid curve) in the presence of the native SBP, as a function of Bx to the left and By to the
right. EA = EB for Bk = By and EA =  EB for Bk = Bx. The circles where the curves
crosses zero mark the reorientation elds.
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4.1.4 Temperature dependence of stripes parallel and perpendicular to
Bk
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Figure 4.5: Resistances Rxx (solid) and Ryy (open) as a function of total B at dierent
temperatures, as marked, under tilt angle   56 and Bk = By.
It is a curious question whether or not the stripes parallel and perpendicular to Bk have
similar properties, e.g., if they follow similar temperature dependence. In addition, if the
two types of reorientations induced by Bk are due to dierent mechanisms and if the two
mechanisms have dierent temperature dependence, one might observe a switch of stripe
orientation with respect to Bk as the temperature is changed. With this motivation, we have
studied the temperature dependence of stripes at a tilt angle   56 where dierent stripe
orientations are observed at dierent spin indices. In Fig. 4.5 we present the resistances
Rxx and Ryy at dierent temperatures at this angle, covering lling factor from 4 to 8.
Alternating stripe orientation as one moves from one LL to another is clear at T  35 mK
in Fig. 4.5(a), with stripes along y^ for the lower spin branch ( = 9/2 and 13/2) and stripes
along x^ for the upper one ( = 11/2 and 15/2). As temperature is raised, the anisotropy
at all lling factors gets weaker, and stripes have disappeared at T = 300 mK with some
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weak residual anisotropy. In Fig. 4.6 we present Rxx and Ryy vs T at four lling factors 
= 9/2, 11/2, 13/2 and 15/2, as marked. In short, the stripes of dierent orientations with
respect to Bk seem to follow similar temperature dependence. Nevertheless, we comment
on the following points. First, stripes perpendicular to Bk at  = 11/2 and 15/2, have the
anisotropy spanning a larger lling factor range, and the resistance extrema less sharper;
the easy resistance decreases with increasing temperature. Second, it has been pointed out
in early studies [104] that Bk, which always align stripes perpendicular to it, can raise the
onset temperature of stripes and make the anisotropy survive temperatures as high as 600
mK in contrast to about 100 mK in pure perpendicular elds. This observation was taken
as an evidence of randomly aligned stripe domains above the anisotropy onset temperature
in pure perpendicular elds, and the eect of Bk is to align them resulting in the anisotropy.
If the anisotropy in our data, which has the sign consistent as in [104], indeed represents
weakly aligned stripe domains, then we must conclude that the mechanism that favors
stripes parallel to it, has dies out at this temperature. However, we cannot make this
conclusion because it is not clear whether the weak residual anisotropy at T = 300 mK is
due to pure geometry and disorder eects without the presence of stripe domains. We do
observe in another set of data that the anisotropy at 300 mK becomes weaker at 600 mK,
consistent with the scenario in [104]. Still, more careful studies are needed to make a solid
conclusion.
4.1.5 Even more reorientations
In all the data above, we are limited to moderate magnetic elds lower than 8 T. The reason
is that, in our early experiments, we usually observe that as higher Bk is approached,
resistances along both directions show maxima around half-lling, and it is dicult to
decide whether stripes still exist or not. Although a complete understanding is missing,
disappearance of stripes at very high Bk is not too surprising to anticipate, as the Bk
not only introduces strong mixing between LLs, but also pushes the electrons against the
interface resulting in a stronger eect of interface disorder. Indeed, it is common to observe
degradation of interesting phases at very high Bk, including FQHE, bubble phases, MIRO,
etc. Nevertheless, in later experiments, we have observed signicant transport anisotropy
at high Bk with resistance along the easy direction showing a minimum around half-lling,
providing strong evidence for the existence of stripes, which must have undergone a third
39
600
400
200
0
R x
x,
R y
y 
(
W
)
n = 9/2
a
200
0
R x
x,
R y
y 
(
W
)
n = 11/2
b
200
0
R x
x,
R y
y 
(
W
)
3002001000
T (mK)
n = 13/2
c
100
0
R x
x,
R y
y 
(
W
)
3002001000
T (mK)
n = 15/2
d
Figure 4.6: Resistances Rxx and Ryy as a function of T at  = 9/2, 11/2, 13/2 and 15/2,
under tilt angle   56 and Bk = By.
reorientation with increasing Bk. In Fig. 4.7 we plot the reorientation behavior of sample A1
with Bk applied along native stripes at  = 9=2 in sample A1. Fig. 4.7(a) and (b) displays
the resistances Rxx and Ryy, and the resistance anisotropy AR  (Rxx Ryy)=(Rxx+Ryy),
respectively. Remarkably, just by changing the magnitude of By, we reorient stripes a total
of 3 times, with AR oscillating and crossing zero 3 times, at roughly 0.4 T, 1.2 T and 8.5 T.
It is interesting to notice that the slope of AR at these reorientation elds decreases with
increasing Bk.
4.1.6 Discussion
Multiple reorientations induced by Bk have been observed in almost all samples we have
studied. The sensitivity to spin and LL indices proves to be robust. However, we do observe
dierent classes of reorientation behaviors in dierent samples. For example, for  = 9/2
and Bk = By 2 , some samples show two reorientations under increasing By (sample A1,
2 Here we also limit ourselves to not too large Bk, Bk < 8 T so the case as in 4.1.5 is not considered
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Figure 4.7: (a) Resistances Rxx and Ryy and (b) the resistance anisotropy AR as a function
of Bk = By at  = 9=2 in sample A1.
B1, N1), some samples show no reorientation at all and stripes always stay parallel to Bk
(sample A2, A6, M1, M2), and some samples show only one reorientation resulting in stripes
perpendicular to Bk (sample A4), consistent with the result of early studies (also see 6.2
for more details). The contrast between dierent samples had led to the dis-encouraging
thought that the stripe orientation under Bk is a messy problem. It motivated us to look
at the stripe reorientation behaviors in a sample with an in-situ back gate as a knob. It
turned out that the distinguished reorientation behaviors can be unied by just tuning one
parameter as we discuss in the next section.
4.2 The eects of density on stripe orientation
As we show in this section, the distinguished reorientation behavior in dierent individual
samples can be unied in a single device, by tuning the carrier density with an in situ back
gate.
Our 2DEG resides in a 30-nm GaAs/AlGaAs quantum well (about 200 nm below the
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Figure 4.8: Longitudinal resistances Rxx (red) and Ryy vs  at dierent densities, as
marked. (d) LL diagram close to the Fermi level for ne = 3.52 1011 cm 2.
sample surface) that is doped in a 2 nm GaAs quantum well at a setback of 63 nm. The
in situ gate consists of an n+ GaAs layer situated 850 nm below the bottom of the quan-
tum well [105]. Eight Ohmic contacts were fabricated at the corners and midsides of the
lithographically-dened 11 mm2 Van der Pauw mesa. The electron density ne was varied
continuously from 2.2 to 3:8  1011 cm 2. The peak mobility was about   1:2  107
cm2/Vs at ne  3:3 1011 cm 2.
Examples of resistances in perpendicular elds at dierent densities are shown in Fig. 4.8
in the lling factor range  = 4  8. In the whole density range explored, native stripes
42
always appear along y^ = h110i direction, that is, the easy transport direction is along
y^, signaled by much larger Rxx than Ryy. Most magnetoresistance features changes only
slightly from n = 2.57 to 3.16 1011 cm 2. For n = 3.521011 cm 2, the quantum Hall
plateau at  = 4 and 6 has become wider, and stripes barely survive at  = 13/2. This
is a result of population of the second subband at these lling factors, as we illustrate in
Fig. 4.8(d). In Fig. 4.8(d) we schematically plot the level diagram at n = 3.52 1011 cm 2,
where red (blue) lines represent LLs from the rst (second) subband, and solid (dashed)
lines represent the spin up (down) branch. The Fermi level for  = 4  8 are marked by
black segments, with 9/2 and 13/2 marked by green dots. At range of lling factors 4 <  <
4.5 and 6 <  < 6.5 are in the second subband while the spin down branch are below the
second subband. At even higher density, the Fermi levels at  = 9/2 and 13/2 are in the
second subband and stripes disappear in a perpendicular magnetic eld.
4.2.1 Main results - Stripe orientation under Bk = By at  = 9/2
In Fig. 4.9 we summarize our experimental ndings at  = 9/2, namely the phase diagram of
stripe orientation in the (ne; By)-plane. The diagram contains two distinct phases, \stripes
k x^" and \stripes k y^". While the native stripes are along the y^-axis at all densities
studied, one easily identies three distinct evolutions of stripe orientation with Bk. At
low densities we observe a single reorientation (y^ ! x^), in accord with the \standard
picture" [11, 12, 102, 103, 106]. At intermediate densities, the stripes undergo two successive
reorientations (y^ ! x^ and x^ ! y^), ultimately aligning along Bk [14]. Finally, the high
density regime reveals no reorientations whatsoever, and the native direction of the stripes
(k y) is preserved at all Bk. While each of these regimes was previously realized in individual
samples [11, 12, 60, 68, 14], to our knowledge, it is the rst observation of all three classes
of behavior in a single device.
Further examination of the phase diagram (Fig. 4.9) shows that the characteristic in-
plane eld By = Bc, describing the rst (y^ ! x^) reorientation, is virtually independent of
ne, as revealed by essentially horizontal lower boundary at Bc  0:25 T of the \stripes k x^"
phase. On the other hand, the in-plane eld By = B
0
c, corresponding to the second (x^! y^)
reorientation (the upper boundary of the \stripes k x^" phase) decreases sharply with ne
until it merges with Bc at ne  3:51011 cm 2. Indeed, B0c drops by an order of magnitude
over a density variation of less than 20%. It is this steep dependence of B0c on ne that is
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Figure 4.9: Stripe orientation as a function of ne and By at  = 9/2. Triangles (circles)
mark stripe orientation perpendicular (parallel) to Bk = By. The big circle was obtained
from the density sweep in Fig. 4.10. Squares mark the isotropic state. The lower (upper)
phase boundary (dashed line) is a guide to the eyes marking Bk = Bc (Bk = B0c), see the
text.
responsible for the appearance of the three distinct regimes discussed above.
As pointed out in the last section, where we investigate both Bc and B
0
c at xed ne,
B0c depends strongly on spin and orbital indices, in sharp contrast to Bc; at  = 11=2, B0c
is signicantly higher than at  = 9=2. This observation, together with theoretical con-
siderations [102] predicting similar Bk-induced anisotropy energies favoring perpendicular
stripes at these lling factors, has lead to the conclusion that the second reorientation is
of a dierent origin [14]. The observation of strong (weak) ne-dependence of B
0
c (Bc) lends
further support to this notion.
4.2.2 Density dependence of stripe orientation at other lling factors
It has been demonstrated in details in Sec.4.1.2 [14] that two reorientations are observed at
other lling factor as well such as  = 11/2 and 13/2, and B0c sensitively depends on the
spin and LL index while Bc does not. We observe similar behaviors in the gated sample.
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Figure 4.10: Rxx and Ryy vs. ne measured at Bz = 2.8 T and By = 1.8 T.
Consistent with Sec.4.1.2 [14], for xed density, n = 3.301011 cm 2 as shown in Fig. 8.3(a),
B0c is smaller at spin up branch ( = 9/2 and 13/2), and slightly increases with LL index
although the dependence is weaker, demonstrating non-monotonic behavior as a function of
 or Bz. On the other hand, for higher density, n = 3.521011 cm 2, where stripe parallel
to Bk prevail without any reorientations, reorientations leading to perpendicular stripes do
appear at other lling factors. In short, at other  such as 11/2 or 13/2, B0c is larger than
that at 9/2, while Bc is almost the same. As a result, at these lling factors we do not
observe the high density regime behavior as at 9/2, where no reorientations are observed.
Nevertheless, it holds true that at each xed lling factor, B0c decreases with increasing
density and stripes parallel to in-plane elds are more favorable.
4.2.3 How to understand the role of density on stripe orientation?
Listing all possibilities   The phase diagram (Fig. 4.9) implies that it is not Bk alone,
but rather its combination with the carrier density that determines stripe orientation. In
particular, it indicates that at higher ne stripes are more likely to be oriented parallel to Bk,
which is also their native orientation. There are a few eects which can be directly ascribed
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to the density change at a given lling factor (here,  = 9=2). First, the perpendicular
eld Bz increases with ne. This fact alone leads to (i) a smaller stripe period, (ii) a weaker
inter-LL screening [30],3 and (iii) a closer proximity of the valence LL to the second
subband. Second, the increase in ne results in a smaller inter-subband splitting [which
further facilitates (iii)]. Finally, with increasing gate voltage electrons are pressed towards
the interface and thus experience stronger interface potential, which, e.g., might aect
coupling to the native symmetry breaking eld.
Exclusion of the quantum connement potential as responsible for the phase
diagram   To single out the dominant eect, we have measured Rxx and Ryy at a xed
Bz = 2:8 T and By = 1:8 T while sweeping the gate voltage to cover the lling factors 
= 9/2 and 11/2. The results of these measurements are presented in Fig. 4.10 showing Rxx
(solid line) and Ryy (dotted line) as a function of ne. At  = 9/2, which occurs at a lower
density, Rxx > Ryy and stripes are parallel to y^, as a result of the second reorientation. In
contrast, at  = 11=2, which is at a higher density, we nd Rxx < Ryy implying stripes
still perpendicular to Bk. We note that  = 9=2 and 11=2 are characterized by the same
2D wavefunction, stripe period, and inter-LL spacing, justifying their direct comparison in
Fig. 4.10. At rst glance, this nding might appear puzzling as it indicates that the overall
trend observed in Fig. 4.9, namely that higher ne favors stripes parallel to Bk, is completely
reversed by simply changing the spin index.
The contrasting behavior in Fig. 4.9 (at xed ) and Fig. 4.10 (at xed B), allows us to
rule out the factors that works the same way in both situations to be responsible for the
phase diagram in Fig. 4.9. These factors include the interaction with the interface potential,
which was considered in [68] as the reorientation mechanism favoring stripes parallel to Bk.
Indeed, at xed Bz and By, increasing ne from  = 9=2 to 11/2 could only increase the
electron-interface interaction. However, stripe orientation switches from y^ (native direction)
at  = 9=2 to x^ at  = 11=2, suggesting that this mechanism, even if present, is of secondary
importance. Similarly, the data in Fig. 4.10 allow us to conclude that the proximity to the
second subband is also not a dominant factor for the x^! y^ transition (at xed Bk) seen in
Fig. 4.9. If the opposite were true,  = 11=2 in Fig. 4.9 would reveal stripes along y^ since it
is closer to the second subband than 9=2, as already discussed.
3 Screening at a wavevector of stripe modulation is characterized by "(1 + a=aB) where aB  10 nm is
the Bohr radius [30, 4, 54].
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One possible character: the inter-LL screening   On the other hand, what is
responsible for the phase diagram in Fig. 4.9 could only be those ne-associated variations
that are present at xed  but absent at xed B. One such eect is screening from other
LLs which gets weaker with Bz due to increased inter-LL spacing. While theory always
yields EA > 0 in a single-subband 2DEG when screening is taken into account, it does
produce EA < 0 when screening is neglected [102]. One can therefore expect stripes parallel
to Bk if screening in realistic samples is weaker than calculations suggest [30, 54]. Screening
at a wavevector of stripe modulation is characterized by "(1 + a=aB), where "  12:8 is
the dielectric constant of GaAs, a  2:8Rc is the stripe period, Rc is the cyclotron radius,
and aB  10 nm is the Bohr radius [30, 4, 54]. While there are other Bz-related eects,
(x^! y^) stripe reorientation with increasing ne in Fig. 4.9 can be explained qualitatively by
decreasing screening which favors stripes parallel to Bk.
In a hand-waving manner, the role of screening on stripe orientation can be understood
as follows. First, we recall that stripes form when direct Coulomb repulsion (Hartree) is
overwhelmed by the exchange interaction, which is eectively attractive but comes into play
only when there exist an overlap between wavefunctions. Since Bk causes the elongation of
the wavefunction (cyclotron orbit) along Bk, dierent stripe orientation dierent degrees of
overlap between the wavefunctions. Hartree and Fock term would thus favor dierent stripe
orientations [102]. The competetion between Hartree and Fock can be tuned by screening.
It remains to be understood why stripes parallel to Bk in a single-subband quantum well
are never predicted by theories [102] that calculate the dielectric function using the random
phase approximation (RPA) [30]. While we cannot point out the exact reason, it appears
plausible that such calculations might not accurately capture a real experimental situation.
For example, the period of the stripe phase might be dierent from what Hartree-Fock
calculations suggest. Experiments employing surface acoustic waves have obtained about
a 30% larger stripe period than suggested by theory [4, 5]. In addition, LL mixing eects
beyond the RPA or disorder-induced LL broadening [107] were not taken into account.
Reconsidering the role of quantum well connement   Now we discuss the re-
orientation in Fig. 4.10 concerning stripes at dierent spin branches at the same B. We rst
discuss the situation in the absence of Bk. Dierent behavior at dierent spin branches of
the same LL is common in many aspects in quantum Hall physics with poor understanding.
In most cases, the experimental data are taken in sweeping magnetic elds. Indeed, [108]
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explains the spin-index dependence of stripe onset temperature in perpendicular magnetic
eld as due to dierent energy scales depending on B. However, this argument would not
explain the dierence in stripes at xed B and varying density. In Fig. 4.11 we present
the resistance of stripes at dierent lling factors as a function of the gate voltage in xed
magnetic eld. Obviously, the anisotropy is stronger at the lower spin branch, although the
dierence is less than in eld sweeps (similarly, the dierence in anisotorpy energy should
small in Fig. 4.10, as the anisotropy, in opposite directions, is weak at both lling factors).
Similar behavior is observed at dierent magnetic elds and LLs.
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Figure 4.11: Rxx (solid) and Ryy (dashed) as a function of gate voltage in xed perpen-
dicular magnetic eld Bz = 1.4 T, covering  from 4 to 8.
We note that in the density sweeps at xed B, the primary change is in the quantum
connement potential. For spin down ( = 11=2), the gate voltage is higher, and the width
of the wavefunction in the z direction is larger than for spin down ( = 9=2). It is possible
that the increase of nite thickness leads to a softening of the Coulomb interaction and thus
weakening of stripes. Another possibility is a weaker native anisotropy energy at  = 11=2
due to an unknown mechanism. If one assumes the anisotropy energy due to Bk is the same
in Fig. 4.10, a weaker native anisotropy at  = 11=2 could lead to the contrasting stripe
orientation as shown in Fig. 4.10.
4.2.4 Stripe orientation under Bk = Bx
In Fig. 4.12 we plot the phase diagram of stripe orientation at  = 9=2 at Bk = Bx.
Reorientation is observed at all densities. The characteristic eld needed to induce the
reorientation, demonstrate a weak dependence on ne. B
0
c;x has a shallow minimum around
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ne  3:2  1011 cm 2, increases at lower density, and also a little bit at higher density.
Across the whole density range studied, the variation in B0c;x is within 0.5 T. This is in
sharp contrast the one order of magnitude variation in B0c;y (noted as B0c in Sec. 4.2.1).
Therefore, the close quantitative comparison between B0c;x and B0c;y in Sec. 4.1.2 seems to
be coincidence. Still, the qualitatively similarity in the dependence on spin and LL indices
suggest the similar origin of the orientations characterized by B0c;x and B0c;y. In addition, the
phase diagram in Fig. 4.12 is consistent with our observations in individual samples, that
a reorientation under Bk = Bx is always observed, irrespective of whether or not second
reorientation under Bk = By is observed, or the value of B0c;y.
The contrast in the density dependence of B0c;x and B0c;y highlights the asymmetry on
the direction that Bk is applied (Bk = Bx vs Bk = By). The asymmetry can be due to either
the coupling between Bk and the native symmetry breaking potential, or, some mechanism
that breaks the symmetry between x and y directions in terms of the eect of Bk but not
responsible for the native stripe orientation, such as disorder. The explanation of the phase
diagram in Fig. 4.12 is a subject of future studies.
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Figure 4.12: Stripe orientation as a function of ne and Bx at  = 9/2. Triangles (circles)
mark stripe orientation parallel (perpendicular) to Bk = Bx. Squares mark the isotropic
state. The upper phase boundary (dashed line) is a guide to the eyes marking Bk = B0c;x,
see the text.
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4.3 Partial lling factor dependence of stripe orientation within
a single LL
It is well known that stripes exist in a nite partial lling factor range, roughly, 0:4 
  0:6, while they break in to bubble phases out of this range through a rst-order phase
transition [5]. However, most of the studies have focused on the case of exact half-lling,
 = 0:5. This is where the strongest anisotopy is observed in early studies, 4 as man-
ifested by a maximum in the hard resistance and a minimum in the easy resistance (the
latter is sometimes not present as the easy resistance is too small to reveal any variation
from zero). In addition to the variation in the transport anisotropy amplitude, there are
several characteristics of stripes that change as a function of . (i) It is usually observed
that stripes away from half-lling disappear rst as temperature is raised [7, 74]. (ii) In ex-
periments studing the pinning mode resonances [67], a slightly higher peak frequency, lower
maximum real diagonal conductivity, and lower quality factor for resonance, are observed
for stripes away from half-lling. (iii) The frequency of collective excitations measured by
a combination of surface acoustic wave, microwave and photoluminescence [109] decreases
as one goes away from half-lling.
From the Hartree-Fock point of view, stripes away from half-lling consist of electron
and hole stripes of dierent widths, rather than those of equal widths at half-lling. For
 = 0:4(0:6), the electron (hole) stripes have the width of 0:4a, smaller than 0:5a for stripes
at half-lling. Here a is the stripes period, a  Rc   for a xed carrier density, and for
high LLs such as  = 4:4  4:6, the relative variation is small. Stripe phases consisting
narrower stripes, is likely to be more susceptible to disorder as well as thermal and quantum
uctuations, consistent with the experimental observations above.
4.3.1 Main observations at the rst reorientation
Here we demonstrate that the Bk-induced reorientation behavior and stripes orientation,
can also be sensitive to . In Fig. 4.13 we present Rxx (solid line) and Ryy (dotted line)
versus lling factor  at dierent , from 0 to 12:2, as marked. At  = 0, the data reveal
4 A deviation from this \standard" observation is observed recently, i.e., at about 20 mK, the maxim
in hard resistance is usually observed at lling factors a bit higher than half; at intemediate temperatures
such as 40 mK, the hard resistance displays a minimum at half-lling.
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strong anisotropy near  = 9=2 with Rxx  Ryy [see Fig. 4.13(a)], i.e., stripes are oriented
along y^ direction. Near   4:28 and   4:72, Rxx and Ryy reveal isotropic reentrant
quantum Hall or \bubble" states [6, 7, 75, 110, 111, 76]. At  = 5:7 [Fig. 4.13(b)], new
anisotropic states of orthogonal orientation (e.g., along x^-direction) develop near   4:4
and   4:6, i.e. at the edges of the native stripe range found at  = 0. Like the native
stripes, which reside near  = 9=2, these new anisotropic states are represented by high
peaks along one direction and deep minima along another, albeit with Ryy  Rxx. As 
increases to 8.1 [Fig. 4.13(c)], these orthogonal anisotropic states take over larger range
of , while the native anisotropy at  = 9=2 becomes noticeably weaker. At  = 8:7
[Fig. 4.13(d)], stripes along x^-direction occupy almost the whole lling factor range of the
original stripes, except near  = 9=2, where the system becomes isotropic. At still larger
tilt angle,  = 12:2, x^-directed stripes occur in the whole lling factor range, i.e., the
reorientation of the native stripes by By is complete at all lling factors within the Landau
level.
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Figure 4.13: Rxx (solid line) and Ryy (dotted line) versus  at T = 25 mK and  from (a)
0 to (e) 12:2, as marked.
Before proceeding with the more detailed data analysis, we demonstrate that the evo-
lution shown in Fig. 4.13 is not unique to  = 9=2. In Fig. 4.14 we show Rxx (solid line)
and Ryy (dotted line) at (a) 5    6 and (b) 6    7 measured at  = 8:1 and 8.7,
respectively. In both cases, the data show alternating stripes orientation which is qualita-
tively identical to what is observed in Fig. 4.13(c). We thus conclude that the sensitivity of
the stripes orientation to the lling factor is a generic feature of the anisotropic phases in
51
our sample; it appears in both spin-up and spin-down branches and in dierent (N = 2; 3)
Landau levels.
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Figure 4.14: Rxx (solid line) and Ryy (dotted line) versus  around (a)  = 11=2,  = 8:1

and (b)  = 13=2,  = 8:7.
To further examine the evolution of the anisotropic states with the tilt angle, we compute
the resistance anisotropy AR = (Rxx  Ryy)=(Rxx +Ryy) from the data shown in Fig. 4.13
and present the results in Fig. 4.15. At  = 0 [Fig. 4.15(a)], we see that AR  1 at all
lling factors within a band 4:4    4:6, reecting the native stripes orientation along
y^ direction. As the sample is tilted, this AR  1 band becomes narrower [Fig. 4.15(b) and
Fig. 4.15(c)], and eventually vanishes as the system becomes isotropic at  = 9=2, where
AR  0 [Fig. 4.15(d)]. Concomitant with the narrowing of the AR  1 band (stripes jjy^),
we observe the emergence of the AR   1 bands (stripes jjx^), which germinate at the
edges of the native stripe band [Fig. 4.15(b)]. With increasing , these AR   1 bands
expand towards each other [Fig. 4.15(c)] and eventually merge at half-lling [Fig. 4.15(d)]].
At the  = 12:2 [Fig. 4.15(e)], the AR   1 band occupies the whole range of the native
stripes, 4:4    4:6, i.e. stripes are now oriented along x^ direction everywhere within the
spin-down branch of the N = 2 Landau level.
Taken together, the data demonstrate that the reorientation of stripes by Bk depends
sensitively on the lling factor and that at a certain xed  stripes can reorient twice within
a single Landau level. More specically, we establish that the reorientation rst occurs at
lling factors near the onset of the native stripes, i.e. at   4:4 and   4:6, and then the
boundary, separating two orthogonal stripe phases, propagates towards half-lling.
We next quantitatively examine the evolution of the anisotropy with Bk at dierent
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Figure 4.15: Resistance anisotropy AR = (Rxx   Ryy)=(Rxx + Ryy) versus  computed
from the data in Fig. 4.13.
xed lling factors in the vicinity of  = 9=2. In Fig. 4.16(a), (b), and (c), we present
Rxx (lled circles) and Ryy (open circles) as a function of By, at  = 4.5, 4.46, and 4.43,
respectively. In all three cases, we nd that the anisotropy axes are switched when Bk
reaches a characteristic eld Bc, dened such that Rxx  Ryy (cf. #). We further notice
that Bc decreases as  deviates from half-lling. We summarize these ndings in Fig. 4.16(d)
showing Bc as a function of . The dashed and dash-dotted lines in Fig. 4.16(d) represent
Bk at  = 8:1 and  = 5:7, corresponding to the situation of Fig. 4.13(c) and Fig. 4.13(b),
respectively. Two crossings of these lines with Bc is reected in the transport data as
switching of the anisotropy axes during the magnetic eld sweep.
The characteristic eld Bc reaches its maximum value of about 0.43 T at  = 9=2. As 
deviates from half-lling, Bc gradually decreases to  0:23 T at both  = 4:41 and  = 4:59
The dependence of Bc on  is roughly symmetric about half-lling and can be reasonably
well described by a parabola (dotted line).
Since Bc characterizes the competition between the native symmetry breaking potential
and the eect of Bk on the orientation of stripes, the decrease of Bc away from half-lling
can be due to either a stronger eect of Bk or a weaker native symmetry breaking potential
at these lling factors. However, since the eect of Bk is predicted to have a very weak
dependence on  [102, 103], the relationship between Bc and  must reect a weaker native
symmetry breaking potential away from half-lling. We note that the observed dependence
is quite signicant; Bc decreases by nearly 50% as  is changed from 9/2 to 4.4 or 4.6.
In other sets of measurements, we have also observed that the resistance at away from
half-lling can be sensitive to a very small Bk and Bc as small as 0.13 T has been obtained.
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4.3.2  dependence at other reorientations
We observe  dependence at other reorientations as well. After conducting the same
procedure as in Fig. 4.16, we plot the characteristic eld for the second reorientation B0c vs
 together with Bc, and thus extended the phase diagram in Fig. 4.16. First, we observe
that B0c demonstrate the opposite dependence on ; namely, it is larger at lling factors
away from half-integer. In addition, variation in B0c is larger in the same lling factor range.
Although we were not able to construct a similar phase diagram for Bk = Bx in this
sample, we do observe that the Bx induced reorientations are also sensitive to 
. Fig. 4.18
shows an example of Rxx and Ryy vs  at tilt angle about 13
, where the stripes are already
reoriented. Variation of anisotropy amplitude is apparent, with the weakest anisotropy at
half-integer lling factor, which can be only because that the stripes here are not yet fully
reoriented. Therefore, we conclude that the characteristic eld required to induce reorien-
tations for Bk = Bx, is also larger at half-integer lling factors. However, its dependence
on  might be weaker, and thus more dicult to be resolved.
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The observations above are consistent with the understanding that the -sensitivity in
stripe orientation, is not with respect to the Bk, but rather the native stripe orientation.
Therefore, we conclude that the -sensitivity is due to a weaker orienting mechanism away
from half-lling, rather than due to the -sensitivity in the eect of Bk.
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Figure 4.18: Rxx and Ryy versus  under Bk = Bx at tilt angle about 13.
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4.3.3  dependence in other samples
Similar  dependence are observed in almost all high-quality samples that we have studied.
In Fig. 4.19 an example from sample B1 around  = 9=2 at a tilt angle is demonstrated.
Here alternating stripe orientation is particularly striking, with the resistance along easy
direction reaching zero in all three  regions.
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Figure 4.19: Rxx and Ryy versus  under Bk = By at tilt angle about 10 in sample B1.
4.4 Summary
We have studied the stripe orientation under the application of an in-plane magnetic eld
Bk and have found that the eect of Bk is far more rich than what was known from the
early experiments, that stripes would like to align parallel to Bk. Instead, we nd that the
stripe orientation is sensitive to a variety of parameters, including the partial lling factor
, spin and Landau level index, direction and amplitude of the applied Bk. Our ndings
establish the stripe orientation as a robust binary-code observable reecting the electron-
electron interactions in the high LL regime, and also shed new light on the longstanding
mystery regarding the native stripe orientation.
More specically, rst, we nd that there are two types of Bk-induced reorientations.
The rst type, known in early experiments, reorient the stripes perpendicular to Bk, and
the characteristic eld for the reorientations Bc is insensitive to spin, LL index, or the
carrier density. The second type, reorient stripes parallel to Bk and the characteristic eld
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B0c is sensitive to the above parameters. B0c is smaller at the lower spin branch, lower LL
(but non-monotonic as a function of ), and higher carrier density in our gated sample.
The contrasting properties of the two types of reorientations strongly suggest that they
are due to dierent mechanisms, but both controlled by the Bk. The sensitivity of B0c
to carrier density (or other sample parameters) results in dierent classes of reorientation
behaviors for Bk applied along the direction of native stripe orientation. In cases where
B0c is too large, only Bc is observed, converging with early experiments; when B0c > Bc,
two successive reorientations could be observed, with stripe rst perpendicular and then
parallel to Bk, revealing a non-monotonic Bk induced anisotropy energy; there also exist a
regime where no reorientations are observed and stripes stay parallel to Bk, which can be
understood as B0c < Bc,.
The eect of Bk has so far been understood as an orbital eect, that it induces distortion
of the 2D wavefunctions, and thus the stripe orientation, which is the pattern made out
by the distorted wavefunctions. Within this framework, we suggest that the dependence
of B0c on spin and the carrier density may be due to the dierence inter-LL screening.
Essentially, at lower spin branch and higher carrier density, the perpendicular magnetic
eld Bz is larger for a certain LL, which leads to a larger dielectric function considering
inter-LL screening. Stripes parallel to Bk are favored when screening is weaker according to
the HF calculations[102]. However, the arguments above don't account for how screening
changes as a function of Bk (calculations under random phase approximation show that the
dielectric function depends weakly on Bk), so the origin for the non-monotonic eect of the
Bk on stripe orientation remains unclear.
In addition, we observe asymmetry in the magnitude of B0c regarding whether Bk is
applied along or perpendicular to native stripes. The asymmetry suggests coupling between
the eect of Bk and the native orienting mechanism that cannot be simply accounted for by
a sum of the anisotropy energies. We recall that the native stripe orientation may depend
on spin and LL index [61], or the carrier density in a certain sample [60, 61]. We suggest
that the variation of native stripe orientation may have the same origin as the sensitivity
of the orientation with respect to Bk to such parameters. The variation of native stripe
orientation as observed in [60, 61] can be also understood as due to a change of screening
with these parameters. The dierence is that, in our experiments, the distortion of the
wavefunction is provided by Bk, while in [60, 61], one can think that the native orienting
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mechanism, wherever it originates from, controls the stripe orientation by distorting the
2D wavefunction, in a similar way as the Bk does. Furthermore, the distortion of the
wavefunction due to the native mechanism and the Bk may be coupled in a non-trivial way.
Bc observed when Bk is applied along native stripes, which is small (around 0.5 T) and
shows very weak dependence on spin, LL index or carrier density, may signal canceling of
the native distortion by Bk.
Finally, we observe that the Bk-induced reorientations are sensitive to the partial lling
factor . Experiments for both Bk = Bx and Bk = By suggest that the -sensitivity
in stripe orientation, is not with respect to the Bk, but rather the crystal axes (or the
native stripe orientation). More specically, stripes at exactly half-lling have a more
robust tendency to stay in the native orientation. Our observations suggest a weaker native
orienting mechanism at away from half-lling. The sensitivity of stripe orientation in 
leads to metastable stripe orientation as we discuss in the next chapter.
Chapter 5
Metastable stripe orientation and
its relaxation
5.1 Metastable stripe orientation at low temperatures
In 4.3 we have focused on alternating stripe orientation within a single LL at a tempera-
ture about 50 mK. Interestingly, as temperature is lowered, dierent stripe orientations are
observed in eld sweeps. In Fig. 5.1(a) we present Rxx (solid line) and Ryy (dotted line)
as a function of lling factor  measured at T  75 mK. The data demonstrate strong
anisotropy (with Rxx  Ryy) near both  = 9=2 and  = 11=2, signaling that stripes at
both lling factors are oriented along the native, y^ = h110i, direction. Around fractional
llings,   4:28 and   4:72, both Rxx and Ryy reveal insulating states owing to the
formation of bubble phases [4, 6, 7, 75, 110, 111, 76]. Closer examination of the data in
Fig. 5.1(a) around  = 9=2 reveals that further away from half-lling Ryy  Rxx (marked
by #). This observation indicates that stripes at these lling factors have, in fact, already
undergone Bk-induced reorientation and are now aligned along the x^ direction. This hap-
pens because stripes away from half-lling require a smaller Bk to be reoriented, and, as
a result, orientation of stripes within a given Landau level at a xed tilt angle depends
sensitively on the lling factor [13], as we have discussed in 4.3.
Like Fig. 5.1(a), Fig. 5.1(b) shows Rxx (solid line) and Ryy (dotted line) versus  but
measured at a lower temperature, T  20 mK. One observes that the bubble phases are
now almost indistinguishable from the neighboring integer quantum Hall states. The most
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Figure 5.1: Rxx (solid line) and Ryy (dotted line) as a function of  measured at (a) T  75
mK and (b) T  20 mK. The magnetic eld was tilted with respect to the sample normal
by  6. Cartoons illustrate orientation of the stripes with respect to the direction of Bk
(thick arrow). Dotted lines around  = 9=2 in panel (a) mark lling factors +  4:57 and
   4:43 near which the anisotropy energy changes sign at this tilt angle.
striking change, however, is that now one nds Rxx  Ryy near both  = 9=2 and  = 11=2,
indicating alignment of stripes along the x^ direction.
Since both data sets shown in Fig. 5.1 are acquired at the same tilt angle, one can argue
that lowering the temperature is the sole cause for the observed reorientation. If so, one
could be tempted to conclude that, surprisingly, the native symmetry-breaking potential
becomes weaker at lower T as it is now easier to be overcome by the Bk-induced anisotropy
energy. However, as we show next, such a conclusion is premature.
We recall that the native stripes align along either y^ = h110i (most common scenario)
or x^ = h110i orientation [60, 112, 61, 62] but never otherwise. Moreover, there is strong
evidence for the existence of two distinct minima in the native orientation potential along
orthogonal directions [112]. The anisotropy energy can be dened as a dierence between
these two minima, E = Ex   Ey. While the orientation of stripes is usually decided by
the sign of E, it can also be determined by the history. The latter happens when (i) E
changes sign at some lling factor within a region where stripes form and (ii) the relaxation
is slow enough for the system to relax from the higher minimum to the ground state during
the magnetic eld sweep. Indeed, both [60] and [112] observed that when  is swept from
high to low (low to high) stripes near  = 9=2 align along the h110i (h110i) direction.
Field-cooling [112] conrmed the existence of the lling factor at which E changes sign.
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Thus, observed hysteresis demonstrates that the orientation of stripes manifested in low-
temperature measurements can be governed by the sign of E preceding the degeneracy of
the two minima. In other words, no matter which orientation is realized rst, stripes can
get stuck in that orientation even though the sign of E suggests an orthogonal one.
At this point it is worth mentioning that in our experiment, up- and down-sweeps of
the magnetic eld revealed essentially identical data at both T  75 mK and 20 mK. While
no signicant hysteresis was observed at these temperatures, our experimental situation
bears clear similarities to that of [60, 112], albeit with one dierence. Indeed, our higher
temperature data clearly illustrate the existence of characteristic lling factors around  =
9=2, + and  , separating stripes of orthogonal orientations [cf. dotted lines in Fig. 5.1(a)].
The anisotropy energy is negative when   <  < +, vanishes at + and  , and is positive
further away from half-lling. As a result, crossing either   or + leads to a sign change
of E, very much like the situation of [112]. The important distinction, however, is the
existence of two such lling factors in the lling factor range within which stripes form. As
a result, the stripe orientation revealed in magnetic eld sweeps can be a metastable one,
even if no hysteresis appears.
We now demonstrate that the data in Fig. 5.1(b) at near both  = 9=2 and 11/2 represent
a metastable stripe orientation. To prove this, we have performed an additional experiment
the results of which are summarized in Fig. 5.2. First, we cool down (i) our sample at
a xed lling factor   4:52 starting from T  75 mK (square) down to T  20 mK
(circle) and observe a monotonic increase in Rxx. Rxx vs  is shown as the dotted line in
Fig. 5.2(a), and Fig. 5.2(b) plot the time trace of Rxx in the cooling process.The eld-cooling
data unambiguously demonstrate that when   <  < +, the equilibrium conguration
corresponds to a stripe phase oriented along y^ direction at 20 mK, while the data shown in
Fig. 8.1(b) likely reects a metastable orientation. Next, we prepare stripes in metastable
orientation again, by rst sweeping the magnetic eld away from the stripes region (ii, upper
curve), and then returning back to   4:52 (iii, lower curve). Indeed, we nd that Rxx  0
at this lling factor, i.e. stripes are now oriented along x^ axis within the entire range of
lling factors. This happens because, before the system enters the range   <  < +,
where E < 0, it rst needs to traverse the regime favoring stripes along x^ direction (E > 0)
which occurs at  > +. The relaxation time is long enough to preserve the initial stripe
orientation for the duration of the eld sweep. Finally, we warm up (iv) the system at this
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Figure 5.2: (a) Rxx vs.  measured during (i) cooling (dotted line) from T  75 mK
(square) down to T  20 mK (circle) at   4:52, (ii) down-eld sweep at T  20 mK (top
curve), (iii) up-eld sweep at T  20 mK (bottom curve), and (iv) subsequent warming
(dashed line) from T  20 mK (triangle) to T  75 mK (square) at   4:52. Cartoons
illustrate orientation of stripes. The magnetic eld was tilted with respect to the sample
normal by  6. Vertical dotted line is drawn at  = +  4:57. (b)[(c)] demonstrate the
time trace of Rxx in step (i)[(iv)] when the sample is cooled down (warmed up) between
about 20 mK and 75 mK.
lling factor [dashed line in Fig. 5.2(a) and see also Fig. 5.2(c) and observe an increase of
Rxx which indicates reorientation of stripes back to y^. This T -induced reorientation reects
a transition from a metastable (E > 0) to a ground state (E < 0).
While no hysteresis is seen at either T  20 mk or T  75 mK (cf. Fig. 5.1), we do
indeed observe sensitivity to the eld sweep direction at intermediate temperatures. In
Fig. 5.3 we present Rxx (solid line) and Ryy (dotted line) measured in (a) up-sweep and
(b) down-sweep at T  45 mK. One immediately observes that the data near  = 9=2
reveal dramatic dierences depending on the magnetic eld sweep direction. Indeed, when
the region with stripes is approached from either higher or lower , the rst anisotropic
phase characterized by E < 0 (stripes parallel to x^) is marked by a stronger resistance
anisotropy [cf.! in (a),  in (b)] than its counterpart which occurs on the opposite side of
half-lling. In fact, the anisotropy away from half-lling can be as strong or even stronger
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Figure 5.3: Rxx (solid line) and Ryy (dotted line) as a function of  measured in (a)
down-sweep and (b) up-sweep at T  45 mK. The magnetic eld was tilted with respect to
the sample normal by  6.
than the anisotropy at exactly  = 9=2, in sharp contrast with the data in Fig. 5.1(a). This
behavior manifests that a relaxation time at this T is comparable to the sweep time of
about a minute. We note that the relaxation time appears signicantly shorter than several
hours in [112] at similar temperatures. At higher T , the relaxation becomes considerably
faster which results in the data presented in Fig. 5.1(a) showing the equilibrium orientation
of stripes with no hysteresis. At lower T , the relaxation is slower, and the transport data
show the metastable orientation which is set by the sign of E away from half-lling.
Now we comment on several interesting features around  = 11=2, which are in contrast
to those around  = 9=2 as we have beening focusing on. First, at 75 mK as shown in
Fig. 5.1(a), no stripes along x^ direction exist around  = 11=2. This is because stripes away
from half-lling survive lower temperatures than those at half-lling; nevertheless, stripes
away from half-lling did appear as temperature is lowered, and they further lead to the
observation of stripes along x^ direction in the whole stripe lling factor range as shown in
Fig. 5.1(b). This is another role that temperature plays in our observation. Second, Fig. 5.3
shows that, in contrast to  = 9=2, the magnetoresistance near  = 11=2 exhibits virtually
no dependence on the sweep direction. The absence of hysteresis near  = 11=2 indicates
that the relaxation time at this T is short enough for the transport to always reect the
ground state. Faster relaxation near  = 11=2 can be attributed to a larger jEj at this lling
factor compared to that at  = 9=2. Indeed, Bk-induced reorientation requires smaller Bk
at  = 9=2 than at  = 11=2 in our sample [14]. Furthermore, a faster relaxation near
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 = 11=2 can also explain a lower resistance anisotropy at T  20 mK shown in Fig. 5.1(b)
compared to T  45 mK data shown in Fig. 5.3. Here, although the majority of the domains
remain in a metastable orientation during the magnetic eld sweep, some of the domains
might have managed to relax to the ground state, thus lowering the resistance anisotropy
at half-lling.
5.2 Relaxation of stripe orientation as a function of time
5.2.1 Main observations
In this section, we study the relaxation of metastable stripe orientation at a xed magnetic
eld. An example is shown in Fig. 5.4, where we plot Rxx which was the original hard
resistance in the absence of Bk. The data in Fig. 5.4 are taken under Bk = By at a small
angle of about 6 in sample N1. Here, we rst prepare the stripes at  = 9=2 in a metastable
stripe orientation, with Rxx being very low, shown as the solid curve in Fig. 5.4(a). Then
we just wait at B = 2:6 T, and observe that Rxx increases by more than 1 k
, shown as
the dashed line in Fig. 5.4(a). After that we sweep the eld down again, and observe that
Rxx makes a peak at  = 9/2, shown as the dotted curve in Fig. 5.4(a), conrming that the
stripe orientation has changed.
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Figure 5.4: (a) Rxx vs. B measured during (solid) sweeping B up to 2.6 T, (dashed)
waiting at B = 2:6 T and (dotted) sweeping B down from 2.6 T. The magnetic eld was
tilted with respect to the sample normal by about 6. (b) shows the time trace of Rxx when
waiting at B = 2:6 T. The measurement temperature is about 20 mK.
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In Fig. 5.4(b) we plot the relaxation process of Rxx, which corresponds to the dashed
line in Fig. 5.4(a), as a function of time. The relaxation seems to consist of two types of
processes - a slow one, where Rxx gradually changes, and a fast one, where Rxx increases
in abrupt jumps. The most striking jump of Rxx happening at t  800 second, results
in a resistance change of about 800 
. The jump suggests that a large patch of stripes
are reorientated in a very short time. The same measurement procedure can be repeated.
The relaxation as a function of time is not reproducible, but the sharp jumps of resistance
are usually observed, happening at dierent times and resulting in dierent magnitudes of
resistance changes, suggesting stochastic behavior.
In Fig. 5.5 we present an example where the resistance relaxes from high to low value.
Here we plot Ryy, which is the easy resistance in the absence of Bk and has become the
hard resistance at the beginning of this trace. Ryy vs time is plotted on a linear-linear plot
in Fig. 5.5(a) and on a linear-log plot in Fig. 5.5(b). Several jumps can be clearly observed.
It is also clear here that the change of Ryy becomes slower as it gets closer to its equilibrium
value. The relaxation between jumps can be well described by a time-logarithmic behavior.
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Figure 5.5: Rxx vs. time on a (a) linear-linear and (b) linear-log plot. The magnetic eld
was tilted with respect to the sample normal by about 6. The measurement temperature
is about 20 mK.
We note that similar time-logarithmic relaxation has been observed in ferromagnetic
materials, and in the context of GaAs 2DEG, in fractional quantum Hall ferromagnets
[113, 114]. What is common among these systems is the presence of domain structures.
The time-logarithmic relaxation is understood as due to a wide spread of time constants in
searching the heterogeneous free-energy landscape for the lower energy minima [113, 114].
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We do not emphasize on the function form of R(t), as the relation between the eective
\magnetization of stripe domains" (the percentage of sample area that has stripes along
the ground state orientation) and the resistances measured in the Van der Pauw geometry
is likely not linear or straightforward. Indeed, time-logarithmic dependence is not observed
in the relaxation from low to high resistance.
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Figure 5.6: (a) Ryy vs. time on a linear-log plot, at dierent magnetic elds as marked.
Traces are oset for clarity. (b) Ryy vs. B as B is swept from low to high values. The
vertical lines mark where the eld sweep is interrupted before the time trace in (a) was
taken. The magnetic eld was tilted with respect to the sample normal at a small angle.
The measurement temperature is about 20 mK.
Next we take a look at the relaxation of stripe orientation at dierent lling factors.
In Fig. 5.6(a) we record the change of Ryy as a function of time at several dierent elds,
from 2.6 T to 2.65 T, which covers the lling factor range from about 4.57 to 4.5. Each
trace was recorded by holding the eld at a xed values after sweeping from lower eld out
of stripe region (after each trace, the eld was swept to 2.4 T and then swept to the next
chosen eld). The trace in Fig. 5.6(b) shows Ryy vs B as the eld was swept covering the
whole lling factor range of stripes around  = 9/2, and the vertical lines mark where the
eld sweep is interrupted before the time trace was taken. 1 In eld sweep as shown
1 We note that the Ryy does not show a single peak close to half-lling as in Fig. 5.1(b) (20 mK), but
rather similar to Fig. 5.3 (45 mK), although the temperature is believed to be close to 20 mK, according to
the appearance of magnetoresistance in the lling factor range between bubbles and quantum Hall states.
Our data suggest faster relaxation rate than in 5.1 at the same temperature. The dierence could in principle
be due to the dierence in Bk which adjusts the relative depths of the two energy minima, but we have
searched through dierent angles and the manetoresistance similar to Fig. 5.1(b) is not observed. While the
origin of the discrepancy is not clear, our discussion about relaxation is not aected.
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in Fig. 5.6(b), a minimum is already observed close to half-lling, although the resistance
is still high. In addition, when the eld is held at dierent values as shown in Fig. 5.6(a),
after one hour, the resistance at 2.64 T and 2.65 T has saturated at about 0, while those at
lower elds are still non-saturating. The observations above suggest that the stripe domains
relax faster close to half-lling, probably due to a larger energy dierence between the two
energy minima representing two stripe orientations.2
The slow and smooth relaxation of stripe orientation has been reported previously in
[112] and discussed in light of the homogeneous nucleation theory [115] within an XY model.
In this picture, bubbles nucleation of the ground state are produced by long-wavelength
thermal uctuations, and only the bubbles larger than the critical size grow until lling all
the area with the ground state, while those smaller than the critical size shrink and nally
disappear. The size and energy of critical bubble is decided from the competition between
the energy benet in the bulk of bubble and the cost from the surface. The relaxation
rate is thus controlled by the probability of generating a bubble of a critical size, e Ec=T ,
where Ec is the energy of a critical bubble, and the growth rate of the critical bubble once
it is formed. One can consider a potential V () = h2 cos(2)   h4 cos(4) which has two
minima at  = 0 and =2 with an energy splitting of 2h2, and a barrier between them
Vmax   V (0) = 2h4. A smaller barrier/splitting ratio h4=h2 gives a smaller critical bubble
energy, and a larger splitting h2 gives larger growth rate, and both could lead to a faster
relaxation rate. Smaller h4=h2 also gives rise to thicker domain walls, which was believed to
be the case in [112]. While the theory above roughly accounts for the relaxation behavior,
it assumes constant relaxation rate and ignores the eect of disorder.
The novel feature in our data that is not observed in [112] or accounted for in [115] is the
abrupt jumps in resistance. Before discussing its possible origin, we note on the following
observations. Sometimes the jumps appear simultaneously in all the measured parts of a
sample, while sometimes only appear in one part; the appearance of the jump does not rely
on the application of small ac current - the resistance could change during the time that
the sample is grounded; in most cases, the jumps happen in the same direction as the slow
2 In principle, there is a scenario where stripes don't have to hold their rigidity during reorientation
but would rather deform and then electrons would reorganize into stripes of the orthogonal orientation,
rather than rotate between the two orthogonal orientations. It is then speculated that it is possible that
stripes away from half-lling are easy to be reorientated because they are more susceptible to uctuations
and disorder. However, our data suggest that this scenario is not realistic and probably that the local stripe
order is robust during relaxation.
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relaxation but in some rare cases they can happen in the opposite direction. To understand
the jumps, the questions we would like to ask are the following: Are they disorder-related
or thermal-driven? Could quantum tunneling be relevant? Is large correlation length of
stripe order a prerequisite of large resistance jumps, or could it result from fast propagation
of domain walls initiated by an external turbulence?
While we could not provide a solid description of the physical process behind the resis-
tance jumps, we note that it was understood that crackling, Barkhausen noise or avalanches
are very common in disordered Ising model [116, 117]. Here the two orthogonal stripe ori-
entations could be the eective Ising variable in a case where the barrier is much higher
than their dierence [118]. In addition, the size of the avalanche depends on disorder; in
low disorder cases, large cluster ip happens giving large avalanches.
5.2.2 The eect of a current pulse
While we cannot thoroughly account for the resistance jumps in the relaxation process, we
can think from the other direction, and ask what could be done to manipulate the relaxation
process. It was known that the smooth relaxation rate increases with temperature. Here
we note that a dc current pulse added to the small measurement ac current can induce
resistance jumps very similar to what we observe in 5.2.1. The capability of the current
pulses to induce jumps depends on both its amplitude and time duration. Typically, a
current pulse of 1 A and duration 2 ms is enough to induce jumps. There are two possible
eects associated with the current pulse. First, most straightforwardly, it heats up the
stripes, and stronger thermal uctuations could help stripes to relax from the metastable
state to the stable one, and the energy released can be in turn used to induce reorientations
in neighboring patches, resulting in wide-spread avalanche behavior. Second, it also induces
charge turbulence in the stripes, and since stripes are the pattern made out due to the
interaction between electrons, reorientations may also be expected. The above two aspects
can be taken as due to the kinetic and Coulomb term of the injected electrons, respectively.
Whether it is the heat or charge carried by the current pulse that leads to the resistance
jumps remains an open question.
The observations above also cast the question whether the resistance jumps without any
intentional input, can be attributed to unintentional charge burst in the circuit. Further
work needs to be done to address the question.
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5.3 Cooling and warming at xed magnetic elds
5.3.1 Resistance jumps during eld cooling
In cases where magnetic eld sweeps may bring the system into a metastable state, it is
usually understood that cooling from a temperature where the metastable state does not
exist while keeping the eld xed could uncover the ground state [112]. Here we show that
eld cooling could also bring the stripes into metastable orientation when the two energy
minima are very close. In Fig. 5.7(a) we present Rxx and Ryy as a function of time as the
sample is cooled at a xed magnetic eld.3 Initially, a heater was holding the mixing
chamber at temperature about 80 mK. At the beginning of each trace, the heater was
turned o and the sample was slowly cooled down towards the base temperature of 20 mK.
In Fig. 5.7(b) we plot Rxx and Ryy vs B at about 80 mK. We observe alternating stripe
orientation at this temperature, suggesting that the relaxation of stripes is fast enough at
this temperature to mostly recover the ground state orientation. At the B = 2:67 T (vertical
line) where the data in Fig. 5.7(a) were taken, the two resistances are very close to each
other, suggesting the two energy minima lying very close. When cooling down at this eld,
we observe resistance jumps as shown in Fig. 5.7(a). 4 Repeating the measurements above
suggests that these resistance jumps shows similar stochastic characteristic as in 5.2.1, that
the time when they take place and the resistance changes they result in are not reproducible,
but the jumps are prevalent in all measurements at this eld. We have tried raising the
starting temperature above 150 mK and slower the cooling rate to about half of the above
and the jumps still appear. On the other hand, at other lling factors where the two energy
minima are not close, no such jumps are observed in eld-cooling.
While the exact origin of the jumps is not clear, the observation that it is exclusive
to lling factors where the two energy minima are close to each other, and its stochastic
character strongly suggests that it bears similarity to those observed in 5.2.1. As the jumps
in 5.2.1 appears during relaxation from a metastable state, we believe that metastable
stripe orientation can also result from eld-cooling. A simple picture to understand this
is as follows. Considering a double-well potential with the two minimu almost equal to
each other separated by a barrier, at high temperature, the stripes domains would be
3 Data taken in sample A1.
4 We note that the continuous Rxx and Ryy traces has to be taken in two separate eld-cooling processes.
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Figure 5.7: Rxx and Ryy versus (a) t as the sample is cooled from about 80 mK to 20 mK
at xed magnetic eld and (b) B as the eld is swept from low to high at T about 80 mK;
the vertical line mark where the eld is stopped. The sweeping was repeated for Rxx and
Ryy.
almost equally distributed among the two wells due to the thermal uctuations. As the
temperature is lowered, less and less stripe domains should be in the excited state with
slightly larger energy - at zero temperature, all the stripes should be in the ground state.
However, if the cooling is faster than the relaxation rate, some stripe domains would be
stuck in high minimum representing metastable orientation. In short, equilibrium is hard
to reach in such a conguration, and our system can behave as a \stripe glass".
5.3.2 Telegraph noise
Our data also demonstrate telegraph noise as the sample is cooled down at a xed eld (at
a small angle to the sample normal) to low temperatures about 20 mK.5 An example is
in Fig. 5.8, showing Ryy as a function of time. At the beginning of this trace, the heater
holding the mixing chamber temperature at 180 mK was turned o. As the sample is
slowly cooled, the resistance becomes more noisy and telegraph noise starts to appear. The
telegraph noise is at rst sparse and irregular, and after 2000 s, becomes regular as the
temperature is close to base. The uctuation is more than 5% of the total resistance and
the averaging switching time between the two states is on the order of tens of seconds. A
histogram of the resistance states demonstrating a clear bimodal distribution is shown in
5 Data taken in sample H2.
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the inset. Similar telegraph noise has been observed in neighboring lling factors but only
close to a reorientation.
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Figure 5.8: Ryy vs. t as the sample is cooled from about 180 mK to 20 mK. The inset
shows the histogram between about 2500 s and 3500 s.
The telegraph noise we observe is a strong suggestion of the existence of two states
between which the system switches back and forth. Most likely, a more specic picture is
that a stripe domain switches between two orthogonal orientations. The large amplitude
and clear bimodal behavior in a macroscopic sample is truly striking. It suggests long
correlation lengths of the switching domain, and large barrier in the double-well potential
compared to the well splitting (h4=h2) which also means thin domain walls. We believe
that low disorder in our sample is a prerequisite for the large correlation length. Similar
telegraph noise has also been observed in YBCO nanowires in the pseudogap regime [119],
and has been interpreted as due to uctuations in the nematic domain structures [119, 116].
Yet those observations are made in much smaller samples of sub-micron size, with much
smaller uctuation amplitude 0.25%, and the bimodal behavior much less clear.
5.4 Summary
We observe metastable stripe orientation in magnetic eld sweeps. It originates from the
-sensitivity of stripe orientation in tilted magnetic elds. When the  is changed at
a speed faster than the relaxation can follow, the stripes are quenched in a metastable
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orientation. In contrast to the common understanding that metastable state is usually
associated with hysteresis, our experiment suggests that what is observed in eld sweeps
may be a metastable state even if no hysteresis is observed, as the dependence on  is
roughly symmetric around half-lling.
The formation of metastable stripe orientation suggests a double well potential for stripes
orientation, with two orthogonal orientations representing two local minima in the energy
landscape, separated by an energy barrier which leads to a slow relaxation from the higher
local minima to the lower one. We have studied the relaxation in the time domain and
nd that the relaxation consists of two types of processes - a slow one, where the resistance
gradually changes, and a fast one, where the resistance jumps abruptly. The sharp jumps
exhibit stochastic behavior and the resistance change can be as large as several hundred
Ohms in rare events. While we could not provide a solid description of the physical pro-
cess behind the resistance jumps, they probably suggest nearly degenerate local minima
separated by a high barrier, which could be described by an Ising model.
In addition, we observe that metastable stripe orientation can also result from eld
cooling processes, which further conrms the picture above. Finally, we observe telegraph
noise in the stripe regime, signaling the switch of the orientation of a local stripe patch. The
large amplitude of the telegraph noise and clear bimodal behavior suggests large correlation
length of stripe order in our ultra-high quality samples.
Chapter 6
The eects of alloy disorder on
stripe and bubble phases
It is well known that both extremely low temperature ( mK) and low disorder are required
to observe the delicate phases in quantum Hall systems. Indeed, minimizing disorder, char-
acterized by increasing mobility in GaAs/AlGaAs quantum wells, has been the driving force
for the study of quantum Hall systems, and each signicant advance reveals new physics.
By a general argument, when disorder is stronger than the interaction energy, single-particle
localization takes place and kills the correlation to establish the interesting phases. How-
ever, it is not clear how to quantitatively address disorder strength and interaction energy
for dierent phases.
Disorder could also aect the melting transition of correlated phases. For both stripe
and bubble phases, the cohesive energy per electron has been predicted to be about a few
percent of the cyclotron energy according to Hartree-Fock calculations. This would imply 
1 K for not too high LL, e.g., at  = 9/2 in typical samples, which is an order of magnitude
larger than experimental onset temperature of about 100 mK to observe either anisotropy
in transport measurements or signatures in other measurements such as pinning mode reso-
nance [67], surface acoustic wave [71], or nuclear magnetic resonance [69]. For stripe phases,
it was pointed out [108] that the experimentally observed onset temperature corresponds to
a Kosterlitz-Thouless transition temperature above which dislocations became unbounded
killing the long-range orientation order but the local order can still exist. However, no such
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arguments have been made for bubble phases.
We have investigated the eect of alloy disorder on stripe and bubble phases. At the
same low temperature about 40 mK, While both phases disappear in samples with sucient
alloy disorder, bubble phases survive more disorder than stripes phases. Before stripes are
killed by disorder, the melting transition with increasing temperature is barely aected by
adding in disorder, i.e., the onset temperature of anisotropy Tc stays almost constant above
100 mK, while above a certain threshold stripes are not observed even below 40 mK. This
probably suggests that the melting transition is not dominated by alloy disorder.
The study on eects of disorder requires well-control of the disorder while not aecting
other properties. One thing doable is introducing alloy disorder, from lattice mismatch due
to Al in the GaAs quantum well. Early studies employing alloy disorder in low-mobility
samples have addressed plateau-to-plateau transitions and reentrant quantum Hall states
in the lowest LL. Recently, studies on the  = 5/2 fractional quantum Hall gaps have been
done in alloy-disordered high-mobility samples. Since they are neutral scatters, the alloy
disorder are characterized by delta-function like scattering potential with the correlation
length scale just the lattice constant about 0.5 nm. In samples we studied, the average
distance between alloy disorders varies from 2 to 5 nm. Both length scales are much smaller
the period of stripes and bubble phases, which are of the order of the cyclotron radius and
several hundred nanometers. The eective disorder potential experienced by the electrons,
is thus an average on a length scale of the cyclotron radius, i.e., the eective correlation
length of alloy disorder potential is of the order of the cyclotron radius. On the other hand,
the mean free path of electrons is much larger (about 10 to 150 m) even in the sample
with the most alloy disorder.
6.1 Transport anisotropy and how it decays with increasing
lling factor or temperature
6.1.1 Weakening stripes with increasing disorder
In Fig. 6.1 we present resistances Rxx and Ryy around lling factor  = 9/2 in 5 samples,
with dierent alloy disorder concentrations, as marked. With increasing alloy disorder
concentration, transport anisotropy close to  = 9/2 gradually diminishes. In the sample
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Figure 6.1: Resistances Rxx (solid) and Ryy (dashed) for lling factor 4 <  < 5 in samples
of dierent alloy disorder concentration (as marked) but otherwise similar at T  40 mK.
with x = 0:78%, we observe no signicant transport anisotropy, suggesting that the addition
of disorder has destroyed the formation of stripes. We note that application of in-plane
magnetic eld doesn't induce anisotropy either. In contrast, it has been shown that, in-plane
magnetic eld could induce anisotropy above the onset temperature, by aligning randomly
oriented domains [104]. Our observation probably suggests that no anisotropy should be
expected even at lower temperatures than in our experiment, and that local stripes orders
are killed by disorder.
In the sample with x = 0:78%, although there's no quantized reentrant quantum Hall
eects observed, resistance minima at the lling factors for bubbles still exist. Indeed, we
have observed in other samples that well-quantized bubble phases exist even no anisotropy
are observed around half-lling, 1 suggesting that the bubble phases could survive more
disorder than stripe phases. Although theoretical considerations on this problem have been
lacking, this observation is consistent with intuition that the bubble phase, manifested by
smaller clusters of electrons (or holes), could adjust themselves with more exibility over
the disorder landscape.
1 This was observed in A8, in a dierent cooldown then for the data presented in the gures of this
thesis.
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6.1.2 Decay of stripes at high LLs
The eect of disorder on stripes is also manifested in the decay of stripes at high LLs.
In Fig. 8.2(a) we show the number of LLs in which we have observed stripes at the same
low T  40 mK, as a function of alloy disorder concentration. With increasing disorder
concentration, there are fewer LLs which support the formation of stripes. In other words,
the critical magnetic elds for stripes onset gradually increases, as shown in Fig. 8.2(b).
This is consistent with intuition, that since the cohesive energy increases with B, it is more
dicult to break stripes with disorder at larger B. In Fig. 8.2(c) we plot an estimation for
the stripe cohesive energy (per electron) Ec at the critical elds Bc, following the Hartree-
Fock approach, Ec  0:02~!c [5].2 On the simplest level, Ec can be taken as an estimation
for the strength of disorder, i.e., it is reasonable to assume that stripe no longer survive if
the energy scale of disorder is comparable to the stripe cohesive energy. As x is varied from
0 to 0.36%, we observe that Ec changes by about 400 mK and roughly doubles. We note
that the change of Ec is roughly the same as the change of excitation gap for the  = 5=2
FQHE in the same series of samples [25].
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Figure 6.2: (a) Numbers of LLs showing stripes T  40 mK, (b) the weakest mangetic
eld where stripes can survive, Bc, and (c) the estimated cohesive energy of stripes at Bc
as a function of disorder concentration x.
6.1.3 How do disorder aect the melting temperature of stripes?
By denition, the stripe cohesive energy is also the temperature at which the stripes melt
into the perfectly uniform electron liquid. However, how disorder aects the melting of
stripes is somewhat surprising. In Fig. 8.3 we plot the hard resistance Rxx at  = 9/2,
2 Strictly speaking, the Hartree-Fock approach only works at N  1.
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for three samples with dierent amount of alloy disorder, as marked. The added disorder
results in higher resistance in an isotropic phase, and lower hard resistance in the stripe
phase. However, remarkably, for x = 0 and 0:015%, the onset temperature of stripes Tc
barely changes. We do not observe signicant broadening of the transition, either. We note
that the added alloy disorder changes mobility from 15 to 3.6 106 cm2/Vs, and reduces
the gap at  = 5/2 FQHS by 220 mK [25]. Only in the most disordered sample among those
which support stripes, the onset temperature drops to about 80 mK. Onset temperature
Tc as a function of x is plotted in Fig. 8.3(c). The insensitivity of Tc to x suggests that
the disappearance of anisotropy is probably through a transition that is not dominated by
alloy disorder. In Fig. 8.3(b) we plot the onset temperature of stripes as a function of lling
factor at half-integers in 3 samples with dierent alloy disorder concentration.
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Figure 6.3: (a) The hard resistance Rxx as a function of T at  = 9/2 in the pristine sample
and sample with alloy disorder concentration 0.15% and 0.36%. (b) The onset temeprature
Tc as a function  in these samples. (c) Tc as a function of x at  = 9=2.
The onset temperatures of bubble phases at   4.72 are very close to that for stripe
phases in these A1 and A6, although we don't have it for higher disorder samples. The
sharp peak at the onset temperature [76] disappears for high-disorder samples.
6.2 Reorientation by Bk
Another interesting question is how alloy disorder aects the Bk induced reorientations.
In Fig. 6.4 we demonstrate the reorientation of stripes under Bk = By in A1, A2, A4 with
dierent amount of alloy disorder. They belong to the three dierent classes of reorientation
behaviors discussed in Sec. 4.2.1. More specically, stripes in A2 (A4) are more likely to be
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parallel (perpendicular) to Bk, while A1 is in between. In addition, A6 has the same kind
of behavior with A2. The non-monotonic dependence with disorder concentration makes us
conclude that disorder does not play a dominant role in the dierent behaviors. Instead,
there are small density variations (from 2.81011 to 2.91011) in these samples and the
density dependence is consistent with Sec.4.2.1. The extreme sensitivity in density in the
alloy disorder samples (more than in Sec.4.2.1) is indeed puzzling. The insensitivity of Bk
induced stripe orientation to alloy disorder, can be understood on a similar basis as the
insensitivity of stripe melting temperature to alloy disorder discussed in Sec.6.1.3. As both
processes involve the alignment of stripe domains, we conclude that such alignment is not
sensitive to alloy disorder.
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Figure 6.4: Resistance anisotropy AR as a function of By in samples with dierent alloy
disorder concentration, as marked
6.3 Double bubbles
An interesting observation in the alloy disordered samples is multiple bubble states at LL
N = 3. In Fig. 6.5(a) we present Ryy vs  in sample A8, taken at T  20 mK. Weak
resistance minima are observed at  = 9/2, 11/2 and 13/2, a feature of the easy resistance
in the stripe phases. In addition, we observe resistance minima lying symmetrically on both
sides of the stripe phases and separated from the integer QH states by resistance maxima,
which are due to the formation of insulating bubble states. For N = 2, that is, between 
= 4 and 6, we observe a single resistance minimum on each side as in most common cases;
however, for N = 3, between  = 6 and 7, two resistance minima appear on each side,
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Figure 6.5: (a)Resistances Ryy for lling factor 4 <  < 8 in samples A8 at T  20 mK.
(b)Filling factor of the observed bubble states in a  N phase diagram adopted from [99].
\B1", \B2" and \B3" mark bubble states with 1, 2, 3 electrons in each cluster, respectively.
marked by the arrows. The double minima appear in all measured parts of the sample and
along both directions, and the resistances are sensitive to temperature while their positions
do not change.
A likely interpretation of the double minima is the formation of bubble states consisting
of dierent numbers of electrons in each unit cell [5, 56, 99]. According to the Hartree-Fock
theory, the lattice constant of bubble states scales with Rc =
p
2N + 1lB. Therefore, more
electrons can be accommodated in each unit cell as one goes to higher LLs. We nd that
the positions of the two resistance minima between  = 6 and 6.5 are at  = 0:21 and 0.29
respectively, with their ratio close to 2/3, suggesting bubbles of two and three electrons.
In Fig. 6.5(b) we add the positions of the resistance minima on the   N phase diagram
adopted from [99].
We note that the above observations are unique to the alloy disordered sample. In
contrast, in samples without intentionally added alloy disorder, the lling factor of bubble
states we observe for N > 2 are very similar to those in N = 2 LL.
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6.4 Summary
In summary, we have studied the eect of alloy disorder on stripe and bubble phases. At low
temperatures, the detriment of stripe phase due to disorder can be seen in two ways. First, at
xed lling factor and , the resistance anisotropy decreases with alloy disorder concentration.
Second, the critical magnetic eld Bc for stripes to appear, increases with the disorder
concentration. From the change of Bc we estimate that the disorder energy scale have
changed by 400 mK (which is also on the order of the stripe cohesive energy) in the sample
with the maximum disorder while still supporting stripes. However, the onset temperature
of stripes at  = 9=2, is essentially the same for a large range of disorder concentration,
which is about 120 mK, much smaller than the estimated stripe cohesive energy. The
insensitivity of the stripe onset temperature to alloy disorder, suggests that it does not
manifest the melting of local stripe order, but rather the alignment of stripe domains, and
the alignment is not sensitive to alloy disorder. In addition, the reorientations of stripes
induced by Bk, shows no systematic change with alloy disorder. This further conrms that
the alignment of local stripe domains is a process not sensitive to alloy disorder.
Finally, in highly alloy disordered samples, at the N = 3 LL, we observe signatures
suggesting two dierent bubble phases consisting of 2 and 3 electrons respectively per unit
cell. This is in contrast to the situation in samples of zero or lower disorder concentration,
that only the bubble phase of 2 electrons per unit cell has been observed in N  2 LLs.
Our observation suggests that alloy disorder stabilizes the electron crystal phases.
Part III
Experiments under microwave
raidations
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Chapter 7
Fine structure of high-power
MIRO
7.1 Background - radiation power dependence of MIRO
As discussed in Sec.3.4, when a 2DEG is exposed to microwave radiation and weak perpen-
dicular magnetic eld B, the magnetoresistance acquires prominent 1=B-periodic oscilla-
tions [9, 10] known as MIRO. MIRO are usually [120, 121, 122, 123, 124] attributed to the
eect of Landau quantization on the radiation-assisted scattering o impurities. This aects
the transport properties both directly (displacement mechanism [125, 126, 127, 128, 129, 77])
and indirectly through the emergence of a nonequilibrium electron distribution function os-
cillating with energy (inelastic mechanism [130, 86, 78]). The resulting photoresistivity !
oscillates with the ratio  = !=!c of the microwave frequency ! = 2f to the cyclotron
frequency !c = eB=m (m is the electron eective mass) [131],
!
D
=  2P 2 sin(2) ; (7.1)
where  (specied below) is a dimensionless coecient describing the combined strength of
the displacement and inelastic contributions. In the expression for  (  1), describing
the amplitude of weak oscillations in the density of states due to Landau quantization,
 10 = 
 1
q0 +
 1
in (T ) is the \total" quantum scattering rate including contributions from both
the temperature (T ) independent disorder and T -dependent electron-electron scattering
( 1q0 and 
 1
in , respectively) to the Landau level broadening [129, 131].
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Equation (7.1), applicable in the regime of low power, P  1, and overlapping Lan-
dau levels,   1, well describes MIRO measured in many experiments [8]. It has been
demonstrated that under stronger microwave radiation, P & 1, the oscillation amplitude
undergoes a crossover to sublinear power dependence [132]. Concomitantly, the oscillation
extrema move closer to the nodes at integer  [132]. Such behavior is expected from the-
ory [128, 78, 132] which attributes the nonlinear-in-P corrections to multiphoton processes
and/or to modication of thermalization rate.
We have observed a ne structure of MIRO which emerges under intense low-frequency
microwave irradiation in an ultra-clean 2DEG. This ne structure is manifested by addi-
tional (\secondary") sharp extrema residing besides the primary ones. Following theoretical
framework of [132], we demonstrate that this ne structure originates from multiphoton-
assisted scattering o short-range impurities, which are inherently present even in ultra-high
mobility 2DEG. The properties of ne structure enable us to determine the microwave power
seen by our 2DEG and to single out dierent photoresistance contributions, what has not
been possible before [133]. The ne structure can also potentially be used as a tool to sep-
arate sharp and smooth disorder components of the electron mobility which is a subject of
intense current interest but is dicult to achieve by conventional techniques [23, 134, 22, 26].
7.2 Experiment and main ndings
In our experiments, the microwave radiation from the signal generator was delivered to the
sample via a rectangular waveguide at various powers spanning two orders of magnitude.
The longitudinal resistance was measured using low-frequency lock-in amplication under
continuous microwave irradiation at a pumped liquid helium bath temperature of T 
1:35 K. In Fig. 8.1 we present the longitudinal magnetoresistance normalized to its zero-
eld value, R!(B)=R!(0), recorded under microwave radiation of frequency f = 18 GHz
for two dierent power levels corresponding to 0 dB and  20 dB attenuation, as marked.1
Vertical lines, marked by  = 1; 2; 3, correspond to cyclotron resonance harmonics
characterized by vanishing photoresponse. At low power (PdB =  20 dB), we observe
smooth MIRO exhibiting the conventional damped sine-like waveform, as prescribed by
Eq. (7.1). In contrast, the data at the maximum power Pmax (PdB = 0 dB) reveal a very rich
1 Measurement was done in Z1.
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and unusual waveform highlighted by multiple additional sharp features around each node
at  = N = 1; 2; 3. The \secondary extrema", whose positions are marked by triangles, lie
roughly symmetrically around each node and have an amplitude comparable to the primary
extrema closest to the nodes. Though less pronounced, similar ne structure was observed
at other frequencies.






w
 



	

w
 








- 
Figure 7.1: Longitudinal magnetoresistance normalized to its zero-eld value,
R!(B)=R!(0), measured at f = 18 GHz for two dierent power levels corresponding to
an attenuation PdB = 0 dB and  20 dB. Vertical lines mark  = 1, 2, 3. Secondary extrema
are marked by triangles.
In Fig. 8.2 we plot the measured photoresistance (solid lines) normalized to the zero-eld
resistance without radiation, R!=R0, as a function of  at dierent powers. Here, we focus
on structures around  = 2 and 3 where Landau levels strongly overlap,  1. The high and
low power regimes are illustrated in (a) and (b) respectively. A gradual transition between
the two distinct waveforms shown in Fig. 8.1 is apparent. With decreasing power, secondary
extrema move away from integer . Their amplitude decreases until they disappear at
PdB   8 dB (-8 dB corresponds to P ' P specied below). This behavior clearly
distinguishes the observed ne structure from the fractional MIRO [135, 136, 137, 138, 139]
| distinct features in the photoresponse around certain rational  = 1=2, 1/3, 3/2, etc.
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Figure 7.2: Measured (solid lines) and calculated (dotted lines) photoresistance normalized
by the zero-eld resistance without radiation, R!=R0, as a function of  at dierent power
attenuations: from 0 dB to  8 dB (a) and from  12 dB to  20 dB (b), in  2 dB steps. The
parameters of disorder used in calculation are:  = 1:2 ns, sh = 1:7 ns, and sm = 75 ps.
characteristic for the regime of well separated Landau levels [140, 141] and the crossover
regime !c0  1 [138]. At still lower power [panel (b)] the positions of the primary extrema
still move away from the nodes and nally saturate at  = N1=4 consistent with Eq. (7.1).
7.3 Qualitative understanding
In the MIRO ne structures, the positions of the oscillation extrema in B are decided by
not only radiation frequency, but also power. This is a remarkable character of the non-
linear phenomena. The ne structures can be understood as due to multi-photon assisted
scattering with disorder. We recall that the microwave drives electrons around, and thus
modify the eective disorder potential experienced by the electrons. The scattering rates
with the absorption or emission of N-photons can be written as [142, 132],
(N)(P; )  J2N
h
2
p
P sin(=2)
i
= ; (7.2)
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where JN is the Bessel function, and its argument contains the power factor P and the
scattering angle . Similar expressions applies in other contexts, e.g., it describes the
photo-assisted tunneling in irradiated Josephson junctions [143] or mesoscopic devices [144].
From Eq. (7.2), it can be seen that the scattering rates can have pronounced oscillations as
a function of the power factor when scattering angle  is large. On the other hand, in case
of small angle scatterings, or when power is small, the Bessel function would not reach the
oscillating regime. Therefore, the ne structure we observe, is not only a unique feature of
high power MIRO, but also a ngerprint of large-angle scattering events. As we show below,
because of these properties, the ne structures could be used to extract the power factor,
but also disorder properties of the 2DEG in our sample, and separate the contribution of
dierent mechanisms in MIRO. We also note that since JN (x) is strongly suppressed for
Nx, a typical number of participating photons is Ni  max
n
1; i
pP
o
.
7.4 Quantitative analysis
We now turn to a quantitative analysis of the results within the quantum kinetic framework
developed in Refs. [128, 78, 145, 77, 146, 132]. For arbitrary microwave power P and for
 1, the general expression for the photoresponse reads [132]
!
D
= 2(Fdis + Fin); (7.3)
with the displacement and inelastic terms given by
Fdis = @[()]  1; Fin = 2()@()
 1in + (0)  ()
; (7.4)
where  = 2
pP sin. Aiming at a realistic description of elastic scattering in high-mobility
2DEGs with a minimal number of parameters, we use a two-component disorder model [145],
with its sharp (smooth) component being weakly (strongly) correlated at the scale of the
Fermi wave length. Within this model,
() =
J20 ()
sh
+
1
sm
1
(1 + 2)1=2
; (7.5a)
() =
1
sh

J20 ()  J21 ()

+

sm
1  2=2
(1 + 2)5=2
; (7.5b)
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where  1sh and 
 1
sm (
 1
sm   1sh ) characterize the strength of sharp and smooth disorder,
respectively, while 1=2  1 is the typical scattering angle o smooth disorder. Here, the
smooth component describes the potential of remote ionized donors. It dominates in the
quantum rate:  1q0  (0) =  1sm + 1sh '  1sm . In turn, the short-range component accounts
for residual impurities in close proximity 2 to the 2DEG which can contribute signicantly
to the momentum relaxation rate,  1  (0) =  1sm +  1sh . This model was successfully
employed to describe related nonequilibrium eects in the presence of strong dc excitation
[147, 148, 149, 145, 77, 142, 150, 151]. With  given by Eq. (7.5b), the displacement term
Fdis = F (sh)dis + F (sm)dis entering Eq. (7.3) naturally divides into the \sharp" (/  1sh ) and
\smooth" (/  1sm ) parts, while for Fin such separation is not possible.
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Figure 7.3: (a) Extracted quantum scattering rate 1=0 vs normalized power P=Pmax. (b)
Slope SN , obtained from the data, as a function of P=Pmax, on a log-log scale, for N = 1
(circles), 2 (squares) and 3 (triangles).
As argued below, the ne structure in Figs. 8.1 and 8.2 originates from the sharp-disorder
displacement contribution,
F (sh)dis =  

sh
 cot()J1() [J2()  3J0()] ; (7.6)
2 Residual impurities lead to almost isotropic scattering and are modeled as a Gaussian white-noise
disorder. The restrictive condition on the smooth component (fullled in our experiments) is that the
distance to remote donors should be smaller than the magnetic length.
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The expression involving Bessel functions oscillates with .3 Neglecting other contribu-
tions, for P  sin 2() (  1) one thus obtains
!
D
' 42 
sh
cot() cos(4
p
P sin): (7.7)
Equations (7.6) and (7.7) predict that, with increasing P, more and more secondary extrema
should show up in the photoresponse and, once present, each extremum should move towards
the nearest node. The sensitivity of the extrema positions to microwave power thus oers a
unique opportunity to quantitatively access P sensed by our 2DEG. Indeed, the positions of
principal secondary extrema are given by  = 2
pP sin ' 2:9. Such scaling is observed
in our data shown in Fig. 8.2 and the analysis using Eq. (7.6) for PdB >  8 dB yields
P ' 15P=Pmax. We also notice that the secondary extrema are expected to emerge at
P > P = 1:452  2:1 (as follows from jj  2:9 and j sinj  1). In accord with this
estimate, the ne structure in Fig. 8.2 becomes visible at PdB =  8 dB which corresponds
to P ' 2:4.
Having obtained P as a function of power attenuation, we turn to examination of the
data at low power, where Eqs. (7.3)-(7.5) reduce to the linear-in-P Eq. (7.1) with
  in + sh + sm = 2in

+
3
2sh
+
62
sm
: (7.8)
The inelastic lifetime can be estimated as in(T ) ' (~EF =T 2) ln 1(aBvF =2
), where EF and
vF denote the Fermi energy and velocity, 
 = maxfT=~; !3=2c 1=2g, and aB ' 10 nm is the
eective Bohr radius [78]. At the coolant temperature T0 = 1:35 K, we obtain in ' 120 ps
(at   2). On the other hand, the Dingle analysis of the lowest power photoresistance
(PdB =  20 dB) yields the quantum lifetime 0  46 ps comparable to the estimate for
in . Since 
 1
0 = 
 1
q0 + 
 1
in , the contribution of electron-electron scattering to the Landau
level broadening should be taken into account, wherefrom we obtain sm ' q0 ' 75 ps.
We then model the lowest-P photoresistance trace using Eqs. (7.1) and (7.8), with =sh
being the only adjustable parameter (note that  can be found from =sh + =sm = 1
for a given =sh ,  , and sm ' q0). A dotted line, computed using =sh = 0:7, is virtually
indistinguishable from the experimental trace.4 From this analysis we conclude that
3 In Eqs. (7.1) and (7.8)-(7.9), we use Fdis ' @() while omitting the remaining part [() 1] which
is relatively small for 2 > 1. The omitted part is included in the calculated photoresponse in Figs. 8.2 and
8.4, and provides a non-vanishing Fdis at half-integer .
4 We estimate a possible error in the extracted value of =sh ' 0:7 to be  10 %. Despite the accuracy
of the theoretical estimate for in can be lower, the associated error in =sh is small as long as in  sh.
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MIRO at low P are dominated by the displacement term associated with the sharp disorder
component, sh ' 1:05, in ' 0:2, and sm ' 0:03.
With a knowledge of =sh , we can now compute the photoresistance using Eqs. (7.3)-
(7.5) for all other power levels. The results, presented by dotted lines in Fig. 8.2, demon-
strate excellent agreement at all PdB, accurately capturing the ne structures observed
at higher intensities. This supports the previous analysis and conrms that the detected
ne structure of MIRO originates from the multiphoton-assisted scattering by short-range
impurities as described by Eqs. (7.6) and (7.7).
Apart from the known microwave power, the only parameter which was allowed to vary
while generating theoretical curves in Fig. 8.2 was the electron temperature, to account
for electron heating by high-power microwaves. Since in  0    sh , we expect
that heating aects primarily the quantum scattering rate entering the Dingle factor. The
prefactor , on the other hand, is aected only slightly, as it is dominated by sh. Our
analysis reveals that 0 initially stays constant at 0(T0)  46 ps but eventually decreases
to 0(Tmax)  32 ps at P = Pmax, see Fig. 8.3(a). Using in(T0) = 0:12 ns and in / T 2,
we obtain Tmax ' 1:7 K and in(Tmax) ' 0:5 in(T0).
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Figure 7.4: (a) Calculated F (sh)dis (marked as \sh"), F (sm)dis (\sm"), Fin (\in"), and their sum
Ftot (\tot") vs , for =sh = 0:7, in= = 0:05,  = 0:018, and P = 15. (b) The same for
=sh = 0:3, in= = 2,  = 0:042 and P = 15.
We conrm the eect of heating by analyzing the slope @(!=D) of the MIRO signal
at integer  = N = 1; 2; : : :. According to Eqs. (7.3)-(7.5), the photoresponse near integer
 should remain linear in P at arbitrary power, as long as  and  remain P-independent.
The slope is most easily found from Eq. (7.1),
SN  @(!=D)j=N '  42NP2: (7.9)
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Figure 8.3(b) demonstrates that the slope SN , obtained from our data at  = N = 1; 2; and
3, indeed increases linearly with power up to P  1:5 (P=Pmax  0:1) but tends to saturate
or even decrease at higher P . Deviations at higher P become progressively stronger for
larger N conrming that in   so that heating of electrons primarily aects 0 entering
2 = exp( N=f0).
We now summarize our analysis procedure. We rst extract P from the position of the
satellite extrema observed at higher powers and then nd other P using known attenua-
tion factors. Next, by doing standard Dingle analysis on the low power data [Eq.(1)], we
obtain the quantum lifetime 0. Using the inelastic rate in from theoretical estimates, the
scattering rate of smooth disorder is obtained as 1=sm = 1=0  1=in . We then t the low
power photoresistance with Eq.(1) and (7), leaving =sh as the only tting parameter. The
photoresistance with xed sh and sm is then calculated for all power levels, with the only
parameter allowed to vary with power being the electron temperature. We use the slope
of photoresistance at integer  as a crosscheck, to conrm that the inelastic contribution is
small and that the primary eect of heating is the suppression of q.
7.5 Importance of backscatterings
Figure 8.4(a) illustrates the behavior of the subleading contributions F (sm)dis and Fin which
are largely irrelevant for the conditions of our experiment but can strongly aect the pho-
toresponse in other parametric regimes. The contributions F (sh)dis , F (sm)dis , and Fin are plotted
with the above parameters found for P = Pmax, together with their sum Ftot = Fdis + Fin
entering Eq. (7.3). Here, both F (sm)dis and Fin are small compared to F (sh)dis . The large sharp
disorder component produces a pronounced ne structure in the inelastic term similar to
F (sh)dis . Apart from being small due to in=  1, Fin exhibits dierent positions of the
secondary extrema and decays faster than F (sh)dis for   1. Figure 8.4(b) illustrates the
parametric regime when the inelastic time is large, in= = 2, while the transport rate is
dominated by the smooth component of disorder, =sm = 0:7 (to keep q0 ' sm un-
changed, we use  = 0:042). Here, smooth disorder washes out the ne structure in Fin
which dominates the photoresponse. Despite still signicant contribution of sharp disorder
to the transport rate 1= , =sh = 0:3, in this parametric regime the resulting ne structure
in F (sh)dis is hardly visible on top of stronger, yet featureless contribution of F (sm)dis + Fin.
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According to the above theory, a suciently strong short-range disorder component is
crucial for the observation of the ne structure. Apart from that, we have seen that the
photoresponse is aected by detrimental heating eects which, in principle, can exponen-
tially suppress MIRO at microwave intensities still insucient to detect the ne structure.
To avoid excess heating, it is therefore desirable to employ lower radiation frequencies as
P  f 4. Using lower f , however, inevitably pushes MIRO to lower B which calls for sam-
ples with long quantum lifetimes. In addition, high transport mobility is also desirable since
it helps to reduce both the heating eects and the inelastic contribution, which otherwise
could overwhelm the MIRO signal and mask the ne structure. Finally, a nonuniformity of
the microwave eld across the sample may also smear out the ne structure leaving exclu-
sively the inhomogeneously broadened primary extrema in the observed averaged signal.
7.6 Summary
In summary, we have observed and investigated high-intensity MIRO exhibiting multiple
satellite oscillations. This ne structure is qualitatively distinct from conventional MIRO
and can be quantitatively explained by theory considering multiphoton-assisted scattering
by short-range impurities. Unique properties of the ne structure enable us to estimate
all experimental parameters, including radiation intensity, draw quantitative conclusions
about partial contributions to microwave photoresistance, and evaluate the role of electron
heating. Furthermore, ne structure oers an opportunity to quantify short- and long-
range disorder contributions to the electron mobility. For our 2DEG we demonstrate that
the mobility is limited by short-range disorder, which is responsible for about 70% of the
transport scattering rate.
Chapter 8
Resistively detected high-order
magnetoplasmons
8.1 Background - magneto-plasmon reasonances (MPR)
When a 2DEG laterally conned to a Hall bar of width w, is subjected to a weak per-
pendicular magnetic eld B and microwave radiation, its photoresistance reveals MPR
[152, 9, 153, 154, 155, 156, 157, 158, 159, 160]. 1 Although there exists no quantitative
theory of the MPR photoresistance, it is believed that the radiation absorption translates
to electron heating which, in turn, causes a resistivity change [152, 154, 156].
The majority of photoresistance measurements revealed only the fundamental MPR,
although in several cases the lowest few MPR modes were observed. The n-th plasmon
mode has a wavenumber qn = n=w (n = 1; 2; :::) and due to the hybridization with the
cyclotron mode in a magnetic eld its dispersion takes the form [162, 163],
!mpn =
q
!2c + !p
2
n ; !p
2
n = n!p
2
1 ; !p
2
1 =
2c
?w
EF
~
: (8.1)
Here, !c = eB=m
? is the cyclotron frequency of an electron with the eective mass m?,
!p1 = 2fp1 is the frequency of the plasmon mode with the wavenumber =w,  =
e2=40~c  1=137 is the ne structure constant, 0 is the vacuum permittivity, ? = (+1)=2
is the eective dielectric constant of the surrounding medium,  = 12:8 is the dielectric con-
stant of GaAs, and EF is the Fermi energy.
1 MPRs can also be observed directly in microwave absorption [154, 161].
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The MPR can occur when the excitation frequency ! = 2f is equal to !mpn which
can be tuned by B. Since the number of observable MPR modes is given by (f=fp1)
2, high
excitation frequency f is a prerequisite for observation of high-order modes. In addition,
for the MPR modes to be experimentally resolved, the spacing between them should exceed
their width. The half-width of the n-th MPR can be written as [164, 165, 166]
!mpn =  +  n ; (8.2)
where  is the incoherent scattering rate and  n is the superradiant rate due to coherent
dipole reradiation of oscillating 2D electrons. The superradiant decay rate  n is given by
[167]
 n =  0(Ln=)
2 ;  0 =
2
n?
EF
~
; (8.3)
where Ln is the coherence length,  = c=fn
? is the photon wavelength, and n? = (
p
+1)=2
is the eective refractive index. At high n, the superradiant rate drops rapidly due to the
decay of coherence length Ln  w=n [168] and the MPR width is governed by the incoherent
rate . Therefore, small incoherent scattering rate is another essential ingredient for the
detection of high-order MPR.
In this chapter we report on high-order magnetoplasmon resonances resistively detected
in very high-quality GaAs quantum wells at radiation frequencies up to 0:4 THz. Owing to
high sensitivity of SdHO to MPR-induced changes of electron temperature, the resonances
manifest themselves as a series of resistance extrema superimposed on the SdHO. Extending
to orders as high as n = 25, the extrema exhibit alternating strength, being less (more)
pronounced at even (odd) magnetoplasmon modes. The employed experimental scheme
provides a very ecient way to investigate the properties of MPR and could be applicable
to other 2D systems.
8.2 Experiment and main ndings
The samples in our experiments are 200 m-wide Hall bars. The resistivity was measured at
temperatures of 0:3 0:4 K using a standard low-frequency lock-in technique, in sweeping B
and under radiation of frequency f from 0.23 THz to 0.38 THz generated by a backward wave
oscillator. In Fig. 8.1(a)[(b))] we show magnetoresistance (B) under microwave irradiation
of frequency f = 378 GHz measured in sample A [B] at f = 378 [333] GHz and T  0.38
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Figure 8.1: (a) [(b)] (B) measured in sample A [B] at f = 378 [333] GHz and T  0.38
[0.31] K. SdHO minima in (a) are marked by lling factor  = 8, 10, 12, 14, 16. Inset shows
zoomed-in part of the data shown in (a) near the cyclotron resonance. A series of deep
(shallow) radiation-induced minima is marked by vertical lines (arrows).
[0.31] K.2 In both samples, the data reveal MIRO [9, 83, 84, 85] and SdHO coexisting over
a wide magnetic eld range [169]. In addition to MIRO and SdHO, both data sets show a
structure consisting of multiple sharp features in the vicinity of the cyclotron resonance.
A closer look at this structure, shown in the inset of Fig. 8.1(a), reveals that it is a series
of extrema. Near the SdHO maxima, this series is represented by resistance minima which
are roughly equally spaced in the magnetic eld; between lling factors  = 12 and  = 14,
we observe at least seven such minima. The minima can be divided into two classes, strong
ones (cf. vertical lines) and weak ones (cf. #), appearing roughly in the middle between
2 Sample A and B are B27-LHB and MMX respectively.
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the neighboring strong minima. As discussed below, these strong (weak) features originate
from magnetoplasmon resonances of odd (even) order n, with n as high as 25. While the
feature around  = 10 in Fig. 8.1(a) also originates from photoresistance, identifying its
exact nature is left for future studies. One possible origin is the plasmon-photon mode
hybritization which leads to crossing of magnetoplasmon dispersion with cyclotron lines
[170, 168].
Around the SdHO minima, MPRs are manifested by local maxima (see, e.g. a maximum
at B  7:5 GHz in the inset of Fig. 8.1(a)). These maxima are less pronounced due to a
weaker temperature dependence of the SdHO resistance minima in the regime of separated
Landau levels. Indeed, at even  the density of electron states is small in a wide band
around the Fermi level and raising the temperature has little eect as long as it remains
small compared to inter-level spacing.
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8.3 Conrmation of magnetoplasmon dispersion
In Fig. 8.2 we plot magnetoresistance (B) measured in sample A at several frequencies
from 230 GHz to 374 GHz, as marked.3 Each trace reveals a series of extrema (some
examples marked by arrow), similar to that shown in Fig. 8.1, which move to higher B with
increasing f . Since the resonances are most pronounced around the SdHO maxima, these
extrema are best observed at higher f (lower ) where more MPR modes can be resolved
within one SdHO period. One remarkable feature of our data is the unusually large number
of both odd and even MPR modes, made possible by high sensitivity of SdHO to variations
of electron temperature due to resonant absorption in our high mobility samples. 4
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Figure 8.3: B2 (circles) vs. n, for f = 377 GHz (upper) and 354 GHz (lower), obtained
from sample A. Solid (open) circles represent odd (even) n. Fits to the data (lines) using
Eq. (8.4) yield m?  0:066m0 and fp  56 GHz.
To conrm that the observed extrema originate from MPR we examine the dispersion
3 While at dierent f we sometimes detect variations of electron density of  1% due to dierent power,
these variations have negligible eect on the MPR dispersion.
4 In addition to heating, another possible contribution to the signal is the MPR-induced spatial density
variations [171]. As such variations occur on the length scale set by the magnetoplasmon wavelength, it
would also suppress SdHO which are measured over larger length scales.
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relation for two radiation frequencies using the data from sample A. Per Eq. (8.1), the
magnetic eld at which the n-th MPR (! = !mpn, B = Bn) occurs should satisfy
B2 = B2n  (m?=e)2

!2   n!p21

: (8.4)
In Fig. 8.3 we plot the square of the magnetic eld, at which the n-th MPR occurs, for
f = 377 GHz and f = 354 GHz, as marked, as a function of n. Here, lled (open)
circles represent odd (even) n, spanning from n = 5 to n = 27. Lower order MPRs
overlap with the cyclotron resonance absorption peak [168] which causes strong SdHO
suppression making them insensitive to minute temperature changes caused by MPRs. Gaps
in the data correspond to Bn away from the SdHO maxima where the resonances were not
well resolved. Despite slight deviation at low n, the data for both frequencies conform to
Eq. (8.4); linear ts generate m?  0:066m0 5 and fp1  56 GHz. Obtained fp1 is about
0.95 of what is expected from Eq. (8.1), in reasonable agreement with past theoretical [172]
and experimental [152, 154, 159] studies.
We next examine the frequency dependence of the observed resonances and demonstrate
that it can also be well described by the magnetoplasmon dispersion, Eq. (8.1). In Fig. 8.4
we plot f2 vs. B2 for three select modes, n = 7; 13; 19, and observe that the data can be
well described by parallel lines. Such a behavior is indeed expected for MPR since
!2 = !mp
2
n  n!p21 + (e=m?)2B2 ; (8.5)
see Eq. (8.1). The universal slope of the linear ts again conforms to m?  0:066m0.
After performing such ts for all available n, we extract the intercepts of the ts with
the vertical axis f20 and present the result as a function of n in the inset of Fig. 8.4. The
data reveal a linear relation between f20 and n, in accordance with Eq. (8.1), and from the
slope of the t we nd fp1  56 GHz, in good agreement with the value obtained above.
We further note that at n < 10, f20 (n) slightly deviates from the linear dependence and
bends down. As we show next, this deviation is likely due to retardation eects.
The retardation eects are characterized by the retardation parameter 0, dened as
the ratio of the plasmon frequency to the light frequency at the same wavenumber. At the
fundamental plasmon wavenumber q1 = =w, we nd, for sample A, !ph=2 = c=2wn
? 
5 Consistent with previous studies [160], this value is about 10% larger than the one obtained from
MIRO.
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Figure 8.4: f2 vs. B2 for n = 7 (circles), 13 (squares), 19 (triangles), obtained from sample
A. The ts to the data (lines) with f2 = f20 + (e=2m
?)2B2 yield m? = 0:066m0. Inset
shows f20 , obtained from the ts, vs. n, revealing linear relationship, f
2
0  n. The slope of
the linear t (line) yields fp1  55 GHz.
0:33 THz and 0 = 
1=!ph  0:07(EF =~!ph)1=2  0:18. Since the phase velocity of the
magnetoplasmon mode is proportional to n 1=2, the retardation eects become weaker at
higher n. It has been shown that the plasmon frequency decreases with 0 [170, 154]. It
is therefore reasonable to have a larger deviation from Eq. (8.1) at lower n, as observed in
both Fig. 8.3 and Fig. 8.4(b).
8.4 Conditions to detect high-order MPR
As mentioned in the introduction, observation of multiple MPR modes relies on their sharp-
ness. We estimate the half-width of the observed MPR as Bn  2.5 mT which is largely
insensitive to n. Since the width is obtained from magnetoresistance, it does not directly
translate to the width of the MPR. Nevertheless, since the width of the photoresistance
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minima does not show signicant variation within one SdHO period, it should be compa-
rable to the actual MPR width. Using !mpn  (@!mpn=@B)Bn = (e=m?)(!c=!)Bn, we
estimate !mpn=2 ' 1 GHz, close to the cyclotron resonance.
The MPR width !n is expected to be a sum of coherent radiative decay rate  n and
incoherent collisional rate , see Eq. (8.2) and Eq. (8.3). In sample A we estimate  0=2  14
GHz and at f = 0:38 GHz,  1=2 =  0=2(w=)
2  4:7 GHz. At higher n,  n =  1=n2
becomes smaller than . This is consistent with our observation that the fundamental MPR
n = 1 is not well resolved, whereas higher order MPRs have similar widths, dominated by
.
The incoherent scattering rate  is often associated with the transport scattering rate
 1, which is about  1=2  0:2 GHz in sample A. However, there exist no exact relation
between the two quantities; for the electron density of sample A, [173] has found  to be
about 5 times larger than  1, giving a conservative estimate of =2 ' 1 GHz. This value
is in good agreement with !n=2 ' 1 GHz obtained from our experimental data.
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.
Another interesting feature revealed by our data is the even-odd mode alternating
strength. Assuming a uniform electric eld distribution, only odd modes are expected
[172] and [154, 174] reported observation of only odd modes. Some experiments, however,
revealed both odd and even low-order modes, with often comparable, yet random strengths
[161, 171]. While we have clearly observed dierent signal strengths for even and odd modes,
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their ratio can vary with the radiation frequency. In Fig. 8.5 we present (B) measured in
sample A at dierent f , 369 GHz, 365 GHz, and 351 GHz. At f = 369 GHz (top trace), the
even modes are much weaker than the odd, at f = 365 GHz (middle trace) they become
noticeably stronger, and at f = 351 GHz (bottom trace) even modes become comparable
to the odd ones. The variation in the strength of even modes with f likely reects varia-
tion in radiation distribution. Since our experiments are performed without using resonant
cavities, the radiation eld distribution is not controllable. Furthermore, the presence of
contacts, metallic pins on the chip carrier, and other metallic parts make random formation
of standing waves in the sample space possible. At 0.4 THz, the distance between the nodes
of such standing waves is close to or smaller than the sample dimensions. As a result, dier-
ent parts of the sample are exposed to dierent radiation intensities. While a more uniform
radiation produces weaker even modes, they become more pronounced under nonuniform
radiation distribution. Our measurements never revealed even modes which are stronger
than the odd ones.
8.5 Summary
In summary, exploiting high mobility 2DEGs, high radiation frequencies, and strong sensi-
tivity to temperature of SdHO, we have detected high-order magnetoplasmon resonances.
Extending to orders above n = 25, the MPR-induced photoresistance extrema exhibit alter-
nating strength, being less (more) pronounced at even (odd) n. Taken together, our results
demonstrate that this experimental technique provides a surprisingly sensitive and elegant
means to detect and investigate high-order MPR modes which could be applicable to other
2D systems, such as MgZnO/ZnO heterojunctions [175] and AlAs quantum wells [176].
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Appendix A
Sample parameters
Table A.1: Samples used in this thesis
Name Mobility (106 cm2=Vs) Density (1011 cm 2) Wafer name and source
A1 16 2.85 01-02-12.1 (Purdue)
A2 5 2.89 11-17-11.1 (Purdue)
A4 4.1 2.81 11-03-11.1 (Purdue)
A6 3.6 2.91 12-01-11.1 (Purdue)
A8 2.2 2.77 01-05-12.1 (Purdue)
A10 1.3 2.75 09-29-11.1 (Purdue)
N1 >30 3 01-27-15.2 (Purdue)
Z1 >30 3.1 07-20-00.1 (Princeton)
B1 >30 2.98 06-29-10.1 (Princeton)
H1 27 3.6 05-31-17.3 (Princeton)
H2 19 3.8 05-31-17.1 (Princeton)
B27-LHB 25 2.5 05-20-11.1 (Princeton)
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