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Abstract: A thermomechanical, polar continuum formulation under finite strains is proposed
for anisotropic materials using a multiplicative decomposition of the deformation gradient. First,
the kinematics and conservation laws for three dimensional, polar and non-polar continua are
obtained. Next, these kinematics are connected to their corresponding counterparts for surface
continua based on Kirchhoff-Love kinematics. Likewise, the conservation laws for Kirchhoff-
Love shells are derived from their three dimensional counterparts. From this, the weak forms
are obtained for three dimensional non-polar continua and Kirchhoff-Love shells. These for-
mulations are expressed in tensorial form so that they can be used in both curvilinear and
Cartesian coordinates. They can be used to model anisotropic crystals and soft biological ma-
terials, and they can be extended to other field equations, like Maxwell's equations to model
thermo-electro-magneto-mechanical materials.
Keywords: Anisotropic crystals; soft biological materials; three dimensional polar continua;
Kirchhoff-Love shells; nonlinear continuum mechanics; thermoelasticity.
List of important symbols
1 identity tensor in \BbbR 3
\bfitA \alpha co-variant tangent vectors of \scrS 0 at point \bfitX \mathrm{s} ; \alpha = 1, 2
\bfita \alpha co-variant tangent vectors of \scrS at point \bfitx \mathrm{s} ; \alpha = 1, 2
a\alpha co-variant tangent vectors of \scrS \mathrm{T} at point X\mathrm{s} ; \alpha = 1, 2
\bfitA \alpha contra-variant tangent vectors of \scrS 0 at point \bfitX \mathrm{s} ; \alpha = 1, 2
\bfita \alpha contra-variant tangent vectors of \scrS at point \bfitx \mathrm{s} ; \alpha = 1, 2
a\alpha contra-variant tangent vectors of \scrS \mathrm{T} at point X\mathrm{s} ; \alpha = 1, 2
A\alpha \beta co-variant metric of \scrS 0 at point \bfitX \mathrm{s} ; \alpha , \beta = 1, 2
a\alpha \beta co-variant metric of \scrS at point \bfitx \mathrm{s} ; \alpha , \beta = 1, 2
a\alpha \beta co-variant metric of \scrS \mathrm{T} at point X\mathrm{s} ; \alpha , \beta = 1, 2
A\alpha \beta contra-variant metric of \scrS 0 at point \bfitX \mathrm{s} ; \alpha , \beta = 1, 2
a\alpha \beta contra-variant metric of \scrS at point \bfitx \mathrm{s} ; \alpha , \beta = 1, 2
\scrB 0, \scrB \mathrm{T}, \scrB reference, intermediate, current configuration of three dimensional continua
b0\alpha \beta co-variant curvature tensor components of \scrS 0 at point \bfitX \mathrm{s} ; \alpha , \beta = 1, 2
b\alpha \beta co-variant curvature tensor components of \scrS at point \bfitx \mathrm{s} ; \alpha , \beta = 1, 2
b\alpha \beta 0 contra-variant curvature tensor components of \scrS 0 at point \bfitX \mathrm{s} ; \alpha , \beta = 1, 2
b\alpha \beta contra-variant curvature tensor components of \scrS at point \bfitx \mathrm{s} ; \alpha , \beta = 1, 2
\bfitb 0 curvature tensor of \scrS 0 at point \bfitX \mathrm{s}
\bfitb curvature tensor of \scrS at point \bfitx \mathrm{s}
1Corresponding author, email: ghaffari@aices.rwth-aachen.de
2Email: sauer@aices.rwth-aachen.de
1
ar
X
iv
:1
90
1.
00
91
7v
1 
 [c
s.N
A]
  3
 Ja
n 2
01
9
b curvature tensor of \scrS \mathrm{T} at point X\mathrm{s}
\bfitb \flat \vartriangleleft pull back of \bfitb , i.e. \bfitb \flat \vartriangleleft = \bfitF \mathrm{T}\mathrm{s} \bfitb \bfitF \mathrm{s}
b\flat \vartriangleleft (\bfitF \mathrm{s}\mathrm{T}) pull back of b, i.e. b\flat \vartriangleleft (\bfitF \mathrm{s}\mathrm{T}) = \bfitF \mathrm{T}\mathrm{s}\mathrm{T} b\bfitF \mathrm{s}\mathrm{T}
\bfitc body force couple (per unit mass)
\bfitC \mathrm{s} surface right CauchyGreen tensor
\bfitC , \bfitC \mathrm{e}, \bfitC \mathrm{T} right CauchyGreen tensor and its elastic and thermal part
\circledast 
\bfitC ,
\circledast 
\bfitC \mathrm{e},
\circledast 
\bfitC \mathrm{T} surface right CauchyGreen tensor and its elastic and thermal part\ast 
\bfitC ,
\ast 
\bfitC \mathrm{e},
\ast 
\bfitC \mathrm{T} in-plane surface right CauchyGreen tensor and its elastic and thermal part
\BbbC elasticity tensor
\BbbC \mathrm{L} elasticity tensor (with rearranged order of components)
\bfitd rate of deformation
\Gamma k0 ij (\Gamma 
\gamma 
\mathrm{s}0\alpha \beta ) Christoffel symbols of the second kind of \scrB 0 (\scrS 0) ; i, j, k = 1, 2, 3 (\alpha , \beta = 1, 2)
\Gamma kij (\Gamma 
\gamma 
\mathrm{s}\alpha \beta ) Christoffel symbols of the second kind of \scrB (\scrS ) ; i, j, k = 1, 2, 3 (\alpha , \beta = 1, 2)
dA (da) differential surface element on \scrS 0 (\scrS )
dS (ds) differential surface element on \scrB 0 (\scrB )
dm differential mass element
dV (dv) differential volume element in \scrB 0 (\scrB )
dl differential line element on \scrS 
\delta \bullet variation of \bullet 
\delta ij , \delta 
i
j , \delta 
j
i Kronecker delta ; i, j = 1, 2, 3
\bfite (n) generalized Eulerian strain
\bfitE (n) generalized Lagrangian strain
\bfscrE permutation tensor
\bfitf body force (per unit mass)
\bfitF , \bfitF \mathrm{e}, \bfitF \mathrm{T} deformation gradient and its elastic and thermal part
\bfitF \mathrm{s} in-plane surface deformation gradient of \scrS , i.e. \bfitF \mathrm{s} =
\ast 
\bfitF (\xi = 0)
0
\bfitF surface deformation gradient of \scrS , i.e. 0\bfitF = \circledast \bfitF (\xi = 0)
\ast 
\bfitF ,
\ast 
\bfitF \mathrm{e},
\ast 
\bfitF \mathrm{T} in-plane surface deformation gradient of
\circledast \scrS and its elastic and thermal part
\circledast 
\bfitF ,
\circledast 
\bfitF \mathrm{e},
\circledast 
\bfitF \mathrm{T} surface deformation gradient of
\circledast \scrS and its elastic and thermal part
\bfitG i co-variant tangent vectors of \scrB 0 at point \bfitX ; i = 1, 2, 3
\bfitg i co-variant tangent vectors of \scrB at point \bfitx ; i = 1, 2, 3
gi co-variant tangent vectors of \scrB \mathrm{T} at point X; i = 1, 2, 3
\circledast 
\bfitG \alpha co-variant tangent vectors of
\circledast \scrS 0 at point
\circledast 
\bfitX ; \alpha = 1, 2
\circledast 
\bfitg \alpha co-variant tangent vectors of
\circledast \scrS at point \circledast \bfitx ; \alpha = 1, 2
\circledast 
g\alpha co-variant tangent vectors of
\circledast \scrS \mathrm{T} at point
\circledast 
X; \alpha = 1, 2
\bfitG i contra-variant tangent vectors of \scrB 0 at point \bfitX ; i = 1, 2, 3
\bfitg i contra-variant tangent vectors of \scrB at point \bfitx ; i = 1, 2, 3
gi contra-variant tangent vectors of \scrB \mathrm{T} at point X; i = 1, 2, 3
\circledast 
\bfitG \alpha contra-variant tangent vectors of
\circledast \scrS 0 at point
\circledast 
\bfitX ; \alpha = 1, 2
\circledast 
\bfitg \alpha contra-variant tangent vectors of
\circledast \scrS at point \circledast \bfitx ; \alpha = 1, 2
\circledast 
g\alpha contra-variant tangent vectors of
\circledast \scrS \mathrm{T} at point
\circledast 
X; \alpha = 1, 2
Gij co-variant metric of \scrB 0 at point \bfitX ; i, j = 1, 2, 3
gij co-variant metric of \scrB at point \bfitx ; i, j = 1, 2, 3
gij co-variant metric of \scrB \mathrm{T} at point X; i, j = 1, 2, 3
\circledast 
G\alpha \beta co-variant metric of
\circledast \scrS 0 at point
\circledast 
\bfitX ; \alpha , \beta = 1, 2
\circledast 
g\alpha \beta co-variant metric of
\circledast \scrS at point \circledast \bfitx ; \alpha , \beta = 1, 2
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Gij contra-variant metric of \scrB 0 at point \bfitX ; i, j = 1, 2, 3
gij contra-variant metric of \scrB at point \bfitx ; i, j = 1, 2, 3
H0 mean curvature of \scrS 0 at \bfitX \mathrm{s}
H mean curvature of \scrS at \bfitx \mathrm{s}
\bfitH := \bfitF  - \mathrm{T}\mathrm{T},T \bfitC \bfitF 
 - \mathrm{T}
\mathrm{T}
\bfiti surface identity tensor on \scrS 
\bfitI surface identity tensor on \scrS 0
J\mathrm{s} area change between \scrS 0 and \scrS 
J\mathrm{s}\mathrm{T} area change between \scrS 0 and \scrS \mathrm{T}
J volume change between \scrB 0 and \scrB 
J\mathrm{T} volume change between \scrB 0 and \scrB \mathrm{T}, i.e. J\mathrm{T} = det\bfitF \mathrm{T}
\bfitk conductivity tensor
\kappa 0 (\kappa ) Gaussian curvature of \scrS 0 (\scrS ) at \bfitX \mathrm{s} (\bfitx \mathrm{s})
\kappa 0 1, \kappa 0 2 principal curvatures of \scrS 0 at \bfitX \mathrm{s}
\kappa 1, \kappa 2 principal curvatures of \scrS at \bfitx \mathrm{s}
\bfitkappa curvature change relative to intermediate configuration
\kappa \alpha \beta co-variant components of curvature change relative to intermediate configuration
\scrK total kinetic energy
\circledast 
\bfitl rate of deformation of
\circledast \scrS 
0
\bfitl rate of deformation of \scrS , i.e. 0\bfitl =
\circledast 
\bfitl (\xi = 0)
\bfitl , \bfitl \mathrm{e}, \bfitl \mathrm{T} rate of deformation of \scrB and its elastic and thermal part
\lambda 1, \lambda 2 principal surface stretches of \scrS at \bfitx 
\lambda 3, \lambda 3 \mathrm{e}, \lambda 3\mathrm{T} stretch along \bfitn and its elastic and thermal part
m\nu , m\tau bending moment components acting at \bfitx \mathrm{s} \in \partial \scrS 
M\alpha \beta contra-variant bending moment components
M\alpha \beta 0 = J M
\alpha \beta 
\bfitm \mathrm{s} surface moment vector acting at \bfitx \mathrm{s} \in \partial \scrS 
\bfitm moment vector acting at \bfitx \in \partial \scrB 
\bfitmu \mathrm{s} surface moment tensor
\=\bfitmu \mathrm{s} rotated surface moment tensor, i.e. \=\bfitmu 
\mathrm{T}
\mathrm{s} = \bfitn \times \bfitmu \mathrm{T}\mathrm{s}
\=\bfitmu moment tensor
\=\bfitmu 0 two-point form of the moment tensor, i.e. \=\bfitmu 0 = J \bfitF 
 - 1
\mathrm{s} \=\bfitmu 
\bfitmu \vartriangleleft \sharp \mathrm{s} pull back of the surface moment tensor, i.e. \bfitmu 
\vartriangleleft \sharp 
\mathrm{s} = \bfitF 
 - 1
\mathrm{s} \bfitmu \mathrm{s}\bfitF 
 - \mathrm{T}
\mathrm{s}
N\alpha \beta total, contra-variant, in-plane stress components
\bfitN surface normal of \scrS 0 at \bfitX \mathrm{s}
\bfitn surface normal of \scrS at \bfitx \mathrm{s}
\bfitn \mathrm{T} surface normal of \scrS \mathrm{T} at X\mathrm{s}
\bfscrV normal vector on \partial \scrS 0 or \partial \scrB 0
\bfitnu normal vector on \partial \scrS or \partial \scrB 
\bfitv velocity vector
\bfittau \mathrm{v} tangent vector on \partial \scrS , i.e. \bfittau \mathrm{v} = \bfitn \times \bfitnu 
u (u\mathrm{s}) internal energy per unit mass, functional for \scrB (\scrS )
\scrU total internal energy
\xi i (\xi \alpha ) convective coordinates on \scrB (\scrS ); i = 1, 2, 3 (\alpha = 1, 2)
\xi thickness coordinate
\psi (\psi \mathrm{s}) Helmholtz free energy per unit mass, functional for \scrB (\scrS )
\bfitP first Piola-Kirchhoff stress tensor
\scrP \mathrm{e}\mathrm{x}\mathrm{t} total rate of external mechanical power
\bfitq heat flux vector
\bfitQ pull back of heat flux vector, i.e. \bfitQ = \bfitq J \bfitF  - \mathrm{T}
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\scrQ total rate of heat input
r heat source per unit mass
\rho 0 (\rho \mathrm{s}0) density \scrB 0 (\scrS 0) at \bfitX (\bfitX \mathrm{s})
\rho (\rho \mathrm{s}) density \scrB (\scrS ) at \bfitx (\bfitx \mathrm{s})
s\mathrm{s} entropy per unit of mass, functional for \scrS 
s entropy per unit of mass, functional for \scrB 
S\alpha contra-variant, out-of-plane shear stress components of the Kirchhoff-Love shell
\bfitS \mathrm{s} surface second Piola-Kirchhoff stress tensor
\bfitS second Piola-Kirchhoff stress tensor
\bfitS \mathrm{T} pushed forward of \bfitS , i.e. \bfitS \mathrm{T} = 1/J\mathrm{T} \bfitF \mathrm{T} \bfitS \bfitF 
\mathrm{T}
\mathrm{T}
\scrS 0 reference configuration of the mid-surface
\scrS current configuration of the mid-surface
\circledast \scrS current configuration of the surface through thickness
\bfitsigma Cauchy stress tensor
\bfitsigma \mathrm{K}\mathrm{L} Cauchy stress tensor of the Kirchhoff-Love shell
\bfitsigma \mathrm{s} surface Cauchy stress tensor, i.e. \bfitsigma \mathrm{s} = \bfitF \mathrm{s} \bfitsigma 
\sharp \vartriangleleft 
\mathrm{s} \bfitF 
\mathrm{T}
\mathrm{s}
\bfitsigma \sharp \vartriangleleft \mathrm{s} pull back of \bfitsigma \mathrm{s}, i.e. \bfitsigma 
\sharp \vartriangleleft 
\mathrm{s} = 2\bfitF 
 - 1
\mathrm{s}\mathrm{T} \rho \mathrm{s}0
\partial \psi \mathrm{s}
\partial \bfitC \mathrm{s}\mathrm{e}
\bfitF  - \mathrm{T}\mathrm{s}\mathrm{T}
\sigma \alpha \beta contra-variant components of \bfitsigma \mathrm{s} ; \alpha , \beta = 1, 2
t0 reference shell thickness
t current shell thickness
T absolute temperature
\bfitt 0 traction acting on the boundary \partial \scrB 0 normal to \bfscrV 
\bfitt traction acting on the boundary \partial \scrB normal to \bfitnu 
\bfitt \mathrm{s} traction acting on the boundary \partial \scrS normal to \bfitnu 
\tau \alpha \beta contra-variant components of the Kirchhoff stress tensor, i.e. \tau \alpha \beta = J\sigma \alpha \beta ; \alpha , \beta = 1, 2
\bfitw spin of \scrB 
\bfitw  \triangleleft  \triangleright angular-velocity vector, i.e. axial vector of \bfitw 
\bfitX \mathrm{s} reference position of a surface point on \scrS 0
\bfitx \mathrm{s} current position of a surface point on \scrS 
X\mathrm{s} intermediate position of a surface point on \scrS \mathrm{T}
\circledast 
\bfitX reference position of a surface point on
\circledast \scrS 0
\circledast 
\bfitx current position of a surface point on
\circledast \scrS 
\circledast 
X intermediate position of a surface point on
\circledast \scrS \mathrm{T}
\bfitX reference position of a point in \scrB 0
\bfitx current position of a point in \scrB 
X intermediate position of a point in \scrB \mathrm{T}
1. Introduction
Thermomechanical formulations for thin-walled structures have many applications. Examples
from technology are sheet metal forming [1], gas turbine blades [2], cooling systems for circuit
boards [3], fatigue of transistors [4], batteries [5], solar cells [6]. Examples from nature are lipid
membranes [7] and leaves [8].
These problems can be modeled as three dimensional (3D)3 or surface continua. The latter
3By ``3D continua"" we mean 3D volumetric continua as opposed to surface continua.
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can be used to avoid the high computational costs of volumetric finite element formulations
(FE), especially if they are described by Kirchhoff-Love shell kinematics. Anisotropic hyper-
elastic [9--14], viscoelastic [15--19] and plastic [20--28] constitutive laws are well developed for
volumetric continua. These material models need to be adapted to their surface counterparts in
order to be used in membrane and shell formulations. Therefore the kinematics of surface and
volumetric continua need to be connected to extract these sufrace material models. Steigmann
[29, 30] derives a membrane and Koiter shell formulation from 3D nonlinear elasticity. Tepole
et al. [31] and Roohbakhshan et al. [32] utilize a projection method to extract a membrane con-
stitutive law from the anisotropic 3D biomaterial model of Gasser et al. [33]. This projection
method is extended to extract a shell formulation for composite materials and biological tissues
by Roohbakhshan and Sauer [34, 35].
There are different approaches to formulate the kinematics of deforming continua in a thermome-
chanical framework. The total deformation can be additively or multiplicatively decomposed
into thermal and mechanical parts. The additive decomposition is widely used in the linear
regime [36]. The linear formulation can be extended to a nonlinear one by using the multi-
plicative decomposition introduced by Kr\"oner [37], Besseling [38] and Lee [39] for plasticity (see
Appendix A for a discussion on the limitations of the additive decomposition). The multiplica-
tive decomposition of the deformation gradient is used in the current work.
3D thermomechanical formulations are well developed. Steinmann [40] presents a spatial and
material framework of thermo-hyper-elastodynamics. Vujo\v sevi\'c and Lubarda [41] propose a
finite strain, thermoelasticity formulation based on the multiplicative decomposition of the
deformation gradient. Constitutive laws for thermoelastic, elastoplastic and biomechanical ma-
terials are discussed by Lubarda [42]. The strong ellipticity condition should be satisfied for
the stability of material models [43, p. 258] and [44]. The stability and convexity of thermome-
chanical constitutive laws are considered by \v Silhav\'y [45] and Lubarda [46, 47]. Miehe et al. [48]
propose a thermoviscoplasticity framework based on the multiplicative decomposition of elastic
and plastic deformations, logarithmic strain and linear, isotropic, thermal expansion.
Membrane and shell formulations tend to have a much lower computational cost in compar-
ison with volumetric formulations. Gurtin and Murdoch [49] propose a tensorial continuum
theory for surface continua coupled to bulk continua. Green and Naghdi [50] propose a thermo-
mechanical shell formulation based on Cosserat surfaces. The temperature variation through
the thickness is included, and the surface kinematics are connected to their 3D counterparts.
However, the multiplicative decomposition of the deformation gradient and the effects of the
thermal deformation gradient on the curvature are not considered in their work. Miehe and
Apel [51] propose an isotropic elastoplastic solid-shell formulation and compare the additive
and multiplicative decompositions of strains. Sahu et al. [7] propose an irreversible thermome-
chanical shell formulation for lipid membranes. Since those are usually subjected to isothermal
conditions, Sahu et al. [7] do not consider the temperature variation, thermal expansion and
heat conduction through the thickness. Steigmann [29, 30, 52] investigates the strong ellipticity
and stability condition for membrane, shell and volumetric material models.
A shell formulation can be developed based on rotational or rotation-free formulations. Simo
and Fox [53] propose a rotation-based, geometrically exact, shell model based on inextensible
one-director and Cosserat surfaces. Simo et al. [54] extend the mentioned theory to consider
the thickness variation under loading. Rotation-free Kirchhoff-Love and Reissner-Mindlin shell
formulations have been proposed based on subdivision surfaces [55--57]. Kiendl et al. [58] pro-
pose a rotation-free, Kirchhoff-Love shell formulation using isogeometric analysis [59]. The
formulation of Kiendl et al. [58] is extended for multi patches and nonlinear materials by Kiendl
et al. [60, 61], respectively. Duong et al. [62] propose a rotation-free shell formulation based
on the curvilinear membranes and shell formulations of Sauer et al. [63] and Sauer and Duong
[64]. Sch\"ollhammer and Fries [65] propose a Kirchhoff-Love shell theory based on tangential
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differential calculus without the introduction of a local coordinate system. See also Duong et al.
[62] and Sch\"ollhammer and Fries [65] for recent reviews of shell formulations.
A FE formulation is proposed by Jeffers [66] for heat transfer through shells. FE shell formu-
lations for functionally graded materials are proposed by Reddy and Chin [67], El-Abbasi and
Meguid [68], Cinefra et al. [69] and Kar and Panda [70]. Harmel et al. [71] use hybrid finite
element discretizations that combine isogeometric and Lagrangian interpolations for accurate
and efficient thermal simulations.
Thermomechanical problems can be solved computationally either by monolithic or by splitting
methods. In a monolithic approach, which tends to be more robust, the mechanical and thermal
parts are assembled in a single matrix and solved together. In splitting methods, the problem
is divided into mechanical and thermal parts and each part is solved separately and the results
are exchanged between partitions. For the partitioning, either isothermal or adiabatic splits4
can be used. The latter method can be shown to be unconditionally stable [72, 73].
The condition number and accuracy of the numerical method is affected by the discretization
method. The influence of the discretization on the condition number of heat conduction prob-
lems is investigated by Surana and Orth [74, 75] for shells, and by Ling and Surana [76] for
axisymmetric problems. Furthermore, the temperature and flux discontinuity should be con-
sidered in the modeling of interfaces [77--79].
Sauer et al. [80] present the multiplicative decomposition of the surface deformation gradient
and examine its consequences on the kinematics, balance laws and constitutive relations of
curved surfaces. Their formulation uses a direct surface description in curvilinear coordinates
that is not necessarily connected to an underlying 3D volumetric formulation. Their examples
consider isotropic material behavior. The present formulation, on the other hand, considers
the derivation of surface formulations from 3D theories using a tensorial description and ac-
counting for anisotropic material behavior. In the current work, the kinematics of two and
three dimensional continua are connected for nonisothermal materials. This connection can be
used to extract membrane and shell material models from their 3D counterparts. In addition,
it can be used to extend available isothermal membrane and shell material models [81, 82] to
non-isothermal constitutive laws.
The highlights of the current work are:
\bullet The balance laws for surface and 3D continua are connected. So the extraction of the
surface constitutive laws from their 3D counterparts becomes clearer.
\bullet A multiplicative decomposition is used to obtain a new nonlinear thermomechanical shell
formulation.
\bullet Anisotropy is considered in the thermal expansion, conductivity and Helmholtz free energy.
\bullet The formulation can be used to describe coupled, nonlinear thermomechanical behavior
of 2D and 3D crystals, and anisotropic biological materials.
\bullet The proposed thermomechanical formulation is suitable for an extension to a new thermo-
electro-magneto-mechanical formulation for surface and 3D continua based on the works
of Green and Naghdi [83], Chatzigeorgiou et al. [84], Baghdasaryan and Mikilyan [85],
Dorfmann and Ogden [86], Mehnert et al. [87].
\bullet It can be used in the simulation of anisotropic thermal conductivity in printed circuit
boards such as discussed in Dede et al. [88, 89].
4The adiabatic split becomes the isentropic split if there is no dissipation [72].
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The remainder of this paper is organized as follows: Different descriptions of tensorial quantities
and three tensorial products are introduced in Sec. 2. In Sec. 3, the kinematics and equilibrium
relations of a 3D anisotropic polar continua are obtained in curvilinear coordinates. Sec. 3
is closed with simplified anisotropic non-polar continua. In Sec. 4, the Kirchhoff-Love shell
formulation is obtained from the proposed 3D formulation. In Sec. 5, the evolution of material
symmetry groups and constitutive laws for heat transfer are discussed, and some examples of
the Helmholtz free energy are presented. The paper is concluded in Sec. 6.
2. Different description of tensors
In this section, some preliminary descriptions for tensorial objects in the reference and current
configurations are discussed. The push forward and pull back operators are introduced for co-
variant, contra-variant, and mixed tensors. Further, three tensorial products are introduced.
These descriptions and tensorial products are used in the next sections for the development
of a thermomechanical formulation. Tensors related to surface continua are indicated5 by \bullet \mathrm{s}
while tensors related to three dimensional continua have no additional subscript. Tensors re-
lated to the intermediate configuration are written in Gothic font. The tangent vectors of three
dimensional continua and of the shell mid-surface are denoted by \bfitG i and \bfitA \alpha in the reference
configuration and \bfitA \alpha and \bfitg i in the current configuration. Here, Latin and Greek indexes run
from 1 to 3 and 1 to 2, respectively.
The co-variant and contra-variant descriptions for the general vector \bfitu in the reference config-
uration \scrB 0 and the general vector \bfitv in the current configuration \scrB are defined as6 [43, 90--94]
\bfitu \sharp := ui\bfitG i , \bfitv 
\sharp := vi \bfitg i ,
\bfitu \flat := ui\bfitG 
i , \bfitv \flat := vi \bfitg 
i ,
(1)
where
ui = \bfitu \cdot \bfitG i , vi = \bfitv \cdot \bfitg i ,
ui = \bfitu \cdot \bfitG i , vi = \bfitv \cdot \bfitg i ,
(2)
are the contra-variant and co-variant components of \bfitu and \bfitv . The co-variant, contra-variant
and mixed tensors for the general second order tensors \bfitU in \scrB 0 and \bfitV in \scrB are defined as
\bfitU \sharp := U ij\bfitG i \otimes \bfitG j , \bfitV \sharp := V ij \bfitg i \otimes \bfitg j ,
\bfitU \flat := Uij\bfitG 
i \otimes \bfitG j , \bfitV \flat := Vij \bfitg i \otimes \bfitg j ,
\bfitU \setminus := U ij\bfitG i \otimes \bfitG j , \bfitV \setminus := V ij \bfitg i \otimes \bfitg j ,
\bfitU / := U ji \bfitG 
i \otimes \bfitG j , \bfitV / := V ji \bfitg i \otimes \bfitg j ,
(3)
where
U ij = \bfitG i \cdot \bfitU \bfitG j , V ij = \bfitg i \cdot \bfitV \bfitg j ,
Uij = \bfitG i \cdot \bfitU \bfitG j , Vij = \bfitg i \cdot \bfitV \bfitg j ,
U ij = \bfitG 
i \cdot \bfitU \bfitG j , V ij = \bfitg i \cdot \bfitV \bfitg j ,
U ji = \bfitG i \cdot \bfitU \bfitG j , V ji = \bfitg i \cdot \bfitV \bfitg j ,
(4)
5``\bullet "" is a placeholder for general tensorial quantities.
6\scrB 0 and \scrB are the reference and current configuration, see Sec. 3 for details.
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are the contra-variant, co-variant and mixed components of \bfitU and \bfitV . Further, \bfitG i and \bfitg i are
the tangent and dual vectors in the reference and current configuration (see Sec. 3 for their
definition). The components of surface tensors can be defined similarly, e.g. \bfitU \sharp \mathrm{s} = U
\alpha \beta \bfitA \alpha \otimes \bfitA \beta 
with U\alpha \beta = \bfitA \alpha \cdot \bfitU \cdot \bfitA \beta . The vectors and tensors defined in Eq. (1) and (3) are just different
expressions of the same objects, i.e. \bfitu = \bfitu \sharp = \bfitu \flat , \bfitv = \bfitv \sharp = \bfitv \flat , \bfitU = \bfitU \sharp = \bfitU \flat = \bfitU \setminus = \bfitU / and
\bfitV = \bfitV \sharp = \bfitV \flat = \bfitV \setminus = \bfitV /. The importance of these descriptions becomes clear when the push
forward and pull back operators are defined. The push forward operators for different forms of
\bfitU are defined as
\bfitU \sharp \vartriangleright := \bfitF \bfitU \sharp \bfitF \mathrm{T} = U ij \bfitg i \otimes \bfitg j ,
\bfitU \flat \vartriangleright := \bfitF  - \mathrm{T}\bfitU \flat \bfitF  - 1 = Uij \bfitg i \otimes \bfitg j ,
\bfitU \setminus \vartriangleright := \bfitF \bfitU \setminus \bfitF  - 1 = U ij \bfitg i \otimes \bfitg j ,
\bfitU /\vartriangleright := \bfitF  - \mathrm{T}\bfitU / \bfitF \mathrm{T} = U ji \bfitg 
i \otimes \bfitg j ,
(5)
and the pull back operators for different forms of \bfitV are defined as
\bfitV \sharp \vartriangleleft := \bfitF  - 1 \bfitV \sharp \bfitF  - \mathrm{T} = V ij\bfitG i \otimes \bfitG j ,
\bfitV \flat \vartriangleleft := \bfitF \mathrm{T} \bfitV \flat \bfitF = Vij\bfitG 
i \otimes \bfitG j ,
\bfitV \setminus \vartriangleleft := \bfitF  - 1 \bfitV \setminus \bfitF = V ij\bfitG i \otimes \bfitG j ,
\bfitV /\vartriangleleft := \bfitF \mathrm{T} \bfitV / \bfitF  - \mathrm{T} = V ji \bfitG 
i \otimes \bfitG j ,
(6)
where \bfitF is the gradient deformation (see Sec. 3 for details). It should be noted that the different
forms of the push forward of \bfitU as well as the different forms for the pull back of \bfitV , are not
equal in general, i.e. \bfitU \sharp \vartriangleright \not = \bfitU \flat \vartriangleright \not = \bfitU \setminus \vartriangleright \not = \bfitU /\vartriangleright and \bfitV \sharp \vartriangleright \not = \bfitV \flat \vartriangleright \not = \bfitV \setminus \vartriangleright \not = \bfitV /\vartriangleright . \bfitF and its
transpose, inverse and transpose-inverse can be written as [95]
\bfitF = \bfitg i \otimes \bfitG i , \bfitF \mathrm{T} = \bfitG i \otimes \bfitg i , \bfitF  - 1 = \bfitG i \otimes \bfitg i , \bfitF  - \mathrm{T} = \bfitg i \otimes \bfitG i . (7)
In Eq. (6) and (7), the push forward and pull back are defined using \bfitF . They can also be defined
with other two-point tensors. The push forward and pull back with the general two-point tensor
\bullet are indicated by superscripts \vartriangleright (\bullet ) and \vartriangleleft (\bullet ). Furthermore, similar transformations can be
defined for surface objects by replacing the deformation gradient \bfitF with the surface deformation
gradient \bfitF \mathrm{s} (see Secs. 4.4.4, 4.4.5 and 4.5).
The multiplication operators7 \otimes , \oplus and \boxtimes are defined for two second order tensors \bfitA and \bfitB 
as
\bfitA \otimes \bfitB := Aij Bkl\bfitG i \otimes \bfitG j \otimes \bfitG k \otimes \bfitG l ,
\bfitA \oplus \bfitB := Aij Bkl\bfitG i \otimes \bfitG k \otimes \bfitG l \otimes \bfitG j = AilBjk\bfitG i \otimes \bfitG j \otimes \bfitG k \otimes \bfitG l ,
\bfitA \boxtimes \bfitB := Aij Bkl\bfitG i \otimes \bfitG k \otimes \bfitG j \otimes \bfitG l = Aik Bjl\bfitG i \otimes \bfitG j \otimes \bfitG k \otimes \bfitG l .
(8)
The second derivative of a scaler function can then be written as
\BbbC \mathrm{L} :=
\partial 2\psi 
\partial \bfitC \oplus \partial \bfitC =
\partial 2\psi 
\partial Cij\partial Ckl
\bfitG i \otimes \bfitG k \otimes \bfitG l \otimes \bfitG j , (9)
or
\BbbC :=
\partial 2\psi 
\partial \bfitC \otimes \partial \bfitC =
\partial 2\psi 
\partial Cij\partial Ckl
\bfitG i \otimes \bfitG j \otimes \bfitG k \otimes \bfitG l . (10)
7Kintzel and Baar [96] and Kintzel [94] use \times instead of \oplus .
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\BbbC and
\bigl( 
\BbbC \mathrm{L}
\bigr) \mathrm{R}
are connected by [96]
\BbbC :=
\bigl( 
\BbbC \mathrm{L}
\bigr) \mathrm{R}
=
\bigl( 
C\mathrm{L} ijkl\bfitG i \otimes \bfitG j \otimes \bfitG k \otimes \bfitG l
\bigr) \mathrm{R}
= C\mathrm{L} iklj\bfitG i \otimes \bfitG j \otimes \bfitG k \otimes \bfitG l , (11)
where C\mathrm{L} iklj can be written as
C\mathrm{L} iklj = \bfitG i \otimes \bfitG j : \BbbC : \bfitG k \otimes \bfitG l . (12)
The rearrangement operators (\bullet )\mathrm{R} and (\bullet )\mathrm{L} cancel each other, i.e.\bigl[ 
(\bullet )\mathrm{R}\bigr] \mathrm{L} = \bigl[ (\bullet )\mathrm{L}\bigr] \mathrm{R} = (\bullet ) . (13)
For different products of \bfitA and \bfitB , (. . . )\mathrm{R} can be written as [82]
(\bfitA \oplus \bfitB )\mathrm{R} = \bfitA \otimes \bfitB ,
(\bfitA \otimes \bfitB )\mathrm{R} = \bfitA \boxtimes \bfitB \mathrm{T} ,
(\bfitA \boxtimes \bfitB )\mathrm{R} = \bfitA \oplus \bfitB \mathrm{T} .
(14)
The derivative of a tensor with respect to another tensor can be written as
\partial \bfitA 
\partial \bfitB 
:=
\partial Aij
\partial Bkl
\bfitG i \otimes \bfitG j \otimes \bfitG k \otimes \bfitG l , (15)
or
\partial \bfitA 
\oplus \partial \bfitB :=
\partial Aij
\partial Bkl
\bfitG i \otimes \bfitG k \otimes \bfitG l \otimes \bfitG j , (16)
and they are connected by
\partial \bfitA 
\partial \bfitB 
=
\biggl( 
\partial \bfitA 
\oplus \partial \bfitB 
\biggr) \mathrm{R}
. (17)
3. 3D volumetric continua
In this section, the kinematics of deforming 3D continua are discussed in a curvilinear coordinate
system. Then, the conservation laws are obtained for 3D anisotropic polar continua. Finally,
the relations are simplified for anisotropic non-polar thermoelastic materials.
3.1. Curvilinear description of deforming 3D continua
The parametric description of a 3D continua in the reference and current configuration can be
written as
\bfitX = \bfitX (\xi i) , \bfitx = \bfitx (\xi i, t) , (18)
where \xi i are the curvilinear parametric coordinates and t denotes time. The tangent vectors
are then given by
\bfitG i = \bfitX ,i , \bfitg i = \bfitx ,i . (19)
where \bullet ,i = \partial \bullet /\partial \xi i is the parametric derivative of \bullet . The co-variant metric of the reference
and current configuration is defined by the inner product of the tangent vectors by
Gij = \bfitG i \cdot \bfitG j , gij = \bfitg i \cdot \bfitg j , (20)
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and the contra-variant metric is connected to the co-variant metric by
Gij = [Gij ]
 - 1 , gij = [gij ] - 1 , (21)
where [\bullet ] - 1 is the inverse operator and [\bullet ] indicates the component matrix of \bullet . The dual
vectors are connected to the tangent vectors by
\bfitG i = Gij\bfitG j , \bfitg 
i = gij \bfitg j , (22)
and the inner product of the tangent and dual vectors are
\delta ji = \bfitG i \cdot \bfitG j , \delta ji = \bfitg i \cdot \bfitg j , (23)
where \delta ji is Kronecker delta. The 3D identity tensor 1 can be written as
1 = Gij\bfitG 
i \otimes \bfitG j = Gij\bfitG i \otimes \bfitG j = \bfitG i \otimes \bfitG i = \bfitG i \otimes \bfitG i (24)
and
1 = gij \bfitg 
i \otimes \bfitg j = gij \bfitg i \otimes \bfitg j = \bfitg i \otimes \bfitg i = \bfitg i \otimes \bfitg i , (25)
such that \bfitU = 1 \cdot \bfitU = \bfitU \cdot 1 and \bfitV = 1 \cdot \bfitV = \bfitV \cdot 1. The gradient operator for a general scalar,
vector (first order tensor) and second order tensor in the reference and current configuration
are
Grad\Phi := \Phi ,i\bfitG 
i ,
Grad\bfitu := \bfitu ,j \otimes \bfitG j = ui\| j\bfitG i \otimes \bfitG j ,
Grad\bfitU := \bfitU ,k \otimes \bfitG k = U ij\| k\bfitG i \otimes \bfitG j \otimes \bfitG k
(26)
and
grad\Phi := \Phi ,i \bfitg 
i ,
grad\bfitv := \bfitv ,j \otimes \bfitg j = vi| j \bfitg i \otimes \bfitg j ,
grad\bfitV := \bfitV ,k \otimes \bfitg k = V ij| k \bfitg i \otimes \bfitg j \otimes \bfitg k ,
(27)
where ``\| "" and ``| "" are the 3D co-variant derivatives in the reference and current configuration,
defined by [97]
ui\| j := u
i
,j + u
k \Gamma i0 kj ,
U ij\| k := U
ij
,k + U
lj \Gamma i0 lk + U
il \Gamma j0 lk ,
vi| j := v
i
,j + v
k \Gamma ikj ,
V ij| k := V
ij
,k + V
lj \Gamma ilk + V
il \Gamma jlk .
(28)
Here, \Gamma kij and \Gamma 
k
0 ij are the 3D Christoffel symbols of the second kind in the reference and current
configuration, defined as
\Gamma k0 ij := \bfitG i,j \cdot \bfitG k (29)
and
\Gamma kij := \bfitg i,j \cdot \bfitg k . (30)
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The 3D co-variant derivative of the tangent and dual vector, and the metric in the reference
and current configuration are zero (Ricci's theorem [97, p. 54]), i.e.
\bfitG i\| j = \bfitG i,j  - \bfitG l \Gamma l0 ij = 0 , \bfitG i\| j = \bfitG i,j +\bfitG l \Gamma i0 lj = 0 ,
Gij\| k = 0 , G
ij
\| k = 0
(31)
and
\bfitg i| j = \bfitg i,j  - \bfitg l \Gamma lij = 0 , \bfitg i| j = \bfitg i,j + \bfitg l \Gamma ilj = 0 ,
gij| k = 0 , g
ij
| k = 0 .
(32)
Using Ricci's theorem, the 3D co-variant derivative can be represented in other arrangements
of indices, e.g.
U kij\| = GilGjmG
kn U lm\| n ,
V kij| = gil gjm g
kn V lm| n ,
(33)
where U kij\| and V
k
ij| are the contra-variant derivatives. These transformations can be used to
define other expressions of the gradient operator. The divergence of a vector and a second order
tensor are defined by
Div\bfitu := \bfitu ,j \cdot \bfitG j = ui\| i , div\bfitv := \bfitv ,j \cdot \bfitg j = vi| i ,
Div\bfitU := \bfitU ,j \cdot \bfitG j = U ij\| j\bfitG i , div\bfitV := \bfitV ,j \cdot \bfitg j = V ij| j \bfitg i .
(34)
With this, the divergence theorem can be used to transfer a domain integral to a boundary
integral as \int 
\partial \scrB 0
\bfitu \cdot \bfscrV dS =
\int 
\scrB 0
Div\bfitu dV ,\int 
\partial \scrB 0
\bfitU \bfscrV dS =
\int 
\scrB 0
Div\bfitU dV
(35)
and \int 
\partial \scrB 
\bfitv \cdot \bfitnu ds =
\int 
\scrB 
div\bfitv dv ,\int 
\partial \scrB 
\bfitV \bfitnu ds =
\int 
\scrB 
div\bfitV dv ,
(36)
where \scrB 0 and \scrB are the reference and current configuration of 3D continua and \partial \scrB 0 and \partial \scrB are
their corresponding boundaries. \bfscrV and \bfitnu are the normal unit vectors on \partial \scrB 0 and \partial \scrB .
3.2. Kinematics of deformation
Next, the kinematics of deformation is discussed. An intermediate configuration \scrB \mathrm{T} is intro-
duced8, and the reference, intermediate and current configuration \scrB 0, \scrB \mathrm{T} and \scrB are connected
(see Fig. 1). An additive decomposition of the strain should not be used in finite deformations,
unless the logarithmic strain is used (see Appendix A). The limitation of the additive decompo-
sition of strains is resolved by using a multiplicative decomposition of the deformation gradient.
\scrB 0 is mapped to \scrB by \bfitx = \bfitvarphi (\bfitX ) and the deformation gradient can be written as (see also
8The deformation of the intermediate configuration can be incompatible [98].
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Figure 1: Multiplicative deformation decomposition of 3D volumetric continua. \scrB 0, \scrB \mathrm{T} and \scrB are the reference,
intermediate and current configuration and their corresponding tangent vectors are \bfitG i, gi and \bfitg i. \bfitF , \bfitF \mathrm{T} and
\bfitF \mathrm{e} are the total, thermal and elastic deformation gradient.
Eq. (7))
\bfitF =
\partial \bfitx 
\partial \bfitX 
=
\partial \bfitx 
\partial \xi i
\otimes \partial \xi 
i
\partial \bfitX 
= \bfitg i \otimes \bfitG i . (37)
It pushes forward the differential line d\bfitX to d\bfitx as
d\bfitx = \bfitF d\bfitX , (38)
and hence pushes forward \bfitG i to \bfitg i as
\bfitg i = \bfitF \bfitG i . (39)
The deformation gradient \bfitF can be decomposed into the elastic and thermal parts \bfitF \mathrm{e} and \bfitF \mathrm{T}
as
\bfitF = \bfitF \mathrm{e} \bfitF \mathrm{T} . (40)
\bfitF \mathrm{T} pushes forward d\bfitX to dX as
dX = \bfitF \mathrm{T} d\bfitX , (41)
and hence pushes forward \bfitG i to gi as
gi = \bfitF \mathrm{T}\bfitG i , (42)
where dX and gi are the differential line and the tangent vectors of \scrB \mathrm{T}, respectively, and gi are
defined as
gi := X,i . (43)
\bfitF \mathrm{e} pushes forward dX to d\bfitx as
d\bfitx = \bfitF \mathrm{e} dX , (44)
and hence pushes forward gi to \bfitg i as
\bfitg i = \bfitF \mathrm{e} gi . (45)
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The right Cauchy-Green deformation tensor \bfitC and its thermal, \bfitC \mathrm{T}, and elastic, \bfitC \mathrm{e}, parts can
be defined as
\bfitC := \bfitF \mathrm{T} \bfitF = \bfitF \mathrm{T}\mathrm{T} \bfitC \mathrm{e} \bfitF \mathrm{T} ,
\bfitC \mathrm{T} := \bfitF 
\mathrm{T}
\mathrm{T} \bfitF \mathrm{T} ,
\bfitC \mathrm{e} := \bfitF 
\mathrm{T}
\mathrm{e} \bfitF \mathrm{e} .
(46)
The spatial velocity gradient \bfitl can be written as
\bfitl =
\partial \bfitv 
\partial \bfitx 
=
\partial \bfitv 
\partial \bfitX 
\partial \bfitX 
\partial \bfitx 
= \.\bfitF \bfitF  - 1 , (47)
where \.\bullet denotes the material time derivative of \bullet , i.e.
\.\bullet = D\bullet 
Dt
=
\partial \bullet 
\partial t
\bigm| \bigm| \bigm| \bigm| 
\bfitX =fi\mathrm{x}\mathrm{e}\mathrm{d}
, (48)
and the velocity \bfitv is the material time derivative of \bfitx , i.e. \bfitv = \.\bfitx . \bfitl can be decomposed into a
symmetric (the rate of deformation tensor \bfitd ) and skew symmetric (the spin tensor \bfitw ) part as
\bfitl = \bfitd +\bfitw . (49)
It can also be written in terms of the elastic and thermal velocity gradients \bfitl \mathrm{e} and \bfitl \mathrm{T} as
\bfitl = \bfitl \mathrm{e} + \bfitF \mathrm{e} \bfitl \mathrm{T} \bfitF 
 - 1
\mathrm{e} , (50)
with
\bfitl \mathrm{e} = \.\bfitF \mathrm{e} \bfitF 
 - 1
\mathrm{e} , (51)
\bfitl \mathrm{T} = \.\bfitF \mathrm{T} \bfitF 
 - 1
\mathrm{T} . (52)
The angular-velocity vector9 \bfitw  \triangleleft  \triangleright and spin \bfitw can be connected by [95, 98, 99]
\bfitw  \triangleleft  \triangleright =
1
2
curl\bfitv =
1
2
\bfscrE : (grad\bfitv )\mathrm{T} = 1
2
\bfscrE : \bfitl \mathrm{T} = 1
2
\bfscrE : \bfitw \mathrm{T} , (53)
\bfitw \mathrm{T} = \bfitw  \triangleleft  \triangleright \cdot \bfscrE , (54)
where \bfscrE is the 3D permutation (or alternating or Levi-Civita) tensor [72, 95] and it can be
written in Cartesian coordinates as
\bfscrE = \scrE ijk \bfite i \otimes \bfite j \otimes \bfite k = \scrE ijk \bfite i \otimes \bfite j \otimes \bfite k , (55)
with
\scrE ijk = \scrE ijk =
\left\{   
1 ; if i, j, k is even permutation of 1, 2, 3 ,
 - 1 ; if i, j, k is odd permutation of 1, 2, 3 ,
0 ; else ,
(56)
where \bfite i = \bfite 
i are the Cartesian basis vectors. The following relation can be used to express
the cross product of two vectors \bfitu and \bfitv 10
\bfitu \times \bfitv = \bfscrE : (\bfitu \otimes \bfitv ) , (57)
9Axial vector of \bfitw .
10See Ba\c sar and Weichert [95] and Bonet and Wood [98].
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where \times denotes the cross product. The curl of \bfitv can then be written as [95, 100]
curl\bfitv := vi| j \bfitg j \times \bfitg i = \bfscrE : (grad\bfitv )\mathrm{T} . (58)
A volume element of the reference configuration dV can be connected to its counterpart in the
current configuration dv by
J :=
dv
dV
= det\bfitF , (59)
where the determinant is defined as
det\bullet := [(\bullet \cdot \bfity 1)\times (\bullet \cdot \bfity 2)] \cdot (\bullet \cdot \bfity 3)
[\bfity 1 \times \bfity 2] \cdot \bfity 3
, (60)
for three non-coplanar vectors \bfity i. The surface element in the reference and current configuration
are connected by Nanson's formula [98]
\bfitnu ds = J \bfitF  - \mathrm{T} \cdot \bfscrV dS . (61)
3.3. Conservation laws
Here, the global and local form of the conservation of mass, linear momentum, angular momen-
tum, and the first and second law of thermodynamics are stated.
3.3.1. Mass balance
Assuming mass conservation and using Eq. (59), the mass balance in the reference and current
configuration can be connected by\int 
\scrB 
dm =
\int 
\scrB 
\rho dv =
\int 
\scrB 0
\rho J dV =
\int 
\scrB 0
\rho 0 dV . (62)
where \rho 0 and \rho are the mass density of the reference and current configuration. Hence, the local
relation for the conservation of mass is
\rho 0 = J \rho . (63)
3.3.2. Linear momentum balance
The linear momentum balance can be written as
D
Dt
\int 
\scrB 
\rho \bfitv dv =
\int 
\partial \bfitt \scrB 
\bfitt ds+
\int 
\scrB 
\rho \bfitf dv , (64)
where \bfitf and \bfitv are the body force per unit mass and the velocity, respectively. \bfitt and \partial \bfitt \scrB are the
traction (force per unit area) and its corresponding boundary. Using the divergence theorem
and Cauchy's formula
\bfitt = \bfitsigma \mathrm{T} \bfitnu , (65)
Eq. (64) can be written in its local current form as
\rho \.\bfitv = div\bfitsigma \mathrm{T} + \rho \bfitf (66)
and in its local reference form as
\rho 0 \.\bfitv = Div\bfitP 
\mathrm{T} + \rho 0 \bfitf . (67)
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Using Eq. (61), the 3D first Piola Kirchhoff stress tensor \bfitP can be obtained from\int 
\partial \bfitt \scrB 
\bfitt ds =
\int 
\partial \bfitt 0\scrB 
\bfitt 0 dS , (68)
as
\bfitP = J\bfitF  - 1 \bfitsigma , (69)
where \bfitt 0 = \bfitP 
\mathrm{T}\bfscrV . The 3D second Piola Kirchhoff stress is defined as
\bfitS := \bfitP \bfitF  - \mathrm{T} = J \bfitF  - 1 \bfitsigma \bfitF  - \mathrm{T} . (70)
3.3.3. Angular momentum balance
If there is no spin angular momentum (intrinsic angular momentum) in continua, the angular
momentum balance can be written as [99, p. 218]
D
Dt
\int 
\scrB 
\bfitx \times \rho \bfitv dv =
\int 
\scrB 
\rho [\bfitx \times \bfitf + \bfitc ] dv +
\int 
\partial \bfitt \scrB 
[\bfitx \times \bfitt +\bfitm ] ds , (71)
where \bfitc is the body force couple (per unit mass) and\bfitm is the traction couple (per unit current
area). Eq. (71) can be simplified using \bfitv \times \bfitv = 0,11
\bfitm = \=\bfitmu \mathrm{T} \bfitnu , (72)
and12 [72, p. 54]
div(\bfitv \times \bfitV ) = \bfitv \times div\bfitV + \bfscrE : \bigl[ grad (\bfitv )\bfitV \mathrm{T}\bigr] , (73)
as \int 
\scrB 
\bfitx \times \rho \.\bfitv dv =
\int 
\scrB 
\rho [\bfitx \times \bfitf + \bfitc ] dv +
\int 
\scrB 
\bigl[ 
\bfitx \times div\bfitsigma \mathrm{T} + \bfscrE : \bfitsigma + div \=\bfitmu \mathrm{T}\bigr] dv . (74)
Here, \=\bfitmu is the moment tensor that is analogous to the Cauchy stress tensor. Using Eq. (66),
this relation can be simplified and written in its local form as
div \=\bfitmu \mathrm{T} + \rho \bfitc + \bfscrE : \bfitsigma = 0 . (75)
See [99, p. 220] for the componentwise expression of Eq. (75) in Cartesian coordinates. If \=\bfitmu and
\bfitc are zero, \bfitsigma \mathrm{T} = \bfitsigma follows.
3.3.4. The first law of thermodynamics
The energy balance in its integral form for 3D continua can be written as
D
Dt
(\scrK + \scrU ) = \scrP \mathrm{e}\mathrm{x}\mathrm{t} +\scrQ , (76)
where \scrK , \scrU , \scrP \mathrm{e}\mathrm{x}\mathrm{t} and \scrQ are the kinetic energy, internal energy, rate of external mechanical
power and rate of heat input that can be written as [99, p. 220]
\scrK =
\int 
\scrB 
1
2
\rho \bfitv \cdot \bfitv dv , (77)
11\=\bullet is used to distinguish between \=\bfitmu \mathrm{s} and \bfitmu \mathrm{s} (\=\bfitmu \mathrm{T}\mathrm{s} = \bfitn \times \bfitmu \mathrm{T}\mathrm{s} , see 4.4.3).
12\bfitv and \bfitV are two general first and second order tensors.
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\scrU =
\int 
\scrB 
\rho udv , (78)
\scrP \mathrm{e}\mathrm{x}\mathrm{t} =
\int 
\scrB 
\rho [\bfitf \cdot \bfitv + \bfitc \cdot \bfitw  \triangleleft  \triangleright ] dv +
\int 
\partial \bfitt \bfitm \scrB 
[\bfitt \cdot \bfitv +\bfitm \cdot \bfitw  \triangleleft  \triangleright ] ds , (79)
\scrQ =
\int 
\scrB 
\rho r dv  - 
\int 
\partial \bfitq \scrB 
\bfitq \cdot \bfitnu ds , (80)
where \bfitw  \triangleleft  \triangleright is defined in Eq. (53). Here, \bfitq , r and u are the heat flux vector per unit area, heat
source and internal energy per unit mass, respectively. Using these relations, Eq. (76) can be
written as\int 
\scrB 
\rho \.\bfitv \cdot \bfitv dv +
\int 
\scrB 
\rho \.udv =
\int 
\scrB 
\rho [\bfitf \cdot \bfitv + \bfitc \cdot \bfitw  \triangleleft  \triangleright ] dv +
\int 
\partial \bfitt \bfitm \scrB 
[\bfitt \cdot \bfitv +\bfitm \cdot \bfitw  \triangleleft  \triangleright ] ds
+
\int 
\scrB 
\rho r dv  - 
\int 
\partial \bfitq \scrB 
\bfitq \cdot \bfitnu ds .
(81)
Using the divergence theorem, and Eqs. (65), (66) and (72), \scrP \mathrm{e}\mathrm{x}\mathrm{t} can be written as
\scrP \mathrm{e}\mathrm{x}\mathrm{t} =
\int 
\scrB 
\bigl[ \bigl( 
div\bfitsigma \mathrm{T} + \rho \bfitf 
\bigr) \cdot \bfitv + \bfitsigma \mathrm{T} : \bfitl + \bigl( div \=\bfitmu \mathrm{T} + \rho \bfitc \bigr) \cdot \bfitw  \triangleleft  \triangleright + \=\bfitmu \mathrm{T} : grad\bfitw  \triangleleft  \triangleright \bigr] dv . (82)
Using this relation and Eq. (75), Eq. (81) can be rewritten as\int 
\scrB 
\rho \.udv =
\int 
\scrB 
\bigl[ 
\bfitsigma \mathrm{T} : \bfitl  - \bfitw  \triangleleft  \triangleright \cdot \bfscrE : \bfitsigma + \=\bfitmu \mathrm{T} : grad\bfitw  \triangleleft  \triangleright + \rho r  - div \bfitq \bigr] dv . (83)
Next, \bfitsigma is decomposed into symmetric and skew symmetric parts as
\bfitsigma = \bfitsigma \mathrm{s}\mathrm{y}\mathrm{m} + \bfitsigma \mathrm{s}\mathrm{k}\mathrm{e}\mathrm{w} . (84)
Substituting this relation and Eq. (54) into \bfitsigma \mathrm{T} : \bfitl results in
\bfitsigma \mathrm{T} : \bfitl = \bfitsigma \mathrm{T}\mathrm{s}\mathrm{y}\mathrm{m} : \bfitd + \bfitsigma 
\mathrm{T}
\mathrm{s}\mathrm{k}\mathrm{e}\mathrm{w} : \bfitw 
= \bfitsigma \mathrm{T}\mathrm{s}\mathrm{y}\mathrm{m} : \bfitd +\bfitw 
 \triangleleft  \triangleright \cdot \bfscrE : \bfitsigma .
(85)
Using this relation, Eq. (83) can be simplified as\int 
\scrB 
\bigl( 
\rho \.u - \bfitsigma \mathrm{T}\mathrm{s}\mathrm{y}\mathrm{m} : \bfitd  - \=\bfitmu \mathrm{T} : grad\bfitw  \triangleleft  \triangleright  - \rho r + div \bfitq 
\bigr) 
dv = 0 , (86)
so that its local form becomes
\rho \.u - \bfitsigma \mathrm{T}\mathrm{s}\mathrm{y}\mathrm{m} : \bfitd  - \=\bfitmu \mathrm{T} : grad\bfitw  \triangleleft  \triangleright  - \rho r + div \bfitq = 0 . (87)
An alternative form for Eq. (86) can be obtained by using the divergence theorem, Eq. (65),
(66), (72), (75) and (81). This gives\int 
\scrB 
\rho \.u dv =
\int 
\scrB 
\bigl[ 
\bfitsigma \mathrm{T} : \bfitl + div
\bigl( 
\bfitw  \triangleleft  \triangleright \cdot \=\bfitmu \mathrm{T}\bigr) + \rho (r + \bfitc \cdot \bfitw  \triangleleft  \triangleright ) - div \bfitq \bigr] dv , (88)
or in local form
\rho \.u - \bfitsigma \mathrm{T} : \bfitl  - div \bigl( \bfitw  \triangleleft  \triangleright \cdot \=\bfitmu \mathrm{T}\bigr)  - \rho (r + \bfitc \cdot \bfitw  \triangleleft  \triangleright ) + div \bfitq = 0 . (89)
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The first law in the reference configuration can be written as
\rho 0 \.u - \bfitP \mathrm{T} : \.\bfitF  - Div
\bigl( 
\bfitw  \triangleleft  \triangleright \cdot \=\bfitmu \mathrm{T}0
\bigr)  - \rho 0 (r + \bfitc \cdot \bfitw  \triangleleft  \triangleright ) + Div\bfitQ = 0 . (90)
From \int 
\partial \bfitq \scrB 0
\bfitQ \cdot \bfscrV dS =
\int 
\partial \bfitq \scrB 
\bfitq \cdot \bfitnu ds =
\int 
\partial \bfitq \scrB 0
\bfitq J\bfitF  - \mathrm{T}\bfscrV dS , (91)
the relationship between \bfitQ and \bfitq is found as
\bfitQ = \bfitq J \bfitF  - \mathrm{T} , (92)
and from \int 
\partial \bfitm \scrB 0
\bfitw  \triangleleft  \triangleright \cdot \=\bfitmu \mathrm{T}0 \bfscrV dS =
\int 
\partial \bfitm \scrB 
\bfitw  \triangleleft  \triangleright \cdot \=\bfitmu \mathrm{T} \bfitnu ds =
\int 
\partial \bfitm \scrB 0
\bfitw  \triangleleft  \triangleright \cdot \=\bfitmu \mathrm{T} J\bfitF  - \mathrm{T}\bfscrV dS , (93)
the relationship between \=\bfitmu 0 and \=\bfitmu is found as
\=\bfitmu 0 = J \bfitF 
 - 1\=\bfitmu . (94)
3.3.5. The second law of thermodynamics
Here, the second law of thermodynamics in form of the Clausius-Duhem inequality is obtained.
Then, the Clausius-Planck inequality for the case of non-negative internal dissipation is derived
from the Clausius-Duhem inequality. It should be emphasized that ``the truth of the Clausius-
Planck inequality should not be assumed. Rather, it can sometimes be proved to hold as a
theorem"" [101]. The second law of thermodynamics can be written in the integral form as
D
Dt
\int 
\scrB 
\rho sdv \geq 
\int 
\scrB 
\rho 
r
T
dv  - 
\int 
\partial q\scrB 
\bfitq \cdot \bfitnu 
T
ds (95)
and in the local form as
\rho \.s - \rho r
T
+ div
\Bigl( \bfitq 
T
\Bigr) 
\geq 0 , (96)
where s is the entropy (per mass) and T is the absolute temperature in Kelvin. Using the latter
relation and Eq. (87), the Clausius-Duhem inequality can be obtained as
\rho T \.s - \rho \.u+ \bfitsigma \mathrm{T}\mathrm{s}\mathrm{y}\mathrm{m} : \bfitd + \=\bfitmu \mathrm{T} : grad\bfitw  \triangleleft  \triangleright  - 
1
T
\bfitq \cdot grad(T ) \geq 0 . (97)
Alternatively, by using Eq. (89), it can be written in the current configuration as
\rho T \.s - \rho \.u+ \bfitsigma \mathrm{T} : \bfitl + div \bigl( \bfitw  \triangleleft  \triangleright \cdot \=\bfitmu \mathrm{T}\bigr) + \rho \bfitc \cdot \bfitw  \triangleleft  \triangleright  - 1
T
\bfitq \cdot grad(T ) \geq 0 , (98)
and in the reference configuration as
\rho 0 T \.s - \rho 0 \.u+ \bfitP \mathrm{T} : \.\bfitF +Div
\bigl( 
\bfitw  \triangleleft  \triangleright \cdot \=\bfitmu \mathrm{T}0
\bigr) 
+ \rho 0 \bfitc \cdot \bfitw  \triangleleft  \triangleright  - 1
T
\bfitQ \cdot Grad(T ) \geq 0 , (99)
This relation includes the rate of the local and conductive entropy production \gamma \mathrm{l}\mathrm{o}\mathrm{c} and \gamma \mathrm{c}\mathrm{o}\mathrm{n} that
can be written as
\gamma \mathrm{l}\mathrm{o}\mathrm{c} = \rho \.s - \rho r
T
+
1
T
div(\bfitq ) = \rho \.s - \rho \.u
T
+
1
T
\bigl[ 
\bfitsigma \mathrm{T} : \bfitl + div
\bigl( 
\bfitw  \triangleleft  \triangleright \cdot \=\bfitmu \mathrm{T}\bigr) + \rho \bfitc \cdot \bfitw  \triangleleft  \triangleright \bigr] ,
\gamma \mathrm{c}\mathrm{o}\mathrm{n} =  - 1
T 2
\bfitq \cdot gradT .
(100)
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The Clausius-Planck inequality requires that \gamma \mathrm{l}\mathrm{o}\mathrm{c} \geq 0 and \gamma \mathrm{c}\mathrm{o}\mathrm{n} \geq 0 [102, 103].
3.4. 3D non-polar continua
If the body force couple \bfitc and traction moment\bfitm are assumed to be zero, the local conservation
laws can be summarized as
\rho 0 = J \rho .
\rho 0 \.\bfitv = Div\bfitP 
\mathrm{T} + \rho 0 \bfitf ,
\bfitsigma = \bfitsigma \mathrm{T} ,
\rho 0 \.u =
1
2
\bfitS : \.\bfitC + \rho 0 r  - Div\bfitQ ,
\rho 0 T \.s - \rho 0 \.u+ 1
2
\bfitS : \.\bfitC  - 1
T
\bfitQ \cdot Grad(T ) \geq 0 .
(101)
It is more convenient to write the second law of thermodynamics in terms of the Helmholtz free
energy per mass
\psi = u - T s , (102)
which has the time derivative
\.\psi = \.u - \.T s - T \.s . (103)
Substitution of this relation into Eq. (101) results in
1
2
\bfitS : \.\bfitC  - \rho 0
\Bigl( 
\.\psi + \.T s
\Bigr) 
 - 1
T
\bfitQ \cdot Grad(T ) \geq 0 . (104)
\psi can be considered as a function of \bfitC \mathrm{e} and T or \bfitC and T . First, the former one is considered,
\psi = \psi (\bfitC \mathrm{e}, T ) , (105)
so that its time derivative is
\.\psi =
\partial \psi 
\partial \bfitC \mathrm{e}
: \.\bfitC \mathrm{e} +
\partial \psi 
\partial T
\.T . (106)
Using the time derivative of Eq. (46.1), it can be shown that
\.\bfitC \mathrm{e} = \bfitF 
 - \mathrm{T}
\mathrm{T}
\.\bfitC \bfitF  - 1\mathrm{T} +
\bigl( 
\bfitH +\bfitH \mathrm{T}
\bigr) 
\.T , (107)
with
\bfitH := \bfitF  - \mathrm{T}\mathrm{T} ,T \bfitC \bfitF 
 - 1
\mathrm{T} . (108)
Here, (\bullet ),T indicates the partial derivative with respect to the absolute temperature. Substi-
tuting these relations into Eq. (104) results in\biggl( 
1
2
\bfitS  - \bfitF  - 1\mathrm{T} \rho 0
\partial \psi 
\partial \bfitC \mathrm{e}
\bfitF  - \mathrm{T}\mathrm{T}
\biggr) 
: \.\bfitC  - \rho 0
\biggl( 
\partial \psi 
\partial \bfitC \mathrm{e}
:
\bigl( 
\bfitH +\bfitH \mathrm{T}
\bigr) 
+
\partial \psi 
\partial T
+ s
\biggr) 
\.T  - 1
T
\bfitQ \cdot Grad(T ) \geq 0 .
(109)
The latter relation should be positive for all admissible states of the continua. So the final
relations for \bfitS and s can be obtained as
\bfitS = 2\rho 0 \bfitF 
 - 1
\mathrm{T}
\partial \psi 
\partial \bfitC \mathrm{e}
\bfitF  - \mathrm{T}\mathrm{T} . (110)
and
s =  - \partial \psi 
\partial T
 - \partial \psi 
\partial \bfitC \mathrm{e}
:
\bigl( 
\bfitH +\bfitH \mathrm{T}
\bigr) 
. (111)
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Furthermore, a Mandel type stress in the intermediate configuration can be obtained by pushing
forward (see Eq. (5)) \bfitS by \bfitF \mathrm{T} (denoted by \vartriangleright (\bfitF \mathrm{T})) as
\bfitS \mathrm{T} :=
1
J\mathrm{T}
\bfitS \sharp \vartriangleright (\bfitF \mathrm{T}) =
1
J\mathrm{T}
\bfitF \mathrm{T} \bfitS \bfitF 
\mathrm{T}
\mathrm{T} =
2\rho 0
J\mathrm{T}
\partial \psi 
\partial \bfitC \mathrm{e}
, (112)
where J\mathrm{T} is
J\mathrm{T} = det\bfitF \mathrm{T} . (113)
Using the obtained relations for \bfitS and s, Eq. (101) can then be simplified as
\rho 0 T \.s = \rho 0 r  - Div\bfitQ . (114)
If \psi = \psi (\bfitC , T ), another set of relations can be obtained for \bfitS and s, i.e. [72]
\bfitS =
\biggl( 
2\rho 0
\partial \psi 
\partial \bfitC 
\biggr) 
\.T=0
,
s =  - 
\biggl( 
\partial \psi 
\partial T
\biggr) 
\.\bfitC =0
.
(115)
These relations are more simpler than the previous ones. However, the zero stress condition
under pure thermal deformation should be satisfied by \psi . For \psi = \psi (\bfitC , T ), the zero stress con-
dition causes difficulties in the development of material models, and isothermal functional forms
should be modified to resolve this issue. But it is straight forward for the case of \psi (\bfitC \mathrm{e}, T ), where
the classical functional can be used (by replacement of \bfitC by \bfitC \mathrm{e}). The temperature dependence
is for example included by considering material parameters to be temperature dependent.
3.5. Weak forms of 3D non-polar continua
The weak form of the equilibrium relation can be obtained by its multiplication of an admissible
variation \delta \bfitx and integration over the domain as\int 
\scrB 
\rho \delta \bfitx \cdot \.\bfitv dv =
\int 
\scrB 
\delta \bfitx \cdot div\bfitsigma dv +
\int 
\scrB 
\rho \delta \bfitx \cdot \bfitf dv , \forall \delta \bfitx \in \scrV , (116)
where \scrV is the space of admissible variations. Eq. (116) can be simplified by the divergence
theorem as\int 
\scrB 
grad (\delta \bfitv ) : \bfitsigma dv +
\int 
\scrB 
\rho \delta \bfitx \cdot \.\bfitv dv =
\int 
\partial \bfitt \scrB 
\delta \bfitx \cdot \bfitt ds+
\int 
\scrB 
\rho \delta \bfitx \cdot \bfitf dv , \forall \delta \bfitx \in \scrV . (117)
Similarly, by multiplication of an admissible variation \delta \theta and use of the divergence theorem,
the weak form of the energy equilibrium can be written as\int 
\scrB 
\delta \theta \rho T \.s dv =
\int 
\scrB 
grad(\delta \theta ) \cdot \bfitq dv +
\int 
\scrB 
\delta \theta \rho r dv  - 
\int 
\partial \bfitq \scrB 
\delta \theta \bfitq \cdot \bfitnu ds , \forall \delta \theta \in \scrV . (118)
4. Surface continua
In this section, the kinematics and balance laws for surface continua are obtained as a special
case of 3D continua.
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4.1. Curvilinear description of deforming surfaces
The parametric description of the mid-surface in the reference and the current configuration
can be written as (see Fig. 2)
Figure 2: Multiplicative deformation decomposition of layered surface continua. \scrS 0, \scrS \mathrm{T} and \scrS denote the mid-
surface in reference, intermediate and current configuration and their corresponding tangent vectors are \bfitA i, ai
and \bfita i.
\circledast 
\scrS 0,
\circledast 
\scrS \mathrm{T} and
\circledast 
\scrS are the reference, intermediate and current configuration of shell layers (through the
thickness) and their corresponding tangent vectors are
\circledast 
\bfitg i,
\circledast 
gi and
\circledast 
\bfitG i. \bfitF \mathrm{s}, \bfitF \mathrm{s}\mathrm{T} and \bfitF \mathrm{s}\mathrm{e} are total, thermal and
elastic surface deformation gradients.
\bfitX \mathrm{s} = \bfitX \mathrm{s}(\xi 
\alpha ) , \bfitx \mathrm{s} = \bfitx \mathrm{s}(\xi 
\alpha , t) , (119)
where \xi \alpha are convective coordinates and the corresponding tangent vectors are
\bfitA \alpha =
\partial \bfitX \mathrm{s}
\partial \xi \alpha 
, \bfita \alpha =
\partial \bfitx \mathrm{s}
\partial \xi \alpha 
. (120)
Next, the co-variant metric is obtained by the inner product, i.e.
A\alpha \beta = \bfitA \alpha \cdot \bfitA \beta , a\alpha \beta = \bfita \alpha \cdot \bfita \beta . (121)
The contra-variant metric is the inverse of the co-variant metric, i.e.
[A\alpha \beta ] = [A\alpha \beta ]
 - 1 , [a\alpha \beta ] = [a\alpha \beta ] - 1 . (122)
The dual tangent vectors can then be defined as
\bfitA \alpha := A\alpha \beta \bfitA \beta , \bfita 
\alpha := a\alpha \beta \bfita \beta . (123)
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The unit normal vector of the surface in its reference and current configuration can then be
written as
\bfitN =
\bfitA 1 \times \bfitA 2
\| \bfitA 1 \times \bfitA 2\| , \bfitn =
\bfita 1 \times \bfita 2
\| \bfita 1 \times \bfita 2\| . (124)
The 3D identity tensor 1 can be written as
1 = \bfitI +\bfitN \otimes \bfitN = \bfiti + \bfitn \otimes \bfitn , (125)
where \bfitI and \bfiti are the surface identity tensors in the reference and current configuration that
can be written as
\bfitI = A\alpha \beta \bfitA 
\alpha \otimes \bfitA \beta = A\alpha \beta \bfitA \alpha \otimes \bfitA \beta = \bfitA \alpha \otimes \bfitA \alpha = \bfitA \alpha \otimes \bfitA \alpha , (126)
\bfiti = a\alpha \beta \bfita 
\alpha \otimes \bfita \beta = a\alpha \beta \bfita \alpha \otimes \bfita \beta = \bfita \alpha \otimes \bfita \alpha = \bfita \alpha \otimes \bfita \alpha . (127)
The surface gradient operator for a general scalar, surface vector and surface tensor13 in the
reference and current configuration are
Grad\mathrm{s}\Phi := \Phi ,\alpha \bfitA 
\alpha ,
Grad\mathrm{s} \bfitu \mathrm{s} := \bfitu \mathrm{s} ,\beta \otimes \bfitA \beta = u\alpha ;;\beta \bfitA \alpha \otimes \bfitA \beta ,
Grad\mathrm{s}\bfitU \mathrm{s} := \bfitU \mathrm{s} ,\gamma \otimes \bfitA \gamma = U\alpha \beta ;;\gamma \bfitA \alpha \otimes \bfitA \beta \otimes \bfitA \gamma 
(128)
and
grad\mathrm{s}\Phi := \Phi ,\alpha \bfita 
\alpha ,
grad\mathrm{s} \bfitv \mathrm{s} := \bfitv \mathrm{s} ,\beta \otimes \bfita \beta = v\alpha ;\beta \bfita \alpha \otimes \bfita \beta ,
grad\mathrm{s} \bfitV \mathrm{s} := \bfitV \mathrm{s} ,\gamma \otimes \bfita \gamma = V \alpha \beta ;\gamma \bfita \alpha \otimes \bfita \beta \otimes \bfita \gamma ,
(129)
where ``;;"" and ``;"" are the co-variant derivatives in the reference and current configuration.
They are defined as [97]
u\alpha ;;\beta := u
\alpha 
,\beta + u
\gamma \Gamma \alpha \mathrm{s}0 \gamma \beta ,
U\alpha \beta ;;\gamma := U
\alpha \beta 
,\gamma + U
\delta \beta \Gamma \alpha \mathrm{s}0 \delta \gamma + U
\alpha \delta \Gamma \beta \mathrm{s}0 \delta \gamma ,
v\alpha ;\beta := v
\alpha 
,\beta + v
\gamma \Gamma \alpha \mathrm{s} \gamma \beta ,
V \alpha \beta ;\gamma := V
\alpha \beta 
,\gamma + V \delta \beta \Gamma \alpha \mathrm{s} \delta \gamma + V
\alpha \delta \Gamma \beta \mathrm{s} \delta \gamma ,
(130)
where the surface Christoffel symbols, \Gamma \gamma \mathrm{s}0\alpha \beta and \Gamma 
\gamma 
\mathrm{s}\alpha \beta , are defined as
\Gamma \gamma \mathrm{s}0\alpha \beta := \bfitA \alpha ,\beta \cdot \bfitA \gamma , \Gamma \gamma \mathrm{s}\alpha \beta := \bfita \alpha ,\beta \cdot \bfita \gamma . (131)
The co-variant derivative of the surface tangent and dual tangent vector are defined as [97]
\bfitA \alpha ;;\beta := \bfitA \alpha ,\beta  - \bfitA \gamma \Gamma \gamma \mathrm{s}0\alpha \beta , \bfitA \alpha ;;\beta := \bfitA \alpha ,\beta +\bfitA \gamma \Gamma \alpha \mathrm{s}0 \gamma \beta ,
\bfita \alpha ;\beta := \bfita \alpha ,\beta  - \bfita \gamma \Gamma \gamma \mathrm{s}\alpha \beta , \bfita \alpha ;\beta := \bfita \alpha ,\beta + \bfita \gamma \Gamma \alpha \mathrm{s} \gamma \beta .
(132)
13Surface vectors and tensors have only in-plane components.
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Similar to the 3D case, see Eqs. (31) and (32), the co-variant derivative of the metric tensor in
the reference and current configuration are zero, i.e. [64]
A\alpha \beta ;;\gamma = 0 , A
\alpha \beta 
;;\gamma = 0 , a\alpha \beta ;\gamma = 0 , a
\alpha \beta 
;\gamma = 0 , (133)
so that the contra-variant derivatives follow as
U \gamma \alpha \beta ;; = A\alpha \delta A\beta \xi A
\gamma \eta U \delta \xi ;;\eta , V
\gamma 
\alpha \beta ; = a\alpha \delta a\beta \xi a
\gamma \eta V \delta \xi ;\eta . (134)
Furthermore, the surface divergence of a surface vector and a surface second order tensor is
defined as
Div\mathrm{s} \bfitu \mathrm{s} := u
\alpha 
;;\alpha , div\mathrm{s} \bfitv \mathrm{s} := v
\alpha 
;\alpha , Div\mathrm{s}\bfitU \mathrm{s} := U
\alpha \beta 
;;\beta \bfita \alpha , div\mathrm{s} \bfitV \mathrm{s} := V
\alpha \beta 
;\beta \bfita \alpha . (135)
Using Ricci's theorem (Eqs. (31) and (32)), it can be shown that
\bfitA \alpha \| \beta = \bfitA \alpha ;;\beta  - \bfitN \Gamma 30 \alpha \beta = 0 , \bfita \alpha | \beta = \bfita \alpha ;\beta  - \bfitn \Gamma 3\alpha \beta = 0 , (136)
where the co-variant components of the curvature tensor are defined by
b0\alpha \beta := \Gamma 
3
0 \alpha \beta :=\bfitN \cdot \bfitA \alpha ,\beta =\bfitN \cdot \bfitA \alpha ;;\beta , b\alpha \beta := \Gamma 3\alpha \beta := \bfitn \cdot \bfita \alpha ,\beta = \bfitn \cdot \bfita \alpha ;\beta , (137)
and Gauss' formula can be written as
\bfitA \alpha ;;\beta = b0\alpha \beta \bfitN , \bfita \alpha ;\beta = b\alpha \beta \bfitn . (138)
Using differentiation of \bfitN \cdot \bfitA \alpha = 0, \bfitN \cdot \bfitN = 1 and their counterparts in the current configu-
ration, it can be shown that
\Gamma 30 3\beta = 0 , \Gamma 
3
3\beta = 0 , \Gamma 
\beta 
0 3\alpha =  - b\beta 0 \alpha , \Gamma \beta 3\alpha =  - b\beta \alpha . (139)
Using these relations, Weingarten's formula can be obtained as
\bfitN ,\alpha =  - b\beta 0\alpha \bfitA \beta , \bfitn ,\alpha =  - b\beta \alpha \bfita \beta , (140)
or based on the gradient operator as
 - Grad\mathrm{s}\bfitN = b0\alpha \beta \bfitA \alpha \otimes \bfitA \beta := \bfitb 0 ,  - grad\mathrm{s}\bfitn = b\alpha \beta \bfita \alpha \otimes \bfita \beta := \bfitb , (141)
which allows us to identify the curvature tensors as the surface gradient of the surface normals.
The contra-variant components of \bfitb 0 and \bfitb can be obtained as
b\alpha \beta 0 = A
\alpha \gamma b0 \gamma \delta A
\delta \beta , b\alpha \beta = a\alpha \gamma b\gamma \delta a
\delta \beta . (142)
The mean and Gaussian curvaturesH0 and \kappa 0 (H and \kappa ) of the reference (current) configuration
are defined as
H0 :=
1
2
\bfitb 0 : \bfitI =
1
2
b\alpha 0\alpha , H :=
1
2
\bfitb : \bfiti =
1
2
b\alpha \alpha , (143)
\kappa 0 := det(\bfitb 0) =
det[b0\alpha \beta ]
det[A\gamma \delta ]
, \kappa := det(\bfitb ) =
det[b\alpha \beta ]
det[a\gamma \delta ]
, (144)
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where the surface determinant for a general surface tensor \bfitT \mathrm{s} = T\alpha \beta \bfitl 
\alpha \otimes \bfitk \beta is defined as14
det\mathrm{s} \bfitT \mathrm{s} :=
[(\bfitT \mathrm{s} \cdot \bfity 1)\times (\bfitT \mathrm{s} \cdot \bfity 2)] \cdot \bfity 4
[\bfity 1 \times \bfity 2] \cdot \bfity 3
, (145)
where \bfity 1 and \bfity 2 lie in the surface spanned by \bfitk 
\beta , i.e. they do not have any out of plane
components and are not parallel to each other, and \bfity 3 is the unit normal vector to the surface.
\bfity 4 is the unit normal vector to the plane spanned by \bfitl 
\alpha . A similar definition of the determinant
of surface tensors can be found in Javili et al. [104]. Alternative to Eq. (143), the mean and
Gaussian curvatures can be defined from the principal curvatures \kappa \alpha as
H0 =
1
2
(\kappa 0 1 + \kappa 0 2) , H =
1
2
(\kappa 1 + \kappa 2) , (146)
\kappa 0 = \kappa 0 1 \kappa 0 2 , \kappa = \kappa 1 \kappa 2 , (147)
where \kappa 0\alpha and \kappa \alpha are the eigenvalues of matrix [b0\alpha \beta A
\beta \gamma ] and [b\alpha \beta a
\beta \gamma ], respectively.
Assuming Kirchhoff-Love kinematics, the position of a point on the shell layers
\circledast \scrS 0 and
\circledast \scrS can
be written as
\circledast 
\bfitX := \bfitX \mathrm{s} + \xi \bfitN ,
\circledast 
\bfitx := \bfitx \mathrm{s} + \xi \lambda 3\bfitn , (148)
where \xi is the thickness coordinate and \lambda 3 is the stretch in the direction of the surface normal.
The tangent vectors of
\circledast 
\bfitX and
\circledast 
\bfitx follow as
\circledast 
\bfitG \alpha :=
\partial 
\circledast 
\bfitX 
\partial \xi \alpha 
= \bfitA \alpha  - \xi b\gamma 0\alpha \bfitA \gamma = \bfitA \alpha  - \xi b0\alpha \gamma \bfitA \gamma , (149)
\circledast 
\bfitg \alpha :=
\partial 
\circledast 
\bfitx 
\partial \xi \alpha 
= \bfita \alpha  - \xi b\gamma \alpha \bfita \gamma = \bfita \alpha  - \xi \lambda 3 b\alpha \gamma \bfita \gamma , (150)
and their corresponding metric up to leading order in \xi are15
\circledast 
\bfitG \alpha \beta :=
\circledast 
\bfitG \alpha \cdot 
\circledast 
\bfitG \beta \simeq A\alpha \beta  - 2\xi b0\alpha \beta , \circledast \bfitg \alpha \beta := \circledast \bfitg \alpha \cdot \circledast \bfitg \beta \simeq a\alpha \beta  - 2\xi b\alpha \beta . (151)
4.2. Kinematics of surface deformation
The deformation gradient of layer
\circledast \scrS follows from Eq. (38) as
\circledast 
\bfitF =
\partial 
\circledast 
\bfitx 
\partial 
\circledast 
\bfitX 
=
\ast 
\bfitF + \lambda 3\bfitn \otimes \bfitN , (152)
and it transforms d
\circledast 
\bfitX to d
\circledast 
\bfitx as
d
\circledast 
\bfitx =
\circledast 
\bfitF d
\circledast 
\bfitX . (153)
The in-plane part of
\circledast 
\bfitF ,
\ast 
\bfitF , can be written based on the tangent vectors as
\ast 
\bfitF =
\partial 
\circledast 
\bfitx 
\partial \xi \alpha 
\otimes \partial \xi 
\alpha 
\partial 
\circledast 
\bfitX 
=
\circledast 
\bfitg \alpha \otimes 
\circledast 
\bfitG \alpha , (154)
14\bfitl \alpha and \bfitk \beta are general base vectors, e.g. \bfita \alpha and \bfitA \alpha .
15Assuming \lambda 3 \simeq 1.
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and it transforms
\circledast 
\bfitG \alpha as
\circledast 
\bfitg \alpha =
\circledast 
\bfitF 
\circledast 
\bfitG \alpha =
\ast 
\bfitF 
\circledast 
\bfitG \alpha . (155)
The mid-surface deformation gradient (i.e. for layer \scrS ) is defined as
0
\bfitF :=
\circledast 
\bfitF (\xi = 0) = \bfitF \mathrm{s} + \lambda 3\bfitn \otimes \bfitN , (156)
where \bfitF \mathrm{s} =
\ast 
\bfitF (\xi = 0) is the in-plane deformation gradient of the mid-surface, i.e.
\bfitF \mathrm{s} = \bfita \alpha \otimes \bfitA \alpha . (157)
The deformation gradient
\circledast 
\bfitF can be decomposed into thermal and elastic parts
\circledast 
\bfitF \mathrm{T} and
\circledast 
\bfitF \mathrm{e} as
\circledast 
\bfitF =
\circledast 
\bfitF \mathrm{e}
\circledast 
\bfitF \mathrm{T} . (158)
\circledast 
\bfitF \mathrm{T} pushes forward d
\circledast 
\bfitX to the intermediate configuration as
d
\circledast 
X =
\circledast 
\bfitF \mathrm{T} d
\circledast 
\bfitX . (159)
The tangent vectors in the intermediate configuration
\circledast 
g\alpha are
\circledast 
g\alpha =
\circledast 
X,\alpha . (160)
\circledast 
\bfitF \mathrm{e} and
\circledast 
\bfitF \mathrm{T} are \circledast 
\bfitF \mathrm{e} =
\ast 
\bfitF \mathrm{e} + \lambda \mathrm{e} 3\bfitn \otimes \bfitn \mathrm{T} , (161)
\circledast 
\bfitF \mathrm{T} =
\ast 
\bfitF \mathrm{T} + \lambda \mathrm{T}3\bfitn \mathrm{T} \otimes \bfitN , (162)
where \lambda \mathrm{e} 3 and \lambda \mathrm{T}3 are the elastic and thermal parts of the stretch in the thickness direction,
and \bfitn \mathrm{T} is the unit normal vector of the surface in the intermediate configuration. The surface
right Cauchy-Green deformation tensor
\circledast 
\bfitC and its thermal and elastic part
\circledast 
\bfitC \mathrm{T} and
\circledast 
\bfitC \mathrm{e} are
\circledast 
\bfitC =
\circledast 
\bfitF \mathrm{T}
\circledast 
\bfitF =
\circledast 
\bfitF \mathrm{T}\mathrm{T}
\circledast 
\bfitC \mathrm{e}
\circledast 
\bfitF \mathrm{T} ,
\circledast 
\bfitC \mathrm{T} =
\circledast 
\bfitF \mathrm{T}\mathrm{T}
\circledast 
\bfitF \mathrm{T} =
\ast 
\bfitC \mathrm{T} + \lambda 
2
\mathrm{T}3\bfitN \otimes \bfitN ,
\circledast 
\bfitC \mathrm{e} =
\circledast 
\bfitF \mathrm{T}\mathrm{e}
\circledast 
\bfitF \mathrm{e} =
\ast 
\bfitC \mathrm{e} + \lambda 
2
\mathrm{e} 3\bfitn \mathrm{T} \otimes \bfitn \mathrm{T} ,
(163)
where
\circledast 
\bfitC \mathrm{T} and
\circledast 
\bfitC \mathrm{e} are \ast 
\bfitC \mathrm{T} =
\ast 
\bfitF \mathrm{T}\mathrm{T}
\ast 
\bfitF \mathrm{T} =
\circledast 
g\alpha \beta 
\circledast 
\bfitG \alpha \otimes \circledast \bfitG \beta , (164)
\ast 
\bfitC \mathrm{e} =
\ast 
\bfitF \mathrm{T}\mathrm{e}
\ast 
\bfitF \mathrm{e} =
\circledast 
g\alpha \beta 
\circledast 
g\alpha \otimes \circledast g\beta , (165)
with
\circledast 
g\alpha \beta =
\circledast 
g\alpha \cdot 
\circledast 
g\beta . The velocity gradient
\circledast 
\bfitl can be written as
\circledast 
\bfitl :=
\.\circledast 
\bfitF 
\circledast 
\bfitF  - 1 = \.\circledast g\alpha \otimes \circledast \bfitg \alpha + \.\bfitn \otimes \bfitn +
\.\lambda 3
\lambda 3
\bfitn \otimes \bfitn . (166)
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The velocity gradient of the mid-surface is
0
\bfitl =
\circledast 
\bfitl (\xi = 0). For the mid-surface in the intermediate
configuration, the tangent vectors can be written as16
a\alpha = \bfitF \mathrm{s}\mathrm{T}\bfitA \alpha , (167)
and the curvature tensor as
b =  - grad\mathrm{T}\bfitn \mathrm{T} = b\alpha \beta a\alpha \otimes a\beta , (168)
where b\alpha \beta is
b\alpha \beta = a\alpha ,\beta \cdot \bfitn \mathrm{T} with a\alpha ,\beta = \bfitF \mathrm{s}\mathrm{T},\beta \bfitA \alpha + \bfitF \mathrm{s}\mathrm{T}\bfitA \alpha ,\beta . (169)
The curvature change relative to the intermediate configuration is
\bfitkappa = \bfitb \flat \vartriangleleft  - b\flat \vartriangleleft (\bfitF \mathrm{T}) = k\alpha \beta \bfitA \alpha \otimes \bfitA \beta , (170)
with
\kappa \alpha \beta = b\alpha \beta  - b\alpha \beta , \bfitb \flat \vartriangleleft = \bfitF \mathrm{T}\mathrm{s} \bfitb \bfitF \mathrm{s} , b\flat \vartriangleleft (\bfitF \mathrm{T}) = \bfitF \mathrm{T}\mathrm{s}\mathrm{T} b\bfitF \mathrm{s}\mathrm{T} . (171)
The local area change between the reference and current configuration can is given by
J\mathrm{s} :=
\partial a
\partial A
= det\mathrm{s} \bfitF \mathrm{s} . (172)
4.3. Surface stress and moment tensors
The Cauchy stress tensor of the Kirchhoff-Love shell formulation, \bfitsigma \mathrm{K}\mathrm{L}, and the 3D Stress tensor
\bfitsigma can be connected by replacing \bfitsigma by \bfitsigma \mathrm{K}\mathrm{L}/t, where t is the current thickness of the shell
17.
\bfitsigma \mathrm{K}\mathrm{L} (force per length) can be written as
\bfitsigma \mathrm{K}\mathrm{L} = N
\alpha \beta \bfita \alpha \otimes \bfita \beta + S\alpha \bfita \alpha \otimes \bfitn , (173)
Similar to replacing \bfitsigma by \bfitsigma \mathrm{K}\mathrm{L}, the moment vector \bfitm is replaced by \bfitm \mathrm{s}/t. \bfitm \mathrm{s} can be written
as
\bfitm \mathrm{s} = \=\bfitmu 
\mathrm{T}
\mathrm{s} \bfitnu , (174)
where \=\bfitmu \mathrm{s} has only in-plane components and can be written as
\=\bfitmu \mathrm{s} = \=\mu 
\alpha \beta \bfita \alpha \otimes \bfita \beta , (175)
so \=\bfitmu \mathrm{s} can be written based on any set of in-plane vectors that are non-parallel. It is common
to write \=\bfitmu \mathrm{s} as Sauer and Duong [64]
\=\bfitmu \mathrm{T}\mathrm{s} = \bfitn \times \bfitmu \mathrm{T}\mathrm{s} , (176)
where \bfitmu \mathrm{s} is
\bfitmu \mathrm{s} =  - M\alpha \beta \bfita \alpha \otimes \bfita \beta , (177)
which can be used to write \=\bfitmu \mathrm{s} as
\=\bfitmu \mathrm{T}\mathrm{s} = M
\alpha \beta (\bfita \beta \times \bfitn )\otimes \bfita \alpha . (178)
16\bfitF \mathrm{s}\mathrm{T} and \bfitF \mathrm{s}\mathrm{e} are such that \bfitF \mathrm{s} = \bfitF \mathrm{s}\mathrm{e} \bfitF \mathrm{s}\mathrm{T}.
17\lambda 3,i is neglected in the current work (for example see Eq. (151)). The contribution of this term is included
in Cirak and Ortiz [56]. Furthermore, for Kirchhoff-Love shells, \sigma 33 = \sigma 3\alpha = 0. \bfitsigma \mathrm{K}\mathrm{L} can be obtained from \bfitsigma 
such that the energy of 3D and surface continua is equal, see Roohbakhshan and Sauer [35].
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\bfita \beta \times \bfitn is perpendicular to \bfitn and it can be expressed in terms of the tangent and normal vector
to the boundary, \bfittau \mathrm{v} and \bfitnu , as
\bfita \beta \times \bfitn = \tau \beta \bfitnu  - \nu \beta \bfittau \mathrm{v} with \tau \beta = \bfittau \mathrm{v} \cdot \bfita \beta ; \nu \beta = \bfitnu \cdot \bfita \beta , (179)
where the following relations has been used
\bfita \beta = \tau \beta \bfittau \mathrm{v} + \nu \beta \bfitnu , (180)
\bfittau \mathrm{v} \times \bfitn = \bfitnu ; \bfitnu \times \bfitn =  - \bfittau \mathrm{v} . (181)
Using Eq. (179), it can be shown that
\=\mu \alpha \beta \bfita \beta = M
\alpha \beta (\tau \beta \bfitnu  - \nu \beta \bfittau \mathrm{v}) . (182)
\=\mu \alpha \beta can be obtained by multiplying both sides of Eq. (182) by \bfita \gamma , giving
\=\mu \alpha \beta = M\alpha \gamma 
\bigl( 
\tau \gamma \nu 
\beta  - \nu \gamma \tau \beta 
\bigr) 
, (183)
where \tau \beta = \bfittau \mathrm{v} \cdot \bfita \beta and \nu \beta = \bfitnu \cdot \bfita \beta . Furthermore, \bfitm \mathrm{s} can be written in terms of \bfitnu and \bfittau \mathrm{v} as
\bfitm \mathrm{s} = \=\bfitmu 
\mathrm{T}
\mathrm{s} \bfitnu = m\nu \bfitnu +m\tau \bfittau \mathrm{v} , (184)
where m\nu and m\tau are
m\nu = M
\alpha \beta \nu \alpha \tau \beta ,
m\tau =  - M\alpha \beta \nu \alpha \nu \beta . (185)
4.4. Conservation laws for surface continua
Sahu et al. [7] and Sauer et al. [80] develop a thermomechanical Kirchhoff-Love shell formulation
directly from the surface balance laws. Here on the other hand, the conservation laws for surface
continua are derived as a special case of their 3D counterparts.
4.4.1. Mass balance
Using Eq. (63), J = \lambda 3 J\mathrm{s}, t = t0 \lambda 3, and
\rho \mathrm{s}0 := \rho 0 t0 ,
\rho \mathrm{s} := \rho t =
\rho 0
\lambda 3 J\mathrm{s}
t0 \lambda 3 =
\rho 0
J\mathrm{s}
t0 =
\rho \mathrm{s}0
J\mathrm{s}
,
(186)
the mass conservation law for a surface continua can be written as
\rho \mathrm{s}0 = \rho \mathrm{s} J\mathrm{s} , (187)
where \rho \mathrm{s}0 and \rho \mathrm{s} are the surface density in the reference and current configuration.
4.4.2. Linear momentum balance
The surface linear momentum balance can be obtained directly from 3D linear momentum bal-
ance. Substituting relation \rho \mathrm{s} := \rho t and replacing \bfitsigma by \bfitsigma \mathrm{K}\mathrm{L}/t within the 3D linear momentum
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balance, i.e. Eq. (66), the momentum balance for surface continua is18
div\bfitsigma \mathrm{T}\mathrm{K}\mathrm{L} + \rho \mathrm{s} \bfitf = \rho \mathrm{s} \.\bfitv . (188)
Using div\bfitsigma \mathrm{T}\mathrm{K}\mathrm{L} = \bfitsigma 
\mathrm{T}
\mathrm{K}\mathrm{L},k \cdot \bfita k = \sigma ji\mathrm{K}\mathrm{L}| j \bfita i and \bfita 3 = \bfita 3 = \bfitn , div\bfitsigma \mathrm{T}\mathrm{K}\mathrm{L} can be written
\sigma ji\mathrm{K}\mathrm{L}| j\bfita i =
\Bigl[ 
\sigma ji\mathrm{K}\mathrm{L},j + \sigma 
li
\mathrm{K}\mathrm{L} \Gamma 
j
lj + \sigma 
jl
\mathrm{K}\mathrm{L} \Gamma 
i
lj
\Bigr] 
\bfita i . (189)
Using \sigma 3\alpha \mathrm{K}\mathrm{L} = 0, \bfita 3 \cdot \bfita \gamma = 0, \Gamma 33\alpha = 0, \Gamma 3\alpha \beta = b\alpha \beta and \Gamma \alpha 3\beta =  - b\alpha \beta , Eq. (189) can be simplified as
div\bfitsigma \mathrm{T}\mathrm{K}\mathrm{L} =
\Bigl[ 
\sigma \beta \alpha \mathrm{K}\mathrm{L} ;\beta + \sigma 
\beta 3
\mathrm{K}\mathrm{L} \Gamma 
\alpha 
3\beta 
\Bigr] 
\bfita \alpha +
\Bigl[ 
\sigma \beta 3\mathrm{K}\mathrm{L} ;\beta + \sigma 
\alpha \beta 
\mathrm{K}\mathrm{L} \Gamma 
3
\beta \alpha 
\Bigr] 
\bfita 3
=
\Bigl[ 
N\beta \alpha ;\beta  - b\alpha \gamma S\gamma 
\Bigr] 
\bfita \alpha +
\bigl[ 
S\gamma ;\gamma + b\alpha \gamma N
\alpha \gamma 
\bigr] 
\bfitn .
(190)
Sauer and Duong [64] obtain this relation directly from the linear momentum balance for sur-
faces, while it is obtained here from the corresponding 3D balance law.
4.4.3. Angular momentum balance
Assuming \bfitc = 0, the angular momentum balance for surface continua requires19
div \=\bfitmu \mathrm{T}\mathrm{s} + \bfscrE : \bfitsigma \mathrm{K}\mathrm{L} = 0 . (191)
Using Eqs. (73) and (177), it can be simplified into
\bfita \alpha \times 
\Bigl[ \Bigl( 
N\alpha \beta  - b\beta \gamma M\gamma \alpha 
\Bigr) 
\bfita \beta +
\Bigl( 
S\alpha +M\beta \alpha ;\beta 
\Bigr) 
\bfitn 
\Bigr] 
= 0 . (192)
This will always hold if and only if
\sigma \alpha \beta = N\alpha \beta  - b\beta \gamma M\gamma \alpha (193)
is symmetric and
S\alpha =  - M\beta \alpha ;\beta . (194)
See Sauer and Duong [64] for an alternative proof.
4.4.4. Energy balance
Using the relations for
0
\bfitl and \bfscrE given in Eqs. (C.9) and (53), it can be shown that
\bfitw  \triangleleft  \triangleright :=
1
2
\bfscrE : 0\bfitl \mathrm{T} = 1
2
\Biggl( 
w\alpha \beta \bfita 
\alpha \times \bfita \beta  - \.\bfitn \times \bfitn + \bfitn \times \.\bfitn +
\.\lambda 3
\lambda 3
\bfitn \times \bfitn 
\Biggr) 
=
1
2
\Bigl( 
w\alpha \beta \bfita 
\alpha \times \bfita \beta + 2\bfitn \times \.\bfitn 
\Bigr) 
,
(195)
18The body force \bfitf is force per unit mass, so this quantity is the same for surface and volume continua,
i.e. \bfitf \mathrm{s} = \bfitf .
19The body force couple \bfitc is force per unit mass, so this quantity is the same for surface and volume continua,
i.e. \bfitc \mathrm{s} = \bfitc .
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where w\alpha \beta is given in Eq. (C.4). This relation and the following identity for the quadruple
product
(\bfita \times \bfitb ) \cdot (\bfitc \times \bfitd ) = (\bfita \cdot \bfitc )(\bfitb \cdot \bfitd ) - (\bfita \cdot \bfitd )(\bfitb \cdot \bfitc ) (196)
can be used to obtained the relation
\bfitw  \triangleleft  \triangleright \cdot \=\bfitmu \mathrm{T}\mathrm{s} = \bfitw  \triangleleft  \triangleright \cdot \bfitn \times \bfitmu \mathrm{T}\mathrm{s}
=  - ( \.\bfitn \cdot \bfita \beta )M\alpha \beta \bfita \alpha = \.\bfitn \cdot \bfitmu \mathrm{T}\mathrm{s} .
(197)
Using Eqs. (6), (173), (193), (194), and the relations for w\alpha ,
0
\bfitl , \.a\alpha \beta , \.b\alpha \beta in Eqs. (C.3), (C.9),
(C.10) and (C.11), it can be shown that
\bfitsigma \mathrm{T}\mathrm{K}\mathrm{L} :
0
\bfitl = N\alpha \beta w\alpha \beta  - S\alpha \.\bfitn \cdot \bfita \alpha 
= \sigma \alpha \beta w\alpha \beta + b
\beta 
\gamma M\gamma \alpha w\alpha \beta  - M\beta \alpha ;\beta w\alpha 
=
1
2
\sigma \alpha \beta (w\alpha \beta + w\beta \alpha ) +M
\mu \alpha 
\Bigl( 
w\alpha \beta b
\beta 
\mu + w\alpha ;\mu 
\Bigr) 
 - 
\Bigl( 
M\beta \alpha w\alpha 
\Bigr) 
;\beta 
=
1
2
\sigma \alpha \beta \.a\alpha \beta +M
\beta \alpha \.b\alpha \beta  - 
\Bigl( 
M\beta \alpha \bfita \alpha \cdot w\lambda \bfita \lambda 
\Bigr) 
;\beta 
=
1
2
\bfitsigma \sharp \vartriangleleft \mathrm{s} : \.\bfitC  - \bfitmu \sharp \vartriangleleft \mathrm{s} : \.\bfitb \flat \vartriangleleft  - div\mathrm{s}
\bigl( 
\.\bfitn \cdot \bfitmu \mathrm{T}\mathrm{s}
\bigr) 
,
(198)
where \bfitsigma \sharp \vartriangleleft \mathrm{s} and \bfitmu 
\sharp \vartriangleleft 
\mathrm{s} are obtained by using the pull back operator (see Eq. (6)) as
\bfitsigma \sharp \vartriangleleft \mathrm{s} = \bfitF 
 - 1
\mathrm{s} \bfitsigma \mathrm{s} \bfitF 
 - \mathrm{T}
\mathrm{s} = \sigma 
\alpha \beta \bfitA \alpha \otimes \bfitA \beta with \bfitsigma \mathrm{s} = \sigma \alpha \beta \bfita \alpha \otimes \bfita \beta , (199)
\bfitmu \sharp \vartriangleleft \mathrm{s} = \bfitF 
 - 1\bfitmu \mathrm{s} \bfitF 
 - \mathrm{T} =  - M\alpha \beta \bfitA \alpha \otimes \bfitA \beta with \bfitmu \mathrm{s} =  - M\alpha \beta \bfita \alpha \otimes \bfita \beta . (200)
The following relation for the surface energy balance can be obtained by substituting Eqs. (198)
and (197) into Eq. (89), as20
\rho \mathrm{s} \.u\mathrm{s}  - \rho \mathrm{s} r  - 1
2
\bfitsigma \sharp \vartriangleleft \mathrm{s} : \.\bfitC \mathrm{s} + \bfitmu 
\sharp \vartriangleleft 
\mathrm{s} :
\.\bfitb \flat \vartriangleleft + t div
\circledast 
\bfitq = 0 . (201)
Using the relations for stress and bending tensor from 4.4.5, the energy balance can be written
as
\rho \mathrm{s} T \.s\mathrm{s} = \rho \mathrm{s} r  - tdiv \circledast \bfitq . (202)
4.4.5. The second law of thermodynamics
Using Eqs. (198), (197) and (98), the second law of thermodynamics for surface continua can
be written as
\rho \mathrm{s} T \.s\mathrm{s}  - \rho \mathrm{s} \.u\mathrm{s} + 1
2
\bfitsigma \sharp \vartriangleleft \mathrm{s} : \.\bfitC \mathrm{s}  - \bfitmu \sharp \vartriangleleft \mathrm{s} : \.\bfitb \flat \vartriangleleft  - 
t
T
\circledast 
\bfitq \cdot grad(T ) \geq 0 . (203)
The surface Helmholtz energy per unit mass is defined as
\psi \mathrm{s} := u\mathrm{s}  - T s\mathrm{s} , (204)
20The heat source r is force per unit mass, so this quantity is the same for surface and volume continua,
i.e. r\mathrm{s} = r
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and its time derivative is
\.\psi \mathrm{s} = \.u\mathrm{s}  - \.T s\mathrm{s}  - T \.s\mathrm{s} . (205)
Using the previous relation, Eq. (203) can be simplified as
1
2
\bfitsigma \sharp \vartriangleleft \mathrm{s} : \.\bfitC \mathrm{s}  - \bfitmu \sharp \vartriangleleft \mathrm{s} : \.\bfitb \flat \vartriangleleft  - \rho \mathrm{s}
\Bigl( 
\.\psi \mathrm{s} + \.T s\mathrm{s}
\Bigr) 
 - t
T
\circledast 
\bfitq \cdot grad(T ) \geq 0 . (206)
It is assumed that \psi \mathrm{s} can be written as
\psi \mathrm{s} = \psi \mathrm{s} (\bfitC \mathrm{s}\mathrm{e},\bfitkappa , T ) , (207)
so that its time derivative is
\.\psi \mathrm{s} =
\partial \psi 
\partial \bfitC \mathrm{s}\mathrm{e}
: \.\bfitC \mathrm{s}\mathrm{e} +
\partial \psi 
\partial \bfitkappa 
: \.\bfitkappa +
\partial \psi 
\partial T
\.T . (208)
Using the time derivative of Eq. (163.1), it can be shown that
\.\bfitC \mathrm{s}\mathrm{e} = \bfitF 
 - \mathrm{T}
\mathrm{s}\mathrm{T}
\.\bfitC \mathrm{s} \bfitF 
 - 1
\mathrm{s}\mathrm{T} +
\bigl( 
\bfitH \mathrm{s} +\bfitH 
\mathrm{T}
\mathrm{s}
\bigr) 
\.T , (209)
with
\bfitH \mathrm{s} = \bfitF 
 - \mathrm{T}
\mathrm{s}\mathrm{T},T \bfitC \mathrm{s} \bfitF 
 - 1
\mathrm{s}\mathrm{T} , (210)
and
\.\bfitkappa = \.\bfitb \flat \vartriangleleft  - \.b\flat \vartriangleleft . (211)
Substituting these relations into Eq. (203) results in\biggl( 
1
2
\bfitsigma \sharp \vartriangleleft \mathrm{s}  - \bfitF  - 1\mathrm{s}\mathrm{T} \rho \mathrm{s}
\partial \psi 
\partial \bfitC \mathrm{s}\mathrm{e}
\bfitF  - \mathrm{T}\mathrm{s}\mathrm{T}
\biggr) 
: \.\bfitC \mathrm{s}  - 
\biggl( 
\bfitmu \sharp \vartriangleleft \mathrm{s} +
\partial \psi \mathrm{s}
\partial \bfitk 
\biggr) 
: \.\bfitb \flat \vartriangleleft 
 - \rho \mathrm{s}
\biggl( 
\partial \psi \mathrm{s}
\partial \bfitC \mathrm{s}\mathrm{e}
:
\bigl( 
\bfitH \mathrm{s} +\bfitH 
\mathrm{T}
\mathrm{s}
\bigr)  - \partial \psi \mathrm{s}
\partial \bfitk 
: b\flat \vartriangleleft ,T +
\partial \psi \mathrm{s}
\partial T
+ s\mathrm{s}
\biggr) 
\.T  - t
T
\circledast 
\bfitq \cdot grad(T ) \geq 0 .
(212)
The final relation for \bfitsigma \sharp \vartriangleleft \mathrm{s} , \bfitmu 
\sharp \vartriangleleft 
\mathrm{s} and s\mathrm{s} can be obtained as
\bfitsigma \sharp \vartriangleleft \mathrm{s} = 2\bfitF 
 - 1
\mathrm{s}\mathrm{T} \rho \mathrm{s}
\partial \psi \mathrm{s}
\partial \bfitC \mathrm{s}\mathrm{e}
\bfitF  - \mathrm{T}\mathrm{s}\mathrm{T} , (213)
\bfitmu \sharp \vartriangleleft \mathrm{s} =  - 
\partial \psi \mathrm{s}
\partial \bfitkappa 
(214)
and
s\mathrm{s} =  - \partial \psi \mathrm{s}
\partial \bfitC \mathrm{s}\mathrm{e}
:
\bigl( 
\bfitH \mathrm{s} +\bfitH 
\mathrm{T}
\mathrm{s}
\bigr) 
+
\partial \psi \mathrm{s}
\partial \bfitkappa 
: b\flat \vartriangleleft ,T  - 
\partial \psi \mathrm{s}
\partial T
. (215)
With the equations of Sec. 4.4, the thermomechanical Kirchhoff-Love shell formulation of Sahu
et al. [7] is extended by including the multiplicative decomposition of the deformation gradient
and the heat transfer through the shell thickness. Further, the shell formulation of Sahu et al.
[7] is a componentwise formulation, while the current work considers a tensorial formulation.
4.5. Weak forms
Following Sauer and Duong [64], the weak form of the equilibrium equation can be obtained as\int 
\scrS 
\rho \mathrm{s} \delta \bfitx \mathrm{s} \cdot \.\bfitv \mathrm{s} da =
\int 
\scrS 
\delta \bfitx \mathrm{s} \cdot div\bfitsigma \mathrm{T}\mathrm{K}\mathrm{L} da+
\int 
\scrS 
\rho \mathrm{s} \delta \bfitx \mathrm{s} \cdot \bfitb da , \forall \delta \bfitx \in \scrV . (216)
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Using the divergence theorem and \bfitt \mathrm{s} = \bfitsigma 
\mathrm{T}
\mathrm{K}\mathrm{L} \bfitnu , this can be rewritten as\int 
\scrS 
grad\mathrm{s} (\delta \bfitx \mathrm{s}) : \bfitsigma 
\mathrm{T}
\mathrm{K}\mathrm{L} da+
\int 
\scrS 
\rho \mathrm{s} \delta \bfitx \mathrm{s} \cdot \.\bfitv \mathrm{s} da =
\int 
\partial \bfitt \scrS 
\delta \bfitx \mathrm{s} \cdot \bfitt \mathrm{s} dl +
\int 
\scrS 
\rho \mathrm{s} \delta \bfitx \mathrm{s} \cdot \bfitb da , \forall \delta \bfitx \in \scrV .
(217)
It can be shown that
M\beta \alpha ;\beta \bfita \alpha \cdot \delta \bfitn = (M\beta \alpha \bfita \alpha \cdot \delta \bfitn );\beta  - M\beta \alpha (\bfita \alpha \cdot \delta \bfitn );\beta 
=  - div\mathrm{s}(\delta \bfitn \cdot \bfitmu \mathrm{T}\mathrm{s} ) - M\beta \alpha [\bfita \alpha ;\beta \cdot \delta \bfitn + \bfita \alpha \cdot \delta \bfitn ;\beta ]
=  - div\mathrm{s}(\delta \bfitn \cdot \bfitmu \mathrm{T}\mathrm{s} ) - M\beta \alpha \bfita \alpha \cdot \delta \bfitn ,\beta 
(218)
where \bfita \alpha ;\beta \cdot \delta \bfitn = 0 is used. Using the latter relation, (173), (193), (194)), Weingarten \bfita ,\alpha =
 - b\beta \alpha \bfita \beta and \delta \bfita \alpha \cdot \bfitn =  - \bfita \alpha \cdot \delta \bfitn , the relation grad\mathrm{s} (\delta \bfitx ) : \bfitsigma \mathrm{T}\mathrm{K}\mathrm{L} can be written as
grad\mathrm{s} (\delta \bfitx \mathrm{s}) : \bfitsigma 
\mathrm{T}
\mathrm{K}\mathrm{L} = \delta \bfitx \mathrm{s} ,\eta \otimes \bfita \eta : (N\alpha \beta \bfita \beta \otimes \bfita \alpha + S\alpha \bfitn \otimes \bfita \alpha ) = N\alpha \beta \bfita \beta \cdot \delta \bfita \alpha + S\alpha \bfitn \cdot \delta \bfita \alpha 
= \sigma \alpha \beta \delta \bfita \alpha \cdot \bfita \beta + b\beta \gamma M\gamma \alpha \delta \bfita \alpha \cdot \bfita \beta  - M\beta \alpha ;\beta \bfitn \cdot \delta \bfita \alpha 
=
1
2
\sigma \alpha \beta \delta a\alpha \beta  - M\beta \alpha \delta \bfita \alpha \cdot \bfitn ,\beta +M\beta \alpha ;\beta \delta \bfitn \cdot \bfita \alpha 
=
1
2
\bfitsigma \sharp \vartriangleleft \mathrm{s} : \delta \bfitC \mathrm{s}  - M\beta \alpha (\delta \bfita \alpha \cdot \bfitn ,\beta + \bfita \alpha \cdot \delta \bfitn ;\beta ) - div\mathrm{s}(\delta \bfitn \cdot \bfitmu \mathrm{T}\mathrm{s} )
=
1
2
\bfitsigma \sharp \vartriangleleft \mathrm{s} : \delta \bfitC \mathrm{s}  - \bfitmu \sharp \vartriangleleft \mathrm{s} : \delta \bfitb \flat \vartriangleleft  - div\mathrm{s}(\delta \bfitn \cdot \bfitmu \mathrm{T}\mathrm{s} ) ,
(219)
where \delta b\alpha \beta = \delta \bfita \alpha \cdot \bfitn ,\beta + \bfita \alpha \cdot \delta \bfitn ;\beta is used. Using the latter relation, the mechanical weak form
can be written as
G\mathrm{i}\mathrm{n} +G\mathrm{i}\mathrm{n}\mathrm{t} = G\mathrm{e}\mathrm{x}\mathrm{t} , (220)
with
G\mathrm{i}\mathrm{n} =
\int 
\scrS 
\rho \delta \bfitx \mathrm{s} \cdot \.\bfitv \mathrm{s} da , (221)
G\mathrm{i}\mathrm{n}\mathrm{t} =
\int 
\scrS 
1
2
\bfitsigma \sharp \vartriangleleft \mathrm{s} : \delta \bfitC \mathrm{s} da - 
\int 
\scrS 
\bfitmu \sharp \vartriangleleft \mathrm{s} : \delta \bfitb 
\flat \vartriangleleft da (222)
and
G\mathrm{e}\mathrm{x}\mathrm{t} =
\int 
\scrS 
\rho \mathrm{s} \delta \bfitx \mathrm{s} \cdot \bfitf da+
\int 
\partial \bfitt \scrS 
\delta \bfitx \mathrm{s} \cdot \bfitt \mathrm{s} dl +
\int 
\partial \bfitm \scrS 
\delta \bfitn \cdot \bfitmu \mathrm{T}\mathrm{s} \cdot \bfitnu dl . (223)
Multiplying Eq. (202) by an admissible test function, \delta \theta , the weak form of the energy balance
can be written as\int 
\scrS 
\delta \theta \rho \mathrm{s} T \.s\mathrm{s} da =
\int 
\scrB 
grad(\delta \theta ) \cdot \circledast \bfitq dv +
\int 
\scrS 
\delta \theta \rho \mathrm{s} r da - 
\int 
\partial \bfitq \scrB 
\delta \theta 
\circledast 
\bfitq \cdot \bfitnu ds , \forall \delta \theta \in \scrV . (224)
In Appendix B, the tensorial form for the linearization of the surface objects J\mathrm{s}, \bfitC 
 - 1
\mathrm{s} , H, \kappa 
and \bfitb \flat \vartriangleleft (b\alpha \beta ) are given. They can be used to linearize the weak forms without considering any
specific coordinate system and thus generalize the curvilinear FE formulation of Duong et al.
[62]. If out-of-plane heat transfer is neglected, Eq. (224) reduces to\int 
\scrS 
\delta \theta \rho \mathrm{s} T \.s\mathrm{s} da =
\int 
\scrS 
grad\mathrm{s}(\delta \theta ) \cdot \bfitq \mathrm{s} ds+
\int 
\scrS 
\delta \theta \rho \mathrm{s} r da - 
\int 
\partial \bfitq \scrS 
\delta \theta \bfitq \mathrm{s} \cdot \bfitnu dl , \forall \delta \theta \in \scrV . (225)
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However, if the temperature variation through the thickness has a major effect, the shell either
needs to be discretized across the thickness or the temperature variation needs to be approxi-
mated by polynomials, see Surana and Orth [74].
5. Constitutive laws
In this section, lattice and material symmetry are discussed. Then, the evolution of symmetry
groups is considered. Next, the constitutive laws for the heat flux and stress are discussed.
Finally, two examples of the Helmholtz free energy are given for 3D and shell continua.
5.1. Lattice and material symmetry
A symmetry group of a crystal lattice is the set of all operations that leave the lattice indistin-
guishable from its initial configuration [105]. The material symmetry group (the symmetry for
physical properties such as the strain energy density) can have more symmetry operators than
the crystal lattice [106, 107]. The Neumann principle mentions that ``The symmetry elements
of any physical property of a crystal must include the symmetry elements of the point group
of the crystal"" [108, p. 20] (see [106] in German). For example, the symmetry group of cubic
crystals does not apply enough constraints on their constitutive laws in order to make them
isotropic. However, optical properties of cubic crystals are isotropic and it means that the op-
tical properties have higher symmetry than the lattice [108, p. 20]. These symmetry operators
can be combined into structural tensors and these structural tensors can be used in the devel-
opment of constitutive laws [93, 109--111]. The lattice structure does not change for different
temperatures and the crystal types do not depend on the temperature, if phase transformations
are excluded. So, the thermal expansion of lattices does not change the lattice structure and
structural tensors of constitutive laws for crystals [108, p. 106-107].
5.2. Evolution of the symmetry group
If the preferred directions of a material, i.e. the directions of anisotropy, transform with the
total deformation gradient, these directions are the material direction21. For example, the fiber
directions in composite materials are material directions. In crystal plasticity, the plastic de-
formation gradient does not change the preferred directions22. Only the elastic deformation
gradient changes the lattice direction. Hence their preferred directions are not material direc-
tions. Assuming the preferred direction are the material direction, Reese [115] and Reese and
Vladimirov [116] push forward the preferred direction and normalize it. Structural tensors in
the intermediate configuration are needed for the development of material models. Structural
tensors in the reference and intermediate configuration can be defined as
\bfitL 0I = \bfity 0 \otimes \bfity 0 , (226)
\bfitL \mathrm{T} = \bfity \mathrm{T} \otimes \bfity \mathrm{T} , (227)
where \bfity 0 and \bfity \mathrm{T} are the normalized preferred directions, e.g. the fiber directions in fiber-
reinforced composite materials, in the reference and intermediate configuration and are con-
nected by
\bfity \mathrm{T} =
\bfitF \mathrm{T} \bfity 0
\| \bfitF \mathrm{T} \bfity 0\| 
. (228)
21I.e. the anisotropic directions in the reference and current configuration, \bfity 0 and \bfity , are connected by \bfity = \bfitF \bfity 0.
22Unless twining occurs [112--114].
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Cuomo and Fagone [25] use a similar approach without normalization. Sansour et al. [117]
investigate the co-variant, contra-variant and mixed forms of the push forward for \bfitL 0. These
forms are defined as
\bfitL 
\sharp \vartriangleright (\bfitF \mathrm{T})
\mathrm{T} := \bfitF \mathrm{T}\bfitL 
\sharp 
0 \bfitF 
\mathrm{T}
\mathrm{T} = L
ij
0 gi \otimes gj ,
\bfitL 
\flat \vartriangleright (\bfitF \mathrm{T})
\mathrm{T} := \bfitF 
 - \mathrm{T}
\mathrm{T} \bfitL 
\flat 
0 \bfitF 
 - 1
\mathrm{T} = L0 ij g
i \otimes gj ,
\bfitL 
\setminus \vartriangleright (\bfitF \mathrm{T})
\mathrm{T} := \bfitF \mathrm{T}\bfitL 
\setminus 
0 \bfitF 
 - 1
\mathrm{T} = L
i
0 j gi \otimes gj ,
(229)
where Lij0 , L0 ij and L
i
0 j are the co-variant, contra-variant and mixed components of \bfitL 0.
Schr\"oder et al. [118], Eidel and Gruttmann [119], Sansour et al. [120, 121], Dean et al. [122] and
Dean et al. [123] use structural tensors of the reference configuration. The angle between the
preferred directions for composite materials can change. Gong et al. [124] consider the change of
angles between preferred directions for woven composites (see also Peng et al. [125], Alsayednoor
et al. [126] ).
5.3. Thermal expansion
Thermal expansion of anisotropic materials can be experimentally measured [127]. For example,
\bfitF \mathrm{T} can be written as [128]
\bfitF \mathrm{T} = e
\bfitalpha (\theta  - \theta 0) , (230)
where \theta 0 is a reference temperature, and \bfitalpha is a second order tensor that is related to thermal
expansion23 and can depend on temperature. If \bfitalpha is temperature independent, \.\bfitF \mathrm{T} can be
written as
\.\bfitF \mathrm{T} = \.\theta \bfitalpha \bfitF \mathrm{T} = \.\theta \bfitF \mathrm{T}\bfitalpha , (231)
where the latter relation is obtained by the coaxiality of \bfitalpha and \bfitF \mathrm{T} (see Ba\c sar and Weichert [95]
for coaxiality). Wang et al. [129] obtain anisotropic thermal expansion of monoclinic potassium
lutetium tungstate single crystals (see Nye [108] for the structure of thermal expansion for other
crystals).
5.4. Heat flux
The thermal conductivity tensor \bfitk should contain the symmetry group of the lattice. The
symmetric and skew symmetric parts of the heat conductivity tensor are denoted in the following
as \bfitk \mathrm{s}\mathrm{y}\mathrm{m} and \bfitk \mathrm{s}\mathrm{k}\mathrm{e}\mathrm{w}. There is strong evidence that the thermal conductivity should be a symmetric
tensor, but this can not be mathematically proven. This is discussed in the following.
First, \bfitk \mathrm{s}\mathrm{k}\mathrm{e}\mathrm{w} cancels out in the Clausius-Planck inequality and does not contribute to entropy
generation. Using Fourier's law and Eq. (100.2), it can be proven that \bfitk \mathrm{s}\mathrm{k}\mathrm{e}\mathrm{w} does not play role
in entropy generation, i.e.
\gamma \mathrm{c}\mathrm{o}\mathrm{n} =
1
T 2
\bfitk : gradT \otimes gradT = 1
T 2
\bfitk \mathrm{s}\mathrm{y}\mathrm{m} : gradT \otimes gradT , (232)
23For monoclinic crystals, \bfitalpha can be written in matrix form as \alpha ij =
\left[  \alpha 11 0 \alpha 310 \alpha 22 0
\alpha 31 0 \alpha 33
\right]  , where \alpha ij are the
material constants [108, 129].
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and \bfitk \mathrm{s}\mathrm{k}\mathrm{e}\mathrm{w} also cancels out in the first law of thermodynamics for homogenous materials, i.e. div \bfitq 
in Eq. (89) can be written as
div \bfitq = \bfitk :
\partial 2T
\partial \bfitx \partial \bfitx 
+ div (\bfitk ) \cdot gradT = \bfitk \mathrm{s}\mathrm{y}\mathrm{m} : \partial 
2T
\partial \bfitx \partial \bfitx 
, (233)
where the symmetry of \partial 2 T/\partial \bfitx \partial \bfitx and homogeneity (div (\bfitk ) = 0) are used. Casimir [130] (see
also de Groot and Mazur [131], Mazur and de Groot [132]) shows that div (\bfitk  - \bfitk \mathrm{T}) = 0 by using
Onsager's principle [133, 134]24. So, \bfitk \mathrm{s}\mathrm{k}\mathrm{e}\mathrm{w} does not effect the first law of thermodynamics even
for nonhomogeneous materials. If the heat conductivity of vacuum is considered to be zero,
then the heat conductivity tensor will be symmetric [130].
Second, a pure \bfitk \mathrm{s}\mathrm{k}\mathrm{e}\mathrm{w} results in a spiral heat flux (see Nye [108, p. 205-207] and Powers [135]),
but a spiral heat flux has not been observed experimentally [136--138]. It should be emphasized
that zero heat conductivity in vacuum can not be proven and it is an assumption25. The thermal
heat conductivity tensor can vary with strain [143].
5.4.1. Heat conduction laws
In this section, different heat conduction laws are discussed. Fourier's law can be written as
[144, 145]
\bfitq :=  - \bfitk gradT . (234)
Thermomechanical formulations based on Fourier's law are coupled problems of hyperbolic and
parabolic types. The influence of the temperature variation reaches the entire continua instantly
and disturbances propagates with infinite speed [146]. This issue can be resolved by consider-
ing more advanced heat transformation laws and considering a finite speed for propagation of
thermal disturbances. Lord and Shulman [147] extend Fourier's law by including a relaxation
time. The Lord-Shulman model can be written as
\bfitq :=  - \bfitC \mathrm{r}\mathrm{t} \circ \bfitq  - \bfitk gradT , (235)
where \bfitC \mathrm{r}\mathrm{t} is a second order tensor related to the relaxation time and the thermal propagation
speed.
\circ 
\bfitq is a suitable objective rate of the heat flux. This rate can be considered as the material
time derivative [148], or the convected differentiation [149, 150] as suggested by Oldroyd [151]
for time dependent material constitutive laws. The convected differentiation is defined as
d\bfitq 
dt
:=
\partial \bfitq 
\partial t
+ (\bfitv \cdot grad) \bfitq  - grad(\bfitv ) \cdot \bfitq + div(\bfitv ) \bfitq , (236)
Green and Lindsay [152] propose another model by introducing the thermodynamic temperature
[153]
T \diamond := T + t1
\Bigl[ 
\.T + b1 (T  - T0) \.T + b2 \.T 2
\Bigr] 
, (237)
where t1, b1 and b2 are material constants. T is replaced by T
\diamond in the balance laws and Helmholtz
free energy. This model is based on an extension of works by M\"uller [154] and Green and Laws
[155]. The Lord-Shulman model does not change the balance laws, so the calibration of the
material parameters and the numerical implementation are easier than Green and Laws [155].
24Onsager's principle is not true if magnetic and Coriolis forces exist. Furthermore, based on Onsager's prin-
ciple, the heat flow should be the time derivative of a thermodynamical state variable and this statement is not
true. Onsager's principle is not correctly applied in the original work of Onsager [133, 134] but in the corrected
work by Casimir [130].
25See Mazur [139], Truesdell [140], Verh\'as [141], Cimmelli et al. [142] for a discussion on the validity of Onsager's
principle in Onsager [133, 134] and Casimir [130].
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See Chandrasekharaiah [156] and Hetnarski and Eslami [146] for a comparison of the models of
Green and Laws [155] and Lord and Shulman [147].
5.4.2. Heat radiation
The heat flux due to radiation \bfitq \mathrm{r} can be written as [145]
\bfitq \mathrm{r} \cdot \bfitnu :=  - \epsilon \sigma T 4\mathrm{s} + q\mathrm{r}\mathrm{e}\mathrm{c} , (238)
where T\mathrm{s} is the surface temperature in Kelvin, \epsilon is emissivity and \sigma is Stefan-Boltzmann con-
stant. q\mathrm{r}\mathrm{e}\mathrm{c} is the amount of heat flux that is received by radiation. It can be written as
q\mathrm{r}\mathrm{e}\mathrm{c} := F\mathrm{g}\mathrm{e}\mathrm{o} \epsilon \sigma T
4
\mathrm{r}\mathrm{e}\mathrm{f} , (239)
where T\mathrm{r}\mathrm{e}\mathrm{f} is a reference temperature and F\mathrm{g}\mathrm{e}\mathrm{o} is a coefficient related to the surface geometry.
F\mathrm{g}\mathrm{e}\mathrm{o} becomes unity for two parallel infinite flat plates or an enclosed continuum by another
continuum. The heat flux due to radiation can also occur between two points of a single body.
See Lienhard [145], Arpaci [157], Reddy [158], Nikishkov [159] and Nithiarasu et al. [160] for
more discussion.
5.4.3. Heat transfer
Heat transfer between a surface and its environment \bfitq \mathrm{h} can be written as [145]
\bfitq \mathrm{h} \cdot \bfitnu :=  - h (T  - T\mathrm{r}\mathrm{e}\mathrm{f}) , (240)
where h is the heat transfer coefficient and T\mathrm{r}\mathrm{e}\mathrm{f} is the environment temperature.
5.5. Examples of the Helmholtz free energy
The Helmholtz free energy for 3D continua can be written as
\psi = \psi \mathrm{e}(\bfitC \mathrm{e}, T ) + \psi \mathrm{T}(T ) . (241)
For example, \psi \mathrm{e} can be written as [161]
\psi \mathrm{e} =
1
\rho 0
\biggl[ 
\mu 
2
(tr (\bfitC \mathrm{e}) - 3) - \mu ln J\mathrm{e} + \lambda 
2
(ln J\mathrm{e})
2
\biggr] 
, (242)
where \bfitC \mathrm{e} is the elastic part of the right Cauchy--Green deformation tensor and J\mathrm{e} = det\bfitC \mathrm{e}. \mu 
and \lambda are material constants and can be functions of temperature, e.g. [162]
\mu = \mu 0 e
 - c2(T - T\mathrm{r}\mathrm{e}\mathrm{f}) , (243)
and \psi \mathrm{T} can be written as [72, 163]
\psi \mathrm{T} =
c1
\rho 0
\biggl[ 
(T  - T0) - T ln
\biggl( 
T
T0
\biggr) \biggr] 
. (244)
Here, T\mathrm{r}\mathrm{e}\mathrm{f} is the reference temperature and \mu 0 is the reference shear modulus, i.e. the shear
modulus at T\mathrm{r}\mathrm{e}\mathrm{f}, and c1 and c2 are material constants. The second Piola-Kirchhoff and entropy
can be computed using Eqs. (110) and (111), respectively. The Helmholtz free energy for 2D
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continua can be written as
\psi \mathrm{s} = \psi \mathrm{s}\mathrm{e}(\bfitC \mathrm{s}\mathrm{e},\bfitkappa , T ) + \psi \mathrm{s}\mathrm{T}(T ) , (245)
with the elastic part26
\psi \mathrm{s}\mathrm{e} =
1
\rho \mathrm{s}0
\biggl[ 
K
4
\bigl( 
J2\mathrm{s}\mathrm{e}  - 1 - 2 lnJ\mathrm{s}\mathrm{e}
\bigr) 
+
\mu 
2
\biggl( 
tr (\bfitC \mathrm{s}\mathrm{e})
J\mathrm{s}\mathrm{e}
 - 2
\biggr) \biggr] 
+ c3 \bfitkappa : \bfitkappa , (246)
and thermal part [163]
\psi \mathrm{s}\mathrm{T} =
c1
\rho \mathrm{s}0
\biggl[ 
(T  - T0) - T ln
\biggl( 
T
T0
\biggr) \biggr] 
, (247)
where \mu and K can be a function of the temperature, and c1 and c3 are material constants.
\bfitsigma \sharp \vartriangleleft , \mu \sharp \vartriangleleft and s can be computed from Eqs. (213), (214) and (215), see Appendix B.
6. Conclusion
A thermomechanical formulation for polar continua under large deformations is derived. It is
based on the multiplicative decomposition of the deformation gradient. The proposed formula-
tion for three dimensional polar continua is simplified to three dimensional non-polar continua
and Kirchhoff-Love shells. The shell formulation is developed in a tensorial form that is suitable
for numerical implementation in both curvilinear and Cartesian coordinates. All formulations
consider anisotropic constitutive laws. The weak forms are derived for three dimensional, non-
polar continua and Kirchhoff-Love shells.
Several aspects of the linearization and discretization of the weak forms are open issues. Special
attention is needed for the temperature discretization through the thickness since it drasti-
cally changes the condition number of the problem [75]. The numerical results and condition
number of the different splitting operators should be considered and compared with a mono-
lithic approach. Analytical benchmark solutions are needed for a validation of the numerical
implementation.
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Appendix A. Strain measures
The additive decomposition of finite strain is only possible for a logarithmic strain. Otherwise
the multiplicative decomposition of the deformation gradient is needed for finite strains. The
generalized Lagrangian and Eulerian strain can be written as [165]
\bfitE (n) =
1
n
\Bigl[ \bigl( 
\bfitF \mathrm{T} \bfitF 
\bigr) n
2  - 1
\Bigr] 
=
1
n
[\bfitU n  - 1] (A.1)
26Zimmermann et al. [164] use the alternative form c3 (b\alpha \beta  - b0\alpha \beta )(A\alpha \gamma b\gamma \delta A\delta \beta  - b\alpha \beta 0 ) for the bending part of
the Helmholtz free energy .
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and
\bfite (n) =
1
n
\Bigl[ \bigl( 
\bfitF \bfitF \mathrm{T}
\bigr) n
2  - 1
\Bigr] 
=
1
n
[\bfitV n  - 1] . (A.2)
The Green-Lagrange \bfitE (2) and Almansi strain \bfite ( - 2) are
\bfitE (2) =
1
2
\bigl[ \bigl( 
\bfitF \mathrm{T} \bfitF 
\bigr)  - 1\bigr] = 1
2
\bigl[ 
\bfitU 2  - 1\bigr] (A.3)
and
\bfite ( - 2) =
1
2
\Bigl[ 
1 - \bigl( \bfitF \bfitF \mathrm{T}\bigr)  - 1\Bigr] = 1
2
\bigl[ 
1 - \bfitV  - 2\bigr] . (A.4)
The Lagrangian and Eulerian Hencky strain can be obtained for n = 0 as
\bfitE (0) = lim
n\rightarrow 0
1
n
[exp (n ln\bfitU ) - 1] = ln(\bfitU ) (A.5)
and
\bfite (0) = lim
n\rightarrow 0
1
n
[exp (n ln\bfitV ) - 1] = ln(\bfitV ) (A.6)
where L'H\^opital's rule is used. For two consecutive deformation gradients of \bfitF 1 and \bfitF 2 such
that \bfitF = \bfitF 2 \bfitF 1, \bfitE 
(n) = \bfitE 
(n)
1 +\bfitE 
(n)
2 is true only if the logarithmic strain n = 0 is used. Here,
\bfitE 
(n)
i is defined as
\bfitE 
(n)
i :=
1
n
\Bigl[ \bigl( 
\bfitF \mathrm{T}i \bfitF i
\bigr) n
2  - 1
\Bigr] 
. (A.7)
It means that the logarithmic strain can be additively decomposed for finite deformations [166].
\bfitE (n), for n \not = 0, can be written as
\bfitE (n) =
\bigl( 
\bfitF \mathrm{T}1
\bigr) n
2 \bfitE 
(n)
2 (\bfitF 1)
n
2 +\bfitE 
(n)
1 . (A.8)
A similar relation can be obtained if \bfitF 1 and \bfitF 2 are assumed to be the thermal and elastic
deformation gradients. The Green-Lagrange strain can be decomposed additively if \bfitF 1 \simeq 1.
The logarithmic strain facilitates the development of material models, but the numerical imple-
mentation is complicated [82]. A similar discussion can be provided for the decomposition of
surface strain measures. This multiplicative formulation can be generalized to thermoplasticity
as [128]
\bfitF = \bfitF \mathrm{e} \bfitF \mathrm{p} \bfitF \mathrm{T} , (A.9)
where \bfitF \mathrm{p} is the plastic deformation gradient
27.
Appendix B. Linearization of surface objects
Here, the tensorial derivatives of surface objects are obtained, so the componentwise derivatives
of Sauer and Duong [64] is avoided. Hence, the linearization can be used in a curvilinear or
Cartesian system. The derivative of J\mathrm{s} and \bfitC 
 - 1
\mathrm{s} with respect to \bfitC \mathrm{s} can be written as
\partial J\mathrm{s}
\partial \bfitC \mathrm{s}
=
\partial 
\surd 
det\bfitC \mathrm{s}
\partial \bfitC \mathrm{s}
=
J\mathrm{s}
2
\bfitC  - \mathrm{T}\mathrm{s} =
J\mathrm{s}
2
\bfitC  - 1\mathrm{s} , (B.1)
27The alternative decomposition \bfitF = \bfitF \mathrm{e} \bfitF \mathrm{T} \bfitF \mathrm{p} can also be used [167, 168]. See Wang et al. [169] for including
the phase transformation deformation gradient \bfitF \mathrm{p}\mathrm{t} as \bfitF = \bfitF \mathrm{e} \bfitF \mathrm{p}\mathrm{t} \bfitF \mathrm{T}.
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and
\partial \bfitC  - 1\mathrm{s}
\oplus \partial \bfitC \mathrm{s} =  - 
1
2
\bigl( 
\bfitC  - 1\mathrm{s} \otimes \bfitC  - 1\mathrm{s} +\bfitC  - 1\mathrm{s} \boxtimes \bfitC  - 1\mathrm{s}
\bigr) 
. (B.2)
To obtain the derivative of H, it is written as
H =
1
2
tr (\bfitb ) =
1
2
\bfitb : \bfiti =
1
2
b\alpha \beta \bfita 
\alpha \otimes \bfita \beta : a\gamma \delta \bfita \gamma \otimes \bfita \delta = 1
2
\bfitb \flat \vartriangleleft : \bfitC  - 1\mathrm{s} , (B.3)
with
\bfitb \flat \vartriangleleft = b\alpha \beta \bfitA 
\alpha \otimes \bfitA \beta . (B.4)
The derivatives of H with respect to \bfitC \mathrm{s} and \bfitb 
\flat \vartriangleleft are
\partial H
\partial \bfitC \mathrm{s}
=
1
2
\bfitb \flat \vartriangleleft \bullet \circ 
\biggl[ 
 - 1
2
\bigl( 
\bfitC  - 1\mathrm{s} \otimes \bfitC  - 1\mathrm{s} +\bfitC  - 1\mathrm{s} \boxtimes \bfitC  - 1\mathrm{s}
\bigr) \biggr] 
=  - 1
2
\bfitb \sharp \vartriangleleft , (B.5)
\partial H
\partial \bfitb \flat \vartriangleleft 
=
1
2
\bfitC  - 1\mathrm{s} , (B.6)
with
\bfitb \sharp \vartriangleleft = b\alpha \beta \bfitA \alpha \otimes \bfitA \beta = \bfitC  - 1\mathrm{s} \bfitb \flat \vartriangleleft \bfitC  - 1\mathrm{s} . (B.7)
Similarly, \kappa can be written as
\kappa = det(\bfitb ) = det
\bigl( 
b\alpha \beta \bfita 
\alpha \otimes \bfita \beta \bigr) = det \bigl( b\alpha \beta \bfitF  - \mathrm{T}\mathrm{s} \bfitA \alpha \otimes \bfitA \beta \bfitF  - 1\mathrm{s} \bigr) = det\Bigl( \bfitF  - \mathrm{T}\mathrm{s} \bfitb \flat \vartriangleleft \bfitF  - 1\mathrm{s} \Bigr) 
= det
\bigl( 
\bfitb \flat \vartriangleleft 
\bigr) 
det
\bigl( 
\bfitC  - 1\mathrm{s}
\bigr) 
,
(B.8)
and its derivatives with respect to \bfitC \mathrm{s} and \bfitb 
\flat \vartriangleleft are
\partial \kappa 
\partial \bfitC \mathrm{s}
= \kappa | \bfitC \mathrm{s} =  - \kappa \bfitC  - 1\mathrm{s} , (B.9)
\partial \kappa 
\partial \bfitb \flat \vartriangleleft 
= \kappa | \bfitb \flat \vartriangleleft = \kappa \bfitb 
\flat \vartriangleleft  - 1 . (B.10)
Finally, the derivatives of \bfitb \sharp \vartriangleleft with respect to \bfitC \mathrm{s} and \bfitb 
\flat \vartriangleleft are
\partial \bfitb \sharp \vartriangleleft 
\oplus \partial \bfitC \mathrm{s} =  - 
1
2
\Bigl( 
\bfitC  - 1\mathrm{s} \otimes \bfitb \sharp \vartriangleleft +\bfitC  - 1\mathrm{s} \boxtimes \bfitb \sharp \vartriangleleft + \bfitb \sharp \vartriangleleft \otimes \bfitC  - 1\mathrm{s} + \bfitb \sharp \vartriangleleft \boxtimes \bfitC  - 1\mathrm{s}
\Bigr) 
, (B.11)
\partial \bfitb \sharp \vartriangleleft 
\oplus \partial \bfitb \flat \vartriangleleft =
1
2
\bigl( 
\bfitC  - 1\mathrm{s} \otimes \bfitC  - 1\mathrm{s} +\bfitC  - 1\mathrm{s} \boxtimes \bfitC  - 1\mathrm{s}
\bigr) 
. (B.12)
Appendix C. Time derivatives of surfaces objects
The material time derivatives of the tangent vectors can be written as (see Bower [170, p. 657-
681], Sahu et al. [7] or Wriggers [161])
D\bfita \alpha 
Dt
=
\partial \bfitv 
\partial \xi \alpha 
=
\partial vi
\partial \xi \alpha 
+ vi
\partial \bfitg i
\partial \xi \alpha 
=
\partial vi
\partial \xi \alpha 
\bfitg i + v
i\Gamma ki\alpha \bfitg k
= w \beta \alpha \bfita \beta + w\alpha \bfitn 
= w\alpha \beta \bfita 
\beta + w\alpha \bfitn ,
(C.1)
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with
w \beta \alpha = v
\beta 
;\alpha  - v b\beta \alpha , (C.2)
w\alpha = v
\lambda b\lambda \alpha + v,\alpha , (C.3)
w\alpha \beta = w
\mu 
\alpha a\mu \beta . (C.4)
Taking the time derivative of \bfita \alpha \cdot \bfitn = 0 and \bfitn \cdot \bfitn results in
\.\bfitn \cdot \bfita \alpha =  - \.\bfita \alpha \cdot \bfitn , (C.5)
\.\bfitn \cdot \bfitn = 0 , (C.6)
where \.\bfitn \cdot \bfitn = 0 indicates that \.\bfitn has no out of plane components, so
\.\bfitn =  - \bfita \alpha \otimes \bfitn \cdot \.\bfita \alpha =  - w\alpha \bfita \alpha =  - w\alpha \bfita \alpha , (C.7)
w\alpha = w\beta a
\beta \alpha . (C.8)
The velocity gradient for the mid-surface
0
\bfitl can be written as
0
\bfitl =
\.0
\bfitF 
0
\bfitF 
 - 1
= \.\bfita \alpha \otimes \bfita \alpha +
\.\lambda 3
\lambda 3
\bfitn \otimes \bfitn + \.\bfitn \otimes \bfitn 
= w\alpha \beta \bfita 
\beta \otimes \bfita \alpha + w\alpha \bfitn \otimes \bfita \alpha + \.\bfitn \otimes \bfitn +
\.\lambda 3
\lambda 3
\bfitn \otimes \bfitn 
= w\alpha \beta \bfita 
\beta \otimes \bfita \alpha  - \bfitn \otimes \.\bfitn + \.\bfitn \otimes \bfitn +
\.\lambda 3
\lambda 3
\bfitn \otimes \bfitn .
(C.9)
Furthermore, \.a\alpha \beta and \.b\alpha \beta can be written as
\.a\alpha \beta = \.\bfita \alpha \cdot \bfita \beta + \bfita \alpha \cdot \.\bfita \beta = w\alpha \beta + w\beta \alpha , (C.10)
\.b\alpha \beta = \.\bfita \alpha ;\beta \cdot \bfitn + \bfita \alpha ;\beta \cdot \.\bfitn 
= w \gamma \alpha b\gamma \beta + w\alpha ;\beta = w\alpha \gamma b
\gamma 
\beta + w\alpha ;\beta .
(C.11)
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