Control-moment gyroscopes (CMGs) are power-efficient attitude-control actuators that produce high torques on spacecraft. In this study, a method is investigated for maneuvering robotic arm segments in a spacecraft-mounted, CMG-actuated agile imaging payload with minimal power usage. A real-time optimization method is presented that includes null motion in a closed-loop end-effector tracking problem. The proposed approach involves first establishing kinematic relationships between the end-effector attitude coordinates and joint coordinates. These transformations are used to track a two-coordinate end-effector attitude command by simultaneously controlling three joint degrees of freedom. With the redundant degree of freedom, there are multiple joint-angle solutions corresponding to a given boresight attitude command. While tracking this command, null motion is added to the commanded joint angles. The augmented joint-angle command causes a change in the body and gimbal motion that ultimately reduces power consumption. The null-angle component is determined by computing the null projection of the cost gradient with respect to the joint angles. A quadratic cost function is defined, which is the sum of the squares of power for each CMG gimbal. Simulation results demonstrate that the power consumption of the system, when measured by the integral of non-recoverable power, is reduced by up to 42% when a certain amount of null motion is included in the feedback loop.
I. Introduction P revious work 1 investigates the feasibility of using control-moment gyroscopes (CMGs) in actuating a multibody robotic system with high agility requirements, which refers to body angular rates on the order of several radians per second. A CMG consists of a constant-speed rotor and a gimbal that changes the direction of the rotor's angular-momentum vector. This change in angular momentum causes a gyroscopic constraint torque that does no work, and therefore requires no input power. In a system required to perform fast slews, CMGs are also desirable because of their ability to produce very high torque. Results from the study in Ref. 1 showed that for arbitrary slews, the output torque needed for actuating an agile system is feasible only with CMGs. In an effort to minimize power while delivering such high torques, different operations concepts were studied for their influence on the power consumption of a CMG system while it executes arbitrary pick-and-place maneuvers. 2 Simulations demonstrated that when the arm segment slews are appropriately scheduled, the power efficiency of the system is improved. This result suggests the existence of optimal body kinematics corresponding to an end-effector trajectory that minimizes the power consumption of the CMG gimbals. In this study, we seek a minimum-power solution for maneuvering this system that considers the actuation method, operations concept, and end-effector trajectory.
In this study, CMGs are used to actuate a spacecraft-mounted, agile imaging payload, whose tasks might include high-speed target tracking. However, the results apply equally well to other space robotics applications. CMGs are less commonly used in spacecraft actuation because of their singularity issues, weight, manufacturing cost, and design complexity. These design considerations are explored in Refs. 3-5. In this control problem, a camera boresight attitude vector, b, tracks a prescribed trajectory. In a redundant robotic system, there are multiple joint-kinematic solutions for a given boresight attitude command, implying that tracking can be achieved while simultaneously moving the arm segments and CMG gimbals to achieve some other goal, such as minimizing power consumption. While the boresight is tracking the commanded direction, null motion is added to the commanded joint angles in a linear feedback control law. The resulting change in the body and gimbal kinematics reduces the system's power usage. Null motion is added in the direction of maximum decrease in cost per change in joint angle, steering the system through states that minimize power at the current time. It is important to distinguish between this method and those that focus on optimal design strategies or the development of time-optimal trajectories for a planned end-effector path. This study concentrates on a method for optimal real-time control in which the future end-effector path of a robotic system is unknown.
Null-motion algorithms originated in robotics research and in studies involving CMG steering for singularity avoidance. The CMG steering problem involves determining the gimbal rates that achieve a commanded output torque while satisfying certain constraints, particularly avoiding singular configurations. Also possible are external (saturation) singularities, in which the CMGs are oriented such that they store the maximum possible angular momentum, but these configurations cannot be avoided. Existing work discusses CMG steering with methods that manage gimbal rates while minimizing output torque, thus avoiding internal singularities. [6] [7] [8] [9] [10] [11] In this literature, output torque minimization involves exploiting the null space of the Jacobian relating commanded torques to gimbal rates. This process generally involves either the computation of either a simple pseudoinverse, or a singularity-robust (SR) inverse 8, 12 if the system can exhibit internal singularities. These available methods focus on the problem of steering a redundant CMG array for three degree-of-freedom spacecraft attitude control. In this study, the CMG singularity problem is addressed by arranging the CMGs into scissored-pair configurations. We revisit the application of null-motion algorithms for the purpose of minimizing power in our multibody robotic system, rather than avoiding internal CMG singularities in the attitude control of a rigid-body spacecraft. Section II presents the overall system architecture. Section III discusses the kinematic relationships between the end-effector attitude coordinates and joint coordinates. Sections IV and V review the dynamics analysis and feedback control strategy for the proposed system that was first introduced in Ref. 1 . Section VI details the power-optimization algorithm, and Section VII presents a numerical study comparing simulations with varying amounts of null motion to a simulation in which the algorithm is not used.
II. System Concept
This study investigates a system in which a camera is mounted on the outer link of a three-link robotic arm. Each arm segment contains mirrors that reflect light from the camera through a Coudé path onto the focal plane. Since minimizing vibration induced by base reactions is an important design goal for an imaging payload, we consider a special case where the base is stationary and where the system inertia dyadic is constant in an inertial frame. Figure 1 illustrates an example of this concept. In this system containing mass-balanced bodies, the mass center of each link is located on the inner link's joint axis. Each link's mass center is stationary during body rotations, implying that the system mass center is also stationary during body rotations. These conditions eliminate reaction forces and force-induced torques on the spacecraft bus.
The three bodies in this system are interconnected with single degree-of-freedom revolute joints. The joint axis of a given body is orthogonal to that of its inboard neighbor. Each body carries a single scissored pair of CMGs.
1, 2, 13-18 A scissored pair consists of two identical single-gimbal CMGs that share a gimbal axis. The CMGs rotate with equal-magnitude gimbal angles, φ, in opposite directions. In this system, the rotor angular-momentum vectors h 1 and h 2 rotate in a plane orthogonal to the gimbal axis such that the sum of these vectors always lies along the joint axis. This configuration is shown in Fig. 2 . Scissored pairs of CMGs are used in this system because the only singular configurations that exist are saturation points, in which both rotor angular-momentum vectors are parallel to the joint axis. The net torque imparted to the body by each CMG is also parallel to the joint axis and is singular only at saturation. In addition to its simple singularity-robust arrangement, the mechanical linkage between the two gimbals can save considerable power.
14 This feature helps to motivate the choice of a scissored-pair architecture, even though it is not exploited in this study. 
III. Direct and Inverse Kinematics
Deriving the system kinematics requires the choice of a reference configuration, which is illustrated in Fig. 3 . The camera fixed to the outer link has a boresight unit vector b indicating its pointing direction.ê ij represents the basis vector along the j direction in the frame fixed to body i. Reference frames are numbered, with 0 corresponding to the inertial frame and i > 0 corresponding to the frames fixed in each arm segment from innermost to outermost. The body i -fixed coordinate system is centered at the intersection of the body i and body i − 1 joint axes. Since our objective is to design a low-jitter spacecraft with a precision optical payload, we consider only the case in which the base body, or spacecraft bus, is fixed in an inertial frame. The boresight vector is fixed in the outer arm segment so that it is not always parallel to one of the joint axes in a singular configuration. Since adjacent coordinate systems are not aligned in this reference configuration, we perform a linear transformation L on the rotation matrix R
where
is the direction-cosine matrix from body i to body i − 1 coordinates, 1 is the identity matrix in R 3×3 , θ i is the angle of body i relative to body i − 1, i a refers to the spin axis of body i expressed in body i coordinates, and i a × ∈ R 3×3 is the skew-symmetric matrix representation of a cross product involving i a. With the reference configuration defined above, the direction-cosine matrices described by Eq. (1) are used to transform all defined vectors and dyadics to inertial (0) coordinates. In body 3-fixed coordinates, the boresight direction is
The boresight attitude may also be expressed in terms of coordinates α 1 ∈ [0, π] and α 2 ∈ [0, 2π], measured fromê 03 andê 01 , respectively. These coordinates are shown in Fig. 4 . Since b ∈ R 2 , there are many joint configurations for the proposed three-link, three degree-of-freedom system that correspond to a given boresight attitude command. The goal of this study is to find the solution to the tracking problem that minimizes the power due to torquing the gimbals. 
From Eq. (3), we can find an unambiguous solution α j using the four-quadrant arctangent:
When tracking a boresight attitude command in closed loop, the controlled degrees of freedom are the relative joint angles, θ i . For a general N degree-of-freedom system consisting of N linked bodies, we require inverse kinematic solutions to the nonlinear equations
The positional inverse kinematics are ideally performed with a linear transformation from the joint angles, θ i , to attitude coordinates, α j . In this case, an analytical representation of this Jacobian is not possible because the relationship between these quantities is nonlinear. An alternative approach is to numerically solve the system of nonlinear equations formed by equating Eqs.
(2) and (3). However, searching for the roots of this system involves the use of nonlinear optimization algorithms that are not only computationally expensive for a real-time application, but are also likely to yield infeasible joint-angle solutions. A more direct approach involves using the differential relationship between the joint angles and boresight coordinates:
or more compactly,
where δα ∈ R M ×1 contains the differential boresight coordinates, and δΘ ∈ R N ×1 contains the differential joint angles. The differential position Jacobian K ∈ R M ×N relates the boresight coordinate error, δα, to joint-angle error, δθ, which is eventually included in a feedback loop. The elements of K are computed numerically by first subjecting nominal joint angles θ i,nom to small perturbations δθ i , and substituting these perturbed joint angles θ i = θ i,nom + δθ i into Eq. (2). The resulting 0 b i are used to find the perturbed coordinates, α j , with Eqs. (4) and (5). The elements of K, k ji , are therefore approximated with
where α j,nom are the nominal boresight coordinates. This approximation remains valid for steps in α j that are sufficiently small. Unlike the positional inverse kinematics problem, the velocity inverse kinematics problem has an analytical solution. The relation is given byα
whereα ∈ R M ×1 contains the boresight attitude rates,Θ contains the joint rates, and H(θ i ) ∈ R M ×N is the Jacobian relating these quantities. This transformation is analytically derived using the chain rule, where the elements of H are
Therefore, H is
where g ji are elements of G(
that relate the components of 0ḃ to the boresight attitude rates, α j , and j ji are elements of J(θ i ) ∈ R N ×N that relate the joint rates to the components of 0ḃ . Since b is a constant-length unit vector, its time rate of change iṡ
where ω i/j is the angular velocity of frame i relative to frame j. After expressingḃ in inertial coordinates, the elements of G(
The elements of J(θ i ) are
The unit-length constraint on the boresight attitude vector ensures that J(θ i ) is always singular in the boresight direction. Equivalently, b can change only in a direction perpendicular to its orientation, as stated in Eq. (14) .
IV. System Dynamics
This study optimizes power for the proposed agile imaging payload in Ref. 1. Our previous work has shown that the total torque for a system consisting of N linked bodies about the system mass center is the time derivative of the total angular momentum in an inertial frame, 0:
In Eq. (15), H i is the angular momentum of body i about the system mass center, I iC is the composite inertia dyadic about the mass center for the i th arm segment-CMG scissored pair combination, and h i is the rotor angular-momentum magnitude of either CMG in the scissored pair fixed to body i. We choose to use a reactionless system for this study because 1) minimizing base reactions is a good design goal for this telescope application, and 2) the assumption allows one to understand the effects of the optimization without considering additional complications in the dynamics. For a reactionless system, the total inertia dyadic is constant in an inertial frame and there is a frictionless contact between the payload and the base. Since an attitude-control system would fix the spacecraft in a commanded orientation, it is also reasonable to assume a stationary base in which the base's attitude kinematics do not appear in the equations of motion. This assumption also implies that a mass-balanced payload's mass center does not translate during robotic maneuvers. Finally, there are constraint torques acting between each joint, but they do no work on the system. Therefore, with purely internal torques, the total angular momentum is conserved about the mass center and Kane's method yields the equations of motion
where each generalized coordinate is the relative angular position of a body, q i = θ i , and the generalized speeds are the time derivatives of the generalized coordinatesq j =θ j . ω i is the angular velocity of body i in an inertial frame. In order to determine the effects of the optimization algorithm on power efficiency, an expression is derived for the total system energy and power. As stated in Refs. 1 and 2, the total energy is
where N is the number of arm segments in the system and S is the number of CMGs on each body. For our proposed system, N = 3 and S = 2. I i is the central inertia dyadic of the i th arm segment without the CMGs. I G ij is the central inertia dyadic of the j th CMG gimbal on body i and I R ij is the central inertia dyadic of the j th CMG rotor on body i. G ij and R ij also represent the j th gimbal-fixed frame on body i and the j th rotor-fixed frame on body i, respectively. Since the CMGs in a scissored pair are identical, Eq. (17) can be further simplified by letting I Ri1 = I Ri2 = I R and I Gi1 = I Gi2 = I G . The system mass center is stationary during slews, so there are no translational terms in Eq. (17) . The total energy depends on the pure rotation of each system component. While it may be argued that the total power can be found by evaluating the time derivative of Eq. (17), power is supplied to the system only through the gimbals. Therefore, a meaningful measure of system power is determined by considering the sum of the power required by each gimbal. The torque on each CMG about its gimbal axis is
is the time derivative in the G ij frame. This expression for τ G ij accounts for the torque due to accelerating the gimbal as well as the gyroscopic torques reacted back onto the gimbal motor by the underlying rotating system components. The power required by each gimbal is found by projecting Eq. (18) onto the gimbal angular velocity relative to 0:
As described in previous work, 1, 2 negative values of power indicate energy recovered from the motion of the connected system components. Assuming that the system is not designed to regeneratively recover energy, the total power consumption is bounded by the sum of absolute values of power computed for each gimbal. This non-recoverable power, P , is
V. Feedback Control Design
A feedback control law is derived in Ref. 1 for the full nonlinear equations of motion of an N -body system with the nonlinear terms in the feedforward portion of the control loop. For the proposed three-body system, the plant can be written in the general form
whereΘ ∈ R N ×1 contains the relative body angular accelerations andΦ ∈ R N ×1 contains the gimbal rates with the coefficient matrix X ∈ R N ×N , and F ∈ R N ×1 contains the nonlinear Coriolis and centripetal terms of the system equations of motion.
A proportional-derivative (PD) feedback control law is based on commanding gimbal rates such that the CMG equations of motion resemble a linear second-order system
Equation (22) incorporates matrices Z = diag(2ζω n ) ∈ R N ×N and W = diag(ω 2 n ) ∈ R N ×N , where Z represents generalized damping in the feedback law, and W represents generalized stiffness. ζ and ω n refer to the damping ratio and natural frequency associated with each body, respectively. Solving forΦ from Eqs. (21) and (22) leads to a feedback control law for the CMG gimbal rates:
where Θ e ∈ R N ×1 andΘ e ∈ R N ×1 contain the errors in angular position and rate, respectively. It is assumed that the controlled variables θ i ,θ i are perfectly known and measured relative to an equilibrium state defined by θ i = 0,θ i = 0. This system is controllable except in the case where the Jacobian, X, is singular, or when its determinant is zero. Thus, the system encounters a singularity when
This relationship is satisfied when any gimbal angle, φ i = nπ, n ∈ Z. This condition arises in the robotic system at the gimbal angle where any CMG scissored pair stores its maximum angular momentum. In our case, this saturation point occurs when both rotor angular-momentum vectors in a scissored pair are parallel to the joint axis. While other control laws are likely suitable, or even preferable, this simple law is used for expediency in demonstrating the power-minimization approach.
VI. Power-Optimization Algorithm
Steering of a robotic linkage is considered optimal in terms of some cost function. While minimization of the total gimbal power in Eq. (20) is the objective of this study, a gradient-descent approach is presented in this section that requires the cost function to be continuous and differentiable everywhere with respect to each joint angle. We therefore define a quadratic cost, Q, which is the sum of the squares of power for each gimbal in the system:
Care must be taken when defining a path for the boresight attitude coordinates, since the joints may encounter kinematic singularities during the slew. For the simulations in this study, a nonsingular path is generated by holding the joint rates fixed and allowing the system to move in open loop. The periodic body kinematics from this open-loop maneuver are transformed to attitude coordinates, α j , and are used as the reference attitude trajectory for the closed-loop simulation.
The initial gimbal rates are computed with the control law in Eq. (23), where the initial errors in joint angles and rates are zero. The initial body accelerations are then calculated from the gimbal angles and rates with Eq. (16) . To find the initial gimbal accelerations, the control law in Eq. (23) is differentiated and the initial errors are assumed to be zero.
The CMG gimbals are controlled such that the body kinematics are optimized for power. Specifically, the body kinematics are altered by adding a null component to the joint-angle command in the control. The cost function in Eq. (25) is also influenced by the joint rates and accelerations, but the effect on the optimization of adding null components of other kinematic variables is unknown. In the first step of the optimization algorithm, the gradient of the cost with respect to the joint angles is calculated to determine the cost sensitivity to each joint angle. The joint angles are continually adjusted by a small amount in the direction that yields the greatest decrease in cost, and this motion is projected onto the null space of K so that the boresight tracking is unaffected. The joint-angle change required to reduce the cost to zero is
where ∆ ∈ R 1×N contains the partial derivatives of Q with respect to each joint angle, and ∆ † ∈ R N ×1 is the pseudoinverse of ∆. Since rank(∆) = 1 with a single linearly independent row, the pseudoinverse formula for ∆ † is
where ∈ R is a small pseudoinverse singularity-avoidance constant. While the addition of in Eq. (27) yields only approximate pseudoinverse solutions, feasible solutions are possible in the neighborhood of singular points.
Changing the joint-angle command does not introduce a tracking error because the power-optimizing joint-angle change is projected onto a unit vector in R N ×1 that spans the null space of K, n K ∈ N (K). The null component of the joint-angle error is
The total joint-angle error when tracking the prescribed boresight attitude is therefore the sum of two parts, one given by the pseudoinverse solution of Eq. (8) and the other by the null component in Eq. (28), which is scaled by q ∈ R:
According to Eq. (27), the magnitude of ∆ † decreases with larger values of in Eq. (27). This decrease leads to smaller null projections of δΘ Q , which implies reduced null motion for power optimization; however, larger values of can provide greater robustness near singular configurations.
Unlike the joint-angle error, the joint-rate error involves only the solution to Eq. (11) with no added null motion. Also, since there is a linear transformation between the velocity coordinates, differential relationships do not need to be directly computed. The prescribed rate of change of boresight attitude,α d ∈ R M ×1 , is transformed to the desired joint rates contained inΘ d ∈ R N ×1 :
which is then used to calculated the joint-rate error in Eq. (23),Θ e =Θ d −Θ.
VII. Simulation Results
The performance of the optimization algorithm is demonstrated for a demanding large-angle slew. Table  1 lists the parameters used for these simulations. The rotor angular momentum of each CMG is based on that of the Honeywell M50 CMG, 19 but we do not account for rotor drag or losses in the gimbal motor, gear train, or drive electronics. The power reported in the simulation results reflects these omissions. In this demonstration, the proportional and derivative gains are the same for each body. It is assumed that the gimbals begin in a configuration for which the net angular momentum of each scissored pair is zero. This condition is satisfied when the rotor angular-momentum vectors are π radians with respect to each other and perpendicular to the joint axis.
3 Since the gimbal angles in this study are measured from the joint axis, the initial gimbal angles are ±π/2 radians for each scissored pair. For fixed mass properties and initial conditions of the simulated system, the damping ratio and natural frequency in Table 1 are chosen such that the gimbal angles avoid saturation at 0 rad. In other words, the system does not perform slews that are too large or too fast for its CMGs. In addition, the initial relative body angles are chosen such that the joints do not encounter kinematic singularities while moving the boresight vector through this large-angle slew.
According to Eq. (25), the cost function
Since the gimbal accelerations are needed for the cost function, the gimbal jerks are numerically integrated strictly for the sake of implementation. The gimbal jerks are calculated using proportional control of gimbal accelerations Pseudoinverse singularity-avoidance constant, 0.01
where K p1 ∈ R N ×1 is the proportional gain matrix for the gimbal-acceleration loop, ... Φ ∈ R N ×1 contains the gimbal jerks,Φ d ∈ R N ×1 contains the desired gimbal accelerations, andΦ ∈ R N ×1 contains the gimbal acceleration response. However,Φ d are in turn calculated by proportional control of the gimbal rates
where K p2 ∈ R N ×1 is the proportional gain matrix for the gimbal-rate loop,Φ d ∈ R N ×1 contains the desired gimbal rates given by Eq. (23), andΦ ∈ R N ×1 contains the gimbal-rate response. Substituting Eq. (32) into Eq. (31), we find an inner control loop for the gimbal jerks:
The control gain K 2 corresponds to gimbal damping. While not commonly used in real-world systems, gimbal-jerk actuation can be physically realized by accelerating current through the gimbal motors. In this control design, the feedback for the gimbal jerks occurs at a frequency much higher than ω n to ensure tracking accuracy for nonzero values of q. For the numerical example shown in this paper, the control gains in Eq. (33) and related parameters in Eq. (23) are listed in Table 2 . With the parameters in Tables 1 and 2 , the system is simulated for the case with no added null motion and for three different values of the null-motion gain, q. The tracking errors for α 1 and α 2 in Fig. 5 converge to zero as the system approaches open-loop behavior, while the body and gimbal kinematics that achieve this response are shown in Figs. 7-10. Figure 6 shows the null components added to the joint-angle commands that minimize the cost. The gimbal rates in Fig. 10 demonstrate that the same input can be tracked more efficiently with reduced gimbal manipulation when more null motion is added. Decreased gimbal rates directly result in less torque imparted to the arm segments. This result implies that the implementation of this null-motion algorithm can allow the system to achieve agile maneuvers that may not otherwise be possible. Figure 11 shows the power usage during the maneuver, illustrating the quadratic cost, Q, from Eq. (25), and non-recoverable power, P , from Eq. (20). The quantitative results from this comparison are summarized in Table 3 . For the chosen values of q, this comparison shows a best-case 71.3% reduction in the integral of the cost when null motion is incorporated. The energy expended, or integral of non-recoverable power, is reduced by up to 42.1% with the optimization. Each of these closed-loop maneuvers used an arbitrary, nonsingular set of initial conditions. Arbitrary initial conditions allowed the system to experience an oscillatory transient at the beginning of the maneuver before settling into the periodic motion that the open-loop system would follow. The simulation results show that the null-motion algorithm is most effective during these initial transient motions. This effect is due to the fact that large control inputs during these transients contain more null motion. When the system settles at around t = 3 s, and the control inputs become increasingly small, the optimization effects become negligible. Each figure shows the first 3.5 s to demonstrate the significant effect of the optimization during the transient motion. 
VIII. Conclusions and Future Work
This study demonstrates that the kinematics of a CMG-driven multibody robotic system can be optimized so that a minimal amount of power is used. In the case of a reactionless three-link imaging system, three joint degrees of freedom are simultaneously controlled to track a two-coordinate boresight attitude command while the bodies steer toward a power-optimal path. The optimization method includes the calculation of a cost function relating to the total gimbal power as a function of body and gimbal kinematics. The jointangle change required to reduce the cost to zero is projected onto the null vector of the differential position Jacobian. This null projection is scaled and added to the joint-angle command for power minimization. For a prescribed nonsingular maneuver, the best-case simulation results demonstrate a significant reduction of 42.1% in the integrated non-recoverable gimbal power when null motion is included in the control. For several values of the null-motion gain q, there is a clear trend toward improvement in power consumption with higher q. In addition, a decrease in gimbal rates with added null motion is shown, implying that this optimization may enable otherwise impossible motions within the capabilities of a given system. Future work may involve modifying the control law to include added null motion in the joint-rate command, along with a study of possible coupling effects between the null angles and null rates. Exploring the use of different control laws with this null-motion algorithm may also improve the system's power efficiency.
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