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Abstract: By means of an appropriate re-scaling of the metric in a Lagrangian, we are
able to reduce it to a kinetic term only. This form enables us to examine the extended
complexified solution set (complex moduli space) of field theories by finding all possible
geodesics of this metric. This new geometrical standpoint sheds light on some foundational
issues of QFT and brings to the forefront non-perturbative core aspects of field theory. In this
process, we show that different phases of the theory are topologically inequivalent, i.e., their
moduli space has distinct topologies. Moreover, the different phases are related by “duality
transformations”, which are established by the modular structure of the theory. In conclusion,
after the topological structure is elucidated, it is possible to use the Euler Characteristic in
order to topologically quantize the theory, in resonance with the content of the Atiyah-Singer
Index theorem.
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1. Introduction
Classical gauge theories are well described through differential geometry, where a gauge field
is represented by a connection on a principal fibre bundle P for which the structure group is
the symmetry group of the theory; see, for example, [1, 2, 3, 4, 5, 6, 7, 8, 9] and references
therein.
The phenomenon of symmetry breaking also has its own geometric formulation [4, 5, 6,
7, 8, 9, 10]: the reduction of the principal bundle P . To this classical picture, the question
that arises is that of how does a quantum field theory select its vacua given by the different
possible reductions of the principal bundle P . The canonical answer to this question is that
radiative corrections (beyond the tree-level approximation) cause the QFT to “jump” from
the symmetric phase to the broken-symmetric one(s) [13].
However, [13] already expresses concerns about some issues (e.g., the last paragraph on
page 1894 and its continuation on page 1895) that are more explicitly treated in [14]. For
more examples about these issues, see [15] (pages 27 and 28 discuss the asymptotic nature
of the series expansion, their maximum accuracy and issues regarding Borel summation) and
[21].
Loosely speaking, what [14] does, is to compute the Schwinger-Dyson equations (for a
given QFT) and note that these differential equations have as many solutions as its order
indicates. Moreover, the boundary conditions that determine each of these solutions yield
different possible values for the parameters of the theory (mass, coupling constants, etc).
Thus, each one of these solutions has its own series expansion (which may or may not be
equivalent to the perturbative series) and particular behavior.
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The analysis of the boundary conditions of the Schwinger-Dyson equation being responsi-
ble for the different solutions of the theory, done in [14], is more in the spirit of the self-adjoint
extension of the associated Hamiltonian, as done in [22, 23]. Although it may not seem so
at first, [14] is equivalent to a latticized approach to QFT and, as such, requires 2 types of
infinite limits in order to give rise to its continuum version: the thermodynamic (number of
particles in the box) and the volume (size of the box) limit. These limits do not commute
and fiddling with them (as done in [14]) is analogous to resumming the perturbative series
(as done in [13]).
The present work has the goal of developing a geometrical method that brings to the
foreground these issues of vacuum structure in QFT, its multitude of solutions, i.e., its moduli
space and the relation between phase structure and the the topology of the moduli space
(different solutions are topologically inequivalent). The fact that different configuration spaces
for distinct solutions of the equation of motion of a given Lagrangian have different topologies
shows that expansions must be performed separately for each solution of a theory, i.e., each
phase has to be regarded and treated as a separate theory.
In this sense, this work streamlines how the parameters of a theory (mass, coupling con-
stants, etc) determine the topology of the vacuum manifold (moduli space) which, combined
with the picture presented in [14], gives a prescription of how to examine the solution space
of a field theory: The boundary conditions of the Schwinger-Dyson equations determine the
parameters of the theory which, in turn, determine its topology.
In the more modern language of Higgs Bundles (and their associated moduli spaces,
[9]), what we are doing is to use an appropriate rescaling of the metric in such a way as to
identify its geodesics with the solutions of the [local] system in question. In this way, different
geodesics characterizes distinct elements of the moduli space, each one with its own topology,
which is determined by the allowed ranges for the values of the parameters of the theory.
Thus, different phases of the theory are shown to have different topologies, which brings the
subject of topological transitions under a novel light, where they are represented by phase
transitions.
This work is a vast extension of what was done in [20], therefore we decided to start
anew. The organization of this work is as follows: in section 2 we develop the basic tools
and apply them to the classical case; in section 3 we move to quantum field theory and
show several of the properties that have been mentioned above, treating explicitly the λφ4
example; in section 4 we use this technique in gauge theories, revealing the extra structures
these theories have, using the Landau-Ginzburg and Seiberg-Witten models. We conclude
with some remarks about future work.
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2. Classical Field Theory and the Jacobi Metric
A typical action for a scalar field has the form,
S[φ] =
∫
K(pi, pi) − Vτ (φ) dnx ;
K(pi, pi) =
1
2
g(pi, pi) =
1
2
gµ ν pi
µ piν .
where K is the kinetic quadratic form (bilinear and, in case pi ∈ C, hermitian; defining the
inner product g) and Vτ is the potential, where the index τ collectively denotes coupling
constants, mass terms, etc.
We want to reparameterize our field using the arc-length parameterization such that
g˜(p˜i, p˜i) = g˜µ ν p˜i
µ p˜iν = 1, where g˜ is the new metric and p˜iµ is the momentum field redefined in
terms of this new parameterization (assuming Vτ (φ) contains no derivative couplings). That
is, we want to scale our coordinate system in order to obtain a conformal transformation of
the metric that normalizes our momentum field.
In fact, there are three possible normalizations, depending on the nature of p˜i:
g˜(p˜i, p˜i) =


1, spacelike;
0, lightlike;
−1, timelike.
However, this will not concern us here, once our main focus will be to find the geodesics
of g˜. Therefore, we have a clear distinction among the three foliations of Lorentzian spaces:
g˜(p˜i, p˜i) > 0 represents the spacelike-leaf and contains only non-physical objects — after the
arc-length reparameterization we will have g˜(p˜i, p˜i) = 1;
g˜(p˜i, p˜i) = 0 clearly singular, representing the null-leaf where there is no concept of distance,
given that all objects here are massless;
g˜(p˜i, p˜i) < 0 represents the timelike-leaf and contains the physical objects — after the arc-
length reparameterization we will have g˜(p˜i, p˜i) = −1.
In order to find the arc-length parameterization, we will borrow an idea from classical
mechanics called Jacobi’s metric [25]. In the Newtonian setting, Jacobi’s metric gives an
intrinsic geometry for the configuration space (resp. phase space), where dynamical orbits
become geodesics, i.e., it maps every Hamiltonian flow into a geodesic one; therefore, solving
the equations of motion implies finding the geodesics of Jacobi’s metric and vice-versa. This
can be done for any closed non-dissipative system (with total energy E), regardless of the
number of degrees of freedom.
Before we proceed any further, let us take a look at a couple of simple examples in order
to motivate our coming definition of Jacobi’s metric.
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Harmonic Oscillator Let us consider a model similar to the harmonic oscillator (in (1+0)-
dimensions): without further considerations, we simply allow for the analytic continuation
of the frequency: µ = +ω2 or µ = −ω2. Its Lagrangian is given by L = 12 q˙2 ∓ µ2 q2, where
µ > 0, from which we conclude that for a fixed E such that E = 12 (q˙
2 ± µ q2), we have
q˙ = dqdt =
√
2 (E ∓ µ2 q2) .
So, in the spirit of what was said above, we want to find a reparameterization of the time
coordinate in order to have the normalization q˙ = 1, where the dot represents a derivative
with respect to this new time variable.
Thus,
dq
dt
=
dq
ds
ds
dt
=
√
2
(
E ∓ µ
2
q2
)
;
if
ds
dt
=
√
2
(
E ∓ µ
2
q2
)
⇒ dq
ds
≡ 1 ;
∴ ds =
√
2
(
E ∓ µ
2
q2
)
dt ;
⇒ g˜E = 2
(
E ∓ µ
2
q2
)
g .
As expected, the new metric, g˜E, is a conformal transformation of the original one, g;
and under this new metric, our original Lagrangian is simply written as,
L(q, q˙) =
1
2
q˙2 ∓ µ
2
q2 ;
=
1
2
gi j q˙
i q˙j ∓ µ
2
q2 ;
=
1
2
g(q˙, q˙)∓ µ
2
q2 ;
∴ L(q, q˙) = g˜E(q˙, q˙) .
Now, as we said above [25], the Euler-Lagrange equations for this conformally transformed
Lagrangian are simply the geodesics of the metric g˜E . The task of finding the geodesics γ(s)
of the g˜E metric can be more easily accomplished with the help of the normalization condition,
g˜E
(dγ
ds ,
dγ
ds
)
= 1, and the initial condition γ(s = 0) = 0, given that, in this fashion, we only
need to solve a first order differential equation:
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g˜E
(
dγ
ds
,
dγ
ds
)
= 1 ;
⇒ 2
(
E ∓ µ
2
γ2
)
g
(
dγ
ds
,
dγ
ds
)
= 1 ;
∴ γ′(s) =
dγ
ds
=
√
1
2
(
E ∓ µ2 γ2
) ;
with the initial condition: γ(0) = 0 .
Here we should note that solving for g˜E(γ
′, γ′) = 1 (spacelike-leaf) is analogous to solving
g˜E(γ
′, γ′) = −1 (timelike-leaf), once the two cases are symmetrical about the origin.
Analytically solving the equation above yields 2 possible answers, depending on the par-
ticular form of the potential (µ > 0 in both cases):
1. V+ = +µ γ2/2: For the case of a positive pre-factor, we get that γ
√
µ (2E − µ γ2) +
2E arcsin
(
γ
√
µ/2E
)− 2 s√µ = 0; and
2. V− = −µ γ2/2: For the case of a negative pre-factor, we find that γ
√
µ (2E + µ γ2) +
2E arcsinh
(
γ
√
µ/2E
)− 2 s√µ = 0.
It is clear from the expression for V+ that γ2 6 2E/µ, i.e., the length of the [classical]
geodesic is bounded; this does not happen with V−.
These geodesics, γ±, clearly depend on the parameters E and µ; therefore, in order to
plot γ(s), we have to make 2 distinct choices: E/µ = 1 (left plot) and E/µ = −1 (right plot).
The last plot comparatively depicts both geodesics.
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Figure 1: The top-left-corner plot shows the geodesic for E/µ = 1, while the top-right-corner one depicts it
for E/µ = −1. The bottom-center plot superimposes both of them.
This “harmonic oscillator” model already portrays the features that we want to identify
in forthcoming applications of this technique: changing the values of the parameters of the po-
tential we can identify 2 distinct types of geodesics which will be related to different solutions
on the coming examples.
Note, however, that in general the parameters will not be able to vary freely: they will
belong to some specified set; and they will be related to each other, i.e., we will be able to find
a function of the parameters that constrains their behavior — this will establish “dualities”
among the parameters of a given theory, as will be shown below.
Cubic Potential For completeness sakes, let us try another example, that of a cubic po-
tential given by: L = 12 g(q˙, q˙) + q
3/3. It’s Jacobi Metric is given by g˜E = 2 (E + q
3/3) g and
the equation we need to solve in order to find the geodesics, γ(s), of this metric is,
g˜E(γ
′, γ′) = 2 (E + q3/3) g(γ′, γ′) = 1 ;
2 (E + q3/3)
(
γ′(s)
)2
= 1 ;
with the initial condition: γ(0) = 0 .
Once again, we should note that solving for g˜E(γ
′, γ′) = −1 (timelike-leaf) is analogous
to what is being done above: the graphs are reflected with respect to each other.
This example is slightly different from the previous one for the following reason: before,
it was the relative values of E and µ that determined our two solutions, i.e., one for E/µ > 0
and one for E/µ < 0. Now, this cubic theory has no free parameters in its potential, therefore
the geodesics are labeled by the arbitrary parameter E.
Just as before, the metric will be [artificially] degenerate when E = V (γ), which tells us
that γ > (−3E)1/3: when E > 0 the geodesic is allowed to have any length, but when E < 0
the geodesic vanishes for some time, after which it starts to grow.
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This is very interesting because it essentially says that there is a “lag time” before this
solution comes alive: this leaf is non-existent for some “proper time” and then it springs into
being quite abruptly.
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Figure 2: The top-left-corner plot shows the geodesic for E = 1, while the top-right-corner one depicts it for
E = −1. The bottom-center plot superimposes both of them.
Now that we are done with our examples, we are ready to find the generalization of
Jacobi’s metric to the field theoretical setting can be accomplished via the definition of the
following conformally transformed metric:
L =
1
2
g(pi, pi) − Vτ (φ) ;
≡ g˜τE(p˜i, p˜i) ;
where,
g˜τE = 2
(
E − Vτ (φ)
)
g ; (2.1)
and E (an arbitrary parameter) is the total energy of the system.
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3. Applications in Quantum Field Theory
We will use the approach in terms of Feynman Path Integrals in order to make things more
straightforward. However, we could as well talk in terms of the phase space of a given QFT
and its vacuum manifold, i.e., its moduli space.
Starting from the partition function, we have the following (~ = 1):
Z[J ] = N
w
ei S[φ]+i
R
J(x)φ(x) ddx
Dφ ;
= N
w
ei
R
g˜τ
E
(p˜i,p˜i)+J(x)φ(x) ddx
Dφ ;
where N is a normalization constant such that Z[J = 0] = 1, and we have already written the
Action in terms of Jacobi’s metric.
Now, let us expand the partition function above in terms of its classical part and its
quantum fluctuations, i.e., φ = φcl + δφ, and the classical Action is given by Scl = S[φcl] =∫
M
g˜τE(p˜icl, p˜icl), where M is the particular region of spacetime where the integration is per-
formed and pi = dφ — for this calculation we are assuming the fluctuations vanish at the
boundary, δφ|∂M = 0. Thus, we have that,
Z =
w
exp
{
i S[φcl + δφ]
}
Dφ ;
=
w
exp
{
i
∫
M
g˜τE(p˜icl, p˜icl) + g˜
τ
E(δp˜i, δp˜i)
}
Dφ ; (3.1)
= ei Scl Fτ [∂M ] ; (3.2)
where,
Fτ [∂M ] =
w
ei S[δφ]D(δφ) =
w
ei
R
M
g˜τ
E
(δp˜i,δp˜i)
D(δφ) ≈ 1√
det
(−D2τ) ; (3.3)
where Fτ [∂M ] is the [quantum] fluctuation part of the partition function, the index τ denoting
collectively the parameters of the potential (mass, coupling constants, etc), and D2τ = ∇µ∇µ
is the Laplace-Beltrami operator constructed from the covariant derivative (∇µ) associated
to the Levi-Civita connection of g˜τE . There are two important things to note from (3.3): the
fluctuation term can only depend on the parameters of the potential and on the boundary
∂M , i.e., surface terms (that we assumed vanishing); and its structure is analogous to that of
the classical part, in that g˜τE is the same on both.
However, the above presumes that there is only one solution to the theory in question.
But, the method we are developing is exactly to use Jacobi’s metric in order to find and
classify all of the solutions of the theory given, i.e., we want to be able to use this tool to
study the moduli space of the problem at hand. Therefore, we need to generalize the situation
above for the case of many solutions, which is not a difficult task:
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Z =
N∏
ν=1
ei S
ν
cl F ντ [∂M ] ; (3.4)
≈
N∏
ν=1
ei S
ν
cl√
det
(−D2τ) ; (3.5)
where ν counts the number of different solutions (i.e., the number of critical points of S[φ],
including its multiplicity) denoted by φν
cl
, and Sν
cl
= S[φν
cl
]. Note that, in order to find all
of the possible critical points of S[φ], we need to take into account its τ -dependence, and in
doing so we are implicitly assuming that τ ∈ C, ensuring we are able to find them all.
There are two major observations to be done at this point:
1. There are two kinds of discontinuities present in the above construction, [16]: first,
critical points φν
cl
can coalesce, which happens in the complexified catastrophe set in
parameter space; second, critical values ℑ(i S[φν
cl
]) = Sν
cl
can coalesce, which happens on
the Stokes set in parameter space and corresponds to the appearance or disappearance of
a subdominant exponential in a “non-local bifurcation”. These correspond, respectively,
to realizing that the partition function is to be taken over complex fields (rather than
real ones, as is customary), where the contour of integration (rendering the partition
function finite, [14]) will ultimately determine the parameter space (these are the Lee-
Yang zeros of our theory); and the coalescing of Sν
cl
represents the Stokes phenomena
of our theory. Both of these will determine the phase structure of our problem (see
[14]). Note that it is the contour of integration that connects both of these, once the
appropriately chosen range of φ will render ei S[φ] convergent.
2. The asymptotic behavior of the partition function depends only on the critical points
of S, i.e., on φν
cl
. Thus, when S[φ] (resp. V [φ]) is a Morse function, i.e, smooth with no
degenerate critical points, we can use Morse’s lemma to show that the critical points are
isolated, keeping in mind that the number of isolated points is a topological invariant.
(It is worth noting this can be generalized in the thermodynamical limit via the Morse-
Palais lemma, just as we can relax the condition of non-degeneracy of the critical points
via Morse-Bott theory.) Using this, it can be shown that φ-space (resp. Phase Space)
is a CW-complex with a ν-cell for each critical point of index ν: the fluctuation term
contains the Maslov-Morse index (in g˜τE by means of its dependence on Vτ [φ]) that
accounts for the discretization of Path Space and corrects for the thermodynamic limit
of the particular solution in question, i.e., every time the denominator in (3.5) vanishes,
F ντ [∂M ] passes a singularity in such a way as to ensure the proper phase; the phase factor
that arises in this way is nothing but ei α ν , where α is some angle and ν counts the
number of zeros (with multiplicity) encountered along the particular path in question
— it is called the Maslov-Morse index.
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Now, we are ready to employ this machinery in order to draw several important conclu-
sions. Here are them:
1. The partition function, seen as a function of the parameters of the potential, Z = Z[τ ] =
Z[mass, coupling constants], is a meromorphic function: it is holomorphic on a subset
of C except for the set of isolated points given by the values of the parameters along
Stokes’ lines (resp. critical lines of phase transition). We have to keep in mind that the
parameter space had to be complexified in order to yield all possible solutions to the
theory given; another way to think about this is in terms of the contours that render
the partition function finite: changing these contours (looking for all possible ones that
make the partition function converge) will affect the allowed values for the parameters,
i.e., these contours ultimately determine the parameter space, as done in [14] (see also
[19]).
2. Under the [full] elliptic modular group, Γ = SL(2,Z) =
{(
a b
c d
) | a = 1, b = 0, c = 0, d =
1
}
(see [17]), the partition function is a modular function, i.e., for any M ∈ Γ we have
that Z[M τ ] = Z[τ ], where M τ = a τ+bc τ+d . (For a fuller appreciation of the importance of
this fact, see, e.g., [18].)
3. The Action, written in terms of Jacobi’s metric, S[φ] =
∫
M
g˜E(p˜i, p˜i), can be thought
of as the Morse-theoretic Energy functional, E[γ] =
∫
g(γ′, γ′), for the path γ, where
γ′ = dγ/ds. Therefore, we can readily say that all of the critical points of S[φ] are given
by minimal [Lagrangian] manifolds, and, just like E′′, S′′ = δ2S/δφ(x)δφ(y) is a well
defined symmetric bilinear functional. This implies that S′′ = 0 if, and only if, p˜i is a
Jacobi field, which, in turn, implies that p˜i|∂M = 0. Therefore, using the split of the
partition function (3.4) in terms of a classical part and its quantum fluctuations, we see
that the vacuum manifold (moduli space) of the quantum theory is given by its classical
minimal Lagrangian manifold with the quantum corrections being given by extensions
of it via Jacobi fields. That is, the classical minimal manifold is extended via the gluing
of the quantum fluctuation manifold obtained as a solution to the equations of motion
coming from Sfl =
∫
M
g˜τE(δp˜i, δp˜i). Thus, the quantum corrections are handles attached
to the classical solution, without changing the classical topology.
4. Continuing the reasoning above, it is not difficult to see that a phase transition will
happen when the quantum corrections (in terms of handle attachments) actually do
change the topology of the particular solution in question. In fact, if Vτ [φ] crosses a
critical point of index ν, the handle to be attached is a ν-cell (i.e., a ν-simplex) —
the connection with what has been said before should be straightforward. Analogously,
we can say the following: let ΣEτ = V
−1
τ [E] = {φ | Vτ [φ] = E}, i.e., ΣEτ is the set of
all field configurations which have the same potential energy — this manifold is the
configuration space (resp. moduli space), an equipotential surface. Thus, the family of
equipotentials {ΣEτ }E∈R foliates the configuration space (moduli space) in such a way
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that if ΣEτ is C
∞-diffeomorphic to ΣE¯τ (for two different values of the energy, E and E¯)
then there is no phase transition. Conversely, a phase transition will be characterized by
the existence of a certain critical value Ec such that {ΣEτ }E<Ec is not C∞-diffeomorphic
to {ΣE¯τ¯ }E¯>Ec (note that, upon a phase transition, the parameters of the potential change
from τ to τ¯). Further, the topological difference between these two leaves is a ν-cell,
where ν is the index of the critical point Ec. Loosely speaking, it can be said that the
origin of phase transitions is this change in topology. Therefore, different phases of the
theory are topologically inequivalent.
5. Finally, let us note that all of these conclusions we have drawn so far have one last
implication, a topological constraint: the Euler Characteristic, χ, computed from g˜E
gives the quantization rules [for the energy]. Therefore, our theory can be topologically
quantized; in fact, each topologically inequivalent leaf {ΣEτ } has its own χEτ and, thus,
its own quantization rules.
With all of these facts in hand, let us see what is the framework they imply: given a
theory, L = g(pi, pi) + Vτ [φ], we can readily construct its Jacobi metric, g˜τE = 2 (E − Vτ ) g:
from this, we can do two things, either compute the geodesics of g˜τE and classify their Jacobi
fields in terms of τ , or calculate its Euler Characteristics, χEτ , and find the quantization
rules (bearing in mind that they will vary with τ). The different geodesics (corresponding
to different Jacobi fields) will label diffeomorphically equivalent foliations {ΣEτ }, while the
order of the zeros of F ντ [∂M ] will correspond to the ν-cells associated with a particular phase
transition — furthermore, they will be responsible for the Lee-Yang zeros and the Stokes
phenomena of the theory. In turn, this gives the partition function a meromorphic and a
modular character when seen with respect to τ .
All of this was possible because we extended the parameter space, allowing τ to be
complex. This is completely analogous to complexifying the solution space (moduli space) of
the theory given, a fact which is made clear in [14] (and employed in lattice calculations in
[19]).
Lastly, using τ , it will be possible to construct “dualities” between different phases. How-
ever, in general, these dualities will be non-trivial combinations of the parameters of the
theory (as opposed to what we found in the simple examples above, where E/µ 7→ −E/µ or
E 7→ −E did the job).
3.1 The λφ4 Potential
This theory is defined for scalar-valued fields, φ, by the Lagrangian L = 12
(
g(pi, pi) − µφ2 −
λ
2 φ
4
)
, i.e., the potential is given by V (φ) = 12
(
µφ2+ λ2 φ
4
)
; which is invariant by Z2-reflection:
φ 7→ −φ.
The Jacobi metric for this theory is given by g˜τE = 2
(
E − µ2 φ2 − λ4 φ4
)
g. And solving
the normalization condition g˜τE(γ
′, γ′) = 1 — where γ(s) is the geodesic we want to compute
and γ′ = dγds , where s is the arc-length parameter — should give us the geodesic structure of
the vacuum manifold (resp. moduli space):
– 11 –
g˜τE(γ
′, γ′) = 1 ;
2
(
E − µ2 γ2 − λ4 γ4
)
(γ′)2 = 1 ; (3.6)√
E − µ2 γ2 − λ4 γ4 dγ = 12 ds .
The full picture presents itself upon a more detailed analysis of
∫ √
E − µ γ2/2− λ γ4/4 dγ,
which is the [elliptic] integral that needs to be solved in order to find γ(s). Therefore,
it is useful to consider the polynomial P (γ) = (γ2 − r1) (γ2 − r2), where (−λ/4)P (γ) =
E − µ γ2/2 − λ γ4/4 and r1,2 = −
(
µ ±
√
4E λ+ µ2
)
/λ. It is the discriminant of this poly-
nomial P (γ) that will, ultimately, determine the different solutions of the theory: ∆ =
(r1 − r2)2 = λE + µ2/4 ⋚ 0.
As mentioned above, the “dualities” between different phases involves non-trivial combi-
nations of the parameters of the theory. In this case, the dualities are given by the possible
values of the discriminant above: ∆ > 0, ∆ = 0 or ∆ < 0.
The two inequalities, ∆ > 0 and ∆ < 0, are related by the reflection of the τ parameter
of this theory, where τ = µ2/λ, i.e., by the analytic continuation of the mass parameter such
that µ2 7→ −µ2, which implies that τ 7→ −τ — note that this can be obtained by a modular
transformation, M τ = a τ+bc τ+d = −τ , such that b = 0 = c, d = 1 and a = −1; further, the
analytic continuation of µ is such that µ 7→ ±i µ, or more generically as µ 7→ e±i pi ν/2 µ, for
odd ν (this is related to the Stokes phenomena discussed previously, where ν selects a certain
Riemann sheet for this analytic continuation, which depends on the Maslov-Morse index ν)
—; meanwhile, the case ∆ = 0 has to be computed separately, once it establishes a fixed value
τ = −4E — note that when ∆ = 0 the resultant of P (γ) and its derivative, P ′(γ), also
vanishes, this resultant being given by Res(P,P ′) = −λ4 ∆, which says that P and P ′ have a
common root (which happens when τ = µ
2
λ = −4E).
This whole framework is potentially a very interesting result, once discriminants are
closely related and contain information about ramifications (“branching out” or “branches
coming together”) in Number Theory. As we just saw, these ramifications are related to
the topological structure of each solution, where the Maslov-Morse index, ν, selects the ap-
propriate Riemann sheet (for the analytic continuation) and the topology of the problem
(determined by the attachment of a ν-cell). Therefore, this duality relating the two different
solutions, for τ and −τ , is given by a [particular] modular transformation of τ (resp. analytic
continuation of µ), which turns out to be a measure of the ramifications of the problem.
The analytical answers for the geodesic γ(s) are found to be given by the following implicit
equations:
∆ = 0 , Res(P,P ′) = 0 :
1
3
γ3 +
µ
λ
γ + s = 0 ; (3.7)
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∆ > 0 , Res(P,P ′) < 0 :
3 s+ γ
√
(γ2 − r1) (γ2 − r2) + 2 r1√r2 F
(
γ√
r1
;
√
r1
r2
)
−
− 2
3
µ
λ
√
r2
[
F
(
γ√
r1
;
√
r1
r2
)
− E
(
γ√
r1
;
√
r1
r2
)]
= 0 ;
(3.8)
∆ < 0 , Res(P,P ′) > 0 :
3 s+ γ
√
(γ2 − r1) (γ2 − r2) + 2 r1√r2 F
(
γ√
r1
;
√
r1
r2
)
−
− 2
3
µ
λ
√
r2
[
F
(
γ√
r1
;
√
r1
r2
)
− E
(
γ√
r1
;
√
r1
r2
)]
= 0 .
(3.9)
Note that, in the equations above, F (z; k) is the incomplete elliptic integral of the first
kind, while E(z; k) is the incomplete elliptic integral of the second kind. Moreover, r1,2 are
defined (as shown above) as the solutions to the polynomial equation P (γ) = 0: r1,2 =
−(µ ±√µ2 + 4λE )/λ. On top of this, although (3.8) and (3.9) have the same form, they
will yield distinct solutions, once the relation given by ∆ = λE +µ2/4 will either be positive
or negative, which, in turn, affects the outcome of r1,2 — as already discussed above for
τ 7→ −τ .
The graphical results are shown below, where Eλ = 1, γ(0) = 0 and ∆, respectively,
assumes positive (∆ > 0), null (∆ = 0) and negative (∆ < 0) values:
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λ φ4: E/λ = 1; gE = (E + µ γ2 + λ γ4/2) g
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 0  0.2  0.4  0.6  0.8  1  1.2  1.4  1.6
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)
s
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γ(s
)
s
λ φ4: E/λ = 1; gE = (E + µ γ2 + λ γ4/2) g
Figure 3: The top-left-corner plot shows the geodesic for E/λ = 1 and ∆ > 0, while the top-right-corner one
depicts it for E/λ = 1 and ∆ = 0. The bottom-center plot shows E/λ = 1 and ∆ < 0.
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We can clearly see that, for positive ∆ (leftmost graph), we have a smooth geodesic γ(s)
representing the symmetric phase. Then, when ∆ vanishes (middle graph), there is a clear
change which delimits the 2 different phases of the theory. Moreover, when ∆ is negative
(rightmost graph), we have the third [broken-symmetric] phase of the theory (which has a
finite geodesic).
4. Gauge Theory Examples
Now, we will consider examples of theories with gauge symmetry (rather than the discrete Z2-
symmetry of above). As seen in (3.6), taking γ 7→ −γ did not change the geodesic structure,
i.e., the procedure was covariant (resp. equivariant). This should come as no surprise, once
the potential, Vτ (φ), is an equivariant function of the fields and the spacetime (base manifold)
metric does not depend on the gauge symmetry involved either.
As mentioned before in section 3, we have assumed thus far that the quantum fluctuations
vanish at the boundary, δφ|∂M = 0. This, in turn, implies that the Jacobi fields p˜i will satisfy
p˜i|∂M = 0. While the fields considered have no internal structure (i.e., gauge symmetry), this
is a fairly straightforward constraint, in the sense that its solution is trivial (albeit labeled by
τ). However, when gauge symmetry is present, there may be non-trivial solutions to these
constraints. This is the phenomenon of spontaneous symmetry breaking.
Therefore, following the discussion done in section 3, the following may happen: the
quantum corrections, which are handles attached to the classical solution, may now be able
to change the topology of the classical solution. So, when a symmetry is reduced from G→ H
(where H is a subgroup of G; see, e.g., [4, 5, 6, 7, 8, 10]), we start with a Jacobi field which
satisfies p˜iG|∂M = 0 and end up with a Jacobi field who only has H as symmetry, which implies
that p˜iH |∂M = 0 — this means that the initial degrees-of-freedom that combined (respecting
the G symmetry) to yield the [initial] constraint p˜iG|∂M = 0, are not all available now, such
that only part of the original symmetry is still respected, yielding p˜iH |∂M = 0 (the remaining
degrees-of-freedom having recombined in non-trivial ways); thus, we end up with a source (or
sink) of Jacobi fields that only have H as symmetry.
In this sense, the Atiyah-Singer Index Theorem can be used to measure this variation
(i.e., to measure the inequivalent representations of the algebra of observables):
1. If all of the quantum corrections preserve the topology of the classical solution, the
topological index does not change, which implies that the analytical index of the dif-
ferential operator in question also does not change, which, in turn, leaves the vacuum
state unchanged.
2. On the other hand, if the quantum fluctuations change the topology of the classical so-
lution (as described above), the topological index will change (following the attachment
of the appropriate ν-cell), implying that the analytical index changes as well, which
means that the vacuum state changes.
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From a different viewpoint, the question can be posed in the following way: Given a
certain symmetry breaking connection, how can the topology of the moduli space of the
associated Higgs Bundle be studied?
There are some studies in this direction, but no general answers: this is because these
types of characterizations are highly model-dependent, i.e., they depend on the particular
properties of the connection chosen for the Higgs Bundle in question. For instance, following
the discussion above, if the boundary ∂M is non-existent (i.e., M is compact), then p˜i|∂M = 0
is trivialy satisfied; however, if M has, e.g., punctures (i.e., a finite set of points omitted),
then the connection in question will have a certain ramification structure and the constraint
p˜i|∂M = 0 will have non-trivial solutions (see, e.g., [31], and references therein); therefore, the
boundary conditions (in the sense of [14, 19]) on the Jacobi fields ultimately determine the
structure of the connection (i.e., gauge field).
The examples below are twofold: the first one (Landau-Ginzburg Functional, subsection
4.1) serves the purpose of showing the equivariance of the method discussed in this work,
once the connection (which is u(1)-valued) does not undergo symmetry breaking; while the
second one (Seiberg-Witten Functional, subsection 4.2) can be understood as defined for pairs
(A,φ), where A is a Hermitian connection (compatible with the holomorphic estructure on
the bundle in question) and φ is a section (of the bundle at hand) — in this sense, one can
consider the space of solutions to Hitchin’s equations (i.e., the moduli space of the associated
Higgs Bundle) given by,
FA + [φ, φ
∗] = 0 ; (4.1)
d′′Aφ = 0 ; (4.2)
where FA is the curvature of A and d′′Aφ is the anti-holomorphic part of the covariant derivative
of φ (compare these with equations (4.11) and (4.12)). In this sense, the different solutions
found via (4.13) are a direct statement about the topology of the moduli space of the Higgs
Bundle under study.
4.1 The Landau-Ginzburg Functional
To start off, let us consider the case where the base manifold is a compact Riemann surface
Σ equipped with a conformal metric and the vector bundle is a Hermitian line bundle L (i.e.,
with fiber C and a Hermitian metric 〈·, ·〉 on the fibers).
The Landau-Ginzburg functional is defined for a section ϕ and a unitary connection
DA = d+A of L as (σ ∈ R is a real scalar),
L(ϕ,A) =
∫
Σ
|FA|2 + |DA ϕ|2 + 1
4
(
σ − |ϕ|2)2 .
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Thus, its Euler-Lagrange equations [of motion] are given by:
D∗ADA ϕ =
1
2
(
σ − |ϕ|2)ϕ ;
D∗A FA = −Re〈DA ϕ,ϕ〉 ;
where, D∗A is the dual of DA, i.e., D
∗
A = −∗ DA ∗ = −∗ (d+A) ∗. Note that the equation for
FA (the second one above) is linear in A. Since DA is a unitary connection, A is a u(1)-valued
1-form. This Lie algebra (of the group U(1)) will sometimes be identified with iR — in other
words, our A corresponds to −iA in the standard physics literature (where A is real-valued).
Before we go any further, some notational remarks are in order. We decompose the
space of 1-forms, Ω1, on Σ as Ω1 = Ω1,0 ⊕ Ω0,1, with Ω1,0 spanned by 1-forms of the type
dz and Ω0,1 by 1-forms of the type dz¯. Here z = x + i y is a local conformal parameter
on Σ and z¯ = x − i y. Therefore, dz = dx + i dy, dz¯ = dx − i dy, ∂z = 12 (∂x − i ∂y) and
∂z¯ =
1
2 (∂x + i ∂y). Furthermore, if ∂x and ∂y are an orthonormal basis of the tangent space
of Σ at a given point, we have that 〈dz, dz〉 = 2, 〈dz¯, dz¯〉 = 2 and 〈dz, dz¯〉 = 0. Given that
the decomposition Ω1 = Ω1,0 ⊕ Ω0,1 is orthogonal, we may also decompose DA accordingly:
DA = ∂A + ∂¯A, where ∂Aϕ ∈ Ω1,0(L) and ∂¯Aϕ ∈ Ω0,1(L) for all sections ϕ of L (holomorphic,
∂¯A f(z, z¯) = 0⇔ f(z, z¯) = f(z), and anti-holomorphic, ∂Af(z, z¯) = 0⇔ f(z, z¯) = f(z¯), parts;
i.e., the space of 1-forms and the space of connections is decomposable into a direct sum of
its holomorphic and anti-holomorphic parts: ∂A = ∂ + A1,0 and ∂¯A = ∂¯ + A0,1; while the
exterior derivative is given by d = ∂ + ∂¯). As expected, we have that ∂A ∂A = 0 = ∂¯A ∂¯A and
FA = −
(
∂A ∂¯A + ∂¯A ∂A
)
.
It is not difficult to show [29] that:
L(ϕ,A) =
∫
Σ
|FA|2 + |DA ϕ|2 + 1
4
(
σ − |ϕ|2)2 ;
= 2pi deg(L) +
∫
Σ
2
∣∣∂¯A ϕ∣∣2 + (∗(−i FA)− 1
2
(
σ − |ϕ|2))2 ;
where deg(L) = c1(L) =
i
2pi
tr(FA) ;
i.e., the degree of the line bundle is given by the 1st Chern class.
Therefore, a very useful consequence from the above is that if deg(L) > 0 the lowest
possible value for L(ϕ,A) is realized if ϕ and A satisfy
∂¯A ϕ = 0 ; (4.3)
∗(i FA) = 1
2
(
σ − |ϕ|2) . (4.4)
These equations are just the expression of the self-duality of the Landau-Ginzburg func-
tional. If deg(L) < 0, then these equations cannot have any solution, thus one has to con-
sider the self-duality equations arising from the Landau-Ginzburg functional where the term
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+2pi deg(L) is substituted by −2pi deg(L). Therefore, without loss of generality, we shall
assume deg(L) > 0. A necessary condition for the solvability of (4.4) is that,
2pi deg(L) =
∫
i FA =
1
2
∫
Σ
(
σ − |ϕ|2) 6 σ
2
Area(Σ) ;
∴ σ >
4pi deg(L)
Area(Σ)
; (4.5)
and the equality only occurs if, and only if, ϕ ≡ 0.
The following result is useful when studying the solutions of the above functionals [29]:
Let Σ be a compact Riemann surface with a conformal metric and L as before. For any
solution of (4.3), we have that |ϕ| 6 σ on Σ. That is, this maximum principle states that
the amplitude of the field cannot exceed the height of the potential (see the first plot below).
Let us now construct the Jacobi metric for this potential and find its possible geodesics:
g˜E = 2
(
E − Vσ(γ)
)
g ;
= 2
(
E +
1
4
(
σ − |γ|2)2) g .
In a complete analogy to what was previously done, we consider the P (γ) = E − V (γ)
polynomial. However, in order to make this analysis clearer, let us, in fact, use a slightly
different polynomial given by P ′(γ) = 4
(
P (γ)−E). It is straightforward to see that P ′(γ) =(|γ|2 − σ) (|γ|2 − σ), which means that σ is the only root of P ′(γ), with double multiplicity
(the two roots coalesce into one).
This situation implies that the discriminant of P ′(γ) vanishes, i.e., ∆ = 0, and the
different phases of the theory are labelled by σ = 0 and σ > 0.
The plots below have, respectively, the following values for σ: 0.0, 3.0, 5.0, 7.0, 11.0 and
31.0. As they show, when σ = 0 we have c1(L) = deg(L) = i2pi tr(FA) = 0 and its geodesic
has a clear character which is quite different otherwise:
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Figure 4: The plots above show the clear distinction between the σ = 0 solution and the σ > 0 ones; the
first plot, on the upper left corner, has σ = 0, while the other ones have differing positive values for σ.
As a last remark on this model, note it can be thought as defined by a pair (A,ϕ),
where A is a unitary connection compatible with the holomorphic structure of the bundle
in question, and ϕ is a [global] section of this bundle. In this sense, Hitchin’s self-duality
equations become,
∂¯Aϕ = 0 ; (4.6)
FA + [ϕ,ϕ
∗] = 0 . (4.7)
Compare these with (4.3) and (4.4).
In this sense, the solutions found above are a direct statement about the topology of the
Higgs Bundle in question.
4.2 The Seiberg-Witten Functional
In this case, the base manifold, M , is a compact, oriented, 4-dimensional Riemannian manifold
endowed with a spinc structure, i.e., a spinc manifold. The determinant line of this spinc
structure will be denoted by L and the Dirac operator determined by a unitary connection A
on L will be denoted by DA. Recalling the half spin bundle S± defined by the spinc structure,
we see that DA maps sections of S± into sections of S∓ [26, 27, 28, 29].
In this fashion the Seiberg-Witten functional for a unitary connection A on L and a
section ϕ of S+ is given by,
SW [ϕ,A] =
∫
M
|∇Aϕ|2 + |F+A |2 +
R
4
|ϕ|2 + 1
8
|ϕ|4 ; (4.8)
where ∇A is the spinc connection induced by A and the Levi-Civita connection of M , F+A is
the self-dual part of the curvature of A and R is the scalar curvature of M . Its Euler-Lagrange
equations are given by,
∇∗A∇A ϕ = −
(
R
4
+
1
4
|ϕ|2
)
ϕ ; (4.9)
d∗ F+A = −Re〈∇A ϕ,ϕ〉 . (4.10)
Using a spin frame, it is not difficult [29] to show that the Seiberg-Witten functional can
be written in the following form:
SW [ϕ,A] =
∫
M
|DAϕ|2 +
∣∣∣∣F+A − 14 〈ej · ek · ϕ,ϕ〉 ej ∧ ek
∣∣∣∣
2
;
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where ej are 1-forms dual to the tangent vectors ej , ej(ek) = δ
j
k; j, k = 1, . . . , 4. As a corollary
of the above, the lowest possible value of the Seiberg-Witten functional is achieved if ϕ and
A are solutions of the Seiberg-Witten equations:
DAϕ = 0 ; (4.11)
F+A =
1
4
〈ej · ek · ϕ,ϕ〉 ej ∧ ek . (4.12)
Thus, self-duality is at work yet again: the absolute minima of the Seiberg-Witten func-
tional satisfy not only the second order equations (4.9) and (4.10), but also the first order
Seiberg-Witten equations (4.11) and (4.12).
Although our discussion of the Seiberg-Witten functional, so far, has mirrored our discus-
sion of the Landau-Ginzburg one, the parameter σ on the latter has had no analogue in the
former. This can be accomplished with the introduction of a 2-form µ and the consideration
of the perturbed functional,
SWµ[ϕ,A] =
∫
M
|DAϕ|2 +
∣∣∣∣F+A − 14 〈ej · ek · ϕ,ϕ〉 ej ∧ ek + µ
∣∣∣∣
2
;
=
∫
M
|∇Aϕ|2 + |F+A |2 +
R
4
|ϕ|2 +
∣∣∣∣µ− 14 〈ej · ek · ϕ,ϕ〉 ej ∧ ek
∣∣∣∣
2
+ 2 〈F+A , µ〉 .
Their corresponding first order equations of motion are,
DAϕ = 0
F+A =
1
4
〈ej · ek · ϕ,ϕ〉 ej ∧ ek − µ .
If we assume that µ is closed and self-dual, then we see that 〈FA, µ〉 = 〈F+A , µ〉, once
〈F−A , µ〉 = 0 due to the orthogonality between anti-self-dual and self-dual forms. Thus, given
that FA represents the first Chern class c1(L) of the line bundle L, and we assumed µ to be
closed (hence it represents a cohomology class [µ]), the integral∫
M
〈FA, µ〉 ,
does not depend on the connection A, thus representing a topological invariant, denoted by(
c1(L) ∧ [µ]
)
[M ].
Just as before, we also have a maximum principle: For any solution ϕ of (4.9) — in
particular, for any solution of (4.11) — on a compact 4-dimensional Riemannian manifold,
we have that,
max
M
|ϕ|2 6 max
x∈M
(−R(x), 0) .
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As a direct consequence of this, if the compact, oriented, Riemannian Spinc manifold M
has nonnegative scalar curvature, the only possible solution of the Seiberg-Witten equations
is,
ϕ ≡ 0 ; F+A ≡ 0 .
The Jacobi metric for this Seiberg-Witten model is given by
g˜E = 2
(
E +
R
4
|γ|2 + 1
8
|γ|4
)
g ; (4.13)
for a geodesic γ; and, just like before, although P (γ) = E − V (γ) = E + R |γ|2/4 + |γ|4/8,
let us consider P ′(γ) = 8
(
P (γ) − E) = (|γ|2 − 0) (|γ|2 + 2R). It is then clear that when
R = 0 the discriminant vanishes (∆ = 0) and the 2 roots merge into 1, what constitutes one
of the phases of the theory. When R 6= 0, the discriminant is either ∆ > 0 (R > 0) or ∆ < 0
(R < 0), which accounts for the other 2 phases of the theory.
The plots below were obtained with the choice of E = 1.0 and R respectively equal to
0.0, 3.0, 7.0, −3.0, −5.0, −7.0.
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Figure 5: The plot in the upper left corner depicts the solution for R = 0, while the plots in the upper center
and upper right corner show solutions for R > 0. The plots in the lower row picture the solutions for R < 0.
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5. Conclusions
Using a conformal transformation that amounts to finding the arc-length reparameterization
of the given problem, we were able to construct a new metric, called Jacobi metric, such that
its geodesic equation is equivalent to the original equations of motion.
Then, we separated the given problem into its classical part and quantum fluctuations and,
by realizing that the action written in terms of the Jacobi metric is the so-called “energy”
in Morse Theory (resp. Morse-Bott theory), we see can reinterpret this as a “topological
expansion”, in the sense that the quantum fluctuations are handles attached to the classical
solution.
Further, when these handles change the original (classical) topology, via the gluing of an
appropriate ν-cell, there is a phase transition, in the sense that we move from one solution
[of our QFT] to another. This can be measured via the use of an Index Theorem: once it
relates the analytical index of the differential operator in question with the topological index
of the manifold under study, we clearly see that if the topological index changes (because of a
certain handle attachment), the analytical index must change as well; which means that the
zero modes, the solutions of the equations of motion, have to change.
Therefore, by studying the geodesics obtained from the Jacobi metric with respect to its
parameters, we can compute the topological index (via generalizations of the Gauss-Bonnet
theorem, using the Jacobi metric we derived before) and thus compute the zero-mode solutions
with respect to the different values of the parameters. In this way, we are able to classify all
possible solutions to the QFT in question, keeping in mind that the quantum corrections are
given by handle attachments that may or may not (depending on the values of the parameters)
change the topology of the classical solutions.
To this picture, we add Lee-Yang zeros and Stokes phenomena, in order to obtain a more
robust view of what is at stake: the Lee-Yang zeros accumulate along Stokes lines and pinch
the parameter space, creating different regions of “allowed values” for the parameters of the
theory (mass, coupling constants, etc). This represents different sectors of theory, different
phases of the theory. And we showed that these are topologically inequivalent.
In this fashion, the partition function is meromorphic, once it is singular along the Stokes’
lines. However, it has various degress of modular symmetry, depending on the particulars of
the theory in question. And, in this sense, different sectors of the theory are related to each
other [by an appropriate modular transformation].
In turn, this implies that different solutions of the theory are related to each other, a fact
that we dubbed “duality”. Ultimately, these dualities are determined by the actual values
of the parameters (and how they compose in order to create the modular symmetry in ques-
tion), which are determined by the boundary conditions of the Schwinger-Dyson equations
(as explained earlier).
Future work will focus on D-modules and dimensional construction of 0-dimensional
theories (which can be completely solved). We also intend to generalize the cubic potential
showed earlier to matrix- and Lie-algebra-valued fields [32], analytically solving the its 0-
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dimensional counterpart and dimensionally constructing it (via D-modules): it seems plausible
that such an extension might be related to current developments in three-dimensional gravity,
[18].
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