ABSTRACT Community structures are integral and independent parts in a network. Community detection plays an important role in social networks for understanding the structure and predicting user behaviors. Many algorithms have been devised for accurate and efficient community detecting, but there are few community detection algorithms using node similarity. In most real-world networks, nodes tend to create tightly knit groups characterized by a relatively high density of ties. The higher the clustering coefficient of a node, the more aggregative the neighboring nodes are. In this paper, we propose an adjacent node similarity optimization combination connectivity algorithm (ASOCCA) for accurate community detection. ASOCCA utilizes the local similarity measure based on clustering coefficient to identify the closest neighbors of each node, then obtains several sets of connected components by combining different pairs of nodes, and finally forms initial communities. In addition, the community merging strategy is applied to further optimize the community structure. To evaluate the performance of the proposed algorithm, six real-world networks and two LFR networks with diverse network size are used to compare ASOCCA with five state-of-the-art community detection algorithms. The experimental results show that ASOCCA achieves better detection accuracy than several existing algorithms.
I. INTRODUCTION
The popularity of social networks such as Facebook, Twitter, and Weibo have produced tremendous network data and how to analyze these complex-structured data and derive useful information becomes a hot research topic [1] . Mining the community structure in social networks can help us analyze the topology and functions of the network in order to understand, control and predict the social network [2] . For instance, the discovery of community structure in social network has great importance for public opinion monitoring, and has been widely used in identifying terrorist organizations [3] , detecting financial crimes [4] , early warning of sensitive information and emergency analysis applications. The study of community structure in social network can support accurate advertising and marketing decisions in commercial
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applications [5] . In summary, exploring the relationship between different communities is useful for understanding the topology of social networks, and has important theoretical and practical applications for functional analysis and behavior prediction of social networks.
In social networks, nodes have local aggregation phenomena and their degree distribution follows the power law characteristics, and the community structure has such features: nodes within the community are closely related; while nodes between the communities are relatively sparsely connected [6] . Therefore, efficiently finding the best and most reasonable community structure is the main purpose of community detection (division or discovery).
During the past decades, scholars have established lots of classical community detection algorithms [7] - [30] , which can be divided into two main categories: graph-based segmentation algorithm and hierarchical clustering algo-rithms. Early community division can be considered as a simple segmentation of graphs. Among them, Kernighan-Lin algorithm [7] and spectral bisection method [8] are two well-known graph segmentation algorithms. Kernighan-Lin algorithm performs segmentation of the graph by using a bisection algorithm, minimizing the number of edges between the two subnets by exchanging nodes of the subnet. However, the number of communities must be pre-defined. Spectral bisection method divides the considered network into two parts according to the feature vector corresponding to the second small eigenvalue of the Laplacian matrix. Hierarchical clustering algorithms include split hierarchical clustering and aggregated hierarchical clustering. GN algorithm [9] is a classic algorithm based on splitting the graph. The basic idea is to remove repeatedly the largest mediate from the network until the community structure is clear. It has good accuracy of community division, but its time complexity is extremely high, i.e. O m 2 n . Therefore, GN algorithm is only suitable for small-scale networks. FastGreedy algorithm [10] and CNM algorithm [11] are two typical aggregation algorithms. FastGreedy algorithm uses community merging strategy to maximize the value of modularity quickly. CNM algorithm takes full advantage of the heap data structure to calculate and update the modularity of the network, which decreases the calculation complexity. Thus, it is suitable for large-scale networks. CNM algorithm has been successfully applied to investigate the link relationship of web pages in Amazon's online bookstore, with a node size of 400,000. Since community division is an NP-hard problem, which has no exact solution when encountering a relatively large network [12] , lots of algorithms aim at obtaining near optimal results in most cases.
Nodes in the same community usually have similar attributes and characteristics. From the perspective of structural similarity, the study of community division has received increasing attention from scholars, and many effective and powerful approaches have been developed [13] - [23] . These algorithms firstly compute similarity, either between the nodes or edges of a network, and then utilize a variety of aggregation strategies to detect communities. Based on local similarity and degree clustering information (BLI) algorithm [16] employs Jaccard local similarity index and degree clustering information to divide communities. Walktrap algorithm [17] , [18] derives similarity based on random-walks between nodes and then performs hierarchical aggregation to detect communities. Label Propagation Algorithm (LPA) [19] also uses local similarity, which is based on the concept of information diffusion in networks. Initially, LPA assigns a unique label to each node and checks the neighbors of each node. Then it iteratively performs remarking until each node has the same label as most of its neighbors. LPA is efficient and fast, but its disadvantage is that the iteration is unstable and the accuracy is not guaranteed. In addition, Pan et al. [20] proposed an algorithm which iteratively assign the nodes with the largest similarity to the existing communities to form a new community.
In this paper, based on the similarity of adjacent nodes, we propose a novel community detection algorithm named Adjacent node Similarity Optimization Combination Connectivity Algorithm (abbreviated as ASOCCA), which focuses on the non-overlapping community detection for undirected and unweighted network. The algorithm divides the nodes with high similarity into the communities, then merges the scattered communities with fewer nodes into the more intimate communities, and finally adaptively optimizes the final community partitioning results by increasing the degree of modularity. Compared with other algorithms, ASOCCA is more effective and can obtain more accurate community division. The experiment shows that the similarity index used is better and the proposed merger strategy is more reasonable.
The following sections are organized as follows. Section II describes the basic concepts. In Section III, the process of ASOCCA is illustrated in detail through an example and the pseudo code of ASOCCA is presented. In Section IV, by selecting six real-world networks and two LFR networks of diverse network size, ASOCCA is compared with five classical community detection algorithms. Section V presents the comparison of different similarity indexes and different merging strategies in ASOCCA. Finally, some conclusions and discussions are given in Section VI.
II. RELATED WORK
For an undirected and unweighted network G = (V , E), V and E are the set of nodes and edges, respectively. 
A. LOCAL CLUSTERING COEFFICIENT
Clustering coefficient [31] is a measure to describe the degree of clustering between nodes in a network. In social networks, clustering factors measure the closeness of connections between friends. To be specific, it is the degree of connections between neighbors of a node. The local clustering coefficient for undirected graphs can be defined as, 
B. LOCAL SIMILARITY INDEX
In social networks, local similarity is a measure to reflect the similarity between nodes. The degree of closeness between nodes is acquired according to the similarity, which can better VOLUME 7, 2019 reflect correlation between nodes. Lü and Zhou [32] summarized popular link prediction algorithms and reviewed the existing local similarity indicators, including Salton index, Jaccard Index, Sørensen Index, Resource Allocation (RA) index and so on, which are shown in Table 1 . In most real-world networks, nodes tend to create tightly knit groups characterized by a relatively high density of ties. The higher the clustering coefficient of a node, the more aggregative the neighboring nodes are. Scholars have conducted extensive research on the analysis and application of clustering coefficients. Wu et al. [33] and Kumar et al. [34] proposed two link prediction methods based on clustering coefficients. Li et al. [35] identified and ranked influential spreaders by combining a local-degree sum and the clustering coefficient. Wang et al. [36] investigated the effect of the network structure measured by the clustering coefficient on the performance of spreading dynamics. Motivated by these works, in our algorithm we use a measure for similarity between nodes based on the local clustering coefficients. The local similarity is given as follows:
where CC t is the local clustering coefficient of v t , and v t is the common neighbor of node v i and v j . This similarity measures cumulant of aggregation degree of common neighbors of two nodes. The accumulative value is determined by two aspects: one is the number of common neighbors, and the other is the clustering coefficient of each common neighbor. The greater the number of common neighbors, the closer the relationship between the two nodes. A common neighbor is a bridge between two nodes. The higher the clustering coefficient of a common neighbor, the more important the bridge is. Therefore, these two factors are positively correlated with the intimacy of the two nodes. It should be emphasized that ASOCCA only takes the similarity between adjacent nodes into account and mainly considers the neighbors with the highest similarity among all neighbors of v i . The most similar node of v i is given by, j = arg max
in section V below, the similarity index based on clustering coefficient will be compared with four classic similarity indexes listed in Table 1 . 
C. MODULARITY Q
In most cases, the true division of a given network is unknown, but there are still some ways to quantify or judge the level of community being detected. Modularity Q is such an important evaluation criterion. It is used as an objective function for a variety of community detection methods. A higher value of Q indicates stronger community structure. The concept of modularity Q was firstly proposed and improved by Newman and Girvan [37] and Newman [38] , [39] , calculated as follows:
where i, j represents the index of any two nodes in a network. The adjacency matrix of the network is denoted as A. If there is no edge between v i and v j , then A ij = 0, otherwise A ij = 1. δ ij indicates whether v i and v j are in the same community. If they are in the same community, then δ ij = 1, otherwise δ ij = 0. The closer the value of Q approaches 1, the higher the quality of the partition algorithm is.
III. ASOCCA-COMMUNITY DETECTION ALGORITHM
In this section, an overview of the ASOCCA's framework is first shown in Fig. 1 . For simplicity, we demonstrate the proposed ASOCCA on a simple network in details. This example network is undirected, unweighted, composed of 11 nodes and 16 edges, as shown in Fig. 2 .
A. GENERATION OF CONNECTED COMPONENTS
According to Eq. (1), the clustering coefficient of each node in Fig.2 is computed and listed in Table 2 . Using Eq. (2) and the results in Table 2 , one can calculate the similarity of any pair of nodes in the network. The local similarity of adjacent nodes is calculated and shown in Table 3 . The similarity adjacency list is diagonally symmetric.
Then according to Eq. (3), the highest similarity neighbors for each node are obtained. In Table 3 , the highest similarity of each node is marked in blue and bold format. For example, sim (0, 4) = 0.6667 and sim (0, 8) = 0.6667, which means v 4 and v 8 are the most similar neighbor to v 0 . Therefore, the two nodes pairs (0, 4) and (0, 8) are added to the list of neighbor nodes with the highest similarity. In this way, the algorithm searches the most similar neighbor node pair of each node, and insert the pair into the list, as shown in Fig. 3(a) .
If a node has more than one neighbor node with the highest similarity, the algorithm uses combination to generate all possible pair sets. Therefore, the number of pair sets is equal to the product of the number of the highest similar neighbors of each node. For the case given in Fig. 3(a) , there will be 48 pair sets using combinations. Among them, several combinations of pair sets are shown in Fig. 3(b, c, d , e, f).
Starting from combination 1, a fixed set of connected components can be generated for all nodes. For example, from combination 1 in Fig. 3(b) , we get a set of connected components, as shown in Fig. 3(g) , in which each connected component is a non-overlapping community. The community structure is C 1 = {0, 1, 4} , C 2 = {2, 10}, C 3 = {3, 5, 6, 7, 8, 9}, as shown in Fig. 4(a) .
In the similar manner, the algorithm generates separately the corresponding sets of connected components for other combinations in Fig. 3 (c)∼Fig. 3(f). Each set of connected components represents a community structure. Then the repeated community structure retains only one. For largescale networks, to avoid excessive number of combinations and reduce computations, we limit the maximum number of combinations to 100.
B. MERGING OF SMALL COMMUNITIES
Once the initial division results in hand, some small communities could be merged by using proper strategy to make the community structure more reasonable and achieve a better modularity Q. A proper merging threshold λ should be set such that small communities with fewer nodes than the threshold λ will be merged into other communities.
We propose a merging strategy as follows: first, selecting the node with the largest clustering coefficient in the small community; second, comparing the degrees of its neighbors that are not in the small community; third, selecting the community where the neighboring node with the highest degree is located; finally, merging the small community into the selected community. Now we use the division result of Fig. 3(b) to illustrate the merging process. If we take the threshold λ = 3, the community that need to be merged is only C 2 = {2, 10}. The clustering coefficients of nodes 2 and 10 are compared according to Table 1 . In this example, v 2 is selected. Then the algorithm traverses all neighbors of v 2 that are outside the community C 2 , and the neighbors with the highest degree are selected. In this example, v 9 is selected, which indicates that community C 2 should be merged into community C 3 . The community structure after merging is C 1 = {0, 1, 4}, C 2 = {2, 3, 5, 6, 7, 8, 9,10}, as shown in Fig. 4(b) .
It is worth noting that determining an optimal merging threshold λ is critical because inappropriate values of λ will result in unreasonable community structure. In this example, if λ is set to 2, community structure is shown in Fig. 4(a) , which is the same as the basic community structure, i.e., the initial division result. In comparison, if λ is set to 3, community structure is shown in Fig. 4(b) . Obviously, Fig. 4(a) is better than the partitioning results of Fig. 4(b) . This intuitive experience is also verified by calculating the values of modularity Q.
The appropriate threshold λ is set to perform the operation of merging the small community for each set of connected components (i.e., a community structure) extracted from Fig.3(c), (d) , (e), respectively. Then the value of Q is calculated separately on each community structure after merging, and the community structure corresponding to the highest Q is the final detection result.
C. THE WORKING FLOW OF THE ASOCCA ALGORITHM
ASOCCA is designed to solve the community detection problem. The pseudo-code of ASOCCA is presented in Algorithm 1 and the notations are described in Table 4 .
As shown in Algorithm 1, ASOCCA first calculates the clustering coefficient of each node to generate a clustering coefficient list CC_list (lines 1∼4). Then the algorithm traverses the neighboring nodes of each node and finds the local similarity of adjacent nodes to generate a similarity list Sim_list (lines 5∼7). Third, the algorithm generates a highest similarity neighbor node pair list Max_neighbors_li-st(lines 8∼11). Fourth, the algorithm uses mathematical combinations to generate all valid n pairs sets, and take the first 100 groups. For each combination, a fixed set of connected components are extracted. It is a basic community structure, in which each connected component is a community (lines 12∼17). Because there are multiple sets of connected components, the algorithm eliminates duplicate connected component group, and completes the basic community structure list (lines 18∼19). Fifth, the algorithm traverses each group of community structure, merges small communities with merging strategy and threshold λ, calculates and compares the Q value and returns the final community structure (lines 20∼31).
ASOCCA have three key parts. The first part is to compute the clustering coefficient and similarity. The second is to extract the community structure through connected components. The third is to deal with the small communities. In the first part it takes O (mn) operations to traverse all edges and adjacent nodes. The second part time is no more than O (100) because the combination only retains 100 sets of connected component groups. The third time of merging community and compute modularity Q is O (100λ) . In summary, the time complexity of the algorithm can be considered not to exceed O (mn).
GN requires a time O m 2 n [9] . FastGreedy has time complexity O ((m + n) n) [10] . CNM is O n 3 logn in the worst case, but in most cases at O nlog 2 n [11] . Walktrap has time complexity O mn 2 in the worst case and O n 2 logn in most cases [17] . The time required of LP is very close to linear time, approximate to O (m) O (m + n) [19] . The time consumption of ASOCCA is higher than the LP algorithm and lower than the GN and FastGreedy algorithms. However, compared with the CNM and Walktrap algorithms, it is determined according to the sparseness of the network.
IV. EXPERIMENTS AND RESULT ANALYSIS
ASOCCA was implemented in Python 2.7 running on a system with an Intel Core i5 processor and 24.00 GB RAM. Python libraries NetworkX-2.1, Igraph-0.7.1, and Snap-4.0.0-4.0 were used in experiments. For visualization of networks, we use Gephi-0.9.2 and the matplotlib in Python.
A. DATASETS
To evaluate the performance of ASOCCA, we choose six real-world social networks, including two networks (Facebook and Amazon network) from the Stanford University (http:/snap.stanford.edu/data/index.html) and four networks from the Newman's website (http://www-personal. umich.edu/∼mejn/netdata/). In addition, two synthetic networks based on Lancichinetti-Fortunato-Radicchi (LFR) benchmarks [40] , [41] are also used in experiments. The size of these networks ranges from tens to hundreds of thousands, involving small, medium and large-scale networks. The basic topological properties of each network are shown in Table 5 . A brief description of these networks is as follows.
Karate [42] : It is a famous social network constructed by observing an American university karate club. The nodes represent members of the club and edges represent friendships between members. It has a known community structure that one is the instructor and the other is the club president.
Dolphins [43] : It is a Dolphin social network in which the nodes represent dolphins and the edges indicate frequent contact between dolphins. Lusseau et al. used to observe 62 dolphins in New Zealand Channel for 7 years.
Pol books [44] : It is a network of books about US politics published around the time of the 2004 presidential election and sold by the online bookseller Amazon.com. Edges between books represent frequent co-purchasing of books by the same buyers.
Facebook [45] : The network is a user-to-user friendship network. This online social network data was collected from surveying participants using the Facebook app.
Internet: It is a symmetrized snapshot of the structure of the Internet at the level of autonomous systems.
Amazon: It is a collected network by crawling Amazon. If product i is often purchased with product j, the map contains undirected edges from i to j.
LFR benchmarks: It is an artificial network dataset that account for the heterogeneity in the distributions of node 
B. EVALUATION METRICS
Two widely used metrics for community detection algorithms are Modularity Q and Normalized Mutual Information (NMI) [46] . Modularity Q given in Section II is used to evaluate the modularity of partitions, while NMI is used to evaluate the similarity between partition results and real partitions.
The NMI metric [47] is to measure the similarity between two vectors from the perspective of information theory. It objectively assesses the accuracy of community division versus standard division. If the true division result of a network is known in advance, then NMI can be used to measure the degree of coincidence between partition results and real partitions. The value range of NMI is [0, 1]. A larger NMI value means that the algorithm partitioning result is closer to the true division result. For two different division results A and B, the NMI is defined as follows:
where C is a confusion matrix. The element C ij in the matrix indicates the number of nodes that both belongs to the community i in the A division and communities j in the B division. C A (C B ) is the number of communities in A(B) division, C i· (C ·j ) is the sum of elements in matrix C. The larger the NMI value is, the more similar the divisions A and B are. If the value of NMI is equal to 1, then two divisions A and B are same. 
C. RESULTS AND ANALYSIS
In the experiments, we compare ASOCCA with five popular algorithms including GN [9] , FastGreedy [10] , CNM [11] , Walktrap [17] , and LPA [19] from widely used community detection libraries NetworkX (Ver. 2.1), Igraph (Ver. 0.7.1) and Snap (Ver. 4.0.0-4.0) in Python. Table 6 presents a preliminary performance comparison of these algorithms in terms of detected communities and the corresponding modularity Q. VOLUME 7, 2019 FIGURE 7. The community structure of Polbook network detected by ASOCCA.
1) MODULARITY METRICS ANALYSIS OF SMALL AND MEDIUM REAL NETWORKS
For karate club network, ASOCCA obtains two unique connected component sets: set1 = { (24, 25, 26, 27, 15, 21, 23, 33, 32, 31, 16, 28, 29, 34, 19, 30, 9) , (11, 10, 13, 12, 20, 14, 22, 18, 1, 2, 3, 4, 5, 6, 7, 8, 17) } set2 = { (24, 10, 25, 26, 27, 15, 21, 23, 33, 32, 31, 16, 28, 29, 34, 19, 30, 9) , (11,13,12,20,14,22,18,1,2,3,4,5,6,7,8,17 )} The merging threshold λ is set from 2 to 10. If there is no small connected component, it is not necessary to merge small communities. The result with the highest Q value is set1, as shown in Fig. 5(a) . The Q value and number of communities are 0.371794871795 and 2, respectively. Compared with Zachary's real community structure (shown in Fig.5(b) ), the only difference is node 10. It indicates that ASOCCA performs well with respect to the accuracy of community division.
It is worth noting that set2 is the same as the real community structure, but its Q value is not the highest, so it was abandoned. This shows that the real community structure is not absolutely the highest degree of modularity, and it is affected by many factors. Fig. 6 shows the community detection result of the dolphin network obtained at a merging threshold λ of 4.
Different node colors are used to represent different communities and blue name tag identifies each dolphin. There are four communities and the Q value is 0.514002610656.
The community detection result of the political book network, as shown in Fig. 7 , is obtained when we take the merging threshold λ = 3. It is clearly seen that the members within a community (collection) are closely related and the relationship between the community (collection) is alienated. There are totally five communities and the Q value is 0.51484977967.
2) MODULARITY METRICS ANALYSIS OF LARGE NETWORKS
ASOCCA can also be applied to large-scale networks. Here we take the Internet network and Amazon network as examples, and the performance of ASOCCA is compared with the LPA. The reason we choose the LPA is that LPA has short execution time, low complexity and good classification effect, and is especially suitable for community detection of large-scale networks. The disadvantage of LPA is that the detected results are not robust due to the randomness involved in the algorithm. The modularity Q and the number of detected communities are shown in Table 7 . ASOCCA outperforms LPA on the Amazon network while LPA achieves higher Q value than ASOCCA on the Internet network.
For large-scale networks, the maximum number of combinations of node pairs with the highest similarity has to be set. Although the setting may not find the globally optimal community structure, it helps us to find feasible solution, which is especially important for large-scale networks. With several experiments, we set the number of combinations of node pairs to 100. We find that this number is large enough to find stable detection. With the number larger than 100, the result does not change much.
We further discuss the effect of the merging threshold λ on community detection, and the results for the Amazon network is shown in Fig. 8 . With the growing of the merging threshold λ, the number of communities decreases and modularity Q increases gradually. This indicates that small communities can be reasonably merged into other larger communities to reach a higher modularity Q. Therefore, the merging strategy proposed in this work can make the community structure more accurate and reasonable.
3) NMI METRICS ANALYSIS OF NETWORKS WITH GROUND-TRUTH COMMUNITIES
Further, the performance of ASOCCA is evaluated on wellknown networks for which ground-truth community structure is previously known.
For well-known networks with ground-truth community structures, NMI shows the matching degree between the ground-truth community structure and the result with the algorithm. An NMI value of 1 means fully match. We compare the NMI of ASOCCA with other four algorithms, i.e., CNM [11] , Walktrap [17] , LPA [19] , and GN [9] on three well-known networks: Karate, Dolphins, and Polbooks. The results are shown in Table 8 and Fig. 9 . ASOCCA is superior to most algorithms and basically achieves the highest NMI value for all networks. Therefore, ASOCCA can better reflect the real division to some extent.
ASOCCA is also tested on synthetic networks based on LFR benchmark. The LFR network generation program provides a set of parameters to control the topology of the generated network. In the experiments, we use two groups of LFR networks whose numbers of nodes are 1000 and 2000, respectively. The range of the mixing parameters µ is from 0.1 to 0.8 with an interval of 0.1. We set the maximum degree, as dmax = 50, the average degree, as davg = 20, the maximum community size, as cmax = 50, the minimum community size, as cmin = 10. The exponents of the powerlaw distribution are set as τ 1 = 1 and τ 2 = 2, respectively. The NMI of community structure detected by ASOCCA and other two algorithms i.e., CNM, LPA is compared as shown in Fig. 10 .
As shown in Fig. 10 , ASOCCA always achieves the highest NMI value among the three algorithms. With small µ, ASOCCA shows obviously better performance than CNM and LPA. With the increase of µ, ASOCCA and CNM present stable performance with gradual decrease of NMI value, while LPA shows unstable performance with abrupt decrease of NMI value. From the comparison of Fig. 10(a) and Fig. 10(b) , it shows that with the increase of network size, ASOCCA shows a similar decrease trend of with µ. This indicates that ASOCCA is stable in dense networks and not affected by the number of nodes and the size of the community. The superior performance is attributed to the local information based local similarity and the merging strategy proposed in this paper.
It can also be observed from Fig. 10 that the performance of all three algorithms decreases considerably as the value of µ increases. when µ > 0 .4, the NMI obtained by ASOCCA drops rapidly. The reason is that when the value of the mixing parameter µ is larger, the topological structure of the LFR synthetic network becomes more complex and confused. As a result, the less cleared network structure leads to inaccurate local information, therefore reduces the qualities of detected communities.
V. STABILITY AND SENSITIVITY ANALYSIS OF CRUCIAL STEPS A. COMPARISON OF DIFFERENT SIMILARITY INDEXES IN ASOCCA
The definition of similarity measure is fundamental to the performance of ASOCCA. We conduct lots of experiments to compare five similarity indicators. In ASOCCA, we replace the similarity with Salton (Cosine), Sørensen, Jaccard and RA to obtain different community division results, and compare the modularity of each group of results. We take Karate network, Dolphins network and Political books network as examples to compare the different community structures obtained with different similarity measures in ASOCCA. The results shown in Table 9 indicate that the community detection results using the similarity index based on clustering coefficients have the highest modularity.
B. COMPARISION OF DIFFERENT MERGING STRATEGIES IN ASOCCA
The merging process in ASOCCA plays a fundamental role in community detection. Therefore, the choice of the source node in small community and its neighbors outside of the small community is important. To systematically analyze the merging process, we consider different combinations of degree and clustering coefficient between the source node v i and the neighboring node v j . The merging strategy that we use the CC max to select v i in the small community and the k max to select v j outside the community is adopted because that we compare this merging strategy with other combinations, and the proposed merging strategy shows better performance in all the experiments, as shown in Table 10 . The experiments indicate that the strategy is better and more reasonable.
VI. CONCLUSION
Community detection has always been a hot research topic of social networks. Community structure plays an important role in analyzing the overall characteristics of networks. In this paper, we proposed the ASOCCA algorithm for accurate community detection. The main idea of the ASOCCA is to obtain the closest neighboring nodes for each node using the local similarity based on clustering coefficient, and generate multiple sets of connected components using combinations. Then, by merging the connected components with the predefined community size, we can obtain the candidate community structure. By calculating the modularity of each community structure and comparing the Q value, we can find the optimal community structure.
The experiments have been conducted on six well-known social networks and two synthetic LFR networks, including Karate, Facebook, Amazon, etc. The selection of data sets covers small, medium and large network sizes and diverse community structures. For performance comparison, we compared ASOCCA with five classic community detection algorithms, including GN, FastGreedy, CNM, Walktrap and LPA. The experimental results show that ASOCCA has better performance in terms of detection accuracy. ASOCCA outperforms most algorithms in the NMI comparison of networks with ground-truth communities. Therefore, the proposed method provides an alternative way to detect communities of networks. However, there are still some potential problems that require further research. For example, how to extend the proposed method to the weighted or directed networks, and develop efficient methods for detecting overlapping communities. 
