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Abstract
Enviroment - caused dissipation disrupts the hamiltonian evolution of all quantum systems not
fully isolated from any bath. We propose and examine a feedback-control scheme to eliminate
such dissipation, by tracking the free hamiltonian evolution. We determine a driving-field that
maximizes the projection of the actual molecular system onto the freely propagated one. The
evolution of a model two level system in a dephasing bath is followed, and the driving field that
overcomes the decoherence is calculated. An implementation of the scheme in the laboratory using
feedback control is suggested.
PACS number: 82.50.Nd 02.30.Yy 82.53.Kp 33.80.Ps
1
The Schro¨dinger equation describes time evolution of isolated quantum systems. Any
real system, unless very carefully isolated, will decohere due to bath interactions[1, 2, 3, 4,
5, 6, 7, 8, 9, 10].
The approach to decoherence correction taken here derives from tracking control theory.
Tracking control originated from the idea of changing the local field in order to follow a
reference state [11, 12, 13, 14]. Tracking can be considered as local control with a time
dependent target.Since generation of interference pathways is a global process in time, an
intervention at one instant influences the subsequent evolution and can interfere at later
times with another intervention.
The basic idea here is to use a freely propagating molecule as a tracking target for an
identical molecule in a dissipative environment. The perfect tracking field will then null the
dissipative forces and protect the molecule from decoherence. The question to be addressed is
how can an external field, that generates a unitary transformation, protect the system against
non unitary dissipative forces? A computational model of an on-line, dynamic, decoherence
control method is explored. The method is established by simultaneously following the
evolution in time of a system with and without the bath, thus using the overlap between
the two systems to construct a correcting electric field which is directly applied back on the
system. The method is explored for the fastest dissipative mechanism, environment-induced
electronic quenching from an excited state to a lower state (the approximate decay time in
solid state systems is less than 50 fsec). The coherence time of the system is extended by
an order of magnitude using the simplest tracking method.
Measuring the overlap between the controlled and the target system also underlies a
proposed experimental approach. This observable can then be employed as a basis for a
learning loop used to optimize a control field.
The molecular system is described by the density operator ρˆ, a function of nuclear and
electronic degrees of freedom. The reference or target system ρˆtar, evolves freely under its
Hamiltonian Hˆ0:
ˆ˙ρtar = −i[Hˆ0, ρˆtar] (1)
where ~ ≡ 1 is chosen. The subjected system ρˆS is coupled to a bath and therefore evolves
2
according to the dynamics of an open quantum system [15]:
˙ˆρS = −i[Hˆ0, ρˆS] + LD(ρˆS) , (2)
Here LD describes the bath-induced decoherence dynamics, conveniently cast into the
Lindblad semigroup form:
LD(ρˆS) =
∑
j
(
FˆjρˆSFˆ
†
j −
1
2
{FˆjFˆ†j , ρˆS}
)
, (3)
where {Aˆ, Bˆ} = AˆBˆ + BˆAˆ is the anti commutator and Fˆ are operators from the Hilbert
space of the system. The nature of the bath interaction determines the form of the Lindblad
operators Fˆ. The choice of Fˆ determines the dissipative model considered.
Our purpose is to control the system coupled to the bath and force it to follow as closely
as possible the dynamics of the freely evolving reference system, ρˆtar. The external control
field ǫ(t) is coupled to the system through the transition dipole of the molecule. The control
Hamiltonian becomes, Hˆc = µˆǫ(t) leading to the dynamics of the controlled system ρˆC :
˙ˆρC = −i[Hˆ0, ρˆC ]− i[Hˆc, ρˆC ] + LD(ρˆC) . (4)
The challenge of decoherence control is to find the field, ǫ(t), that induces the dynamics
of the system ρˆC(t) to be as close as possible to ρˆtar. This is attacked by maximizing the
overlap functional J(t) between the target and controlled states:
J(t) = (ρˆC · ρˆtar) ≡ Tr{ρˆC ρˆtar} = 〈ρˆtar〉 (5)
J(t) can be interpreted as the expectation of the target density operator in the controlled
state. To achieve this target the control field should increase the expectation of the target
operator. The Heisenberg equation of motion for the observable 〈ρˆtar〉 generated by the
control Hamiltonian becomes:
d
dt
〈ρˆtar〉 = − i〈[Hˆc, ˆρtar]〉 = (6)
−iǫ(t)Tr{µˆ ˆρtarρˆC − ˆρtarµˆρˆC} . (7)
The control field is constructed by requiring maximal J(t), so that d
dt
〈ρˆtar〉 ≥ 0 at any
instant, leading to:
ǫ(t) = −iK Tr{ρˆCµˆ ˆρtar − ˆρtarµˆρˆC}∗ , (8)
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where K = K(t) is a positive envelope function with dimension energy
(dipole)2
. From Eq. (8) it is
clear that the correcting field ǫ(t) = 0 if ρˆC approaches ˆρtar.
We adopt a molecular model system with two electronic states described by the density
operator:
ρˆ =

 ρˆe ρˆeg
ρˆge ρˆg

 , (9)
where the indices g and e designate the ground and excited electronic states and the sub
matrices are functions of the nuclear coordinates. The Hamiltonian of the system has the
form:
Hˆ0 =

 Hˆe Vˆeg
Vˆge Hˆg

 , (10)
with Hˆg/e = Tˆ+ Vˆg/e. Tˆ is the kinetic energy operator, Vˆg and Vˆe are the potential energy
operators on the ground and excited electronic states and Vˆeg is the nonadiabatic coupling
potential. The control Hamiltonian is chosen as:
Hˆc =

 0 −µˆ†iǫ(t)
−µˆǫ(t) 0

 , (11)
where µˆ is the coordinate dependent electronic transition dipole element.
The dissipation operator Fˆq is chosen to model fast electronic quenching as Fˆq =
√
γq(|e〉〈g|). This choice of dissipative term will lead to a process with a characteristic
quenching rate γ :
LD(ρˆ) = γ

 −ρˆe −ρˆge†/2
−ρˆeg/2 ρˆe

 . (12)
The control field form Eq. (8) becomes:
ǫ(t) = KIm ( TrQ{ρˆgec µˆρˆgtar}+ TrQ{ρˆecµˆρˆgetar}
−TrQ{ρˆgetarµˆρˆgc} − TrQ{ρˆetarµˆρˆgec }
−TrQ{ρˆgtarµˆρˆegc }+ TrQ{ρˆgcµˆρˆegtar}
−TrQ{ ˆρegtarµˆρˆgec }+ TrQ{ρˆegc µˆρˆetar} )
, (13)
where TrQ is a partial trace over the coordinates.
The computational model is constructed from two electronic states of a diatomic molecule
represented by two diabatic potential energy surfaces that are approximated by quadratic
4
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FIG. 1: The potential energy surface of the molecular model and the ground initial state. The parameters
describing the model are: ωg = ωe = 0.07 eV , ∆ = .7 eV ,Vge/eg = 0.05 eV , Qg = 0 , Qe = −0.1 and
µˆ = 1.0.
functions with linear interstate couplings [16]. Using dimensionless normal coordinates:
Vg(Qˆ) = −∆+ ω
2
g
2
(Qˆ−Qg)2 ,
Ve(Qˆ0) = ∆ +
ω2e
2
(Qˆ−Qe)2 ,
(14)
where ωg and ωe are the vibrational frequencies of the ground and excited electronic states,
2∆ is the adiabatic excitation energy. Qe and Qg are the equilibrium bond lengths of the
two electronic states.
The time evolution was obtained by solving the time dependent Liouville-von Neumann
equation. A grid was used for the spatial coordinates and time propagation used the Cheby-
chev scheme [17]. The initial ground vibronic state of the system was calculated via a
relaxation scheme [18]. A pump pulse transfers a significant fraction of the population from
the ground to the excited electronic state. A Gaussian form is chosen for this pulse:
ǫpump(t) = ǫ0e
−(t−tmax)2/2σ2LeiωLt , (15)
The carrier frequency ωL is chosen to match the difference between the ground and excited
electronic potentials at the minimum of the ground state Q = 0. The width of the pulse σL
was adjusted to a FWHM duration of 12 fsec and the amplitude ǫ0 · µ = 0.228eV .
At this point three parallel propagations of the density operator were performed. The
first for ρˆtar was carried out only with the Hamiltonian term Eq. (1). The system density
operator ρˆS, was propagated with the dissipative LD included, Eq. (2). The controlled
density operator, ρˆC was propagated with both the dissipative LD and the correcting field
applied terms, Eq. (4). The correction field was calculated according to Eq. (13) at each
time step and fed back in the next time step.
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FIG. 2: The population of the excited state as a function of time for the target state ρˆtar (red), the
controlled density operator ρˆC(black) and the uncontrolled system density operator ρˆS (green) for different
magnitudes of quenching(columns) and ∆’s(rows). γ = 0.003fsec−1.
The correction scheme was tested for the the system shown in Fig. 1. The free dynamics
represents a complex population oscillation between the two electronic states. The excited
state population is shown in Fig. 2 for the controlled ρˆc, uncontrolled ρˆS and target ρˆtar for
different quenching parameters γ and energy gap ∆. In all cases a fast decay of the excited
state is seen for the uncontrolled state. The controlled state is able to track the target
state and maintain the population. When the quenching increases the controlled system
is still able to follow the overall dynamics of the target but not the finer details. As can
be seen in Fig. 2, the control ability increases with the energy gap ∆. The control field
ǫ is shown in Fig. 3 in time and frequency. In general the field is composed of a central
frequency corrosponding to the energy gap modulated by the vibrational frequency. The
actual vibronic lines are missing from the spectrum [19]. Wigner plots ( not shown ) show
phase locking between the frequency components.
The changes in purity Tr{ρˆ2} and in the scalar product with the target state (ρˆ · ρˆtar),
show a different viewpoint on the decoherence control Fig. 4. The uncontrolled state ρˆS
undergoes fast exponential decay of both measures in time. The controlled purity Tr{ρˆ2C}
maintains a high value as does as the scalar product (ρˆC · ρˆtar) The general trend is a
linear decay in time. The oscillations around this decay and the temporal increase in purity
suggest that a cooling mechanism is taking place [19]. To gain insight on this possibility
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FIG. 3: Typical control field in frequency (top left) and time domain (bottom) for γ = 0.003(red) and
γ = 0.006 fsec−1(blue).
the correcting field was stopped for 100 fsec and resumed again, Fig. 5. As expected, once
the control field is turned off the purity and the scalar product of the controlled state ρˆC
decease sharply. When the controlling field is resumed an almost linear increase in both
parameters can be observed. Such an effect can only be a result of a cooling mechanism
which represents an interplay between the nonunitary dissipation and the unitary control
field [19]. It is clear [20] that simple unitary transformation cannot induce cooling.
The present results show that the decoherence can be suppressed, extending good over-
lap with the target by an order of magnitude in time. The model calculation establishes
the principle that a correcting external field can be found which protects the system from
decoherence. Here we discuss control to overcome fast electronic dephasing; while the rapid
modulations in Fig. 3 are not currently attainable, the essential behaviour is correct.
The proof of principle then shifts the attention to finding such a field in the laboratory.
The idea is to use an actual freely evolving hamiltonian subsystem as the target for an
identical hamiltonian subsystem subject to a dissipative environment such as in solution or
on a surface. The correcting feedback should be set such that the difference in transient
absorption of the two molecules is minimized.
To implement the present scheme in the laboratory the key element is to apply a scalar
product between the states of the reference and controlled systems: (ρˆC · ρˆtar) (displayed
in Fig.4). To make this task possible the two isolated states should become part of the
same quantum system. This can be carried out by placing the controlled system ρˆC and
the reference system ρˆtar in two branches of an interferometer. A pair of twin ultrashort
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FIG. 4: Top - The purity Tr{ρˆ2} (solid) and the scalar product with the target state (ρˆ · ρˆtar) (dashed) for
the target state ρˆC (red) the controlled density operator ρˆC (black) and the reference uncontrolled density
operator ρˆS (green). Bottom - The population of the excited state, same color codes.
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FIG. 5: Turning off the control field. Top -The purity Tr{ρˆ2} (solid) and the scalar product with the target
state (ρˆ · ρˆtar) (dashed) for the target state ρˆtar (red) the controlled density operator ρˆC (black) and the
reference uncontrolled density operator ρˆS (green). The vertical lines indicate the time interval where the
control field is turned off. Bottom - The population of the excited state as a function of time, same color
codes.
photons which can be created by down conversion are split spatially. Then they are directed
to the two branches of the interferometer interrogating the two systems. The transmitted
photons are then redirected to interfere with each other. Any difference between the target
and the controlled system will degrade this interference. The interference signal can then
be used as a feedback to generate the correcting field [21].
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Abstrat
Enviroment - aused dissipation disrupts the hamiltonian evolution of all quantum systems not
fully isolated from any bath. We propose and examine a feedbak-ontrol sheme to eliminate
suh dissipation, by traking the free hamiltonian evolution. We determine a driving-eld that
maximizes the projetion of the atual moleular system onto the freely propagated one. The
evolution of a model two level system in a dephasing bath is followed, and the driving eld that
overomes the deoherene is alulated. An implementation of the sheme in the laboratory using
feedbak ontrol is suggested.
PACS number: 82.50.Nd 02.30.Yy 82.53.Kp 33.80.Ps
1
The Shrodinger equation desribes time evolution of isolated quantum systems. Any
real system, unless very arefully isolated, will deohere due to bath interations[1{10℄.
The approah to deoherene orretion taken here derives from traking ontrol theory.
Traking ontrol originated from the idea of hanging the loal eld in order to follow a
referene state [11{14℄. Traking an be onsidered as loal ontrol with a time dependent
target.Sine generation of interferene pathways is a global proess in time, an intervention
at one instant inuenes the subsequent evolution and an interfere at later times with
another intervention.
The basi idea here is to use a freely propagating moleule as a traking target for an
idential moleule in a dissipative environment. The perfet traking eld will then null the
dissipative fores and protet the moleule from deoherene. The question to be addressed is
how an an external eld, that generates a unitary transformation, protet the system against
non unitary dissipative fores? A omputational model of an on-line, dynami, deoherene
ontrol method is explored. The method is established by simultaneously following the
evolution in time of a system with and without the bath, thus using the overlap between
the two systems to onstrut a orreting eletri eld whih is diretly applied bak on the
system. The method is explored for the fastest dissipative mehanism, environment-indued
eletroni quenhing from an exited state to a lower state (the approximate deay time in
solid state systems is less than 50 fse). The oherene time of the system is extended by
an order of magnitude using the simplest traking method.
Measuring the overlap between the ontrolled and the target system also underlies a
proposed experimental approah. This observable an then be employed as a basis for a
learning loop used to optimize a ontrol eld.
The moleular system is desribed by the density operator ^, a funtion of nulear and
eletroni degrees of freedom. The referene or target system ^
tar
, evolves freely under its
Hamiltonian
^
H
0
:
_
^
tar
=   i[
^
H
0
; ^
tar
℄ ; (1)
where ~  1 is hosen. The subjeted system ^
S
is oupled to a bath and therefore evolves
aording to the dynamis of an open quantum system [15℄:
_
^
S
=  i[
^
H
0
; ^
S
℄ + L
D
(^
S
) ; (2)
2
Here L
D
desribes the bath-indued deoherene dynamis, onveniently ast into the
Lindblad semigroup form:
L
D
(^
S
) =
X
j

^
F
j
^
S
^
F
y
j
 
1
2
f
^
F
j
^
F
y
j
; ^
S
g

; (3)
where f
^
A;
^
Bg =
^
A
^
B +
^
B
^
A is the anti ommutator and
^
F are operators from the Hilbert
spae of the system. The nature of the bath interation determines the form of the Lindblad
operators
^
F. The hoie of
^
F determines the dissipative model onsidered.
Our purpose is to ontrol the system oupled to the bath and fore it to follow as losely
as possible the dynamis of the freely evolving referene system, ^
tar
. The external ontrol
eld (t) is oupled to the system through the transition dipole of the moleule. The ontrol
Hamiltonian beomes,
^
H

= ^(t) leading to the dynamis of the ontrolled system ^
C
:
_
^
C
=  i[
^
H
0
; ^
C
℄  i[
^
H

; ^
C
℄ + L
D
(^
C
) : (4)
The hallenge of deoherene ontrol is to nd the eld, (t), that indues the dynamis
of the system ^
C
(t) to be as lose as possible to ^
tar
. This is attaked by maximizing the
overlap funtional J(t) between the target and ontrolled states:
J(t) = (^
C
 ^
tar
)  Trf^
C
^
tar
g = h^
tar
i (5)
J(t) an be interpreted as the expetation of the target density operator in the ontrolled
state. To ahieve this target the ontrol eld should inrease the expetation of the target
operator. The Heisenberg equation of motion for the observable h^
tar
i generated by the
ontrol Hamiltonian beomes:
d
dt
h^
tar
i =   ih[
^
H

; ^
tar
℄i = (6)
 i(t)Trf^ ^
tar
^
C
  ^
tar
^ ^
C
g : (7)
The ontrol eld is onstruted by requiring maximal J(t), so that
d
dt
h^
tar
i  0 at any
instant, leading to:
(t) =  iK Trf ^
C
^ ^
tar
  ^
tar
^ ^
C
g

; (8)
where K = K(t) is a positive envelope funtion with dimension
energy
(dipole)
2
. From Eq. (8) it is
lear that the orreting eld (t) = 0 if ^
C
approahes ^
tar
.
3
We adopt a moleular model system with two eletroni states desribed by the density
operator:
^ =
0

^
e
^
eg
^
ge
^
g
1
A
; (9)
where the indies g and e designate the ground and exited eletroni states and the sub
matries are funtions of the nulear oordinates. The Hamiltonian of the system has the
form:
^
H
0
=
0

^
H
e
^
V
eg
^
V
ge
^
H
g
1
A
; (10)
with
^
H
g=e
=
^
T+
^
V
g=e
.
^
T is the kineti energy operator,
^
V
g
and
^
V
e
are the potential energy
operators on the ground and exited eletroni states and
^
V
eg
is the nonadiabati oupling
potential. The ontrol Hamiltonian is hosen as:
^
H

=
0

0  
^

y
i
(t)
 ^(t) 0
1
A
; (11)
where ^ is the oordinate dependent eletroni transition dipole element.
The dissipation operator
^
F
q
is hosen to model fast eletroni quenhing as
^
F
q
=
p

q
(jeihgj). This hoie of dissipative term will lead to a proess with a harateristi
quenhing rate  :
L
D
(^) = 
0

 ^
e
 ^
ge
y
=2
 ^
eg
=2 ^
e
1
A
: (12)
The ontrol eld form Eq. (8) beomes:
(t) = KIm ( Tr
Q
f^
ge

^^
g
tar
g+ Tr
Q
f^
e

^^
ge
tar
g
 Tr
Q
f^
ge
tar
^^
g

g   Tr
Q
f^
e
tar
^
^

ge

g
 Tr
Q
f^
g
tar
^
^

eg

g+ Tr
Q
f
^

g

^^
eg
tar
g
 Tr
Q
f
^

eg
tar
^
^

ge

g+ Tr
Q
f
^

eg

^^
e
tar
g )
; (13)
where Tr
Q
is a partial trae over the oordinates.
The omputational model is onstruted from two eletroni states of a diatomi moleule
represented by two diabati potential energy surfaes that are approximated by quadrati
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FIG. 1: The potential energy surfae of the moleular model and the ground initial state. The parameters
desribing the model are: !
g
= !
e
= 0:07 eV ,  = :7 eV ,V
ge=eg
= 0:05 eV , Q
g
= 0 ; Q
e
=  0:1 and
^ = 1:0.
funtions with linear interstate ouplings [16℄. Using dimensionless normal oordinates:
V
g
(
^
Q) =  +
!
2
g
2
(
^
Q Q
g
)
2
;
V
e
(
^
Q
0
) =  +
!
2
e
2
(
^
Q Q
e
)
2
;
(14)
where !
g
and !
e
are the vibrational frequenies of the ground and exited eletroni states,
2 is the adiabati exitation energy. Q
e
and Q
g
are the equilibrium bond lengths of the
two eletroni states.
The time evolution was obtained by solving the time dependent Liouville-von Neumann
equation. A grid was used for the spatial oordinates and time propagation used the Cheby-
hev sheme [17℄. The initial ground vibroni state of the system was alulated via a
relaxation sheme [18℄. A pump pulse transfers a signiant fration of the population from
the ground to the exited eletroni state. A Gaussian form is hosen for this pulse:

pump
(t) = 
0
e
 (t t
max
)
2
=2
2
L
e
i!
L
t
; (15)
The arrier frequeny !
L
is hosen to math the dierene between the ground and exited
eletroni potentials at the minimum of the ground state Q = 0. The width of the pulse 
L
was adjusted to a FWHM duration of 12 fse and the amplitude 
0
  = 0:228eV .
At this point three parallel propagations of the density operator were performed. The
rst for ^
tar
was arried out only with the Hamiltonian term Eq. (1). The system density
operator ^
S
, was propagated with the dissipative L
D
inluded, Eq. (2). The ontrolled
density operator, ^
C
was propagated with both the dissipative L
D
and the orreting eld
applied terms, Eq. (4). The orretion eld was alulated aording to Eq. (13) at eah
time step and fed bak in the next time step.
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FIG. 2: The population of the exited state as a funtion of time for the target state ^
tar
(red), the
ontrolled density operator ^
C
(blak) and the unontrolled system density operator ^
S
(green) for dierent
magnitudes of quenhing(olumns) and 's(rows).  = 0:003fse
 1
.
The orretion sheme was tested for the the system shown in Fig. 1. The free dynamis
represents a omplex population osillation between the two eletroni states. The exited
state population is shown in Fig. 2 for the ontrolled ^

, unontrolled ^
S
and target ^
tar
for
dierent quenhing parameters  and energy gap . In all ases a fast deay of the exited
state is seen for the unontrolled state. The ontrolled state is able to trak the target
state and maintain the population. When the quenhing inreases the ontrolled system
is still able to follow the overall dynamis of the target but not the ner details. As an
be seen in Fig. 2, the ontrol ability inreases with the energy gap . The ontrol eld
 is shown in Fig. 3 in time and frequeny. In general the eld is omposed of a entral
frequeny orrosponding to the energy gap modulated by the vibrational frequeny. The
atual vibroni lines are missing from the spetrum [19℄. Wigner plots ( not shown ) show
phase loking between the frequeny omponents.
The hanges in purity Trf^
2
g and in the salar produt with the target state (^  ^
tar
),
show a dierent viewpoint on the deoherene ontrol Fig. 4. The unontrolled state ^
S
undergoes fast exponential deay of both measures in time. The ontrolled purity Trf^
2
C
g
maintains a high value as does as the salar produt (^
C
 ^
tar
) The general trend is a
linear deay in time. The osillations around this deay and the temporal inrease in purity
suggest that a ooling mehanism is taking plae [19℄. To gain insight on this possibility
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