We consider the role of quantum correlations in the efficient use of information by a predictive quantum system, generalizing a recently proposed classical measure of non-predictive information to the quantum regime. We show that, as a quantum system changes state, the non-predictive information held by another correlated quantum system is exactly equal to the extractable work that is lost from the second system. We use quantum discord to quantify the quantum contribution, and demonstrate the possibility of improved thermodynamic efficiency due to a negative "quantum part" of the lost work. We also give a thermodynamic interpretation to quantum discord, as the reduction in extractable work under an optimal classical approximation of a quantum memory.
We consider the role of quantum correlations in the efficient use of information by a predictive quantum system, generalizing a recently proposed classical measure of non-predictive information to the quantum regime. We show that, as a quantum system changes state, the non-predictive information held by another correlated quantum system is exactly equal to the extractable work that is lost from the second system. We use quantum discord to quantify the quantum contribution, and demonstrate the possibility of improved thermodynamic efficiency due to a negative "quantum part" of the lost work. We also give a thermodynamic interpretation to quantum discord, as the reduction in extractable work under an optimal classical approximation of a quantum memory.
A system which by interacting with its environment tries to predict the future of some part of its surroundings is essentially involved in the process of learning. In a realistic situation, the changing environment must be modeled as a stochastic process. From an information theory point of view, it may be thought of as a source emitting a random message, x, with probability p x (t). The system changes its state in response to this message and can be thought to perform an implicit computation of the environment's variables [1] ; the states of the system and environment become correlated. As the evolution of the environment exhibits temporal correlations, the system becomes correlated with the past of its surroundings and also, implicitly, with their future. From a practical perspective, the most useful model is one that posseses predictive power without being unnecessarily complexas much retained information as possible should be useful for predicting the future of the surroundings [1, 2] . In a recent publication, Still et al. [1] showed that an information theoretic measure of the inefficiency of the predictive process (the non-predictive information) is, under certain conditions, equal to thermodynamic inefficiency, i.e., the dissipated work during the evolution. The result shows a deep connection between effective use of information and efficient thermodynamic operation.
Their discussion was limited to the case where both system and environment are classical. In this paper we make an extension to quantum parties. As motivation we note, first, that real environments are quantum, so quantum effects must come into play for microscopic systems at some stage. Second, we might ask whether there can be a non-classical advantage in the effective use of information, and thus in thermodynamic efficiency.
Considering systems that are quantum, classical states must be replaced by quantum states-for uncertain x, by mixed states ρ(t) = x p x (t)|ψ x (t) ψ x (t)|; importantly, quantum states are not distinguishable in general. Furthermore, quantum systems can be correlated in ways that are inaccessible to a classical stochastic processes, e.g., through non-local entanglement [3] . It is natural then to ask what type of correlations might constitute a resource for efficient operation in the quantum case.
We show that a relation between lost work and predictive inefficiency holds also for quantum systems, in analogy with the classical case. Since the shared information may now involve quantum correlations, we nonetheless find different behavior for the predictive power and process complexity. To quantify any quantum advantage, we adopt quantum discord [4] as a measure of quantum correlations. We will see that coherences in the environment of the predictive system can improve predictive efficiency, to a degree quantified by a negative (quantum) part of the lost work. This result assigns an operational meaning to quantum discord: it is the thermodynamic inefficiency of the most energetically efficient classical approximation of a quantum memory.
Central to our results is the extension of Landauer's principle to quantum systems recently made by Rio et al. [5] . Landauer's principle states that the erasure of information from a memory must necessarily lead to the generation of heat, at minimum in proportion to its entropy [6] . The converse of this statement, which will be of use to us, is that any memory not in a state of maximum entropy can in principle be used to perform work. In extending this to quantum systems, one must take into account any "quantum side information" held about the system in its environment [5] .
Let S be a quantum system, and denote by X some part of the surrounding environment that is correlated to S; we assume that S is finite and consists of N qubits. The setup might represent some physical system responding to a changing environment whose state is encoded in X. From a thermodynamic point of view, we will view information held in S as a potential source of work.
Consider now that X undergoes an evolution, ρ X → ρ ′ X = E(ρ X ), with E a quantum channel. Meanwhile, information about X is held by S, and some of this information is useful for making predictions about the evolution. The two systems are represented by quantum state ρ SX , and the evolution of X can be written as a local map:
, and I S is the identity on S. Different ρ SX , constrained by tr S ρ SX = ρ X , represent different models encoding information about X. If we are interested in making predictions about the future state, a model might contain redundant information at the level of accuracy required. We can quantify information about the past state of X, which we refer to as the memory, by the mutual information I(S : X) := H(ρ S ) − H(S|X), where H(ρ) = −tr[ρ log 2 ρ] is the von-Neumann entropy measured in bits, H(S|X) = H(ρ SX ) − H(ρ X ) is the conditional quantum entropy of S given X, and ρ S denotes the reduced state of S. Similarly, the predictive power, the information we have about the future state, can be quantified by the mutual information I(S :
. If two models achieve the same predictive power, the one containing the least information about the past displays a more efficient use of information.
Recently, Still et al. [1] proposed that the difference I(S : X) − I(S : X ′ ) serves as a natural and meaningful measure of predictive inefficiency. We may view it as non-predictive information. Classically, the optimization of this quantity can be seen as a special case of the information bottleneck method, where I(S : X) is minimized at fixed I(S : X ′ ) [2, 7] . It was also shown in [1] , that for classical systems, this measure equals the work lost when one considers extractable work from S at a certain inverse temperature β = 1/k B T . We show that the same identity holds for quantum systems.
As the state of X is changed, work is performed on the total system ρ SX . We then ask: does the change in X change the work recoverable from S? Assuming all states are energetically equivalent-i.e., a fully degenerate Hamiltonian-it was shown in [5] that one can extract an amount of work
] ln 2 from S, at inverse temperature β, with the state of X kept intact [8] . This holds in the asymptotic limit where work extraction is considered on a large number of copies of the system. We adopt this limit throughout this paper (see [9] for a discussion). We then define a thermodynamic inefficiency for S, at inverse temperature β, as the difference of W ext [S|X] and W ext [S|X ′ ], i.e., the negative change in work that can be extracted from S keeping the surroundings intact:
It follows that
which shows that, just as in the classical case, predictive inefficiency equals thermodynamic inefficiency. Note that W lost is positive, as mutual information cannot increase over a local map on X (the data processing inequality, see for example [10] ) [11] . This result, which is analogous to the main result from [1] , follows directly from the expression for extractable work from [5] , but note that the results in [5] are derived from rather different principles than those used in [1] . In particular, central to the latter, is the definition of a non-equilibrium free-energy. One could define an analogous quantity for quantum systems, i.e., βF neq (S|X) = β H S − H(S|X), where H S is a Hamiltonian, but such a definition clearly requires an operational interpretation. In general, it is not clear how free-energy should be defined for quantum systems with "side information". It is therefore not obvious that an expression for the lost work, identical to the classical expression, should exist for quantum systems as well [12] . Equation (1) involves quantum correlations. It is thus not surprising that quantum effects enter into the effective use of information and thermodynamic efficiency as we define them. Quantum discord [4] makes this explicit. It measures how shared quantum information deviates from classical mutual information. For a definition we first introduce a "semiclassical" conditional entropy-a measure of the uncertainty left about S when a rank one projective measurement is performed on X (or vice versa). Denoting the measurement by {P k }, with k an outcome, ρ k = I S ⊗ P k ρ SX I S ⊗ P k /p k is the system state conditioned on k, with p k = tr[I S ⊗ P K ρ SX ] the outcome probability. Now define H(S|X = k) := H(ρ k ) as the conditional entropy of S given outcome k measured on X, and introduce H(S|X C ) := min k p k H(S|X = k) as a conditional entropy, where the minimum is taken over all rank one projective measurements. This quantity may be seen as an alternative to the usual quantum conditional entropy, H(S|X), generalized from the conditional Shannon entropy for two classical random variables [4] . Quantum discord is defined as the (positive) difference δ(S|X) := H(S|X C ) − H(S|X). We use δ(S|X) to quantify how quantum correlations enter into the thermodynamic efficiency of our model, as given by Eq. (1); conversely, through Eq. (1), we assign a new, thermodynamic, interpretation to quantum discord. Note, first, that approximating X as classical can be viewed as sending it down a decoherence channel, ρ SX → ρ decoh SX = k I S ⊗ P k ρ SX I S ⊗ P k . Consider now the channel that minimizes the work lost according to Eq. (1) . From the definition of quantum discord,
where the minimum is taken over all decoherence channels acting locally on X. In other words, quantum discord gives the energetic inefficiency, measured as lost work potential, of the most energetically efficient classical approximation of X, when viewing the information held by S as a source of work. We can think of X as a memory containing information about S (just as S can be thought of as a memory of X), and discord is therefore the minimum lost work when approximating a quantum memory as classical. It is also then equal to the nonpredictive information in this decoherence process. See [14] [15] [16] [17] [18] for previous interpretations of quantum discord.
Considering mutual information written as I(S : X) = H(ρ S ) − H(S|X), we introduce as a natural measure of classical correlations, I
C (S|X) := H(ρ S )−H(S|X C ) [19] . We then divide the total correlations into a "classical" and a "quantum" part: I(S : X) = I C (S|X) + δ(S|X) = I C (X|S)+ δ(X|S), where we define I C (X|S) and δ(X|S) with the projective measurement performed on S instead of X. Of course, we can divide the predictive information, I(S : X ′ ), into parts in exactly the same manner. Importantly, in general δ(S|X) = δ(X|S), and either of these two quantities greater than zero signals nonclassical correlations.
The lost work acquires classical and quantum parts from its dependence on I(S : X) and I(S : X ′ ) [Eq. (2)]:
where βW
, and an analogous expression applies when the projective measurement is performed on S.
In the quantum case one typically expects to have nonzero quantum discord both before and after the map on X [20] . In other words, there is typically some quantum advantage in predictive power, I(S : X ′ ), though, at the same time, a larger process complexity, I(S : X), due to quantum correlations. There is an advantage in thermodynamic efficiency only when W Q lost < 0. This is possible because discord can be created by a local map [21, 22] , an important contrast with entanglement. Indeed, the map I S ⊗ E, cannot increase entanglement [23] . The map cannot generate quantum correlations of the kind measured by δ(X|S) either. δ(X|S) pertains to a situation where S is considered the "apparatus", i.e., information about X is inferred from a measurement on S-and the discord stems from S not being in a classical state. As the map, I S ⊗ E acts locally on X, further discord cannot be created with S considered the apparatus [24] . The same is not true for δ(S|X), where a measurement is considered on X, however, as orthogonal (distinguishable) quantum states for X can be mapped onto non-orthogonal (indistinguishable) states by E i . Any quantum advantage must therefore be quantified by W Q lost (S|X), and, in particular, no such advantage is possible for a system learning from a classical environment; although there might still be an advantage to the predictive power, as measured by δ(X ′ |S). We now apply these results to a situation where the state, ρ SX , prior to the update on X results from a process where S and X, initially uncorrelated, interact through a common one-way reservoir. Potentially, the interaction can entangle and correlate the systems, and it is interesting to consider whether a quantum advantage to predictive efficiency can arise as information flows from X to S. This is a close quantum analog of the pro-
(Color online.) Schematic of the setup. System S gathers information about X through a common reservoir interaction (map RSX), while X is driven from equilibrium by the maps Ei. The evolution of ρX(t) is not modified by the presence of S. The changing of S due to the evolution of X is interpreted as an implicit computational model. cess considered in [1] . In this scheme (see Fig. 1 ), the state of X is updated at discrete times t 0 , t 1 , . . ., with
In between these changes, information can be read from X through an interaction with a reservoir. For this we introduce the map R X . The evolution of X is then written formally as
The quantum mechanical analogue of a "passive learning" scenario [1] , where S may not change X (contrast an "interactive learning" scenario [25]), is then a situation where S retrieves information about ρ ′ X by interaction with the same reservoir in such a way that the evolution of X is unchanged. In summary, we consider an evolution for S plus X:
where I S denotes the identity on S and tr S [R SX (ρ(t))] = R X (ρ X (t)). Note that Eqs. (5a) and (5b) imply a separation of time scales: the update on X happens much faster than any timescale associated with the reservoir interaction and response of S; the state of S is not changed during the
. We may then, as in the classical case, view Eq. (5a) as a (fast) "work step" and Eq. (5b) as a (slow) "relaxation step".
We note two further considerations. First, there is a departure from the assumption of the classical setup that the state of X not change during the relaxation [1] . In the quantum case the state of X can change. As a result, we do not consider the thermodynamic operation of the process as a whole, over a sequence of many time steps, but limit ourselves to the thermodynamic and predictive inefficiency at a single update. Our interest lies with the predictive capabilities of S at time t i , when the model encoding the predictive information, ρ SX (t i ), results from the evolution up to time t i . Second, it is important to note that we consider a part of
] that arises from genuine quantum correlations, present before and after each update. This should not be confused with a situation where X (or S) evolves according to a classical stochastic process. That would entail a state ρ SX (t) = k p k (t)ρ k (t) ⊗ P k with p k (t) that stochastic process, where ρ k (t) are density matrices for S, and P k are rank one projectors for X. Importantly, the basis {P k } is fixed for all times in this case, whereas the basis achieving the minimum in the definition of discord might be different at different times.
Turning now to an illustration, we consider an example where quantum correlations contribute positively to the predictive efficiency. With both S and X taken to be qubits, we consider a local map on X shown in [22] to produce quantum correlations:
√ p|0 1| X ; and we set p = 0.7. These maps model the stochastic evolution of the environment, driving the system out of equilibrium. We adopt the formalism of cascaded quantum systems [26] to describe the response of S. Under this scheme, qubit X couples to a zero temperature one-way reservoir R at position z = 0, with interaction Hamiltonian
; 2κ is the interaction rate for each qubit, σ X x and σ S − are Pauli operators, and E(z) is the (photon) annihilation operator at z for the reservoir mediating the one-way coupling of X to S. The selfHamiltonians of the qubits are set to zero, H S = H X = 0. We let l → 0, for simplicity, and describe the system response through the master equation [26] ( = 1)
where
Starting from an uncorrelated initial state, ρ SX (t 0 ) = |0 0| S ⊗ (|+ +| X + |− −| X ) /2, |± = (|0 ± |1 )/ √ 2, the evolution generates correlations in the system. We choose κ(t i+1 −t i ) = 1, for all i, and calculate numerically W lost (t i ), W C lost (t i ), and W Q lost (t i ), considering projective measurements on X, i.e., W
. The results appears in Fig. 2 . We also include in the figure the memory I(S : X; t i ) and the predictive power I(S : X ′ ; t i ). As expected the total and classically lost work are positive, while the quantum part is negative for all t i > t 1 . The efficiency is zero in the uncorrelated initial state, beyond which the relaxation process, Eq. (6), creates correlations and allow the model to be predictive; it may be thought of as the "learning" part of the implicit computation. More specifically, the relaxation process given in Eq. (6) maps the initial state onto an "X state", i.e., a state of the form C (S : X; ti) (yellow circles), δ(S : X; ti) (orange triangles). Bottom right: Predictive power at times κti: I(S : X ′ ; ti) (dark red squares), I C (S : X ′ ; ti) (yellow circles), δ(S : X ′ ; ti) (orange triangles).
Note, in particular, that the steady state of the relaxation is given by ρ 11 = ρ 33 = 2/9, ρ 22 = ρ 44 = 5/18, ρ 14 = ρ 23 = ρ 32 = ρ 41 = −1/9. The map E i (ρ) then takes this state to
thus the evolution is restricted to the subspace of Xstates. The map E i maps to a state with higher discord when applied to the steady state of the relaxation process as given above. The relaxation time (κ(t i+1 − t i ) = 1) is not quite long enough for the system to reach the steady state before each update during the first few steps, but it eventually does so, and the disspated work thus reaches a steady state value. Also, we mention that we find the basis minimizing the discord to be the computational basis, {|0 X , |1 X }, for all t i . We have shown that as a quantum system X changes state, the non-predictive quantum information held by a correlated system S equals the lost work potential from S. In particular, if X changes to a classical state which minimizes the lost work, this lost work is given by the quantum discord present before the change. More generally, quantum discord quantifies the contribution to the lost work coming from quantum correlations. We have demonstrated that such correlations can contribute positively to the thermodynamic operation.
We would also like to point to some open questions in light of the present discussion. The "classicality" of what we call the classically lost work, W C lost , is open to question, since classicality would entail X being described by a classical stochastic process, as already pointed out. It would therefore be interesting to compare predictive quantum processes to optimal [2] classical counterparts; and in a similar vein, consider optimal predictive quantum systems. We leave these considerations to a future work.
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