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Abstract
We study group induced cone (GIC) orderings generating normal maps. Examples of normal maps cover,
among others, the eigenvalue map on the space of n × n Hermitian matrices as well as the singular value
map on n × n complex matrices. In this paper, given two linear spaces equipped with GIC orderings induced
by groups of orthogonal operators, we investigate linear operators preserving normal maps of the orderings.
A characterization of the preservers is obtained in terms of the groups. The result is applied to show that
the normal structure of the spaces is preserved under the action of the operators. In addition, examples are
given.
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1. Introduction and summary
In the present paper we study orderings induced by groups of linear operators. If G is a closed
subgroup of the orthogonal group O(V ) acting on a real finite-dimensional linear space V , then
group majorization induced by G (in short, G-majorization), is the ordering G on V defined by
y G x iff y ∈ conv Gx, (1)
where conv Gx is the convex hull of the G-orbit Gx = {gx: g ∈ G} [3,6].
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The G-majorization G is said to be a group induced cone (GIC) ordering [3,4], if there exists
a (nonempty) closed convex cone D ⊂ V such that
(A1) D ∩ Gx is not empty for each x ∈ V ,
(A2) 〈x, gy〉  〈x, y〉 for all x, y ∈ D and g ∈ G.
It is known that GIC orderings induced by finite groups are those induced by finite reflection
groups (see [5, Lemma 4.1, (35); 15, Theorem 4.1; 7]). For example, if V = Rn and G = Pn,
the group of n × n permutation matrices, then (A1)–(A2) hold and G becomes the classical
majorization ≺ (cf. [11, p. 422]; see also Example 2.1 for details).
Axioms (A1)–(A2) guarantee that for each x ∈ V the set D ∩ Gx has exactly one element
denoted by x↓ [12, p. 14]. The map (·)↓:V → D defined by x → x↓ is uniquely determined. It
is called a normal map (see [8,9]). The normal map (·)↓ is G-invariant and idempotent, and its
range is D. For instance, the eigenvalue map on the space of n × n Hermitian matrices is a normal
map induced by the group of unitary similarities (see Example 2.3). Likewise, the singular value
map on the space of n × n complex matrices is a normal map related to the group of unitary
equivalences (see Example 2.2).
Given two linear spaces V and W equipped with their normal maps (·)↓ generated by closed
groupsG ⊂ O(V ) andH ⊂ O(W) and by closed convex conesD ⊂ V andE ⊂ W , respectively,
and given a linear operator K:V → W , we say that K is a preserver of normal maps (in short,
(·)↓-preserver), if
(Kx)↓ = Kx↓ for all x ∈ V, (2)
where {x↓} = D ∩ Gx and {(Kx)↓} = E ∩ H(Kx) (cf. [8, p. 931]).
Our purpose is to characterize linear operators preserving the normal maps. The paper is
organized as follows. Sections 1 and 2 are expository. In Section 2, we quote some important
examples of GIC orderings from [3], which will be repeatedly used later. New results are collected
in Section 3. We give a systematic study of linear preservers of normal maps. Theorem 3.1 says that
the preservers are positive operators preserving the group majorizations. (The reader may refer
to [1,2,14] and the references therein for examples and applications of majorization-preserving
linear operators. For a brief review of preserver linear problems, see [10].) Also, the preservers are
characterized by some kind of semicommutativity. Furthermore, we show that such operators map
the system (V ,G,D) onto subsystems of (W,H,E) satisfying axioms (A1)–(A2) (see Theorems
3.4 and 3.9). In Section 3, the examples of Section 2 are developed to illustrate our theory.
2. Examples of GIC orderings
In our examples, we shall use the following matrix notation. The symbols Mn(C), Sn, Dn and
Hn stand, respectively, for the vector spaces of all n × n complex matrices, real symmetric matri-
ces, real diagonal matrices and Hermitian matrices. By Un, On, SOn, Pn and GPn are denoted,
respectively, the groups of all n × n unitary matrices, orthogonal matrices, special orthogonal
matrices, permutation matrices and generalized permutation matrices. We write s(X) for the
vector of singular values of a matrix X ∈ Mn(C) arranged in nonincreasing order. Likewise, we
use λ(X) for the vector of eigenvalues of a Hermitian matrix X in nonincreasing order. For a
matrix X ∈ Mn(C), by d(X) we mean the vector of diagonal entries of X. If a = (a1, . . . , an) is
a sequence of numbers or matrices, we denote by diag(a1, . . . , an) the (block) diagonal matrix
with a1, . . . , an on the main diagonal. For given matrices A and B, the symbol A(·)B stands for
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the linear operator defined by X → AXB for X ∈ Mn(C). If K is a map and D is a subset of the
domain of K , then the symbol K|D denotes the restriction of K to D.
We also use the notation Rn+ = {z ∈ Rn: z1  0, . . . , zn  0}, Rn↓ = {z ∈ Rn: z1  · · ·  zn}
and Rn+↓ = Rn+ ∩ Rn↓. Let z[1]  z[2]  · · ·  z[n] denote the entries of z ∈ Rn in nonincreasing
order. For x, y ∈ Rn, if ∑ij=1 y[j ] ∑ij=1 x[j ], i = 1, . . . , n, then we write y ≺w x. This is
the weak majorization [11, p. 10]. If, in addition, ∑nj=1 y[j ] =∑nj=1 x[j ], we write y ≺ x, the
classical majorization [11, p. 7].
Example 2.1 [3, p. 16]. (a) It is known that if V = Rn, G = Pn and D = Rn↓, then (A1)–(A2)
are met, G is finite reflection group, and y G x means y ≺ x. It is easy to check that x↓ =
(x[1], . . . , x[n])T.
(b) Likewise, if V = Rn, G = GPn and D = Rn+↓, then G is finite reflection group, and (A1)–
(A2) hold. In addition, y G x reduces to |y| ≺w |x|, where |z| = (|z1|, . . . , |zn|)T for z ∈ Rn.
It readily seen that the corresponding normal map is given by x↓ = (|x|[1], . . . , |x|[n])T.
Example 2.2 [3, pp. 17–18]. Let V = Mn(C) with the real inner product 〈X, Y 〉 = Re tr XY ∗.
Let G be the group of all linear operators X → U1XU2, X ∈ Mn(C), where U1 and U2 vary
over Un. Take D = {Z ∈ Dn: d(Z) ∈ Rn+↓}. Here (A1) is the Singular Values Decomposition
Theorem [11, p. 498], and (A2) is the trace inequality of von Neumann [11, p. 514]. Moreover,
X↓ = diag s(X) for X ∈ Mn(C). Here Y G X iff s(Y ) ≺w s(X) for X, Y ∈ Mn(C). Thus G
can be treated on Dn as the weak majorization ordering ≺w on Rn.
Example 2.3 [3, pp. 17–18]. Take V = Hn with the inner product as in Example 2.2, and D =
{Z ∈ Dn: d(Z) ∈ Rn↓}. Let G be the group of operators X → UXU∗, X ∈ Hn, with U running
over Un. In this example, (A1) is the Spectral Theorem, and (A2) is the trace inequality of
von Neumann. It is known that X↓ = diag λ(X) for X ∈ Hn, and Y G X iff λ(Y ) ≺ λ(X) for
X, Y ∈ Hn. So, G may be identified on Dn with the classical majorization ≺ on Rn.
3. Characterization of linear preservers of normal maps
Unless stated otherwise, throughout V and W are finite-dimensional real linear spaces pro-
vided with closed groups G ⊂ O(V ) and H ⊂ O(W), respectively, and G and H are the
corresponding group majorizations satisfying axioms (A1)–(A2) for some closed convex cones
D ⊂ V and E ⊂ W , respectively.
In Theorem 3.1 we characterize (·)↓-preservers as D,E-positive linear operators preserving
the orderings G and H (cf. [14, Theorems 2.1–2.2], see also [2]). In addition, the key property
(3) holds. In the case G is finite, this implies KG ⊂ HK , a kind of semicommutativity for K and
the pair (G,H).
Theorem 3.1. Let K:V → W be a linear operator. The following conditions are equivalent:
(i) K is a preserver of normal maps.
(ii) KD ⊂ E, and y G x implies Ky H Kx for all x, y ∈ V.
(iii) KD ⊂ E, and for any g1, g2 ∈ G there exists h ∈ H satisfying
Kg2x = hKg1x for all x ∈ D (3)
(with h independent of x ∈ D).
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Proof. (i) ⇒ (ii). For any z ∈ D, we have z = z↓. So, by (2), Kz = Kz↓ = (Kz)↓ ∈ E. Thus
KD ⊂ E.
To see the second part of (ii), fix g ∈ G and z ∈ V . By substituting x = gz into (2), we get
(Kgz)↓ = K(gz)↓ = Kz↓. Likewise, by (2), (Kz)↓ = Kz↓. Therefore, (Kgz)↓ = (Kz)↓. By
virtue of (A1) used for (W,H,E), there exists h ∈ H such that Kgz = hKz. Now, using [14,
Theorem 2.1], we conclude that (ii) holds.
(ii) ⇒ (iii). Fix g ∈ G. Let x0 ∈ ri D (the relative interior of D). By (ii) and [14, Theorem 2.1],
there exists h0 ∈ H such that Kgx0 = h0Kx0. We shall show Kgx = h0Kx for all x ∈ D. Take
any x ∈ D. Since x0 ∈ ri D, there exists ε > 0 such that x0 + tx ∈ D for all t ∈ (−ε, ε). Because
gy G y, it follows from (ii) that Kgy H Ky for all y ∈ D. In particular, Kg(x0 + tx) H
K(x0 + tx). From [13, (2.4)–(2.5)] applied for (W,H,E), and by KD ⊂ E, we get
〈z, hKg(x0 + tx)〉  〈z,K(x0 + tx)〉 for all z ∈ E, h ∈ H and t ∈ (−ε, ε).
Set h = h−10 . Now, a bit of algebra gives
t〈z, h−10 Kgx〉  t〈z,Kx〉 for t ∈ (−ε, ε),
because h−10 Kgx0 = Kx0. Taking t to be ± 12ε, we obtain the equality
〈z, h−10 Kgx〉 = 〈z,Kx〉 for all z ∈ E.
Since KD ⊂ E, we are allowed to take z = Kx. For this reason
〈Kx, h−10 Kgx〉 = 〈Kx,Kx〉 = ‖Kx‖2.
Simultaneously, by Cauchy–Schwarz inequality, we get
〈Kx, h−10 Kgx〉  ‖Kx‖‖h−10 Kgx‖ = ‖Kx‖2,
the last equality being a consequence of the fact ‖h−10 Kgx‖ = ‖Kx‖ obtained from [14, Theorem
2.1]. Summarizing, we have
〈Kx, h−10 Kgx〉 = ‖Kx‖‖h−10 Kgx‖,
the equality case of the C–S inequality. Therefore, Kx = λh−10 Kgx for some λ > 0. Moreover,
since ‖Kx‖ = ‖h−10 Kgx‖, we get λ = 1, whenever Kx /= 0. On the other hand, if Kx = 0 then
Kgx = h˜Kx = 0 for some h˜ ∈ H [14, Theorem 2.1]. But whichever case holds, we deduce that
Kgx = h0Kx. In addition, h0 is independent of x, as claimed.
In consequence, given g1, g2 ∈ G there existh1, h2 ∈ H such thatKg1x = h1Kx andKg2x =
h2Kx for all x ∈ D. Hence Kg2x = h2h−11 Kg1x for x ∈ D, establishing the proof of (iii).
(iii) ⇒ (i). Fix x ∈ V . By (A1), x = gz for some g ∈ G and z ∈ D. So, x↓ = z. Using (iii),
we have Kx = Kgz = hKz for some h ∈ H . Hence, applying Kz ∈ E, we get
(Kx)↓ = (hKz)↓ = (Kz)↓ = Kz = Kx↓.
In summary, K is a preserver of normal maps. This completes the proof of Theorem 3.1. 
Example 3.2. Let V , G and D be defined as in Example 2.2 and let (W,H,E) = (V ,G,D).
Let K:V → W be the operator of conjugate transpose defined by KX = X∗ for X ∈ Mn(C). It
follows from the fact s(X∗) = s(X) for X ∈ Mn(C) that
(KX)↓ = diag s(KX) = diag s(X∗) = diag s(X) = (diag s(X))∗ = KX↓.
Thus (2) is fulfilled, that is K is a preserver of normal maps (cf. [10, Section 3.4]).
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On account of the formula
(U1XU2)
∗ = U∗2 X∗U∗1 for U1, U2 ∈ Un, X ∈ Mn(C),
one obtains (3) in the form
(U3XU4)
∗ = U∗4 U2(U1XU2)∗U1U∗3 for U1, U2, U3, U4 ∈ Un, X ∈ Mn(C),
where g1 = U1(·)U2, g2 = U3(·)U4 and h = U∗4 U2(·)U1U∗3 .
Example 3.3. Let V , G and D be defined as in Example 2.2. Let K:Mn(C) → M2n(C) be given
by
KX =
(
0 X
X∗ 0
)
for X ∈ Mn(C).
Consider W = {KX:X ∈ V }, E = {KX:X ∈ D} and
H =
{
U(·)U∗:U =
(
U1 0
0 U∗2
)
, U1, U2 ∈ Un
}
.
For X ∈ Mn(C) and U1, U2 ∈ Un, one has(
0 U1XU2
(U1XU2)∗ 0
)
=
(
U1 0
0 U∗2
)(
0 X
X∗ 0
)(
U1 0
0 U∗2
)∗
. (4)
It can be deduced from Eq. (4) via the Singular Values Decomposition Theorem and von Neu-
mann’s trace inequality that conditions (A1)–(A2) are satisfied for (W,H,E).
Furthermore, (4) asserts that
Kg = hK for g = U1(·)U2 and h = U(·)U∗ with U = diag(U1, U∗2 ).
Using Theorem 3.1, one concludes that K is a (·)↓-preserver, that is
Y↓ =
(
0 X
X∗ 0
)
↓
=
(
0 diag s(X)
diag s(X) 0
)
for all Y ∈ W.
In the next theorem we show that a (·)↓-preserver K maps the system (V ,G,D) onto a
subsystem of (W,H,E) satisfying conditions (A1)–(A2). In what follows, we need the following
notation. For f, g ∈ G we denote
H
g
f := {h ∈ H :Kgf |D = hKf |D}, (5)
Hf :=
⋃
g∈G
H
g
f = {h ∈ H :Kgf |D = hKf |D for some g ∈ G}, (6)
Hg :=
⋃
f∈G
H
g
f = {h ∈ H :Kgf |D = hKf |D for some f ∈ G}, (7)
H1 :=
⋂
f∈G
⋃
g∈G
H
g
f =
⋂
f∈G
Hf , (8)
H2 :=
⋃
g∈G
⋂
f∈G
H
g
f = {h ∈ H : there exists g ∈ G such that Kg = hK}. (9)
Theorem 3.4. Let K:V → W be a (·)↓-preserver. For each g1 ∈ G the following statements are
valid:
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(i) Axioms (A1)–(A2) hold for (W0, H0, E0), where W0 :=KV, E0 :=Kg1D and
H0 :={h ∈ H :Kg|D = hKg1|D for some g ∈ G}. (10)
(ii) H0 = {h ∈ H :hE0 ⊂ W0} and H1 = {h ∈ H :hW0 = W0}.
(iii) H0 is a group iff H0 = H1.
Proof. (i) By (10) and Theorem 3.1, part (iii)⋃
h0∈H0
h0Kg1D ⊂
⋃
g∈G
KgD ⊂
⋃
h0∈H0
h0Kg1D.
On the other hand, using (A1) for (V ,G,D), we derive
KV = K
⋃
g∈G
gD ⊂
⋃
g∈G
KgD ⊂ KV.
Thus W0 =⋃h0∈H0 h0E0, that is (A1) holds for (W0, H0, E0).
To prove (A2) for (W0, H0, E0), fix any a, b ∈ E0 and h0 ∈ H0. It follows from Theorem 3.1,
part (iii), that Kg1|D = h1K|D for some h1 ∈ H . Hence E0 = Kg1D = h1KD ⊂ h1E. It is not
hard to verify that condition (A2) is satisfied for (W,H, h1E). Therefore, 〈a, b〉  〈a, h0b〉, as
required.
(ii) Denote H˜0 :={h ∈ H :hE0 ⊂ W0}. We show that H0 ⊂ H˜0. Let h0 ∈ H0. Then there exists
g ∈ G such that Kgx = h0Kg1x for all x ∈ D. Hence KgD = h0Kg1D. Consequently, h0E0 =
KgD ⊂ KV = W0. Thus h0 ∈ H˜0, as was to be proved.
To show that H˜0 ⊂ H0, we let h˜0 ∈ H˜0, i.e., h˜0E0 ⊂ W0. Choose any b in the relative interior
of E0. Since W0 =⋃h0∈H0 h0E0 (see (i)), we obtain h˜0b = h0b0 for some h0 ∈ H0 and b0 ∈ E0.
Hence, by [12, Lemma 2.1], we get b = b0 and h˜0|E0 = h0|E0 . Therefore, h˜0Kg1x = h0Kg1x for
all x ∈ D. Now, by (10), there exists g ∈ G satisfying Kgx = h˜0Kg1x for x ∈ D. Thus h˜0 ∈ H0,
completing the proof of the equality H0 = H˜0.
We now proceed to show the second equality of (ii). Let h ∈ H1. By (8), for each f ∈ G there
exists g ∈ G satisfying Kgf |D = hKf |D . Therefore, for each f ∈ G we get hKfD ⊂ W0. Now,
using (A1) applied for (V ,G,D), we obtain hKV ⊂ W0, which means hW0 ⊂ W0. Since h is
orthogonal, it is invertible. For this reason, hW0 = W0. Thus the inclusion H1 ⊂ {h ∈ H :hW0 =
W0} is proved. To see the opposite inclusion, it is enough to backtrack the steps above and use
[12, Lemma 2.1] as in the previous part of the proof.
(iii) It is clear that H1 is a closed subgroup of H (see (ii)). So, the equality H0 = H1 implies
that H0 is a group.
Conversely, let H0 be a group. We shall prove that H0 = H1. The inclusion H1 ⊂ H0 is clear
by (ii). To show that H0 ⊂ H1, take any h0 ∈ H0. Since h0 is linear and invertible, it is enough to
prove that h0W0 ⊂ W0.
For this end, fix any w ∈ W0. Then w = Ky = Kgx for some y ∈ V , g ∈ G and x ∈ D (see
(A1)). Employing Theorem 3.1, we get Kg|D = h1Kg1|D for some h1 ∈ H . Hence, by (10),
h1 ∈ H0. In consequence
h0w = h0Kgx = h0(h1Kg1x) = (h0h1)Kg1x = h2Kg1x, (11)
where h2 :=h0h1 is a member of the group H0, because h0, h1 ∈ H0. So, by virtue of (10), there
exists g2 ∈ G such that h2Kg1|D = Kg2|D . Combining this and (11) we obtain h0w = Kg2x ∈
W0. The arbitrariness of w ∈ W0 leads to h0W0 ⊂ W0, which proves (iii). 
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Example 3.5. Set
V = Rn, G = Pn, D = Rn↓ and W = Hn,
H = {h = U(·)U∗:U ∈ Un} and E =
{
diag x: x ∈ Rn↓
}
(see Examples 2.1(a) and (2.3)). Define
Kx = diag x for x ∈ Rn.
It follows from the formula
diagpx = p(diag x)pT for p ∈ Pn and x ∈ Rn
that the statement Kg = hK holds for g = p and h = p(·)pT. Put g1 := id . Clearly
W0 = KV = Dn, H0 = {p(·)pT:p ∈ GPn}, E0 = KD = {diag x: x ∈ Rn↓}.
The condition H0 = H1 is satisfied, because span E0 = W0. Using Theorem 3.4, we deduce that
(W0, H0, E0) has properties (A1)–(A2).
Theorem 3.6. Let K:V → W be a (·)↓-preserver and let g ∈ G. If the set Hg is finite, then
there exists h ∈ H such that Kg = hK. (12)
In particular, if G and/or H is finite, then for each g ∈ G (12) holds.
Proof. We adopt an idea used in the proof of [14, Theorem 2.2]. Let g ∈ G be given. For h ∈ Hg ,
denote Vh :={x ∈ V :Kgx = hKx}. Evidently, Vh is a linear subspace of V . Moreover, we have
the equality V =⋃h∈Hg Vh. In fact, the inclusion ⋃h∈Hg Vh ⊂ V is obvious. For the opposite
inclusion, let x ∈ V . Then x = g1z for some g1 ∈ G and z ∈ D (see (A1)). Applying Theo-
rem 3.1 one sees that there exists h ∈ H satisfying Kgg1|D = hKg1|D . Hence h ∈ Hg . Thus
Kgg1z = hKg1z and further Kgx = hKx. This means that x ∈ Vh, which is desired conclusion.
We proceed to prove that dim Vh = dim V for some h ∈ Hg . On the contrary, suppose that
dim Vh < dim V for all h ∈ Hg . Then each Vh is a boundary set. Additionally, Vh is a closed set,
because Vh is a subspace in V and dim V < ∞. On the other hand, V =⋃h∈Hg Vh. However,
this is impossible by Baire’s theorem, since Hg is finite.
Finally, dim Vh = dim V for some h ∈ Hg , and, in consequence, Vh = V . Hence Kgx = hKx
for all x ∈ V , (12) is proved.
For the last assertion, if H is finite then employ (12), because Hg is finite. If G is finite then
apply [12, Theorem 3.1] to see that in this case the interior ofD is not empty and span D = V . Now,
an application of Theorem 3.1, part (iii), for g1 = id and g2 = g leads to Kg = hK completing
the proof. 
Example 3.7. Let V , G and D be defined as in Example 2.1(a) and let W = V , H = G and
E = D. We consider the operator K1:V → W given by the n × n matrix
K1 =
⎛⎜⎜⎜⎝
a b · · · b
b a · · · b
...
...
.
.
.
...
b b · · · a
⎞⎟⎟⎟⎠ = (a − b)In + bJn with a  b,
where In is the n × n identity matrix and Jn is the n × n matrix of all ones. It is known that K1
preserves the classical majorization ≺ on Rn (see [2, Theorem 3], cf. also [1, Corollary 1] and
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[14, Example 4.1]). Furthermore, K1x ∈ Rn↓ for x ∈ Rn↓. So, K1D ⊂ E. In other words, K1 is a
preserver of normal maps (see (ii) of Theorem 3.1).
By the last theorem, (12) is met. In fact, it follows that K1g = gK1 for g ∈ G.
By a similar argument we obtain that the linear operator
K2x =
n∑
i=1
xie for x ∈ Rn,
where e := (1, . . . , 1)T ∈ Rn, is a (·)↓-preserver commuting with G.
In the next example we show that, in general, (3) does not imply (12).
Example 3.8. Let
V = W :=Sn, D = E :={diag(λ1, . . . , λn): λ1  · · ·  λn},
G :={U(·)U∗:U ∈ On} and H :={U(·)U∗:U ∈ SOn}
(cf. Example 2.3).
Here H /⊂ G, but H |D = G|D (see [12, Lemma 3.1]). Consequently, for g ∈ G \ H and x ∈ D
there exists h ∈ H such that gx = hx. So, if K:V → V is the identity, then obviously K is
a preserver of normal maps. Therefore, condition (3) is fulfilled for g1 = id and g2 = g (see
Theorem 3.1). However, Kg /= hK , because g /= h.
Motivated by Theorems 3.4 and 3.6, and by [8, p. 931] (cf. also [2,14]), we now investigate
special (·)↓-preservers K with the property:
for each g ∈ G there exists h ∈ H such that Kg = hK. (13)
Theorem 3.9. Let K:V → W be a (·)↓-preserver satisfying (13). Denote W0 = KV and E0 =
KD. The following statements are valid:
(i) H2 is a compact group such thatH2 ⊂ H1,and (A1)–(A2)are fulfilled for (W0, H2|W0 , E0).
(ii) The map ϕ:G → H2|W0 given by ϕ(g) = h|W0 , where Kg = hK, is a group homo-
morphism.
Proof. (i) It is clear that KidV = idWK , so idW ∈ H2. Further, h2h1 ∈ H2 for h1, h2 ∈
H2, becauseh2h1K = h2Kg1 = Kg2g1 for someg1, g2 ∈ G, andg2g1 ∈ G. Moreover, ifh ∈ H2
then Kg = hK for some g ∈ G. This gives h−1K = Kg−1, which implies h−1 ∈ G2. Thus H2
is a group.
We now show closedness of H2. Take any sequence hi ∈ H2, i = 1, 2, . . . , converging to some
h0 ∈ H . We need to prove that h0 ∈ H2. We have Kgi = hiK for some gi ∈ G. Since G is a
compact group, there exists a subsequence gij , j = 1, 2, . . . , converging to some g0 ∈ G. Hence
hijK = Kgij → Kg0 when j → ∞. On the other hand, hijK → h0K when j → ∞. Therefore,
Kg0 = h0K , which means that h0 ∈ H2. Summarizing, H2 is a closed (compact) subgroup of the
compact group H .
We prove that H2 ⊂ H1. Let h ∈ H2 and y ∈ W0. Then hy = hKx = Kgx ∈ W0 for some
x ∈ V and g ∈ G. Hence hW0 ⊂ W0. But h is an invertible linear operator, so hW0 = W0. Thus
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h ∈ H1 (see Theorem 3.4, part (ii)). The arbitrariness of h ∈ H2 leads to the required inclusion
H2 ⊂ H1.
To show that (W0, H2|W0 , E0) has properties (A1)–(A2), use the same method as in the proof
of Theorem 3.4, part (i).
(ii) For g ∈ G we denote Hg2 :={h ∈ H :Kg = hK}. By (13), Hg2 is not empty for each g ∈ G.
It is obvious that H2 =⋃g∈G Hg2 . We have h1|W0 = h2|W0 for all h1, h2 ∈ Hg2 , because h1K =
Kg = h2K , which gives h1y = h2y for y ∈ KV = W0. Therefore, the map ϕ(g) = h|W0 , where
h ∈ Hg2 is arbitrarily chosen, is well-defined. Evidently, Kg = ϕ(g)K .
We now prove that the map ϕ:G → H2|W0 is a group homomorphism. In fact, ϕ(idV ) = idW0 ,
since KidV = idW |W0K = idW0K . Moreover, ϕ(g1g2) = ϕ(g1)ϕ(g2) for g1, g2 ∈ G. This is
because, if Kgi = hiK , i = 1, 2, then Kg1g2 = h1Kg2 = h1h2K . Hence, by the H2-invariance
of W0,
ϕ(g1g2) = (h1h2)|W0 = h1|W0h2|W0 = ϕ(g1)ϕ(g2).
Additionally, ϕ(g−1) = (ϕ(g))−1 for g ∈ G. Indeed, Kg = hK leads to h−1K = Kg−1, which
implies
ϕ(g−1) = h−1|W0 = (h|W0)−1 = (ϕ(g))−1.
This establishes the proof that ϕ is a group homomorphism. 
Example 3.10. Consider V , G and D as in Example 2.3. Let W = V , H = G and E = D. Define
KX :=X − 1
n
(tr X)In for X ∈ V = Hn.
Then K is orthoprojector from Hn onto the subspace W0 of traceless n × n Hermitian matrices.
Also, K and G commute. So, (13) is satisfied for h = g. For this reason, H2 = H . We have
KD = E0, where
E0 :=
{
X ∈ Dn: x11  · · ·  xnn,
n∑
i=1
xii = 0
}
.
By Theorem 3.9, (A1)–(A2) are met for (W0, H2|W0 , E0), since K is (·)↓-preserver.
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