This paper deals with the approach of using multiscale permutation entropy as a tool for feature selection for fault diagnosis in ball bearings. The coefficients obtained from the wavelet transformation of the vibration signals of the bearings are used for the calculation of statistical parameters. Based on the minimum multiscale permutation entropy criteria, the best scale is selected and statistical parameters such as crest factor, form factor, and permutation entropy are calculated. Finally, the faults are classified by considering the statistical parameters and permutation entropy as features in supervised and unsupervised machine learning methods, such as a support vector machine and self-organizing maps, respectively. Results revealed that the multiscale permutation entropy-based feature extraction techniques provide higher classification accuracy in comparison to the other methodologies that have been proposed in previous published works. The methodology proposed in this paper also gives good results for unsupervised learning methods, i.e. self-organizing maps.
NOMENCLATURE

INTRODUCTION
Techniques designed to monitor the conditions of rolling element bearings receive considerable attention from researchers across the globe. Faults in the bearings are the major source of the breakdown of machinery. When a defect in the surface of one bearing strikes the surface of another, impulsive force is generated. This effect has been exploited by several vibration analysis methods, as well as various signal processing techniques. 1 Incipient fault diagnosis in rolling element bearings is essential for production efficiency and plant safety. Fault diagnosis depends mainly on the feature extraction techniques, because the signals carry dynamic information about the state of the machinery. The patterns of vibration signals, due to defects in various rotating parts, exhibit specific features. That is to say, faults can be identified by looking at pattern abnormalities in plant machinery and rotating parts. Signal processing techniques such as time domain, frequency domain, and combined time frequency domain (such as wavelet transformation) have been investigated by various researchers.
2-5 Due to variations in friction, loading conditions, interaction of various rotating elements, and clearance and nonlinear stiffness of the bearings, 6 , 7 the vibration signals generated by machinery are often characterized by nonlinearity. Thus, nonlinear parameter estimation techniques have been widely used by many researchers. [8] [9] [10] [11] [12] Numerous methods such as the correlation dimension 13 and the Lyapunov exponent 14 have been developed recently to detect nonlinearity. Entropy estimation is an important parameter for measuring system complexity. Analysis of the vibration signals generated from rotating machinery, using complexity measure such as approximate entropy 15 and multiscale entropy, 16 was used for the bearing fault diagnosis. Permutation entropy was introduced by Bandt and Pompe, 18 and is a new nonlinear parameter estimation tool that was efficiently used for the fault diagnosis.
17 By comparing neighbouring values, the complexity of a time series can be extracted using permutation entropy. Shannon entropy is useful for the estimation of the complexity of a time series based on a single scale, while multiscale permutation entropy is useful for calculating the complexity of a time series after comparing neighbouring values and entropy over multiple scales. Bandt and Pompe 18 presented permutation entropy, as a parameter of average entropy, to describe the complexity of a time series. It should also be noted that feature vectors consisting of multiscale permutation entropy provide better information about physical phenomena such as the occurrence of faults in the rotor bearing system. 19 The use of permutation entropy for chatter detection in the turning process, 20 known as electroencephalography (EEG) signal analysis, 21 has been used for chaotic time series. Signals obtained from complex mechanical systems that have several components are usually complicated. Approximate entropy and permutation entropy are based on a single scale, and are therefore inefficient in diagnosing the signals correctly. Multiscale permutation entropy was proposed by Costa, et al., 22 and this concept was utilized by Wu, et al. 23 and Vakharia, et al., 24 for bearing fault diagnosis and classification.
In this paper, raw vibration signals are used, and the concept of permutation entropy is utilized for the selection of scale. Wavelet coefficients are calculated by considering coiflet as mother wavelet, and a scale giving the least permutation entropy is selected for the calculation of statistical parameters. A feature vector includes these statistical parameters: speed, loading condition, and permutation entropy. A feature vector is fed as the input for fault classification using a support vector machine (SVM) and self-organizing maps (SOM). Results revealed that the proposed feature extraction method gives improved results compared to the conventional feature extraction methods. The complete methodology for fault diagnosis is shown in Fig. 1. 
PERMUTATION ENTROPY
Signals obtained from complex machinery parts using EEG show that stock markets are very complex in nature. Initially, entropy was used for quantifying the predictability of a time series on a single scale. It does not give insight between regularity and complexity. Costa, et al. 22 have developed multiscale entropy for the analysis of physiologic time series, in which initial sample entropy is calculated and, based on the concept of multiscale, various entropies can be calculated.
Permutation entropy was introduced as a computational efficient method for extracting the information from compound systems. For a given time series,
at each time t 1 , a vector composed of the m th subsequent values is constructed as: where m is called embedding dimension and tells how much information is present in a vector. Further, by considering time delay of τ , Eq. (2) can be rewritten as
For a given embedding dimension, there will be m! possible permutation π of order m. Permutation entropy employs the concept of Shannon entropy by analysing the relative frequency of patterns generated from a time series. The permutation entropy is defined as:
Permutation entropy depends mainly on the selection of embedding dimension m and time delay τ . Bandt and Pompe 18 suggested in their study that value of embedding dimension m should be 3 ≤ m ≤ 7 and time delay τ = 1.
Normalized permutation entropy is given by
where ln m! denotes maximum PE value.
Multiscale Permutation Entropy
The concept of multiscale entropy has been proposed by Costa, et al. 22 For a given time series and 3 scales, the data points are averaged by selecting non-overlapping windows of increasing length to form multiple coarse-grained time series as shown in Fig. 2 .
For the scale factor s, the elements of coarse-grained time series are evaluated by
where N denotes the length of the data. For scale 1, the coarsegrained time series is simply the original time series.
MACHINE LEARNING TECHNIQUES
Machine learning is a type of artificial intelligence technique used essentially for classification and regression. An important task of machine learning is classification where algorithms are constructed between different data based on their specific patterns. Algorithms can be broadly categorized into supervised and unsupervised algorithms. 
Supervised Learning
In supervised learning, a label is associated with each feature of training data. Training data consists of input and desired result. The task of an algorithm is to search for patterns and develop mathematical models. Based on their prediction accuracy, models are evaluated. Naive Bayes, artificial neural networks, and support vector machines are some examples of supervised learning methods.
The support vector machine (SVM) is a statistical learning method based on the principle of structural risk minimization and was introduced by Vapnik. 26 SVM is a supervised learning algorithm in which a learning machine has allotted some set of features to a class of labels.
For linearly separable data, a hyperplane is constructed which separates hyperspace to achieve maximum separation between the classes known as the margin. The nearest data points that are used to define the margin are known as support vectors.
The optimal hyperplane separating the data can be obtained as a solution to the following optimization problem:
subject to
Unsupervised Learning
An unsupervised learning model is not provided with correct results during training. The task is to identify hidden patterns in unlabelled data. It can also be used for clustering the input data in to classes based on their statistical property. Self-organizing maps, K means, and blind signal separation are among the techniques which come under unsupervised learning.
A self-organizing map (SOM) is a type of neural network model commonly used for unsupervised classification. 27 In self-organizing maps, "self-organizing" means that no supervision is required. The models learn on their own through unsupervised competitive learning, while the "map" is used to map their weights according to the given input data. In the initial stage, all node weights are initialized and a vector is randomly chosen from the set of training data and forwarded to network. Every node in the network is then used to calculate which weights are similar to the input vector. Nodes which are within the boundary of the best-matching unit are adjusted to make them like the input vector. Finally, the location of the most similar node is arranged in such a way that a topographic map is generated. The locations of the most similar nodes indicate statistical features contained in the input patterns.
EXPERIMENTAL SETUP AND DATA ACQUISITION
In the present study, an experimental test rig has been used, and vibration responses for healthy bearings and bearings with faults are obtained. A schematic diagram of a rotor bearing system is shown in Fig. 3 . Table 1 shows the dimensions of the ball bearing used for this study. The vibration signals from the rig are taken after some hours of initial running.
The signals are measured at rotor speeds 1000, 1500, and 2000 rpm, and in all five classes with no loader, one loader, and two loader conditions, respectively. The following five bearing conditions are considered for the study: 
Combined defects (CD).
The combined defects represent bearing conditions which have a spall on the inner race, the outer race, and ball together.
FEATURE EXTRACTION
Statistical analysis of vibration signals gives different primary and secondary parameters.
The continuous wavelet coefficients (CWC) of all signals were calculated at the 7 th level of decomposition (2 7 scales). A scale giving the least permutation entropy was selected, and the statistical features of CWC corresponding to that scale were calculated for both horizontal and vertical directions. The selected embedded dimension m and the time delay τ of multiscale permutation entropy are 5 and 1, respectively.
The following features were selected for both horizontal and vertical conditions: a. Permutation entropy, defined by Eq. (4).
b. Form factor, defined as the ratio of the RMS value and the average value of the signal. c. Crest factor, defined as the ratio of the peak value of the signal to its RMS value.
These features were extracted from the vibration signals and were fed as an input to machine learning techniques such as SOM and SVM for the classification of faults.
RESULTS AND DISCUSSION
Testing and cross validation of feature sets have been carried out using SOM and SVM as classifiers. 28 These features consist of permutation entropy, form factor, and crest factor, each for horizontal and vertical responses, and the number of loaders and rotor speed are also considered as the features for testing and cross-validation purposes. A sample input feature values are shown in Table 2 .
The effects of bearing defects like ball defect, combined defect, outer race defect and inner race defect on multiscale permutation entropy are shown in Fig. 4 . For the cases considered, it was found that for the vertical response, multiscale permutation entropy is higher as compared to the horizontal response.
With no loader and 1500 rpm, maximum multiscale permutation entropy is 0.7625 for ball defects under vertical response conditions, and minimum multiscale permutation entropy is 0.4015 for outer race defects under horizontal response conditions, as shown in Fig. 4(a) . It can be interpreted that ball defects under no-loader conditions and 1500 rpm exhibit more disorder when compared to other classes, and outer race defects contain less disorder.
From Fig. 4(b) , it is observed that the maximum multiscale permutation entropy, 0.8368, is for ball defects under vertical response conditions, and the minimum value of 0.521 for inner race defects is under horizontal response conditions. It can be interpreted that when speed is increased, disorder increased in ball defects and decreased in inner race defects. When the load is increased and the speed is 1500 rpm, the maximum multiscale permutation entropy is 0.836 for ball defects, the vertical response conditions and minimum multiscale permutation entropy is 0.3028 for combined defects, and the horizontal response conditions are shown in Fig. 4(c) . With one loader and 2000 rpm, the maximum multiscale permutation entropy is 0.7974 for ball defects, the vertical response conditions and minimum multiscale permutation entropy is 0.5087 for inner race defects, and vertical response conditions are shown in Fig. 4(d) . Thus, it is concluded that ball defects are severe as compared to other defects considered in the present study for all load conditions and speeds.
A total of 75 instances are considered which consist of 6, 16, 18, 17, and 18 cases of BND, SI, SO, SB, and CD, respectively. For coiflet wavelets, a scale is selected based on minimum multiscale permutation entropy. Testing and crossvalidation results are shown in Tables 3 and 4 for SOM and SVM, respectively. Cross validation is a technique to evaluate the performance of classifiers. Therefore, 10-fold cross validation, which is the standard method of testing classifiers, was carried out.
From Table 3 , for testing purpose 6/6, 16/16, 12/18, 17/17, and 18/18 cases were predicted correctly for BND, SI, SO, SB, and CD, respectively. Similarly, for cross-validation purposes, 4/6, 12/16, 11/18, 17/17, and 18/18 cases were predicted correctly. We infer that for SB and CD, SOM has correctly predicted 17/17 and 18/18 cases each for both testing and cross validation. It is also clear that for SO, the prediction accuracy rate is comparatively lower compared to other classes. It can be concluded that for SO, about 22% (4/18) of the data matches with CD, and about 16% (3/18) of the data matches with SI, which suggests that while performing cross validation, SOM is unable to distinguish between these fault classes efficiently. A possible reason for spalls on the outer race is that the vibration data collected contains more noisy data compared to other faults. Similarly, for SI about 12% (2/16) of the data matches with SO, and 12% (2/16) of the data matches with SB. Another possible reason for not correctly identifying these defects during cross validation may be due to over fitting; i.e. the optimization of the parameters for the SOM classifier is not done properly. Table 4 shows the prediction accuracy when SVM is used as a classifier. For testing purposes, 6/6, 16/16, 18/18, 17/17, and 18/18 cases are predicted correctly for BND, SI, SO, SB, and CD, respectively. For cross validation, 6/6, 14/16, 14/18, 16/17, and 18/18 cases are predicted correctly for BND, SI, SO, SB, and CD, respectively. Thus, it is clear that the prediction accuracy of BND and CD is 100% for both testing and cross validation when SVM is used as a classifier. SI and SO are comparatively less accurately predicted. For SO, about 10% (2/18) of the data falls under CD. This means that 10% of the data of SO matches with the CD class. Similarly, 10% (2/18) of the data matches with the SI class during cross validation, which is an indication that SO contains more noisy data compared to other classes. Similarly, for SI about 13% (2/16) of the data matches exactly with SB, which also indicates that the classifier is not able to distinguish between them during cross validation. Table 5 depicts the overall classification accuracy for both the test set and the 10-fold cross validation set using two classifiers. It can be observed that, for SOM, 69/75 test instances were classified correctly, which gives a 92% classification accuracy rate, and for 10-fold cross validation, 63/75 test instances were classified correctly, giving an 84% classification accuracy rate. Similarly, for SVM, 75/75 test instances were classified correctly, giving a 100% classification accuracy rate, and for 10-fold cross validation, 68/75 test instances were classified correctly, giving a 90.66% classification accuracy rate, as shown in Table 5 .
The kappa statistic is used for assessing the degree to which two or more classes that are testing the same data match when it comes to assigning the data to classes. For complete matching, the corresponding value of the kappa statistic is 1, and for totally incomplete matching, its value is 0. For SVM, using a testing set, the ideal value of 1 is achieved for the kappa statistic. It is clear from the above mentioned results that the classification accuracy of SVM is much better compared to SOM, and is reported by Kankar, et al. in their study. 29 SOM is a type of unsupervised learning method in which the objective is to identify hidden structures in unlabelled data. Since the inputs given are unlabelled, it becomes difficult for the learning algorithm to train itself to correctly identify that particular feature belonging to a specific class. This makes it quite difficult to correctly predict the given feature set, and thus the classification accuracy is lower. On the other hand, the classification accuracy of SVM is high because of its good generalization capability. For demonstrating the effectiveness of the proposed methodology, a comparative study between the present work and some published literature is shown in Table 6 . The proposed work is compared in terms of the machine learning method used, faults considered on the bearings, classification efficiency, and the vibration analysis technique.
CONCLUSIONS
In the present study, a methodology is proposed for comparing supervised and unsupervised learning methods for fault diagnosis of bearings. Raw vibration signals of various fault categories are used and the concept of permutation entropy is applied for the best scale selection of wavelet coefficients. Features based on the best scale are extracted for both horizontal and vertical response conditions. In total, 8 features have been considered, including permutation entropy, form factor, and crest factor for both horizontal responses and vertical responses, along with the number of loaders and shaft rotation. The classification results of SOM and SVM are compared, and the results show that SVM is able to give much better results due to its better generalization capability. It is observed that severe vibration is observed for ball defects. The prediction accuracy rate of both learning algorithms is lower for outer race defects and higher for combined defects. It can be concluded that the proposed methodology based on scale selection using multiscale permutation entropy along with supervised and unsupervised machine learning techniques has potential for application to the development of real-time fault diagnosis systems.
