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STATISTICAL PROPERTIES OF UNIFORMLY HYPERBOLIC
MAPS AND TRANSFER OPERATORS’ SPECTRUM
CARLANGELO LIVERANI
Abstract. This is a lightning introduction to some modern techniques used
in the study of the statistical properties of hyperbolic dynamical systems. The
emphasis is not in presenting a comprehensive theory but rather in fleshing out
the main ideas in the simplest and fastest possible manner so that the reader
can quickly get the intuition necessary to easily read the more technical (and
more complete) accounts of the theory.
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2 CARLANGELO LIVERANI
1. Introduction
This note is dedicated to presenting some basic modern techniques used to study
the statistical properties of chaotic systems. Here by chaotic I mean uniformly
hyperbolic systems. That is, systems that display a strong uniform sensitivity with
respect to initial conditions. I will stress in particular the so called functional
approach but I will also provide a simple introduction to the use of standard pairs.
The functional approach has its origin in the study of the Koopman operator
[37] (acting on L2) starting, at least, with Von Neumann mean ergodic theorem
[51] and further developed by the Russian school [14]. An important development
of this point of view occurred with the study of the transfer operator in symbolic
dynamics by Sinai, Ruelle and Bowen [57, 58, 53, 54, 11, 12].
Next, the functional approach developed further thanks to the work of Lasota-
Yorke [42], Ruelle [55], Keller [32, 28] and, more recently, Kitaev [36], just to
mention a few. This has eventually lead to the current theory, which has assumed
its present form starting with [9].
The basic idea being to study directly the spectrum of the Ruelle transfer oper-
ator without coding the system (even though the theory can be applied also to the
transfer operator of a system after inducing). In order to do so it is necessary to
consider the action of the transfer operator on an appropriate Banach (or Hilbert)
space or, more generally, in an appropriate topology. The non trivial part of the
theory rests in the identification of the appropriate topological spaces.
In this note we will discuss only uniformly hyperbolic systems, yet the techniques
presented here are relevant also in the non uniformly hyperbolic case, although they
must be supplemented with essential new ideas such as Young towers [62], coupling
[63, 22, 21] and Operator Renewal Theory [56].
The goal of this note it to explain which properties the above mentioned Banach
spaces must enjoy and to provide a guide on how to construct and adapt them
to the peculiarities of the systems at hand. Also I will briefly discuss the idea of
coupling in a specially simple case, but I will not provide any detail on Young towers
or Operator Renewal Theory. Moreover I will not discuss anything concerning
hyperbolic flows, non-uniform hyperbolicity or partial hyperbolicity [10]. This note
is a partial update with respect to the review [46]. For a much more in depth and
technical discussion of these topics see [1, 2].
The plan of the exposition is as follows: I start discussing the simplest possible
case, smooth expanding maps of the circle. This allows to illustrate, in the simplest
possible setting, the power of the functional approach and the type of results that
can be obtained once such a machinery is in place. In particular, I will show how
important properties of the system such as exponential decay of correlation, CLT,
stability and linear response easily follow from the spectral properties of the transfer
operator.
Next, I will discuss the case of attractors, where the need to consider spaces of
distributions becomes first apparent. Then I will develop the theory for the case
of toral automorphisms. This may seem a bit silly as toral automorphisms can
be studied directly using Fourier series. Yet, this will allow to illustrate in the
simplest possible case the main ideas of the theory (anisotropic Banach spaces and
coupling).
Finally, I will collect all the ideas previously illustrated and extend them to study
general uniformly hyperbolic maps.
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2. Smooth expanding maps
By smooth expanding map I mean a map f ∈ Cr(T,T), r ≥ 2, such that
infx |f ′(x)| ≥ λ∗ > 1. Clearly (f,T) is a topological, actually differentiable, dy-
namical system. Our first goal is to view it as a measurable dynamical system,
hence we need to select an invariant probability measure.
Deterministic systems often have a lot of invariant measures. In particular, to
any periodic orbit is associated an invariant measure (the average along the orbit).
Given such plentiful possibilities, we need a criteria to select relevant invariant
measures. A common choice is to consider measures that can be obtained by
pushing forward a measure absolutely continuous with respect to Lebesgue.
More precisely, let dµ = h(x)dx, h ∈ L1(T1,Leb) and define, for all ϕ ∈ C0(T,R),
the average
µ(ϕ) =
∫
T
ϕ(x)µ(dx)
and the push-forward
f∗µ(ϕ) = µ(ϕ ◦ f).
Note that if µ is a probability measure (i.e., h ≥ 0 and µ(1) = 1), then also f∗µ is
a probability measure. Then {
1
n
n−1∑
k=0
fk∗ µ
}
n∈N
is a weakly compact set, hence it has accumulation points. On can easily check
that such accumulation points are invariant measures for f , that is fixed points for
f∗ (this is, essentially, Krylov-Bogoliubov Theorem). We would then like to study
such fixed points.
A simple change of variables shows that d(f∗µ)dLeb = Lh where
Lh(x) =
∑
f(y)=x
h(y)
f ′(y)
.
The operator L is called the (Ruelle) transfer operator. Of course, to properly
define such an operator we must specify on which space it acts. Since∫
|Lh(x)|dx ≤
∫
L|h|(x)dx =
∫
1 ◦ f(x)|h(x)|dx =
∫
|h(x)|dx,
it follows that L is well defined as an operator from L1(T,Leb) to itself, moreover
it is a contraction on L1(T,Leb). In addition, if dµ = h∗dx is an invariant measure,
then
h∗dx = dµ = df∗µ = Lh∗dx,
that is Lh∗ = h∗. Conversely, if Lh∗ = h∗, then
dµ = h∗dx = Lh∗dx = df∗µ
that is dµ = h∗dx is an invariant measure.
We have thus reduced the problem of studying the invariant measures absolutely
continuous with respect to Lebesgue to the problem of studying the operator L,
more precisely the eigenspace associated to the eigenvalue one. We want thus to
investigate the spectral theory of the operator L. Unfortunately, the spectrum of
L on L1 turns out to be the full unit disk, a not very useful fact.
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Following Lasota-Yorke, we look then at the action of L on W 1,1:1
(2.1)
d
dx
Lh = L
(
h
f ′
)
− L
(
h
f ′′
(f ′)2
)
.
The above implies the so called Lasota-Yorke inequalities
‖Lh‖L1 ≤ ‖h‖L1
‖(Lh)′‖L1 ≤ λ−1∗ ‖h′‖L1 +D‖h‖L1.
(2.2)
Such inequalities imply that L is well defined as an operator from W 1,1 to itself. In
addition, when acting on W 1,1 it is a quasi-compact operator (see Theorem 2.1 for
the exact statement). That is, the spectrum σW 1,1 (L) ⊂ {z ∈ C : |z| ≤ 1} while
the essential spectrum is strictly smaller: ess-σW 1,1 (L) ⊂ {z ∈ C : |z| ≤ λ−1∗ }.
To illustrate the above facts, let us consider the special case in which the distor-
tion D = ‖ f ′′(f ′)2 ‖L∞ is small, more precisely λ−1∗ +D < 1.
Note that, if Leb(h) = 0, then also Leb(Lh) = 0, hence the space V = {h ∈ L1 :
Leb(h) = 0} is invariant under L. Also, if h ∈ V, then, since W 1,1 ⊂ C0, by the
mean value theorem there must exists x∗ such that h(x∗) = 0, thus
‖h‖L1 =
∫
T
|h(x)| =
∫
T
∫ x
x∗
|h′(y)| ≤ ‖h′‖L1 .
Next, let us define the norm ‖h‖W 1,1 = ‖h′‖L1+a‖h‖L1 for some a > 0 to be chosen
shortly.2 Accordingly, for h ∈ V, equation (2.2) implies
‖Lh‖W 1,1 ≤ λ−1∗ ‖h′‖L1 + (D + a)‖h‖L1 ≤ (λ−1∗ +D + a)‖h′‖L1
≤ (λ−1∗ +D + a)‖h‖W 1,1 .
(2.3)
We can then choose a such that ν := λ−1∗ + D + a < 1, which implies that L is
a strict contraction on V, that is σW 1,1(L|V) ⊂ {z ∈ C : |z| ≤ ν}. Note that
L′ Leb = Leb, hence 1 ∈ σ(L′) and then 1 ∈ σ(L). Thus we have that there exists
h∗ ∈ L1 such that Lh = h∗ Leb(h)+Qh, where ‖Q‖W 1,1 ≤ ν and LebQ = Qh∗ = 0.
Hence, (2.3) implies that, for each h ∈ W 1,1,∥∥∥∥Lnh− h∗ ∫ h∥∥∥∥
W 1,1
=
∥∥∥∥Ln(h− h∗ ∫ h)∥∥∥∥
W 1,1
≤ νn
∥∥∥∥h− h∗ ∫ h∥∥∥∥
W 1,1
We have just proven that h∗(x)dx is the only invariant measure of f absolutely
continuous with respect to Lebesgue.3
As already mentioned, the above spectral decomposition, and hence the unique-
ness of the invariant measure absolutely continuous with respect to Lebesgue, holds
in much higher generality, in particular for each f ∈ C2 such that |f ′| ≥ λ∗ > 1,
due to the following theorem.4
Theorem 2.1 ([27]). Let B ⊂ Bw be two Banach spaces, ‖ · ‖ and ‖ · ‖w being the
respective norms. In addition, let L : B → B be a linear operator such that there
1 Recall that g ∈ W 1,1 if g ∈ L1 and g′ ∈ L1.
2 Note that all such norms are equivalent, so the choice of a special value of a is only a matter
of convenience.
3 To make the argument precise use that W 1,1 is dense in L1.
4 I am not stating the Theorem in its full generality as it is not needed in the following.
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exists M,C > 0 and n0 ∈ N such that Ln0 : B → Bw is a compact operator and for
each n ∈ N and v ∈ B,
‖Lnv‖w ≤ CMn‖v‖w
‖Lnv‖ ≤ CMnλ−n∗ ‖v‖+ CMn‖v‖w,
then L has the spectral radius bounded by M and the essential spectral radius
bounded by Mλ−1∗ .
Remark 2.2. In the following we will mostly use the above Theorem when M = 1.
Also, the compactness of the operator (for each n0 ∈ N) will often follow by checking
that the unit ball in B, {v ∈ B : ‖v‖ ≤ 1}, is relatively compact in Bw. Finally,
if one can prove that there exists eigenvalues outside the essential spectrum (as we
have done before), then Theorem 2.1 implies that the operator is quasi compact
(that is, the maximal part of the spectrum consists of point spectrum).
Since it is not hard to show that smooth expanding maps are mixing, it follows
that L cannot have eigenvalues of modulus one different from 1 and that 1 is a
simple eigenvalue hence L must mix exponentially fast (see [1] for an exhaustive
discussion).
Problem 2.3. Derive further (2.1) to obtain a Lasota-Yorke inequality with respect
to the norms W p,1, W p−1,1, p ≤ r− 1. Show then that the essential spectral radius
of L when acting on W p,1 is bounded by λ−p∗ .
An interesting consequence of the above analysis is that smooth expanding maps
admit a unique physical measure. A measure µ is a physical measure if there exists
a measurable set A (called the basin of attraction) of positive Lebesgue measure
such that, for all ϕ ∈ C0 and x ∈ A,
lim
n→∞
1
n
n−1∑
k=0
ϕ ◦ fn(x) = µ(ϕ).
Problem 2.4. Show that if there exists h∗ ∈ L1 such that for all h ∈ L1 we have
limn→∞ Lnh = h∗
∫
h, then h∗(x)dx is the unique physical measure of the system
and the basin of attraction is the all space, but for a zero Lebesgue measure set.
The above problem shows that, for the uniqueness of the physical measure,
the speed of convergence is immaterial. Yet, if one has estimates on the speed of
convergence (as in our case), then it is possible to obtain a much more useful bound.
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To see this, for ϕ ∈ C1(T1,C), let us set ϕˆ = ϕ− µ(ϕ) and compute∥∥∥∥∥
n−1∑
k=0
ϕ ◦ fk(x)− nµ(ϕ)
∥∥∥∥∥
2
L2(µ)
=
n−1∑
k,j=0
∫
ϕˆ ◦ fk(x) · ϕˆ ◦ f j(x) · h∗(x)dx
=
n−1∑
k=0
∫
|ϕˆ(x)|2 · h∗(x)dx + 2
n−1∑
k>j
n−2∑
j=0
∫
ϕˆ ◦ fk−j(x) · ϕˆ(x) · h∗(x)dx
= n‖ϕˆ‖L2(µ) + 2
n−1∑
l=1
(n− l)
∫
ϕˆ ◦ f l(x) · ϕˆ(x) · h∗(x)dx
= n
[
‖ϕˆ‖L2(µ) + 2
∞∑
l=1
∫
ϕˆ ◦ f l(x) · ϕˆ(x) · h∗(x)dx
]
− 2
∞∑
l=n
∫
ϕˆ(x) · Ll(ϕˆ · h∗)(x)dx − 2
n−1∑
l=1
l
∫
ϕˆ(x) · Ll(ϕˆ · h∗)(x)dx.
(2.4)
Note that5
|Ln(ϕˆ · h∗)(x)| ≤ h∗(x)
∣∣∣∣∫ (ϕˆ · h∗)(x)dx∣∣∣∣ + ‖Qn(ϕh∗)‖W 1,1
= ‖Qn(ϕh∗)‖W 1,1 ≤ C#‖ϕ‖C1νn
for some ν < 1. Thus the quantity in the last line of (2.4) is uniformly bounded in
n and the quantity in the square bracket of the next to the last line is well defined.
Accordingly,
(2.5)
∥∥∥∥∥ 1n
n−1∑
k=0
ϕ ◦ fk(x)− µ(ϕ)
∥∥∥∥∥
2
L2(µ)
≤ C# ‖ϕ‖C1
n
.
The above is a refinement, in the special case of expanding maps, of Von Neumann
mean ergodic Theorem. Indeed, Von Neumann Theorem, together with the ergod-
icity of µ, implies that the left hand side of the equation (2.5) tends to zero but
without any information on the speed of convergence. Since h∗ > 0, it also provides
and alternative solution to Problem 2.4. In addition it can be used to prove the
almost sure convergence of the ergodic averages.6 The latter follows also from the
Birkhoff ergodic Theorem since h∗ > 0.
Summarizing: the ergodic average converges Lebesgue almost everywhere to the
average with respect to the unique invariant measure absolutely continuous with
respect to Lebesgue. A natural question is: what is the exact speed of convergence?
2.1. The Central Limit Theorem. Let ϕ ∈ C1(T,R) and set ϕˆ := ϕ − µ(ϕ),
then we know that
lim
n→∞
1
n
n−1∑
k=0
ϕˆ ◦ fk(x) = 0 Leb−a.e.
5 Here, and the the following, we will use C# to mean a generic constant, depending only on
the choice of f , which value can change from one occurrence to the next.
6 Use the usual trick to study the sum in blocks of size 2k .
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and (2.5) suggests that 1n
∑n−1
k=0 ϕˆ ◦ fk(x) is of size O(n−
1
2 ). It is then tempting to
define
Ψn :=
1√
n
n−1∑
k=0
ϕˆ ◦ fk.
Accordingly, Ψn a random variable with distribution Fn(t) := µ({x : Ψn(x) ≤ t}).
It is well know that, for each continuous function g holds7
(2.6) µ(g(Ψn)) =
∫
R
g(t)dFn(t)
where the integral is a Riemann-Stieltjes integral. It is thus clear that if we can
control the distribution Fn, we have a very sharp understanding of the probability
to have small deviations (of order
√
n) from the limit.
This can be achieved in various ways. In the following, I choose to compute the
characteristic function
ϕn(λ) =
∫
R
eiλtdFn(t)
of the distribution Fn since this provides the strongest results, but see [43] for a
softer approach or [25, 19] for a more general approach.
The characteristic function determines the distribution via the formula
(2.7) Fn(b)− Fn(a) = lim
Λ→∞
1
2π
∫ Λ
−Λ
e−iaλ − e−ibλ
iλ
ϕn(λ)dλ,
as can be seen in any basic book of probability theory, e.g. [59, 60]. In the case when
there exists a density, that is an L1 function fn such that Fn(b)−Fn(a) =
∫ b
a fn(t)dt,
then the formula above becomes simply
(2.8) fn(y) =
1
2π
∫
R
e−iyλϕn(λ)dλ,
and follows trivially from the inversion of the Fourier transform.
Recalling (2.6), we can thus start to compute
ϕn(λ) =
∫
T1
eiλΨn(x)h∗(x)dx
=
∫
T1
e
i λ√
n
∑n−2
k=0
ϕˆ◦fk ◦ f(x) · ei λ√nϕ(x)h∗(x)dx
=
∫
T1
e
i λ√
n
∑n−2
k=0
ϕˆ◦fk(x) · L
(
e
i λ√
n
ϕ
h∗
)
(x)dx.
(2.9)
It is then natural to define, for each ν ∈ R, the operator
(2.10) Lνh(x) =
[L (eiνϕh)] (x).
7 If g ∈ C10 , then∫
R
gdFn = −
∫
R
Fn(t)g
′(t)dt = −
∫
R
dt
∫
T1
dx h∗(x)1{z : Ψn(z)≤t}(x)g
′(t).
Applying Fubini yields∫
R
gdFn = −
∫
T1
dx
∫
R
dt h∗(x)1{z : Ψn(z)≤t}(x)g
′(t) = −
∫
T1
dx h∗(x)
∫ ∞
Ψn(x)
g′(t)dt
=
∫
T1
dx h∗(x)g(Ψn(x)).
The results for g ∈ C0 follows by density.
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This idea is due to Nagaev and Guivarch [50, 41]. Using such an operator we can
rewrite (2.9) as
ϕn(λ) =
∫
T1
e
i λ√
n
∑n−2
k=0
ϕˆ◦fk(x) · L λ√
n
(h∗) (x)dx
=
∫
T1
Lnλ√
n
(h∗) (x)dx,
(2.11)
where the last line is obtained by iterating the previous arguments.
To conclude we must understand the growth of Lnλ√
n
. That is, we want to
understand the spectrum of the operators Lν for moderately large ν. Since for
ν = 0 we know the spectrum we can start by applying perturbation theory.
Lemma 2.5. There exists ν0, C0 > 0 and ξ ∈ (0, 1) such that, for all ν ∈ [0, ν0],
we can write Lν = λνΠν +Qν where all the quantities are analytic in ν and
Πν(ϕ) = hνℓν(ϕ) ; ℓν(hν) = 1
|λν − 1− 1
2
σ2ν2| ≤ C0ν3∥∥∥∥∥Πν −Π0 − ν
∞∑
k=0
Lk0(1−Π)L′0Π+ ν
∞∑
k=0
ΠL′0(1−Π)Lk0(1−Π)
∥∥∥∥∥
W 1,1
≤ C0ν2
σ2 =
∫
T
ϕˆ(x)2h∗(x)dx + 2
∞∑
k=1
∫
T
ϕˆ ◦ fk(x) · ϕˆ(x) · h∗(x)dx
‖Qnν‖W 1,1 ≤ C0ξn,
where we have used ′ for the derivative with respect to ν and set L = L0, Π = Π0.
In addition, σ = 0 iff there exists g ∈ C0(T,R) such that ϕˆ = g− g ◦ f (i.e., ϕˆ is
a continuous coboundary).
Proof. The spectral decomposition Lν = λνΠν +Qν , its analyticity and the bound
on Qν follow by standard perturbation theory, e.g. see [30]. Moreover, Π
2
ν = Πν ,
LνΠν = ΠνLν = λνΠν and ΠνQν = QνΠν = 0. Recall that λ0 = 1 and Π0 =
Leb⊗h∗.
Next, we must Taylor expand in ν the various objects. First of all note that,
since the projector Π0 = h∗ ⊗ Leb is a rank one operator, so is the projector Πν .
Hence, there exists a unique hν ,
∫
T
hν(x)dx = 1, in the range of Πν . Next, chose
ℓν ∈ (W 1,1)′ to have the same kernel as Πν and normalise it so that ℓν(hν) = 1, it
follows that Πν(ϕ) = hνℓν(ϕ). Moreover,
L′νΠν + LνΠ′ν = λ′νΠν + λνΠ′ν .
Multiplying by Πν from the left, yields
(2.12) λ′νΠν = ΠνL′νΠν = ℓν(L′νhν)Πν
which, since L′νh = Lν(iϕˆh), gives
λ′ν = iλνℓν(ϕˆhν)
and, in particular, λ′0 = 0.
Next, setting L̂ν = λ−1ν Lν , we have
(1− λ−1ν Qν)(1−Πν)Π′ν = (1− L̂ν)Π′ν = λ−1ν [L′νΠν − λ′νΠν ] = λ−1ν (1−Πν)L′νΠν
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which implies
(2.13) (1−Πν)Π′ν = λ−1ν
∞∑
k=0
λ−kν Q
k
ν(1−Πν)L′νΠν = λ−1ν
∞∑
k=0
L̂kν(1−Πν)L′νΠν .
Note that the above estimates imply that there exists ν0 > 0 such that the series
is convergent for all ν ≤ ν0. Analogously, from ΠνLν = λνΠν we obtain
(2.14) Π′ν(1− Πν) = λ−1ν
∞∑
k=0
ΠνL′ν(1−Πν)L̂kν(1−Πν).
Noticing that Π′νΠν + ΠνΠ
′
ν = Π
′
ν , that is
Π′νΠν = (1−Πν)Π′ν ,
implies ΠνΠ
′
νΠν = 0 and (1−Πν)Π′ν(1−Πν) = 0. We can then write
Π′ν = ΠνΠ
′
νΠν + (1−Πν)Π′νΠν +ΠνΠ′ν(1−Πν) + (1−Πν)Π′ν(1−Πν)
= (1−Πν)Π′νΠν +ΠνΠ′ν(1−Πν)
= λ−1ν
∞∑
k=0
L̂kν(1−Πν)L′νΠν + λ−1ν
∞∑
k=0
ΠνL′ν(1−Πν)L̂kν(1−Πν).
(2.15)
Finally, differentiating (2.12), we have
λ′′νΠν + λ
′
νΠ
′
ν = Π
′
νL′νΠν +ΠνL′′νΠν +ΠνL′νΠ′ν
which, multiplying both from left and right by Πν yields
λ′′νΠν = ΠνΠ
′
νL′νΠν +ΠνL′′νΠν +ΠνL′νΠ′νΠν
= ΠνΠ
′
ν(1−Πν)L′νΠν +ΠνL′′νΠν +ΠνL′ν(1−Πν)Π′νΠν .
hence,
(2.16) λ′′ν = ℓν
(
Π′ν(1−Πν)L′νhν + L′′νhν + L′ν(1−Πν)Π′νhν
)
.
From the above and equations (2.13), (2.14) it follows
λ′′0 = −
∫
T
ϕˆ(x)2h∗(x)dx − 2
∞∑
k=1
∫
T
ϕˆ ◦ fk(x)ϕˆ(x)h∗(x)dx.
Note that (2.4) implies that −σ2 = λ′′0 < 0, thus σ is well defined. We are left with
the task of investigating the case σ = 0. Equation (2.4) implies that if σ = 0, then∥∥∥∑n−1k=0 ϕˆ ◦ fk(x)∥∥∥
L2(µ)
is uniformly bounded in n. Accordingly it admits weakly
convergent subsequences in L2. Let g ∈ L2 be an accumulation point, then for each
h ∈ W 1,1 we have∫
g ◦ f · h · h∗ = lim
j→∞
∫ nj−1∑
k=0
ϕˆ ◦ fk · L(h · h∗) = lim
j→∞
∫ nj∑
k=1
ϕˆ ◦ fk · h · h∗
= −
∫
ϕˆ · h · h∗ + lim
j→∞
∫ nj−1∑
k=0
ϕˆ ◦ fk · h · h∗ +
∫
ϕˆLnj (h · h∗)
= −
∫
ϕˆ · h · h∗ +
∫
g · h · h∗.
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Since W 1,1 is dense in L2 it follows
ϕˆh∗ = gh∗ − g ◦ fh∗,
where, without loss of generality, we can assume
∫
gh∗ = 0.
It remains to prove that g ∈ C0, this follows from Livsic theory [48, 49] but let
me provide a simple direct argument: Applying L to the last equation yields
Lϕˆh∗ = −(1− L)gh∗.
Since the above equation can be restricted to the space of zero average functions
and h∗ > 0 we can write
g = − 1
h∗
(1− L)−1Lϕˆh∗.
The claim follows recalling that W 1,1 ⊂ C0. 
The next result is not really used in the following but it is necessary to prove
the Local Central Limit Theorem and it gives an idea of how the control on larger
λ allows to obtain sharper results on the limiting distribution.
Lemma 2.6. For each ν 6= 0 we have that the essential spectrum of Lν acting on
W 1,1 is contained in {z ∈ C : |z| ≤ λ−1∗ } and σW 1,1 (Lν) ⊂ {z ∈ C : |z| < 1}
provided ϕˆ is not a continuous coboundary.
Proof. Since
‖Lνh‖L1 ≤ ‖L|h|‖L1 ≤ ‖h‖L1
d
dx
Lνh = Lν
(
h
f ′
)
− Lν
(
f ′′h
(f ′)2
)
+ iνL(ϕˆ′h)
we have the Lasota-Yorke inequality for the operator Lν . Then Theorem 2.1 implies
the inclusion σW 1,1 (Lν) ⊂ {z ∈ C : |z| ≤ 1} and that the essential spectral radius
is bounded by λ−1∗ . Accordingly the spectral radius can equal one only if it exists
θ ∈ R ad h ∈ W 1,1 such that Lνh = eiθh. But then |h| ≤ L|h| which, integrating
yields
0 ≤
∫
L|h|(x)− |h|(x)dx = 0
that is L|h| = |h|. Since the eigenvalue one is simple for L, it must be hν(x) =
eiαν(x)h∗(x). As both hν and h∗ > 0 are continuous, it follows that αν can be
assumed to be a continuous function without loss of generality. In addition,
Lh∗(x) = h∗(x) = e−iθ−iαν(x)Lνhν(x) = L
(
e−iθ−iαν◦f+iαν+iνϕˆh∗
)
.
Taking the real part and integrating yields
0 =
∫
T
[1− cos (θ − αν ◦ f(x) + αν(x) + νϕˆ(x))]h∗(x)dx
which implies that there exists a function N : T→ Z such that
θ − αν ◦ f(x) + αν(x) + νϕˆ(x) = 2N(x)π
Lebesgue almost surely. Hence N must be constant and, taking the average with
respect to µ, it follows 2Nπ − θ = 0. Thus, dividing by ν, we see that ϕˆ is a
continuous coboundary. 
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Thanks to the above Lemmata we can compute ϕn. For |λ| ≤ ν0√n we can use
Lemma 2.5 and equation (2.11) to write
ϕn(λ) = e
− σ2λ2
2
+O(1/√n) +O(ξn).(2.17)
Next, let L ≥ ν0 > 0. By Lemma 2.6 we have that the spectral radius of L λ√
n
, for
|λ| ∈ [ν0√n, L√n] is smaller than some γL ∈ (0, 1).8 Thus, for |λ| ∈ [ν0√n, L√n]
we have that there exist CL > 0 such that
(2.18) |ϕn(λ)| ≤ CLγnL.
While it is possible to obtain similar estimates for larger λ, they are out of the
scope of this note (see [20, Appendix B] for details). Our estimates do not allow to
use (2.7) to compute the distribution Fn. This problem can by bypassed in various
ways, a simple one is to smooth the density. To this end let Z be a bounded,
independent, zero average random variable so that |Z| ≤ 1 with smooth density
ψ ∈ C∞. We can then consider the random variable Ψn,ε = Ψn + εZ for some
ε > 0. The random variable Ψn,ε admits a density, which we denote with Nn,ε. In
fact, denoting by ψ̂ the Fourier transform of ψ and using (2.8), we have
Nn,ε(y) = 1
2π
∫
R
e−iλyE(eiλΨn)dλ
=
1
2π
∫
R
e−iλyµ(eiλΨn)ψ̂(ελ)dλ
=
1
2π
∫ ν0√n
−ν0
√
n
e−iλy
[
e−
σ2λ2
2
+O(1/√n) +O(ξn)
]
ψ̂(ελ)dλ
+O(CLγnL) +
1
2π
∫
|λ|≥L√n
e−iλyµ(eiλΨn)ψ̂(ελ)dλ.
To conclude note that, for all p ∈ N, |ψ̂(ν)| ≤ Cp‖ψ‖Cp+2|ν|−p for some Cp > 0.
As an example let us choose p = 4. Thus, there exists nL ∈ N such that, for all
n ≥ nL,
Nn,ε(y) = 1
σ
√
2π
e−
y2
2σ2 +O( 1√
n
+
1
ε4L3n3/2
).
To conclude note that
P(Ψn,ε ∈ [a+ ε, b− ε]) ≤ P(Ψn ∈ [a, b]) ≤ P(Ψn,ε ∈ [a− ε, b+ ε]).
Hence, calling PGσ the probability distribution of a Gaussian random variable of
zero average and variance σ, we have
P(Ψn ∈ [a, b]) ≤
∫ b+ε
a−ε
1
σ
√
2π
e−
y2
2σ2 dy + |b− a|O
(
1√
n
+
1
ε4L3n3/2
)
≤ PGσ ([a, b])
(
1 +O
(
ε
|b− a|
))
+ |b− a|O
(
1√
n
+
1
ε4L3n3/2
)
8 Indeed, the spectral radius is either smaller or equal than λ−1∗ or it is determined by the
point spectrum, and hence varies continuously by standard perturbation theory.
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Arguing similarly for the lower bond and choosing, for example ε = n−
1
4 and L = 1
we have, for some C > 0
|P(Ψn ∈ [a, b])− PGσ ([a, b])| ≤ C
(
n−
1
4 +
|b− a|√
n
)
which gives a non trivial bound for all a, b ≤ C# lnn and |b − a| ≥ C#n− 14 .
The above means that, if the precision of the instrument is compatible with the
statistics, the typical fluctuations in measurements are of order 1√
n
and Gaussian.
This is well known by experimentalists who routinely assume that the result of a
measurement is distributed according to a Gaussian.9
Remark 2.7. Note that, if we are not interested in the rate of convergence, then
the information that we obtained on the spectral properties of Lν suffice to prove
the Local Limit Theorem.10
2.2. Perturbation theory. Another natural question is: how do the statistical
properties of a system depend on small changes in the system?
Indeed, in real life situations the dynamics is known only with finite precision,
hence it is fundamental to know how small changes in the dynamics affects the
asymptotic properties of the system.
To answer such a question we need some type of perturbation theorem. Several
such results are available (e.g., see [35], [61] for a review and [8] for some more
recent results), here we will follow mainly the theory developed in [34] adapted to
the special cases at hand.
We will start by considering an abstract family of operators Lε satisfying the
following properties.
Hypotheses. Given two Banach spaces as in Theorem 2.1, consider a family of
operators Lε ∈ L(B,B), ε ∈ [0, 1], with the following properties
(1) Uniform Lasota-Yorke inequality: for all ε ∈ [0, 1]
‖Lnεh‖B ≤ Cλ−n‖h‖B + C‖h‖Bw , ‖Lnεh‖Bw ≤ C‖h‖Bw ;
(2)
∫ Lεh(x)dx = ∫ h(x)dx ;
(3) For L : B → B define the norm
|||L||| := sup
‖h‖B≤1
‖Lf‖Bw ,
that is the norm of L as an operator from B → Bw. Then there exists
D > 0 such that
|||L0 − Lε||| ≤ Dε.
Hypotheses (3) specifies in which sense the family Lε can be considered as an
approximation of the unperturbed operator L := L0. Notice that the condition
is rather weak, in particular the distance between Lε and L as operators on B
can be always larger than 1. Such a notion of closeness is completely inadequate
to apply standard perturbation theory. To obtain some perturbation results it is
then necessary to restrict the type of perturbations allowed, this is the content of
9Note however that our proof holds in a very special case that has little to do with a real
experimental setting. To prove the analogous statement in for a realistic experiment is a completely
different ball game.
10 One must use the usual trick to prove the Theorem first for functions with compactly
supported Fourier transform and then extend the result by density.
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Hypotheses (1, 2) which state that all the approximating operators enjoys properties
very similar to L.11
To state a precise result consider, for each bounded operator L, the set
Sδ,r(L) := {z ∈ C | |z| ≤ r or dist(z, σ(L)) ≤ δ}.
Since the complement of Sδ,r(L) belongs to the resolvent of L it follows that
Hδ,r(L) := sup
{‖(z − L)−1‖B | z ∈ C \Sδ,r(L)} <∞.
By R(z) and Rε(z) we will mean respectively (z − L)−1 and (z − Lε)−1.
Theorem 2.8 ([34]). Consider a family of operators Lε : B → B satisfying Hy-
potheses (1-3). Let Hδ,r := Hδ,r(L); Sδ,r := Sδ,r(L), r > λ−1, δ > 0, then there
exist ε0, a > 0 such that, for all ε ≤ ε0, σ(Lε) ⊂ Sδ,r(L) and, for each z 6∈ Sδ,r,
|||R(z)−Rε(z)||| ≤ Cεa.
A simple, although not optimal, proof can be found in [46, Theorem 3.2].12 The
above perturbation theorem has proven rather flexible and able to cover most of
the interesting cases.
2.3. Deterministic stability. Let the Lε be Ruelle-Perron-Frobenius (Transfer)
operators of maps fε which are C1–close to f , that is dC1(fε, f) = ε and such that
dC2(fε, f) ≤ M , for some fixed M > 0. In this case the uniform Lasota-Yorke
inequality is trivial. On the other hand, for all ϕ ∈ C0 holds∫
(Lεh− Lh)ϕ =
∫
h(ϕ ◦ fε − ϕ ◦ f).
Now let Φ(x) := (Dxf)
−1 ∫ fε(x)
f(x)
ϕ(z)dz, since
Φ′(x) = −(Dxf)−1D2xfΦ(x) +Dxfε(Dxf)−1ϕ(fε(x)) − ϕ(f(x)).
It follows∫
(Lεh−Lh)ϕ =
∫
hΦ′+
∫
h(x)[(Dxf)
−1D2xfΦ(x)+(1−Dxfε(Dxf)−1)ϕ(fε(x))].
Given that |Φ|∞ ≤ λ−1ε|ϕ|∞ and |1−Dxfε(Dxf)−1|∞ ≤ λ−1ε, we have∫
(Lεh− Lh)ϕ ≤ ‖h‖W 1,1λ−1|ϕ|∞ε+ |h|L1λ−1(B + 1)ε|ϕ|∞ ≤ D‖h‖W 1,1ε|ϕ|∞.
Taking the sup on such ϕ yields the wanted inequality
|Lεh− Lh|L1 ≤ D‖h‖W 1,1ε.
We have thus seen that all the required Hypotheses are satisfied. See [33] for a
more general setting including piecewise smooth maps.
11 Actually only Hypotheses (1, 3) are needed in the following. Hypothesis (2) simply implies
that the eigenvalue one is common to all the operators. If Hypothesis (2) is not assumed, then
the operator Lε will always have one eigenvalue close to one, but the spectral radius could vary
slightly, see [47] for such a situation.
12 Formally, the proof in [46, Theorem 3.2] deals with the case B = BV and Bw = L1, yet it
carries out verbatim to the present, more general, case.
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2.4. Stochastic stability. Next consider a set of maps {fω} depending on a pa-
rameter ω ∈ Ω. In addition assume that Ω is a probability space and P a probability
measure on Ω. Consider the process xn = fωn ◦ · · · ◦ fω1x0 where the ω are i.i.d.
random variables distributed accordingly to P and let E be the expectation of
such process when x0 is distributed according to µ. Then, calling Lω the transfer
operator associated to fω, we have
E(h(xn+1) | xn) = LPh(xn) :=
∫
Ω
Lωh(xn)P (dω).
If, for all ω ∈ Ω,
|Lωh|W 1,1 ≤ λ−1ω |h|W 1,1 +Bω|h|L1 ,
then integrating yields
|LPh(x)|W 1,1 ≤ E(λ−1ω )|h|W 1,1 + E(Bω)|h|L1 .
Thus the operator LP satisfies a Lasota-Yorke inequality provided that E(λ−1ω ) < 1
and E(Bω) <∞.
In addition, if for some map f and associated transfer operator L,
E(|Lωh− Lh|) ≤ ε|h|W 1,1
then we can apply perturbation theory and obtain stochastic stability.
2.5. Computability. If we want to compute exactly the invariant measure and
the rate of decay of correlations for a specific system we must reduce the problem
to a finite dimensional one that can then be solved numerically. To this end we can
introduce the function
φ(x) =

0 if x < −1
x+ 1 x ∈ [−1, 0]
1− x x ∈ [0, 1]
0 x ≥ 1.
Note that
∑
i∈Z φ(x− i) = 1. We can then introduce the operators
Pnh = n
n−1∑
i=0
φ(nx− i)
∫
φ(ny − i)h(y)dy
Ln = PnL.
Note that Pn(C0) ⊂ C0 and
‖Pnh‖L1 ≤ ‖h‖L1
‖Pnh‖W 1,1 ≤ ‖h‖W 1,1
‖h− Pnh‖L1 ≤ 1
n
‖h‖W 1,1 .
So we can again apply Theorem 2.8 to show that the finite dimensional operator Ln
has the peripheral spectrum close to the one of L. The problem is thus reduced to
diagonalising a matrix, which can be done numerically (provided the matrix is not
too large). There exists a wide literature on the subject, see [45] for more details.
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2.6. Linear response. Linear response is a theory widely used by physicists. In
essence it says the follow: consider a one parameter family of systems fs and the
associated (e.g.) invariant measures µs, then, for a given observable ϕ one want to
study the response of the system to a small change in s, and, not surprisingly, one
expects µs(ϕ) = µ0(ϕ) + sν(ϕ) + o(s), for some measure or distribution ν. That
is, one expects differentiability in s, which is commonly called linear response. Yet
differentiability is not ensured by Theorem 2.8. It is then natural to ask under
which conditions linear response holds.
For example linear response holds if the maps are sufficiently smooth and the
dependence on the parameter is also smooth in an appropriate sense. These type
of results follow from a sophistication of Theorem 2.8 that can be found in [39].
However, the reader should be aware that there exist natural and relevant cases
when linear response fails. See [5] and references therein for an in depth discussion
of this issues.
3. The contracting case
Having illustrated the power of the transfer operator approach in the expanding
case, it is natural to investigate to which extent it can be generalised. A first
remark is that, when it works, it automatically implies that the system either does
not mix or mixes exponentially fast. Accordingly, the direct application of the above
strategy is ill suited to the cases where the decay of correlation is only polynomial
(although one can still apply it after inducing).
On the contrary, when the decay of correlations is expected to be exponential
one can reasonably try to implement a transfer operator approach directly. In par-
ticular, it is natural to investigate the possibility to apply it to uniformly hyperbolic
systems and partially hyperbolic system. To this end there are several technical
difficulties, some of them still outstanding.
Clearly the first obstacle is the existence of contracting directions. Hence, our
first question is: can we find appropriate Banach spaces for which the transfer
operator of a contracting map has good spectral properties? The answer is yes. In
fact, again, there exist several possibilities.13
Let us illustrate a basic one in the simplest possible case: let f ∈ C3(T,T) be an
orientation preserving diffeomorphim with two fixed points, one attracting and one
repelling. Without loss of generality we can assume that zero is the attracting fixed
point. Let ψ ∈ C2(T,R) be a positive function such that ψ = 1 in a neighbourhood
of zero and ψ = 0 in a neighbourhood of the repelling fixed point. Also let us
assume that the support of ψ be small enough so that
‖ψf ′‖C0 ≤ λ−1 < 1.
Consider the transfer operator Lh = (ψh[f ′]−1) ◦ f−1. For a measure dµ = hdx we
have ∫
ϕLhdx =
∫
ϕ d [f∗(ψµ)].
Hence L is the restriction to L1 of the operator µ→ f∗(ψµ). In other words L can
be naturally extended to the space of measures; abusing notations we will still call
13 They all have the same flavour, although they might be quite different in the details.
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L such an extension. With such a notation we have
sup
|ϕ|C0≤1
∣∣∣∣∫ ϕd(Lµ)∣∣∣∣ = sup|ϕ|C0≤1
∣∣∣∣∫ ϕ ◦ fψdµ∣∣∣∣ ≤ sup|ϕ|C0≤1
∣∣∣∣∫ ϕdµ∣∣∣∣ .
Moreover, Lδ0 = δ0, thus the spectral radius of L, when acting on the space of
measures C0(T,R)′, is one. However, as in the previous example, to obtain a Lasota-
Yorke inequality we need to consider the operator acting on a different space. This
time the space cannot be C1 otherwise we would obtain a spectral radius larger
than one. We need an idea.
Idea: let L act on (C1)′, the dual of C1.14 For each ϕ ∈ C1, ‖ϕ‖C1 ≤ 1, we use
the following notation15
Lh(ϕ) =
∫
ϕLh =
∫
ϕ ◦ fψh = h(ϕ ◦ fψ),
which is particularly useful when h ∈ L1 ⊂ (C1)′. Note that ‖ϕ ◦ fψ‖C0 ≤ ‖ϕ‖C0
while ‖(ϕ◦fψ)′‖C0 ≤ λ−1‖ϕ′‖C0 +C#‖ϕ‖C0 . The above gives a promising estimate
for the derivative but not enough to establish a Lasota-Yorke type inequality. To
this end note that, for each ε > 0 there exists ϕε ∈ C2 such that ‖ϕε‖C1 ≤ 1 and
‖ϕ− ϕε||C0 ≤ ε.16 Then, there exists B0 > 0 such that∣∣∣∣∫ ϕLh∣∣∣∣ ≤ ∫ |(ϕ− ϕε) ◦ fψh|+ ∣∣∣∣∫ ϕε ◦ fψh∣∣∣∣ ≤ 2λ−1‖h‖(C1)′ +B0‖h‖(C2)′
where we have chosen ε small enough.
Problem 3.1. Use computations similar to the above to show that there exists
C,B > 0 such that, for all n ∈ N and h ∈ (C1)′,
‖Lnh‖(C2)′ ≤ C‖h‖(C2)′
‖Lnh‖(C1)′ ≤ Cλ−n‖h‖(C1)′ +B‖h‖(C2)′ .
(3.1)
Problem 3.2. Prove that the unit ball {h ∈ (C1)′ : ‖h‖(C1)′ ≤ 1} is relatively
compact in (C2)′.
Problems 3.1, 3.2 and Theorem 2.1 imply that L, when acting on (C1)′, has
spectral radius one and essential spectral radius bounded by λ−1. We have already
seen that one belongs to the spectra. Suppose that eiθ is in the spectra, then there
exists hθ ∈ (C1)′ such that, for all ϕ ∈ C1 and n ∈ N,∫
eiθnhθϕ =
∫
Lnhθϕ =
∫
hθ
[
n−1∏
k=0
ψ ◦ fk
]
ϕ ◦ fn.
Note that, if suppϕ∩{0} = ∅, then there exists n large enough so that ψ ·ϕ◦fn = 0.
By density this implies that supphθ = {0}, that is
∫
hθϕ = aϕ(0) + bϕ
′(0). But
then we must have, for all ϕ ∈ C1,
eiθ[aϕ(0) + bϕ′(0)] = aϕ(0) + bϕ′(0)f ′(0)
14 The idea is more natural than it may look at first sight: the dual of L is, essentially, the
composition with f , a contractive map. We have seen that, in such a case, looking at the action
on C1 is a good idea. This suggests to consider L acting on the dual of C1.
15 This is equivalent to using the same notation for a measure and its density.
16 Simply use a mollifier.
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which has a solution only for θ = 0 and b = 0. In other words, one is the only
eigenvalue of modulus one and it is a simple eigenvalue. It follows that the system
is exponentially mixing.17 Moreover, all the transfer operator theory previously
developed can be applied to this situation. Indeed it is a good exercise to do so.
4. An interlude: Toral automorphisms
The next step is to treat higher dimensional systems in which both contraction
and expansion are present. The simplest such case is the uniformly hyperbolic case
in which only expanding and contraction directions are present. Before describ-
ing some elements of the general theory we discuss in detail the simplest possible
example: Toral automorphisms. For such simple systems we will discuss three dif-
ferent approaches that illustrate the basis of three different general theories used
to investigate the statistical properties of dynamical systems.
Let us consider the map from T2 to itself defined by
f(x) = Ax mod 1,
with A ∈ SL(2,Z). Also, for simplicity, let us assume that At = A and Ai,j > 0.
In analogy with the previous section we can define the operator Lh = h ◦ f−1, note
that ∫
T2
ϕLh =
∫
T2
ϕ ◦ f · h.
Simplifying even further, the reader can consider, as a concrete example,
A =
(
2 1
1 1
)
.
Note that the Lebesgue measure is invariant since det(A) = 1. Moreover Tr(A) > 2.
Accordingly, the characteristic polynomial reads t2+Tr(A)t+1 and has roots λ, λ−1,
λ > 1. We call vu, vs the two normalised vectors such that
Avu = λvu
Avs = λ−1vs.
(4.1)
Note that, since the matrix is assumed symmetric, 〈vu, vs〉 = 0.
We have thus a natural reference measure. In fact, (f,T2,Leb) turns out to be
mixing, that is: for each h, ϕ ∈ C0
lim
n→∞
∫
T2
h(x)ϕ(fn(x))dx =
∫
T2
h(x)dx
∫
T2
ϕ(x)dx.
In alternative, the mixing can be stated in the following equivalent way: for each
probability measure µ such that dµdLeb = h ∈ L1 and, for each ϕ ∈ C0,18
(4.2) lim
n→∞
fn∗ µ(ϕ) = Leb(ϕ).
This is a very relevant property from the applied point of view: it says that asymp-
totically our system is described by the Lebesgue measure irregardless of the initial
17 To be precise it is exponentially mixing for observables that are supported away from the
expanding fixed point. Given the above estimates, it is a simple exercise to study what happens
to a general observable.
18 Recall that µ(ϕ) =
∫
T2
ϕ(x)h(x)dx and f∗µ(ϕ) = µ(ϕ ◦ f).
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distribution (provided the initial condition was distributed according to a measure
absolutely continuous with respect to Lebesgue).
Of course, property (4.2) is truly useful only if the speed in the convergence to
the limit is fast enough. Form this consideration follows the basic question that we
want to address in the following:
What is the speed of convergence in the limit (4.2) ?
4.1. Standard pairs. The first technique that I am going to illustrate is based
on the idea of coupling in probability. This is a widely used tool to study the
convergence to equilibrium of Markov chains. A similar technique was previously
used in abstract ergodic theory under the name of joining. The form I am going
to illustrate has been introduced in smooth ergodic theory by Lai-Sang Young [63],
further developed in its present form by Dolgopyat and subsequently improved by
many people (e.g. [13, 26, 21]).
The basic idea is to consider a special class of measures that behave under push-
forward in a similar way to the case of expanding maps. Such a class of measures
has a long history (e.g. from Pesin and Sinai [52] to [44]), but they have been
systematically developed and used by Dolgopyat under the name of standard pairs
[23, 24].
Fix some a > 1 and define
Da =
{
h ∈ C0(R,R+) : ∀t, s ∈ R, h(t)
h(s)
≤ ea|t−s|
}
.
Also, for each b ∈ R+, x ∈ T2 and h ∈ C0(R,R+),
∫ b
−b h = 1, define the measure on
T2 (standard pair)
µb,x,h(ϕ) =
∫ b
−b
h(t)ϕ(x+ tvu)dt.
The collection of standard pairs will be designated by
Sa =
{
µb,x,h : b ∈ [1/2, 1], x ∈ T2, h ∈ Da,
∫ b
−b
h = 1
}
.
The above are our building blocks, let us see what we can construct with them.
First of all we can take the convex hull: for each finite set {pi} of positive numbers
such that
∑
i pi = 1 and set {µi} ⊂ Sa we can consider the probability measure
(4.3) µ =
∑
i
piµi,
where the pi are called the masses of the standard pairs. The set {µi, pi} is called
a standard family and is often confused with the measure it defines via (4.3). Note
however that the representation of a measure by a standard family, if it exists, is
far from being unique. We will call Sa the set of all standard families. The first
important fact is the following.
Lemma 4.1. The Lebesgue measure belongs to the weak closure of Sa.19
Proof. Letting vu = (1 + u2)−
1
2 (1, u), for each ϕ ∈ C0,
Leb(ϕ) =
∫ 1
0
dt
∫ 1
0
dsϕ(t, s+ ut) =
∫ 1
0
ds
∫ √1+u2
0
dtϕ(se2 + tv
u).
19 Recall that µn converges weakly to µ if, for all ϕ ∈ C0, we have limn→∞ µn(ϕ) = µ(ϕ).
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Note that the the second integral can be written as the convex combination of
finitely many standard pairs, the results follows since the first integral is the limit
of finite sums. 
Next we want to know how the standard pairs behaves under push forward.
Lemma 4.2. For each n ∈ N and µ ∈ Sa it holds true fn∗ µ ∈ Sλ−na.
Proof. It suffices to prove that if µ ∈ Sa then fn∗ µ ∈ Sλ−na. Then, recalling (4.1),
fn∗ µb,x,h(ϕ) =
∫ b
−b
h(t)ϕ(fn(x) + tλnvu)dt = λ−n
∫ λnb
−λnb
h(tλ−n)ϕ(fn(x) + tvu)dt.
Next, let δ ∈ [1/2, 1] and K ∈ N such that λnb = 2Kδ and define ti = −λnb+(2i+
1)δ. We can then write
fn∗ µb,x,h(ϕ) =
K−1∑
i=0
pi
∫ δ
−δ
hi(t)ϕ([f(x) + tiv
u] + tvu)dt
pi = λ
−n
∫ δ
−δ
h(λ−n(ti + t))dt
hi(t) = p
−1
i h(λ
−n(ti + t)).
Accordingly, the Lemma is proven provided hi ∈ Dλ−na. This follows from
hi(t)
hi(s)
=
h(λ−n(ti + t))
h(λ−n(ti + s))
≤ eaλ−n|t−s|.

Remark 4.3. Note that the unbounded parameter contraction proven in the previ-
ous Lemma is a peculiarity of the linear systems we are studying. However in the
nonlinear case a fixed contraction still takes place (provided a is large enough) and
this is all we will use in the following.
To continue, we call two standard pairs µ1 = µb,x,h and µ2 = µb,x+svs,h, s ∈ [1, 2],
matching, while we call pre-matching two standard pairs of the form µ1 = µb,x,h1,
µ2 = µb,x+svs,h2 . The basic fact underlying our strategy is the following:
Lemma 4.4. Let µ1, µ2 be two matching standard pairs, then, for each ϕ ∈ C1,20
|fn∗ µ1(ϕ)− fn∗ µ2(ϕ)| ≤ ‖∂sϕ‖∞λ−n
Proof. It follows by a direct computation:
|fn∗ µ1(ϕ)− fn∗ µ2(ϕ)| =
∣∣∣∣∣
∫ b
−b
h(t)[ϕ(fn(x) + λ−nsvs + λntvu)− ϕ(fn(x) + λntvu)]
∣∣∣∣∣
≤ ‖∂sϕ‖∞λ−n
∫ b
−b
h(t) = ‖∂sϕ‖∞λ−n.

20 We are using the notation ∂sϕ = 〈vs ,∇ϕ〉.
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The above Lemma is really a coupling between the two measures, see Remark 4.5.
The Lemma shows that the convenient topology in which to study the convergence
of the push-forward of standard pairs is (C1)′. In other words, it suggests that it
is natural to consider distributions rather than measures. Indeed, this is consistent
with our discussion of the contracting case in section 3.
With these definitions in place we are now ready to argue: given two standard
pairs µ1, µ2, we know that f
n
∗ µ1, f
n
∗ µ2 are standard families in Sλ−na. Note that
there is some freedom in how to divide a segment of length λnb in segments of length
between 1 and 2. In particular one can check that, if n is large enough, one can
make the division so that the two families contain two pre-matching standard pairs.
That is, there exists a standard pair in the first family supported on {y+tvu}t∈[−b,b]
and a standard pair, in the second family, supported on {y + svs + tvu}t∈[−b,b] for
some b ∈ [1/2, 1], s ∈ [1, 2] and y ∈ T2. This is a consequence of the fact that the
flow φt(y) = y + tv
u is ergodic (although much less is needed), since the ratio of
the components of vu is irrational.
Accordingly, for n large enough, λn > 2 and there exist pre-matching standard
pairs for any initial couple of standard pairs. Let n0 be the smallest of such n. Also
we call the two pre-matching standard pairs µ˜0,1 and µ˜0,2 respectively. Thus we
can write21
fn0∗ µ1(ϕ)− fn0∗ µ2(ϕ) =
m1∑
j=1
p˜j,1µ˜j,1(ϕ)−
m1∑
j=1
p˜j,2µ˜j,2(ϕ) + p˜0,1µ˜0,1(ϕ)− p˜0,2µ˜0,2(ϕ)
for some weights p˜j,i ≥ 0 and standard pairs µ˜j,i ∈ Sλ−n0a. Note that, if p˜j,i 6= 0,
then p˜j,i ≥ (2λn0e2a)−1 by construction. Also we know that
µ˜0,1(ϕ) =
∫ b0
−b0
h0,1(t)ϕ(y + tv
u)dt ; µ˜0,2(ϕ) =
∫ b0
−b0
h0,2(t)ϕ(y + sv
s + tvu)dt
for some b0 ∈ [1/2, 1], y ∈ T2 and h0,i ∈ Dλ−n0a.
To obtain a convergence to equilibrium we want to show that some part of the
push-forward measures behaves similarly. The tool to do so will be to use Lemma
4.4. To this end we have to exhibit matching standard pairs.
The idea to construct matching standard pairs is to single out a common part
of the density by using the fact that h0,i ≥ e−2λ−n0a(2b0)−1. Of course we want to
still have standard pairs, hence a small computation is called for. For each c > 0
small enough,
h0,i(t)− c2b0
h0,i(s)− c2b0
≤ h0,i(s)e
λ−n0a|t−s| − c2b0
h0,i(s)− c2b0
≤ eλ−n0a|t−s|h0,i(s)−
c
2b0
e−λ
−n0a|t−s|
h0,i(s)− c2b0
≤ eλ−n0a|t−s|
[
1 + c
1− e−λ−n0a|t−s|
2e−2λ−n0a − c
]
≤ eλ−n0a|t−s|
[
1 + c
λ−n0a|t− s|
2e−2λ−n0a − c
]
.
Finally we choose c so small that
γ =
c
2e−2λ−n0a − c ≤ 1.
21 We can always arrange so that the two standard families obtained by push forward have the
same number of elements m1, for example by allowing some of the p˜j,i to be zero or by duplicating
the same standard pair giving half of the mass to each copy.
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Hence
h0,i(t)− c2b0
h0,i(s)− c2b0
≤ eλ−n0a(1+γ)|t−s| ≤ ea|t−s|.
This means that we can write
µ˜0,1(ϕ) − µ˜0,2(ϕ) = c
∫ b0
−b0
1
2b0
[ϕ(y + tvu)− ϕ(y + svs + tvu)]dt
+ (1− c)
[∫ b0
−b0
h0,1(t)− c2b0
1− c ϕ(y + tv
u)−
∫ b0
−b0
h0,2(t)− c2b0
1− c ϕ(y + sv
s + tvu)dt
]
.
Note that we have constructed two matching standard pairs with mass c.
We are almost done. The only remaining problem is that the two pre-matching
standard pairs come with different masses. To take care of this we have to rearrange
a bit the standard families. Unfortunately the notation is rather unpleasant but if
the reader manages to see through the notation she will realise that the strategy is
the obvious one.
Let p∗ = min{p˜0,1, p˜0,2}, p0,i = p˜0,i − p∗c and define
p0,i =
p˜0,i − p∗c
1− p∗c ; pj,i =
p˜j,i
1− p∗c ∀j ∈ {1, . . . ,m1}
µ0,1(ϕ) =
∫ b0
−b0
p˜0,1h0,1(t)− p∗c2b0
p˜0,1 − p∗c ϕ(y + tv
u)dt
µ0,2(ϕ) =
∫ b0
−b0
p˜0,2h0,2(t)− p∗c2b0
p˜0,2 − p∗c ϕ(y + sv
s + tvu)dt
µ∗0,1(ϕ) =
∫ b0
−b0
1
2b0
ϕ(y + tvu)dt
µ∗0,2(ϕ) =
∫ b0
−b0
1
2b0
ϕ(y + svs + tvu)dt
µj,i = µ˜j,i ∀j ∈ {1, . . . ,m1}.
The µ∗0,i are matching standard pairs, µ0,i are standard pairs,
∑m1
j=0 pj,i = 1 and
fn0∗ µi(ϕ) = cp∗µ
∗
0,i(ϕ) + (1− cp∗)
m1∑
j=0
pj,iµj,i(ϕ).
Then, for each n ≥ n0, by Lemma 4.4 we have∣∣∣∣∣∣fn∗ µ1(ϕ)− fn∗ µ2(ϕ) − (1− p∗c)
m1∑
j=0
pj,1f
n−n0∗ µj,1(ϕ) −
m1∑
j=0
pj,2f
n−n0∗ µ2,1(ϕ)
∣∣∣∣∣∣
≤ cp∗b‖∂sϕ‖∞λ−n+n0 .
Thus,∣∣∣∣∣∣fn∗ µ1(ϕ) − fn∗ µ2(ϕ)− (1− p∗c)
m1∑
j,k=0
pj,1pk,2
[
fn−n0∗ µj,1(ϕ)− fn−n0∗ µk,2(ϕ)
]∣∣∣∣∣∣
≤ cp∗b‖∂sϕ‖∞λ−n+n0 .
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To conclude it suffices to iterate the above formula applying it to each couple of
standard pairs µj,1, µk,2. Let n = ℓn0, then for each ν < max{(1 − p∗c)1/n0 , λ−1}
we have
|fn∗ µ1(ϕ)− fn∗ µ2(ϕ)| ≤ 2(1− p∗c)ℓ‖ϕ‖∞ +
ℓ−1∑
k=0
cp∗b‖∂sϕ‖∞(1 − p∗c)kλ−n+(k+1)n0
≤ Cνn(‖ϕ‖∞ + ‖∂sϕ‖∞)
for someC > 0, depending on ν. The same estimate carries over to standard families
and hence to the weak closure of Sa. The reader can check, arguing similarly to
Lemma 4.1, that the above implies that for each h ∈ C1,∣∣∣∣∫
T2
h(x)ϕ ◦ T n(x)dx −
∫
T2
ϕ(x)dx
∣∣∣∣ ≤ C(‖h‖∞ + ‖∂uh‖∞)(‖ϕ‖∞ + ‖∂sϕ‖∞)νn.
We have thus established that the map is mixing and that the speed of mixing is
exponential with a prefactor depending on the smoothness of h along the unstable
direction and the smoothness of ϕ along the stable direction.
Let us conclude with a general remark connecting the present discussion to usual
coupling arguments in probability theory.
Remark 4.5. Given a compact metric space X and two Borel probability measures
µ, ν a coupling of the two measures is a probability measure G on X2 such that∫
X2
ϕ(x)G(dx, dy) =
∫
X
ϕ(x)µ(dx) and
∫
X2
ϕ(y)G(dx, dy) =
∫
X
ϕ(y)ν(dy).
Let G(µ, ν) be the set of couplings of µ and ν, we can then introduce the Kantorovich
(sometimes called Wasserstein) distance
dK(µ, ν) = inf
G∈G(µ,ν)
∫
X2
d(x, y)G(dx, dy).
The following is a coupling between two matching standard pairs µ1 = µb,x,h and
µ2 = µb,x+svs,h :
G(ϕ) =
∫
[−b,b]2
ϕ(x + tvu, x+ svs + tvu)h(t)dt.
Using such a coupling we can reinterpret the proof of Lemma 4.4 to obtain22
dK(f
n
∗ µ1, f
∗µ2) = inf
G′∈G(fn∗ µ1,fn∗ µ2)
∫
T4
d(x, y)G′(dx, dy) ≤ 2beabλ−n,
where d(x, y) = infk∈T2 ‖x − y + k‖. Also it is not hard to prove that in this case
the topology associated to the distance dK is the weak topology. As an exercise
the reader can translate the results of this section in terms of a statement on the
Kantorovich distance.
22 Indeed, for the stated coupling G of fn∗ µ1, f
n
∗ µ2,
|fn∗ µ1(ϕ) − f
n
∗ µ2(ϕ)| =
∣∣∣∣
∫
T4
[ϕ(x)− ϕ(y)]G(dx, dy)
∣∣∣∣ ≤ ‖∂sϕ‖∞dK(fn∗ µ1, fn∗ µ2).
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4.2. Fourier Transform. The standard pairs method is very flexible and can be
adapted to a large range of situations. Yet, since the maps we are presently studying
are linear, a much more powerful too is available: Fourier series. Indeed, for each
k ∈ Z2,
(L̂nh)k =
∫
T2
e2πi〈k,x〉Lnh(x)dx =
∫
T2
e2πi〈k,A
nx〉h(x)dx
=
∫
T2
e2πi〈A
nk,x〉h(x)dx = hˆAnk.
(4.4)
Accordingly, for each h, ϕ ∈ Cr,∣∣∣∣∫
T2
ϕL2nh−
∫
ϕ
∣∣∣∣ ≤ ∑
k∈Z2/{0}
|ϕˆkhˆA2nk| ≤
∑
k∈Z2/{0}
‖h‖Cr‖ϕ‖Cr
(‖A2nk‖+ 1)r(‖k‖+ 1)r
≤
∑
k∈Z2/{0}
‖h‖Cr‖ϕ‖Cr
(‖Ank‖+ 1)r(‖A−nk‖+ 1)r .
For each k ∈ R2, we write avu + bvs (recall (4.1)). It follows that Ank = aλnvu +
bλ−nvs and A−nk = aλ−nvu + bλnvs. Thus
‖A−nk‖2 + ‖Ank‖2 ≥ (b2 + a2)λ2n = ‖k‖2λ2n.
Accordingly,
(‖Ank‖+ 1)(‖A−nk‖+ 1) ≥ ‖k‖λn.
We can thus conclude, for all r > 2,∣∣∣∣∫
T2
ϕL2nh−
∫
ϕ
∣∣∣∣ ≤ ∑
k∈Z2/{0}
‖h‖Cr‖ϕ‖Cr
‖k‖r λ
−nr ≤ Cr‖h‖Cr‖ϕ‖Crλ−nr,
for some constant Cr independent on h and ϕ.
We have thus proven, again, that toral automorphisms enjoy exponential decay
of correlation but we have also uncovered a new phenomena: the speed of decay
depends very much on the smoothness of the functions.
Yet, there are also reasons of unhappiness: the requirement on the smoothness
of the functions (more than C2) is stronger than the one obtained by using standard
pairs. In addition our argument does not look very dynamical and seems to take
too much advantage of the special features of the example at hand, what to do with
a non linear map is highly non obvious.
It would then be very desirable to obtain the above results via a different, more
dynamical, strategy. In particular it would be nice if we could find a Banach space
on which it is possible to study the spectrum of the operator L and such that the
above properties can be understood as consequences of the spectral picture.
This can be done in various ways. Let us start with a possibility still based on
Fourier transform.
4.3. A simple class of Sobolev like norms.
To define a Banach space we can first define a norm on C∞(T2,C) and then we
obtain the Banach space by completing C∞(T2,C) with respect to such a norm.
The usual Sobolev norms are ‖h‖2p =
∑
k∈Z2〈k〉p|hˆk|2 where 〈k〉 = 1 + ‖k‖2 and
p ∈ R. If p > 0 then a finite norm implies some regularity while if p < 0 also
distributions can have a finite norm. However we have learned that hyperbolic
dynamics have very different behaviour depending on the direction. Typically Lnh
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will be a function regular in the unstable directions but with very wild oscillations
in the stable direction. Hence along the stable directions we can have convergence
only in a weak sense: in the sense of distributions. To handle this problem different
strategy have been proposed, the simplest one is to consider anisotropic Sobolev
spaces, that is spaces defined by a norm of the type
(4.5) ‖h‖2pα =
∑
k∈Z2
〈k〉pα(kˆ)|hˆk|2
where p ∈ R+, kˆ = (k1 : k2) is the projectivization of k = (k1, k2), that is the
equivalence class containing k with respect to the equivalence relation defined by
k ∼ k′ iff there exists λ ∈ R\{0} such that k = λk′. Finally, α ∈ C0(P1(R), [−1, 1]).
In other words α depends only on the direction of the vector k. In the following,
to simplify notations, we will write α(kˆ) as α(k).
We have seen that the action of the dynamics in Fourier coefficients is also given
by Ak. It is then natural to consider the dynamics in the projective space P1(R).
Obviously there are two fixed point vu and vs (or, rather, their equivalence classes),
the first is attractive while the second is repelling. Fix ν ∈ (λ−1, 1), it is easy to
check that in P1(R) there exists intervals I+ ∋ vu, I− ∋ vs and a constant K > 0
such that23
〈Av〉 ≥ ν−2〈v〉 for all v ∈ I+, ‖v‖ ≥ K
〈Av〉 ≤ ν2〈v〉 for all v ∈ I−, ‖v‖ ≥ K.
Let Iˆ± = A±1I± ⊂ I±. We choose then an α with value 1 in Iˆ+, value −1 in Iˆ−
and strictly monotone in between (it is possible to be more explicit about α and
optimise it in various ways, but I think it is more important to point out that the
above qualitative properties suffice). Note that in P1(R) \ (Iˆ+ ∪ Iˆ−) we have that
d(v,Av) ≥ c for some fixed constant c,24 thus there exists γ > 0 such that
(4.6) α(v)− α(A−1v) ≥ γ for all v 6∈ I+ ∪ I−.
This defines the norm.
From equation (4.4) it follows that, for all p ∈ R+,
‖Lh‖2pα =
∑
k∈Z
〈k〉pα(kˆ)|hˆAk|2 =
∑
k∈Z
[
〈A−1k〉α(A−1k)
〈k〉α(k)
]p
〈k〉pα(k)|hˆk|2.
If k ∈ Iˆ+ and ‖v‖ ≥ K then
〈A−1k〉α(A−1k)
〈k〉α(k) ≤
〈A−1k〉
〈k〉 ≤ ν
2.
If k ∈ Iˆ− and ‖v‖ ≥ K, then Ak ∈ Iˆ− and
〈A−1k〉α(A−1k)
〈k〉α(k) =
〈k〉
〈A−1k〉 ≤ ν
2.
23 Of course, I+, I− correspond to cones in the vector space R2. I will abuse notation an use
I+, I− also for the cones of the vectors whose equivalence class belongs to I+, I−, respectively.
24 The definition of the distance is not really important, for example the angle between the
two vectors will do.
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If k 6∈ Iˆ− ∪ Iˆ+ then, setting B = ‖A−1‖ and recalling (4.6),
〈A−1k〉α(A−1k)
〈k〉α(k) ≤
〈A−1k〉α(k)−γ
〈k〉α(k) ≤ B〈k〉
−γ .
It is then natural to consider the set25
Γ = {k ∈ Z2 : 〈k〉 ≤ max{[ν−2B]1/γ ,K} =: L}.
Hence,
sup
k 6∈Γ
〈A−1k〉α(A−1k)
〈k〉α(k) ≤ ν
2,
and the weak norm
‖h‖2w =
∑
k∈Γ
|hˆk|2.
We can then write
(4.7) ‖Lh‖pα ≤
√
ν2p‖h‖2pα +B‖h‖2w ≤ νp‖h‖pα +B2pLp‖h‖w.
Problem 4.6. Use equation (4.7) to obtain a Lasota-Yoke type inequality for the
norms ‖ · ‖pα, ‖ · ‖pβ, β < α, and deduce the quasi compactness of L (recall Remark
2.2).
For the reader amusement, let us deduce quasi-compactness by an alternative
argument. Note that setting Ph(x) =
∑
k∈Γ hˆke
2π〈k,x〉 we have
‖L(1− P )h‖pα ≤ νp‖h‖pα.
We can then set A = LP and Q = L(1 − P ), then, for each µ > νp, we can write
(µ1− L) = (1µ−Q)−1(1−A(1µ−Q)−1).
The claim follows then by the Analytic Fredholm alternative. We then conclude that
the essential spectrum of L when acting on the Banach space obtained by closing
C∞ with respect to the norm ‖ · ‖pα is contained in the set {z ∈ C : |z| ≤ νp}.
To study the discrete spectrum and obtain independently that it consists only of
{1} requires a little extra argument that we postpone to the end of section 4.4, see
Lemma 4.11 if you cannot held your curiosity.
The above it is not as precise as our explicit computation (also due to the choice
to reduce the technicalities to a bare minimum) but it provides the main idea of a
much far reaching approach.
4.4. A simple class of geometric norms.
We have seen how the anisotropy of the dynamics can be reflected by the norms
using a weigh (at time called escape function) in Fourier transform. Here we present
(always in a simplified manner, adapted to the special case at hand) a different,
more geometric, approach that has both advantages (it has been adapted to more
general systems, e.g. [3]) and disadvantages (for example, the dual of the space is
not a space of the same type). The presentation is a bit more detailed than the one
in Section 4.3 as we will use it as the base for further generalisations, see Section 5.
25 Note that Γ is a finite set.
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Let ∂uϕ = 〈vu,∇ϕ〉, fix δ > 0, ϕ ∈ C∞0 ([−δ, δ],C) and h ∈ C∞(T2,C) define,26
|ϕ|q = sup
q′≤q
sup
t∈R
|ϕ(q′)(t)|
Bq = {ϕ ∈ C∞0 ([−δ, δ],C) : |ϕ|q ≤ 1}
‖h‖p,q = sup
x∈T2
sup
p′≤p
sup
ϕ∈Bq
∫ δ
−δ
(∂p
′
u h)(x + tv
s) · ϕ(t)dt.
(4.8)
We will call Bp,q the closure of C∞ with respect to the above norm. The first thing
we want to understand is which kind of objects we obtained by the closure. The
next Lemma shows that we are inside the usual space of distributions.
Lemma 4.7. For each p, q ∈ N, p > 0, we have i : Bp,q → Cq(T2,C)′, where i is
bounded and one-to-one.
Proof. As usual, define i : C∞(T2,C)→ Cq(T2,C)′ by i(h)(ϕ) = ∫
T2
ϕh.
Let {φi}Ni=1 be a smooth partition of unity such that suppφi is contained in a
ball of radius δ/2 with centre xi. Let h ∈ C∞(T2,C), for each ϕ ∈ Cq(T2,C) we
have
|i(h)(ϕ)| =
∣∣∣∣∫
T2
hϕ
∣∣∣∣ ≤∑
i
∣∣∣∣∫
T2
hϕφi
∣∣∣∣
≤
∑
i
∫ δ
−δ
ds
∣∣∣∣∣
∫ δ
−δ
dth(xi + sv
s + tvu)(ϕφi)(xi + sv
s + tvu)
∣∣∣∣∣
≤ 2δ‖h‖0,q
∑
i
|ϕφi|Cq ≤ Cδ,q‖h‖p,q|ϕ|Cq .
From which it follows that i is bounded and can be extended to Bp,q.
Fix g ∈ C∞0 ([−1, 1],R+),
∫
g = 1. For each x ∈ T2, ϕ ∈ C∞0 ([−δ, δ],C) and ε > 0
define
ϕε(y) = ϕ(〈y − x, vs〉)g(〈y − x, vu〉ε−1)ε−1.
Then, for h ∈ C∞(T2,C) we have∫
hϕε =
∫
dsg(sε)ε−1
∫
dth(x+ svu + tvs)ϕ(t)
=
∫
dt h(x+ tvs)ϕ(t) +O(ε‖h‖1,q).
Finally, suppose i(h) = 0 for some h ∈ Bp,q. Let hn ⊂ C∞ such that hn → h in
Bp,q, then
0 = i(h)(ϕε) = lim
n→∞
∫
hnϕε
= lim
n→∞
∫
dt hn(x + tv
s)ϕ(t) +O(ε‖hn‖1,q)
=
∫
dt h(x+ tvs)ϕ(t) +O(ε‖h‖1,q).
Taking the limit ε→ 0 we obtain
0 =
∫
dt h(x+ tvs)ϕ(t).
26 We use the notation ϕ(q)(t) = d
q
dtq
ϕ(t).
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Also, since i(h)(∂p
′
u ϕε) = 0, arguing as before and integrating by part yields, for all
p′ ≤ p,
0 =
∫
dt ∂p
′
u h(x+ tv
s)ϕ(t).
Taking the sup on x we obtain ‖h‖p,q = 0. Hence i is injective. 
Before continuing it is convenient to make sure that the derivative acts in the
natural way on the spaces Bp,q.
Lemma 4.8. For each p, q ∈ N the operator ∂u is bounded as an operator from
Bp+1,q to Bp,q and ∂s is bounded as an operator from Bp,q to Bp,q+1. Moreover,
their kernels consists of the constants.
Proof. The boundedness follows immediately from the definition of the norms (and
integration by part in the case of ∂s).
Next, for each h ∈ C∞, x ∈ T2 and ϕ ∈ Cq+10 ([−δ, δ],C) let us define
hϕ(x) =
∫ δ
−δ
h(x+ tvs)ϕ(t)dt.
Then
∂uhϕ(x) =
∫ δ
−δ
∂uh(x+ tv
s)ϕ(t)dt
∂shϕ(x) =
∫ δ
−δ
d
dt
h(x+ tvs)ϕ(t)dt = −
∫ δ
−δ
h(x+ tvs)ϕ′(t)dt.
It follows that ‖∇hϕ‖∞ ≤ ‖h‖1,q|ϕ|q+1. Hence, for h ∈ Bp,q and ϕ ∈ Cq+1 we have
that hϕ is Lipschitz (it follows by density).
We can now study the equation
∂uh = 0
for h ∈ Bp+1,q. Let ϕ ∈ C∞, then have hϕ ∈ C1 and ∂uhϕ = 0. This implies
hϕ = const. Accordingly, for each set Qx,δ = {x + svs + tvu : t, s ∈ [−δ, δ]} and
ϕ ∈ C∞0 (Qx,δ,C),∫
T2
hϕ =
∫ δ
−δ
dt
∫ δ
−δ
dsh(x+ tvu + svs)ϕ(x + tvu + svs)
=
∫ δ
−δ
dt
∫ δ
−δ
dsh(x+ svs)ϕ(x + tvu + svs)
We can then set ϕ˜x(s) =
∫ δ
−δ dtϕ(x + tv
u + svs) and obtain∫
T2
hϕ = hϕ˜x(x) =
∫
T2
hϕ˜x(y)dy =
∫
T2
dy
∫ δ
−δ
ds h(y + svs)ϕ˜x(s)
=
∫
T2
h
∫
T2
ϕ.
This shows that h− ∫ h is zero as a distribution, but then, by Lemma 4.7 it is zero
in Bp+1,q, thus the Lemma. Similar arguments holds for the study of the kernel of
∂s. 
Lemma 4.9. For each p, q ∈ N we have that Bp+1,q−1 embeds compactly in Bp,q.
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Proof. Since the spaces are separable, it suffices to prove that each sequence {hn} ⊂
C∞(T2,C), ‖hn‖p+1,q−1 ≤ 1, admits a convergent subsequence. Using the language
of Lemma 4.8, for each ε > 0, let {xi}i∈Iε be a finite ε dense set, then for each
h ∈ C∞, ϕ ∈ Bq+1 there exists xi such that ‖x− xi‖ ≤ ε and
|hϕ(x) − hϕ(xi)| ≤ ε‖∇hϕ‖∞ ≤ ε‖h‖1,q.
On the other hand, if |ϕ− ϕ˜|q ≤ ε, then
|hϕ(xi)− hϕ˜(xi)| ≤ ε‖h‖0,q.
Finally, since the set Bq+1 is compact in Bq, there exists a finite set {ϕj}j∈Jε ⊂
Bq+1 such that, for all ϕ ∈ Bq+1, infj |ϕ− ϕj |q ≤ ε. Accordingly,
‖h‖p,q+1 ≤ sup
(i,j)∈Iε×Jε
|hϕj (xi)|+ ε‖h‖p+1,q.
We can then conclude by the usual diagonal trick: Note that, for each ε > 0, the
set {(hn)ϕj (xi)} is bounded, thus contained in a compact set, hence it is possible
to extract a subsequence {hnk} such that each sequence (hnk)ϕj (xi) is converg-
ing. Accordingly, we can set εm = 2
−m, and construct recursively the sequences
{hnm,k} ⊂ {hnm−1,k}, {hn0,k} = {hk} such that for each m there exists Km ∈ N
such that, for all k, k′ ≥ Km,
‖hnm,k − hnm,k′ ‖ ≤ 2εm.
We can then choose the sequence h˜m = hnm,Km , it is easy to check that this is a
converging subsequence. 
We have thus described the Banach space, it is now time to study how the
transfer operator acts on it.
Lemma 4.10 (Lasota-Yorke type inequality). For each h ∈ C∞ and p, q ∈ N we
have
‖Lnh‖p,q ≤ C#‖h‖p,q
‖Lnh‖p,q ≤ C#λ−min{p,q}n‖h‖p,q + C#‖h‖p−1,q+1.
Proof. Let h ∈ C∞ and ϕ ∈ Cq0([−a, a],C), then∫ a
a
(Lnh)(x + tvs)hϕ(t)dt =
∫ a
−a
h(x+ tλnvs)ϕ(t)dt
= λ−n
∫ λna
−λna
h(x+ tvs)ϕ(λ−nt)dt.
Next, we consider a C∞ partition of unity {φi} of R such that the elements have
support of size δ and ‖φi‖Cq+1 ≤ C, for some fixed C > 0. Clearly [−λna, λna]
intersects, at most, 4λn + 1 ≤ 5λn such elements. Let ti belong to the support of
φi. Then∣∣∣∣∫ a
a
(Lnh)(x+ tvs)hϕ(t)dt
∣∣∣∣ ≤∑
i
λ−n
∣∣∣∣∣
∫ ti+δ
ti−δ
h(x+ tvs)ϕ(λ−nt)φi(t)dt
∣∣∣∣∣
=
∑
i
λ−n‖h‖0,q ≤ 5‖h‖0,q.
(4.9)
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This proves the first inequality of the Lemma for p = 0. To treat p > 0 define
ϕi(t) =
∑q−1
j=0
ϕj(λ−nti)
j! λ
−nj(t− ti)j and redo the above computation as follows∫ a
a
(Lnh)(x+ tvs)hϕ(t)dt =
∑
i
λ−n
∫ ti+δ
ti−δ
h(x+ tvs)ϕ(λ−nt)φi(t)dt
=
∑
i
λ−n
∫ ti+δ
ti−δ
h(x+ tvs)
[
ϕ(λ−nt)− ϕi(t)
]
φi(t)dt
+
∑
i
λ−n
∫ ti+δ
ti−δ
h(x+ tvs)ϕi(t)φi(t)dt.
To continue notice that∣∣∣∣∣
∫ ti+δ
ti−δ
h(x+ tvs)ϕi(t)φi(t)dt
∣∣∣∣∣ ≤ C|ϕ|q‖h‖0,q+1,
and
|ϕ(λ−n·)− ϕ(λ−nti)|q ≤ C|ϕ|qλ−nq.
The above yields
‖Lnh‖0,q ≤ Cλ−nq‖h‖0,q + C‖h‖0,q+1.
Next, notice that∫ a
a
∂pu(Lnh)(x+ tvs)hϕ(t)dt = λ−np
∫ a
a
(Ln[∂pi h])(x + tvs)hϕ(t)dt
which, remembering 4.9, implies
‖h‖p,q ≤ 5λnp‖h‖p,q + C
p−1∑
i=0
λn(p−i+q)‖∂iuh‖0,q + C‖h‖p−1,q+1
which proves the Lemma. 
The above, together with Lemma 4.9, allows to apply Theorem 2.1 and conclude
that the essential spectrum of L, when acting on Bp,q is bounded by λ−p. To
complete our alternative derivation of the results obtained by Fourier Transform
we need to understand the discrete spectrum.
Lemma 4.11. For each p, q ∈ N we have σBp,q (L) ∩ {z ∈ C : |z| > λ−p} = {1}.
Proof. Suppose that Lh = µh, |µ| > λ−p. Then
µ∂uh = ∂uLh = λ−1L∂uh.
Thus ∂uh ∈ Bp−1,q is an eigenvector of L with eigenvalue λµ. Doing it p time we
have that ∂puh ∈ B0,q is an eigenvector with eigenvalue λpµ, but |λpµ| > 1 while
the spectral radius of L is bounded by one, hence it must be ∂puh = 0. But then
Lemma 4.8 implies that ∂p−1u h is constant. Integrating we see that the constant is
zero. Iterating this argument p times we have h = const, but then µ = 1. 
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5. Uniformly hyperbolic maps and Banach spaces
In this section we build on what we have learned in the previous sections to treat
the general non-linear case in which expanding and contracting directions are both
present simultaneously but there is no neutral direction.
The goal is to develop Banach spaces on which the transfer operator has nice
properties. This can be done in various way [9, 39, 40, 6, 7, 38], here we will describe
the so called geometrical approach which generalises the construction detailed in
Section 4.4. Alternative approaches are the Sobolev space approach and the (similar)
semiclassical approach, which generalise the norms detailed in Section 4.3. The
description below is intend as an introduction, see [39, 40] for more details and [2]
for a much more in depth discussion of all the different functional spaces.
In the geometrical approach one would like to divide the stable and unstable
direction in such a way that one can integrate along the stable direction, similarly
to what we have done in Section 4.4. The simplest possible generalisation would
be to integrate on pieces of stable manifold (as in Section 4.4). This is possible (it
was indeed the case in the first successful attempts to construct such spaces [9])
but it has the draw back that the Banach space depends badly on the map. Such a
feature is very inconvenient if one wants to study an open set of maps, a necessity
when investigating the dependence of the SRB measure from some parameter or
in the study of random maps. The construction described in the following avoids
such a problem, at the price of some extra work.
5.1. Anosov maps.
Let us define more precisely the class of maps we want to study: Cr Anosov maps,
r ≥ 2. A diffeomorphism f ∈ Diffr(M,M),27 where M is a d-dimensional com-
pact Riemannian manifold, is called an Anosov map if there exist two uniformly
transversal close continuous cones fields Cu(x), Cs(x) ⊂ TxM and λ > 1 such that
dxfC
u(x) ⊂ intCu(f(x)) ∪ {0}, dxf−1Cs(x) ⊂ intCs(f−1(x)) ∪ {0} and
‖dxfv‖ > λ‖v‖ ∀ v ∈ Cu(x)
‖dxf−1v‖ > λ‖v‖ ∀ v ∈ Cs(x).
(5.1)
Note that in higher dimensions cones can have a variety of shapes.28 We ask
that for each v ∈ Cu(x) there exists a du dimensional subspace E of TxM such that
v ∈ E ⊂ Cu(x), and for each v ∈ Cs(x) there exists a ds dimensional subspace E
of TxM such that v ∈ E ⊂ Cs(x).29
It is well known that the above cone invariant and contracting properties are
equivalent to the existence of two invariant distributions [31]. More precisely:
at each point x ∈ M there exists two transversal subspaces Es(x) ⊂ Cs(x) and
Eu(x) ⊂ Cu(x) such that DfEu/s(x) = Eu/s(f(x)) and, in addition, Eu/s(x) vary
in an Ho¨lder continuous way with respect to x.
It is possible to choose an atlas {Ui}Ni=1 so that for each Ui there exists a special
point xi ∈ Ui, call it the centroid, such that DxiφiEs(xi) = {(ξ, 0) : ξ ∈ Rds}
and DxiφiE
u(xi) = {(0, η) : η ∈ Rdu}. Also, without loss of generality, we can
assume that φi(xi) = 0 and φi(Ui) = Bds(0, ri) × Bdu(0, ri) where, for all d′ ∈ N
27 In fact endomorphisms can be treated in the same way, but let us keep things simple.
28 A cone is a subset C of a real vector space such that if v ∈ C, then λv ∈ C for each λ ∈ R.
29 The sophisticated reader will recognise that it might be more elegant to defined the cones
as subsets of the Grassmannian.
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and z ∈ Rd′ , Bd′(z, r) = {x ∈ Rd′ : ‖z − x‖ < r}. Clearly, there exists δ > 0
such that M = ∪iφ−1i (Bds(0, ri − 2δ) × Bdu(0, ri − 2δ)) =: ∪iÛi. In other words,
a small shrinking {(Ûi, φi)}Ni=1 of the charts still forms an atlas. Finally, we can
always arrange so that (5.1) holds with respect to the euclidean norm in the charts
for vectors in {(0, η) : η ∈ Rdu} and {(ξ, 0) : η ∈ Rds}, respectively.30
By the continuity of the distributions and the contraction of the cones it follows
that, provided the ri are chosen small enough, the constant cones C
s
∗ = {(ξ, η) ∈
Rd : ‖η‖ ≤ ‖ξ‖} and Cu∗ = {(ξ, η) ∈ Rd : ‖ξ‖ ≤ ‖η‖}, are invariant. That is,
when the composition makes sense,
DφjDfDφ
−1
i C
u
∗ ⊂ intCu∗ ∩ {0}
DφjDf
−1Dφ−1i C
s
∗ ⊂ intCs∗ ∩ {0}.
(5.2)
Remark 5.1. Maps for which there exists cones C
u/s
∗ that satisfy (5.2) and the
equivalent of (5.1), with respect to the Euclidean norm in the charts, are called cone
hyperbolic. Note that if the map is smooth we just argued that cone hyperbolic is
equivalent to Anosov. Yet, the notion of cone hyperbolicity applies more generally,
for example to piecewise smooth maps [4].
Remark 5.2. Note that if f is cone hyperbolic, then there exists a neighbourhood
U ⊂ C1 such that each f˜ ∈ U is cone hyperbolic with respect to the same cones.31
5.1.1. Transfer Operator.
Let us compute the Transfer operator. A change of variable yields32∫
M
h · ϕ ◦ f =
∫
M
h ◦ f−1| detDf |−1 ◦ f−1ϕ.
It is then natural to define, for each h ∈ C0, the transfer operator
(5.3) Lh(x) = (h| detDf |−1) ◦ f−1(x).
The reader can easily check that
Lnh = (h| detDfn|−1) ◦ f−n.
Since ∫
M
|Lh| =
∫
M
L|h| · 1 =
∫
M
|h| · 1 ◦ f =
∫
M
|h|,
L is a contraction in the L1 norm, hence we would like to define, as in the previous
section, a norm for which the spectral radius is one and the essential spectral radius
is strictly smaller. In other words, we would like a Banach space on which L has
spectral radius one and it is quasi-compact.
30 For example one can use the exponential map at xi composed with a linear coordinate
change to define the chart.
31 It follows from a standard compactness argument.
32 Unless differently stated the integrals are always meant with respect to the volume form
associated to the metric.
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5.2. A set of almost stable manifolds. By the general theory of hyperbolic sys-
tems, [31], it follows also a less local statement: there exists two invariant foliations,
the stable and unstable foliations. More precisely, at each point x ∈M there exists
two local Cr-manifoldW s(x), Wu(x), of fixed size, such thatW s(x)∩Wu(x) = {x}
and, for each y ∈ W s/u(x), Es/u(y) is the tangent space to W s/u(x) at y. The in-
variance means that fWu(x) ⊃Wu(f(x)) and fW s(x) ⊂W s(f(x)).
Clearly the above foliations yield a natural candidate for the direction on which
to integrate and indeed this was the original approach in [9]. However, as already
mentioned, such a choice has at least two drawbacks: first, although the manifolds
are as regular as the map, the foliation is, in general, only Ho¨lder [31]. Second, if
one would like to have a Banach space in which to analyse not just one map but
an open set of maps, then it is necessary to integrate on manifolds that are fairly
independent from the map. Both problems have been solved in [39], the idea being
to introduce an “invariant” set of manifolds rather than an invariant distribution
(in some sense, the equivalent of an invariant cone, see Remark 5.2).
To make precise the above idea it is more transparent to work in charts. Let,
δ > 0 be small enough and define
Σri =
{
G ∈ Cr(Rds ,Rdu) : ‖G‖C0 ≤ ri; ‖DG‖∗r ≤ 1
}
,
where ‖ · ‖∗r is equivalent to the ‖ · ‖Cr−1 norm and will be defined in Lemma 5.5.
Given G ∈ Σri we have (y,G(y)) ∈ Bds(0, ri) × Bdu(0, ri) for all y ∈ Bds(0, ri),
thus the manifolds
(5.4) Wi,z,G = {φ−1i (y,G(y))}y∈Bds (z,δ) ; W˜i,z,G = {φ−1i (y,G(y))}y∈Bds (z,2δ)
are well defined ds dimensional Cr sub-manifold of M for any i ∈ {1, . . . , N},
z ∈ Bds(0, ri − 2δ) and G ∈ Σri . We finally define the announced set of manifolds:
(5.5) Σr =
N⋃
i=1
⋃
z∈Bds (0,ri−2δ)
⋃
G∈Σr
i
Wi,z,G.
Given W =Wi,z,G ∈ Σr we will call W˜ = W˜i,z,G its enlargement.
The above set of manifolds will play the role of the invariant foliation (but it is
much more flexible) as is illustrated by the next Lemma.
Lemma 5.3. For each Anosov map f ∈ Diffr(M) there exist norms ‖ · ‖Cr and
‖ · ‖∗r, constants δ > 0 and n¯ ∈ N such that for all W ∈ Σr and n ≥ n¯ there exist
m ∈ N and a collection {Wi}mi=1 ⊂ Σr such that,33
f−nW ⊂
m⋃
i=1
Wi ⊂ f−n(W˜ ).
Moreover, there exists a constant Cδ > 0, depending only on δ, and a partition
of unity of f−nW˜ , subordinated to {Wi}mi=1 ∪ {f−nW˜ \ f−nW}, with Cr norm
bounded by Cδ. That is, a set {ϕi}mi=1 of functions, from f−nW˜ to [0, 1], such that
suppϕi ⊂Wi, supi ‖ϕi‖Cr(Wi,R) ≤ Cδ, and
∑m
i=1ϕ(x) = 1 for each x ∈ f−nW .
33 With a bit more work one can prove it for each n¯ ∈ N, but let us keep it simple.
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Proof. Since we will need to control high derivatives it is convenient to use the fact
that, for each finite dimensional Banach algebra A, Ck(Rd,A) is a Banach Algebra
as well, provided we choose the right weighted norm. For example
‖g‖C0 = sup
x∈Rd
‖g(x)‖
‖g‖Ck+1 = sup
i
‖∂xig‖Ck + a‖g‖Ck
(5.6)
for a ≥ 2 will do. Note that this implies34
(5.7) ‖g‖Ck =
k∑
j=0
(
k
j
)
ak−j sup
|α|=j
‖∂αg‖∞.
From now on we use such a norm with an a that will be chosen shortly.
Let W ∈ Σr and n ∈ N large enough, then f−nW will be a larger manifold and
the distance between the boundaries ∂f−nW and ∂f−nW˜ will be (in charts) larger
than 2δ due to the backward expansion in the stable cone. First of all note that,
for each point x ∈ f−nW there exists jx ∈ {1, . . .N}, zx ∈ Bds(0, rjx − 2δ) and
Gx ∈ Cr(Rds ,Rdu), with x = φ−1jx (zx, Gx(zx)) and ‖Gx‖∞ ≤ rjx − 2δ, such that
W˜jx,zx,Gx ⊂ f−nW˜ . Then {Wjxk ,zxk ,Gxk } covers the closure of a δ neighbourhood
of f−nW in f−nW˜ . Accordingly, we can extract a finite covering {Wk}mi=1 :=
{Wjxk ,zxk ,Gxk } of f−nW by compactness. The existence of a partition of unity
with the wanted properties and subordinated to the covering is a standards fact,
see [29, Theorem 1.4.10].
To conclude it remains to show that Gxk ∈ Σrjxk . Note that, by hypotheses,
Df(x)φjDxf
−n¯Dφi(x)φ
−1
i =
(
Ai,j(x) Bi,j(x)
Ci,j(x) Di,j(x)
)
=: Ξi,j(x)
where, by construction, if f n¯(xi) = xj , then
(5.8) Ξi,j(xi) =
(
Ai,j∗ 0
0 Di,j∗
)
with ‖(Ai,j∗ )−1‖ ≤ λ−n¯ and ‖Di,j∗ ‖ ≤ λ−n¯. Thus, by continuity, for each γ > 0 we
can write
Ξi,j = Ξi,j∗ +∆
i,j ,
where Ξi,j∗ is a constant matrix with the same properties of Ξi,j(xi) in (5.8) and
(5.9) ‖∆i,j‖∞ ≤ γ,
provided the ri ≥ 2δ have been chosen small enough.
If Wj,ζ,H ⊂ f−n¯Wi,z,G, then setting F (x) = φj ◦ f−n¯ ◦ φ−1i we have that there
exists α ∈ Cr(D,Bds(0, rj)), D ⊂ Bds(0, ri), such that
(5.10) F (x,G(x)) = (α(x), H(α(x))).
Hence, for each ξ ∈ Rds ,
(Dαξ,DH ◦ αDαξ) = Ξi,j(ξ,DGξ) =
(
Ai,j Bi,j
Ci,j Di,j
)(
ξ,DGξ
)
34 Here I use the usual PDE notation in which α = (i1, · · · , ik) is a multiindex, |α| = k, and
∂α = ∂xi1 . . . ∂xik
.
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which implies
Dα = Ai,j +Bi,jDG
DH =
{
(Ci,j +Di,jDG)(Ai,j +Bi,jDG)−1
} ◦ α−1
=
{
(Ci,j +Di,jDG)(1+ (Ai,j)−1Bi,jDG)−1(Ai,j)−1
} ◦ α−1.(5.11)
To estimate the higher order derivatives it is convenient to consider Ξi,j (and its
block constituents) as an operator mapping a vector filed in the chart i to a vector
field in the chart j. The norm of such an operator is naturally defined to be35
‖Ξ‖∗r = sup
‖v‖Cr≤1
‖Ξv‖Cr .
To estimate such a norm it is helpful the following results.
Sub-lemma 5.4. For each r ∈ N and Ξ ∈ Cr(Rd, GL(Rd,Rd))
(5.12) sup
|α|≤r
a−|α|‖∂αΞ‖∞ ≤ ‖Ξ‖∗r ≤ er(r!)2 sup
|α|≤r
a−|α|‖∂αΞ‖∞.
Proof. Remembering (5.7) we have
‖Ξv‖Cr =
r∑
k=0
(
r
k
)
ar−k sup
|α|=k
‖∂α(Ξv)‖∞ ≤
r∑
k=0
(
r
k
)
ar−k
∑
|α|+|β|=k
(
k
|β|
)
‖∂αΞ‖∞‖∂βv‖∞
≤
r∑
|β|=0
r∑
k=|β|
(
r
|β|
)
ar−krk−|β|
(k − |β|)! ‖∂
k−|β|Ξ‖∞‖∂βv‖∞
≤
r∑
|α|=0
a−|α|r|α|r!
|α|! ‖∂
αΞ‖∞‖v‖Cr
≤ er(r!)2 sup
|α|≤r
a−|α|‖∂αΞ‖∞‖v‖Cr .
That is
‖Ξ‖∗r ≤ er(r!)2 sup
|α|≤r
a−|α|‖∂αΞ‖∞.
On the other hand, if we restrict to v that are constant vector fields with ‖v‖ = 1
we have, for each |α| ≤ r,
‖Ξ‖∗r ≥ a−|α|
(
r
|α|
)
sup
‖v‖=1
‖(∂αΞ)v)‖∞ ≥ a−|α|‖∂αΞ‖∞.

From Sub-Lemma 5.4 and equation (5.9) it follows that, by choosing a large
enough (depending on γ and n¯),
‖∆i,j‖∗r ≤ Crγ.
35 Note that, by definition, ‖AB‖∗r ≤ ‖A‖
∗
r ‖B‖
∗
r .
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Accordingly, for each constant Cr,d > 1, choosing γ small enough and n¯ large
enough, we obtain
sup
i,j
‖Bi,j‖∗r + ‖Ci,j‖∗r ≤
1
2Cr,d
sup
i,j
‖(Ai,j)−1‖∗r ≤
1
2Cr,d
sup
i,j
‖Di,j‖∗r ≤
1
2Cr,d
.
(5.13)
From the above and equation (5.11) it follows
‖(Dα)−1‖∗r = ‖(1+ (Ai,j)−1Bi,jDG)−1(Ai,j)−1‖∗r
≤ 1
2Cr,d
∞∑
k=0
(‖(Ai,j)−1Bi,jDG)−1‖∗r)k ≤
2
3Cr,d
.
(5.14)
Note that, by similar arguments, we can prove
(5.15) ‖((Dα)t)−1‖∗r ≤
2
3Cr,d
,
where At is the transpose of the matrix A.
Unfortunately, to estimate (5.11) we need to control the norm of Ξ ◦ α−1 rather
than simply the norm of Ξ. To this end we need another technical Lemma.
Sub-lemma 5.5. For each k ∈ N and Ck function g, we have
‖g ◦ α−1‖Ck ≤ ‖g‖Ck .
Moreover
‖Ξ ◦ α−1‖r∗ ≤ Cr‖Ξ‖r∗.
Proof. By equations (5.6) the Lemma is true for k = 0, moreover we can write
‖g ◦ α−1‖Ck+1 = sup
i
‖∂xi(g ◦ α−1)‖Ck + a‖g ◦ α−1‖Ck .
We can thus argue by induction and, remembering (5.15), conclude
‖g ◦ α−1‖Ck+1 ≤ sup
i
‖ [(∂xjg)[(Dα)−1]j,i] ◦ α−1‖Ck + a‖g‖Ck
≤ ‖(Dα)t)−1∇g‖Ck + a‖g‖Ck
≤ ‖((Dα)t)−1‖r∗‖∇g‖Ck + a‖g‖Ck
≤ 2d
3Cr,d
sup
j
‖(∂xjg)‖Ck + a‖g‖Ck ≤ ‖g‖Ck+1,
provided we have chosen Cr,d large enough.
To conclude, recalling (5.6), (5.7) and Lemma 5.4
‖Ξ ◦ α−1‖∗r ≤ er(r!)2 sup
|α|≤r
a−|α|‖∂α(Ξ ◦ α−1)‖∞ ≤ er(r!)2 sup
|α|≤r
a−|α|‖Ξ ◦ α−1‖C|α|
≤ er(r!)2 sup
|α|≤r
a−|α|‖Ξ‖C|α| ≤ er(r!)2 sup
|α|≤r
|α|∑
j=0
(|α|
j
)
sup
|β|=j
a−|β|‖∂βΞ‖∞
≤ er2r(r!)2‖Ξ‖∗r.

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Applying Sub-Lemma 5.5 to formula (5.11) and recalling (5.13), (5.14) yields
‖DH‖∗r ≤ ‖
{
(Ci,j +Di,jDG)(1+ (Ai,j)−1Bi,jDG)−1(Ai,j)−1
} ◦ α−1‖∗r
≤ Cr‖(Ci,j +Di,jDG)(1+ (Ai,j)−1Bi,jDG)−1(Ai,j)−1‖∗r
≤ 2Cr
6C3r,d
(1 + ‖DG‖∗r) ≤
2
3
< 1,
provided, again, we have chosen Cr,d large enough. This concludes the Lemma. 
Remark 5.6. Note that, given f0 ∈ Cr and norms ‖ · ‖Cr , ‖ · ‖∗r for which Lemma
5.3 holds, there exists a neighbourhood U ⊂ Cr of f0 such that Lemma 5.3 holds,
with the same norms, for each f ∈ U . This is the equivalent of Remark 5.2.
5.3. High regularity norms. If W =Wi,z,G ∈ Σri and ϕ ∈ Ck0 (W,C), we define
|ϕ|Ck = ‖ϕ ◦ φ−1i ◦G‖Ck(Bds (z,δ),C)
where, again, G(x) = (x,G(x)). We are finally ready to define the relevant norms.
For each p ∈ N, q ∈ R+ and h ∈ Cr(M,C) let36
(5.16) ‖h‖p,q = sup
|α|≤p
sup
W∈Σr
b|α| sup
ϕ∈Cq+|α|
0
(W,C)
|ϕ|Cq+|α|≤1
∫
W
[∂αh] · ϕ,
where, for W =Wi,z,G ∈ Σri and g ∈ C0(W,C) we define∫
W
g =
∫
Bds (z,δ)
g ◦ φ−1i (x,G(x))dx,
and b will be chosen later. Bp,q is the closure of Cr(M,C) with respect to ‖ · ‖p,q.
The above norms have been introduced in [39] and are the generalisation of the
norms (4.8). They allow to prove that the transfer operator is quasi compact with
essential spectral radius smaller than λmin{p,q}.
Here, to simplify the presentation, we discuss only the case p ≤ 1 ≤ q and we
do not attempt to obtain sharp bounds. We refer to [39] for the general case and
more precise estimates. As done in the previous section we aim at using Hennion’s
Theorem, to this end we need a Lasota-Yorke type inequality and a compactness
result.37
Lemma 5.7. For each q ∈ (0, r−2), p ∈ {0, 1} and ν ∈ (λ−min{1,q}, 1) there exists
C,B > 0 such that, for all h ∈ Cr(M,C) and n ∈ N,
‖Lnh‖0,q ≤ C‖h‖0,q
‖Lnh‖p,q ≤ Cνn‖h‖p,q +B‖h‖0,q+1.
Proof. By a change of variables we have∫
W
Lnhϕ =
∫
f−nW
h | detDfn|JW fn · ϕ ◦ fn
36 Since, by definition, W belongs to one chart we can define ∂xjh := (∂xj (h ◦ φ
−1
i
)) ◦ φi.
37 From now on we consider δ fixed once an for all, hence we will often not mention the fact
that several constants depend on δ.
TRANSFER OPERATORS AND UNIFORMLY HYPERBOLIC MAP 37
where JW f
n is the Jacobian of the change of variables.38 We can then use Lemma
5.3 to write∣∣∣∣∫
W
Lnhϕ
∣∣∣∣ ≤ m∑
j=1
∣∣∣∣∣
∫
Wj
h | detDfn|−1JW fn · ϕ ◦ fnϕj
∣∣∣∣∣
≤ ‖h‖0,q
m∑
j=1
∣∣| detDfn|−1JW fn · ϕ ◦ fnϕj∣∣Cq
0
(Wj)
,
where Wj =Wkj ,zj ,Gj .
Remembering Sub-Lemma 5.5 and equation (5.10) we can write∣∣| detDfn|−1JW fn · ϕ ◦ fnϕj∣∣Cq
0
(Wj)
≤ Cδ
∣∣| detDfn|−1∣∣Cq(Wj)·|JW fn|Cq(Wj) |ϕ|Cq0(Wj) .
To estimate the above integral we need a technical distortion Lemma.
Sub-Lemma 5.8 ([39, Lemma 6.2]). There exists Cδ > 0 such that, for each n ∈ N
and q ≤ r − 1, holds true
m∑
i=1
∣∣| detDfn|−1∣∣Cq(Wj) · |JW fn|Cq(Wj) ≤ Cδ.
Remark 5.9. I refer to [39, Lemma 6.2] for the proof, however let me give some
intuition about this estimate. If λnu, λ
n
s are, roughly, the expansion and contraction
in the unstable and stable directions, respectively, then | detDfn|−1 ∼ λ−nu λ−ns
while JW f
n ∼ λns . Hence the summands are roughly equal to λ−nu . However, if
we consider a thickening of size λ−nu , in the unstable directions, of each Wi then it
corresponds to the image of a thickening of size one of W under f−n. Since the
map is a diffeomorphism, this implies that all such regions are disjoint, thus their
total volume (essentially
∑
j λ
−n
u δ
ds) is uniformly bounded by the total volume of
M , hence the Lemma. The above argument is essentially correct, a part for some
standard distortion estimates.
Hence we have the first inequality in the statement of the Lemma:39
(5.17) ‖Lnh‖0,q ≤ C‖h‖0,q.
To prove the second inequality we first consider the case p = 0. We can write40∫
W
Lnhϕ =
∫
W˜
Lnhϕ =
∫
W˜
Lnhϕε +
∫
W˜
Lnh(ϕ− ϕε).
where |ϕε − ϕ|Cq−1 ≤ ε|ϕ|Cq , |ϕ− ϕε|Cq ≤ C# and |ϕε|Cq+1 ≤ C#ε−1. It follows41
|(ϕ− ϕε) ◦ fn|Cq ≤ |(∂qϕ− ∂qϕε) ◦ fn · (∂xfu)q|C0 + C#|(ϕ− ϕε) ◦ fn|Cq−1
≤ C#max{ε, λ−qn}.
38 Note that we are changing variables on a submanifold, hence the Jacobian differs from
|detDfn| which corresponds to a change of variables on the full manifold.
39 Recall that δ has been fixed and its choice depends only on f and M , hence we will no
longer keep track of the dependence of the constants from δ. Also we will use, as before, C# to
designate a generic constant depending only on f and M .
40 E.g., given a mollifier jε having support ε ≤ δ/2, define ϕ¯ε =
∫
jε(x − y)ϕ ◦ φ
−1
i ◦ G(y)dy
and ϕε(z) = ϕ¯ε ◦ pi ◦ φi(z), where pi(xs, xu) = xs.
41 We use ∂xfn to mean ∂x(φi ◦ f
n ◦ φkj ◦Gj). Which is nothing else that the contraction of
the dynamics in the stable direction.
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Arguing as before, and choosing ε = λ−qn, the above considerations yield
(5.18) ‖Lnh‖0,q ≤ C#λ−qn‖h‖0,q + Cn‖h‖0,q+1.
To continue we must compute
(∂xk(Lnh ◦ φ−1i )) ◦ φkj (x).
To this end we must exchange the order of ∂xk and Ln. Unfortunately, doing so will
produce a multiplicative factor larger than one due to the contracting directions.
A natural idea to overcome this problem is to decompose the vector fields ∂xk into
a vector field along the manifold W , that can then be integrated by part without
the need of commuting it with Ln, and a vector field in the unstable direction that,
upon exchanging the order of ∂xk and Ln will produce a contracting multiplicative
factor. The obstacle to this strategy is that the unstable vector field is, in general,
only Ho¨lder, and hence a vector field along the unstable direction cannot have the
required regularity.
To deal with this last problem we will use an approximation instead of the real
unstable direction. Indeed, what is really necessary is that the vector field contracts,
while being pushed backward, only for a time n. If E = {(0, η) ∈ Rds ×Rdu}, then
(5.19) En(x) = Dφi◦f−n◦φ−1kj (x)
(φkj ◦ fn ◦ φ−1i )E = {(Un(x)η, η)}η∈Rdu
is an Cr approximation of the unstable direction with the required property.
Sub-lemma 5.10 ([39, Appendix A]). Given the decomposition (5.19), we have
‖Un ◦ φi ◦ fn ◦ φ−1kj ◦Gj‖Cr(Bds (zj ,δ),Rd) ≤ C#.
Remark 5.11. The Lemma is technical and the proof is rather uneventful, so I
refer to [39, Appendix A] for the details. However, the reader unwilling to look at
another paper can simply carry out a proof by herself using the analogous of (5.11)
and (5.13) in the future rather than the past.
Sub-lemma 5.12. For each k ∈ {1, . . . , d}, n ∈ N and z ∈W ∈ Σr we can write
ek = v(z) + w(z)
where v(z) ∈ TzW , w(z) ∈ En(φi(z)) and such that
|v ◦ fn|Cr(f−nW,Rd) + |w ◦ fn|Cr(f−nW,Rd) ≤ C#.
Proof. Since TzW and En(φi(z)) are transversal (the first belong to the stable
cone while the second to the unstable one), we can uniquely decompose a vector
field along such two subspaces and the decomposed vector field will have uniformly
bounded C0 norm. It remains only to check is that the decomposition has the
required regularity. SinceW is a regular manifold, the issue is reduced to analysing
En(φi(z)). The result follows then from Lemma 5.10. Indeed, the computation
boils down to compute the norms of (1−DGUn)−1 ◦ φi ◦ fn and (1− UnDG)−1 ◦
φi ◦fn. These are uniformly bounded in C0, since ‖Un‖∞‖DG‖∞ < 1 (provided we
have chosen the ri small enough), and the Ck norm can be computed by induction
recalling the definition (5.6). 
Accordingly, for each k ∈ {1, . . . , d},
(5.20)
∫
W
ϕ∂xkLnh =
∫
W
ϕ〈w,∇Lnh〉+ ϕ〈v,∇Lnh〉.
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By construction and Lemma 5.12 there exists w˜, ‖w˜‖C1+q(Rd,Rds) ≤ C#, such that
(ϕw) ◦ φ−1i ◦G = Dφ−1i DGw˜. Hence∫
W
〈w,∇〉Lnh =
∫
Bds (z,δ)
〈Dφ−1i DGw˜, [∇Lnh] ◦ φ−1i (G(x))〉dx
=
∫
Bds (z,δ)
〈w˜,∇ [(Lnh) ◦ φ−1i ◦G]〉dx
= −
∫
Bds (z,δ)
(div w˜) [Lnh] ◦ φ−1i (G(x))dx
=
∫
W
ϕ¯Lnh
where ϕ¯ = [div w˜] ◦ π ◦ φi, π(x, y) = x. Since |ϕ¯|Cq ≤ C# by (5.17) it follows
(5.21) b
∣∣∣∣∫
W
〈w,∇〉Lnh
∣∣∣∣ ≤ C#b‖h‖0,q ≤ C#b‖h‖1,q.
To conclude we must analyse the second term on the right hand side of equation
(5.20). Recalling (5.3) we can write∫
W
ϕ〈v,∇Lnh〉 =
∫
W
ϕ〈v,∇ [(h| detDfn|−1) ◦ f−n]〉
=
∫
W
ϕ〈Df−nv, [∇(h| detDfn|−1)] ◦ f−n〉
=
∫
W
〈v¯,Ln∇h〉+
∫
W
ϕ¯Lnh,
where v¯ = ϕDf−nv and ϕ¯ = ϕ〈Df−nv, [∇(| detDfn|−1)] ◦ f−n〉.
By construction we have ‖v¯‖∞ ≤ C#λ−n, and the usual distortion estimated
yield ‖v¯‖C1+q ≤ C#λ−n. We can then use (5.17) and the obvious inequality
b‖∂xjh‖0,q+1 ≤ ‖h‖1,q to write
b
∣∣∣∣∫
W
ϕ〈v,∇Lnh〉
∣∣∣∣ ≤ C#λ−n‖h‖1,q + Cnb‖h‖q+1.(5.22)
Collecting equations (5.18), (5.20), (5.21) and (5.22) yields
‖Lnh‖1,q ≤ C∗max{λ−q, b1/n, λ−1}n‖h‖1,q + (b + 1)Cn‖h‖0,q+1,
for some constant C∗. We are almost done, the only remaining source of unhappi-
ness is that the constant in front of the weak norm seems to depend on n, also we
have still to choose b.
Let us first choose the smallest n¯ such that at C∗λ−n¯min{q,1} ≤ νn¯. Then we
choose
b = νn¯C−1∗ .
At last, for each n ∈ N we write n = kn¯+m, m < n¯, and
‖Lnh‖1,q ≤ νn¯‖Ln−n¯h‖1,q + 2Cn¯‖Ln−n¯h‖0,q+1 ≤ νn¯‖Ln−n¯h‖1,q + C#‖h‖0,q+1
≤ νkn¯‖Lmh‖1,q + C#
k−1∑
j=0
νjn¯‖h‖0,q+1 ≤ C#νn‖h‖1,q + C#‖h‖0,q+1.
This concludes the Lemma. 
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Remark 5.13. Note that the Lasota-Yorke inequality is proven in Lemma 5.7 only
for h ∈ Cr. However by density it follows immediately that it holds for all h ∈ Bp,q.
The last ingredient of the argument is the compactness of L.
Lemma 5.14. For each q > q′ > 0 the operator L : B1,q′ → B0,q is compact.
Proof. The proof proceeds along the same lines as Lemma 4.9 and is left to the
reader as a useful exercise. 
Lemmata 5.7 and 5.14, together with Theorem 2.1, imply that L has spectral
radius one and essential spectral radius bounded by ν.
5.4. Low regularity norms. Here we consider norms adapted to maps with min-
imal regularity. Such norms are inspired to [15] (of which they constitute a simpli-
fication) where they have been developed to treat maps with singularities. Subse-
quently they have been modified to study the statistical properties of billiards in
[16, 17, 18, 3]. However, such norms turn out to be useful also in treating C1+α
maps, with α ∈ (0, 1).
The problem in handling the f ∈ C1+α, α ∈ (0, 1), comes from the fact that
p ∈ N, thus the minimal, non trivial, allowed p is 1 while the arguments of the
previous section need, at least, that p ≤ α. To overcome this limitation one must
introduce the equivalent of a Ho¨lder or Sobolev norm in the unstable direction. This
can be done in many ways, the one proposed in [15] being the most geometrical.
The basic idea is that any distribution h that can be integrated along a stable
curve naturally gives rise to a function
Ψ(h) : Ωq = {(W,ϕ) : W ∈ Σ1+α, ‖ϕ‖Cq
0
(W,C) ≤ 1} → C
defined as
Ψ(h)(W,ϕ) :=
∫
W
hϕ.
Thus it suffices to define a distance on Ωq and impose and Ho¨lder regularity on
Ψ(h) with respect to such a distance. As we find convenient to work in charts we
will define a distance in each Ωi,q = {(W,ϕ) : W ∈ Σ1+αi , ‖ϕ‖Cq0(W,C) ≤ 1}. Note
that the sets Ωi,q are not disjoint, yet we will consider their disjoint union, so an
object with two different representations will be treated as two different objects.
Then, for each (Wi,z,G, ϕ), (Wi,z′,G′ , ϕ
′) ∈ Ωi,q we define
d((Wi,z,G, ϕ), (Wi,z′,G′ , ϕ
′)) = ‖z − z′‖+ ‖G ◦ τz −G′ ◦ τz′‖C0(Bds (0,2δ))
+ ‖ϕ ◦ φ−1i ◦G ◦ τz − ϕ′ ◦ φ−1i ◦G′ ◦ τz′‖Cq0(Bds (0,δ))
(5.23)
where τz(x) = x + z and G(x) = (x,G(x)). The reader can easily check that the
above is a semi-metric in Ωi,q. Indeed, two curves with the same centre that differ
only outside a ball of radius 2δ have zero distance. This is reasonable as the value
of G outside such a ball is totally irrelevant and we defined G on all the space
just for convenience, while the introduction of enlarged manifolds was simply a
device to avoid invoking some fancy extension theorem to enlarge our manifolds
when needed. Thus, it is natural to consider the equivalence classes with respect
to the equivalence relation W ∼ W ′ iff d(W,W ′) = 0. In the following we will do
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so without further mention. We have thus defined a metric and we can now define,
for each p < q < α, and a > 0, to be chosen later,
‖h‖p,q = a‖h‖0,q−p + sup
i
sup
(W,ϕ),(W ′,ϕ′)∈Ωq
i
d((W,ϕ),(W ′,ϕ′)≤δ/4
∣∣∫
W hϕ−
∫
W ′ hϕ
′∣∣
d((W,ϕ), (W ′, ϕ′))p
.
Once the norms are defined we can again close the C1+|α| functions with respect to
the norms ‖ · ‖0,q and ‖ · ‖p,q to obtain the spaces B0,q and Bp,q, respectively. Next,
we need to prove the Lasota-Yorke inequalities.
Lemma 5.15. For each 1 > α > q > p > 0 and ν ∈ (λ−min{p,q−p}, 1) there exist
C,B > 0 such that, for all h ∈ C1+α(M,C),
‖Lnh‖0,q ≤ C‖h‖0,q
‖Lnh‖p,q ≤ Cνn‖h‖p,q +B‖h‖0,q.
Proof. The first inequality has been proven in Lemma 5.7. In addition, by (5.18),42
(5.24) ‖Lnh‖0,q−p ≤ C#λ−(q−p)n‖h‖0,q−p + Cn‖h‖0,q.
For the second, let (W,ϕ) = (Wi,z,G, ϕ), (W
′, ϕ′) = (Wi,z′,G′ , ϕ′) ∈ Ωqi and recall
from the beginning of the proof of Lemma 5.7 that∫
Wi,z,G
Lnhϕ =
m∑
j=1
∫
Wkj ,zj,Gj
h| detDfn|−1JW fn · ϕ ◦ fnϕj .
Let Ŵkj ,zj ,Gj = φ
−1
kj
({Gj(x)}x∈Bds(zj ,δ/2)) be the restriction of Wkj ,zj,Gj . Since
the construction of the decomposition holds for any choice of δ, we can arrange so
that suppϕj ⊂ Ŵkj ,zj,Gj and that ∪jŴkj ,zj,Gj ⊃ f−nW˜ . Let G′j be the function
describing the part of the graph of f−nW ′ in the chart Ukj which is C#d(W,W
′)λ−n
close to Wkj ,zj ,Gj . Then {Wkj ,zj,G′j} is a covering of f−nW ′. Next we define
ψj :Wkj ,zj,G′j →Wkj ,zj ,Gj as
ψj(ζ) = φ
−1
kj
◦Gj ◦ π ◦ φkj (ζ),
where π(x, y) = x. Setting ϕ′j = ϕj ◦ ψj we have
ϕ′j ◦ φ−1kj ◦G′j(x) = ϕj ◦ φ−1kj ◦Gj(x).
If Iζ = {j : ϕj ◦ f−n(ζ) > 0}, then, by definition,
∑
j∈I(ζ)ϕj ◦ f−n(ζ) = 1. For
all j, j′ ∈ I(ζ), we have d(ψj(ζ), ψj′ (ζ)) ≤ C#λ−nd(W,W ′).43 Accordingly,
(5.25)
∣∣∣∣∣∣
∑
j
ϕ′j − 1
∣∣∣∣∣∣
C1
≤ C#d(W,W ′).
42 Since ‖h‖0,q′ ≤ ‖h‖0,q′′ for all q
′′ ≤ q′ and q − p+ 1 > q.
43 Indeed, ψj(ζ) 6= ψj′ (ζ) only if kj 6= kj′ . In such a case the vertical movement in the chart kj′
will correspond to a movement in a different vertical direction in the chart kj (but always inside
the unstable cone). Since the manifolds Wkj,zj ,Gj and Wkj,zj ,G′j
are at a distance less than
C#λ
−nd(W,W ′), it follows that the point can move horizontally by at most C#λ
−nd(W,W ′).
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Next we set
Zj = | | detDfn|−1JW fn |Cq(W ) ; Z ′j = | | detDfn|−1JW ′fn |Cq(W ′)
γj = Z
−1
j | detDfn|−1JW fn ; γ′j = (Z ′j)−1| detDfn|−1JW ′fn
ϕj = ϕ ◦ fn ; ϕ′j = ϕ′ ◦ fn
ϕ¯j = ϕ ◦ fn ◦ ψj .
By the usual distortion arguments if follows that
(5.26) |Z ′jγ′j − Zjγj ◦ ψj |Cα−p ≤ C#d(W,W ′)pZj.
In addition,
ϕ′j ◦ φ−1kj ◦G′j(x)− ϕ¯j ◦ φ−1kj ◦G′j(x) = ϕ′j ◦ φ−1kj ◦G′j(x)− ϕj ◦ φ−1kj ◦Gj(x)
hence, recalling Sub-Lemma 5.5 and definition (5.23),
(5.27) |ϕ′j − ϕ¯j |Cq−p ≤ C#d((W,ϕ), (W ′, ϕ′))p.
Then, recalling (5.25) and Sub-Lemma 5.8,∣∣∣∣∣∣
∫
Wi,z′,G′
Lnhϕ′ −
m∑
j=1
∫
Wkj ,zj,G′j
h| detDfn|−1JW fn · ϕ′ ◦ fnϕ′j
∣∣∣∣∣∣ ≤ C#‖h‖0,q−pd(W,W ′).
Moreover, by (5.26) and (5.27),∣∣∣∣∣∣
∫
Wi,z′,G′
Lnhϕ′ −
m∑
j=1
Zj
∫
Wkj ,zj,G′j
hγj ◦ ψj · ϕ¯jϕ′j
∣∣∣∣∣∣ ≤ C#‖h‖0,q−pd((W,ϕ), (W ′, ϕ′))p.
We can finally compute∣∣∣∣∣
∫
Wi,z,G
Lnhϕ−
∫
Wi,z′,G′
Lnhϕ′
∣∣∣∣∣ ≤
m∑
j=1
Zj
∣∣∣∣∣∣
∫
Wkj ,zj,Gj
hγjϕjϕj −
∫
Wkj ,zj,G′j
hγj ◦ ψj ϕ¯jϕ′j
∣∣∣∣∣∣
+ C#‖h‖0,q−pd((W,ϕ), (W ′, ϕ′))p.
At last notice that, recalling (5.23),
d((Wkj ,zj ,Gj , γjϕjϕj), (Wkj ,zj,G′j , γj ◦ ψjϕ¯jϕ′j)) ≤ C#λ−nd(W,W ′).
Taking the sup on the manifolds and test functions and recalling (5.24) yields
‖Lnh‖p,q ≤ C∗max{λ−np, a−1, λ(p−q)n}‖h‖p,q + Cn‖h‖0,q,
for some constant C∗ > 0. To conclude we choose n¯ such that
νmin{p,q−p} ≥
[
C∗max{λ−np, λ(p−q)n}
]1/n¯
,
and then choose a = ν−n¯C∗. The Lemma follows arguing exactly as at the end of
Lemma 5.7. 
We leave to the reader the (simple) proof that the unit ball of Bp,q is weakly
compact in B0,q for each q ∈ (0, α) and p ∈ (0, q). Hence the transfer operator is
compact as an operator from Bp,q to B0,q. We obtain thus the quasi compactness
also in this case. Note however that, due to the low regularity of the map, the
essential spectral radius is rather large and it cannot be shrunk by using smaller
Banach spaces since on them the Transfer Operator is not well defined.
TRANSFER OPERATORS AND UNIFORMLY HYPERBOLIC MAP 43
Remark 5.16. The above discussion proves that the essential spectral radius of L
can be made arbitrarily close to λ−α/2. The factor 1/2 in the exponent first appeared
in the pioneering work of Kitaev [36] and is most likely unavoidable.
5.5. A comment on the discontinuous case. Another case in which a map has
low regularity is when it is only piecewise smooth. This requires a new idea.
Up to now in the definition of the norms we used manifolds of a fixed, possibly
small, size (δ) and the test function were always of compact support. If the map is
discontinuous, then f−1W will be cut by the dynamics in several pieces and hence
one cannot avoid arbitrarily small manifolds and test functions that are different
from zero at the boundary of the manifold. We are thus forced to include in the
set of allowed manifolds Σ arbitrarily small manifolds and for W ∈ Σ consider
ϕ ∈ Cq(W,C) rather than ϕ ∈ Cq0(W,C).
This implies that we cannot integrate by part (otherwise we would produce
boundary terms that we do not know how to estimate), hence we are limited to
p < 1, even if the map is very regular away from the discontinuities.
Luckily a second look at Section 5.4 shows that we never integrated by part, thus
we could have worked with Cq(W,C) as well.44 However, a quick inspection to the
previous arguments shows that they do not work for arbitrarily small manifolds, as
the constants in the Lasota-Yorke inequality depend on δ. It is necessary to treat
small manifolds differently.
A possible solution to this problem, first implemented in [15] and inspired by
[44], is to add to the strong norm a term of the form
sup
(W,ϕ)∈Ωq
1
|W |α
∫
W
hϕ,
for some α ∈ (0, 1). This means that the integral of h on a small manifolds is
small, but not proportional to the volume of the piece, hence h is not necessarily a
function and it can have a very wild behaviour on small scales.
6. Statistical properties of uniformly Hyperbolic maps
In section 5 we have seen how to extend the functional approach to general
Anosov maps. Yet, we did not explained what are the consequences. Here we very
briefly discuss what can be obtained by this formalism. We limit the discussion to
Cr Anosov maps.
6.1. Decay of correlations and Limit Theorems. In Section 5.3 we have seen
that L is quasi compact, hence it has only finitely many eigenvalues of modulus
one. Moreover, since L is a positive operator (it sends positive functions in positive
functions) it is possible to prove that the spectrum on the unit circle forms a group
under multiplication. In addition, the operator is power bounded and hence it
cannot have Jordan blocks, thus the geometric and algebraic multiplicity of the
peripheral spectrum are the same. Hence, since one is an eigenvalue, the dimension
of the eigenspace associated to the eigenvalue one corresponds to the number of
SRB measures. This is quite a bit of information, however the fine structure of the
spectrum is not know in general.
In particular, it is not known if Anosov maps always have a unique SRB measure.
This depends on global topological properties that are not easily read from the study
44 Indeed, there was no need to restrict to functions vanishing at the boundary of the manifold.
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of the transfer operator. If the map has a unique SRB measure, then there is a
dichotomy: either the map is not mixing (there are other eigenvalues, besides one,
on the unit circle) or it mixes exponentially fast (one is the only eigenvalue on the
unit circle and hence the operator has a spectral gap).
Accordingly, if the system is mixing, then the rate of mixing is determined by
the eigenvalues of the point spectrum of L. In particular, if an observable belongs
to the kernel of the spectral projection of the largest eigenvalues, then it will mix
faster.
Without entering in any detail let me conclude by just pointing out that we have
now the technology to upgrade all the results of Section 2 to the case of uniformly
hyperbolic maps. In particular, we can study operators with a smooth potential
hence obtain the CLT, Local CLT and Large deviations. Also the perturbation
theory of Section 2.2 applies and we can prove stochastic and deterministic stability.
Moreover, the slightly more general perturbation theorem in [39, Section 8] implies
linear response. In addition, using weighted operators one can construct manifold
invariant measures and use the thermodynamic formalism to estimate the Hausdorff
dimension of many dynamically relevant sets. There is however an issue that we
have not discussed: if one wants to study, e.g., the measure of maximal entropy,
then one has to consider a transfer operator with a weight given by the expansion
in the stable direction. This, unfortunately, is (in general) only Ho¨lder also for very
regular maps. Of course one could study such a situation using the norms detailed
in Section 5.4, however the question remains if it is possible or not to shrink the
essential spectrum radius or one has to live with a very large essential spectral
radius also for very regular maps. The answer is that the essential spectrum can
be shrunk exactly as in Section 5.3. In order to do so it is however necessary to
consider slightly more general Banach spaces, the details can be found, e.g., in [40].
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