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Abstract
The purpose of this paper is to study a mathematical model of hydrodynamic lubrication when cavitation
takes place. The obtained equation is a non-linear degenerate partial differential equation.
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1. Introduction
The study of free boundary problems in the hydrodynamic lubrication gave place to many
works covering some fundamental and applied aspects. For lubricated devices with Newtonian
fluid, the classical thin film Reynolds equation is [14]:
∂
∂x
(
h3
12η
∂p
∂x
)
+ ∂
∂y
(
h3
12η
∂p
∂y
)
= ∂
∂x
(
hUρ
2
)
(1.1)
where p is the pressure of the lubricant, h(x) is the given film thickness, ρ is the density of
lubricant, η is the viscosity of the lubricant, U is the relative velocity of the surfaces in which
lubricant takes place and Ω is a given domain of the (x, y) plane.
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Equation (1.1) is to be used only on an unknown part of Ω in which pressure is strictly greater
than the vaporization pressure (often taken as zero). In the other part, namely cavitation region,
Reynolds equation is no longer valid and a description of the saturation in that region is to be
introduced [4]. Through the numerous equations describing the phenomena, we will focus in this
paper in the one introduced by Elrod [12] and widely used for numerical purpose [18,19]. A more
precise description of the modelization will appear in Section 4.1. From a mathematical point of
view the problem is written in the following form which takes a compressibility operator B into
account:⎧⎪⎨⎪⎩
Find u ∈ L2(Ω) with u+ ∈ H 1(Ω) such that
∂
∂x
(
h3
12η
∂u+
∂x
)
+ ∂
∂y
(
h3
12η
∂u+
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)
= ∂
∂x
(
hUB(u)
2
)
,
(1.2)
where B(.) is a known operator associated to a pressure compressibility relation:
B(.) :R → R such that 0 <B ′(r) 1
β
, B(0) = 1, (1.3)
for a positive constant β (for which we will give a physical meaning in Section 4) and u+ =
sup(u,0). Equation (1.2) has to be supplemented by some boundary conditions depending of the
physical device considered. It is possible to use various boundary conditions, see [8,12,13]. In
the following, we will consider the particular case of a journal bearing (Fig. 1) so that:
Ω := [0,1]2 and an input flow θ0(y) given on Γ0 = 0 × [0,1] and the pressure is zero on
∂Ω \ Γ0.
The goal of this paper is to study existence and uniqueness properties for (1.2). The presence
of the degenerate term u+ in the left-hand side prevents us to use classical techniques. The paper
is organized as follows. In Section 2, existence of a weak solution of (1.2) is proved by using
a generalization of Ky Fan’s lemma. Condition of existence so obtained covered a wider range
of parameters than the one issued from the Schauder fixed point approach in [8] and devoted
to the particular case compressibility pressure law: B(u) = 1 + 1
β
u or the one issued from a 1-
dimensional approach like in [1]. Section 3 is devoted to the proof of uniqueness of the weak
solution of (1.2). So, monotonicity property with respect of the input flow parameter θ0 is gained
without any regularity assumption and uniqueness is obtained. At last, in Section 4 we give some
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both from theoretical and numerical aspects.
2. Existence of a solution
Let h(x) α > 0 be a Lipschitz continuous function and B an operator satisfying (1.3); we
consider the following normalized problem:
(P)
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Find u ∈ L2(Ω) verifying u+ ∈ V, B(u) 0,∫
Ω
h3∇u+∇φ dx dy −
∫
Ω
hB(u)
∂φ
∂x
dx dy =
∫
Γ0
θ0hφ dy ∀φ ∈ V,
θ0 ∈ L∞(Γ0), 0 θ0  1
with V := {ϕ ∈ H 1(Ω), ϕ/Γ = 0}, Γ0 = {(x, y) ∈ ∂Ω, x = 0}; Γ = ∂Ω\Γ0.
Remark 2.1. Taking into account that H 10 (Ω) ⊂ V ⊂ H 1(Ω) and that Γ is a subset of positive
measure (for the surface measure on ∂Ω) the extension of Poincaré’s inequality [15]:
‖v‖L2(Ω)  Cp‖∇v‖(L2(Ω))2, (2.1)
holds for all v in V and ‖ϕ‖V = ‖∇ϕ‖(L2(Ω))2 is a norm in V equivalent to the one induced by
the usual norm in H 1(Ω).
2.1. Approached problems
Let us write ∇u+ = g(u)∇u with
g(u) =
{1 if u 0,
0 if u < 0.
For  > 0, we introduce the continuous function g(u) defined by
g(u) =
{1 if u > 0,
−(1 − 1

)
u+ 1 if −  u 0,
 if u < −,
and we consider the following problem:
(P)
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
Let θ0 ∈ L∞(Γ0), 0 θ0  1; find u ∈ V such that∫
Ω
h3g
(
u
)∇u∇φ dx dy − ∫
Ω
h
(
B
(
u
))+ ∂φ
∂x
dx dy
=
∫
Γ0
θ0hφ dy ∀φ ∈ V.
(2.2)
Lemma 2.2. If u is a solution of (P) then B(u) 0.
Proof. We take in (2.2) φ = (B(u))− with u being a solution of (P). We get∫

h3g
(
u
)
B ′
(
u
)(∇u)2 dx dy + ∫ θ0h(B(u))− dy = 0,{B(u )0} Γ0
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∫
Γ0
θ0h(B(u))− dy  0 then∫
{B(u)0}
h3g
(
u
)
B ′
(
u
)(∇u)2 dx dy = 0,
i.e., ∇(B(u))− = 0. It follows that (B(u))− = 0 and B(u) 0 since B(u) = 1 on Γ . 
Remark 2.3. Equation (2.2) is equivalent to∫
Ω
h3g
(
u
)∇u∇φ dx dy − ∫
Ω
hH
(
B
(
u
))
B
(
u
)∂φ
∂x
dx dy
=
∫
Γ0
θ0hφ dy ∀φ ∈ V,
with H(.) being the Heaviside graph,
H(p) =
{
0 if p < 0,
1 if p  0.
Let us regularize H(.) by using the penalized function Hη such that
Hη(u) =
⎧⎨⎩
0 if u < 0,
u
η
if 0 u η,
1 if u > η,
and let us consider the following problem:
(Pη)
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
Let θ0 ∈ L∞(Γ0), 0 θ0  1; find uη ∈ V such that∫
Ω
h3g
(
uη
)∇uη∇φ dx dy − ∫
Ω
hHη
(
B
(
uη
))
B
(
uη
)∂φ
∂x
dx dy
=
∫
Γ0
θ0hφ dy ∀φ ∈ V.
(2.3)
Let G be defined as follows: G(u) =
∫ u
0 g(z) dz, G is continuous, increasing so that a recip-
rocal function G−1 exists.
Then Eq. (2.3) is rewritten as follows:∫
Ω
h3∇G
(
uη
)∇φ dx dy − ∫
Ω
hHη
(
B
(
uη
))
B
(
uη
)∂φ
∂x
dx dy
=
∫
θ0hφ dy ∀φ ∈ V.
Γ0
G. Bayada et al. / J. Math. Anal. Appl. 327 (2007) 585–610 589Let us introduce vη = G(uη). We consider the new problem:
(Qη)
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
Let θ0 ∈ L∞(Γ0), 0 θ0  1; find vη ∈ V such that∫
Ω
h3∇vη∇φ dx dy −
∫
Ω
hHη
(
B
(
G−1
(
vη
)))
B
(
G−1
(
vη
))∂φ
∂x
dx dy
=
∫
Γ0
θ0hφ dy ∀φ ∈ V.
(2.4)
2.2. Existence of a solution for the problem (Qη)
Let us consider the technical lemma:
Lemma 2.4. Let Cp be the imbedding constant introduced in (2.1). If h(.) satisfies
min{x∈[0,1]}
(
h3(x)
)− 1
β
Cp‖h‖L∞(Ω) > 0 (2.5)
then for all solutions wη in V of the following inequality:∫
Ω
h3
(∇wη)2 dx dy − ∫
Ω
hHη
(
B
(
G−1
(
wη
)))
B
(
G−1
(
wη
))∂wη
∂x
dx dy

∫
Γ0
θ0hw
η dy, (2.6)
the following estimate holds (where C1 is independent of  and η):∥∥wη∥∥
V
 C1.
Proof. From (2.6) we have∫
Ω
h3
(∇wη)2 dx dy

∫
{B(G−1 (wη))η}
hB
(
G−1
(
wη
))∂wη
∂x
dx dy
+
∫
{0B(G−1 (wη))<η}
h(B(G−1 (wη)))2
η
∂wη
∂x
dx dy +
∫
Γ0
θ0hw
η dy.
For the first integral, two cases G−1 (wη)  0 and G−1 (wη) < 0 are to be considered.
Using Lemma 2.2, we deduce that 0  B(G−1 (wη))  1 if G−1 (wη) < 0. Moreover, for
G−1 (wη) 0 we have G−1 = Id (the identity) so that∫
Ω
h3
(∇wη)2 dx
 |Ω| 12 |‖h‖L∞(Ω)
∥∥∥∥∂wη∂x
∥∥∥∥
2
+ ‖h‖L∞(Ω)
∥∥B(wη)∥∥
L2(Ω)
∥∥∥∥∂wη∂x
∥∥∥∥
2L (Ω) L (Ω)
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∥∥∥∥∂wη∂x
∥∥∥∥
L2(Ω)
+ ‖h‖L∞(Ω)‖θ0‖L2(Γ0)
∥∥wη∥∥
L2(Ω);
therefore
min{x∈[0,1]}
(
h3(x)
)∥∥wη∥∥2
V
 ‖h‖L∞(Ω)
(
1
β
∥∥wη∥∥
L2(Ω) + |Ω|
1
2 |(2 + η)+ ‖θ0‖L2(Γ0)
)∥∥wη∥∥
V
,
i.e.,
min{x∈[0,1]}
(
h3(x)
)∥∥wη∥∥
V
 ‖h‖L∞(Ω)
(
1
β
∥∥wη∥∥
L2(Ω) + |Ω|
1
2 |(2 + η)+ ‖θ0‖L2(Γ0)
)
,
so (
min{x∈[0,1]}
(
h3(x)
)− 1
β
Cp‖h‖L∞(Ω)
)∥∥wη∥∥
V
 ‖h‖L∞(Ω)
(|Ω| 12 |(2 + η)+ ‖θ0‖L2(Γ0)).
It follows that if min{x∈[0,1]}(h3(x))− 1β Cp‖h‖L∞(Ω) > 0 we have∥∥wη∥∥
V
 C1
with
C1 =
‖h‖L∞(Ω)(3|Ω| 12 + ‖θ0‖L2(Γ0))
min{x∈[0,1]}(h3(x))− 1β Cp‖h‖L∞(Ω)
. 
Theorem 2.5. If min{x∈[0,1]}(h3(x))− 1β Cp‖h‖L∞(Ω) > 0, then there exists vη in V such that∫
Ω
h3∇vη∇φ dx dy −
∫
Ω
hHη
(
B
(
G−1
(
vη
)))
B
(
G−1
(
vη
))∂φ
∂x
dx dy
=
∫
Γ0
θ0hφ dy ∀φ ∈ V.
The proof of this theorem will be based on a generalization of the Ky Fan’s theorem which
is briefly recalled in Lemma 2.10. This enables us to give a proof, adapted in our variational
context, of Proposition 2.7 [9] which in turn leads to Theorem 2.5.
Notation 2.6. Let us denote by F(X) the family of all non-empty finite subsets of X and by
F(X,x0) all elements of F(X) containing x0. Let us denote by conv(A) the convex hull of A,
by AX the closure of A in X and by intX(A) the interior of A in X.
Proposition 2.7. [9] Let E be a topological vector space and X be a non-empty convex subset
of E; Ψ,Φ :X ×X → R such that:
(1) Ψ (χ,q)Φ(χ,q) for all χ,q ∈ X and Φ(χ,χ) 0 for all χ ∈ X.
(2) For all A ∈F(X) and all χ ∈ conv(A), q → Ψ (χ,q) is lower semicontinuous on conv(A).
(3) For all q ∈ X, the set {χ ∈ X, Φ(χ,q) > 0} is convex.
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Ψ (tχ + (1 − t)q, qα) 0 for all α and all t ∈ [0,1], we have Ψ (χ,q) 0.
(5) There exists a non-empty closed and compact K of X and x0 ∈ K such that Ψ (x0, q) > 0
∀q ∈ X\K .
Then there exists q ∈ K such that Ψ (χ, q) 0 ∀χ ∈ X.
Remark 2.8. If the application q → Ψ (χ,q) is lower semicontinuous on X for all χ ∈ X, then
conditions (2) and (4) are fulfilled.
Definition 2.9. [9] T :X → 2E is said to be a KKM-application if for all A ∈F(X), conv(A) ⊆⋃
χ∈A T (χ).
First, we recall the following lemma that is a generalization of Ky Fan’s lemma.
Lemma 2.10. [11] Let X be a non-empty convex subset included or equal to E (a topological
vector space) and T :X → 2E be a KKM-application, we suppose that there exists x0 which
belongs to X such that:
(i) T (x0)∩XX is compact on X.
(ii) ∀A ∈F(X,x0), ∀χ ∈ conv(A), T (χ)∩ conv(A) is closed in conv(A).
(iii) ∀A ∈F(X,x0), X ∩ (⋂χ∈ conv(A) T (χ))X ∩ conv(A) = (⋂χ∈ conv(A) T (χ))∩ conv(A).
Then
⋂
χ∈X T (χ) = ∅.
Proof of Theorem 2.7. For all χ ∈ X, let
T (χ) = {q ∈ X, Ψ (χ,q) 0}.
Condition (5) implies that T (x0) ⊆ K , i.e., T (x0)X is compact on X. Condition (2) implies
that for any χ in conv(A), T (χ) ∩ conv(A) is closed in conv(A), then we will prove that T is a
KKM-application. Let us suppose that T is not a KKM-application, then there exists A in F(X)
and q0 in conv(A) such that q0 /∈⋃χ∈A T (χ) and so we get that Ψ (χ,q0) > 0 ∀χ ∈ A. However,
as {χ ∈ X, Ψ (χ,q0) > 0} is convex then conv(A) ⊂ {χ ∈ X, Ψ (χ,q0) > 0} and Ψ (q0, q0) > 0
inducing Φ(q0, q0) > 0 which is impossible. Hence T is a KKM-application. Remains to show
that:
X ∩ ( ⋂
χ∈ conv(A)
T (χ)
)
X ∩ conv(A) =
( ⋂
χ∈ conv(A)
T (χ)
)
∩ conv(A), for all A in F(X).
For any q in X ∩ (⋂χ∈ conv(A) T (χ))X ∩conv(A), there exists a sequence (qα) such that qα tends
to q and qα belongs to X∩(⋂χ∈ conv(A) T (χ)). However, as qα belongs to⋂χ∈ conv(A) T (χ), then
Ψ (χ,qα) 0 for all χ in conv(A), so that
Ψ
(
tχ + (1 − t)q, qα
)
 0 for all (χ, q) in
(
conv(A)
)2
, 0 t  1.
From (4) in Theorem 2.7 we get immediately
Ψ (χ,q) 0 ∀χ ∈ conv(A),
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q ∈
( ⋂
χ∈ conv(A)
T (χ)
)
∩ conv(A).
And by application of Lemma 2.10, there exists q in K such that q belongs to T (χ) for any χ
in X, i.e., there exists q ∈ K such that Ψ (χ, q) 0 ∀χ ∈ X. 
Proof of Proposition 2.5. Let us consider the space
E := (V,‖.‖H 10 (Ω))
endowed of its weak topology
X := {u ∈ V, ‖u‖V M}
with M >C1, in which C1 is defined in Lemma 2.4 and the applications
Ψ (χ,q) := Φ(χ,q) :=
∫
Ω
h3∇q∇(q − χ)dx dy −
∫
Ω
hFη(q)
∂
∂x
(q − χ)dx dy
−
∫
Γ0
θ0h(q − χ)dy
with Fη(q) := Hη(B(G−1 (q)))B(G−1 (q)) for all χ , q in V .
We will show that conditions of Theorem 2.7 are satisfied. The condition (1) is obviously
satisfied and as the application χ → Ψ (χ,q) is linear then condition (3) is also fulfilled. For
condition (5) it is sufficient to take
K := X = {u ∈ V, ‖u‖V M}.
According to Remark 2.8, it is sufficient to demonstrate that the application q → Ψ (χ,q) is
weakly lower semicontinuous in V to conclude that conditions (2) and (4) are satisfied. Indeed,
let qn ⇀ q in V , then
∫
Γ0
θ0(qn − χ)dy →
∫
Γ0
θ0(q − χ)dy since θ0 ∈ L∞(Γ0). On the other
hand, there exists a subsequence qnk such that qnk → q in L2(Ω) and ∇qnk ⇀ ∇q in L2(Ω).
Therefore while using the Lebesgue’s dominated convergence theorem, we find∫
Ω
hFη(qnk )
∂(qnk − χ)
∂x
=
∫
Ω
hFη(qnk )
∂qnk
∂x
−
∫
Ω
hFη(qnk )
∂χ
∂x
→
∫
Ω
hFη(q)
∂q
∂x
−
∫
Ω
hFη(q)
∂χ
∂x
.
For the other term of Ψ (χ,qnk ) we have∫
Ω
h3∇qnk∇(qnk − χ) =
∫
Ω
h3∇qnk∇qnk −
∫
Ω
h3∇qnk∇χ.
As ∇qnk weakly converges to ∇q in L2(Ω), then
∫
Ω
h3∇qnk∇χ converges to
∫
Ω
h3∇q∇χ .
Moreover, as the application
z →
∫
h3z2Ω
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lim
(∫
Ω
h3
(
(∇qnk )2 − (∇q)2
))
 0.
From Remark 2.8 and Theorem 2.7, there exists vη in K such that for any χ in X Ψ (χ,vη) 0.
However, according to Lemma 2.4, vη belongs to intE(X) so that Ψ (χ,vη)  0 for any χ .
Choosing χ = vη + γ.ξ ∈ X, for any ξ in V and convenient value of γ , we deduce that
Ψ
(
ξ, vη
)= 0 ∀ξ ∈ V.
Then there exists a solution vη of problem (Qη) and in turn uη = G−1 (vη) is a solution
of (Pη). 
2.3. Uniqueness of solution for the approached problems
Uniqueness of the solution of problem (Qη) will be the direct consequence of the following
lemma.
Lemma 2.11. For any g1 in V ′ and g2 in L∞(Ω), there exists at most a solution of the problem:⎧⎪⎨⎪⎩
Find φ in V such that∫
Ω
h3∇φ∇ϕ =
∫
Ω
hg2φ
∂ϕ
∂x
+ 〈g1, ϕ〉. (2.7)
Proof. Uniqueness. Let φ1 and φ2 be two solutions for Eq. (2.7), κ be a (small) positive real
parameter. We set
πκ = φ
+
3
φ+3 + κ
, with φ3 = φ1 − φ2, φ+3 = max(0, φ3).
Making the difference of the two equations satisfied by φ1 and φ2, and multiplying the resulting
equation by πκ , we obtain∫
Ω
κh3
( ∇φ+3
φ+3 + κ
)2
dx dy −
∫
Ω
hg2
∂φ3
∂x
φ+3
φ+3 + κ
dx dy = 0.
It follows that
κ min
x∈[0,1]
(
h3(x)
)∥∥∥∥ ∇φ+3φ+3 + κ
∥∥∥∥2
L2(Ω)
 max
x∈[0,1]
(
h(x)
)‖g2‖L∞(Ω)∫
Ω
∣∣∣∣∂φ3∂x φ
+
3
φ+3 + κ
∣∣∣∣dx dy
 max
x∈[0,1]
(
h(x)
)‖g2‖L∞(Ω)∫
Ω
∣∣∣∣φ+3 ∂∂x
(
φ+3
φ+3 + κ
)∣∣∣∣dx dy
 κ max
x∈[0,1]
(
h(x)
)‖g2‖L∞(Ω)∫
Ω
∣∣∣∣ φ+3φ+3 + κ
( ∂
∂x
φ+3
φ+3 + κ
)∣∣∣∣dx dy
 κ max
x∈[0,1]
(
h(x)
)‖g2‖L∞(Ω)∥∥∥∥ ∇φ+3φ+ + κ
∥∥∥∥
2
,3 L (Ω)
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Ω
(
log
(
1 + φ
+
3
κ
))2
dx dy  C
where C is a constant that does not depend on κ . Then letting κ tend to zero, we will necessarily
have φ3  0 a.e. in Ω . While substituting φ3 for −φ3 we get φ3  0 a.e. in Ω . The uniqueness is
proved.
Existence. Let the application
Lσ :V → V ′,
φ → Lσ (φ) = σφ − div
(
h3∇φ)− hg2 ∂φ
∂x
.
We choose σ such that 〈Lσ (φ),φ〉V ′,V  α1‖φ‖2V (with α1 > 0). However, φ is a solution of (2.7)
if and only if
φ − σL−1σ ◦ Iφ = L−1σ g1,
in which the operator I :V → V ′ is defined by
〈Iφ1, φ2〉V ′,V =
∫
Ω
φ1φ2 dx dy ∀φ1, φ2 ∈ V.
As V is compactly embedded in L2(Ω), then I is completely continuous. On the other hand,
σL−1σ is continuous, then σL−1σ ◦ I is completely continuous. And by applying the Fredholm’s
alternative [6] the result follows. 
Theorem 2.12. The solutions of both problems (Qη) and (Pη) are unique.
Proof. Let (vη)1 and (vη)2 be two solutions of (Pη); then we have∫
Ω
h3∇((vη)1 − (vη)2)∇φ − ∫
Ω
h
(
Fη
((
vη
)1)− Fη((vη)2))∂φ
∂x
= 0 ∀φ ∈ V, (2.8)
with Fη(.) = Hη(B(G−1 (.)))B(G−1 (.)).
Fη is a Lipschitz function; indeed
Fη(v) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
B(v) if {v  0},
B(G−1 (v)) if {v < 0} ∩ {η < B(G−1 (v)) < 1},
(B(G−1 (v)))2
η
if {v < 0} ∩ {0 <B(G−1 (v)) η},
0 if {v < 0} ∩ {B(G−1 (v)) 0},
which is continuous, differentiable by intervals, its derivative is bounded in each interval, so that
Fη is a Lipschitz function.
Let us consider now
F˜ =
{
Fη((v
η)1)−Fη((vη)2)
(vη)1−(vη)2 if (v
η)1 = (vη)2,
η 1 η 20 if (v ) = (v ) ,
G. Bayada et al. / J. Math. Anal. Appl. 327 (2007) 585–610 595which belongs to L∞(Ω). Let w = (vη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Ω
h3∇w∇φ −
∫
Ω
hF˜w
∂φ
∂x
= 0 ∀φ ∈ V.
As w = 0 is an obvious solution, according to Lemma 2.11, we deduce that (vη)1 = (vη)2 and
the uniqueness is proved. 
Proposition 2.13. The solution of the problem (P) defined by (2.2) has at most a solution.
Proof. Proof is the same as that of the previous proposition, pointing out that G−1 is a Lipschitz
function. 
2.4. Existence of a solution for (P)
Theorem 2.14. If min{x∈[0,1]}(h3(x)) − 1β Cp‖h‖L∞(Ω) > 0, then problem (P) admits at least
one solution.
Proof. First, let us fix  and let η tends to zero. As vη is bounded in H 1(Ω) independently of
η and  (according to Lemma 2.4), there exists v in H 1(Ω) such that vη weakly converges to
v in H 1(Ω) as η tends to zero (a subsequence), and vη strongly converges to v in L2(Ω).
Then G−1 (vη) strongly converges to G−1 (v) in L2(Ω). Moreover, Hη(B(G−1 (vη))) weakly
converges to δ in L2(Ω), with 0 δ  1.
Passing to the limit (η → 0) in Eq. (2.4), we get∫
Ω
h3∇v∇φ dx dy −
∫
Ω
hδB
(
G−1
(
v
))∂φ
∂x
dx dy =
∫
Γ0
θ0hφ dy ∀φ ∈ V. (2.9)
It is easy to prove that:
δ = 0 on {B(G−1 (v))< 0},
δ = 1 on {B(G−1 (v))> 0},
so that δB(G−1 (v)) = [B(G−1 (v))]+ and (2.9) can be rewritten as∫
Ω
h3∇v∇φ dx dy −
∫
Ω
h
[
B
(
G−1
(
v
))]+ ∂φ
∂x
dx dy =
∫
Γ0
θ0hφ dy ∀φ ∈ V. (2.10)
Defining u = G−1 (v), we get that u is a solution of the problem (P).
Let us now pass to the limit on  in Eq. (2.10). Due to the definition of G , we have
G−1
(
v
)= G−1 ((v)+)+G−1 (−(v)−)= (v)+ +G−1 (−(v)−).
Moreover, according to Lemma 2.2 and the property of B issued from (1.3):(
B(u)
)+ = B(u) = B(G−1 (v))= B(G−1 (−(v)−)+ (v)+)
= B(G−1 (−(v)−)+B((v)+))− 1,
so that (2.10) is rewritten:
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Ω
h3∇v∇φ dx dy −
∫
Ω
hB
(
G−1
(−(v)−)+ (v)+)∂φ
∂x
dx dy
=
∫
Γ0
θ0hφ dy ∀φ ∈ V. (2.11)
As vη is bounded in V , it is also true for v so that there exists v in V , weak limit of v .
Moreover (v)+ strongly converges towards v+ and so B((v)+) strongly converges towards
B(v+) in L2(Ω). As B(u)  0 and B(0) = 1, then 0  B(G−1 (−(v)−))  1, so that there
exists γ , with 0 γ  1, weak limit in L2(Ω) of B(G−1 (−(v)−)). While passing to the limit
( → 0), we get∫
Ω
h3∇v∇φ dx dy −
∫
Ω
h
(
B
(
v+
)+ γ − 1)∂φ
∂x
dx dy =
∫
Γ0
θ0hφ dy ∀φ ∈ V. (2.12)
However, v = G(u)G(−1) which tends to zero, so v = v+.
Defining u = v+B−1(γ ), i.e., u+ = v and B(u) = B(v+)+ γ − 1, then (2.12) can be written
as ∫
Ω
h3∇u+∇φ dx dy −
∫
Ω
hB(u)
∂φ
∂x
dx dy =
∫
Γ0
θ0hφ dy ∀φ ∈ V, (2.13)
which is exactly the equation defining (P) in Section 2, as the boundary condition satisfied by
v implies that u belongs to V . 
Remark 2.15. Using Theorem 2.7 induces an existence condition (2.5) somewhat more general
than the one found in [8] and in which the proof is based on a fixed point technique.
3. Uniqueness of solution
3.1. A uniqueness result for the problem (P)
To get the result of uniqueness for the problem (P), we will use a technique already developed
by [7] for elliptic problems with non-linear convection terms and [3,17] for various lubrication
problems. Although the general lines of the proof are identical to the ones of the preceding
references, the proof has some distinct features; test functions have to be modified and the study
of the limit of the right-hand side of the variation with respect to the parameters λ, μ needs
specific calculation due to function B(u).
The proof will be made in several steps, but before this, we will introduce the notation
k = B(u). (3.1)
Then the problem (P) can be written under the following form:⎧⎪⎪⎨⎪⎪⎩
Let θ0 ∈ L∞(Γ0), 0 θ0  1; find (k,u+) ∈ L2(Ω)× V verifying k  0 and∫
Ω
h3∇u+∇φ dx dy −
∫
Ω
hk
∂φ
∂x
dx dy =
∫
Γ0
θ0hφ dy ∀φ ∈ V. (3.2)
Let (k1, u+1 ) and (k2, u
+
2 ) be two solutions of the problem (P), respectively associated to data θ10
and θ2.0
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+
2 ) depend on different variables
under the following form:
u+1 = u+1 (x1, y1), k1 = k1(x1, y1), X1 = (x1, y1), Ω1 = Ω(X1), Γ 10 = Γ0(X1),
u+2 = u+2 (x2, y2), k2 = k2(x2, y2), X2 = (x2, y2), Ω2 = Ω(X2), Γ 20 = Γ0(X2),
and we consider the set Υ = Ω1 ×Ω2.
We define the auxiliary functions:
 = (r) ∈ C∞c (0,1),   0,
ς = ς(r) ∈ C∞c (R), ς  0 and supp(ς) ⊂ [−1,1],
ς˜ = ς˜ (r) ∈ C∞c (R), ς˜  0 and supp(ς˜) ⊂ [−1,1],
ςλ = ςλ(r) = 1
λ
ς
(
r
λ
)
∈ C∞c (R),
ς˜λ = ς˜λ(r) = 1
λ
ς˜
(
r
λ
)
∈ C∞c (R),
with λ being small enough (0 < λ< dist(supp(), ∂[0,1]), where dist denotes the usual distance
between sets of real numbers).
We construct also the test function
ξμ(X1,X2) = min
[
(u+1 (X1)− u+2 (X2))+
μ
,τ(X1,X2)
]
with μ ∈ R∗+ and
τ(X1,X2) = 
(
y1 + y2
2
)
ςλ
(
y1 − y2
2
)
ς˜λ
(
x1 − x2
2
)
.
Proposition 3.1. The function ξμ(.,X2) belongs to V for all X2 in Ω2, and the function ξμ(X1, .)
belongs to V for all X1 in Ω1.
Proof. It is obvious that ξμ(.,X2) ∈ H 1(Ω1) for all X2 ∈ Ω2 and ξμ(X1, .) ∈ H 1(Ω2) for all
X1 ∈ Ω1, and that ξμ(.,X2) is identically zero on Γ .
To finish the proof it is sufficient to prove that ξμ(X1, .) is identically zero on Γ ; indeed, if
(x2, y2) belongs to Γ , there are two possibilities:
• |y1 − y2| 2λ ⇒ ςλ(y1−y22 ) = 0 ⇒ ξμ(X1,X2) = 0;• |y1 − y2| < 2λ. In this case, we have:
dist
(
y1 + y2
2
, ∂[0,1]
)
< λ dist
(
supp(), ∂[0,1]).
We deduce that y1+y22 /∈ supp() and ξμ(X1,X2) = 0. 
Second step. We introduce the notations
∇1 =
(
∂
,
∂
)
, ∇2 =
(
∂
,
∂
)
.∂x1 ∂y1 ∂x2 ∂y2
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Ω1
h3(x1)∇1u+1 (X1)∇1ξμ dX1 −
∫
Ω1
h(x1)k1(X1)
∂ξμ
∂x1
dX1 =
∫
Γ 10
θ10 (y1)h(0).ξμ dy1.
The integration by the variable X2 on Ω2 leads to∫
Υ
h3(x1)∇1u+1 (X1)∇1ξμ dX1 dX2 −
∫
Υ
h(0)k1(X1)
∂ξμ
∂x1
dX1 dX2
=
∫
Γ 10 ×Ω2
θ10 (y1)h(x1)ξμ dy1 dX2. (3.3)
With analogous computations (k2, u+2 ) satisfy the equation∫
Υ
h3(x2)∇2u+2 (X2)∇2ξμ dX2 dX1 −
∫
Υ
h(x2)k2(X2)
∂ξμ
∂x2
dX2 dX1
=
∫
Γ 20 ×Ω1
θ20 (y2)h(0)ξμ dy2 dX1. (3.4)
However, from the boundary conditions ξμ, we have:∫
Υ
h3(x1)∇1u+1 (X1)∇2ξμ dX2 dX1 = 0,∫
Υ
h3(x2)∇2u+1 (X2)∇1ξμ dX2 dX1 = 0,∫
Υ
h(x1)k1(X1)
∂ξμ
∂x2
dX1 dX2 = 0,
∫
Υ
h(x2)k2(X2)
∂ξμ
∂x1
dX2 dX1 = 0,
while using the above relations and relations (3.3) and (3.4), we find the following integral iden-
tity ∫
Υ
[
h3(x1)(∇1 + ∇2)u+1 (X1)− h3(x2)(∇1 + ∇2)u+1 (X2)
]
(∇1 + ∇2)ξμ dX2 dX1
=
∫
Υ
[
h(x1)k1(X1)− h(x2)k1(X2)
](∂ξμ
∂x1
+ ∂ξμ
∂x2
)
dX2 dX1
+
∫
Γ 10 ×Ω2
θ10 (y1)h(0)ξμ dy1 dX2 −
∫
Γ 20 ×Ω1
θ20 (y2)h(0)ξμ dy2 dX1 (3.5)
which finishes the second step.
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z = X1 +X2
2
, t = X1 −X2
2
(3.6)
for integrals on Υ ;
z2 = y1 + y22 , t2 =
y1 − y2
2
,
z1 = x2 for the integral on Γ 10 ×Ω2,
z1 = x1 for the integral on Γ 20 ×Ω1, (3.7)
and we denote by Λ the same image of the sets Γ 10 × Ω2 and Γ 20 × Ω1. In the new variables
we have u+1 (X1) = u+1 (z+ t), k1(X1) = k1(z+ t), u+2 (X2) = u+2 (z− t) and k2(X2) = k2(z− t).
Then the relation (3.5) can be written (for new variables) as follows:∫
Υ
(
h3(z1 + t1)∇zu+1 (z + t)− h3(z1 − t1)∇zu+2 (z − t)
)∇zξμ(z, t) dt dz
=
∫
Υ
(
h(z1 + t1)k1(z + t)− h(z1 − t1)k2(z − t)
)∂ξμ(z, t)
∂z1
dt dz
+
∫
Λ
θ10 (z2 + t2)h(0)ξμ dz2 dt2 dz1 −
∫
Λ
θ20 (z2 − t2)h(0)ξμ dz2 dt2 dz1 (3.8)
in which we have omitted the constant due to the coordinates transform.
Fourth step. For sake of clearness, we enumerate the integrals and we transform the expres-
sion (3.8) in
I1 = I2 + I3. (3.9)
We will study each of the integrals I1, I2, I3 and their behaviour when limits are taken with
respect of parameters λ, μ.
Let us begin with the integral I3:
I3 =
(∫
Λ
θ10 (z2 + t2)h(0)ξμ dz2 dt2 dz1 −
∫
Λ
θ20 (z2 + t2)h(0)ξμ dz2 dt2 dz1
)
+
(∫
Λ
θ20 (z2 + t2)h(0)ξμ dz2 dt2 dz1 −
∫
Λ
θ20 (z2 − t2)h(0)ξμ dz2 dt2 dz1
)
= I3,1 + I3,2.
We remark that if θ10  θ20 then
I3,1  0. (3.10)
Now, we suppose that θ20 is lipschitzian, supp(ςλ) ⊂ [−λ,λ] and (ς˜λ) can be chosen as an even
function, there exists a constant c such that∣∣∣ lim
μ→0 I3,2
∣∣∣ cλ∫ (z2)ςλ(t2)ς˜λ(t1) dt dz2.Λ
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lim
λ→0
(
lim
μ→0 I3,2
)
= 0. (3.11)
Let us consider now the integral I2: While coming back to the change of variables (3.1) and
using the fact that B(u) = B(u+)+B(u−)− 1, we have
I2 =
∫
Υ
(
h(z1 + t1)k1(z + t)− h(z1 − t1)k2(z − t)
)∂ξμ(z, t)
∂z1
dt dz
=
∫
Υ
(
h(z1 + t1)k1(z + t)− h(z1 − t1)k2(z − t)
) ∂
∂z1
min
(
(u+1 − u+2 )+
μ
,ςλς˜λ
)
dt dz
=
∫
Υ
(
h(z1 + t1)B
(
u1(z + t)
)− h(z1 − t1)B(u2(z − t)))
× ∂
∂z1
min
(
(u+1 − u+2 )+
μ
,ςλς˜λ
)
dt dz
=
∫
Υ
(
h(z1 + t1)B
(
u+1
)− h(z1 − t1)B(u+2 )) ∂∂z1 min
(
(u+1 − u+2 )+
μ
,ςλς˜λ
)
dt dz
+
∫
Υ
(
h(z1 + t1)
(
B
(
u−1
)− 1)− h(z1 − t1)(B(u−2 )− 1))
× ∂
∂z1
min
(
(u+1 − u+2 )+
μ
,ςλς˜λ
)
dt dz
= I2,1 − I2,2.
Applying Green’s formula we obtain:
I2,1 = −
∫
Υ
∂
∂z1
(
h(z1 + t1)B
(
u+1
)− h(z1 − t1)B(u+2 ))min( (u+1 − u+2 )+μ ,ςλς˜λ
)
dt dz,
and passing to the limit on μ:
lim
μ→0 I2,1 = −
∫
Υ
∂
∂z1
(
h(z1 + t1)B
(
u+1
)− h(z1 − t1)B(u+2 ))(z2)ςλ(t2)ς˜λ(t1) dt dz
=
∫
Υ
(
h(z1 + t1)B
(
u+1
)− h(z1 − t1)B(u+2 )) ∂∂z1 ((z2)ςλ(t2)ς˜λ(t1))dt dz
= 0
where we have used Green’s formula again.
Let us consider the two sets
Aμ =
[(
u+1 − u+2
)+
>μςλς˜λ
]
, Dμ =
[
0 <
(
u+1 − u+2
)
 μςλς˜λ
]
.
Then we can write
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∫
Υ
(
h(z1 + t1)
(
B
(
u−1
)− 1)− h(z1 − t1)(B(u−2 )− 1))
× ∂
∂z1
min
(
(u+1 − u+2 )+
μ
,ςλς˜λ
)
dt dz
=
∫
Dμ
(
h(z1 + t1)
(
B
(
u−1
)− 1)− h(z1 − t1)(B(u−2 )− 1)) ∂∂z1 (u
+
1 − u+2 )+
μ
dt dz.
As (u+1 −u+2 )+ = 0 as soon as u1  0 and (h(z1 + t1)(B(u−1 )− 1)−h(z1 − t1)(B(u−2 )− 1)) = 0
if u2 > 0, we get
I2,2 = −
∫
Dμ
h(z1 − t1)
(
B
(
u−2
)− 1) ∂
∂z1
(
u+1
μ
)
dt dz.
Coming back to the initial variables, we obtain
I2,2 = −
∫
Dμ
h(x2)
(
B
(
u−2
)− 1)(X2) ∂
∂x1
(
u+1
μ
)
dX1 dX2
= −
∫
Υ
h(x2)
(
B
(
u−2
)− 1)(X2) ∂
∂x1
min
(
u+1
μ
,ςλς˜λ
)
dX1 dX2
−
∫
Aμ
h(x2)
(
B
(
u−2
)− 1)(X2)∂ςλς˜λ
∂x1
dX1 dX2
=
∫
Dμ
h(x2)
(
B
(
u−2
)− 1)(X2)∂ςλς˜λ
∂x1
dX1 dX2.
As the function h(x2)(B(u−2 )− 1)(X2) ∂ςλς˜λ∂x1 is bounded for each λ, we conclude
lim
μ→0 |I2,2| limμ→0C1|Dμ| = 0
then
lim
μ→0 I2 = 0. (3.12)
At last we can study the integral I1: By introducing sets Aμ and Dμ as in the previous para-
graph, we can write:
I1 =
∫
Aμ
(
h3(z1 + t1)∇zu+1 (z + t)− h3(z1 − t1)∇zu+2 (z − t)
)∇z(ςλς˜λ) dt dz
+
∫
Dμ
(
h3(z1 + t1)∇zu+1 (z + t)− h3(z1 − t1)∇zu+2 (z − t)
)∇z(u+1 − u+2
μ
)
dt dz
= I1,1 + I1,2. (3.13)
Going back to the initial variables in I1,2, we have
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∫
Dμ
(
h3(x1)
∣∣∣∣∇1 u+1μ
∣∣∣∣2 + h3(x2)∣∣∣∣∇2 u+2μ
∣∣∣∣2)
−
∫
Dμ
h3(x1)∇1u+1 ∇2
(
u+2
μ
)
−
∫
Dμ
h3(x2)∇2u+2 ∇1
(
u+1
μ
)
.
The first integral in the right-hand side is a positive one. Since h3(x1)∇1u+1 does not rely on
X2 and taking the boundary conditions for min((u+1−u
+
2 )
+/μ,ςλς˜λ) into account, the second
integral is rewritten as
−
∫
Dμ
h3(x1)∇1u+1 ∇2
(
u+2
μ
)
=
∫
Dμ
h3(x1)∇1u+1 ∇2
(
u+1−u
+
2
μ
)
=
∫
Υ
h3(x1)∇1u+1 ∇2 min
(
(u+1−u
+
2 )
+
μ
,ςλς˜λ
)
−
∫
Aμ
h3(x1)∇1u+1 ∇2(ςλς˜λ)
=
∫
Υ
h3(x1)∇1u+1 ∇2 min
(
(u+1−u
+
2 )
+
μ
,ςλς˜λ
)
−
∫
Υ
h3(x1)∇1u+1 ∇2(ςλς˜λ)
+
∫
Dμ
h3(x1)∇1u+1 ∇2(ςλς˜λ)
=
∫
Dμ
h3(x1)∇1u+1 ∇2(ςλς˜λ).
Now, by Hölder’s inequality and since limμ→0 |Dμ| = 0 we conclude
lim
μ→0
∣∣∣∣ ∫
Dμ
h3(x1)∇1u+1 ∇2
(
u+2
μ
)∣∣∣∣= 0.
In a similar way, the third integral in I1,2 is such that
lim
μ→0
∣∣∣∣ ∫
Dμ
h3(x2)∇2u+2 ∇1
(
u+1
μ
)∣∣∣∣= 0,
and then
lim
μ→0 I1,2  0. (3.14)
At last taking into account relations (3.9)–(3.14),
lim
(
lim I1,1
)
 0. (3.15)λ→0 μ→0
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rem, we get
lim
μ→0 I1,1 =
∫
Υ
(
h3(z1 + t1)∂u
+
1 (z + t)
∂z2
− h3(z1 − t1)∂u
+
2 (z − t)
∂z2
)
χ{u+1>u+2 }(
′ςλς˜λ)
which can be split as:∫
Υ
h3(z1 + t1)∂(u
+
1 − u+2 )
∂z2
χ{u+1>u+2 }
(
 ′(z2)ςλ(t2)ς˜λ(t1)
)
+
∫
Υ
[
h3(z1 + t1)− h3(z1 − t1)
]∂u+2
∂z2
χ{u+1>u+2 }(
′ςλς˜λ)
= I1,1,1 + I1,1,2.
The integral I1,1,2 satisfies:
|I1,1,2| C
∫
Υ
∣∣h3(z1 + t1)− h3(z1 − t1)∣∣∣∣∣∣∂u+2∂z2
∣∣∣∣(ςλς˜λ)
where constant C does not depend on parameter λ. By Hölder’s inequality we obtain:
|I1,1,2| C
∥∥∥∥∂u+2∂z2
∥∥∥∥(∫
Υ
∣∣h3(z1 + t1)− h3(z1 − t1)∣∣2(ςλς˜λ)2) 12
 C′
√
λ
since h3 is a Lipschitz continuous function. We conclude that
lim
λ→0 I1,1,2 = 0.
Moreover, by letting λ → 0 (see [2]) in integral I1,1,1, we get from (3.15)∫
Ω
h3(z1 + t1)∂(u
+
1 (z + t)− u+2 (z − t))+
∂z2
 ′(z2) 0. (3.16)
From this result one can demonstrate the following corollary.
Corollary 3.2. If we have θ10  θ20 , then∫
Ω
h3(z1 + t1)
(
u+1 (z + t)− u+2 (z − t)
)+
 ′′(z2) 0, ∀ ∈ C∞,+c (R).
Proof. The proof is obvious using relation (3.16) and Green’s formula. 
Under the hypothesis that the input flow θ0 is a Lipschitz function, we have the following
monotonicity result:
Proposition 3.3. The solution u+ is monotone with respect to θ0.
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D(z2) =
1∫
0
h3(z1 + t1)
(
u+1 (z + t)− u+2 (z − t)
)+
dz1
whose second derivative in the sense of distributions satisfies:〈
D(z2), ζ
〉= ∫
Ω
h3(z1 + t1)
(
u+1 (z + t)− u+2 (z − t)
)+
ζ ′′(z2) dz1 dz2  0,
∀ζ ∈ C∞,+c (R),
that is d2D
dx22
 0 inD′(Ω) and D(0) = D(1) = 0, and while applying the maximum principle [16],
we find D(z2) 0, so that
∫ 1
0 h
3(z1 + t1)(u+1 (z+ t)−u+2 (z− t))+ dz1 is non-positive for every t
in Ω . Then u+1  u
+
2 in Ω and the proof is completed. 
Using the same hypothesis (θ0 is a Lipschitz function), we get the following uniqueness result:
Theorem 3.4. The solution of the problem (P) is unique.
Proof. It is an immediate consequence of the previous proposition that if θ10 = θ20 , then u+1 = u+2 .
It follows from (3.2) that∫
Ω
h(k1 − k2)∂φ
∂x
dx dy = 0 ∀φ ∈ V.
Let us remark that for every function ψ in D(Ω) there exists φ in V such that ∂φ
∂x
= ψ ; we
deduce that k1 = k2. 
4. Remarks about the mechanical model and behaviour with respect to β
4.1. Remarks about mechanical model
The idea of introducing equation like (1.2) to modelize the cavitation phenomena in lubrica-
tion area dates back to the work of Elrod [12] and was primarily devoted to provide a numerical
approach for this phenomenon. The starting point is the usual Floberg cavitation equation with
two unknowns, the pressure p and the saturation θ such that
∂
∂x
(
h3
12η
∂p
∂x
)
+ ∂
∂y
(
h3
12η
∂p
∂y
)
= ∂
∂x
(
hθU
2
)
with p  Pcav,
θ ∈ H(p − Pcav), (4.1)
H being the Heaviside graph and Pcav the vaporization pressure. This equation described a free
boundary problems in which there exist two areas: one, the full film area where the pressure is
greater than Pcav and the saturation is one while in the cavitation area, pressure equals Pcav and
0 θ  1. It has been widely studied both from existence and uniqueness [2,5,8]. Elrod remarks
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equation in witch ρ is the normalized density of the fluid [14]:
∂
∂x
(
ρh3
12η
∂p
∂x
)
+ ∂
∂y
(
ρh3
12η
∂p
∂y
)
= ∂
∂x
(
ρhU
2
)
. (4.2)
Introducing a specific compressibility law in the full film region
p = F(ρ) = Pcav + β log(ρ) (4.3)
where β is a compressibility parameter and putting this law into (4.2) allows us to write:
∂
∂x
(
h3
12η
∂ρ
∂x
)
+ ∂
∂y
(
h3
12η
∂ρ
∂y
)
= ∂
∂x
(
ρhU
2β
)
. (4.4)
Retaining Eq. (4.4) when ρ is greater than one (or equivalently as p > Pcav) and the equation
∂
∂x
(
θhU
2
)
= 0
which is deduced from (4.1) in the cavitation area where p = Pcav, it can be proposed a unique
equation valid in both domains as:
∂
∂x
(
h3
12η
∂(θ − 1)+
∂x
)
+ ∂
∂y
(
h3
12η
∂(θ − 1)+
∂y
)
= ∂
∂x
(
θhU
2β
)
. (4.5)
The solution θ of this problem, which is supposed to be easier to compute than the original one,
will be identified to the saturation in Eq. (4.1) if θ  1 and to the density in Eq. (4.4) if θ > 1. In
that last case, the pressure is recovered from Eq. (4.3).
The law (4.3) is a very specific one and the previous approach can be generalized to take into
account more general compressibility laws.
Let us denote by F1(r) a strictly increasing regular function defined for r  1 such that
F1(1) = Pcav.
Performing now the change of unknown: u1 = A1(ρ) where A1(r) =
∫ r
1 tF
′
1(t) dt and B1 =
A−11 , the Reynolds equation in the non-cavitated area is written down:
∂
∂x
(
h3
12η
∂u1
∂x
)
+ ∂
∂y
(
h3
12η
∂u1
∂y
)
= ∂
∂x
(
B1(u1)hU
2
)
. (4.6)
In the cavitation area, another pressure–density relation is introduced allowing the pressure to
fall below the vaporization pressure p = F2(ρ) in which F2 is a known, increasing function such
that F2(1) = Pcav and F ′1(1) = F ′2(1) (for example see [10]).
Let us introduce now u2 = A2(ρ) where A2(r) =
∫ r
1 tF
′
2(t) dt and B2 = A−12 . Pointing out
that u1 > 0 (respectively u2 < 0) as soon as p > Pcav (respectively p < Pcav), and defining
u =
{
u1 in the non-cavitated area,
u2 in the cavitated area,
and defining B by
B(u) =
{
B1(u) if u > 0,
B2(u) if u < 0,
then Eq. (4.1) can be rewritten as
∂
(
h3 ∂u+)+ ∂ ( h3 ∂u+)= ∂ (B(u)hU ), (4.7)
∂x 12η ∂x ∂y 12η ∂y ∂x 2
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as (1.3) is fulfilled.
4.2. Asymptotic case β → +∞
In the physical case described in the previous section, the parameter β in (1.3) appears to
have physical meaning as a compressibility parameter. When this parameter tends to infinity, the
function (F1,F2) tends to became the Heaviside graph and we get the following theorem.
Theorem 4.1. As β tends to infinity, the positive part of the solution of problem tends to the
solution of the incompressible (pressure–saturation) Reynolds equation (4.1).
Proof. Starting point is the weak formulation of the problem (4.7) which is written down using
the parameter β:
(Pβ)
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Find uβ ∈ L2(Ω) verifying u+β ∈ V, B(uβ) 0,∫
Ω
h3∇u+β ∇φ dx dy −
∫
Ω
hB(uβ)
∂φ
∂x
dx dy =
∫
Γ0
θ0hφ dy ∀φ ∈ V,
θ0 ∈ L∞(Γ0), 0 θ0  1.
In this section we will study the behavior of (Pβ) as β tends to infinity. According to the previous
Section 4.1 and taking Lemma 2.2 into account, it is convenient to introduce vβ and γβ such that:
uβ = vβ +B−1(γβ) with 0 γβ  1. We can rewrite the previous equation:∫
Ω
h3∇vβ∇φ dx dy −
∫
Ω
h
(
γβ − 1 +B
(
v+β
))∂φ
∂x
dx dy =
∫
Γ0
θ0hφ dy ∀φ ∈ V. (4.8)
Taking in (4.8) φ = vβ in V , and from (1.3), we get |B(u) − 1|  1β |u|; then we obtain the
estimate
min{x∈[0,1]}
(
h3(x)
)‖vβ‖2V  ‖h‖∞‖γβ‖L2(Ω)‖vβ‖V + 1β Cp‖h‖L∞(Ω)‖vβ‖2V
+ ‖θ0‖L2(Ω)‖h‖L∞(Ω),
i.e., (
min{x∈[0,1]}
(
h3(x)
)− 1
β
Cp‖h‖L∞(Ω)
)
‖vβ‖2V
 ‖h‖∞‖γβ‖L2(Ω)‖vβ‖V + ‖θ0‖L2(Ω)‖h‖L∞(Ω).
From the condition min{x∈[0,1]}(h3(x))− 1β Cp‖h‖L∞(Ω) > 0, there exists α0 such that
1
β
< α0 
min{x∈[0,1]}(h3(x))
C ‖h‖ ∞ ;p L (Ω)
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*-weakly converges in L∞(Ω) towards θ with 0  θ  1. Passing to the limit in Eq. (4.8), we
get ∫
Ω
h3∇p∇φ dx dy −
∫
Ω
hθ
∂φ
∂x
dx dy =
∫
Γ0
θ0hφ dy ∀φ ∈ V. (4.9)
Moreover, p  Pcav in Ω . In addition γβ = 1 as soon as vβ > 0 so that θ = 1 when p > Pcav.
The application trace is continuous, therefore
p/Γ = lim
β→+∞uβ/Γ = 0.
Equation (4.9) is nothing else than a weak formulation of Eq. (4.1). 
4.3. Numerical aspect
In the following, we will illustrate the convergence result obtained in the previous paragraph
for the one dimension problem.
We consider the following equation corresponding to the case B(u) = 1 + 1
β
u, h(x) =
1 + 0.5 cos(2πx) and Pcav = 0:
∂
∂x
(
h3g(uβ)
∂uβ
∂x
)
= ∂(h(1 +
1
β
uβ))
∂x
, 0 x  1 (4.10)
Fig. 2. ‖pβ‖∞ versus β .
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with
g(uβ) =
{1 if uβ  0,
0 if uβ < 0.
A finite elements discretization for Eq. (4.10) can be written as follows choosing zβ = 1+ 1β uβ
as unknown whose components will be denoted by ziβ :
ai(zβ)z
i−1
β + bi(zβ)ziβ + ci(zβ)zi+1β = di, i = 2, . . . ,N − 1, (4.11)
with
ai(zβ) = −β
x
(
gih
3
i + gi−1h3i−1
2
)
− hi−1
2
,
bi(zβ) = β
x
(
gi+1h3i+1 + gi−1h3i−1
2
)
,
ci(zβ) = −β
x
(
gih
3
i + gi+1h3i+1
2
)
+ hi+1
2
.
Note the dependance of the coefficient with respect of the unknown through the function
gi(zβ) =
{
1 if ziβ  1,
0 if zi < 1.β
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be also written as
A(zβ)zβ = D(zβ) (4.12)
where A is the tridiagonal matrix (ai, bi, ci) and the vector D = (di). System (4.12) is then
resolved by the fixed point iterative algorithm [13]:
A
(
zn+1β
)
znβ = D
(
znβ
)
.
Initially all non-boundary nodes are assumed to be in the full film region, i.e., zβ  1 and g = 1.
Figure 2 depicts the variation of ‖pβ‖∞ where pβ = β ln(1 + 1β u+β ) according to β . The conver-
gence towards an asymptotic value is obvious as β is great enough. In Fig. 3, we show pβ for
different values of β .
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