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In this work the model ASAM is enriched with new eddy viscosity based dynamic
Smagorinsky subgrid-scale models. Therefore the model is more physically based to
study atmospheric flow configurations at several atmospheric scales with main focus
to urban scale flow with building-resolved resolution.
The implemented dynamic procedures work well and showed good agreement to
literature data. In a convective atmospheric boundary layer (ABL) the dynamic
Smagorinsky coefficient reaches maximum values of 0.15 and decreases towards the
surface or in stable stratified flow regimes. Vertical profiles of the Smagorinsky coeffi-
cient in a diurnal cycle of ABL depict typical behaviour of the dynamic Smagorinsky
coefficient in near surface flow, free-stream, or stable stratified flow.
Furthermore a modified inflow generation approach is proposed to produce fully tur-
bulent flow fields. To modify a mean flow turbulent fluctuations are generated by
superposition of sinusoidal and cosinesoidal modes. Due to the implementation of
this inflow method the model ASAM has the ability to reproduce a given wind field
with information from its mean wind speed and their fluctuation energy spectrum.
The model configuration developed in this work is able to reproduce flow structure
in a complex urban geometry. The Mock Urban Setting Test (MUST) experiment
represent an urban roughness geometry by placing 120 shipping containers ordi-
nary arranged in an array. The used building-resolved resolution is able to capture
dynamic flow structures like specific wake flow, recirculation regions or eddy detach-
ment. The dynamic fluctuating behaviour of the wind velocity components is repro-
duced by the model with regard to peak magnitudes and their temporal occurrence.
Satisfying agreement is found between tracer gas dispersion field measurements and
the model results by capturing the fluctuating concentration magnitude and in some
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1 Introduction
Numerical models are outstanding instruments for characterization of physical phe-
nomena. Atmospheric research models are used to simulate a broad spectrum of
atmospheric structures. Weather and climate models simulate the largest structures
occurring within the atmospheric boundary layer (ABL) and receive thereby high
interest. Climate, weather and even small scale wind structures are not only con-
troversial discussed in the research community. Their impact on public life plays a
significant role for every industrial country and almost all the world’s population.
Knowledge on wind characteristics (wind speed, direction) at high resolution is very
important as it affects e.g. agricultural production (aeolian erosion and thus loss of
fertile topsoil), pollutant dispersion, or building load. For estimating flow impact
on these applications, which are ubiquitous in our everyday life, simulation of the
atmospheric flow within the ABL as accurate as possible is required. Only computa-
tional fluid dynamic (CFD) models can provide such information and are a helpful
addition to time-consuming wind measurements in field experiments. Measurements
obtained from field experiments and monitoring stations are a superimposed result
of many simultaneous effects, which result in difficulties to focus on or to isolate one
special process. However, numerical models are able to isolate individual processes
by changing single parameters and provide three-dimensional, time-dependent me-
teorological data fields which describe physical processes within the atmosphere.
The turbulent flow in urban areas is affected by complex building geometry. Flow
structures like increased wind speed due to channelling affects in a narrow street
canyon or wake flow regions with recirculation at the downwind face of a building
are noticeable by everybody. Nevertheless, there are difficulties in measuring and
understanding these occurred structures. How representative are measured infor-
mation from an urban field campaign with several measurement locations and can
these information progress fundamental knowledge (Birmili et al. 2009)? To under-
stand the urban impact on the ABL flow several field and wind tunnel experiments
were conducted over the last decade. The Basel UrBan Boundary Layer Experi-
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ment (BUBBLE) (Rotach et al. 2004; 2005), the Mock Urban Setting Test (MUST)
experiment (Biltoft 2001a) or wind tunnel measurements of a complex geometry of
Oklahoma City in the wind tunnel in Hamburg (Schatzmann and Leitl 2002) provide
data sets for this research field.
Due to the progress in numerical simulations (finer resolution due to increased com-
puting power and detailed geographic information system (GIS)-data for a large
part of buildings) CFD-models nowadays are a feasible tool to study the unsteady
flow behaviour in the urban canopy. The increased spatial resolution allow numer-
ical simulations on a scale which is far below the grid size necessary for classical
Reynolds-Averaged-Navier-Stokes simulations (RANS). The RANS approach deliv-
ers time-averaged fluid variables. Nevertheless, with this fine grid it is almost im-
possible to resolve the full range of fluid motion. Large-eddy simulation (LES) is a
suitable numerical technique for this grid range. The LES approach is fundamen-
tally different than the RANS approach because it uses spatial filter rather than
ensemble averages (Chow et al. 2013). LES separates the large, energy containing
eddies from smaller turbulent motions through the application of a spatial filter in
order to expect most of the relevant flow processes to be above this separation level
(Arnfield 2003). The effect of the small scales on the larger scales is represented
through a turbulence closure model. With an adequate turbulence parametrization
and suitable inflow boundary conditions, LES is a very promising numerical tool
for atmospheric boundary layer studies over complex terrain (Chow et al. 2013).
Without an impact from subgrid motion on the resolved flow no accurate results
can be delivered. In order to predict dissipation rates of turbulent energy correctly
an adequate description of the subgrid-scale is necessary (Chow 2004). Standard
turbulence parametrizations are only suitable in isotropic flow far away from wall
or surface boundaries. To handle three-dimensional anisotropic flow structures, dy-
namic turbulence closures are applied in this thesis for the almost first time for
complex surface geometries.
A main task of this thesis is to exhibit whether the LES model is able to repre-
sent the flow inside an urban roughness layer, with a decreased spatial resolution
below 1m. The theory of state-of-the-art Smagorinsky subgrid-scale models are re-
visited and subgrid-scale models of different complexity are integrated in the All
Scale Atmospheric Model (ASAM). Thereby the focus was directed to dynamic
Smagorinsky models. During this work these subgrid-scale models were theoreti-
cally explained and further described how their implementing procedure should be
performed. Thereby it is important to consider the special structure of the com-
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prehensive model system. The subgrid-scale model should be combined with the
model structure and their ability for high complex geometry, grid refinement and
running in a parallelized environment. The new model environment should be able
to perform three-dimensional flow structures with a dynamical subgrid-scale model
independent of isotropic flow behaviour. The final goal was not only to simulate
adequate flow structures, but rather their embedded tracer gases dispersion.
Air quality and air pollution issues rinsed in particular in cities are a further
research field. Now, with numerical models a comprehensive tool is available in
order to manage urban rearrangement and the containing prediction of pollutant
dispersion. Numerical dispersion models are mainly used for assessing air quality
by providing a prediction of the present and future air pollution levels as well as
temporal and spatial variations (Schatzmann and Britter 2005). These models are
very important for the assessment of possible health damage caused by traffic in-
duced air pollution (Aristodemou et al. 2009). Simulation tools e.g. PALM (Raasch
and Schröter 2001), MISKAM (Eichhorn 1989, Lohmeyer et al. 2002) and ASAM
(Birmili et al. 2009) are able to describe the influence of high polluted traffic sources
on far away neighbourhoods.
In this context the project ”Fine particulate matter in urban areas, e.g. for Dresden
and Leipzig” funded through the PAKT initiative for research and innovation of
the Leibniz community was conducted. The goal of this project was to develop a
model system for the description of tracer gas and particle dispersion in urban envi-
ronment, with the main focus on fine particulate matter. The subtask to find suit-
able turbulence parametrizations and their subsequent implementation in the model
ASAM was part of this thesis project. This further includes evaluation studies by
comparison model output with measured data from field experiments. The chosen
parametrizations should be also applicable for simulating the atmospheric boundary
layer in a cloud resolving mode (horizontal grid size between 50 and 200m).
Spatially inhomogeneous turbulent flows calculated with LES generally require
turbulent inflow boundary conditions to get close-to-reality results. Even wind tun-
nel measurements attach high importance to their incoming wind velocity profile.
Different roughness elements or so called active grids modify the inflow wind speed.
In numerical models it is not less important to add adequate turbulent energy to a
mean profile for getting close-to-reality results. LES models in urban areas are often
at the end of a nesting procedure with coarser models. With a synthetic turbulent
3
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inflow generation method it is possible to perturb mean profiles delivered from a
coarser model at the outer boundaries. Recent studies showed a large impact of
varying inflow conditions on pollutant dispersion simulations through urban geom-
etry (Aristodemou et al. 2009). In this work a method for generating spatial and
temporal varying inflow condition is proposed. Turbulent structures are formed by
the superposition of different-sized isotropic eddy motion. The approach is able to
take several meteorological quantities (eddy-covariance, turbulent energy distribu-
tion) into account.
With this modelling improvements building-resolved simulations in complex ge-
ometry are now more physical based and should deliver improved results. The Mock
Urban Setting Test (MUST) experiment with their comprehensive data is used as
an evaluation study. This field experiment is conducted to provide data for model
evaluation in a mock urban geometry. For the measurement campaign 120 ship-
ping containers were used as urban roughness elements and due to the decreased
grid-spacing in the simulation a large amount of complex flow structures can be
captured. High frequent wind velocity data at several heights are available due to
tower measurements. In addition tracer gas experiments with high temporal res-
olution are done with a high number of sampling points distributed in the street
canyons between the containers. Despite continuous tracer gas releases large tem-
poral fluctuations are found at the concentration data.
It is difficult for a model to mimic these high varying concentration behaviour.
Therefore this data set should be useful for the evaluation of LES models where
is claimed to resolve a large part of the flow spectra. The MUST field experiment
configuration of the container geometry have to be integrated in the model system
ASAM and reasonable model properties like grid resolution, initial and boundary
conditions have to be chosen. Furthermore it is important to develop correct strate-
gies in the comparison of measured and modelled data. Simple point to point com-
parisons my not sufficient. Successful simulations of this near full scale experiment
are good reasons for the ability of a model to provide realistic flow simulations in a
real urban geometry; for the improved model system ASAM to give good distribu-
tion of fine particulate matter in quarters of the cities Dresden and Leipzig.
Outline The remainder of this thesis work is organized as follows. After an in-
troduction to fundamentals of fluid dynamics and their basic computational repre-
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sentation in the Chapter 2, the following Chapter 3 is dedicate to the application
of subgrid-scale models. Theoretical issues of different Smagorinsky subgrid-scale
models and a detailed description of the implementation in the model ASAM are
presented. Results from ABL simulations using the newly implemented schemes are
analysed and discussed with regarding to the literature.
In Chapter 4 the importance of turbulent inflow conditions is examined. The modi-
fied method developed in the framework of this dissertation is illustrated from a the-
oretical point of view. The additional implementation is clarified. Two-dimensional
simulations show the main principle and demonstrate the potential for further com-
plex thee-dimensional applications.
Chapter 5 introduced the Mock Urban Setting Test (MUST) field measurements in
conjunction with micro-scale numerical simulations. Using this field experiment as
an evaluation dataset for LES simulation of complex urban geometry is considered
thereafter. The model ASAM with the new implemented applications of subgrid-
scale models and the inflow condition generation is used to simulate the MUST
experiment. Two cases of this field campaign are simulated with ASAM and com-
pared in detail with measurements from the field campaign.
Chapter 6 conclude this work with a summary and outlook.
This work was partly financed by the project Fine particulate matter in urban
areas, e.g. for Dresden and Leipzig through the PAKT initiative for research
and innovation of the Leibniz community.
5

2 Fundamentals of Large-Eddy
Simulation in atmospheric
boundary layers
High resolution large eddy simulation (LES) of the atmospheric boundary layer have
recently become possible due to increase in available computing power. These LES
models are used to understand and forecast flow physics in atmospheric boundary
layer (ABL). A general description of the ABL with its internal structure is given in
Sec. 2.1. An important characteristic of ABL flow is turbulence and is considered
in Sec. 2.2. This chapter ends with essential basics of LES equations used in the
contribution of this work (Sec. 2.3).
2.1 The atmospheric boundary layer
The atmospheric boundary layer (ABL) is the region of the atmosphere which is
adjoined to the Earth surface and thus directly impacts on our life. The ABL re-
spond to surface forcings on a time scale of about an hour or less (Stull 1988). Due
to turbulent transport processes the changes in surface characteristics are rapidly
transmitted to the entire ABL. The understanding of all these physical processes
that occur in the ABL is fundamental for climate and weather predictions.
The vertical height of the ABL is highly variable and depends on thermal stratifi-
cation. Due to surface heating during daytime large thermals develop and induce
the growth of ABL. Heights of 3000m in mid-latitudes can be reached (Stull 1988).
In some regions with very high temperatures significant larger depths are possible.
During the night due to the absence of solar surface heating the air at near-surface
layers cool down. A stable nocturnal boundary layer develops. Over the course of
a day (24 hrs) heating and cooling of the air leads to a large variation of the ABL’s
height and structure. At the top of the ABL wind velocities reach values equal to the
free atmosphere, whereas the wind speed at the surface is considered to be zero due
7
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to friction. Large velocity gradients may exist. Inside the ABL turbulent structures
occur and since turbulence is used as characteristic for the ABL, the height, where
turbulence dissapear is defined as top of ABL. The ABL is capped by an inversion
layer that limits the vertical exchange with the free atmosphere. It also limits the
dispersion of gaseous pollutants and suspended particles emitted within the ABL
into the free troposphere.
2.2 Atmospheric turbulence
Atmospheric turbulence is stochastic by nature. Even turbulent motions are subject
to deterministic equations and thus non-linear. As a result the prediction of motion
characteristic is highly sensitive to small differences in the initial conditions. Fur-
thermore, it is not possible to observe the initial state accurately enough to be able to
treat the turbulent motions in a deterministic way. Turbulence is three-dimensional.
Although, it is possible to describe cyclones and anticyclones as two-dimensional ed-
dies in the global atmosphere circulation, their ensemble behaviour is not similar to
that of small-scale turbulence in a large three-dimensional environment (Blackadar
1997). Turbulence is rotational by nature, so its vorticity is an essential attribute
to describe its strength. By increasing the mixing of momentum, turbulence brings
fluid contents with different momentum into contact. Turbulence is dissipative and
a very important issue for the energy budget. The reduction of the velocity gradi-
ents produced by the action of viscosity reduces the kinetic energy of the flow. The
energy of turbulence shifts from large, well-organized eddies toward smaller eddies
and eventually into molecular motion (Lumley and Panofsky 1964). This is called
energy cascade. In some parts of the flow, locally energy can be transported from
smaller to larger scales. This effect is called backscatter and is currently discussed
controversial in the literature (e.g. Porté-Agel et al. (2001a)).
Turbulence can be seen in the breakdown of orderly laminar flow into a chaotic
flow where the motion is highly unpredictable. The chaotic nature of turbulence is
clearly visible in weather simulations, where predictions become highly inaccurate
after relatively short time (> 5 days). The slightest change of input parameters will
lead to significantly different results.
The length scales of turbulence in the ABL are of high interest for this thesis. Flow
structures, called eddies, are responsible for the transport of momentum and scalars.
The maximum size of the eddies typically scales with boundary layer height, whereas
the minimum size is given by the Kolmogorov scale. This scale is in the order of
8
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1mm in the ABL. The structure of atmospheric turbulence also depends strongly
on the atmospheric stability. The most important parameter, that relate buoyancy
to shear production terms in the budget of turbulent kinetic energy (Stull 1988) is
the Obukhov length.
The Reynolds number describes the ratio of inertial to viscous forces. Small Reynolds
numbers are related to predominantly viscous forces that lead to turbulence decay,
thus resulting in a laminar flow. Larger Reynolds numbers are resulting from large
inertial forces, and thus characterize a turbulent flow.
Isotropy of local turbulence implies that the characteristics of small scale motion
is universal in nature, and does not depend on dynamics at large scales. Velocity
fluctuations are independent of the flow direction, e.g. invariant to axis rotation and
reflection. This is the assumption for LES, which attempts to exploit the universal
nature of the small scales with modelling, and to capture the large scales explicitly.
Isotropic turbulence is by its definition always homogeneous. This assumption may
hold in free stream flow, but for areas close to walls, the flow is not characterized
by small-scale isotropy. Detailed turbulence characteristics as described above are
shown by Pope (2000).
Other phenomena in turbulent flows are coherent structures. Formally, there should
be some spatio-temporally compact region of the flow over which some macroscopic
quantity (such as vorticity or kinetic energy) strongly correlates. These repeatable
and essentially deterministic events are responsible for a large part of turbulent
mixing. Swirls and jets that persists for a long time are not just a transient phe-
nomenon. Furthermore the random part of the turbulent flow causes these events
to differ from each other in size, strength and time interval between occurrences.
2.3 Basic equations of LES
Computational Fluid Dynamics (CFD) has become a very important tool for re-
search studies and industrial applications. The potential of this subject grew very
rapidly with computer technology improvement and theoretical code development.
The governing equations to describe turbulent flows were discovered in the 18th cen-
tury by Leonhard Euler. The so called Euler equations can only be solved for special
initial and boundary conditions in simple geometries. With the invention and further
development of computational power more complicated simulations were possible.
The state of the atmosphere with their large variation in density is described by the
9
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Here ρ is the density, ui (i = 1, 2, 3) are the three components of the velocity vector
u, p is the pressure and Θ the potential temperature. t and xi represent temporal
and spatial coordinates of a Cartesian system x and g is the gravity acceleration.
The Einstein summation notation is applied over repeated indices. Furthermore p








which can be obtained from the classical form of the equation of the state p = ρRT
and the definition of the potential temperature Θ = T (p0
p
)κ. Here, R is the gas
constant, T is static temperature and κ = R
cp
is the ratio of the gas constant R to
the specific heat cp at constant pressure. These equations describe how velocity,
potential temperature and density are related in a fluid. In the third equation of
Eq. 2.1 the potential temperature symbolizes a kind of entropy and can be replaced
with small variation by different variables like enthalpy or internal energy.
This set of coupled differential equations can be solved for a given flow problem by
using mathematical methods. Unfortunately in practice, these equations are too
difficult to be solved analytically. In the past, to solve this flow problem, engineers
made further simplifications to the set of equations. For simulating turbulent flows
with large eddy simulation the Euler equations mentioned above have to be mod-
ified. The main purpose for LES is to reduce the computational simulation costs.
One price to pay for this comfort is the necessity of an additional characterization
of the unresolved motion. By solving equations 2.1 numerically with a grid size
which is above the size of the smallest turbulent scales the equations have to be
filtered. Large-eddy simulation employs a spatial filter to separate the large scale
motion from the small scales. Large eddies are resolved explicitly by the prognostic
Euler equations down to some pre-defined filter-scale ∆, while smaller scales have
to be modelled. The filtering is imposed, either implicitly by the used numerical
10
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discretization, or explicitly by using an extra filter in advance. In the latter case a
spatial filter is applied to the Euler equations to eliminate the small scales of the
flow from the complete solution. This approach is followed in this thesis. Due to
this operation, additional terms that cannot be derived trivially occur in the set of
Euler equation.




G(x, x′,∆)φ(x′, t)dx′, (2.3)
where the filter function G is usually a Gaussian or Box filter and denoted shortly
denoted as
φ̄ = G(φ,∆). (2.4)











This filter decompose each flow variable (ρ, ui, Θ) into its mean φ and residual part
φ′.
φ = φ+ φ′ (2.6)
To use this filter for manipulating the Euler equations, only the following two prop-
erties are required.
• Linearity
φ1 + φ2 = φ̄1 + φ̄1






, s = x, t
Note, that the used spatial filter does not fulfil all properties of the classical Reynolds-
filter, especially φ̄ 6= φ or with respect to the residual part φ′ 6= 0.
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The aim of this procedure is to get only filtered variables in the Euler equations























To each spatial filter a second filter can be associated, which filters instead of the
variable itself the product of the variable multiplied by the density. This filter




























Note, there are only filtered variables in the density equation and in the time deriva-
tive terms, which is not the case for the advetive terms and the pressure term. By
introducing the residual terms
τij = ũiuj − ũiũj , qij = ũjΘ− ũjΘ̃ (2.10)
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The filtered pressure can be substituted by the equation of state 2.2 and furthermore
in regarding to meteorological scales the residual part of pressure fluctuation do not
account for and thus can be neglected. Detailed attributes as described above is
found in Garnier et al. (2009).
Almost all meteorological applications use this system of differential equations
and thus it is the fundament for modelling turbulent flow with LES. Simulations
in this work deal with meteorological scales and flow conditions. The terms in Eq.
2.10 are defined as the subgrid-scale turbulent stress tensor for momentum τij and
potential qij , respectively. The potential subgrid-scale stress is related due to the
Prandtl similarity and can be developed by dividing the subgrid-scale stress tensor
for momentum by the turbulent Prandtl number Pr, that typically has a value of
1/3 (Deardorff 1972).
The sub-goal of this work is to describe the behaviour and formulation of the subgrid-
scale stress tensor τij . The subgrid-scale motion is responsible for energy dissipation
and it is very important that the subgrid-scale stress representation performs well
to predict the resolved quantities accurately.
In the following context the filter notation of (w̄) and ( ˜ ) will be reset and in order
of the filtered equations 2.11, (w̄) is used to symbolise filtered variables in the Euler




To solve the set of Eq. 2.11 it is necessary to parametrize the subgrid-scale stress
tensor τij with resolved values of ui and Θ. By neglecting this term the influ-
ence of the small scales on resolved scales and vice versa cannot be quantified. A
parametrization of the subgrid-scale stress tensor τij should deliver energy dissipa-
tion for different ABL stratifications and handle local backscatter events in isotropic
turbulent flow up to anisotropic flow regimes. The subgrid parametrization can be
performed by different approaches. One possibility of parametrization is discussed
in detail at Sec. 3.1, where the Smagorinsky subgrid-scale model is introduced as
an eddy viscosity subgrid-scale model. The subgrid-scale model is based on the
knowledge of the resolved scale behaviour. Further different dynamic subgrid-scale
models on the basis of the Smagorinsky approach is introduced. After explaining
the theoretical background and a detailed description of their implementation in the
model ASAM (Sec. 3.2) ABL simulations are analysed with regarding to literature
studies of Kleissl (2004) and Wan et al. (2007) (Sec. 3.3).
3.1 Eddy viscosity subgrid-scale models
To simulate larger domains of high Reynolds number flow with computational power
available nowadays, the technique of LES is used.
τij = uiuj − ūi ūj (3.1)
The filtered equations in 2.11 are not closed due to the non linear term uiuj which
is included in τij . Note that τij expresses the effect of subgrid-scale motion on the
resolved large scales. This effect is often represented as an additional viscosity.
This form of subgrid-scale model mimicked the Reynolds-Averaged-Navier-Stokes
(RANS) closure idea of a gradient-transport or eddy-viscosity model setting:
τij = −2νtS̄ij, (3.2)
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is the strain rate tensor and νt the turbulent eddy vis-
cosity. In a very first approach, a constant eddy viscosity νt was chosen, but gave
only poor results. Smagorinsky has improved this approach in 1963.
3.1.1 Smagorinsky subgrid-scale model
Smagorinsky (1963) introduced a model with a eddy viscosity νt of the form
νt = (Cs∆̄)
2|S̄| (3.3)
where ∆̄ is a length scale, Cs the Smagorinsky coefficient, and using the Einstein
summation notation for standardization |S| =
√
2SijSij . The grid spacing is mostly
used as a value for the length scale. This standard Smagorinsky subgrid-scale model
is widely used and the basis of the later introduced very popular dynamic Smagorin-
sky subgrid-scale model. The Smagorinsky coefficient Cs has a theoretical value of
about 0.2, as estimated by Lilly (1967). This constant value is based on the as-
sumption that turbulence is homogeneous and isotropic. Applying this value to a
turbulence-driven flow with thermal convection fields, results are in good agreement
with observations as shown by Deardorff (1972). A smaller value of Cs = 0.1 is
applied, if shear production dominates inhomogeneous boundary layer turbulence
(Deardorff 1970).
To take stratification effects into account the standard Smagorinsky formulation




















Here is Ri the Richardson number and Pr the turbulent Prandtl number. In a sta-
ble boundary layer the vertical gradient of the potential temperature is greater than
zero (positive) which leads to a positive Richardson number and thus the additional
term Ri
Pr
reduces the square of the strain rate tensor and decreases the turbulent
eddy viscosity. Therefore less turbulent vertical mixing takes places.
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The standard Smagorinsky subgrid-scale model performs well in predicting mean
flows with isotropic turbulence far from boundaries. Besides isotropic turbulence it
has several drawbacks, especially near solid walls, where it overpredicts the stress.
The flow in the vicinity of a wall is not isotropic any more, and the eddy size
decreases much more rapidly than the grid spacing (Sullivan et al. 2003, Zhou et al.
2001). But with a constant remaining length scale ∆̄, the subgrid-scale represents a
significantly larger portion of the momentum and scalar fluxes near the wall (Chow
2004). Towards the ground, important eddy motion occurs at smaller scales and the
influence of the subgrid-scale model on the resolved motion change. One possibility
to overcome this overpredicted subgrid-scale stress is to reduce the eddy viscosity in
the vicinity of a wall with a so called damping function.
In atmospheric boundary layer flow simulations with temporally varying boundary
conditions (e.g. solar heating of the surface during diurnal cycle), the application of
a standard Smagorinsky subgrid-scale model fundamentally also cannot deliver the
local and temporal variability of subgrid-scale stress. Furthermore all eddy-viscosity
models fail to allow for the backscatter of energy from small to large scales (Chow
2004), where in mean the energy is transported from larger to smaller scales. This
is called the energy cascade (Stull 1988). But Sullivan et al. (2003) and Porté-
Agel et al. (2001b) show that backscatter is present near solid walls and should be
included in LES.
It has often been remarked (Pope 2000, Meneveau 1994) that a uniform value of Cs
cannot describes different physical flow processes in different flow regimes and thus
cannot predict the correct subgrid-scale stress. The unresolved portion depend on
the flow configuration. The coefficient depends on:
• Position in the flow (near wall treatment or wake flow region)
• Stratification - eddy-viscosity is damped by atmospheric stability
• Grid spacing and resolution.
Therefore it is necessary that the Smagorinsky coefficient Cs vary in time and space
beside the isotropic flow in order to determine the correct eddy-viscosity.
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3.1.2 Dynamic Smagorinsky subgrid-scale model
The expectation of a dynamic model is that the resolved scales in a simulation may
reflect phenomena, such as stratification, coherent structures or wall blocking as well
as their complex interactions more realistically than common statistic turbulence
theories.
Along a fundamentally different line of thinking, Germano et al. (1991) proposed
the dynamic Smagorinsky subgrid-scale model. This approach is based on the idea
of analysing the statistics of the resolved large-scale field in order to determine the
unresolved model parameters. The standard Smagorinsky subgrid-scale model is
used to model the subgrid-scale stress tensor τij at the grid filter ∆̄ (grid spacing)
and in addition a test filter stress tensor Tij at a larger test filter level ∆̂ = α∆̄.
The parameter α is mostly set to 2. The test filter shear stress is
Tij = ûiuj − ̂̄uî̄uj , (3.6)
with a test filter defined as
̂̄φ = G(G(φ, ∆̄), ∆̂). (3.7)
This test filter is a subsequent application of the initial filter with the filter scales
∆̄ and ∆̂.
In Fig. 3.1 a schematic turbulent energy spectrum is shown, together with the two
different filter scales. Both filters divide the spectrum in a resolved and unresolved
part, which has to be modelled. The shaded part Lij in between is that part of the
spectrum, which is resolved by the small filter scale ∆̄ but not by the larger test
filter scale ∆̂. Note, that both filters are Favre-filter as introduced in Sec. 2.3.
In the classical Smagorinsky subgrid-scale model the residual stress tensor τij is
parametrized by τmodij , which is a function of Cs, ∆̄, ū. The same formal parametriza-
tion is now applied for the test filter stress at the test filter scale ∆̂, which is sum-
marized by




∆̂− level : Tij = ûiuj − ̂̄uî̄uj ≈ Tmodij = −2(Cs,∆̂)2∆̂2|̂̄S|̂̄Sij
(3.8)
For the further derivation both Smagorinsky coefficients are assumed to be depen-
dent on the filter scales ∆̄, ∆̂ and can vary in space. If the test filter with filter
scale ∆̂ is additionally applied to the subgrid stress tensor τij the following equation
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Figure 3.1: Schematic turbulent energy spectrum with grid spacing ∆̄ which divide
the resolved from the modelled scales. Here (w̄) represents the grid
spacing with length ∆̄ and ( ̂ ) a test filter with a characteristic width
of ∆̂. τij and Tij are the subgrid-scale stress tensor at the different grid
and test filter scales respectively. Lij represent the resolved turbulent
stress.
confirmed:
τ̂ij = ûiuj − ̂̄uiūj. (3.9)
Since the first terms of Tij and τ̂ij respectively are equal, which leads to the following
identity:
Tij − τ̂ij = ̂̄uiūj − ̂̄uî̄ui = Lij , (3.10)
which is named the Germano-Identiy (Germano et al. 1991). The term Lij is now
computable from the filtered resolved velocity. On the other hand, Lij can be









2∆̂2|̂̄S|̂̄Sij + 2 ̂(Cs,∆̄)2∆̄2|S̄|S̄ij
(3.11)
The test filter with the filter scale ∆̂ is applied to the whole second term including
the Smagorinsky coefficient. To further simplify Eq. 3.11 the assumptions that Cs,∆̄
is nearly constant in space and therefore the coefficient Cs,∆̄ can be separated from
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describe the ratios between both filter scales and both Smagorinsky coefficients. The
fundamental scale-invariance assumption (Meneveau and Lund 1997) is
Cs,∆̄ = Cs,∆̂, or β = 1. (3.14)
The Smagorinsky coefficient Cs,∆̄ is then derived under the assumption that Lij and
its modelled companion Lmodij are equal.
Lij = 2(Cs,∆̄∆̄)
2Mij (3.15)
This formulation is a tensorial equation with one unknown and cannot be solved in
a conventionally way. To compute Cs,∆̄ from the over-determined Eq. 3.15, Lilly






where again the Einstein summation notation is applied. This dynamic procedure
in conjunction to the standard Smagorinsky subgrid-scale model is called dynamic
Smagorinsky subgrid-scale model. The Smagorinsky coefficient is dynamically com-
puted from the resolved velocity and thus variable with the flow problem. The
approach affords a variable turbulent eddy viscosity, which is now self-contained
and no parameter have to be specified in the subgrid-scale model. In general, the
dynamic approach provides realistic predictions of Cs,∆̄ when the flow field is suf-
ficiently resolved. Eq. 3.16 is interpreted with Cs,∆̄ times ∆̄ which results in a
definition of Mij , where instead of ∆̄ only the filter widths ratio is included. The
computation of the left hand side is independent of the grid filter value ∆̄. This
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product is now substitute in the right hand side of Eq. 3.3, which gives the final
turbulent eddy viscosity.
The magnitude of Cs,∆̄ determines the effectiveness with which kinetic energy is
dissipated out of the resolved velocity field due to the subgrid-scale model (Kleissl
et al. 2006).
Typically, the resolved turbulence levels will be damped excessively and yields
in a decrease of kinetic energy if Cs,∆̄ is too large; conversely, if Cs,∆̄ is too small,
energy accumulation occurs at the smallest resolved scales of the turbulence and
stress and heat flux indicate under-dissipative properties of a subgrid-scale model.
Supposing that there is too much kinetic energy in the smallest resolved scales, the
dynamic model will increase the eddy viscosity which later results in a kinetic en-
ergy reduction at these scales further on. The opposite behaviour takes place if the
energy is too small.
Furthermore it gave proper wall behaviour automatically, thus other wall damping
functions are almost unnecessary. The procedure also behave well under stratified
flow by reducing the Cs,∆̄ where the Richardson number increases (more stable con-
ditions). Hence, it can be applied successful to many different flow types, e.g. the
stratified flow in the atmospheric boundary layer, a turbulent channel flow or other
wall mounted flows like the backward facing step but also for the classical homoge-
neous flow.
The local determination of (Cs,∆̄)
2 at every grid point at every time step gives
usually variable positive values. Negative values are possible, too. A negative value
of the term (Cs,∆̄)
2 implies a locally ”negative” eddy-viscosity, which in turn im-
plies a flow of energy from the small subgrid-scales to the resolved scales which is
called backscatter. It is known from direct numerical simulation (DNS) data that
the forward and reverse cascades of energy in a turbulent flow are typically of the
same order of magnitude with a slight excess of the former accounting for the overall
energy transfer from large to small scales. Therefore the presence of backscatter is
a desirable feature of a subgrid-scale model (Ghosal et al. 1995).
The large temporal and spatial variation of the computed parameter is a weakness
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That is why the mathematical accordance of the assumption in Eq. 3.12 is not accu-
rate. These large variances, especially the high occurrence of negative Smagorinsky
values, lead to numerical instabilities in the simulation. The instability can be
traced to the fact that Cs,∆̄ has a large auto-correlation time. Therefore once it
becomes negative in some region, it may remain negative for excessively long time
periods during which the exponential growth of the local velocity fields, associated
with negative eddy viscosity, causes a divergence of the total energy (Ghosal et al.
1995). Though this issue of stability remained unresolved, a way around the prob-
lem was found if the flow possessed at least one homogeneous direction. It was
assumed that the coefficient Cs,∆̄ is independent of the homogeneous direction. To
put things right the numerator and denominator have to be averaged over this ho-
mogeneous direction to stabilize the coefficient and also to be in accordance with the
approach by taking the coefficient out of the filter. The averaging procedure made
the Smagorinsky coefficient a more smoothly function of time and space which only
rarely became negative. For example, in a turbulent channel flow planar averaging
is usually performed.
With the use of complex geometry no homogeneous direction is available. For this
case, Meneveau et al. (1996) introduced a Lagrangian approach with averaging along
fluid trajectories of the resolved velocity instead of traditionally spatial averaging.
Local averaging over a small volume enveloping the current grid cell and additional






These additional filter-operations are essential in order to smooth the coefficient
during simulation (Porté-Agel et al. 2001a).
If the flow field is sufficiently resolved, the dynamic approach in conjunction with
the Smagorinsky subgrid-scale model works well. However in flow regions, where
the used grid size is not sufficient to resolve most of the energy containing scales,
the simulation results are not satisfactory. As the next Section shows the scale-
invariance assumptions does not hold anywhere in the flow and shall not be applied
any more.
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3.1.3 Scale-dependent dynamic Smagorinsky subgrid-scale
model
In atmospheric boundary layer turbulence, where shear, stratification and associated
flow anisotropies are almost ubiquitous, the inherent scale-invariance assumption of
the original dynamic modelling approach does not hold (Anderson et al. 2007). For
some simulations and special setups the filter scale exceeds the limits of the inertial
range and then separates different occurring physical processes. This is likely to be
due to the fact that the dynamic procedure samples scales near and beyond the local
integral scale, at which turbulent energy transfer to small scales is weaker, leading
to lower values of LijMij and thus to smaller coefficients. The smaller coefficient
then allows pile-up of energy at high wave numbers. In these LES simulations of
complex flow, the grid filter scale ∆̄ will not necessarily fall inside a pure inertial
range. In that case, the Smagorinsky coefficient may depends on ∆̄ and the assump-
tion Cs,∆̄ = Cs,∆̂ is not strictly applicable.
Porté-Agel et al. (2000) found that near the wall the resulting spectra decay too
slowly, indicating not enough damping and a dynamically determined coefficient,
which is too small. In the near-wall flow region, the grid resolution is not adequate
to resolve energy-containing scales, and the contribution of the subgrid-scale model
dominates that of the resolved terms (Sullivan et al. 1994, Khanna and Brasseur
1998, Kosovic 1997). Moreover, in this situation the subgrid stress carries a signifi-
cant fraction of the total mean momentum fluxes and inaccurate results are obtained
from the classic scale-invariant dynamic model. In addition, by running more sim-
ulations at different resolutions they demonstrated a clear scale-dependence of the
dynamic Smagorinsky coefficient, which violates the scale-invariance assumption of
the dynamic model. Hence the simulation results are sensitive to the subgrid-scale
model. Furthermore it was found (Kleissl 2004) that Cs,∆̄ is also underpredicted in
stable stratified flow. A further drawback appears by predicting zero eddy viscosity
in laminar flow regions because of the vanishing numerator of Eq. 3.16.
To get over these limitations, Porté-Agel et al. (2000) proposed a scale-dependent
model, in which a second test filter scale ∆̃ is applied. In the classic scale-invariant
dynamic model the ratio is set to β = 1. Without this assumption, β reach values
6= 1. To provide more accurate estimations of the coefficient, the second test filter
determines how the coefficient changes across scales. One assumed the following
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Whereas in Eq. 3.12 (Cs,∆̄∆̄)
2 is excluded from the equation, now (C
s,∆̂∆̄)
2 will be
taken out of the brackets. The last factor in 3.20 is again denoted as Mij .
Lmodij = −2(Cs,∆̂)













A second Germano identity is written between the grid filter scale ∆̄ and the second










With the calculated stress terms Lij = ̂̄uiūj − ̂̄uî̄uj and Qij = ˜̄uiūj − ˜̄ui˜̄uj both
Smagorinsky coefficients can be written as:










Without the scale invariance assumption β = 1 and by dividing both terms the













This equation is a fifth-order polynomial for β and is solved by Porté-Agel et al.
(2000) for every grid point. To reduce this numerical work Eq. 3.23 is interpreted
as a fix-point iteration method for β. If the iteration is started with β = 1, the
term Mij and Nij are computed with β = 1. As a first guess the resulting scale-
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dependence parameter β from 3.23 is used. Using the assumption of Eq. 3.19 the
Smagorinsky coefficient (Cs,∆̄)










were β is given by the two calculated values Cs,∆̃ and Cs,∆̂ from Eq. 3.23 above.










Note, all values Mij and Nij are derived with the above estimated scale-dependence
parameter β.
Numerical experiments show, β retrieved from Eq. 3.23 reach values from 0 to
infinity, depending on the local estimated values Cs,∆̃ and Cs,∆̂. If β → ∞, means
C
s,∆̂ goes to zero and Cs,∆̃ does not, the local coefficient used in the LES goes to zero
and does not pose any difficulty in the simulation. Otherwise, when Cs,∆̃ tends to
zero and Cs,∆̂ does not, the vanishing β leads to a very large Smagorinsky coefficient
and cause numerical instabilities. In the literature some clipping procedures were
used to the scale-dependence parameter β. Bou-Zeid et al. (2005) choose a lower
limit but no clipping for large β. The allowable range is 0.125 ≤ β ≤ ∞ in their
work. In addition Bou-Zeid et al. (2005) also mentioned, that this lower limit cannot
be used as a tuning parameter to adjust the results, because the clipping limit
cannot significantly affect the results. Stoll and Porté-Agel (2004) showed, that β
is expected to be much smaller than 1 where the flow becomes more anisotropic.
In general this is the case near the surfaces or walls. These result is reasonable
when considering that β is directly related to the level of anisotropy of the flow at
the smallest resolved scales (Porté-Agel et al. 2000, Porté-Agel 2004). Results show
that the dynamic Smagorinsky coefficient close to the wall is very sensitive to the
underlying local surface roughness. In the free flow field far from the surface, β






2 and ∆̄ is well within the inertial range of turbulence in that region (Porté-
Agel et al. 2000, Porté-Agel 2004).
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3.2 Implementation in the All Scale Atmospheric
Model (ASAM)
The All Scale Atmospheric Model (ASAM) was developed at the Leibniz Institute
for Tropospheric Research (TROPOS) to simulate flow field configurations in the
atmosphere (Hinneburg and Knoth 2005).
3.2.1 General description of ASAM
ASAM is a numerical solver for atmospheric applications at all scales, ranging from
the globe up to building resolving simulations where the urban impact on the flow
is represented (ASAM-Wiki 2010). The flux form of the underlying compressible
Euler equations are solved in an Eulerian framework. This flow simulation code
works on a Cartesian grid, with a Cut-Cell approach near buildings (Hinneburg and
Knoth 2005). The approach is now extended to other orthogonal grids. ASAM is
an ongoing development research model and has a lot of different options to choose
between numerical methods, number of variables, and physical processes. The code
is used for testing new numerical approaches, but is also used for process studies
on different scales. ASAM Simulations of stratiform clouds, vortex generation in
street canyons, moist bubble experiments, orographic rainfall are some examples.
The code is fully parallelized and portable between different platforms.
The orography is incorporated in the model through a special grid system, whereby
orography is represented by cut cells in a Cartesian grid. Integration in time for
advective terms can be chosen implicitly or explicitly depending on simulation setup
conditions. The implicit time integration is accomplished by a linear method of the
Rosenbrock type. This implicit approach is able to employ time steps that result in
Courant-Friedrichs-Lewy (CFL) numbers greater than 1 for advection, gravity, and
sound waves. However, for accuracy the dynamical time scale of the problem will
be respected by a dynamic time step procedure.
Besides the linear implicit methods generalized split-explicit methods (Wensch et al.
2009) are implemented in the model system. These methods are fully explicit and
use sub-time stepping for the acoustic part of the Euler equation. They are well
suited for isotropic grids where ∆x ≈ ∆y ≈ ∆z. No divergence damping is required
and their number of sub-time steps are smaller compared to the classical Runge-
Kutta method (RK3) of Wicker and Skamarock (2002). These methods scale very
well for a large number of processors.
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Interesting research issues like the additionally produced turbulent energy, the
development of wake diffusion, drag forces on building walls and changes in the ra-
diation budget through sunlight and shaded surfaces in resolved street canyons are
points that need to be worked on in the code. Within this work, different numer-
ical approaches are implemented and tested during simple flow cases and valuable
improvements were permanently added to the code. Besides flow simulations with
different complex geometry or orographic environments and atmospheric boundary
layer developing with and without moisture, numerical cloud simulations are per-
formed.
3.2.2 Subgrid-scale modelling in ASAM
For a realistic description of the urban impact on the flow field in urban areas,
we focus on subgrid-scale models and their implementation and problems, which
appear near solid walls. In the course of this thesis the subgrid-scale theories ex-
plained above were implemented in the local developed code ASAM. Running LES
simulations requires an explicit characterization of the effect of subgrid-scales on the
resolved equations. A mind map of suitable routines (symbolized by numbers) with
their hard facts are shown in Fig. 3.2. In the following charts additional information
about diverse routine (numbers) are shown.
Numbers are connected to Fig. 3.2.
0© The main diffusion routine develops the whole term of Eq. 3.28 for every time
step. Further routines describe the computation of Dmom and Dpot. By modi-
fying these terms subgrid-scale effects pass into the ASAM model equations.
Advantageously the basic model equations should not be modified for im-
plementing diverse subgrid-scale models. All actions are done without direct
engagement in the model equation structure and the subgrid-scale stress would
be computed diagnostically.
1© A constant value of the diffusion coefficient is the easiest way to engage the
model solutions. But this simulation provided only poor results.
2© For a variable coefficient improvements were made by Smagorinsky (1963) on
his standard Smagorinsky subgrid-scale model. The length scale ∆̄ in the
Standard Smagorinsky formulation is set to the value of grid spacing. But the
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Cut-Cell approach makes it difficult because of tiny and/or anisotrope cells.
To overcome this deficit the value is defined after Scotti et al. (1993)
∆̄ = (∆1∆2∆3)
1/3f(a1, a2). (3.26)
∆i is the grid spacing in orthogonal directions and a correction function f is
applied as follows:

















Here a1 and a2 are the ratios of grid spacing in different directions with the





will be calculated through the use of the Einstein summation notation of the
sum of discritezised velocity gradients.
Many phenomena in the ABL depend on the atmospheric stratification. There-
fore it is important to modify the subgrid-scale effect by the vertical gradient
of potential temperature and thereby the Richardson number Ri, which is
a parameter to quantify stratification. This effect would be applied on the
diffusion coefficient (Fig. 3.4).
3© A triangle filter with symmetric weights is applied at the dynamic proce-
dure of the Smagorinsky subgrid-scale model to realize the test filter. The
code works with MPI (Message Passing Interface) and can be run on multiple
CPU’s. Therefore the whole domain is divided into multi-blocks. The domain
itself and every divided block has a layer of ghost cells all around the outer
boundary cells. These ghost cells contain additional information, which can
be exchanged with neighbour blocks. The symmetric test filter is used across
block boundaries because of these so called halo cells around all divided blocks.
4© The test filter is applied on all velocity components and products in addition
to the six components of the residual stress tensor of the grid filter (cf. Fig.
3.3). For a better overview of dynamic procedure implementation, Figs. 3.3 -
3.6 shows a pseudo code fragment to describe the time-line of derivation.
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• Coefficient D represents Dmom for
momentum and Dpot for potential
subgrid-scale stress.
• Quantifying Dmom and Dpot
Dmom, Dpot = const






• A modified value of grid
spacing is used for ∆̄
Cs = 0.18
• Quantifying Dmom and Dpot
• Filter operation for multiple block structure
• Test filtering ∆̂ = α∆̄





• Test filtering ∆̃ = α2∆̄
• Plane or volume average for
high varying Cs,∆̂ and Cs,∆̃
• Clipping procedure

















Figure 3.2: Mind map of the routines implemented in ASAM.
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A closer look on the dynamic procedure is seen in Figs. 3.3 - 3.6 and will be discussed
in the following part of this thesis. Routines for the scale-invariant formulation are
shaded in light gray and scale-dependent routines in light green.
A1© Calculate velocity gradients to define strain rate tensors. Compute six inde-
pendent subgrid-scale stress tensors.
A2© The 3D filtering is cut down to three 1D filters which is important for the
communication between every single block. After this first step all blocks
interchange with their neighbours/ghost cells before averaging in the second
direction, and over again. All filtered variables are seen in Eq. 3.31 in box A2
of Fig. 3.3.
A3© After the filtering procedure, ̂̄Sij and |̂̄S| and consequential Tij are computed
from the filtered velocity components. Six independent terms of Lij and Mij
are determined following Eq. 3.35.
The implementation of the least square error minimizing method delivers only
one Smagorinsky coefficient out of the equation system 3.16. To carry this
out, a summation of both nominator and denominator is used.
A4© In case of computing the coefficient by now, a highly varying Smagorinsky co-
efficient would lead to stability problems in the model. Therefore nominator
and denominator were averaged separately first to avoid stability problems.
One can choose between horizontal plane average or, for more complex geom-
etry, volume average (see (A4) in Fig. 3.5). The volume average is selected
from 3× 3× 3 cells surrounding the cell in the middle.
A5© The right hand side of Eq. 3.37 does not contain the grid spacing ∆̄. So
the derived Smagorinsky coefficient Cs is still multiplied by the length scale,
especially by the grid filter. The advantage becomes obvious when the eddy
viscosity is computed. Without knowledge on the grid filter, the derived prod-
uct Cs,∆̄∆̄ from Eq. 3.16 or 3.37 can be applied to Eq. 3.3. So there is no
problem when changing grid spacing over the domain. For this reason the
implemented subgrid-scale model is able to account for stretching or refining
grid spacing.
Even due to the use of averaging methods (basically the slightly averaging
effect of the volume method) the coefficient have large negative values that
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leads to stability problems.
Therefore the clipping method is used (see Eq. 3.38 of Fig. 3.5).
The clipping procedure is only required for less than 10% of the cells. Sen-
sitivity studies with other clipping limits were conducted but they show no
significant impact on the results. It was found that for about 90% of the clip-
ping time the −0.05 minimum is taken. The maximum value of 1.0 is reached
very rarely. No clipping should be involved with planar averaging since the
heavy averaging associated with horizontal plane average eliminates the fluc-
tuations that led to the need for clipping. Details on this clipping procedure
is described by Bou-Zeid et al. (2005), Park and Mahesh (2009).
B1© Same as (A1)
B2© The implementation of the scale-dependent formulation is based on the scale-
invariant method. In addition to the C
s,∆̂ a second Smagorinsky coefficient
Cs,∆̃ is computed similarly, except for the use of a second larger test filter (see
(B2) of Fig. 3.4).
B3© Computing the terms Qij and Nij from the second test filtered variables.
B4© Decreasing the variability of both Smagorinsky coefficients by averaging the
nominators LM,QN or denominators MM,NN by averaging with the planar
or volume averaging method.
B5© Out of Eq. 3.22, the locally value of β (see Fig. 3.6) is computed by the
non-clipped Smagorinsky coefficients.
In principle β varies around 1. β can also reach zero or very high values
depending on the local obtained amounts of Cs,∆̂ and Cs,∆̃. The limits of
β → ∞ were exceeded if C
s,∆̂ tends to zero while Cs,∆̃ does not. The new
coefficient Cs,∆̄ goes to zero and does not produce any stability problems in
the LES. The other way around, when C
s,∆̃ tends to zero and Cs,∆̂ does not,
β reaches zero value (β → 0). Very large values of the new Smagorinsky
coefficient would lead to instabilities in the simulation.
A clipping (see eq. 3.42 in Fig. 3.6) limit of 0.125 for small β values allow the
coefficient to decrease locally, so the Smagorinsky coefficient at scale ∆̄ can
be eight times larger than at scale ∆̂. This corresponds to a very severe scale
dependence. To avoid unreal large values of the new coefficient, the upper
limit is set to 10, leading to the range 0.125 ≤ β ≤ 10. Again, test simulations
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showed the clipping limit cannot significantly affect the results or in a different
way be used as a tuning parameter.
The scale-dependent Smagorinsky coefficient from Eq. 3.43 is included in Eq.
3.3 to get the subgrid-scale eddy viscosity.
All of these implementations are done for the momentum equations. Subgrid-
scale effects on scalars are simply implemented by modifying the eddy viscosity
with the Prandtl number. Following Brown et al. (1994) the eddy viscosities for
momentum and scalar heat transfer are modified by stability functions including
Richardson and Prandtl numbers. Those implemented applications were tested first
on a single block domain and ran very well. In a series of simulation with multiple
block structure conformable results are achieved. Numerical test up to 512 CPUs
were done and delivered successful results. Because of the useful volume average +
clipping procedure, simulation with complex geometry can be taken into account.
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• CALL StrainRate(ū) - compute velocity gradients, S̄ij , |S̄| and τij
τ11 = |S̄|S̄11 τ12 = |S̄|S̄12
τ22 = |S̄|S̄22 τ13 = |S̄|S̄13
τ33 = |S̄|S̄33 τ23 = |S̄|S̄23
(3.29)
• Filter ∆̂ = 2∆̄
• CALL ExchangeCell - allocate ghost cells with boundary val-
ues




































ūi ⇒ ̂̄ui , i=1−3
τij ⇒ τ̂ij , i=1−3
(3.30)
ū1ū1 ⇒ ̂̄u1ū1, ū2ū2 ⇒ ̂̄u2ū2, ū3ū3 ⇒ ̂̄u3ū3
ū1ū2 ⇒ ̂̄u1ū2, ū1ū3 ⇒ ̂̄u1ū3, ū2ū3 ⇒ ̂̄u2ū3
(3.31)
Dynamic Smagorinsky in ASAM
Pre-filtering work
Three times 1D filter
A1
A2
Figure 3.3: Time-line of dynamic Smagorinsky routine PART I.
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• CALL StrainRate(ū) compute velocity gradients, S̄ij, |S̄| and τij
τ11 = |S̄|S̄11 τ12 = |S̄|S̄12
τ22 = |S̄|S̄22 τ13 = |S̄|S̄13
τ33 = |S̄|S̄33 τ23 = |S̄|S̄23
(3.32)
• Filter ∆̃ = 4∆̄
• CALL ExchangeCell - allocate ghost cells with boundary val-
ues






















































ūi ⇒ ˜̄ui , i=1−3
τij ⇒ τ̃ij , i=1−3
(3.33)
ū1ū1 ⇒ ˜̄u1ū1, ū2ū2 ⇒ ˜̄u2ū2, ū3ū3 ⇒ ˜̄u3ū3
ū1ū2 ⇒ ˜̄u1ū2, ū1ū3 ⇒ ˜̄u1ū3, ū2ū3 ⇒ ˜̄u2ū3
(3.34)
Dynamic Smagorinsky in ASAM
Pre-filtering work
Three times 1D filter
B1
B2
Figure 3.4: Time-line of dynamic Smagorinsky routine PART II.
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(ASAM)
• CALL StrainRate(̂̄u) compute velocity gradients, ̂̄Sij, |̂̄S| and Tij
Tij = |
̂̄S|̂̄Sij Lij = ̂̄uiūj − ̂̄uî̄uj Mij = Tij − α2τ̂ij (3.35)











• Two 1D filter (with-
out z-direction)
• Volume averaging







• Chosen clipping procedure
−(0.05)2∆̄2 ≤ (Cs,∆̄∆̄)
2 ≤ (1.0)2∆̄2 (3.38)
Dynamic Smagorinsky in ASAM
Coefficient determination





Figure 3.5: Time-line of dynamic Smagorinsky routine PART III.
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• CALL StrainRate(˜̄u) compute velocity gradients, ˜̄Sij , |˜̄S| and Tij
Tij = |
˜̄S|˜̄Sij Qij = ˜̄uiūj − ˜̄ui˜̄uj Nij = Tij − α4τ̃ij (3.39)











• Two 1D filter (with-
out z-direction)
• Volume averaging

















• Chosen clipping procedure








Dynamic Smagorinsky in ASAM
Coefficient determination





Figure 3.6: Time-line of dynamic Smagorinsky routine PART IV.
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3.3 Applications to meteorological situations
The implementation is validated against two well documented test cases from the
literature. A full series of simulations are concerned with different types of stratified
flow of the ABL. The first test case is a flow development in the ABL under consid-
eration of stability effects. The results are compared with the literature of Kleissl
(2004) and Anderson et al. (2007). The second test case is the flow over a periodic
sinusoidal hill from Wan et al. (2007). More simulations were carried out during the
test phase of the implementation like backward facing step or flow structures in an
high resolved street canyon.
3.3.1 Stable and unstable stratified atmospheric boundary layers
The first test cases describes an ABL flow over a homogeneous surface with different
heat flux forcing. Variable solar forcing has a huge influence on the mass, momen-
tum and energy exchanges occurring in the ABL (Kleissl et al. 2006). The main
goal is to test the performance of the subgrid-scale model in a numerical framework.
Following the configuration and initial conditions of Kleissl et al. (2006), additional
comparison to results from measurement data of the Horizontal Arrays Turbulence
Study (HATS) can be made. A field study should show the Smagorinsky coefficient
Cs under different flow conditions (Kleissl 2004).
The field study HATS is designed especially to measure turbulence quantities, which
are of interest in LES. It validates and determines subgrid-scale quantities such as
τij , Sij , and Cs in field experiments. The instrumentation consists of two vertically
separated horizontal arrays of 3D sonic anemometers, placed in the atmospheric
surface layer. From filtering the velocity fields, subgrid-scale and resolved quantities
can be computed.
The configuration of the model setup is according to Kleissl et al.’s (2006) simu-
lation as follow:
• Spatial domain 4000m × 4000m × 2000m with staggered grid
• 1603 grid cells ⇒ ∆x = ∆y = 25m, ∆z = 15.5m
• Coriolis forcing for latitude φ = 36◦N
• Periodic horizontal boundary conditions
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• Surface stress at bottom boundary layer with roughness length z0 = 0.02m
• Applying a sponge layer near the top boundary layer to dissipate the energy
of gravity waves
• Motion is driven with geostrophic velocity (ug, vg) = (8, 0)m s
−1 and a kine-
matic heat flux at the surface w′Θ′
• Initial condition temperature profile is constant below 800m above an inversion
layer of strength 0.01Km−1 to limit the vertical growth of the atmospheric
boundary layer
In the following numerical simulations the dynamic Smagorinsky subgrid-scale model
is used for calculating the effect of small scales on the simulated resolved scales.
Unstable test case For simulation of the unstable stratified conditions the surface
heat flux is set to w′Θ′ = 0.1Km s−1. The simulation runs for 4 hours and only the
last hour is taken for statistical analyses. After a short period of time the turbulent
atmospheric boundary begins to rise. So called Rayleigh-Bénard convection (Stull
1988) in modified structure occurs. The classical cells are deformed due to the strong
horizontal wind speed. The main flow direction is from left/west to right/east. This
is seen in Fig. 3.7 and 3.8 at three different time periods for two different heights
in the ABL. Turbulent mixing developed from the bottom and increased in height
with proceeding simulation time. First, very small structures occurred in the x - y
plane at 100m above ground level and then increased in time. It took some time
until the turbulent heat plumes reached higher altitudes. The turbulent boundary
layer grow until it reached the inversion layer. Inside this turbulent atmospheric
boundary layer enhanced turbulent mixing is evident. Fig. 3.9 depicts the turbu-
lent behaviour of potential temperature (left) in the mixed ABL and in the stable
inversion layer above. The vertical distribution of the local averaged Smagorinsky
coefficient emphasizes the highly varying coefficient.
Statistical values of the subgrid-scale parameters from simulations of Kleissl et al.
(2006) are shown in Fig. 3.10. The values are averaged over the last hour of 4 hour
run. Fig. 3.10 showed a decreasing Smagorinsky coefficient of both scale-invariant
and scale-dependent versions near the surface, because of decreasing eddy size as
described above in Sec. 3.1. The hope that the determination of the dynamic
Smagorinsky coefficient reflect physical phenomena more than a statistical value
is the aim of this method. This behaviour is documented by some literature e.g.
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Figure 3.7: Potential temperature (left panel) and vertical velocity (right panel) on
horizontal x - y planes at 100m above ground level at three different
time steps. Top: After 10min; Middle: After 30min; Bottom: After
180min.
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Figure 3.8: Potential temperature (left panel) and vertical velocity (right panel) on
horizontal x - y planes at 600m above ground level at three different
time steps. Top: After 10min; Middle: After 30min; Bottom: After
180min.
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Figure 3.9: Vertical y - z planes in cross flow direction trough the center of the do-
main after 180min simulation time. Left panel: Potential temperature;
Right panel: Volume averaged dynamic Smagorinsky coefficient.
Porté-Agel et al. (2000), Anderson et al. (2007), Wan et al. (2007), Bou-Zeid et al.
(2005). Furthermore, in the stable inversion layer above the well mixed convective
ABL the coefficient decreases, too. In the scale-invariant version, the coefficient
reaches values of about 0.12 instead of slightly higher values Cs = 0.16 for the scale-
dependent approach. Fig. 3.10 illustrates that in stable regions and near the surface
the scale-dependence parameter β, here symbolized as the ratio of both Smagorinsky
coefficients, becomes 6= 1. This leads to scale-dependent regions. Its value is small
at the bottom surface and increases up to 1 further away from the surface. It can
also reach values of ≥ 1.
Results of simulating convective ABL are shown as horizontal x - y planes in Fig.
3.7 and 3.8 and additional statistical results are shown in Fig. 3.11. In compari-
son to Kleissl et al. (2006) and their results shown in Fig. 3.10, the subgrid-scale
coefficients show the same behaviour with increasing values in the mixed ABL. The
scale-invariant Cs reaches values of about 0.13 at its maximum and decreases in the
inversion layer to 0.03. The same behaviour but slightly larger values develop in the
scale-dependent Smagorinsky subgrid-scale model. In the stable inversion layer, Cs
is around 0.05 and 0.17 for the mixed ABL. The scale-dependence parameter β in
ASAM model increased very fast from values of about 0.6 near the surface to almost
1 at 100m. From there the value is almost constant except for a small drop near
the inversion layer. Results by Kleissl et al. (2006) show this drop too.
The probability density function (PDF) of the dynamic Smagorinsky coefficient
in Fig. 3.12 illustrate their distribution in all cells below 1000m in the convective
boundary layer (red columns) or above (blue columns). A maximum probability is
clearly seen around the mean value of Cs = 0.16 for the convective boundary layer.
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Figure 3.10: Vertical profiles of the Smagorinsky coefficient (left panel) and the
scale-dependence parameter β (right panel) averaged over 1 hour of
an unstable LES. Dot-dashed lines depict results of a simulation us-
ing the scale-invariant version and solid thin lines represent results of
a simulation using a scale-dependent version of dynamic Smagorinsky
subgrid-scale model. Simulations and figures from Kleissl et al. (2006).





































Figure 3.11: Vertical profiles of the Smagorinsky coefficient (left panel) and the scale-
dependence parameter β (right panel) averaged over 1 hour of an un-
stable LES. Blue lines depict results of an ASAM simulation using the
scale-invariant version and green lines represent results of an ASAM
simulation using a scale-dependent version of dynamic Smagorinsky
subgrid-scale model.
42
3.3. APPLICATIONS TO METEOROLOGICAL SITUATIONS














below z = 1000 m
above z = 1000 m
Figure 3.12: PDF of the Smagorinsky coefficient obtained from scale-dependent dy-
namic model. All cells of the ASAM simulation domain after 4 hours
simulation time are taken. Red columns: Cells in the convective bound-
ary layer below 1000m; Blue columns: Cells in the stable region above
1000m.
Further away the probability decreases on both sides. The decrease to larger values
is more steeper than to lower ones. Because of accepting small negative values, an
increase the of slightly negative coefficients are displayed. The larger probability at
−0.05 is an effect of clipping. Values lower than −0.05 are replaced by the bound
value. A similar behaviour is seen for the inversion layer above. Although due
to a stable stratified flow configuration significant lower coefficients are computed.
Maximum probability values are around Cs = 0.05. A significant larger amount of
negative Smagorinsky coefficients than in the convective layer are observed.
Another simulation by Anderson et al. (2007) supports ASAM results for subgrid-
scale modelling. They use almost the same configuration except for a coarser grid
spacing and steady neutral conditions without heat flux forcing. Their results are
shown in Fig. 3.13 and again the Smagorinsky coefficient smoothly increases with
height and becomes almost scale-invariant outside the surface layer. In Figure 3.13
four different dynamic Smagorinsky subgrid-scale models are shown. The differences
are scale-invariant and scale-dependent, and planar and local averaged. The scale-
dependence parameter β is shown in the right part of Fig. 3.13 and, in addition
describes an increasing behaviour with increasing distance from the surface up to 1.
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Figure 3.13: Vertical profiles of the Smagorinsky coefficient (left panel) and the scale-
dependence parameter β (right panel) dynamically obtained from simu-
lations with the scale-invariant or scale-dependent subgrid-scale model.
PAD-SM (red-solid line): Planar averaged scale-invariant model; LAD-
SM (blue-dashed line): Local averaged scale-invariant model; PASDD-
SM (red-dotted line): Planar averaged scale-dependent model; LASDD-
SM (light blue dotted-dash line): Local averaged scale-dependent
model. Simulations and figures from Anderson et al. (2007).
Transition from unstable to stable in diurnal cycle test case Furthermore Kleissl
et al. (2006) show the advantages of the scale-dependent model during stable condi-
tions by cooling the surface. With the diurnal evolution of the ABL a closer look at
the transition time between unstable and stable conditions and vice versa is done.
Therefore the same initial and boundary conditions as introduced above are used.
The model configuration does not change, too. Except for the surface heat flux
change over time according to the measured heat flux from the HATS experiment
shown in Fig. 3.14. Starting with a positive heat flux of w′Θ′ = 0.1Km s−1 to
develop a convective boundary layer before a strong decrease of heat flux occurs in
the evening. During the night only moderately low negative heat fluxes produces a
stable nocturnal boundary layer. A sine function symbolize the sun rise and a new
convective boundary layer develops.
The dynamically developed Smagorinsky coefficient is a function of space and time
and strongly affected by the stability and shear of an ABL. Model results from
Kumar et al. (2006) and Kleissl et al. (2006) were shown in Fig. 3.15 using their
scale-dependent subgrid-scale model. The diurnal cycle begins with a well mixed
ABL up to 1 km height until 19:00 with an Cs value of about 0.15. After the sunset
the coefficient decreases in the stable nocturnal regime. Smaller values are near
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Figure 3.14: Measured diurnal cycle of surface heat flux from HATS experiment
(solid line) and smoothed LES surface heat flux boundary condition
(dashed line). Figure from Kumar et al. (2006).
the surface region and in the overlaying inversion layer. During the morning tran-
sition it changes rapidly to a well mixed convective ABL with an increasing Cs.
The bottom plot in Fig. 3.15 depicts results from ASAM under same conditions
of the ABL simulations. Both plots show nearly the same ABL structure and Cs
evolution. High values under convective regime and decreasing values by stabilizing
the ABL. Both boundary layer heights are shown by a relatively sharp gradient to
lower coefficients. Also the decreasing behaviour near the surface is comparable.
The growing of the stable boundary layer starting from the surface in the first half
of the night is illustrated by a strong decreasing Smagorinsky coefficient near the
surface. Compared to results from Kleissl et al. (2006) ASAM simulation showed a
more turbulent behaviour. In the residue of the convective boundary layer values
generated with ASAM decreased not as fast as those of Kleissl et al. (2006). Another
difference are the large near surface values at the beginning of convective boundary
layer growth. The longer the day lasts, the more this difference disappeared.
A positive side effect of the diurnal cycle is the development of a low level jet
(LLJ) during the stable nocturnal boundary layer. It appears during the night,
when a radiation inversion is formed near the ground and the surface friction does
not affect the wind levels above the top of this inversion layer. It reach its maxi-
mum towards sunrise. In this simulation due to the cooling effect at the ground a
surface inversion layer is developed (cf. 3.16) and decouple the overlaying wind field
from the surface layer. On top of the inversion the wind field speeds up. Fig. 3.16
depicts the evolution of the nocturnal surface inversion layer and the development
of a resulting LLJ. If the subgrid-scale model is too diffusive, no surface inversion
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Figure 3.15: Diurnal evolution of vertical profiles of the dynamic Smagorinsky coef-
ficient Cs averaged in horizontal directions of the scale-dependent dy-
namic subgrid-scale model simulation. Red color show high magnitude
and blue color lower magnitudes of Cs. Top: Simulation and figure
from Kleissl et al. (2006). Bottom: ASAM simulation result.
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Figure 3.16: Potential temperature (left panel) and horizontal wind speed (right
panel) profile evolution during nocturnal section of the diurnal cycle
simulation with ASAM.
layer is formed. On the other hand lower diffusive character yield to larger cooling
effects of the surface but not the overlaying air layers.
The ASAM model and especially the subgrid-scale parametrization is able to gen-
erate such a meteorological phenomena.
Data from the HATS experiment are shown in Fig. 3.17 and emphasize both
probabilities and represent a summary of this section (cf. Fig. 3.18). Kleissl et al.
(2003) indicate that the parameter Cs is reduced near the ground, and by analysing
different stabilities, Cs also decreases rapidly with increasing stability in stable at-
mospheric conditions. L symbolizes the Obukhov length and indicates a stability
parameter in accordance to ∆/L.
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Figure 3.17: Left panel: Contour plot of the PDF from Cs over ∆/L. The solid
line is an empirical fit and the dashed line shows C2s = 0. Right panel:
Smagorinsky coefficient Cs as a function of ∆/L and ∆/z. Symbols
represent results of experimental data at different heights (from ∆/z =
8.6 to ∆/z = 0.7). Lines represent empirical fit functions. Results and
figures from Kleissl et al. (2003).
• C2s decreases from values fluctuating around 0.015 in neutral condi-
tions (∆/L ≈ 0) to smaller values for increasing stability ∆/L > 0.
• Results to Cs = 0.12 in neutral conditions.
• The parameter is very sensitive to stability in the slightly stable region
between 0 < ∆/L < 0.5.
• For unstable conditions ∆/L < 0, there is a significant amount of
negative C2s . These events are called backscatter events.
• Results to Cs = 0.04 in stable conditions.
• The solid line in the left part of Fig. 3.17 shows an average approxi-
mation for C2s over the data.
• For all stabilities (see right plot of Fig. 3.17), the Cs values at small
distance to the wall (large ∆/z, e.g. green line) tend to fall below
those for larger distance to a wall (low ∆/z, e.g. black line).
Figure 3.18: Summary of the dynamic obtained Smagorinsky coefficient properties
during numerical ABL simulations.
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3.3.2 Flow over periodic sinusoidal hill
Wan et al. (2007) investigated a Large-eddy simulation of neutral turbulent bound-
ary layer flow over a rough two-dimensional sinusoidal hill. The results are compared
with turbulence statistics obtained from experiments conducted in the meteorolog-
ical wind tunnel of the AES (Atmospheric Environment Service, Canada). The
scale-dependent dynamic model is able to capture scale dependence of the dynamic
coefficient associated with different regions of strong mean shear or flow anisotropy.
Following the configuration of Wan et al. (2007), which allows comparing the simu-
lation to wind-tunnel experiments.
• Domain corresponds to the space above two sinusoidal waves.
• Domain size after normalization with elevation height Lz = 194mm is 2π ×
π × π.
• 803 uniformly spaced grid points.
• Free stream wind velocity is set to U0 = 10m s
−1.
As expected the dynamically calculated Smagorinsky coefficient shown in Fig. 3.19,
decreases with decreasing distance to the surface in order to account for the reduction
in the characteristic length of turbulence near the surface at any given horizontal
position. Furthermore, with same distance to the surface the coefficient is smaller
near the crest of the hill where the flow undergoes strong straining (Wan et al. 2007).
Otherwise the Cs is larger in the downwind of the crest, where recirculating regions
in the detached flow appear. ASAM simulation show a good agreement with Cs
properties obtained at the periodic hill simulation.
49


















Figure 3.19: Smagorinsky coefficients over a periodic hill. Results are averaged over
time and in spanwise direction. Left panel: Lagrangian scale-invariant
model of simulations from Wan et al. (2007); Right panel: ASAM sim-
ulation results of scale-invariant dynamic Smagorinsky subgrid-scale
model.
50
4 Generation of turbulent inflow
conditions
High resolution regional weather forecast rely on boundary data usually obtained
from a model run with a coarser resolution on a larger domain. Subgrid-scale infor-
mation from this coarser model should be used to provide additional information of
the unresolved motion to the boundary data. Such procedures are known as turbu-
lent inflow conditions.
This chapter starts with the necessity and use of turbulent inflow conditions in Sec.
4.1. A detailed description of the synthetic turbulent inflow generation method is
given in Sec. 4.2. Their implementation is described in Sec. 4.3 before the chapter
closes in Sec. 4.4 with some simulation results of a 2D domain.
4.1 The necessity of turbulent inflow
To obtain spatially high resolution regional weather forecasts, nesting procedures are
applied. A series of simulations with increasing resolution is performed on smaller
domains. The increased resolution provides better results for areas of interest. At
every boundary of the subsequent model domain, data from the coarser simulation
are available and is interpolated in time and space down to the required higher
resolution. Micro-scale processes like surface-atmosphere interaction or stratifica-
tion effects with low-level jet development in high resolution models are affected by
meso-scale phenomena. Information about these meso-scale phenomena like frontal
passages or low pressure advection is required at the outer boundaries of the nested
high resolution domain.
Many DNS or LES simulations of turbulent flow use periodic boundary condi-
tions, where the computational domain is assumed to be one repeated unit of the
whole urban geometry (Xie and Castro 2009, Keating and Piomelli 2004). The use
of periodic boundary conditions circumvents the need of turbulent inflow condi-
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tions in atmospheric flow. For several simulations periodic boundary conditions are
not applicable. Simulations of spatially inhomogeneous flow over complex geometry
cannot use periodic boundaries and therefore require information about the flow
variable at the inflow boundaries. Here the chosen boundary data (dependence of
time and space) determine essentially the turbulence spectra of the flow in regions
of interest. Therefore variables at the inflow boundary has to vary with the right
correlation in time and space. The inflow data has to be sufficiently ”turbulent”.
Britter and Hanna (2003) pointed out that without fluctuating inflow computa-
tional fluid dynamics (e.g. RANS) can sometimes produce reasonable qualitative
results for mean flows, but the performance, when compared with laboratory or
field experiments is often inadequate. The simulated flow field is not turbulent
enough compared to the real experimental data. However for adequate prediction
of processes like the unsteady dispersion of pollutants appropriate turbulent flow
conditions are necessary. For example simulating the effect of separating eddies and
unsteady flow reversals in urban areas. Turbulent disturbances of the inflow can
push this process. A turbulent wind field is important for the accuracy of numerical
modelling of gas dispersion though a complex geometry.
A first idea for turbulent inflow conditions was to add white noise to a constant
inflow boundary profile. Chow and Street (2009) found in their work that the flow
become not fully turbulent over a short length of the domain. These non-physical
small-scale eddies dissipate very fast. Pera and Gebhart (1971) show that high
frequency instabilities are damped, and low frequency instabilities are those that
develop into turbulence. A more satisfactory approach use turbulent data from a
separate calculation of dimensions equal to or larger than the integral length scale of
the flow. Here the additional calculation were performed without complex geometry
and thus periodic boundary conditions can be used. Adversely, for this approach
extra simulations and additional storage space are necessary (Arnal and Friedrich
1993, Voke and Yang 1995).
A method of synthetic turbulence generation can close this gap and will be pre-
sented within this chapter. This method introduce realistic length scales, which
are more suitable than uncorrelated random noise, even through requires fairly long
development zone before realistic turbulence is established (Keating and Piomelli
2004). A big advantage is that the modeller is able to choose characteristics of the
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generating inflow such as intensity or the length scale of the fluctuating part. Such
information is delivered from subgrid-scale information provided from the coarser
simulation as turbulent kinetic energy (TKE) or further turbulence intensities. The
main difficulty in generating inflow boundary conditions for LES is that it is neces-
sary to reconstruct an unsteady, three-dimensional velocity field with almost realistic
turbulent eddies from limited information (e.g. mean velocity profiles and some com-
ponents of the subgrid-scale stress) provided by the experiment or further RANS
models (Keating and Piomelli 2004).
4.2 Synthetic turbulent inflow generation method
The method of generating inflow turbulence as introduced by Lee et al. (1992) is
used to provide a three-dimensional, turbulent synthetic velocity field at the inflow
boundary layer. The turbulent motion is considered in terms of different scaled
eddies, where a superposition results in a turbulent field. Turbulent structures
in time series are often analysed by decomposition onto a basic set of harmonic
functions (Fourier analysis). In reverse, velocity fluctuations are created using the
superposition of sinusoidal and cosinusoidal modes with random phase and wave
coefficients. Synthesized turbulent fluctuations are generated at the two-dimensional
inflow planes and added to the mean flow profile. The added fluctuations consist of
a described length scale and a pre-defined energy spectrum. This energy spectrum
is described by the amplitude of the fluctuations as a function of wave numbers or
frequency.
The inflow velocity vector u = ū + u′ is defined as sum of a mean value ū and a
fluctuating part u′. For an overview this method will be explained based on a two-
dimensional flow with main flow direction in x1-direction and zero mean value in
cross flow x2-direction. Assuming a fluctuating velocity component u1 in x1-direction
at the inflow boundary layer (x1 = 0) as follows:





2 + ω1,nt+∆φ1,n] (4.1)
where
x∗2 = 2πx2/Linlet
is a spatial cross flow coordinate normalized by the length of inflow boundary in this
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direction. Furthermore xi are Cartesian coordinates, t the time, and k1,n and ω1,n are
wave numbers and frequencies in x1-direction. E1,n are amplitudes and ∆φ1,n phase
shifts of the harmonic sine function. The phase shift term ∆φ1,n in Eq. 4.1 yields to
a more turbulent behaviour of the flow and different positive or negative orientation
of fluctuation relative to the mean velocity at every single mode. The phase shift
is realized by a random number. Thereby the sine phases of different modes are
randomly shifted and differ in their orientation. In order to produce different sized
eddies, a sum over n, where N is the maximum number of different modes is used.
Varying the different coefficients by using statistics from measurements and some
random processes as a function of time, the result will be a synthetic random field
that evolves in a manner which can be controlled precisely (Tabor and Baba-Ahmadi
2010). The whole spectrum of turbulence in the atmosphere consists of eddy sizes
from about 1 − 3 km (boundary layer height) down to the scale of dissipation in the
1mm range. Exceptions are large-scale waves like atmospheric lows or planetary
circulation waves. Theoretically the wave numbers and frequencies have to range
from this upper edge to the lower edge, the dissipation range, to generate all scales
of fluctuating momentum. The size and resolution of the simulated domain limits
the size range of eddy generation. For a LES simulation the chosen wave numbers
and frequencies have a lower limit of eddy size determined by the grid resolution.
The amplitude E1,n represents the strength of fluctuation. It tunes the turbulent
energy for every mode n. In relation to real turbulence, the amplitude is given from
the amount of an energy spectrum and their associated frequency. To describe this
amplitude E1,n(ω1,n), Lee et al. (1992) investigate an approximation








where ω0 is the frequency with peak energy. Additional forms of approximation can
be found in Tutar et al. (2007). At the inflow boundary layer the selectable range
of maximum turbulent energy can be selected with ω0.
The main idea is to generate a turbulent wind field by setting up the wind-speed at
every single cell. Furthermore it is important for every cell to adjust all the neighbour
cells at the inflow boundary for a divergence-free wind field. The method generates
idealized circles of different size over the inflow domain and with progressing time
also in 3D. By generating a big eddy, a large number of cells have to be connected.









2 + ω2,nt +∆φ2,n] (4.3)
At least the different coefficients k1,n, k2,n and ω1,n, ω2,n have to be linked to get
correct cross-correlation properties. In an idealized circle, u′1-velocity fluctuations
reach their maximum where the u′2-velocity fluctuation vanishes (cf. 4.2). From a
harmonic point of view, u′2-velocity fluctuation have a phase shift of π/2 to develop
homogeneous turbulence in the horizontal directions. That is realized by the cosine
function in Eq. 4.5.
In field experiments it is difficult to get an instantaneous snapshot of the boundary
layer turbulence with all the existing eddies. Instead one observe eddies in the
boundary layer at one point over a long period of time. The mean flow transports
the eddy past an observing point, presupposed that the fundamental properties of
the eddy remain unchanged (Stull 1988). One assume that turbulence is frozen in
time. This is called the frozen Taylor Hypothesis. If an eddy with the diameter d
is advected with the mean wind speed Uc, the time period of the passing eddy is
T = d/Uc. The correct correlation between k1,n, k2,n and ω1,n, ω2,n is also motivated
by the Taylor Hypothesis of turbulence. The advected frequency ω1,n of an eddy
with the diameter as wave length d = 1/k1,n is calculated by
ωi,n = ki,n · Uc, i = 1, 2 . (4.4)
Here Uc is the mean flow velocity and k1,n the wave number.
This synthetic turbulent inflow generation method forms eddies, which are only
situated in horizontal direction. The vorticity at the inlet has an amount in x3-
direction but is zero in both horizontal directions.
4.3 Implementation
Temporal varying inflow conditions are important for setup of many atmospheric
simulations. Currently no variation in time is existent in the ASAM code. The
synthetic generating inflow approach by Lee et al. (1992) is modified during the
implementation in the model ASAM.
Inflow boundary conditions can be set on all boundary layers (north, south, east,
west). The first layer of cells at the inflow boundary is perturbed. Fluctuations can
55
CHAPTER 4. GENERATION OF TURBULENT INFLOW CONDITIONS
be made on all three velocity components in three different routines, respectively.
During every time step these routines develop a new velocity value for the inflow
plane and overwrite the existing velocity therein. The inflow boundary plane in-
terchange with their neighbours and fluctuating momentum is transferred into the
domain.
At the beginning of a simulation in a pre-defined frequency range N randomly dis-
tributed frequencies ω1,n are generated and connected to their associated modes n.
These different frequencies belongs to different eddy sizes. The frequency range de-
pends on the resolution and further simulation setup. For isotropic formulation of
the fluctuation the frequency and wave number at every mode have to be linked.
Taylor’s ”frozen turbulence” Hypothesis describes the assumption, that advection
of turbulent circulations passing a fixed point is imposed by the mean flow (Stull
1988).





E1,n [sin(2πk1,n · x2/Linlet +∆φ1,n) · cos(2πω1,n · t)] (4.5)
A sine function describes the fluctuating part of the velocity component along the
inflow plane (here x2 axes) depending on the position of the horizontal inflow cell
(cf. blue color in Fig. 4.1). This variation in space (blue color) according to the
rectangular coordinate of the inflow cell is steady in time. A cosine function is mul-
tiplied to realize the variation in time (red color).
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Figure 4.1: Schematic of the synthetic turbulent inflow generation method.
The advected turbulence moving into the domain should be the same in per-
pendicular direction. For that reason both horizontal velocity components are not
independent. They are connected with a π/2 phase shift. This method performs
horizontal eddies in different size and strength which are advected with the mean
flow velocity trough the array.
Depending on the frequency range the intensity of this mode can be imposed by the
associated amplitude. In a default case every mode contains the same amount of
energy.
Inflow conditions on two rectangular inflow boundary planes with an angular main
inflow wind direction are taken into account. An additional transformation of the
incoming pseudo wind field is implemented due to horizontal rotation. This is im-
posed trough a coordinate transformation by the main inflow wind direction. A
trivial simulation gives a former understanding.
4.4 2D simulation results
Simple Test Simulation The synthetic inflow condition approach is initially tested
on a simple 2D domain with in-/outflow boundary conditions in streamwise direc-
tion and periodic conditions in the cross flow direction. The simulation domain in
2D is 500m in streamwise direction (x1) and 350m perpendicular to the main flow
direction (x2). This test simulation describe the main principle of the turbulence
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generating method. There is a ū1 = 10m s
−1 mean flow in x1-direction and a mean
value of ū2 = 0m s
−1 in cross flow direction. For additional simplicity and better
understanding the inlet setup of only one mode (n = N = 1, one eddy size) with
amplitude E1,n = 1 is chosen. The standard Smagorinsky subgrid-scale model is
used for the representation of the unresolved motion.
A snapshot of this simulation is illustrated in Fig. 4.2 and depict the u1-velocity
component after 100 s. The amount of streamwise velocity component consist of
10m s−1 mean wind and a turbulent fluctuating part, which oscillate between −1
and 1ms−1. The wave number related to the x2 dimension is set to k1,n = 4.
One period consists of two counter-rotating eddies. In this simplified simulation
4 periods are counted in x2-direction. The counter-rotating eddies do not interact
with each other thus were relatively steady only advected with mean flow. The
right part of Fig. 4.2 depicts streamlines of the velocity vector field u (black lines)
and of the velocity fluctuation vector u′ (colored lines). The color represent the
velocity fluctuation in main flow direction u′1. The perturbation of the u flow field is
relatively moderate and thus nearly straight streamlines (black) appear. In addition
streamlines of the velocity fluctuation field (colored), calculated by subtracting the
mean flow, symbolize the generated eddies. Depending on the starting location of
the streamlines smaller or greater circles around the center of an eddy appear. In the
bottom part of Fig. 4.2 a small section of the simulated domain is illustrated with a
vector plot of the horizontal fluctuations. This vector plot images rotating eddies and
show, that the u′1 component reaches its maximum where u
′
2 component vanished
and vice versa. Vectors with maximum fluctuation magnitude in x1-direction have
zero fluctuation magnitude in x2-direction.
By using a large number of modes and the superposition of different eddy sizes a
more turbulent wind field is reached.
Complex Simulation The section above describes the synthetically generated wind
field for a simple setup. To investigate a more realistic wind field, more complex inlet
boundary conditions have to be used. The mean value in main flow direction is again
ū1 = 10m s
−1 and in cross flow direction ū2 = 0m s
−1. Instead of one eddy size now
100 different eddy sizes (N = 100) were generated. The simulation domain in 2D is
1000m in streamwise direction (x1) and 350m perpendicular to the main flow direc-
tion (x2). The large domain is chosen to get an opinion on how the turbulent inlet
conditions form a turbulent wind field in time and space. The standard Smagorinsky
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Figure 4.2: 2D ASAM simulation domain with turbulent inflow (n = N = 1, one
eddy size). The inflow boundary is on the left face of the simulation
domain. Top left panel: u1-velocity component. Top right panel: Black
lines symbolize streamlines calculated from the velocity field u and col-
ored lines are streamlines calculated from the fluctuation velocity field
u′. The color represent u′1 velocity fluctuation. Bottom: Small section
vector plot of the 2D velocity field of the ASAM simulation domain. The
arrows show the counter-rotating eddies. The vector color symbolize the
absolute horizontal velocity fluctuation.
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Figure 4.3: 2D ASAM simulation domain with turbulent inflow (N = 100, 100
eddy sizes) after 700 s with the u1-velocity component (top) and the
u2-velocity component (bottom).
subgrid-scale model is again used for the representation of the unresolved motion.
The range of wave numbers (k1,n) varies from 0.6 to 47.6 related to the x2 dimension
(350m). This leads to SI wave numbers of 1.7 × 10−3 − 1.36 × 10−1m−1 and asso-
ciated frequencies of 1.7 × 10−2 − 1.36 s−1. An uniform amplitude for every mode
is imposed (E1,n = const) and is related to a homogeneous energy distribution for
implemented eddies.
Fig. 4.3 depicts the 2D simulation domain. The left face is the inflow boundary
and the right face the outflow boundary related to in-/outflow boundary conditions
in streamwise direction. Periodic boundary conditions are imposed perpendicular
to the main flow direction. The superposition of 100 different eddy sizes generates
a more inhomogeneous wind field, where individual eddies cannot be identified any
more. Fig. 4.3 shows more small-scale eddies in the first quarter of the simulation
domain than at the end, where only bigger eddies exists. This shows explicitly the
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Figure 4.4: 2D ASAM simulation domain with turbulent inflow (N = 100, 100 eddy
sizes) after 700 s with a passive tracer gas plume emitted at x1 = 60m,
x2 = 225m (top). Instantaneous view (bottom gray-scale) of a tracer
gas plume in turbulent channel flow from Roberts and Webster (2002).
diffusive effect of the LES. Smaller eddies dissipate by utilization of the subgrid-scale
model (here standard Smagorinsky subgrid-scale model).
To illustrate flow complexity, the dispersion of a passive tracer emitted from a point
source in the first quarter of the domain is shown at top part of Fig. 4.4. Although
this ASAM simulation is only two dimensional, the dispersion plume shows a com-
plex behaviour imposed trough a turbulent wind field. For comparison a snapshot
of a real tracer plume from the literature is shown at the bottom part (gray-scale)
in Fig. 4.4. This is a channel flow experiment of Roberts and Webster (2002) with
high Reynolds number flow. Their plume shows complex turbulent behaviour as
well. Both plumes look somewhat similar. No further quantitative comparison on
this literature case is done here.
A time series of the u1-velocity component for two different locations in the ASAM
domain is shown in Fig. 4.5. Turbulent fluctuations reach maxima of approxi-
mately 2 − 3m s−1 in both positive and negative directions. The temporal resolu-
tion is 0.05 s. The green line shows the imposed u1-velocity component at the inflow
boundary layer and the blue line symbolizes the same velocity component at the
end of the domain. The velocity component at the end of the ASAM domain is still
perturbed with fluctuations, but without the largest small-scale fluctuation peaks.
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location: x1 = 0 m
location: x1 = 1000 m
Figure 4.5: Time series of u1-velocity component at inflow boundary location (green
line) and 1000m downstream from the inflow boundary (blue line) with
a time range 800 s.
With Fourier analysis of the wind speed component, the arrangement of energy over
frequency space is presented. In the right part of Fig. 4.6 spectra of different lo-
cations are shown. The spectra illustrate how the ASAM model with the standard
Smagorinsky subgrid-scale parametrization works with the imposed turbulent ki-
netic energy imposed at the inflow boundary. The imposed energy is well detected
through a frequency range of 2 × 10−2 − 1 s−1. It shows a almost homogeneous
energy distribution over the imposed frequencies but decrease rapidly outside this
range. The high frequency part of the imposed turbulence in a range of very small
scales reach the limit of the mesh resolution of the simulation domain. The coarse
grid is not able to resolve these high-frequent fluctuations. For this reason the high
frequency modes vanished extremely fast after a short distance in the flow (green
line in Fig. 4.6). At longer distance from the inlet more and more small scale energy
(modes) diffuse.
The probability density function (PDF) of lateral deviation of horizontal wind di-
rection at the inflow location (red columns) seen in the left part of Fig. 4.6 shows an
almost symmetric Gaussian form. Further downstream (x1 = 1000m, blue columns)
the PDF is smoothed but retain their general behaviour. The probability of small
deviation values decrease slightly and larger deviations increase.
By simulating a 3D domain, turbulent inflow conditions develop a more complex
turbulent flow field. Furthermore, using a real energy spectrum as an input param-
eter instead of homogeneous amplitudes at every mode, form an improved realistic
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location: x1 = 70 m
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Figure 4.6: Left panel: PDF of lateral deviation of the horizontal wind speed at
inflow boundary location (red columns) and 1000m downstream from
the inflow boundary (blue column) in the 2D flow simulation. Right
panel: Energy spectra at different locations in the flow. Blue line: Inflow
location; Green line: Location 70m downstream; Red line: Location
500m downstream; Turquoise line: Location 1000m downstream.
wind field.
This new method is adopted to a three-dimensional simulation in an urban-like en-
vironment. There, a measured background mean wind profile ū is perturbed and
added with turbulent behaviour.
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5 Mock Urban Setting Test
Experiment (MUST)
Unfortunately, the incident of September 11 2001 has a ”positive” impact on re-
search in urban modelling. Since the increase in terrorist incidents in urban envi-
ronments the interest in understanding and predicting micro-scale meteorological
flows in built up areas became more important. Improvements are very important
for the assessment of possible health damage caused by air pollution due to activist
attacks (Arnfield 2003, Souch and Grimmond 2006). The study of additional air
pollution in cities due to toxic materials from traffic sources falls within the field
of micro-scale dispersion too, which highly depend on complex localized flows (Gif-
ford and Hanna 1973, Aristodemou et al. 2009). A large amount of people live in
cities and there is a large interest in accurate micro-scale weather forecast and urban
climate for their city region. In regional weather models the urban environmental
impact cannot be derived explicitly due to the lack of resolution.
This chapter starts in Sec. 5.1 with an introduction of micro-scale simulation within
urban geometries. A description of urban flow properties leads to a near full-scale
experiment. The Mock Urban Setting Test (MUST) experiment is presented in Sec.
5.2 and their simulation in a wind tunnel scale followed in Sec. 5.3. A detailed
discussion and evaluation study of this field campaign with the model ASAM is
confirmed in Sec. 5.4. After presenting two modelled ASAM simulation cases the
chapter is closed with a short summary.
5.1 Micro-scale urban simulation
A scheme to represent the urban impact of buildings on surrounding flow in meso-
scale atmospheric models was introduced by Martilli et al. (2002). In his work they
do not resolve the building explicitly. For compensation an averaged influence from
buildings is set to mean meteorological values. This parametrization represents the
effect of urban terrain to the resolved larger scales. With increasing computing
65
CHAPTER 5. MOCK URBAN SETTING TEST EXPERIMENT (MUST)
power over the last decades, LES is gaining acceptance as a computational tool
to study the physics of turbulent flows. Significant advancement in computational
capabilities led to the application of DNS and LES for turbulent flows with in-
creasing complexity. Today building resolved simulations (resolution in the order of
0.5−10m) compute micro-scale structures in complex geometry and can ultimately
deliver tuning results for parametrizations in weather forecast models. Therefore in-
dividual street canyons, places or district with representative skyscrapers are taken
to describe the interaction between urban areas and the atmospheric flow (Arnfield
2003, Souch and Grimmond 2006).
For considering urban impact on meteorological flow fields is very important for the
accuracy of an LES to resolve individual buildings, predict wind pathways through
such complex terrains (Milliez and Carissimo 2007), and make therewith a precise
and detailed prediction of the urban wind and turbulence conditions. The important
point is a reasonable fine resolution of the model domain to represent the obstacles in
the flow. Already the flow around a single surface mounted cube is rather complex
with various separation regions and reattachments, horse-shoe vortices wrapping
around the cube as well as vortex shedding from the side walls and generally un-
steady behaviour dominated by larger flow structures (Stösser et al. 2003). Only
many extra simulations of the urban interaction with the surrounding atmosphere
improve the knowledge of the physical flow behaviour. Turbulent flow structures
maintain the formation and detachment of small eddies at the edge of a building
site. A lot of dispersion take place in the wake interference flow regime downwind the
building. With decreasing space between buildings, the roughness elements become
close enough so that the wake behind an obstacle starts to interfere with that of
the downstream obstacle, leading to a complicated flow pattern (Chen et al. 2011).
This complex flow is needed to predict dispersion patterns through street canyons.
To realize the interaction of individual buildings to nearby buildings, it is important
to resolve most of these energy carrying eddy-structures like street canyon vortex
occur in the down wind zone of buildings. Some of these structure are shown and
described in Moussiopoulos et al. (2003), Baik et al. (2000), Xie et al. (2005). Addi-
tional activities are aimed for computing the pathways of dispersion plumes. In such
complex areas, traditional methods of predicting pollutant transport and diffusion,
such as Gaussian plume modelling fail due to critical assumptions e.g. complex
morphology disruption flows are not met.
It is essential to get authentic results from LES simulation in urban areas to make
a realistic guess about the pathway and the dispersion of toxic plumes. However,
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for critical situations, almost exact forecast results are required. The comparison to
measurement data is important to validate the accuracy of these micro-scale LES
models . Therefore different model experiments are considered.
1© Wind tunnel: In a wind tunnel, the flow conditions are almost constant
which allows for good representation of such experiments, even by LES. This
probability is important for sensitivity studies. Experiments with only one
single building up to complex cities are conducted. In the European largest
boundary layer wind tunnel WOTAN in Hamburg more experimental infor-
mation of the measurement area of the Hannover test site or a more complex
geometry of Oklahoma City can be found in Schatzmann and Leitl (2002). In
connection to wind tunnel measurements it is required to reproduce these data
by using the same non-real wind tunnel scales in the model (Kastner-Klein and
Plate 1999).
2© Real scale experiments: Real scale dispersion measurements in complex
cities under real meteorological conditions. Implementation is challenging and
varying conditions make a validation formidable. A major drawback is that
complexity of the urban structure make it difficult to distinguish between gen-
eral impact of buildings from other complex phenomena (Milliez and Carissimo
2007). Additional information of releasing a tracer in an urban district could
be found in literature: Oklahoma City (Allwine 2004); Basel UrBan Boundary
Layer Experiment (BUBBLE) (Rotach et al. 2004; 2005) and Salt Lake City
(Allwine et al. 2002)
3© Naturally wind tunnel in near real scale: Unfortunately, getting mea-
surements wind field parameters or concentration levels in an urban city at
high resolution is almost impossible. Enough measurement points in an ur-
ban environment to describing the physics of the meteorological data fields
in the required resolution is unrealisable. To overcome this lack a reasonable
compromise between both wind tunnel and real city measurements naturally
wind tunnel experiments are required. A group of researchers conducted of
the Defence Thread Reduction Agency (DTRA) organized a near full scale ex-
periment in U.S. Army Dugway Proving Ground in the desert of Utah/USA.
Near-full scale obstacles were used in a steady meteorological environment to
generate validation data. The urban roughness is created by shipping contain-
ers in the Mock Urban Setting Test experiment (MUST) (Biltoft 2001a) or as
other bulk blocks (KIT FOX) experiment (Hanna and Chang 2001).
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Figure 5.1: Container array at MUST field campaign (Biltoft 2001a).
These experimental measurements provide realistic data for model validation. Fur-
ther more these basic measurement data sets allow model comparisons among each
other. The following sections concentrate on the MUST experiment as a reference
case.
5.2 Description of the experiment
The MUST experiment was designed by a research group of experimentalists and
modellers, to bring their special goals together. The aim of the study was to bridge
the gap between laboratory and full scale urban flow. It was designed to overcome
the scaling and measurement limitations of laboratory experiments and to charac-
terize difficulties of real urban settings. To account for the modelling requirement,
the container array is arranged in a regular form, so it easier to assign the geometry
to the computational mesh. The experiment setup was designed in order to produce
useful sets of meteorological validation data. In the dessert, homogeneous flow con-
ditions are found allowing for the repeat of gas release cases quite often, which is
impossible in a real city. The design of efficient measurement points and strategies
in real urban cities are another goal of this setup. The opportunity to change the
locations of measurement points are easy in contrast to real cities. This additional
knowledge is important for a replication of this experiment in real scale.
The experiment took place at the U.S. Army Dugway Proving Ground (DPG) in
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September of 2001. The test site is predominantly flat, with governing vegetation of
sparse grease wood and sagebrush with a height of approximately 1m. Other fea-
tures that may influence horizontal winds include sand dunes of about 5 m height at
1 km north, the Granite Mounting rising 700m above the basin floor 12 km to the
south-west, and the Cedar Mountains of about 600m heights 24 km to the north-
east. They built up an array of obstacles to produced a urban-scale roughness over
a 200 × 200m area and spacing between the container was chosen to established
a wake interference flow regime typical of urban settings. For roughness elements,
shipping containers are used to simulate an urban geometry with street canyons and
squares. 120 of these shipping containers were placed in a regular formation of 10
rows a 12 containers forming an approximately 200 × 200m array. Each container
is 12.2m long, 2.42m wide and 2.54m high (see Fig. 5.1).
This urban like configuration with dependency on the incoming flow leads to com-
plex flow configurations and there associated dispersion processes. To understand
these flow behaviour the meteorological data was sampled at a large number of lo-
cations, including four 6m towers which were distributed within the array, one in
each quadrant. The horizontal measurements done at 1.6m height and the towers
were used for getting vertical profiles. A 32m tower located in the geometrical cen-
ter of the domain served as a platform for meteorological profiles. The aim of this
setup was to analyse how the container guides the flow. Additional a large number
of photo-ionisation detectors measure the dispersion of tracer gas plumes. These
tracer experiments are a used tool to understand flow processes and increase physi-
cal understanding in dispersion processes in a heterogeneous environment. A tracer
gas (propylene) is released from different positions within or immediately outside
the container array. When releasing the gas, between continuous point source or a
series of puffs was distinguished. The MUST experiment includes a extensive mete-
orological documentation within and around the test site to characterize flow fields,
turbulence, temperature and momentum gradients and fluxes, and atmospheric sta-
bility (Biltoft 2001b). More than 20 hrs of continuous release dispersion and puff
data were distributed in 68 cases. Every case is characterized by mean meteorolog-
ical data and concentration measurements. One case lasts about 15min.
A good overview literature is proposed by Biltoft (2001b). The whole field exper-
imental data set is given by a report and data-DVD’s from Biltoft (2002). Addi-
tional information of meteorological parameter are provided and discussed in Don-
nelly et al. (2009), Milliez and Carissimo (2007). The MUST experiment and the
resulting dataset has been used extensively in the formulation and validation of
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computational fluid models, e.g. Milliez and Carissimo (2007) and Santiago and
Martilli (2007). An overview of the different trials are shown in Tab. 5.1 with there
source location type. The trials differ in starting time during the day and thereby
in atmospheric stability, calm or strong wind velocities and main wind direction.
Table 5.1: MUST cases from Biltoft (2001a). Grey-shaded cases (2681829 and
2682353) are chosen in this work. Here S4 is the mean velocity at south
tower upstream the array at z = 4m above ground level, α the main wind
direction, u∗ the friction velocity, Q the source release rate and (xs, ys, zs)
the location of the source.
# Date Time S4 α u∗ Q (xs, ys, zs)
[m s−1] [◦] [m s−1] [l min−1] [ m, m, m]
1 21-09-2001 0104 2.35 17 0.26 175 (24.19; 10.05; 0.15)
2 21-09-2001 0251 2.01 30 0.25 200 (24.19; -30.15; 0.15
3 24-09-2001 1852 3.06 -49 0.32 200 (39.51; 90.45; 0.15)
4 24-09-2001 1935 1.63 -48 0.08 200 (39.51; 90.45; 1.8)
5 24-09-2001 2034 2.69 -26 0.17 200 (24.19; 50.25; 1.8)
6 24-09-2001 2102 1.89 -10 0.16 200 (24.19; 30.15; 0.15)
7 24-09-2001 2151 2.30 36 0.35 200 (29.64; -30.15; 0.15)
8 24-09-2001 2213 2.68 30 0.35 200 (29.64; -30.15; 1.8)
9 24-09-2001 2235 2.32 36 0.26 200 (21.85; -30.15; 2.6)
10 24-09-2001 2304 2.56 17 0.25 200 (8.87; 0.00; 1.8)
11 25-09-2001 1830 7.93 -41 1.10 225 (8.87; 70.35; 1.8)
12 25-09-2001 1849 7.26 -50 0.76 225 (8.87; 70.35; 0.15)
13 25-09-2001 2151 3.89 -41 0.46 225 (14.32; 70.35; 1.8)
14 25-09-2001 2265 5.02 -42 0.66 225 (29.64; 90.45; 0.15)
15 25-09-2001 2321 4.55 -39 0.50 225 (31.85; 90.45; 2.6)
16 25-09-2001 2354 4.49 -47 0.44 225 (31.85; 50.25; 5.2)
17 26-09-2001 2055 3.34 39 0.36 225 (-24.00; -70.35; 1.3)
18 26-09-2001 2132 4.00 39 0.42 225 (-1.00; -90.45; 1.3)
19 26-09-2001 2158 2.98 43 0.39 225 (1.21; -90.34; 2.6)
20 26-09-2001 2224 2.63 26 0.35 225 (-1.00; -70.35; 1.3)
21 26-09-2001 2251 3.38 36 0.37 225 (-24.00; -70.35; 1.3)
5.3 Wind tunnel measurenments of MUST
The successful field experiment was the best motivation to repeat this experiment
in a wind tunnel. The European largest boundary layer wind tunnel WOTAN in
Hamburg was used to reproduce this field data for several cases. The wind tunnel
70
5.3. WIND TUNNEL MEASURENMENTS OF MUST
Figure 5.2: MUST experiments in the WOTAN wind tunnel Hamburg. Left panel:
Container array on a turntable, spires and roughness elements in the
background. Right panel: Typical setup arrangement of container and
measurement points in wind tunnel. Figures from Bezpalcova and Harms
(2005), Bezpalcova (2007).
at Hamburg University is 25m long and provide a 18m long test section. The cross
section measures 4m in width and up to 3.25m in height. Spires and roughness
elements were used to develop boundary layer in the scale 1 : 75. Every container is
17 cm long, 3.2 cm wide and 3.4 cm in height. The exact position of every edge of the
container are marked by GPS and thus transferred exactly onto wind tunnel scale.
The container array are placed on a round plate (see left part of Fig. 5.2), which
allows for different wind directions by turning the plate. This way, small changes
in wind direction can be realized easily. As a result, good agreements with the field
measurements in the dessert of Utah are found (Bezpalcova et al. 2006, Bezpalcova
2007). Their work was not only to do a replication of the field measurements, but
also slight variation of measurement conditions to show sensitivity and uncertainty
of the field measurements in general.
For the representation of field data by the wind tunnel it is very important to create
the same boundary layer conditions in the wind tunnel as in the desert. Therefore,
wind profiles, turbulence measurements and roughness lengths are studied in the
field to configure their number, shape and size of roughness elements and turbu-
lence generators for getting a similar boundary layer structure.
The main direction of a dispersion plume is mainly determined by the mean wind
direction. But if the emission point is situated in an urban roughness structure, the
arrangement of the roughness elements influences the dispersion of the gas. This
content is analysed from the combined influence of urban roughness elements and
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main wind direction to dispersion gas plumes. While setting up a special case (see
Fig. 5.3 for their setup) of the field experiment and reproducing the emitted gas
plume, slight variations of the incoming wind direction are performed. So a main
goal of the wind tunnel experiments are sensitivity studies for fine variations of
inflow direction to proof the sensitivity of field measurements in general.
Many measurements of different wind directions are performed using the wind tunnel
setup (see Fig. 5.3) to show the different dispersion plumes through the container
array. To study the different directions of dispersions plume, experiments with
changes of 5◦ in wind direction varying from −20◦ to −45◦ are carried out. Fig. 5.3
depicts, that the direction of the dispersion plume not only depends on the incoming
wind direction. Comparing the distribution of the measured concentration with wind
direction of −20◦ (Fig. 5.3, Top left) and −45◦ (Fig. 5.3, Bottom right), the main
direction of the dispersion plume changes with 35◦ instead of the 25◦ change in wind
direction. The reason for that is the deviation of the flow by the container array and
their street canyons. Initially at twice the height of the container, the wind direction
is almost unaffected by the container. In a height under the roof of the container
the flow is almost parallel to the street canyons. So the urban roughness has an
important influence on the dispersion of a gas plume. The deviation effect of the
flow does not only depends on height, shape and density of the single elements but
also on their arrangement to the flow field. Even small changes in the wind direction
have a significant effect on the measured concentration plume. This variation in
wind direction is in the range of uncertainty of the field measurements data set.
More detailed information and results are discussed in Bezpalcova (2007) and Harms
(2005). To conclude, there exists data of the MUST experiments at different scales.
Modellers can use both to validate their codes. Patnaik et al. (2005) for example
set up their model at the wind tunnel scale in order to reproduce wind tunnel data
sets.
5.4 Numerical MUST simulation with ASAM
For validation of the ASAM model two measurement scenarios out of the MUST
experiment were simulated. For increasing the representatives of the simulation,
a refinement of the grid resolution at large gradient region near the ground and
around the containers was done. Beside this area and further away from the ground
surface the grid spacing increases. With this the whole domain is represented by
10.9 million Cartesian grid cells. The horizontal resolution ranges from 0.5m up
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Figure 5.3: Contour plot of the normalized measured tracer gas distribution in the
wind tunnel for different wind directions. The coordinate system is
aligned to the wind direction. Top left panel: −20◦; Top right panel:
−30◦; Bottom left panel: −35◦; Bottom right panel: −45◦. Figures from
Harms (2005).
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to 1m in the outer field. In the vertical direction 45 cells represent a height of
30m. The vertical resolution is 1m above 15m height and 0.5m below. Every
container fits exactly into the grid and is represented by 25× 5× 5 cells. With such
a setup it is possible to resolve most of the important flow structure and dynamics in
urban flows, as described in Sec. 5.1. The ability of resolving these flow structures,
especially eddies of different size, within the street canyons is necessary to predict
correct flow statistics for the analysis. Thereby, the finer the resolution at vicinity
of urban obstacles the larger the amount of captured structures in street canyons.
The numerical domain covers an area of 280m in length, 300m in width and 30m
in height above the ground. A schematic is shown in Fig. 5.4. The inflow boundary
is set at 50m in front of first line of the containers. The outflow boundary is 50m
downstream of the final obstacle line. As a subgrid-scale closure model the dynamic
Smagorinsky subgrid-scale model is used in the form described in Sec. 3.1. The
integration time step is set to ∆t = 2.5× 10−2 s.
While setting up and configure this simulation, I rely on the configuration sug-
gested by Camelli et al. (2004). Both configurations are compared in Tab. 5.2 for an
overview. Camelli et al.’s (2004) simulations were done with a finite element code
named FEFLOW-URBAN and the container are described with the body-fitted
and embedded grid approach. An explicit integration in time for advective terms
was used to capture the flow unsteadiness around the container and the standard
Smagorinsky subgrid-scale model is used for turbulence closure. For initialization a
flow field runs until a turbulent flow configuration was established. Followed by a
15min. release time period. To capture the flow structures they run the simulation
with resolutions of 500 thousand to 32 million cells with an average element size of
0.64m to 2.73m. This mesh resolution is in the order of further CFD simulations
of the MUST experiment and described by literature Santiago and Martilli (2007),
Hanna et al. (2002), Camelli et al. (2005), Milliez and Carissimo (2007). The chosen
inflow conditions depicted a large influence on the simulation results. Whereas San-
tiago and Martilli (2007) and Santiago et al. (2009) put a random fluctuation to a
mean velocity profile to describe unsteadily inflow turbulence, Milliez and Carissimo
(2007) tried to use measured meteorological variables for initialization and inflow
properties. Both used wind direction, wind speed and turbulent kinetic energy as
statistical values for initialisation. But their resulting inflow did not vary in time.
My new synthetic turbulent inflow generation method is used. With this method
the simulation domain is fed with time depending inflow conditions with defined
turbulent energy spectra.
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Table 5.2: Configuration setups of Camelli et al.’s (2005) FEFLO model and ASAM.
Issue FEFLO-URBAN 32M ASAM
Boundary condition turbulent inflow in-/outflow
Domain size 280m; 320m; 50m 270m; 300m; 30m
Cells 32M 10.9M
Resolution 0.16− 8.7m (Ø 0.42m) 0.5− 1m
Time step 3.13× 10−2 s 2.5× 10−2 s
Roughness length 0.01m 0.01m
Simulation time initialization time + 15min 300 s
Analogue to Camelli et al. (2004) and their simulations of MUST, case 2682353
and 2681829 from the original MUST setup (Biltoft 2002; 2001b) are simulated with
ASAM. Other cases are summarized in Tab. 5.1. The code were run on 256 cores
at the super computing machine in Juelich (SupercomputingCentre 2013). Through
the limitation of 24 hrs simulation time in Juelich, only a simulation time period of
5min is reached. With longer computing time even longer simulations are possible,
or allow for there used initialisation step. But the time period is still longer than
the travel time of the plume through the array.
5.4.1 Choice of initial condition
As shown by previous wind tunnel results, there is a significant influence of sur-
rounding wind conditions on the urban flow. The statistics are well documented
by Biltoft (2002). Creating the correct wind field and its statistical properties is a
challenge for modeller of flow in complex areas. To represent winds varying over
time, a logarithmic mean profile is imposed by the inflow boundary. Thus using the
measured flow statistics, a well defined inflow condition is imposed. More precisely,
the measured energy spectra is added as turbulent portion to the mean wind at the
inflow boundary. The MUST experiment extend over a few weeks in September and
so many different flow configurations were covered. Variable wind direction, mean
wind speed and turbulent flow behaviour changed a lot during this time period. The
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Figure 5.4: Schematic of numerical ASAM simulation domain and grid resolution.
A zoom in show the container resolved mesh.
wind direction of the MUST case 2681829 (Biltoft 2001a) is α = −42◦.
According to this case two inflow- and two outflow boundaries were established in
horizontal direction and on top a free-slip boundary condition was used (see Fig.
5.4). Furthermore a thin damping layer was implemented on top boundary. In-
troducing damping in the upper region of the domain so that waves entering this
region vanish and are not reflected by the boundary conditions. Another free-slip
condition was set at the surface with a roughness length z0 = 0.01m like those in
Camelli et al. (2004). The simulations were performed in neutral condition without
humidity. For the tracer gas event during the simulation a scalar value is emitted
with continuous release and is transported trough the domain. Its release strength
and location is seen at Tab. 5.1. The gas had the same density as the surrounding
air. A point source is located in the grid cell which contains the release location
point.
The required flow statistic values is extract from the provided data of MUST ex-
periment from Biltoft (2002). For generating the inflow velocity profile, at first a
mean value is required (cf. Tab. 5.1). The velocity S4 is measured at the south
tower outside and upstream the domain and additionally averaged over time. This
mean velocity S4 is used to generate a mean vertical logarithmic profile with friction
velocity u∗ and the roughness length z0 = 0.01m. Next, turbulence information
is required. Therefore the velocity time series, measured at south tower upstream
of the container array, is taken and transformed into Fourier space to show their
corresponding energy spectra. A theoretical function proposed by Kaimal et al.
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Case 2681829 Field Exp.
Case 2681829 Kaimal
Case 2682353 Field Exp.
Case 2682353 Kaimal
Figure 5.5: Energy spectra (solid lines) of the measured wind speed for the two field
experiment cases 2681829 (green) and 2682353 (blue) at the south tower
upstream the container array (z = 4m). Best fit (dashed-dotted lines)
of the theoretical approach by Kaimal et al. (1972).
(1972) approximate this energy spectra by tuning their configuration parameter.
This spectral values are henceforth used as an amplitude for their associated fre-
quency. 100 modes at frequency range of 1× 10−2 − 1.4 s−1 are added as turbulent
eddies to the mean vertical profile. Both used energy spectra generated from the
south tower time series are depict in Fig. 5.5. With the same color but dashed-
dotted line are the fitted functions by Kaimal et al. (1972). Obviously the spectra
of case 2682353 later in the night contains less turbulent energy than case 2681829
and indicates weaker turbulence due to nightly stabilization processes. This devel-
oped inflow conditions are also used for setting up initial conditions for the whole
domain. Thus, the starting flow field in the simulation domain is already perturbed.
With this setup and boundary conditions a simulation without obstacles is per-
formed to check the inflow conditions and the transformation of incoming energy
spectra inside the model domain. The generated velocity at the inflow boundary is
compared with measurements at the south tower upstream the container array. Both
series of horizontal wind speed at a height of z = 4m are seen in the left plot of Fig.
5.6. The mean value is similar to the south tower. The inflow succeed a turbulent
behaviour with related variability to the measurement. There is a smaller amount
of fluctuation amplitudes in ASAM inflow generation. A more scientific look showed
the comparison of the energy spectra of both time series at the right plot in Fig. 5.6.
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south tower (z = 4 m)
Kaimal
generated inflow (z = 4 m)
Figure 5.6: Left panel: Time series of the measured u-velocity (blue line) at south
tower upstream of the container array and of the generated inflow u-
velocity (green line) at a height of z = 4m above ground level; Right
panel: Spectral comparison of upstream south tower (blue line) with
generated inflow (green line).
In principle the inflow approach attempted to generate data from the south tower
spectrum. Both energy spectra show a similar behaviour with the maximum peak
at 0.2 s−1. The turbulent intensity is comparable if both spectra are close together
except of the high frequency range. The energy decreases rapidly at frequencies
above f ≈ 1 s−1 because of the upper inflow frequency bound of f = 1.4 s−1 and the
deficit in discretize these high frequent perturbations with insufficient grid spacing.
The Kaimal spectra (dashed line at Fig. 5.6) used for inflow generation is shown
too. The synthetic turbulent inflow generation method is able to match a turbulent
wind field with given statistical parameters from the original.
Snap shots of horizontal and vertical wind velocity at two different horizontal x - y
planes at z-level 1.5m and 15m height are visualized in Fig. 5.7. Additionally the
diffusion coefficient is shown in the bottom plot of Fig. 5.7. Both inflow domains
can be seen clearly by their ”structured” turbulence. After a short development
zone the flow becomes more and more ”un-structured” resulting in a complex flow
regime. Thereby moderate vertical winds appear and cause more mixture of momen-
tum. Because of increasing velocity shear, areas with high values of the computed
diffusion coefficients appear. With increasing influence on the rough bottom surface
all values show a more turbulent behaviour near the ground. Thus, close to the
rough surface different kind of streaks occur and become decomposed again further
away. With these flow structures momentum and other scalars were mixed very well.
At single location the wind direction varies around the main wind direction. The
probability of deviation from main flow direction provide a closer look to the gen-
erated flow field. Fig. 5.8 depicts the PDF of lateral deviation of the horizontal
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Figure 5.7: Snap shots of horizontal x - y planes at z = 1.5m (left panel) and z =
15m (right panel) of the ASAM simulation domain without obstacles.
Top: Absolute horizontal wind speed; Middle: Vertical velocity; Bottom:
Diffusion coefficient.
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measurement south tower z = 8 m
inflow location z = 8 m













center location z = 8 m
inflow location z = 8 m
Figure 5.8: PDF of lateral deviation of horizontal wind direction (−47◦). Left panel:
Comparison between field experiment data from the upstream south
tower (red columns) and an inflow boundary location from ASAM sim-
ulation (blue columns) at z = 8m; Right panel: ASAM simulation com-
parison between a location at the center of the domain (red columns)
and at the inflow boundary location (blue columns) at z = 8m.
wind direction. The left part compares the wind direction of the simulated inflow
with the measured wind direction at the south tower upstream the container array
at z = 8m above ground level. The right part compares ASAM results at inflow
location and at the center of the obstacle free domain at z = 8m above ground level.
The wind direction is reconstructed from the u- and v-velocity components. In the
left plot of Fig. 5.8 a generally Gaussian distribution is shown in measurement (red
columns) and ASAM simulated wind direction (blue columns). The generated inflow
reproduces the wind direction deviation from the measurements. The distribution
shows a almost similar width. A handicap of many periodic boundary LES simu-
lations is the limited domain size, so larger eddies, observable due to wider wind
direction deviations really cannot be described. As an advantage of the synthetic
turbulent inflow generation method at Sec. 4.2, also larger eddies are initiated at
inflow boundary. The pre-simulated flow field with an obstacle free domain, just to
generate inflow conditions for the main simulation, is also limited by the domain
size. In the right part of Fig. 5.8 the comparison of the inflow location with the
center location of the domain is shown. Center location’s red columns indicate an
expanded behaviour with higher probability at large wind direction deviations. The
used logarithmic velocity inlet boundary condition fits almost exactly to the mea-
sured one in observation. With this developed model configuration and boundary
condition setup the two cases 2682353 and 2681829 will be simulated.
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Figure 5.9: Configuration of case 2682353 in ASAM. Blue pillars: Measurement tow-
ers; Black rectangles: Concentration measurement points; Red cross:
Source location on the roof of a container at z = 5.2m above ground
level.
5.4.2 Results of simulating case 2682353
Case 2682353 had a typical main wind direction of α = −47◦ (see Fig. 5.9). The
characterised horizontal wind speed of this case is measured as Uc = 4.49m s
−1 in a
reference height of zr = 4m at south tower. Case 2682353 started 23:53 LST. The
energy spectra described in Fig. 5.5 (blue dashed-dotted line) is used as an input
parameter for this case. In the following ASAM simulation results will be discussed.
To get a first impression from simulations, Fig. 5.10 depicts horizontal x - y planes
of the absolute wind velocity at 1.5m and 5m height after 300 s simulation time.
High wind speeds are observed in various street canyons by channelling the flow
trough the containers. Downstream of several containers regions of separated flow
occur. Significant lower wind speed illustrated by blue colours represent vortex wake
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interference region. Rotach et al. (2005) describe this vertical lowest distinct layer
as the Urban Canopy Layer (UCL) which ranges from ground level up to roughly the
average height of roughness elements. In such regions polluted air is gathered and
tracer gas concentrations increase more rapid than in high wind velocity regions,
where faster replacement takes place. Additional recirculation regions were formed
behind the containers and induced strong vertical motion. In the downwind zone
of the array the affect of the urban roughness elements are still visible by turbulent
structures with detached eddies from the array. These vortices are still existent at
the outflow boundary.
As described in Sec. 4.1 using periodic boundary condition in horizontal directions
as another boundary condition technique in contrast to in-/outflow, may influence
the results by getting incorrect upstream velocity fields. Despite of smoothing tur-
bulence by adding a damping layer at the downwind boundary, this flow cannot
contain the right amount of fluctuating motion as measured upwind of the array.
With further distance to the surface, at twice the container height, still a lot of
vertical motion occur within the wind field. This illustrate flow interaction within
the container array with the canopy flow above. Due to these dynamics a large
portion of polluted air is mixed out of the array and fresh air entrained. This
exchange is responsible for the tracer gas dilution. This part is called Roughness
Sublayer (RS), which depends on height and density of roughness elements reached
levels of 2−5 times the averaged roughness height (Rotach et al. 2005). In this work,
mean flow and turbulence properties depend on specific details of the roughness. The
Inertial Sublayer is defined as a region with constant shear stress, a logarithmic wind
profile and separates the urban roughness affected flow from the canopy flow above.
Fig. 5.11 depicts the structure of RS with a vertical cut plane through the simulation
domain in main wind direction after 300 s. Illustrated are horizontal and vertical
wind velocities and the tracer gas plume. The influenced height increased with larger
distance over the container array. Its maximum is reached at the end of the array.
The dispersion plume widely spread out and gives an additional impression of an
growing Inertial Sublayer when overflowing the array.
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Figure 5.10: Snap shots of horizontal x - y planes at z = 1.5m (left panel) and
z = 5m (right panel) of the ASAM simulation domain. Top: Absolute
horizontal wind speed; Bottom: Vertical velocity.
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Figure 5.11: Vertical cut planes of ASAM simulation domain in main flow direction.
Top: Vertical velocity; Bottom: Absolute horizontal wind speed and
tracer gas plume.
Next, in the top part of Fig. 5.12, the spatial averaged mean velocity profiles
after 300 s simulation time are compared. They change by passing the container
array. For that, four points on a diagonal line with increasing distance from inflow
boundary are chosen. For every point (A, B, C, D) a mean profile averaged over
an area of around 50 × 50m2 is computed. An additional profile is averaged over
the whole container array. Therefore, the transformed velocity components in main
flow direction (−47◦) uqn and in cross flow direction v
⊥















where N is the number of cells in that horizontal x - y plane at level z. uqmean(z)
and v⊥mean(z) are the spatial averaged velocity components for level z. All areas are
presented in the sub-figure at the top of Fig. 5.12. The blue profiles (area A) sym-
bolize the upstream region before interacting with urban roughness. In main flow
direction there is a almost undisturbed logarithmic profile except of some damping
influence on the top boundary recognizable. In the cross flow direction a constant
profile near zero is observed. Already at area B after passing 2 − 3 container rows
(green lines in Fig. 5.12), the main flow velocity near surface slows down due to
the presence of obstacles. The values decrease up to 7m height in contrast to the
84
5.4. NUMERICAL MUST SIMULATION WITH ASAM

































































































Figure 5.12: Top: Simulation results of spatial averaged mean velocity profiles in
main flow direction uqmean (left panel) and cross flow direction v
⊥
mean
(right panel). Bottom: Root mean square deviation of both velocity
directions. Averaging areas are shown on top left panel plot.
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undisturbed profile. In cross flow direction profile (green line) of area B a large
increase of negative v⊥mean-velocity occur in the surface layer below 3m height due
to the deflection of the flow at the long face of the elongated container (eastward
direction). A similar behaviour is seen on mean profile at area C at the end of the
container array. An exception is a speed up region in uqmean at higher levels above
the urban geometry of around z = 20m. The increase of negative v⊥mean-velocities in
cross flow direction reach higher level of about z = 8m. Last but not least, the mean
wind velocity profile from area D behind the container array is symbolized by a light
blue lines. The main flow direction wind speed increases again and become to an
undisturbed profile. Similarly the cross direction wind speed profile approaches the
undisturbed profile near zero. The black dashed lines symbolize a profile averaged
















The root mean square deviations computed with Eq. 5.2 for both flow directions
are plotted in the bottom part of Fig. 5.12. In comparison to the unaffected root
means square deviation profiles upstream (blue lines), the root means square devi-
ation at area B (green lines) increases in the vicinity of the surface by approaching
the urban roughness. The vertical dimension of increased deviation in both profiles
are really small. In main flow direction up to the container height and in cross flow
direction even smaller. These deviation maxima layer grow to higher levels at about
z = 15m with increasing distance over the container array (area C), where more and
more obstacle affected fluctuations appear in larger heights. This effect is seen on
both root mean square deviation profiles in main flow and cross flow directions (red
lines). Back down the container array in area D both deviation profiles decrease by
the absence of container as roughness elements. Again, the black dashed line shows
the root mean square deviation of the large container domain.
A more detailed view at the flow field around buildings at a height of 1.5m above
ground level is shown by the wind vector plot in Fig. 5.13 and illustrates the flow
field dynamics with their different wind directions and magnitudes. It shows exactly
how the containers guide the flow in the street canyons. Six parts of Fig. 5.13 show
a chronology of 2 s snap shots from 295− 305 s simulation time. There exist several
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Figure 5.13: Velocity vector plots at a height of z = 1.5m above ground level. 2 s
time steps between every plot from 295−305 s simulation time. Vector
color symbolize velocity magnitude. Red: High and blue lower velocity
magnitudes.
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regions where wind speed increased, and separated flow regions of recirculation with
diverse vortices. A vortex detachment and their advection through the domain is
illustrated by wind vectors. The detached vortex occur at the container edge in the
top left corner of plot 1 of Fig. 5.13. It is advected by the mean flow towards the
container in bottom right corner of these figure (see plot 2 - 3). The eddy already
reached the street canyon in front of the bottom right container at plot 4 of Fig.
5.13. The vortex strikes the container wall and is transported further downstream.
In plot 6 the vortex disappears and a straight flow regime develops at the container’s
wall. Additionally mentioned the high flow velocity zone appearing at the left side of
plot 1, which was advected trough this intersection and disappeared in plot 6. Such
dynamics lead to a highly variable time series of velocity as well as of concentration
measurements. With this variability an estimation of extremal values can be done.
While presenting results of only one instant time until now, a more temporal point
of view is done in the following. As a matter of fact, wind speed in the vicinity of a
building is highly inhomogeneous and very sensitive to small local changes in wind
direction and therefore one cannot expect a reproduction of a real situation (Milliez
and Carissimo 2007). ASAM simulation results and field measurements taken at
the center tower CT at two different heights z = 4m and z = 16m are compared.
Note the exact location of the center tower is show previous in Fig. 5.9. Addition-
ally, comparison at heights z = 1m and z = 16m is done with the simulation data
obtained by Camelli et al. (2005). The different heights were represented by the sec-
ond cell for 1m height, the eighth cell for 4m and the 32. cell for 16m (Fig. 5.14).
Observation time series (blue lines) show larger fluctuations around a mean value
at the lower height than at a height of z = 16m above ground level. This is true
for all three velocity components. Same aspect can be seen from ASAM simulation
data (green lines). ASAM fluctuation magnitudes are comparable to the field data.
Except the smaller fluctuation of the vertical velocity component at z = 16m. For
both time series the sampling steps of the data is equal to 0.1 s. The v-velocity value
derived with ASAM at z = 4m is about 1m s−1 larger (more negative).
The simulation data by Camelli et al. (2005) (blue lines in the bottom part of Fig.
5.14) depict a higher amount of fluctuation around a mean value near the surface
(here z = 1m) too. This z-level correspond to the second cell of ASAM configura-
tion. Results are overlaid with green lines. Both fluctuation magnitudes and mean
values are similar. At 16m fluctuation magnitudes from Camelli et al. (2005) are
small compared to the observed and ASAM simulation data. Especially mentioned
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Figure 5.14: Top: Time series of the velocity components from field campaign (blue
lines) and ASAM simulation (green lines) at center tower at heights of
4m (left panel) and 16m above ground level (right panel). Bottom:
Time series of the velocity components from Camelli et al.’s (2005)
FEFLO (blue lines) and ASAM simulation (green lines) at center tower
at heights of 1m (left panel) and 16m above ground level (right panel).
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is the vertical velocity. Adding ASAM simulation data to the results of Camelli et al.
(2005)in the bottom part of Fig. 5.14 would blow up the scale. The mean values
differ just a little. Nevertheless, differences in the mean values can be explained by
the inhomogeneity of the flow. Maybe the cell, which is taken for analysis is placed
in a container affected dynamic structure. The magnitudes of fluctuation results out
of the different model specifications in FEFLO and ASAM.
The above found agreement between observed data and ASAM results would not
be achieved with less energetic inflow boundary conditions. In a first attempt (not
shown here), the mean inflow wind profile was only perturbed with white noise. The
high frequency fluctuations seen in the measurement could not be reached for this
choice. Slightly varying values in frequency as well as amplitude are obtained which
leads to an underestimation of wind gusts and peak values of concentration.
In the following discussion tracer gas dispersion measurements are compared with
model results. In a first part horizontal surface layer concentration time series and
their temporal averages are discussed. Afterwards the same is done for vertical
tower measurements. To get a first impression the dispersion plume after 300 s of
the simulation is shown in Fig. 5.15. The plume contains concentration values of
2 ppm, whereas high concentrations are displayed more opaque than smaller ones.
The opacity decrease with decreasing concentration. Small concentrations are trans-
parent until a certain degree to illustrate also the subjacent higher concentrations.
One can clearly see the gas release point at the roof of container in the third row.
Due to the turbulent structure of the inflow wind field and additional flow pertur-
bations generated by the urban roughness a wide spread of the plume is expected.
A large container domain and a large number of street canyons are influenced by
this gas plume. Contrary, the simulation without containers shows a more narrow
behaviour of the dispersion plume after 300 s (cf. right part of Fig. 5.15).
Surface layer measurements were done in the field experiment to get an horizon-
tal distribution of the tracer gas concentrations. Four sampling lines with sensors
located at 1.6m height through the container array were placed between the con-
tainers. There exact position of the horizontal measurement points is shown in Fig.
5.9. The source is situated at 5.2m height above a container roof. The comparison
of field data (blue lines) and modelled data (green lines) are displayed at Fig. 5.16.
Simulation results are compared with four horizontal measurement points. Station
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Figure 5.15: Tracer gas plume after 300 s with linear opacity of concentration values
in the ASAM simulation domain with obstacles (left panel) and with-
out obstacles (right panel). The simulation mesh is presented in the
background.
# 09 is located in the direct vicinity to the source location, whereas # 16 is slightly
away from the release point but still in the main direction of the dispersion plume.
In addition two stations with smaller observed peak values are chosen. Stations #
05 outside the main flow direction of the plume are located at the first sampling line
with no direct contact to the high polluted air. The last station # 31 is still located
in the main plume direction at the end of the array where no longer large peaks are
expected due to the long distance from the source.
The gas pollution arrival time is not identical at the field experiment and mod-
elled data, because of the short simulation time with ASAM the initialization time
step for flow establishment is omitted. Please note the different concentration range
at the vertical axes on these four plots. The measurement data (blue lines) at all
stations show a fluctuating behaviour related to their plotted different concentration
scale. Concentration of about 1 ppm were rarely observed in the measurements at
point # 05. Only diffused polluted air parcels advected during the street canyon
flow are detected beside the main flow direction. Dynamical structures like canyon
vortices forward the contaminated air parcels to this station # 05 which is visible by
sharp peaks in the time series for this measurement point. These peaks occur with
low frequency. Station # 09 is only 20m away from the source but not directly in
the main wind direction downstream of the release point at relative high altitude of
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Figure 5.16: Time series of surface layer concentrations from field campaign (blue
lines) and ASAM simulation (green lines) at different locations in the
container array. The horizontal distributed stations # 05, # 09, # 16
and # 31 are installed at z = 1.6m above ground level. Dashed lines:
Moving average with 50 s window.
5.2m. Concentrations are registered only from air parcels, that are mixed down in
the street canyon due to dynamic structures. These structures can be kind of steady
over a time period of 5− 10 s. In contrast to station # 05 some peaks far in excess
of 50 ppm are seen. A less fluctuating pattern without these huge peaks of high
concentration shows station # 16. This station is 80m away from the source. Most
of the data are below 10 ppm and indicate dilution and diffusion processes. # 16 is
situated directly in the main dispersion plume thus the measured concentration is
rarely zero. The last station # 31 is located right at the end of the container array.
Still in the main dispersion plume, but almost 150m away from the source. All high
peaks of concentration should be completely mixed and a ”mean” concentration
value established. The average value is almost constant at 1 − 1.5 ppm.
ASAM results are compared with this measured time series and illustrated by green
lines in Fig. 5.16. Time series are only available for the first 300 s. Simulated data
are taken from cells whose mid points are 1.75m above ground, whereas the mea-
surement sensors are mounted 1.6m above ground. With the chosen vertical grid
resolution of 0.5 m those are the fourth vertical cells above ground. A comparison
of peak to peak values with the measured concentration cannot deliver identical
values. In fact magnitudes of simulated concentration peaks are comparable to the
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field data at the four chosen station. The ASAM configuration is able to reproduce
the pattern of the peak values in magnitude comparable to the measured data and
in some extent to their temporal distribution. However, the not vanishing measured
concentration value of about 0.25 ppm at station # 05 is not found at the modelled
data. The simulation shows nearly tracer-free periods in between the peaks. In
addition to the smaller magnitudes of concentration peaks at station # 16 and # 31
the model data capture the ”mean” concentration value symbolized by dashed lines
in Fig. 5.16. Dashed lines illustrate a moving average of 25 s length from measured
and modelled data of station # 16 and # 31. This mean is in the range of 3 − 4 ppm
for # 16 and 1.5 ppm for # 31. The four stations gave information about the tracer
gas distribution in a horizontal point of view trough the container array.
In addition time average mean values show a good accordance too. The gener-
ation of the correct main flow direction is very important for concentration data
comparison, especially for stations in the main direction of the dispersion plume. In
a sensitivity study on wind direction change of 4◦ from α = −47◦ to α = −43◦ (not
shown here) huge differences emerge in the mean concentration values.
Time average mean concentrations for all 40 horizontally distributed measurement
points are shown in Fig. 5.17. At sampling line 1, which is the closest to the source
a significant increased concentration is measured (blue squares) at station # 07, #
08 and # 09. The FEFLO high resolution simulation by Camelli et al. (2005) (red
circles) cannot reproduce this slope. Results simulated with ASAM (green triangle)
get closer to the field experimental data. At the second sampling line a broader
increase over five stations is noticeable. Except of station # 17, FEFLO match with
the observations. ASAM results show slightly lower values at station # 13 and # 14.
A spread around experimental data is seen on sampling line 3, where the FEFLO
values are above and ASAM values below the measured ones. At the last sampling
line 4 both simulations are close to the measurements by showing only small con-
centrations too. Camelli et al. (2005) outlined in their work an underprediction by
65% of FEFLO results to the experimental values. The errorbars at ASAM mean
concentrations depict the 20th percentile and the 80th percentile for the cumulative
frequency analysis. This represents 20% of the data below the lower errorbar and
80% below the upper error bar. Additional mentioned is the asymmetric behaviour
of concentration time series and therefore the concentration do not corresponds to
the Gaussian distribution.
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Figure 5.17: Time-averaged surface layer concentrations from field campaign (blue
squares), ASAM simulation (green triangles) and FEFLO results of
Camelli et al. (2005) (red circles) at four sampling lines through the
container array. The errorbars for ASAM results (green lines) are the
20th and 80th percentile of a cumulative frequency analysis. Top left
panel: Sampling line 1; Top right panel: Sampling line 2; Bottom left
panel: Sampling line 3; Bottom right panel: Sampling line 4. Locations
of the sampling stations are illustrated in Fig. 5.9.
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Tower concentration measurements provide a vertical distribution of the tracer
gas dispersion. Therefore field data at different tower heights are compared with
modelled simulations. The tower locations are shown in Fig. 5.9. Fig. 5.18 depicts
the time series of concentration at center tower (CT) and the north-east tower
(NET). Both towers are located directly in the dispersion plume. The center tower
CT measurement-levels at z = 2m, z = 8m and z = 16m leads to vertical cells
4, 16 and 32 at ASAM configuration, respectively. Similarly, z = 1m, z = 3m
and z = 6m to cells 2, 6 and 12 at the north-east tower NET. The measured
concentration peaks at the CT varies between 8 ppm at the lowest sensor and around
18 ppm at z = 8m. The highest sensor (z = 16m) show very low-frequent sharp
peaks of about 10 ppm without a significant base value. Only small plume frazzles
are detected and the main plume does not reach that height at center tower location.
Contrary, at both lower stations a significant base value is recognizable.
The north-east tower located at further distance to the release point show significant
smaller fluctuations and a definable base concentration. Please note the different
concentration levels in both plots.
Data peaks of ASAM simulation (green lines) describe the same order of magnitudes
at the center tower CT. Except of the highest sensor, there is a smaller number of
large peak concentration detected. The ”mean” concentration of both lower stations
are comparable to the ASAM data results. Maximum peak values at the NET, which
are much smaller than at CT, are again comparable to ASAM simulations. ”Mean”
values are slightly overestimated.
Time averaged-vertical concentrations of three towers are shown in Fig. 5.19.
ASAM results (green triangle) from the center tower show a good agreement with
the experiment (blue square). The direct vicinity of the south-west tower (SWT)
to the source location (see. Fig. 5.9) make a comparison challenging. Very high
and low concentrations are measured due to different polluted air parcels influence
these sensors/cells. The maximum concentration z-level at SWT is z = 3m whereas
ASAM results show a maximum at z = 4m. On the other side a more diffusive
character narrow the range of concentrations at the farthest away north-east tower.
Experiment data and FEFLO data (red circle) show results below 0.5 ppm since
ASAM results are around 1 ppm. The 20th percentile and the 80th percentile for
the cumulative frequency analysis at the north-east tower are closer to the mean
value than at the south-west or center tower. 80% of the concentration data are
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Figure 5.18: Time series of tower concentrations from field campaign (blue lines)
and ASAM simulation (green lines) at center tower CT (left panel) and
north-east tower NET (right panel). Top left panel: z = 16m above
ground level; Middle left panel: z = 8m above ground level; Bottom
left panel: z = 2m above ground level.
Top right panel: z = 6m above ground level; Middle right panel: z =
3m above ground level; Bottom right panel: z = 1m above ground
level.
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Figure 5.19: Time-averaged tower profile concentrations from field campaign (blue
squares), ASAM simulation (green triangles) and FEFLO results of
Camelli et al. (2005) (red circles) at center tower CT (left panel),
south-west tower SWT (middle panel) and north-east tower NET (right
panel). The errorbars for ASAM results (green lines) are the 20th and
80th percentile of a cumulative frequency analysis. Tower locations are
illustrated in Fig. 5.9.
above the lower 20th percentile at around 0.6 ppm. Analogous are 80% of the data
below 1.5 ppm which is depict by the 80th percentile. Whereas at the center tower
a larger range between both percentiles are noticeable. This shows the large mixing
processes of the air parcels on their way trough the container array.
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Figure 5.20: Configuration of case 2682353 in ASAM. Blue pillars: Measurement
towers; Black rectangles: Concentration measurement points; Red
cross: Source location on the roof of a container at z = 5.2m above
ground level.
5.4.3 Results of simulating case 2681829
Case 2681829 was set up early in the evening and is characterized by a significant
higher horizontal wind speed. The mean wind velocity observed at the upstream
south tower is Uc = 7.93m s
−1 and the characterized wind direction is α = −41◦.
Case 2681829 started 18:29 LST. ASAM simulation results for this case are only
compared with field experiments. Additional data from Camelli et al. (2005) are
not available. Similarly to the previous case the inflow condition is constructed from
the measured data at the south tower. Because of the early daytime more turbulent
structures remain from the daily convective boundary layer. This is illustrated by
the significant higher amount of turbulent energy at the green line in Fig. 5.5, which
is used for inflow generation.
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Figure 5.21: Vertical cut planes of ASAM simulation domain in main flow direction.
Top: Vertical velocity; Bottom: Absolute horizontal wind speed and
tracer gas plume.
The vertical cut plane in main wind direction in Fig. 5.21 depicts a significant higher
value of horizontal wind velocity compared to the previous case (note different veloc-
ity scales at both plots 5.11 and 5.21). The urban roughness impact on the canopy
flow above the containers can bee seen. Higher up- and down-draft magnitudes are
caused by the more turbulent flow behaviour initialized at the inflow boundary. The
tracer gas plume indicates the growth of the inertial sublayer.
Time series of the three velocity components at center tower in z = 4m and
z = 16m above ground level are visualized in Fig. 5.22. Measured velocities from
the field experiment (blue lines) show a large increase of fluctuation amounts during
this case. Especially at z = 4m a more fluctuating behaviour of the time series is
seen. The magnitude of fluctuations is almost twice as big as in case 2682353. ASAM
simulation results reproduced these high-frequent magnitudes of fluctuation at level
z = 4m. At the higher measurement point additional large scale (small frequency)
variations are evident from the time series. Their frequency is not part of the
generated inflow perturbation because the simulation time of ASAM computation
is to short to resolve this large scale perturbation. Beside this large-scale motion,
ASAM (green lines) describe the smaller magnitude of fluctuations very well. Only
the vertical fluctuation magnitudes are underpredicted for the higher measurement
point as seen in the case before.
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Figure 5.22: Top: Time series of the velocity components from field campaign (blue
lines) and ASAM simulation (green lines) at center tower at a heights
of 4m (left panel) and 16m above ground level (right panel).
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Streamlines starting from horizontal x - y planes (see. Fig. 5.23) located at the
source release show a different behaviour according to their starting height. The
height of the horizontal x - y planes varies from 0.01m, 0.5m, 1.0m, 2m, 3m to
5m above ground level. In the direct vicinity to the surface (planes below z = 1m)
short streamlines are formed due to lower wind speeds and most of them remain
below the roof level of the container or hit the boundary. An exceptional behaviour
showing streamlines starting at the downwind face of the first container row (planes
z = 1m and z = 2m). They were lifted up and moved in street canyon direction
at the same time. This type of flow pattern is denoted as a swirled street canyon
vortex. Streamlines starting above the roof level follow more directly the main flow.
But some of them are again mixed down in later street canyons (see especially the
bottom left part of Fig. 5.23 with a starting height of z = 3m).
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Figure 5.23: Velocity streamlines starting at different heights. The starting plane
is located in the first street canyon. Starting planes at Top left panel:
z = 0.1m above ground level; Top right panel: z = 0.5m above ground
level; Middle left panel: z = 1.0m above ground level; Middle right
panel: z = 2.0m above ground level; Bottom left panel: z = 3.0m
above ground level; Bottom right panel: z = 5.0m above ground level.
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Figure 5.24: Tracer gas plume after 300 s with linear opacity of concentration val-
ues in the ASAM simulation domain of case 2681829 (left panel) and
case 2682353 (right panel). The simulation mesh is presented in the
background.
In case 2681829 the tracer gas release is located inside the first street canyon at
a height of z = 1.8m (see Fig. 5.20) in contrast to the first release, which was
located above the roof at the third container row at 5.2m height. The release point
is placed further upstream in the array and thus more influenced by the buildings.
In Fig. 5.24 the dispersion plumes of both tracer gas cases are displayed, where for
comparison purpose the same concentration levels are chosen. Because of the higher
wind speeds and the shifted source location more dilution and dispersion of the
gas plume is expected. The comparison of both plumes confirms this expectation.
In contrast to the previous case a wider dilution close to the source is noticeable.
Furthermore contaminated air remains inside the first street canyon for at least
three container length due to channelling effects in the canyon. Polluted air are
transported due to swirled street canyon vortices over a large distance in the street
canyon, before finally most of the pollution has left the street canyon. Their exposure
time depends on the occurrence of wind gusts, which stimulate fresh air entrainment
and polluted air removal. At the end of the domain a broader dispersion plume with
lower concentration values is observed.
The horizontal distribution of the tracer gas concentrations are shown in Fig. 5.25.
ASAM simulation results (green lines) are compared with four horizontal measure-
ment points (blue lines). The locations of # 05, # 09, # 16 and # 31 are the same
as in case 2682353 and described in Fig. 5.20. Due to the small release location
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Figure 5.25: Time series of surface layer concentrations from field campaign (blue
lines) and ASAM simulation (green lines) at different locations in the
container array. The horizontal distributed stations # 05, # 09, # 16
and # 31 are installed at z = 1.6m above ground level. Dashed lines:
Moving average with 50 s window.
height a larger amount of polluted air were recorded at the first line of concentration
measurements. For example station # 05 shows increased measured concentrations.
Concentration peaks around 3 ppm and a base value of above 1 ppm are measured.
The relatively small fluctuating behaviour of station # 09 implied a homogeneous
contaminated air flow around this sensor. Measurement point # 16 in the second
sensor line registered a ”smoother” behaviour without large concentration peaks.
Values of about 3 ppm were observed at # 16 while in case 2682353 peaks of 10 ppm
occurred. The base value decreased too. Due to the higher wind speeds between
the containers a generally higher dilution of the tracer is observed. Station # 31
is about 180m away from the source location. The tracer gas plume reaching this
location is well dispersed and the measured concentration is lower, ranging from
0.5 − 1.5 ppm. ASAM results reproduce the measured concentration in fluctuation
magnitude and in some extend the ”mean” values. Simulation results of station #
05 underpredict the ”mean” value as already seen in the previous case. Concen-
tration peak magnitudes and base values of # 09 and # 16 reach a good level of
agreement. The lower concentration range at station # 31 is also reproduced in
ASAM simulation results but with a slightly underestimated ”mean” value. The
zoom in in a time period of 50 s for the measurement comparison of station # 16
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field exp. # 16
ASAM # 16
Figure 5.26: Zoom in period of 50 s of concentration results from field campaign
(blue lines) and ASAM simulation (green lines) at station # 16.
is seen in Fig. 5.26. The measured concentration behaves ”smoothly” over this
period. ASAM comparison for this period show good agreement especially in the
second part of the time series, whereas in the first part also events of disagreement
occur. Here ASAM results registered lower concentration values.
ASAM temporal mean concentration values of the horizontal distribution are com-
pared with the field experiment data. Fig. 5.27 shows field data (blue squares) and
ASAM simulation results (green triangle) at four horizontal sampling lines. At the
first sampling line a linear increase of mean concentration from station # 03 un-
til station # 09 is observed by field experiments. ASAM simulations show a good
agreement to that slope. At sampling line 2 a smaller increase to a maximum value
of 1.9 ppm at # 15 and a symmetric decrease until # 19 is measured in the field
experiment. ASAM results show a similar structure and magnitude, but with a
slightly shifted extrema for station # 16 and # 17. Concentration values of sam-
pling line 3 represents a similar behaviour, but with a small underestimation of the
measured data. The last sampling line illustrates a good comparison except of the
underestimation of station # 31. The 20th and 80th percentile of a cumulative fre-
quency analysis are again shown by green lines. Due to the higher dilution of the
tracer gas plume and the absence of large concentration peaks, both percentiles are
close to mean values.
A closer look at the temporal averaged values at the vertical measurement points
are performed. Vertical profiles at the center-, south-west- and north-east tower are
shown in Fig. 5.28. Field data results from center tower (blue square) illustrate an
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Figure 5.27: Time-averaged surface layer concentrations from field campaign (blue
squares)and ASAM simulation (green triangles) at four sampling lines
through the container array. The errorbars for ASAM results (green
lines) are the 20th and 80th percentile of a cumulative frequency anal-
ysis. Top left panel: Sampling line 1; Top right panel: Sampling line 2;
Bottom left panel: Sampling line 3; Bottom right panel: Sampling line
4. Locations of the sampling stations are illustrated in Fig. 5.20.
increase concentration with increasing height until 1.5 ppm at 7−8m above ground
before decreasing again for higher z-levels. ASAM simulation data reproduce the
concentration values for that center tower. The south-west tower measured consid-
erable lower concentrations than in the previous case. The simulated profile for this
tower had a similar structure like the center tower with a maximum value of 3 ppm
at z = 5m. The ASAM concentration profile at the north-east tower places the
maximum at the ground level whereas the field experiment profile slightly increased
with height. Similar to the previous case temporal averaged concentrations of ASAM
simulation slightly over-predicts the experimental data. Mentioned again the narrow
behaviour between the 20th percentile and the 80th percentile for the cumulative
frequency analysis at the north-east tower. In near surface levels, only 20% of the
data are below 0.5 ppm and only 20% are above the upper percentile at 0.8 ppm.
That means 60% of the data is situated in concentration range of 0.5 − 0.8 ppm.
A more spatial distribution of the tracer gas dispersion is shown by Fig. 5.29.
The time-averaged tracer concentration is plotted at a vertical plane perpendicular
to the main plume direction. This plane is 170m far away from the source location.
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Figure 5.28: Time-averaged tower profile concentrations from field campaign (blue
squares) and ASAM simulation (green triangles) at center tower CT
(left panel), south-west tower SWT (middle panel) and north-east tower
NET (right panel). The errorbars for ASAM results (green lines) are
the 20th and 80th percentile of a cumulative frequency analysis. Tower
locations are illustrated in Fig. 5.20.
The exact location of the cut plane is illustrated in the sub-figure of Fig. 5.29. The
plane show the vertical extension of the concentration plume. Mean concentration
values of about 0.25 ppm reach heights of 15m above ground level. An asymmetric
shape with higher concentration values near surface levels up to 5m above ground
level is obtained. A Gaussian shape like expected in an obstacle-free domain (not
shown here) cannot be seen with urban roughness elements. Due to the elongated
containers and the subsequent channelling effect near surface air parcels are de-
flected in the elongated (easterly direction). These dynamics implicate a decreasing
concentration with increasing height on the left side of Fig. 5.29. Otherwise a in-
creasing behaviour is seen on the right side of the cut plane. This means, the plume
is detached from the surface. Maximal concentrations are observed in an averaged
height of 7m above ground level. On the elongated face of the container (left side
of Fig. 5.29) a maximum is obtained at the surface and is slightly higher than the
detached one.
Finally a spectral point of view on the vertical velocity trough the array is shown
in Fig. 5.30. The time series at z = 4m of four locations placed in the ASAM
domain are statistically analysed by transforming the vertical velocity into Fourier
space. It is seen, that the turbulent vertical motion at location L1 (black line)
does not reach such high levels like observed for example at location L2 (blue line).
During the array the maximum turbulent energy value of the vertical motion is
shifted to higher frequencies contrary the upstream location L1. The flow is guided
through the container array and thus yields to a significant higher amount of vertical
motion at high frequencies. Vertical motion is generated due to the added turbulent
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Figure 5.29: Mean concentration averaged over 300 s at a vertical cut plane perpen-
dicular to the main dispersion plume direction at 170m distance from
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Figure 5.30: W spectra of four different locations in the numerical ASAM domain
at a height of 4m above ground level. Time series locations are chosen
in main flow direction from L1 to L4.
108
5.4. NUMERICAL MUST SIMULATION WITH ASAM
structures at the inflow boundary and due to the obstacle presence. The spectra of
location L2 and L3 (green line) are similar and illustrate the almost constancy of
vertical motion trough the container domain. Location L2 showed some preferred
frequencies, that can be vaguely discerned and illustrate characteristic length scales
in the container array. The maximum vertical motion is dedicated at a frequency
range of 0.35 −1.3 s−1 with some peaks at 0.7 s−1 and 0.9 s−1. This range correspond
to a wave lengths of 5m to 23m. It is difficult to find a general characteristic length
of vertical motion. Location L4 (red line) downstream of the container array showed
a decreasing spectra, which converge slowly to the upstream one (black line).
5.4.4 Case resume
Two MUST experiment cases were simulated with the model ASAM. Results of case
2682353 with moderate wind speeds and case 2681829 with significant higher wind
velocities are presented. Detailed inspection of ASAM simulation results and their
comparison with measurement data and other simulation results from the URBAN-
FEFLO model of Camelli et al. (2005) is summarized to the following deduction:
• Inflow conditions generated following the method introduced in Sec. 4.2 are
able to reproduce the field data configurations. The resulting wind field is com-
parable to measurement data. Agreements with measured time series, their
containing fluctuation magnitude and temporal distribution of peak values are
shown. In other words, describing the magnitude of wind gusts during this
domain is possible. Small changes in the main wind directions are accurately
described.
• The used grid resolution seems to be sufficient to develop general flow struc-
tures occurring in combination with roughness elements in an urban-like scale.
Vortex shedding, vortex detachment, recirculation zone and speed up chan-
nelling effects are found in the modelled flow field. The internal boundary
layer growth connected to the roughness change are found in the simulation
data.
• ASAM simulations are able to reproduce tracer gas dispersion measurements.
The dispersion inside the array is dominated by dynamic effects of the flow
around the obstacles and the resulting generation of additional fluctuation due
to the interaction of the turbulent structures generated between consecutive
containers (Barmpas et al. 2008, Hanna et al. 2002). The higher wind speed
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and higher amount of turbulent kinetic energy in case 2681829 cause a larger
mixing during the container array and a more dilution of the tracer gas. This
effect agree well with simulation results.
• Temporal mean concentrations at the end of the domain are slightly overesti-
mated. This is the effect of a strong dilution of the tracer gas plume in the
field experiments in both cases 2682353 and 2681829. Due to the nocturnal
stabilization processes in the field experiment a stronger channelling effect of
the flow in negative y-direction (easterly direction) are evident.
• A more technical point of view offers the collected experience of model per-
formance on the supercomputing system in Juelich. The model ASAM is con-
ceptual designed to use a lower number of processors over a large computing
period because local-based computing machines are stocked with a relatively
small number of CPUs. However, the supercomputing system in Juelich prefers
a large number of nodes for a maximum computation of 24 hours. This deficit
have to be solved to extend simulation time with coincidental retained grid
resolution significantly.
Concluding the MUST experimental simulations, it has been shown that ASAM
is able to reproduce an exhaust event in a urban roughness environment. Modelling
urban flow structures and embedded tracer gas dispersion show good results. Esti-
mations of peak maxima for wind gusts and concentration values are well captured.
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6.1 Summary
The All Scale Atmospheric Model (ASAM) is used to study atmospheric flow con-
figurations at several atmospheric scales. Beside convective ABL simulations the
focus is mainly directed on urban scale flow with building resolved resolution.
The model solves the filtered compressible Euler equation and to close the sys-
tem of differential equations a subgrid-scale model has to be added. Therefore the
ASAM code has been advanced with the implementation of an eddy viscosity model
as a closure parametrization. The standard Smagorinsky subgrid-scale model has
been used to quantify the diffusion coefficients needed in the viscosity model. The
Smagorinsky subgrid-scale model is implemented in his standard form, where the
Smagorinsky coefficient is fixed. Furthermore to consider anisotropy, two formula-
tions with a variable Smagorinsky coefficient are implemented in addition. These
two dynamical approaches, the so called scale-invariant and the scale-dependent for-
mulation need additional spatial test filters. While the scale-invariant formulation
requires one spatial test filter operation, the scale-dependent formulation requires a
further spatial test filter with a larger filter width. To make the model more useful
in atmospheric boundary layer flows, additional atmospheric stratification effects
are taken into account by modifying the eddy viscosity with the vertical gradient of
potential temperature.
Model simulations were performed for different stratified atmospheres. The imple-
mented dynamic procedures work well and showed good agreement with data from
Kleissl (2004). Spatial averaged vertical profiles of the Smagorinsky coefficient us-
ing the dynamic Smagorinsky models for a diurnal cycle of ABL flow are presented.
The typical behaviour of the dynamic Smagorinsky coefficient in different regions
like near surface flow, free-stream, or stable stratified flow is achieved compared
to the literature data. During this work the model ASAM is enriched with these
new subgrid-scale models and is therefore a comprehensive computational tool to
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describe and simulate atmospheric boundary layer flow independent of their strati-
fication behaviour. Additional improvements are achieved in the vicinity of a rough
surface wall.
Furthermore a modified inflow generation approach is proposed in this work to pro-
duce fully turbulent flow fields. Periodic boundary conditions, which are commonly
used in LES flow configurations, reach their limits in complex geometry. There-
fore LES modelling over complex geometry needs in-/outflow boundary conditions.
In order to simulate real upstream profiles with ordinary turbulence characteristics
a turbulent inflow generating method is essential. To modify a mean given flow
turbulent fluctuations are generated by superposition of sinusoidal and cosinesoidal
modes depending on inflow spanwise location and time. The added turbulence scales
depend thereby on the chosen frequencies and their associated amplitudes in the su-
perposition ansatz. Due to the implementation of this turbulent inflow method the
model ASAM has the ability to reproduce a given wind field with information from
its mean wind speed and their fluctuation energy spectrum. With this type of inflow
generation approach a shorter initialisation time is needed to develop a turbulent
flow field.
In order to produce data for LES model validation, the US Defense Threat Re-
duction Agency funded a near urban-scale experiment in the dessert of Utah/USA.
The Mock Urban Setting Test (MUST) experiment represent an urban roughness
geometry by placing shipping containers ordinary arranged in an array. A extensive
set of meteorological data is sampled by high-resolution measurements. Additional
puff tracer gas experiments and their dispersion trough the container array were
performed.
This near full scale experiment was used for micro-scale flow simulations in an urban
environments with the enriched model ASAM. The model configuration was carried
out to accord to the conditions at the field campaign. The meteorological condi-
tions like wind speed/direction and turbulent kinetic energy are used to generate the
inflow boundary conditions with the new implemented approach. This micro-scale
flow simulation in urban geometry is not performed primarily to compare results of
different Smagorinsky formulations. Rather the effect of the subgrid-scale model in
general is used. During this work a stable MUST configuration was developed for
the model system ASAM with the following issues:
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• A synthetic turbulent inflow generation module for reproducing measured flow
fields with measured wind data and their turbulent kinetic behaviour
• A comprehensive subgrid-scale model, which works accurate in several flow
regions
• A near-urban roughness element array with symmetric placed containers
• Computational environment on local multi-core machines and additional on
the super-computing system in Juelich.
Two cases of the MUST experiment were simulated and compared with the mea-
surement data. Both MUST cases represent significant different conditions with
regard to wind speed and turbulence intensities. The used building (container)-
resolved resolution is able to capture the phenomena appearing below the roof level,
where dynamic flow structures like specific wake flow, recirculation regions or eddy
detachment occur. Under the evaluating prospect a strategy is necessary for the
usage of the experimental measurement data. A successful procedure for comparing
the results of the field campaign with model simulations was developed and applied.
The generated template can be used for further case studies.
The comparison was divided into two parts: Meteorological wind values like wind
speed, wind direction and their fluctuating behaviour (turbulent energy distribu-
tion) - and - Tracer gas concentration values from a continuous puff release. The
gas concentration measurements are horizontal and vertical distributed and also
analysed by its mean and fluctuating behaviour.
Simulated results of case 2682353 are compared with with experimentally obtained
wind velocities values. The mean flow velocity in main flow direction is decreased
due to the presence of container in near surface z-levels. The dynamic fluctuating
behaviour of the wind velocity components is reproduced by the model with peak
magnitudes and their temporal occurrence. The gas plume released from a source
location on the roof of a container at 5.2m height, which is advected trough the
container array, is compared at several measurement points. Horizontal concentra-
tion values as well as vertical concentration profiles reached a good agreement with
measurement data with regard to magnitude and temporal distribution of concen-
tration peaks. Larger peaks are observed further upstream in the array close to the
source location, whereas lower peaks and a ”smoother” behaviour is found at the
end of the domain. The temporal mean concentrations at horizontal stations are
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well reproduced by capturing the time-averaged concentrations from the experiment
in some extent. In the ASAM simulation the street canyon channelling effect is not
as strong developed as in the field experiment and a small change in the direction
of the main dispersion plume subsequently.
Case 2681829 is characterized by significant larger wind speeds and a higher
amount of turbulent kinetic energy. The larger inflow velocity and the slight change
in wind direction lead to a different flow field. The dynamic fluctuating behaviour
is again comparable to the measurement. Furthermore for the first time analyses of
energy spectra within the container array were done of a real MUST case. The inflow
generation approach produces adequate turbulent kinetic energy motion upstream
the container array. This energy spectra is different from a computed spectra in the
inner part of the container array. The maximum of the turbulent kinetic energy is
shifted to higher frequencies here. The more diluted tracer gas plume for this case
measured in the field experiment is reproduced by the ASAM simulation results.
The horizontal distribution of time-averaged mean concentration values match well
to the measurement data.
The model configuration developed and used in this work is able to reproduce flow
structure in a complex urban geometry. First simulations are currently done with
building configuration of a real quarter of the city Dresden. The building location
data is already implemented and line sources symbolize polluted street canyons. The
advanced model system can be used for further simulation not only at micro-scale
but also for ABL flow simulations like the presented results in Sec. 3.3. Beside
polluted dispersion results such detailed studies deliver additional information for a
better parametrization of urban canopy on the ABL flow in coarser models.
6.2 Outlook
The results of this work point towards issues that can be investigated further. There
should be an evaluating study of the model with the following aspects:
Further interest is directed to other MUST cases with significant different me-
teorological conditions and their simulation with the developed ASAM configura-
tion. Changing wind directions and source locations leads to different dynamic flow
structures between the container, and thus different dispersion plumes are expected.
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Cases 2671934 and 2672101 would be interesting to simulate because of their low
wind speeds and small values of TKE. A more stable stratification is observed in case
2682256. By simulating stable stratified cases the vertical temperature profile can
be taken into account and will change in the model configuration setup. However
the stability processes are also dependent on wind direction and differ from both
cases above. Due to a more stable stratified boundary layer the vertical exchange
will be further suppressed. Particular the effect of channelling due to the container
increases and leads to more spreading in horizontal direction.
This guides to the vertical extent of configuration domain. With a more stable
stratified boundary layer the used vertical height of the domain is rather sufficient.
In neutral conditions an increase of the vertical domain is desirable. The actual
height of the domain is reasonable in order of saving computational costs. A higher
vertical domain in combination with the used damping layer on top expect an im-
proved description of the internal boundary layer.
The presented ASAM results cover a relatively short simulation time of about
300 s up to now and can be seen as a limited general assumption, however in the
field experiments the data is available for at least 900 s. It is the matter of available
computation time to perform longer simulation periods to compare the data for the
full measurement period. ASAM simulations in this work were balanced between
run configurations and resulting simulation time. An optimization of the model
performance may be also helpful.
In this context the development of a working scheme that simulate MUST cases
and automatically produce the evaluation results with using a experiment data set
would be useful undertaken.
Nevertheless simulating one special case as a sensitivity study for the usage of the
subgrid-scale closure is an interesting point for future work. No comparative results
of the subgrid-scale models are available for this evaluation study until yet. Their
influence on momentum and scalar diffusion can be significant for the results.
The turbulent inflow method can maybe also used to perturb mean meteorological
profiles in one-way nesting strategies. With available mean profiles and statistical
information of turbulence from a coarser simulation modified inflow profiles will
drive the model on the next finer resolution. Whereas for typically one-way nesting
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scenarios the grid spacing changes by a factor of 1/2 to 1/4 the situation is dif-
ferent for nesting a micro-scale building-resolving model (grid resolution 1m) into
a gama-meso-scale model (grid resolution 100m) with a parametrized description
of the urban impact. Here the grid size changes by 1/100. Both scenarios are in-
teresting on the way to make real wind and dispersion forecasts in cities. How to
tune the turbulent inflow approach for both cases is a further research area. For the
city of Dresden input GIS data and emission scenarios are already available. For
both scales simulation runs were done for the PAKT project and the BMBF (Bun-
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many
July 2002 - March 2003 Military service, Gera, Germany
2003 - 2008 Study of meteorology, Institute for
Meteorology, Leipzig University, Germany
July 2006 - August 2006 Meteorological laboratory, Institute for Meteoro-
logy, Leipzig University, Germany
2008 - 2009 Topic of diploma thesis: ”Infrarotmesstechnik und
ihre Anwendung in der Meteorologie”
2009 - 2013 Ph.D. student in the Modelling Department at





June 2007 - August 2007 Research assistant at Institute for Meteorology,
Leipzig University, Germany;
Supervision of meteorological laboratory
January 2006 - December 2008 Research assistant at the Leibniz Institute for
Tropospheric Research, Leipzig, Germany;
Micro-scale flow simulations with the All Scale
Atmospheric Model (ASAM)
January 2009 - August 2009 Research assistant at University of Minnesota,
College of Science & Engineering / St. Anthony
Falls Laboratory (SAFL), Minneapolis,
Minnesota, USA
148
