Résumé. 2014 Nous calculons le domaine d'attraction du point fixe d'une mémoire à réseau de neurones comme fonction des champs magnétiques locaux. Ce résultat, combiné à des algorithmes d'apprentissage standard, rend possible la construction de mémoires associatives saturées avec des propriétés de souvenir précisément spécifiées.
Domains of attraction in neural networks
Abstract. 2014 The domain of attraction of a neural network memory fixed point is computed as a function of its local magnetic fields. When combined with standard learning algorithms, the result makes it possible to construct saturated associative networks memories with precisely specified recall properties.
J. Phys. France 49 (1988) 1657 Figure 3 shows that the point at which the probability reaches one is independent of the value of K associated with the fixed point and figure 4 shows that it is relatively independent of N. The large N extrapolation of Fig. 3 . -The value of (ml -mo )/ (1-mo) at which all initial inputs get mapped to the memory fixed point plotted against the value of rc associated with the fixed point. This shows that the probability distribution Ps--&#x3E;03BE expressed as a function of (ml -mo)/(1-mo) is insensitive to the size of the domain of attraction of the memory state. These data correspond to a 100 node network. figure 6 where we plot mc as a function of K for saturated networks. The computer data agree well with our predictions.
Conclusions.
The results shown in figure 6 Mezard and E. Gardner for pointing out an error in an earlier version of this paper.
