Gene expression levels are dynamic molecular phenotypes that respond to biological, 2 environmental, and technical perturbations. Here we use a novel replicate classifier approach for 3 discovering transcriptional signatures and apply it to the Genotype-Tissue Expression (GTEx) 4 data set. We identified many factors contributing to expression heterogeneity, such as collection 5 center and ischemia time and our approach of scoring replicate classifiers allows us to 6 statistically stratify these factors by effect strength. Strikingly, from transcriptional expression in 7 blood alone we detect markers that help predict heart disease and stroke in some patients. Our 8 results illustrate the challenges and opportunities of interpreting patterns of transcriptional 9
INTRODUCTION 1
Unlike previous large-scale tissue (FANTOM et al. 2015) or cell-type (ENCODE et al. 2 2012) specific expression data sets, the GTEx Project (GTEx et al. 2015) is unique in the breadth 3 of tissue types sampled from the same individuals. The GTEx Consortium has previously 4 demonstrated that tissue-specific gene expression signatures are preserved in postmortem 5 samples using hierarchical clustering (Melé et al. 2015) , which groups samples by gene 6 expression using a data-driven approach to identify hidden structure in the data. While 7 hierarchical clustering is effective at identifying the greatest global source of variation, it does 8 not capture more subtle sources of variation. For example, in the context of the GTEx Project, 9 hierarchical clustering largely captures gene expression variation due to tissue type, but less 10 effectively captures the influence of confounding factors like age or sex. 11
Using the GTEx pilot data freeze version 4, we attempted to recapitulate the results of 12 hierarchical clustering using supervised Random Forest (RF) classification (Breiman 2001) . 13
Unlike hierarchical clustering, RF uses sample type annotations in a training data set to create 14 decision trees where the nodes correspond to genes whose expression levels distinguish between 15 tissue types. Although RF classification typically considers a single classifier per classification 16 task, we randomly generated replicate classifiers to statistically assess how well two groups can 17 be distinguished. This approach is markedly distinct from hierarchical clustering or PCA and 18 enables statistical uncertainty to be rigorously quantified. These analyses reveal strong 19 transcriptional signatures that contribute to patterns of expression heterogeneity in the GTEx data. 20
More broadly, our results highlight that a deeper understanding of the determinants of 21 transcriptional variation enable insights into the biological factors that govern variation in gene 22 expression among tissues and individuals. 23 the feature (of N total features) that best splits the samples between two classes using the entire 1 feature set. However, in RF typically each split is chosen from a subset of the square root of N 2 randomly selected features. These two levels of randomness help buffer from over-fitting in the 3 presence of a high number of features. RF prediction for a sample is essentially a voting system 4 where the prediction is the majority vote classification across all of the trees. 5
In this study we used entropy as a measure of information gain when selecting decision 6 points. Decision split-points that were already biased towards a 90% or greater decision were 7 eliminated to improve generalization. For each forest approximately 37% of the samples are not 8 selected (i.e. "out-of-bag") in each bootstrapped sample group. While RF tree pruning is 9 uncommon for efficiency concerns, we use these out-of-bag samples to prune leaves that lower 10 classification accuracy in "unseen" training set samples to help improve generalization. 11
Unlike SVM or logistic regression methods that produce unique, global solutions, RF 12 classifiers are affected by random starting conditions. Each time we trained a RF classifier we 13 selected a different random starting point and a different subset of training data, which 14 consequently produced slightly different performances. We took advantage of this by generating 15 100 "one-vs-rest" (Bishop 2006) binary RF classifiers for a given tissue type where each 16 classifier operated as a "technical" replicate. 17
Each RF was aggregated across 100 weak predictor decision trees. This number of weak 18 predictors was the point at which we found the ROC-AUC was guaranteed to have converged.
19
We used all of the M query samples (specific to the classified tissue type) in our training/testing 20 sample pool and M/2 non-target samples from each of the background tissue types to maintain an 21 even distribution for classifier comparison. Each forest was generated using 80% of the samples 22 randomly selected from the sample pool for each tissue type. The corresponding 20% of the 23 samples were reserved exclusively to evaluate the classification accuracy of our classifier. We 1 limited the number of non-target samples in the testing set to be no more than 90% of the total 2 testing pool. This percentage is relatively high to ensure sufficient background tissue diversity. 3
In an effort to speed up the process of classification, we trimmed each feature list before 4 classification to the top 1% of genes that separated the 80% randomly selected training samples 5 using a Mann-Whitney U test. Finally, we performed ROC-AUC integration calculations using 6 the trapezoidal rule and calculated confidence intervals around median ROC-AUC values using 7 medians of 100 bootstrapped sample sets. 8
Since we generated 100 replicate RF classifiers per tissue, we can determine critical 9 decision genes by counting the number of times each gene is used as a decision split-point. Due 10 to the decision tree splitting procedure the actual number of times a gene can be used for splitting 11 scales with the number of samples. However, tissue-specific genes are used repeatedly over the 12 100 replicate classifiers, and the relative number of repeats can indicate key tissue-specific 13 decision split-points. For each tissue type, we ran Gene Ontology (GO) enrichment analysis 14 using the online PANTHER Overrepresentation Test (Mi et al. 2013 Blood-specific markers for identifying sex, collection center, and ischemia time, were 22 identified using binary Random Forests, while classification of donor death was performed with 23 one-vs-rest Random Forests using a similar system to that for predicting tissue type. We broke 1 each factor down into the lowest number of possible classes specifically to limit signal dilution 2 across the 165 donor blood samples. A randomly guessing classifier should produce a ROC-3 AUC score of 0.5. To verify this, for each classifier we randomly permuted the sample labels and 4 calculated a background ROC-AUC. From these two pools of ROC-AUC scores, we calculated a 5 two-tailed t-test with samples of unequal variance to estimate a p-value indicating how 6 significant the classification success is for each factor. 7
The names of the three collection centers are hidden using codes ("B1," "C1," and "D1"). 8
We dropped the D1 center from this analysis because that center only collected samples from 9 nine of the donors used our work. The remaining two centers B1 (83 donors) and C1 (73 donors) 10 were carried forward for RF analysis. 11
The GTEx coding of "cause of death" annotations can be ambiguous. Before any analysis 12 took place, an independent researcher re-coded "cause of death" for us based on three annotation 13 variables: "deathCategory", "deathCause", and "deathClass" (Table S3 ). In particular, care was 14 exercised to differentiate the most common annotation "Cerebrovascular diseases", which mixes 15 stroke (generally annotated as CVA or "cerebral vascular accident" in deathCause) with brain 16 trauma (generally annotated as ICH or "intracranial hemorrhage"). 17
Causes of death are heavily conflated with donor age. We attempted to regress out the 18 effect of age using a linear model ( Figure S6 ) but found this produced unexpected results, 19 leading us to consider non-parametric normalization. To account for the effect of age we grouped 20 donors by age into ten-year blocks. For each gene, we removed the median expression for the 21 gene/age block and multiplied back the median of medians to keep the normalized expression 22 counts near to their original levels. We used the same cofactor normalization approach to 23 disentangle collection center from ischemia time. Cofactor normalization was not applied to the 1 DESeq/PEER normalized results. 2
Data Availability: 3
The GTEx pilot data (version 4, dbGaP Accession: phs000424.v4.p1) we analyzed can be 4 downloaded from NCBI at https://www.ncbi.nlm.nih.gov/projects/gap/cgi-5 bin/study.cgi?study_id=phs000424.v1.p1. The GTEx sample annotation tables are available 6 through the GTEx Portal, http://gtexportal.org/home/datasets. Code implementing the random 7 forest data analysis methods presented here is available at https://bitbucket.org/searleb/gtex-8 heterogeneity-classifier. 9
RESULTS AND DISCUSSION 11
Previous analyses of the GTEx data showed that tissue type could be accurately predicted 12 from gene expression data for many, but not all cell types (Melé et al. 2015) . We first attempted 13 to demonstrate the strength of tissue type gene expression signatures in the GTEx data using a 14 novel classification algorithm. Briefly, for each tissue type we trained 100 RF classifiers to 15 separate that tissue from the others, and calculated the median Receiver Operator Characteristic 16 (ROC) area under the curve (AUC) score as an estimate of prediction accuracy. We further 17 examined the RFs to quantify the frequency that a given gene is used as a decision split-point 18 across all of the replicates. Genes that are frequently used as tissue-determining decision points 19 are likely to be important signatures for tissue type, even if their specific differential expression 20 levels are not significant. This approach differs from DESeq (Anders and Huber 2010) and other 21 differential expression tools based on sequence count data for individual genes in that split-point 22 analysis can identify transcription signatures that act in concert to distinguish tissue expression. 23
To our knowledge, this work represents the first use of replicate RFs to in silico enrich for 1 significant gene expression signatures. 2 Gene expression signatures determined by RF classification can essentially perfectly 3 differentiate blood, muscle, lung, skin, heart, adrenal gland, liver, blood vessel, and nerve tissues 4 with lower quartile ROC-AUCs>0.99 (Figure 1a) . While Melé et al., 2015) were able to 5 reasonably differentiate the first eight tissue types using hierarchical clustering, nerve tissue was 6 not easily distinguishable from other tissue types. To investigate this disparity, we performed GO 7 enrichment of the top 100 RF decision split genes for nerve tissue (Table S1 ) and identified 31 8 genes involved in nervous system development at a Bonferroni corrected (BC) p-value=9.2x10 -5 . 9
These genes include 11 involved in axon ensheathment/myelination ) and 10 10 involved in glial cell differentiation ) that confidently differentiate nerve 11 tissue from other tissues in the GTEx data (Table S2) . 12
Some tissues defy precise classification, as indicated by lower median ROC-AUCs 13 (Figure 1a ). For example, although GO enrichment of the top 100 split genes for stomach tissues 14 indicates 17 signature genes involved in digestion (BC p-value=3.5x10 -16 ), stomach sample 15 classification produced median ROC-AUC scores of only 0.82. When we clustered samples 16 using Euclidean distance, these genes show two distinct groups of expression within stomach 17 tissue (Figure 1b) where several tissue samples show little or no expression in any of the 17 18 digestion-related genes. As this heterogeneity does not appear correlated with donor 19 characteristics or sample processing factors, we speculate that it may be related to whether or not 20 the stomach was empty at the time of donor death. 21
Having demonstrated our ability to uncover expression subtypes within stomach tissue, 22
we hypothesized that other sources of gene expression heterogeneity could be found in the GTEx 23 data. The GTEx project samples are richly annotated with covariate data, which we used to 1 identify additional factors that contribute to gene expression variability (Figure 1c) . Here, we 2 focused on expression data from blood, which had the largest sample size among all available 3 tissues and generated RF classifiers for a number of potential factors that contribute to 4 expression heterogeneity among individuals. For example, sex-specific genes are clearly present 5 in blood transcript levels (median ROC-AUC>0.99). As one would expect, all of the top 20 RF 6 decision split genes are either found on the X or Y chromosome (e.g. XIST). 7
The GTEx Consortium noted that gene expression is affected by sample preparation 8 conditions (GTEx et al. 2015) and we therefore evaluated influence of sample collection center 9 and total ischemia time (defined as the time after donor death but before the first tissue sample 10 was extracted). Although sample collection center and ischemia time are correlated ( Figure S1 ), 11 their effects are separable. Specifically, when analyzing center-related signatures, we removed 12 ischemia time biases using median-subtraction, and vice versa when analyzing ischemia-related 13 signatures. We removed one of the three centers from this analysis because of small sample size. 14 From the remaining two centers, we were able to determine with a high degree of accuracy 15 which hospital collected the sample using only blood gene expression data (median ROC-16
AUC=0.97). We permuted the annotations for each RF, recalculated the distribution of ROC-17
AUCs, and computed a two-tailed t-test with unequal sample variance, which showed that the 18 prediction accuracy was highly significant (p-value=7.6x10 -69 ). 19
Ischemic time can also be determined from blood samples using a similar approach. In 20 the GTEx data, ischemia time was highly variable ( Figure S2 ). The median ischemia time was 21 4.8 hours, with quartiles ranging from 2.9 to 11.4 hours. Although only 54% of the donor bodies 22
were annotated for refrigeration status prior to sample extraction, of those that were, in general 23 samples processed in less than 6 hours were not refrigerated, while those processed longer than 6 1 hours were. Indeed, replicate RF classifiers easily distinguished blood transcription patterns 2 between quickly and slowly processed donors (median ROC-AUC=0.95, t-test p-value=1.1x10
We next examined our ability to discern the cause of death from blood-derived gene 5 expression levels. We grouped donors into four categories based on the reported cause of death: 6 "brain anoxia" (primarily strokes, but also asphyxiation), "heart disease" (primarily myocardial 7 infarctions), "brain trauma" (primarily gunshot and transportation accidents), and "other" (see 8   Table S3 ). The manner of donor death is heavily conflated with donor age ( Figure S3 ). To 9 account for this, we normalized for age-related gene expression using median subtraction. While 10 the cause of death transcriptional signature is weaker than that of sex, center, or ischemia time, 11 RF classification can significantly differentiate donors that died of "brain anoxia" in blood 12 samples (median ROC-AUC=0.67; t-test p-value=1.0x10 -15 ; Figure S4a ). Heart disease patients 13 are more difficult to classify ( Figure S4b ), but a modestly significant expression signature is 14 present (median ROC-AUC=0.57; t-test p-value<1.9x10
-2 ). Our approach does not differentiate 15 "brain trauma" donors from the other groups ( Figure S4c ), most likely because often the time 16 between onset and death is too quick for injury specific transcripts to build in the circulatory 17
system. 18
Although our RF approach highlights the impact of confounding variables on expression 19 heterogeneity, the GTEx Consortium used well-established methods for mitigating these effects 20 in their analyses. This included explicitly modeling several known confounders as well as 21 learning additional hidden covariates using PEER (Stegle et al. 2010) . PEER was informed 22 about sex as a known cofactor, and as expected it is extremely effective at removing sex-related 23 expression signals, eliminating our ability to predict sex (Figure 1d ). PEER is also effective at 1 attenuating unknown covariates if their influence is weak. While brain anoxia donors could still 2 be differentiated in PEER corrected transcriptional data, its effect size was reduced (median 3 ROC-AUC=0. 56, t-test p-value=2.41x10 -3 ) and signatures for heart disease were eliminated. 4
Since within this study gender did not bias the likelihood of brain anoxia or heart disease ( Figure  5 S5), this difference may indicate PEERs ability to suppress some unknown covariates. That said, 6 strong unknown covariates, such as center (median ROC-AUC>0.99) and ischemic time (median 7 ROC-AUC=0.97), remained. These results highlight the importance of carefully collecting 8 covariate data when interpreting gene expression variation. 9
Finally, we investigated significantly over-represented RF decision genes to provide 10 potential insights into the underlying biology driving cause of death signatures. We identified 11 three significant RF decision split-points attributed to brain anoxia: CCR8 (e-value=1.7x10 -7 ), 12 (e-value=4.4x10 -3 ), and FGB (e-value=1.5x10 -2 ), shown in Figure 2a and 2c. The 13 chemokine CCR8 (Offner et al. 2006 ) and the cytokinesis regulator PRC1 (Liu et al. 2014) are 14 up regulated in vivo in the brains of stroke-injured rodents, while FGB is associated with stroke 15 in a recent cross-study meta-analysis (Zhang and Luo 2015) . The recapitulation of these markers 16 in the GTEx data underlines the power of our RF approach and the fact that we can identify them 17 from blood samples (and not just brain tissue) is remarkable. Conversely, commonly used FDR-18 corrected Mann-Whitney U tests only identify CCR8 as weakly significant 2 ), which suggests that RF split gene enrichment using FDR-corrected expected-value estimation 20 may be more efficient at identifying certain gene signatures. Similarly, the top split-point gene 21 associated with heart disease is PCDHA10 (e-value=9.1x10 -3 , Figure 2b and 2d), which encodes 22 a protocadherin cell-cell adhesion protein. Circulating cell adhesion markers have previously 23 been implicated as a predictive measure for patients who died from coronary artery disease 1 (Blankenberg et al. 2001) . Conversely, no individual gene changed significantly between these 2 groups when using FDR-corrected Mann-Whitney U tests. 3
PRC1
Large-scale, multi-site projects are inherently complex and confounding factors are 4 unavoidable in studies of natural populations because not every factor that could potentially 5 influence gene expression can be controlled for. In particular, most human studies necessarily 6 use tissue samples from deceased individuals, which can affect gene expression inferences. The 7 use of replicate classifiers and RF split point analysis will enable more rigorous inferences into 8 the causes and consequences of transcriptional variation. 9 of genes that achieved that score. These distributions behave similarly to the Gumbel extreme-4 value distribution explored in the sequence homology literature for BLAST (Karlin and Altschul 5 1993) e-value scoring. E-values for brain anoxia (c) and heart disease (d) samples are calculated 6 by fitting a log-linear slope to the tail of the distribution of genes that achieve split-point 7 enrichment scores between 10 and 25. The shaded blue area indicates e-value<0.05 and 8 significant genes in that region are shown in red. 
