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Abstract 
This paper is based on Parrondo’s history-dependent game model that has been put forward by P.Arena. Using 
discrete-time Markov chains and computer simulation, we analyse the parrondo’s paradox when games ABC…ABC 
played periodically and the parameter M=4. And then we find the volume of parameter space for which the paradox 
takes effect. Meanwhile we simulate the different sequences for mixing games A, B and C by computer and find an 
interesting phenomenon that when the total time of playing game A,B and C is an even number, the mixing game’s 
payoff dependents on the original capital’s parity. 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of [CEIS 2011] 
Keywords: History-dependent Parrondo’s Paradox; game; Markov chain; computer simulation 
1. Introduction and construction of the games 
Parrondo's paradox is a paradox of game theory and is named after its discoverer J.M.R. Parrondo, a 
Spanish scientist. It is described as follows: when two given games, both of which are losing games when 
played individually, are played randomly or periodically, a winning outcome is produced. The 
groundbreaking papers about parrondo’s paradox were published by D.Abbot and G.P.Harmer in 1999[1]-
[2]. At present, it has been confirmed by computer simulation, Brownian ratchet model and discrete-time 
Markov chains. After ten years development, parrondo’s paradox has many game models, such as capital 
dependent, history dependent and spatial dependent game models[3]-[4]. One of the history dependent 
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models consists of three relevant games that tossing biased coins, A, B and C[5] (FIG.1). The capital of the 
player increases or decreases by one unit in each turn. Details of game A, B and C are as follows: 
1) Game A consists of tossing a biased coin (coin 1) that has a probability p of winning. 
2) Game B is little more complex and can be described by the following statement. If the current capital 
is multiple of integer M then play the biased coin 2 and the chance of winning is p1. If it is not, play 
the biased coin 3 and the chance of winning is p2.
3) Game C, depending on the results of the previous game, described by the following rules: whether in 
the previous game history a win or lose took place, one of the biased coin 3 or 4 to toss is chosen. It 
is assumed that coin 3 has winning probability of p3 and coin 4 has winning probability of p4.
4) By setting the probabilities of p, p1, p2, p3, p4 and integer M, let A, B and C be always a losing game 
when played individually, but if they played randomly or periodically, a winning outcome is 
produced. 
 
Fig.1 The Parrondo’s game Model with history dependence 
2. Analysis using discrete-time Markov chains 
We Play games ABC…ABC periodically and set the parameter M=4. Game A,B and C played orderly 
in each cycle is a Markov process. The player has a time-dependent capital X(t) where t=0,1,2,….Thus 
we can define a cyclic discrete-time Markov chains as Y(t) = X(t) mod 4 where Y(t) has the states 
E={0,1,2,3}. The corresponding discrete-time Markov chains to Y(t) is shown in Fig.2. 
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Fig.2 Discrete-time Markov chain corresponding to the modulus periodic game ABC…ABC. The data in the rectangle is the 
transition probability of the two states, for example, the transition probability from state 0 to state 1 is 01p . When there is no arrow, 
there transition probability is 0, for example, 013 =p .
On the base of computation analysis, this periodic game has a transition matrix P  of 
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Let us suppose the stationary transition probabilities of modulus Y(t) =0, 1, 2, 3 are )(0
ABCπ ,
)(
1
ABCπ , )(2
ABCπ  and )(3
ABCπ . According to the definition of stationary transition probability  
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 Calculating (2) and (3), we got the stationary transition probability of )(0
ABCπ , )(1
ABCπ , )(2
ABCπ
and )(3
ABCπ .
So the periodic game’s expectation is 
4600  Jiayi Guo et al. / Procedia Engineering 15 (2011) 4597 – 46024 Jiayi Guo et al/ Procedia Engi eering 00 (2011) 000–000 
)322222(
3
1
2222
22322222
3
1
)322222(
3
1
)(
324232
)(
2
313131
1414132422)(
1
324232
)(
0
−−++++
⎟⎟⎠
⎞
⎜⎜⎝
⎛
+−+−
++−−+−+
+
−−+++=
ppppppp
pppppppp
ppppppppppppppp
pppppppABCE
ABC
ABC
ABC
π
π
π
        (4) 
             
3. Computer simulations 
In order to be convenient for computer simulation and data analysis, we define the expression of 
average payoff that equal to the mathematical expectation in theoretical analysis as  
                        
T
W
d =                                                                         (5) 
where the total payoff of each round 
0
1
)(
CN
TC
W
N
i
i
−=
∑
=
,
)(TCi  is the capital at time T, 0C  is 
the original capital, T is the total time in every round and N is the round of the game. Let us set the 
parameters: 0
C
=10000, N=20, T=10000. The winning probability p of game A is 0.45, so A is a losing 
game. In game B, the parameter M=4, the branch one and two’s winning probabilities, p1 and p2, range 
from 0.01 to 1. In game C, each winning probability of branch one and two is 0.376 and 0.620. These data 
can guarantee game C is also a losing game. The results of theoretical analysis and computer simulation 
are shown in Fig.3. From Fig.3 we can see the data of theoretical analysis and computer simulation can 
inosculate, but there is only a small volume of parameter p1 and p2’s space where parrondo’s paradoxical 
games exist. 
Fig.3 (a) Theoretical expectation ;(b) Computer simulation. The analysis of the periodic game ABC…ABC. The fuchsia area in p1,
p2’s surface is the shadow of the volume of parameter space for which the paradox takes effect. 
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4. Mixing sequences 
Using computer simulation, we analyzed different sequences for mixing games A, B and C. The 
parameters sets are as follows: in game A, ε−= 5.0p , in game B, M=4, ε−= 28
1
1p ，
ε−= 75.02p ，in game C, 376.03 =p ， 620.04 =p ，where 005.0=ε . Consider a periodic 
combination of games A, B and C. Here define the state [a,b,c] which means game A is played a times, 
game B is played b times and game C is played c times. For example, [2,3,1] means the sequence 
{AABBBCAABBBC…}. Let a, b and c rang from 1 to 3. Fig.4 shows the average payoff after 20 rounds 
and each round played 10000 games, the number of horizontal abscissa represents the combination of abc. 
For example, when abc=123, the game’s sequence is ABBCC. 
 
Fig.4 Average payoff of mixing games A, B and C. 
Computer simulation shows: for some sequences, game’s payoff depends on the original capital’s 
parity. We can see from Fig.4, according to the original capital’s parity, the mixing game will have two 
unequal payoffs. Particular conditions are as follows: 1) When the time of game B in a certain sequence is 
even, which means b is an even number, both of the payoffs that depend the original capital’s parity are 
beyond zero. For example, the sequences: 112, 123, 222, 321 and 323. 2) When the time of game C in a 
certain sequence is even, which means c is an even number, the payoff of even original capital is greater 
than the payoff of odd original capital. Especially when the time of game B is odd (b is an odd number), 
the payoff of even original capital is positive, but the payoff of odd original capital is negative. For 
example, the sequences: 112, 132, 312 and 332. 3) When the time of game C in a certain sequence is odd, 
which means c is an odd number, the payoff of even original capital is less than the payoff of odd original 
capital. Especially when the time of game B is odd (b is an odd number), the payoff of even original 
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capital is negative, but the payoff of odd original capital is positive. For example, the sequences: 211, 213, 
231 and 233. 
5. Summary 
1) This paper is based on Parrondo’s history-dependent game model that has been put forward by 
P.Arena. Using discrete-time Markov chains, we theoretically analyse the parrondo’s paradox when 
games ABC…ABC played periodically and the parameter M=4.  
2) Analyzing the game’s average payoff by computer simulation and theoretical analysis, we found the 
volume of parameter space for which the paradox takes effect.  
3) Simulating the different sequences for mixing games A, B and C by computer, we find an 
interesting phenomenon. When the sum of a, b and c which means the times of mixing games A, B and C 
is even, the mixing games’ payoff depend on the original capital’s parity. According to original capital’s 
parity, the mixing game will have two unequal payoffs. Amazingly we find that the two payoffs, which 
are both positive (b is an even number) or one is positive and the other is negative (b is an odd number), is 
determined by the parity of game B’s times, b. The parity of c, game C’s times, will determine the 
payoff’s large or small. When c is an even number, the payoff of even original capital is greater then the 
payoff of odd original capital. When c is an odd number, the situation will be on the other way round. 
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