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ABSTRACT  
   
Deoxyribonucleic acid (DNA) has emerged as an attractive building material for 
creating complex architectures at the nanometer scale that simultaneously affords 
versatility and modularity. Particularly, the programmability of DNA enables the 
assembly of basic building units into increasingly complex, arbitrary shapes or patterns. 
With the expanding complexity and functionality of DNA toolboxes, a quantitative 
understanding of DNA self-assembly in terms of thermodynamics and kinetics, will 
provide researchers with more subtle design guidelines that facilitate more precise spatial 
and temporal control. This dissertation focuses on studying the physicochemical 
properties of DNA tile-based self-assembly process by recapitulating representative 
scenarios and intermediate states with unique assembly pathways.  
 First, DNA double-helical tiles with increasing flexibility were designed to 
investigate the dimerization kinetics. The higher dimerization rates of more rigid tiles 
result from the opposing effects of higher activation energies and higher pre-exponential 
factors from the Arrhenius equation, where the pre-exponential factor dominates. Next, 
the thermodynamics and kinetics of single tile attachment to preformed “multitile” arrays 
were investigated to test the fundamental assumptions of tile assembly models. The 
results offer experimental evidences that double crossover tile attachment is determined 
by the electrostatic environment and the steric hindrance at the binding site. Finally, the 
assembly of double crossover tiles within a rhombic DNA origami frame was employed 
as the model system to investigate the competition between unseeded, facet and seeded 
nucleation. The results revealed that preference of nucleation types can be tuned by 
controlling the rate-limiting nucleation step.  
  ii 
The works presented in this dissertation will be helpful for refining the DNA tile 
assembly model for future designs and simulations. Moreover, The works presented here 
could also be helpful in understanding how individual molecules interact and more 
complex cooperative bindings in chemistry and biology. The future direction will focus 
on the characterization of tile assembly at single molecule level and the development of 
error-free tile assembly systems.  
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CHAPTER 1 
SELF-ASSEMBLY AND DNA NANOTECHNOLOGY 
1.1 Introduction 
1.1.1 Self-Assembly. Self-assembly can be defined as the autonomous 
organization of components into patterns or structures without human intervention
1,2
. As 
one of the most general processes, self-assembly happens at all scales and attracts broad 
interests. On one hand, self-assembly is essential to the origin of life since four 
macromolecular components including nucleic acids, proteins, lipids and glycans self-
assemble the elementary unit of life
3
. On the other hand, understanding self-assembly is 
fundamental to take full advantage of the programmability of natural building blocks to 
engineer artificial systems with designer functions
4
. There are two main kinds of self-
assembly: static self-assembly and dynamic self-assembly. Static self-assembly involves 
the equilibrium states of the system without dissipating energy after formation; dynamic 
self-assembly requires supplying or dissipating energy during the process, which is out of 
equilibrium. Although much of our current understanding of self-assembly comes from 
the examination of static systems, the greatest challenges and opportunities lie in building 
and studying dynamic systems
1
. When the constitutive component for self-assembly is 
deoxyribonucleic acid (DNA)  the process is termed DNA self-assembly. 
1.1.2 DNA. DNA is widely known for its biological function: storage of genetic 
information since the information encoded in DNA is copied, expressed, and repaired to 
accomplish the important physiological processes in the proliferation of life. 
DNA was first extracted and identified by Johannes Friedrich Miescher in 1869.
5
 
Its molecular structure was identified by James Watson and Francis Crick in 1953. 
6
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(Figure 1.1) Over six decades after the discovery of DNA double helical structure, DNA 
has been employed as the key molecule for numerous emerging fields, e.g. genetic 
engineering, DNA profiling, bioinformatics and DNA nanotechnology. Nowadays, DNA 
becomes a interdisciplinary research field which attracts interests from chemists, 
biologists, physicists and therapists.  
 
Figure 1.1. The model of double helical DNA proposed by Watson and Crick in 1953.
6 
1.1.3 Structural Features of DNA. Nucleotide is the basic unit of DNA, which is 
made from three components: a phosphate group, a 2-deoxyribose sugar and a 
nucleobase.
7
 (Figure 1.2) Phosphate group and 2-deoxytibose sugar repeat alternatively to 
form the backbone, which maintains the basic helical structure of DNA. The phosphate 
group bridges the 3' carbon of the upstream sugar residue and the 5' carbon of the 
downstream sugar residue through a chiral phosphodiester bond. Thus, a single-stranded 
DNA (ssDNA) usually starts from 5'-end with the phosphate group attached to the 5' 
carbon and ends at the 3'-end with a hydroxyl substituent.  The polymer chain of 
nucleotide is defined as the primary structure of DNA. 
 
  3 
 
Figure 1.2. The primary structure of DNA (5'-CGAT-3').  
There are two purine and two pyrimidine nucleobases in the natural DNA, 
adenine (A) and guanine (G), cytosine (C) and thymine (T), respectively. The hydrogen 
bonding between the nucleobases, which is also referred to as "Watson-Crick" base-
pairing (Figure 1.3), is highly specific:  A pairs with T through two hydrogen bonds and 
C pairs with G through three hydrogen bonds. The sequence of a DNA strand is given by 
the order of nucleobases from its 5'-end to 3'-end. In a double-stranded DNA (dsDNA), 
two complementary strands intertwine with each other in the anti-parallel arrangement 
with nucleobases holding them together.  
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Figure 1.3. The structure of Watson-Crick base pairing. Left: A-T base pairing; Right: C-
G base pairing.  
The predominant conformation of a dsDNA is B-form, which is right handed, 2 
nm in diameter and 3.4 nm per helical turn.
6
 Each turn of the double helix contains 10.5 
base pairs on average. Although DNA possesses two distinctive structural features: 
highly-specific Watson-Crick base-pairing and well-defined geometry of double helix, at 
first glance, DNA might not be an ideal material for nano-fabrication as a linear molecule. 
Moreover, the persistent length of an intact double helical DNA is approximately 50 nm
8
, 
while the rigidity drops drastically when one of the strand is nicked.  
 
Figure 1.4. The structure of B-form DNA. PDB ID 1D65.  
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Remarkably, branched DNA structures exist in nature, which are involved in 
some cellular functions such as DNA replication, repair and genetic recombination. A 
characteristic intermediate in homologous recombination is the Holliday junction
9
 
(Figure 1.5A and 1.6A), which facilitates the exchange of genetic information between 
two intercrossed duplex DNA. In a Holliday junction, two strands form a crossover link 
between helical domains, and the other two strands follow an approximately continuous 
helical trajectory. The emerging field of DNA nanotechnology began with the attempt to 
engineer the immobile Holliday junctions.
10,11
  
1.2 DNA Nanotechnology 
1.2.1 Seeman's proposal. The original idea of using three-dimensional lattices of 
DNA to orient molecules that are infeasible to crystallize was proposed by Nadrian 
Seeman in 1982.
10
 (Figure 1.5A) To this end, three-dimensional DNA crystal was 
demonstrated in 2009.
12
 (Figure 1.5E) After thirty years of development, the role of DNA 
is beyond the auxiliary framework for crystallization purpose; the structural motifs, 
design strategies, manipulation tools and characterization methods have been greatly 
enriched, inspiring potential real-world applications in nano-electronics, nano-robotics 
and nano-medicine.  
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Figure 1.5 Important milestones in structural DNA nanotechnology. (A) Seeman’s 
original vision of combining DNA junction structures with sticky-end pairs to achieve 
DNA lattices in 1980s.
10
 (B) The first example of synthetic 3D DNA nanostructures with 
the connectivity of a cube in 1991.
13
 (C) Atomic force microscopy (AFM) image of a 
periodic 2D DNA nanoarray self-assembled from individual DNA tiles through rationally 
designed sticky-end interactions in 2003.
14
 (D) Scaffolded DNA origami to create fully 
addressable 2D nanopatterns in 2006.
15
 (E) a 3D periodic structure composed of 
tensegrity triangles in 2009.
12
  
DNA is an excellent nano-engineering material for "bottom-up" approaches: 1) 
the simple Watson-Crick base-pairing rule makes the hybridization between DNA strands 
highly predictable; 2) the structural features of B-form DNA are well characterized, 
which facilitates the modeling of intricate DNA nanostructures; 3) modern organic 
chemistry and molecular biology provide a diverse toolbox that can be accessed to 
readily synthesize, modify and replicate DNA molecules; and 4) DNA is a biocompatible 
material, making it suitable for the construction of multi-component nanostructures made 
from hetero-biomaterials.  
1.2.2 DNA Tiles. The fabrication of a DNA nanostructure began with the rational 
design and self-assembly of ssDNA into small building blocks called tiles.  
DNA tiles, or branched DNA motifs, carry multiple single-stranded overhangs 
referred to as “sticky ends” (SE), which allow them to be linked together into 1D or 2D 
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arrays with distinct topological and geometric features
16-20
. DNA tiles have been 
successfully employed as units for hierarchical assembly
21,22
 and tile-based computing
23-
27
. 
 
Figure 1.6. Helical structures of DNA HJ and DX tiles and two-dimensional arrays 
assembled from them. (A) Front view (left) and top view (right) of a HJ tile. (B) A zoom-
in AFM image of the HJ array (scale bar: 100 nm).
30
 (C) Front view (left) and side view 
(right) of a DX tile. (D) A zoom-in AFM image of the DX array (scale bar: 200 nm).
25
 
Holliday junction (HJ) and double-crossover (DX) tiles (Figure 1.6) are among 
the first, simplest and most well-studied DNA tiles that have been constructed
10
, and they 
are also the most commonly utilized structural motifs in DNA-based assembly systems. 
HJ tiles are “X” shaped tiles with a flexible junction domain that allows the two stacked 
arms to adopt a wide range of angles
28,29
. Both HJ and DX tiles have the capacity to 
display up to four different SEs; however, the presence of a second junction domain 
between the double helical arms in DX tiles restricts the dynamic motion of individual 
arms
28
, resulting in a more rigid, planar molecule. HJ tiles have been employed for the 
design and construction of 2D arrays
30
, DNA crystals
31
 and DNA gridirons
32
. The 
symmetry
33
, crossover topology
34
, sequence-dependent thermodynamics
35
 and 
isomerization dynamics tiles
29,36-38
  of HJ have been thoroughly characterized and 
analyzed. 
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Figure 1.7. Schematic of DNA double crossover motifs.
33
  
DX tile is a groups of tile motifs that contain two crossover links between helical 
domains
33
.(Figure 1.7) Based on the relative orientation of the helical domains and the 
distance between neighboring crossovers, there are five possible conformations including 
DAE, DAO, DPE, DPON and DPOW. "D" stands for double crossover, which is the 
characteristic shared by all five motifs; "A" or "P" represents the anti-parallel or parallel 
orientation of the helical domains; "E" and "O" denote the number of half helical turns 
between neighboring crossovers, "E" for even number and "O" for odd number. When 
there are odd number of half turns between neighboring crossovers in a parallel motif, 
"N" or "W" corresponds to an extra narrow (minor) or wide (major) groove isolated 
between the two crossovers. Due to the intrinsic structural distortion and the potential 
topological constraint, parallel motifs are not as commonly-used as anti-parallel motifs. It 
should be noted that by introducing the second crossover, the persistent length of the 
DAE or DAO motifs is doubled compared to an intact dsDNA
28
, allowing the 
construction of DNA crystals. For this reason, the two dimensional DNA crystal was 
firstly achieved in 1998,
25
 which is one year earlier than the HJ crystal
30
.  
DNA tiles carry abundant information, including sequence, tile conformation and 
SE arrangement. Moreover, specific structural features, such as size and complementarity, 
are easily implemented in both HJ and DX tiles, making this group of DNA 
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nanostructures ideal building blocks to model complex molecular systems and study their 
kinetic behavior. The development of DNA tiling follows three directions: DNA tile 
motif, matching rules and tile assembly model.  
1.2.3 DNA Tile-Based Assembly. Based on the double crossover motifs, a 
variety of rigid, branched DNA tile molecules was constructed to self-assemble into 2D 
lattices. The first group of tile motifs are the "multi-helix" tiles including: planar triple 
crossover (TX) tile
39
, 4-helix tile, 8-helix tile, 12-helix tile
40
 and bundle-shaped tiles
41
. 
This group of motifs were designed by arranging helices in parallel with each other and 
connecting neighboring helices by crossovers. The second group of tile motifs are the 
"multi-arm" junctions including: three-point-star
42
, four-by-four tile
14
, six-point-star
43
, etc. 
This group of motifs were designed by connecting individual double crossover arms by a 
central loop strand. The third motif is the single-stranded tile (SST). Although SST motif 
is not as rigid as the former two groups, two dimensional array
44
 or arbitrary shapes
45
 can 
still be constructed. There are some irregular tile motifs such as T-tile
46
, tensegrity 
triangle
12
,  parallelogram junctions
30
, etc. that can be classified as the fourth group.  
 
Figure 1.8. Schematic and the corresponding AFM image of homogeneous tiling.
47
  
Most of the tile arrays are homogeneous tiling that consist of only one motif and 
one matching rule. (Figure 1.8) The translational and rotational symmetries in 
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homogenous tiling can be reduced by introducing more tile geometries or matching rules 
to generate heterogeneous tiling. Archimedean tiling
48
 is a periodic polygonal tessellation 
that can be created by placing regular polygons edge-to-edge around a vertex to fill the 
plane. It was achieved by engineering three- and four- arm junction tiles with proper arm 
length and matching rules. Algorithmic self-assembly
49
 deals with a subset of self-
assembly systems whose behavior can be intrinsically guided by algorithms. The sticky 
ends of the building unit can be encoded with Boolean algebra or computational 
instructions, which propagates information during the assembly. Cellular automaton 
pattern
50
, DNA Sierpinski triangle
51
 and binary counter
26
 are representative examples of 
algorithmic self-assembly. The quality of algorithmic self-assembly can be improved by 
error correction mechanisms such as proofreading tile sets
52
 or increasing redundancy
53
.  
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 Figure 1.9. Representative examples of heterogeneous tiling. (A) Archimedean tiling 
assembled by three- and four-arm junctions;
48
 (B) A cellular automaton pattern 
assembled by DAO tiles following the XOR function;
50
 (C) A binary counter ribbon 
assembled by DAO tiles following AND and XOR function.
26
  
A number of tile assembly models have been developed to enhance the design, 
prediction and implementation of tile-based assembly including: the abstract tile 
assembly model (aTAM)
49
, the kinetic tile assembly model (kTAM)
49
, the two-handed 
assembly model (2HAM)
54
, etc. The aTAM was developed to implement algorithms 
without considering the reversible nature of DNA tile assembly process; while kTAM 
was developed for a realistic simulation of DNA tile-based self-assembly. The reversible 
nature of DNA tile self-assembly is considered for a comprehensive understanding of 
weak interaction and assembly errors. It should be noted that the implementation of tile 
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assembly models relies on certain simplifications and assumptions. Thus, deviations 
between theoretical modeling and experimental systems are inevitable.  
 
Figure 1.10. Illustrations of the aTAM and kTAM.
55
  
1.2.4 State of the Art. Just like the two types of self-assembly, DNA 
nanotechnology can be broadly categorized into two overlapping subfields: structural 
DNA nanotechnology and dynamic DNA nanotechnology. Much effort over the past few 
decades has been put into structural DNA nanotechnology with achievement of various 
design strategies and a large variety of DNA structural shapes and patterns. (Figure 1.5) 
The complexity of the DNA nanostructures created in recent years has reached 
unprecedented level. (Figure 1.11) First, DNA origami structure was rationally designed 
by folding a long circular ssDNA into arbitrary shapes with hundreds of DNA oligos.
15
 
(Figure 1.5D) The addressability of 2 nm can be achieved in a single origami tile, 
allowing accurate arrangement of a variety of molecules
56
 including: quantum dots, 
inorganic particles, proteins, antibodies, aptamers, etc. Second, DNA nanostructures can 
be engineered with twist
57
, curvature
58
 and topological features
59
 by inserting or deleting 
nucleotides in B-form DNA. Third, DNA origami structures are not limited by the 
conventional design strategies that DNA helices have to be arranged in a parallel, 
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compact manner. Wireframe origami structures have been successfully constructed
60,61
. 
Last but not least, the medium and interactions between DNA nanostructures are not 
limited to base-pairing. Discrete three-dimensional (3D) DNA components can 
specifically self-assemble in solution on the basis of shape-complementarity rather than 
base pairing
62
.  
 
 
Figure 1.11. Cutting edge in structural DNA nanotechnology. (A) Schematic of a DNA 
origami nano-robot loaded with a protein payload.
63
 (B) Schematic of a DNA nano-flask 
with curvature in three dimensional space and the corresponding characterization by 
AFM and TEM.
58
 (C) Schematic and AFM images of a wireframe DNA origami with a 
Penrose pattern.
60
 (D) A two shape-complementary multilayer DNA origami objects in 
square-lattice packing.
62
  
Dynamic DNA nanotechnology is more challenging and in its infancy of 
development
16
. Most DNA assembly protocols rely on DNA hybridization 
thermodynamics that result in static equilibrium assemblies, dynamic DNA 
nanotechnology focuses on creating non-equilibrium systems that produce designed 
functionalities in response to stimuli
64
. DNA nanostructures with dynamic properties, 
such as switching
65
, reconfiguration
66
, stepped walking
67
 and mechanical motion
68
, are 
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becoming more attractive to pursue. Because dynamic DNA nanotechnology aims to 
create devices that work at non-equilibrium conditions, energy must be constantly 
supplied to maintain the dynamic behaviors.  
There are three major categories of driving mechanisms for dynamic DNA 
nanotechnology: non-DNA stimuli, programmed unidirectional motion and DNA strand 
displacement. Original dynamic DNA nanodevices were designed based on a 
conformational change in a DNA strand or duplex in response to the environment. 
Environmental factors, such as pH
69
, light
70
 and temperature
71
, can also serve as driving 
forces for dynamic DNA devices. Although non-DNA stimuli can be conveniently 
introduced and removed, these factors may influence the integrity of the whole system, 
resulting in inadequate functioning under these complicated conditions. Advanced DNA 
dynamic devices require stepwise control of a specific component rather than the entire 
device.  
 
Figure 1.12. Dynamic DNA nanotechnology. (A) An ion-triggered DNA rotary machine 
based on a B-Z conformational transition.
72
 (B) A unidirectional DNA walker.
67
 (C) A 
DNA tweezer driven by strand displacement.
73
 (D) Hybridization chain reaction.
74
  
An upgraded design strategy used a programmed unidirectional motion to drive a 
group of DNA walkers that followed a linear track
67,68,75,76
. (Figure 1.12B) The intact 
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track is consumed or digested irreversibly by the walker, preventing it from backward 
movement.  
DNA strand displacement is an enzyme-free process triggered by the 
hybridization of two complementary strands with a single-stranded overhang called a 
"toehold", followed by the displacement of a pre-hybridized strand
64
. Strand 
displacement can be coupled into cascades, which have been widely used for dynamic 
DNA devices, including reconfigurable self-assembly structures
77
, switchable devices
65
, 
circuits
78
 and reaction networks
79
. The success of strand displacement is attributed to the 
careful studies of DNA hybridization thermodynamics
80
 and kinetics
81
, applying a 
quantitative rate control over orders of magnitudes
82
. Most strand displacement cascades 
generate “waste” duplexes because the competitive hybridization favors the formation of 
more base pairs, which represents a lower potential energy. The accumulation of duplex 
waste increases the entropy of the whole system and is a major concern for DNA strand 
displacement methods.  
1.3 Physicochemical Characterization of DNA Self-Assembly 
Investigating how individual molecular components interact within DNA nano-
architectures, both in terms of spatial and temporal interactions, is fundamental for 
understanding the resultant behavior. This information will provide valuable insight for 
designing more complex higher-order structures that can assemble and function more 
efficiently. The thermodynamics and kinetics of ssDNA hybridizations have been 
thoroughly investigated
81,83-91
, offering guidelines for both structural and computational 
purposes. Despite the efforts put toward constructing more complex structural motifs, 
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there are few reports describing the kinetic behavior of multivalent DNA architectures 
like DNA tiles.  
 
Figure 1.13. (A) A representative thermal curve.
92
 (B) Thermodynamic study on 
polyvalent binding thermodynamics of DNA nanostructures.
93
 (C) A representative 
kinetics curve.
92
 (D) Kinetic study on steric crowding and the kinetics of DNA 
hybridization within a DNA nanostructure.
91
 
Progress in investigating the thermodynamics and kinetics of DNA structures with 
increased complexity has been made in the past decade
89-91,93,94.  eal-time monitoring of 
DNA tile assembly using   rster resonance energy transfer (FRET) revealed that both the 
number and the relative position of DNA sticky ends play a significant role in the 
stability of higher order structures
90
, and similar methodology has been applied to a series 
of thermodynamic studies
92
. This quantitative analysis of the stability and cooperativity 
within a network of DNA sticky end associations may lead to greater control over 
hierarchical nanostructure formation. Furthermore, several synthetic DNA nanostructures 
were employed as models to study the binding behavior of polyvalent molecules and gain 
insight into how conformational flexibility affects the association equilibrium
93
 (Figure 
1.11B). This approach has yielded quantitative identification of the roles of enthalpy and 
entropy in the affinity of polyvalent DNA nanostructure interactions. Other available 
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methods for thermodynamic measurements include UV spectrometry, atomic force 
microscopy and microcalorimetry. However, FRET-based melting curve is the most 
suitable method to study local molecular interactions.  
Research interest in the kinetics of DNA self-assembly focuses on the 
hybridization kinetics within a constructed molecular environment that includes the 
following components: multi-helix tile
91
 (Figure 1.11D), DNA origami tile
89
 and origami 
frame
95
. Reduced probability of successful nucleation of the invading ssDNA targets with 
the complementary probes slows down the hybridization rate. The use of single 
fluorescent reporter to monitor the hybridization process simplifies the labeling strategy 
and expands the ability to study tile-tile interactions when multiple sticky ends appeared 
on the same tile. The kinetics of individual tile attachment/detachment on a mica surface 
had been quantified to provide experimental support for the kTAM.
55
 However, the 
kinetics of the DNA tile assembly in a bulk aqueous solution could be evaluated 
differently from the kTAM model where nucleation rather than tile diffusion becomes the 
rate-limiting step. 
1.4 Challenges and Opportunities 
A comprehensive understanding of the DNA assembly process is fundamental to 
guide and bridge upstream design and downstream applications in DNA nanotechnology. 
Thermodynamic study offers information regarding the thermostability, structural 
distortion, optimal assembly temperature, maximal assembly yield, etc.; kinetic study 
offers information regarding the forward and backward reaction rates, assembly pathway, 
rate-limiting step, defect rate, etc. For DNA tile-based self-assembly systems, the quality 
of the resulted assembly is determined by both aspects, but ultimately the sequence. 
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Ideally, the tiles can be assigned with the well-studied sequence to prevent any 
unpredictable distortion; sticky ends can be tuned to be orthogonal and energetically 
uniform. Given the infinite combination of DNA sequence and the randomness of tile 
assembly system, the challenge lies in the rational design of the pivotal intermediate 
states or scenarios that resemble the actual molecular context. A scientific question is 
asked as follows: "can we derive quantitative guidelines to improve the design and 
prediction of artificial self-assembly systems with increased complexity?".  
To address this question, a series of tile assembly model systems with increasing 
complexity were designed following the "bottom-up" strategy. First, DNA double-helical 
tiles with increasing flexibility were designed to investigate the dimerization kinetics. 
The higher dimerization rates of more rigid tiles result from the opposing effects of 
higher activation energies and higher pre-exponential factors from the Arrhenius equation, 
where the pre-exponential factor dominates. Next, the thermodynamics and kinetics of 
single tile attachment to preformed “multitile” arrays were investigated to test the 
fundamental assumptions of tile assembly models. The results offer experimental 
evidences that double crossover tile attachment is determined by the electrostatic 
environment and the steric hindrance at the binding site. Finally, the assembly of double 
crossover tiles within a rhombic DNA origami frame was employed as the model system 
to investigate the competition between unseeded, facet and seeded nucleation. The results 
revealed that the preference of nucleation types can be tuned by controlling the rate-
limiting nucleation step.  
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CHAPTER 2 
KINETICS OF DNA TILE DIMERIZATION 
Adapted with permission from Jiang, S..; Yan, H.; Liu, Y,: Kinetics of DNA tile 
dimerzation, ACS Nano 2014, 8, 5826-5832. Copyright 2014 American Chemical Society. 
2.1 Abstract.  
Investigating how individual molecular components interact with one another 
within DNA nano-architectures, both in terms of their spatial and temporal interactions, is 
fundamentally important for a better understanding of their physical behaviors. This will 
provide researchers with valuable insight for designing more complex higher-order 
structures that can be assembled more efficiently. In this report, we examined several 
spatial factors that affect the kinetics of bivalent, double-helical (DH) tile dimerization, 
including the orientation and number of sticky ends (SEs), the flexibility of the double 
helical domains, and the size of the tiles. The rate constants we obtained confirm our 
hypothesis that increased nucleation opportunities and well aligned SEs accelerate tile-
tile dimerization. Increased flexibility in the tiles causes slower dimerization rates, an 
effect that can be reversed by introducing restrictions to the tile flexibility. The higher 
dimerization rates of more rigid tiles results from the opposing effects of higher 
activation energies and higher pre-exponential factors from the Arrhenius equation, 
where the pre-exponential factor dominates. We believe that the results presented here 
will assist in improved implementation of DNA tile based algorithmic self-assembly, 
DNA based molecular robotics, and other specific nucleic acid systems, and will provide 
guidance to design and assembly processes to improve overall yield and efficiency.  
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2.2 Introduction 
In recent years, DNA has emerged as an attractive building material for creating 
complex architectures at the nanometer scale that simultaneously affords versatility and 
modularity.
1-5
 This is due to a number of favorably distinct features of DNA, for example: 
the reliability of base-pair interactions, the availability of DNA manipulation techniques, 
and the ease and affordability of custom oligonucleotide synthesis. New design strategies 
have evolved to enrich the collection of two- and three-dimensional DNA 
nanostructures,
6-10
 and spatial and/or temporal manipulation of molecules displayed from 
DNA scaffolds have been demonstrated.
11-13
 With the expanding complexity and 
functionality of DNA toolboxes, a quantitative understanding of the dynamics of DNA 
self-assembly, and identification of those factors that influence the kinetics, will provide 
researchers with more subtle design guidelines that facilitate more precise spatial and 
temporal control.  
The kinetics of single-stranded DNA (ssDNA) hybridization has been thoroughly 
investigated in the past decades.
14-22
 For example, a typical bimolecular rate constant for 
ssDNA binding to its complementary strand is on the order of ~1.0×10
6
 M
-1
·s
-1
.
14
 We 
recently showed that the bimolecular rate constant for ssDNA hybridization to a 20-
nucleotide (nt) probe extended from a multi-helical DNA tile is (1.04±0.05)×10
6
 M
-1
·s
-
1
,
19
 consistent with the association rate of complementary ssDNA strands. The factors 
that affected the hybridization rate included the position from which the probe was 
displayed, the steric crowding in the vicinity of the probe, and the sequences flanking the 
hybridization domain. Despite the continued interest and effort put towards constructing 
more complex structural motifs, there are very few other reports describing the kinetic 
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behavior of multivalent DNA architectures. In this work we study the kinetics of DNA 
tile-tile association.  
DNA tiles, or branched DNA motifs, generally carry multiple single-stranded 
overhangs called “sticky end” (SE) that allow them to be linked together into 1D or 2D 
arrays. Holliday junction (HJ) and double-crossover (DX) tiles are among the first and 
simplest DNA tiles that were constructed, and they are also the most common structural 
motifs used in DNA based assembly. HJ tiles have a flexible junction domain and may 
carry up to four SEs, while DX tiles are relatively rigid and also carry four SEs.  
Subtle variations or modifications are easily introduced to HJ tiles, including 
changing the number and orientations of the SEs, linking the ends together to generate a 
tethered junction, or breaking one of the two connecting strands at the junction point to 
produce a meso-junction.
23,24
 The non-binding ends of the flexible tiles were extended 
with multiple thymines to prevent non-specific tile-tile stacking and to ensure that the 
flexible tiles all had the same molecular weight. Therefore, this group of simple DNA 
nanostructures represents an ideal model to comprehensively study the kinetics of 
multivalent DNA-tile association, where the desired structural features are easily 
implemented. This study aims to understand the dimerization behavior of pairs of DNA 
tiles through SE association (either one or two interactions). The results will certainly 
benefit the design and functionality of dynamic DNA devices.  
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Figure 2.1. (A) Helical arrangements of rigid, semi-rigid and flexible tiles in this study. 
(B) Schematic designs of rigid, semi-rigid and flexible tile pairs in this study include a) 
DAE homodimer, and heterodimers of a DAE tile with b) a tethered junction tile, c) a HJ 
tile and d) a meso-junction tile, the second tile flexibility increases from a) to d). A 
reporter fluorophore (green dot: 6-FAM) was introduced to the DAE tile at the interface 
between the tiles. e) DAE homodimer with a single 10-nt SE. This homodimer was 
evaluated for quantitative comparison with the assembly through two SEs in a) to 
determine the influence of the number of SE interactions.  
 
2.3 Results and Discussion 
2.3.1 Model System. In this study we first evaluated pairs of double-helical tiles 
(DAE Tile A + Tile B, D: double-crossover, A: antiparallel, E: even number of half-turns 
between crossovers)
 25
 with two, 5-nt SEs extended from the sides of the tiles. The SEs 
on Tile A are designed to fully hybridize to complementary SEs displayed from Tile B to 
form a double-helical dimer associated though both SEs (Figure 2.1). The designs of the 
double helical tiles were adapted from a previous report,
26
 except that a deliberate 
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sequence change was made to the SE region on Tile A, adjacent to the reporter 
fluorophore (6-FAM), to obtain an optimal signal-to-noise ratio. The sequence of this SE 
was “Tile A core-TGAGC-5’ ” (for full sequence details please see the Supporting 
Information). Here, one thymine residue was placed directly across from the reporter dye 
to minimize quenching of the fluorophore;
27
 and one guanine residue was introduced next 
to the thymine to suppress the emission of the fluorophore when Tile A alone was present. 
In that case, the unpaired guanine in the single stranded region of the tile interacts with 
the fluorophore (likely through hydrophobic interactions) and quenches its emission via a 
photo-induced electron transfer mechanism.
27,28
 Upon full hybridization between the SEs 
of Tiles A and B, the guanine forms a base pair with a cytosine from the complementary 
SE and cannot interact with the fluorophore, yielding a prominent enhancement in the 
emission of the dye. The remaining three nucleotides in the corresponding SEs were held 
at an identical 60% GC content.  
 
Figure 2.2. Emission spectra and anisotropy change of the fluorescence of the reporter 
dye upon tile dimerization. (a) Emission spectra of reporter dye before and after 
dimerization. A 38% enhancement in the emission intensity, and a 3 nm blue shift of the 
emission peak was observed after dimerization. (b) Static fluorescence anisotropy 
measurement before and after dimerization. A decrease in the fluorescence anisotropy 
  29 
value (from 0.086 to 0.040) after dimerization indicates a less restricted rotation of the 
reporter dye after hybridization of the SEs.  
 
According to steady-state fluorescent analysis, an approximate 40% enhancement 
and a 3 nm blue shift (from 521 nm to 518 nm) in the emission of the reporter dye were 
observed upon dimerization of Tiles A and B (Figure 2.2a), indicating that after 
dimerization the reporter was in a more polar environment and subject to fewer 
quenching factors, such as hydrophobic stacking and photo-induced electron transfer. 
These effects are supported by the fluorescence anisotropy measurements (Figure 2.2b), 
where a decrease in anisotropy indicates a more free rotation of the dye in the DNA tile 
dimer.
19
 Therefore, we conclude that when the corresponding SE on Tile A is fully 
hybridized to its complement from Tile B, the fluorophore is “squeezed out” from its 
stacked position with the neighboring bases on the ssDNA, and thus yields higher 
fluorescence. The enhancement in fluorescence intensity occurs as hybridization proceeds, 
thus its time dependence reports the kinetics of DNA tile dimerization.  
2.3.2 Kinetics Measurement. Dimerization is initialized by the nucleation of a 
few base pairs between complimentary SEs, and is followed by a rapid “zipping-up” of 
the remaining complementary base pairs.
15 Nucleation is regarded as the “rate-limiting 
step” of hybridization at low DNA concentrations,19 which depends on the accessibility 
of the nucleation sites and the frequency of successful collisions. The “zipping” step is 
relatively fast compared to nucleation when fully complementary strands are involved. 
The most significant change in fluorescence intensity should occur during the “zipping” 
step. Therefore, the dimerization process can be modeled by a bimolecular association of 
two separate DNA tile monomers. The free energy change (ΔG) of the tile-tile 
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association reaction between two 5-nt SEs at 25 °C is -14.5±0.1 kcal/mol,
26,29
 which 
indicates that the dimerization equilibrium is strongly dominated by the forward reaction, 
i.e. once the monomers dimerize, there’s little chance for the dimer to dissociate. Thus, 
the backward dissociation of the dimer can be neglected, and the reaction rate can be 
expressed as a product of the bimolecular reaction rate constant, k1, and the 
concentrations of Tiles A and B (details in the Supporting Information). Using the same 
initial concentration of the tiles, the reaction rate can be expressed as a simple second-
order reaction: rate = k1[A]
2
. The rate constant can be directly obtained from a nonlinear 
fitting of the plot of fluorescent emission versus time (Figure 2.3a).  
 
Figure 2.3. Nonlinear fitting of the second-order reaction. (a) The fluorescence intensity 
change was normalized from 0 to 1 and corrected for photo-bleaching using the signal 
from Tile A only. The graph shown here corresponds to the DAE tile homo-dimerization 
(5-nt bivalent). The process was monitored in real time and fit by a second-order reaction 
equation, from which the rate constant of dimerization was derived. (b) Rate constants of 
dimerization derived for two samples: DAE homodimers via 5-nt bivalent binding (red) 
and 10-nt monovalent binding (purple). The result indicates that the monovalent binding 
is slower and is more dependent on temperature. Thus, the monovalent binding exhibits 
higher activation energy than the bivalent binding. 
 
For 5-nt bivalent homo-dimerization of DAE tiles at 21°C (room temperature), 
the second-order rate constant was determined to be 2.23(±0.07)×10
6
 M
-1
·s
-1
. This rate 
constant is approximately 2-fold higher than the reported rate constant of 20 bp DNA 
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hybridization.
19
 When the reporter position was varied (and either of the SEs was 
monitored) and the direction of the SE pairs was reversed (displayed from the 5’ end of 
the ssDNA to the 3’ end), the tile-tile dimerization rate constant stayed the same (Figure 
S22 in Appendix A). This result indicates that the kinetics of hybridization does not 
depend on the orientation of the SEs. This also confirms the reliability of our labeling 
strategy and accuracy of the corresponding kinetic measurements.  
Compared to ssDNA hybridization kinetics,
18,19
 the 2-fold increase in the rate 
constant of DNA tile dimerization might come from the increased chance of nucleation 
afforded by the two pairs of SEs. However, it should be noted that since the total number 
of bases participating in these two binding processes are not the same, we cannot directly 
compare the two data sets.  
2.3.3 Comparison of Monovalent vs. Bivalent SE Association.  To obtain a 
more quantitative comparison of mono- and bivalent SE binding, the dimerization 
kinetics of another pair of DAE tiles was studied. Here, each tile displayed a single 10-nt 
SE (Tile A core—TGAGC ACACG-5’; 5’-ACTCG TGTGC—Tile B core). The core 
sequences of the mono- and bivalent pairs of tiles were identical, ensuring that any 
difference in the binding rate constants arose solely from the unique arrangement of the 
SEs. The kinetics was measured at 5 different temperatures (Figure 2.3b). The bivalent 
binding reaction showed distinctly higher rate constants than the monovalent reaction in 
all temperatures used in our experiment, indicating that the association rate between the 
DNA tiles is enhanced by breaking the single 10-nt SE into two 5-nt SEs. However, the 
rate constant for the single SE interaction shows steeper temperature dependence than 
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that of the bivalent interaction, resulting in a 4-fold difference at 12 °C, and a 2-fold 
difference at 24 °C. 
The activation energies for the dimerization of the different dimers were obtained 
from the Arrhenius plots (Figure 2.4 and Table 2.1). The activation energy of the 
homodimer of DAE tiles via a single 10-nt SE was 17.4±0.4 kcal/mol, close to the 
previously reported activation energy (~19 kcal/mol) of binding of a 20-nt ssDNA to a 
multi-helix tile.
19
 However, the activation energy of the homodimer of DAE tiles via two 
5-nt SEs is less than half of this value (8.2±0.3 kcal/mol). We should note that a single 5-
nt SE interaction between the DAE tiles is not stable, with a melting temperature slightly 
below room temperature (Figure S17 in Appendix A), and thus the dimerization reaction 
between DAE tiles with a single 5-nt SE does not proceed significantly at room 
temperature and results in a negligible reaction rate.  
From these observations, we conclude that tile-tile association via double SEs is 
beneficial, especially for kinetics. It enhances both the association kinetics and stability 
compared to the single SEs of the same length. This is because doubling the number of 
binding sites increases the frequency of nucleation and added base-pairing enhances the 
binding strength. Compared to a single SE (Figure S19 in Appendix A) that is twice as 
long,
26
 the melting temperature of the dimer with two 5-nt SEs is slightly lower than that 
of the dimer with a single 10-nt SE. The slight destabilization is most likely due to the 
presence of a few more nick points which weakens the base stacking interactions. 
However, the kinetics of the tile-tile association via two SEs is faster because of an 
increase in the nucleation frequency and a significant decrease in the activation energy of 
binding. It seems that the two SEs work cooperatively, such that the nucleation of one of 
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the SEs with its complement helps to bring the neighboring SE with its complement 
closer together so that alignment occurs before dissociation of the tiles, thus significantly 
improving the success rate of productive tile-tile association.  
2.3.4 Effects of Flexibility of the Double Helical Domains on Kinetics. It is 
known that in DAE homodimers, the distance between adjacent intra- and inter-tile 
double-crossover points are equal to an even number of helical half-turns (21 bps), thus 
producing nearly planar structures.
30
 The existence of multiple double-crossovers in DAE 
tiles restricts their flexibility, making them approximately twice as stiff along the helical 
axis as double-stranded DNA molecules of the same length.
31-33
 In the individual tiles, 
both of the SEs are well aligned and brought into close proximity of each other. After 
mixing, as nucleation of ssDNA domains occurs between one pair of SEs, there is little 
additional energy required for the second pair of SEs to align and pair up, and the tile-tile 
dimerization should proceed with little or no reconfiguration energy costs.  
Considering the sequence at the junction position, there is evidence that the HJ 
tile employed in this study has strong bias towards one stacking conformer,
34
 illustrated 
in the Supporting Information (Figure S2 in Appendix A). Therefore, the enthalpic cost 
of bringing the second SE into close proximity of the first (reconfiguration cost) is also 
small.
35
 However, structural distortion of the SEs will increase the entropic cost of 
binding, thus resulting in a lower rate of dimerization.  
We observe that for the same length, orientation and sequence of the SEs, a 
Holliday junction Tile B binds to a DAE Tile A to form a heterodimer (Figure 2.1c) with 
a rate constant of 1.83(±0.07)×10
6
 M
-1
·s
-1
 at room temperature (21°C), approximately 18% 
slower than that of the DAE homodimer (data compiled in Table S3 in Appendix A).  
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To further investigate the influence of tile flexibility on kinetics, modifications 
were made to the Holliday junction tile to increase or restrict its conformation flexibility. 
In the meso-junction tile (Figure 2.1d), one crossover is transfered from the reciprocal 
junction in the center of the tile to the edge of the tile, such that the two helical domains 
are not as well aligned. We found that the rate constant of heterodimer formation of 
meso-junction Tile B with DAE Tile A was 1.63(±0.08)×10
6
 M
-1
·s
-1
.  
To form a tethered junction tile, an 8-thymine linker was inserted between the 
blunt ends of Holliday junction tile (Figure 2.1b), making the junction less flexible. The 
rate constant of dimerization between tethered junction Tile B and DAE Tile A was 
measured as 2.15(±0.09)×10
6
 M
-1
·s
-1
 (essentially the same as the DAE homodimer at 
room temperature, data shown in Table S3 in Appendix A).  
For all the dimers formed here, the rate constants were determined over a range of 
temperatures, from 12°C to 24°C. All samples showed a decrease in the rate of 
dimerization as the temperature decreased, indicating the existence of positive activation 
energies (Figure 2.4, Table S3 in Appendix A). Bases on the Arrhenius equation 
(ln(Rate)=lnA-Ea/RT), two factors determine the rate constant: the activation energy (Ea), 
which is the free energy difference between a high energy transition state and the initial 
state of the free monomers; and the pre-exponential factor (A), which is related to the 
probability of collision and the entropic change of the transition.
36
 The rate constant is 
directly proportional to the pre-exponential factor, but exponentially decreases with 
activation energy.  
We speculate that the energy barrier of activation is the result of tile distortion and 
some weak interactions between the two SEs on the same monomer before dimer 
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formation. Further, the two ends of the flexible junctions rotate over a wider range of 
angles than the more rigid ones; only when both SEs are properly aligned is synergetic 
binding allowed to push dimerization towards the forward association reaction. Based on 
this argument, higher flexibility in the tiles is expected to reduce the possibility of 
successful collisions, thus yielding a lower pre-exponential factor.  
 
Figure 2.4. Arrhenius plot of all the tile pairs employed in this study. Rate constants were 
measured at 5 different temperatures. All tile pairs exhibited a linear relationship between 
ln k and the reciprocal of absolute temperature, 1/T. The error bars represent the standard 
deviation of at least 8 replicate measurements. The error bars are not shown when they 
are smaller than the size of the symbol used. The activation energy and pre-exponential 
factor are obtained from the slope and the y-intercept of the plot, respectively, and are 
listed in Table 2.1. 
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Table 2.1. Arrhenius fitting results of all the tile pairs investigated in this study.  
 
DAE 
homodimer 
Tethered- 
junction 
heterodimer 
Holliday- 
junction 
heterodimer 
Meso-junction 
heterodimer 
10-bp SE 
DAE 
homodimer 
Ea (kcal / mol) 8.1±0.3 8.5±0.2 6.6±0.1 5.9±0.2 17.4±0.4 
lnA 28.6±0.5 29.1±0.3 25.7±0.2 24.4±0.3 43.5±0.7 
 
Arrhenius plots were generated to obtain the activation energy and pre-
exponential factor of dimerization for five different scenarios (Figure 2.4). We 
discovered that tiles with higher rigidity have higher activation energies, while at the 
same time also display higher pre-exponential factors. The two factors affect the rate 
constant in opposite ways, thus compensating for each other. Here, in the temperature 
range considered, the pre-exponential factor is the dominating factor of the kinetics of the 
reaction because the activation energies vary only slightly (6-8 kcal/mol). Note that the 
highly rigid tiles display two well aligned SEs for binding, thus they have a higher 
frequency of successful collisions. However, two closely spaced ssDNA SEs may have 
weak, transient interactions with each other that must be unraveled before binding with 
their respective complementary SEs. We speculate that this gives rise to the higher 
activation energies that were observed.  
On the other hand, the flexible tiles generally contain two helical domains twisted 
relative to each other that act somewhat independently, and so the binding process can be 
roughly separated into three distinct steps: (1) binding between one pair of the 
complementary SEs (no preference as to which binds first), (2) reconfiguration of the 
double helical domain to align the second pair of SEs, and (3) association of the second 
SE pair before dissociation of the bound one. The activation energies of the three steps 
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likely do not accumulate (perhaps the tile reconfiguration process dominates) thus 
resulting in lower overall activation energy. At the same time, this also severely 
decreases the rate of successful collisions. Therefore, we conclude that the binding 
kinetics of bivalent DNA tile pairs is determined mainly by entropic factors, i.e. 
successful collisions.  
2.4 Conclusions 
In this report we used a fluorescent dye labeled DNA nanostructure to monitor the 
kinetics of mono- and multi-valent DNA tile dimerization. By fitting the kinetics curves 
we extracted the rate constants for a series of tile dimers, including DAE homo-dimers, a 
DAE/Holliday junction heterodimer, a DAE/meso-junction heterodimer, and a 
DAE/tethered junction heterodimer. The dependence of the tile-dimerization kinetics on 
many structural factors including dye labeling strategy, construction of the SEs, 
orientation of the SE binding sites, and the flexibility of double helical domains was 
studied.  
Compared to the kinetics of ssDNA hybridization, the second-order rate constant 
of DAE homo-dimer formation is 2-fold higher, regardless of the fact that DNA tiles are 
much larger and bulkier than ssDNAs. It appears that the slower translational and 
rotational diffusion caused by the bulkier DNA tiles does not significantly affect the rate 
of tile-tile association (Figure S23 and Table S5 in Appendix A). This result suggests that 
increasing the number of SEs increases the nucleation efficiency, thus increasing the rate 
constant of association.  
Employing multiple SEs is a common practice to increase the stability and fidelity 
of tile-tile assembly. Our study confirms that using two SEs to link DNA tiles enhances 
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the rate of association compared to a single SE with the same number of base pairs. The 
higher rate is largely because of lower activation energy of dimerization when a single 
long SE is divided into two shorter ones.  
Dimerization of flexible tiles was characterized by lower rate constants than rigid 
tiles of similar size. Arrhenius plots showed a linear dependence of reaction rate on 
temperature for all the tile pairs utilized in this study. Increasing the rigidity of the tiles 
resulted in larger dimerization rate constants. Here there are two factors working in 
opposition: higher activation energies decrease the rate while much higher pre-
exponential factors dominate and increase the overall rate. Our data predicts that 
dimerization reactions with lower activation energies will be faster at sufficiently higher 
temperatures. However, it is important to note that the dimers would melt at those 
temperatures. Therefore, the temperature range in which DNA tiles can be manipulated is 
quite narrow: 0°C < T < Tm, where Tm is the melting temperature of the SEs. For the 
dimers studied here, the Tm ranges from 30-40°C.
26
 Using a higher assembly temperature 
(lower than Tm) would mitigate the difference between the reaction rates among different 
structured dimers, while a lower temperature (> 0 °C) would make the rates more 
dissimilar. Depending on the purpose of the assembly and complexity of the tile mixture, 
optimal temperatures can be identified. For a one pot annealing reaction, the annealing 
program can also be adjusted to have different temperature ramps in the different 
temperature ranges to make the assembly process more efficient and less time consuming.   
Understanding how individual molecular components interact with one other, 
both in terms of their spatial arrangement and temporal interaction within the larger 
networks, is of paramount importance to their application. Specifically, design guidelines 
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for elaborate motifs are required to enable the construction of dynamic DNA devices and 
allow them to perform challenging tasks. We believe that the results presented here will 
assist in improved implementation of DNA tile based algorithmic self-assembly, DNA 
based molecular robotics, and other specific nucleic acid systems. 
2.5 Material and Methods 
See APPENDIX A. 
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CHAPTER 3 
THERMODYNAMICS AND KINETICS OF SINGLE TILE ATTACHMENT IN DNA 
TILE-BASED SELF-ASSEMBLY 
3.1 Abstract 
To expand the quantitative understanding of DNA tile-based self-assembly and 
test the fundamental assumptions of self-assembly models, we employed fluorescence-
based techniques to investigate single DAE-E tile attachment to a preformed “multitile” 
arrays in real time, and obtained the thermodynamic and kinetic parameters of the 
individual tile attachment for 1-bond (1b), “short” 2-bond (2b-S), “long” 2-bond 
(2b-L), 3-bond (3b), and 4-bond (4b) scenarios. Presumably, the first three occur more 
frequently, and the later two have relatively lower probabilities under slightly 
supersaturated conditions. With increasing numbers of sticky ends, tile attachment 
becomes thermodynamically more stable with a nonlinear decrease in the free energy 
change (more negative), which suggests the existence of an electrostatic penalty that 
accumulates with tile attachment site crowdedness. More sticky ends also contribute to a 
faster on-rate under isothermal conditions, which depends on the nucleation probability. 
Interestingly, the more thermodynamically favored 2b-S scenario is kinetically slower 
than 2b-L, possibly because of steric hindrance from irrelevant sticky ends flanking the 
binding site. The results offer experimental evidences that DX tile attachment is a 
nucleation-limited process. The on-rate is not equivalent among the different binding 
scenarios; rather, it depends on the steric effect and local environment of the binding site. 
The thermodynamic and kinetic parameters of DX tile binding elucidated here will 
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contribute to future improvement and optimization in tile assembly modeling, dynamic 
DNA nanotechnology, and other nucleic acid-based systems. 
3.2 Introduction 
The rapidly growing structural DNA nanotechnology field provides a reliable 
platform for the precise control of bottom-up self-assembly on a nanometer scale. This is 
attributable to the remarkable properties of DNA molecules including the 
programmability and specificity of Watson-Crick base pairing, facile and affordable 
DNA oligo synthesis, and abundant DNA manipulation techniques.
1-4
 Particularly, DNA 
programmability enables the assembly of basic building units into increasingly complex 
arbitrary shapes or patterns.
2,3,5,6
 The toolbox of DNA tiles has been greatly enriched,
7
 
including Holliday junction (HJ) tiles,
8,9
 double-crossover (DX) tiles,
10,11
 paranemic-
crossover (PX) tiles,
12,13
 multiarm junction tiles,
14-17
 single-stranded tiles (SST)
18-20
, and 
others.
21-24
 Structures built from DNA tiles can serve as templates to arrange 
inorganic
25,26
 or biomolecules
27
 for novel electronic and photonic applications or 
biomimetic functions. Although a variety of tile motifs have been successfully designed 
and assembled for homogeneous or heterogeneous tiling, the physicochemical properties 
of the DNA tile-based self-assembly process have not been thoroughly experimentally 
quantified.  
The DX tile is one of the most widely used motifs that has been constructed. It 
contains two crossovers to interweave strands together
28
 and possesses almost doubled 
rigidity compared with a DNA duplex.
29
 DX tiles can be engineered to carry, display, and 
propagate information by encoding single-stranded overhangs termed sticky ends with 
matching rules. Periodic assemblies including two-dimensional (2D) lattice
10,30,31
 and 
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nanotubes
26,32,33
 have been extensively researched as either model systems or 
nanofabrication templates. Remarkably, DX tiles are capable of universal Turing 
computation by abstracting them as a “Wang tile.”34,35 This capability has been 
demonstrated by cellular automaton patterns,
36
 DNA Sierpinski triangles,
37
 and 
algorithmic self-assembly systems with self-replication or binary counting functions
38
 as 
a proof-of-concept.  
Because DX tile versatility predominantly relies on the thermodynamic and 
kinetic control of binding during assembly, a systematic study of DX tile nucleation and 
growth could help improve the robustness and reliability of the DNA tile-based self-
assembly system. A number of tile assembly models have been developed to enhance the 
design, prediction, and implementation of tile-based assembly, including the kinetic tile 
assembly model (kTAM).
34,39
 The reversible nature of DNA tile self-assembly is 
considered to provide a comprehensive understanding of weak interaction and assembly 
errors. The kinetics of individual tile attachment/detachment to a mica surface have been 
quantified to provide experimental support for this model.
40 
In the kTAM, an assumption 
was made that “attachment rates are constant and equal regardless of the number of 
correct or incorrect bonds for a tile at the binding site.” This assumption may be 
conditional for the atomic force microscope (AFM) detection method used because tile 
diffusion rates on a substrate surface are significantly slower than in a bulk solution due 
to electrostatic interactions between the tiles and the negatively-charged substrate 
surface.
41,42
 Therefore, the kinetics of DNA tile assembly in a bulk aqueous solution 
could be evaluated differently from the kTAM model where nucleation rather than tile 
diffusion becomes the rate-limiting step. 
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Figure 3.1. Single tile attachments in the nucleation and growth process of tile-based 
self-assembly. (A) Example scenarios of higher probability involve three kinds of binding: 
1b, 2b-L, and 2b-S. Red arrows indicate less thermodynamically stable binding steps (1b-
S or 1b-L). Blue arrows indicate more thermodynamically favorable binding steps (2b-S 
or sb-L). Both stepwisely alternate and repeat. (B) Example scenarios of the growth 
pathway with lower probability that involves successive 1b binding steps or the joining of 
preformed oligomers. The two processes shown here illustrate the formation of transient 
intermediates with 3b and 4b binding sites, respectively. 
 
In the nucleation stage, DX tiles interact through sticky-end association and 
further assemble into extended structures. The interactions can be programmed to be 
orthogonal so that only sticky ends with complementary sequences can bind with each 
other, while noncomplementary sticky ends are unlikely to bind stably in the 
experimental conditions used (room temperature and 10 nM concentrations for both 
binding components).
43
 Moreover, under slightly supersaturated conditions (e.g., at a 
temperature slightly below the melting temperature of two sticky ends associations but 
above the melting temperature of one sticky end, like room temperature), tile-tile 
attachment through multiple sticky ends is thermodynamically more stable than that with 
only one sticky end.
30,40,44
 An example scenario of tile attachment at the early stage of 
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nucleation is illustrated in Figure 3.1A. More and less favorable attachment steps repeat 
alternatively: a less favorable step in the system could be stabilized by a subsequent more 
favorable step, driving the system toward the formation of larger structures. Once a 
nucleus with a certain number of tiles is formed, a single less favorable step would induce 
multiple more favorable steps, thus accelerating growth.
44
 In the higher probability 
scenario, the vast majority of more favorable bindings are through two sticky ends, either 
with a "long" orientation (2b-L) or with a "short" orientation (2b-S)
40
 (Figure 3.2B and 
3.2C). In the lower probability scenario, multiple less favorable steps (default 1b, 1b-L, 
or 1b-S as shown in Figure 3.2A and Figure S3 in Appendix B) can take place in a series, 
resulting in binding sites with three or four sticky ends (3b or 4b) (Figure 3.1B). 
Consequently, a thermodynamically more favorable binding step will follow.  
We hypothesized that geometrically different arrangements of sticky ends would 
result in thermodynamic and kinetic variations between different binding scenarios. 
Specifically, for the two different two-sticky ends attachment scenarios of 2b-L and 2b-S, 
the geometric arrangement possibly determines sticky end cooperativity,
45
 resulting in 
distinct thermodynamics and kinetics differences. On the other hand, the local binding 
site environment that provides either all correctly matched sticky ends or some 
erroneously matched sticky ends also affects the attachment rates. A quantitative 
comparison between these scenarios would provide a clearer understanding of the 
molecular environment effects on intermolecular interactions and the corresponding 
energetics and kinetics.  
A DAE-E tile motif
28
 (D: double crossover; A: antiparallel; E: even number of 
helical half-turns between crossovers)was chosen as the building unit to investigate single 
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tile attachment with different preformed tile multimers through a series of binding 
scenarios. Tile multimers containing two to eight DAE-E tile components were 
preconstructed by connecting individual DAE-E tiles through covalent linkages so that 
each tile multimer provides a well-defined binding site with a desired number and 
geometric arrangement of sticky ends for a single DX tile to attach (Figure 3.2A-F). The 
individual DAE-E tile sequence was finely tuned to prevent unintended secondary 
structure formation. The four base pairs at the crossovers were assigned with a J1 
junction sequence to minimize structural distortion induced by Holliday junction 
isomerization.
46-49
  
For the tile multimers, the sticky ends involved in binding were designed to have 
unique sequences, while the other ends of the DNA helices were extended with a 5-
thymine sequence to prevent nonspecific stacking between the tile multimers. The 
sequence of each individual pair of sticky ends and their coaxial stacking base pairs were 
optimized based on calculations of free energy changes using the nearest-neighbor (NN) 
model
50,51
 and tuned to have approximately uniform binding energy (Table S1) that 
differed by less than 0.15 kcal/mol. Fluorescence reporters (6-FAM and TAMRA) 
located at one pair (green 1/1*) of the sticky ends were employed to monitor local 
environmental changes induced by a single tile-binding event (Figure 3.2G). Real-time 
monitoring of the variation of fluorescence intensity with temperature on a slow 
temperature ramp or with time after equimolar mixing at isothermal conditions allowed 
us to derive the thermodynamic and kinetic parameters of the different binding scenarios, 
respectively.  
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Figure 3.2. The structural design for thermodynamics and kinetics measurements in this 
study. (A-F) DNA helix model of representative binding steps in this study. The circles 
represent the sticky-end arrangements of the corresponding binding sites. Each quadrant 
corresponds to one sticky end pairing. The strand sequences are listed in the supporting 
information. From top to bottom: tile monomer with 1b, trimer with 2b-L, trimer with 2b-
S, 5-mer with 3b, 7-mer with 4b, and 8-mer with R4b, all bind with a tile monomer 
carrying four sticky ends. Matching colors represent complementary sequences. (G) Left: 
For thermodynamic measurement, the pair of green sticky ends were labeled with 6-FAM 
(green) and TAMRA (red); right: for kinetic measurement, one of the green sticky ends 
was labeled with 6-FAM. (H) Morphologic observations of the corresponding multimers 
in before and after DAE-E tile attachment by atomic force microscopy, respectively. 
 
3.3 Results and Discussion 
3.3.1 Characterization of multimer formation and single tile attachment. Tile 
multimers were designed by sealing selected nick points between neighboring tiles (see 
Supporting Information for detailed designs). The correct formation morphologies of 
multimers before and after tile attachment were characterized by atomic force 
microscopy (AFM). All the multimers formed as designed and could bind a single tile 
through multiple sticky ends to produce the corresponding uniform product. The 
multimers deposited on mica displayed a variety of conformations on AFM, suggesting 
sufficient flexibility around the crossover points and charge repulsion between DNA 
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helical backbones (Figures 3.2H). The observed morphologies might result from the 
intrinsic distortion and structural dynamics
52
 of the DNA nanostructures that freeze upon 
deposition on the mica surface. Taking 2b-S as an example, the two tile arms with the 
sticky ends in the trimer could swing (scissoring and/or twisting) against each other in 
solution because they lack a local crossover to limit their relative orientations. Although 
two reciprocal crossovers exist between the two central helices, they are five helical turns 
(~17-18 nm) away from the sticky ends. Since the two sticky ends were separately 
positioned on the terminals of these two arms, their distance was amplified by the 
bending of DNA helices around the crossover points to ease the charge repulsion 
(intrinsic structural distortion). This could influence both thermodynamics and kinetics of 
the tile attachment that will be discussed later. In all cases, the flexibility and dynamic 
motions within the multimers are expected to decrease with new tile attachment through a 
multiple-sticky ends association, as the double crossovers in the newly added DAE-E tile 
could significantly restrict both the bending of the DNA helices and geometric distortions 
(Figure 3.2H). Optimizing the base sequences at the junction points is important to 
minimize these potential structural distortions to favor parallel orientation of the DNA 
helices in the final structures. 
3.3.2 Thermodynamic measurement of single DAE-E tile binding. For real-
time monitoring of single DAE-E tile attachment onto a preformed multimer, one strand 
of the DAE-E tile was modified with TAMRA (acceptor), and the other was modified 
with 6-FAM (donor) (Figure 3.2G). Efficient Förster resonance energy transfer (FRET) 
only occurs when the 6-FAM-modified multimer and TAMRA-modified DAE-E tile 
assemble together, allowing real-time observation of the attachment/detachment process. 
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In a typical thermodynamics measurement, fluorescent intensities of 6-FAM were 
recorded for parallel replicated samples labeled with donor only (Idonor) or both 
donor/acceptor (Idonor/acceptor) in a quantitative polymerase chain reaction (qPCR) system. 
The donor only sample contains both the 6-FAM modified multimer and the unmodified 
DAE-E tile. The inclusion of this sample accounts for the fluorescent intensity variance 
of 6-FAM with temperature change. The intensity difference between the presence and 
absence of the acceptor dye (I) was calculated and normalized to obtain the assembled 
fraction () (details in the Supporting Information). The transition temperatures (Tm and 
Tf) and widths were identified by fitting the first derivative of vs. temperature (T) with a 
Gaussian function. In the thermal profiles (additional plots shown in Figures S5-11 in 
Appendix B), all scenarios showed reversible transitions with overlapping heating and 
cooling curves, and the Tm and Tf values for the same scenarios were within 0.8C 
(Tables S2-5), which indicated that the samples reached equilibrium state at temperatures 
relevant for binding. The equilibrium constant (Keq) was calculated from and the initial 
concentrations of the multimer and tile (C0) assuming a two-state reaction. Standard 
enthalpy (H°) and entropy (S°) changes were obtained from the van’t Hoff plot in the 
transition temperature range. Finally, standard Gibbs free energy change (G°) at 25°C 
for each scenario was calculated fromH° andS°. All the thermodynamic parameters 
processed from FRET data are summarized in Tables S2-S6.  
The default 1b scenario that involves an end-to-end attachment of two tile 
monomers has a Tm below the temperature control limit of 25°C for the qPCR system; 
thus, the thermodynamic parameters for the series of 1b scenarios were measured 
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differently using a fluorometer equipped with a sample holder linked to a temperature-
controlled water circulating bath (details in the Supporting Information). The Tm was 
determined at 16.4 ± 0.4°C for the default 1b scenarios with G° of -8.7± 0 .1 kcal/mol. 
The calculated theoretical G° from the NN model was approximately -8.38 ± 0.06 
kcal/mol for the specific sequences (including one additional base pair flanking the sticky 
ends on each side), consistent with the experimentally measured value. The 0.3 kcal/mol 
difference between the theoretical calculation and experimental result are attributable to 
the combination effect of ionic conditions and dye (discussed in Supporting Information 
section 9). Due to concentration of the tiles in the 10-100 nM range, the assembly yield 
was less than 20% at room temperature. Therefore, the tile dimers or trimers associated 
solely through 1b binding were quite labile at room temperature.  
Besides the default 1b, we studied two more 1b attachment scenarios (illustrated 
in Figure S2 in Appendix B): 1b-L is similar to 1b in that it involved end-to-end 
attachment of a tile monomer to a tile dimer at the far end of the dimer, while 1b-S 
involves monomer attachment to a dimer at a sticky end in the middle of the dimer. In 1b-
S, due to the presence of the neighboring DAE-E subunit at the binding site, the incoming 
tile experiences both steric hindrance and electrostatic repulsion compared to 1b and 1b-L. 
Indeed, the 1b-S attachment had Tm = 15.7 ± 0.1°C andG° = -8.6 ± 0.1 kcal/mol, which 
were both slightly lower than that of 1b-L, whose values are similar to those of default 1b. 
The presence of one or two nick points between individual DAE-E unit allows some 
structural distortions within the multimer to ease the electrostatic repulsions (side-to-side) 
between the neighboring subunits. The 0.1 kcal/mol difference in the G° values of 1b-L 
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and 1b-S suggests that when tiles are forced into close proximity in the final structure, the 
side-to-side repulsion is mostly relieved by structural distortion.  
Both the 2b-S and 2b-L binding scenarios showed significantly higher melting 
temperatures and more negative free energy changes compared to the 1b cases. The 2b-S 
(Tm = 40.7 ± 0.5°C, ΔG° = -14.1 kcal/mol) scenario had a higher melting temperature and 
more negative G° than 2b-L (Tm = 34.9 ± 0.2°C, G° = -12.6 kcal/mol) so is 
thermodynamically more stable than 2b-L. Since the base pairs formed upon tile 
attachment were designed to be uniform in both cases, the different thermostabilities 
between 2b-L and 2b-S is largely due to the different geometrical arrangements of the 
sticky ends (discussed later).  
With an increasing number of bonds formed, the Tms of 3b and 4b are 43.3 ± 0.3 
and 45.5 ± 0.7°C, respectively. The corresponding trend of G° is consistent with the 
trend of Tm, as more sticky end base pairings contribute to more stable binding, which 
requires a higher temperature to dissociate. However, the nonlinearity of G° with the 
higher number of sticky ends indicated energy penalties in the binding process. To 
interact with tiles, the flexible multimers need to reconfigure to adapt the more rigid 
conformation of the bound state, thus requiring additional entropic penalty. Despite the 
higher entropic penalties for 3b and 4b, the higher enthalpy change compensates and 
determines the overall free energy favorability. However, these types of attachment 
through more than two sticky ends are relatively rare since multiple consecutive 
unfavorable steps are required to create such binding sites. For this reason, these binding 
scenarios were not considered to be primary contributors in the tile-based assembly.  
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Figure 3.3. The melting temperature (Tm) and standard free energy change (G
o
) of 
single tile attachment to multimers with increasing numbers of bonds. (A) Data for the 
binding scenarios of a flexible multimer (shown in Figure 3.2A-F) with a single tile 
through variable numbers of sticky ends. (B) Data for the binding scenarios of a rigid 8-
mers with a central cavity to bind a single tile through variable numbers of sticky ends.  
 
For the 2b-S and 2b-L scenarios, the G° of 2b-S is 1.5 kcal/mol more negative 
than 2b-L, thus the Keq of 2b-S is estimated to be ~12 times higher than that of 2b-L at 
25°C. The initial trimers were arranged differently for 2b-L and 2b-S, resulting in distinct 
conformational distortion. For 2b-S, the subunit arrangement of the trimer is more 
compact than that of 2b-L, especially for the two subunits carrying the sticky ends that 
repel each other by side-to-side charge interactions, resulting in permanent outward 
bending (and partial base-pair unstacking) of the DNA helices at the linkage points 
between the subunits. Therefore, the free energies of the trimers before the single tile 
attachment are not equivalent for 2b-S and 2b-L trimers; the former has a higher free 
energy. In the process of 2b-S binding, the incoming tile needs to bind both of the sticky 
ends and bring them near each other. This requires an energy penalty to overcome the 
side-by-side repulsion (that had been partially eased by the bending) and simultaneously 
force the straightening of the bended helices, thus satisfying better base-stacking at the 
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joint positions. The balancing of these energy penalties and gains results in a more 
negativeG° for 2b-S. On the other hand, although tile attachment was assumed to be a 
two-state reaction, both sticky ends might not always synchronously nucleate: the 
successful nucleation of the first sticky end will bring the second one into close proximity 
and enhance the effective concentration (Ceff) by orders of magnitude, which is negatively 
correlated to the distance between the two binding sites.
53
 Giving the same concentration 
for the first sticky end attachment, the Ceff and thus cooperativity of the second one is 
higher for 2b-S attachment, resulting in greater thermostability.  
This thermodynamics difference suggests an additional reason that the 2D DX tile 
crystals tend to grow along the long axis of the tile to form either long ribbons tubes with 
narrow diameters, in addition to the previously revealed anisotropy of the tile 
geometry .
54
 For a typical tile array growth process, the nucleation and then growth 
process is expected to have alternating 1b-S 2b-S or 1b-L/2b-L steps. The growth of a 2D 
crystal into long ribbons or tubes can be explained as a thermodynamically controlled 
process because 2b-S and 2b-L are thermodynamically more stable than 1b-S and 1b-L. 
Once the nucleation structure is large enough (e.g., >7-9 tiles), one 1b-S binding can 
create multiple 2b binding sites for both 2b-S and 2b-L, while one 1b-L binding can also 
create multiple 2b binding sites but only for 2b-L. Statistically, the slight difference in the 
tendency to attach a tile to the end vs. the side of the array results in much faster lattice 
elongation along the long axis, thus favoring long ribbon growth.  
The thermodynamic property of single tile attachment onto a DNA nanotube was 
previously quantified with a total internal reflection fluorescence (TIRF)-based method.
55
 
Ideally, DNA nanotube elongation involves solely 2b-S attachment. The H° andS° 
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were reported as -87.9 ± 0.2 kcal/mol and -0.252 ± 0.012 kcal/mol·K, respectively, for 
DAO-O tiles with 6-nt sticky ends, and the G° at 25°C was calculated as approximately 
-12.8 ± 0.2 kcal/mol. If we only consider the sequence-dependent variation of the sticky 
ends by the NN model and the reported free energy penalty for duplex hybridization 
initiation (Go initiation≈1.90 kcal/mol),
51
 the free energy change to attach a single tile through 
two 6-nt sticky ends to the end of a DNA nanotube can s be calculated as -18.9 kcal/mol 
(see supporting information section 6 for details). The ~6 kcal/mol difference between 
the theoretical calculation and experimental result suggested the existence of other energy 
penalties (e.g., structural distortion and intertile repulsions)
55
 that were not considered in 
the theoretical calculation, especially for the cases when two DNA helices are brought 
into sideways proximity resulting in side-to-side repulsions, which is expected to be 
larger than the end-to-end repulsions. Compared to tightly woven DNA lattices such as 
DNA origami, the loosely woven tile lattice also suggests sideways electrostatic repulsion 
between helices.
38
  
As a simplified analog of 2b-S binding, DAE-E tile dimerization through two 
pairs of 5-nt sticky ends was reported to haveG° = -14.5 ± 0.1 kcal/mol.56 The 
predictedG° value from the NN model is however -15.3 kcal/mol (see supporting 
information section 6 for details). End-to-end repulsion is thus relatively small in this 
case, estimated to be less than 0.4 kcal/mol per sticky end (-14.5 + 15.3 = 0.8 kcal/mol 
for two sticky ends) since both are well-aligned for paring and there are no surrounding 
helices to sterically hinder the binding site. An indirect evidence of small end-to-end 
repulsion is that stacking between blunt ends can be employed as the glue for higher-
order DNA self-assembly;
57
 the accumulatedstacking of the terminal base-pairing 
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although is weak (~0.8-2.2 kcal/mol per blunt end),
51
 but it is strong enough to overcome 
end-to-end repulsions along the helical axis.  
3.3.3 Thermodynamic measurement of a single DAE-E tile embedded into an 
octamer. To better understand the thermodynamic aspect of single DAE-E tile 
attachment, an octamer with a rigid 4b (R4b) central binding site was generated by 
adding an extra DAE-E subunit to the flexible 4b multimer to encircle the binding site 
(Figure 3.2F and S1 in Appendix B). A series of octamers with fewer sticky ends at the 
central cavity were derived from this R4B structure by omitting one to three sticky ends, 
while keeping the remaining corresponding sticky ends and coaxial stacking base pairs to 
accommodate binding of the original DAE-E tile to fill in the cavity (Figure S1 in 
Appendix B). A similar fluorescent labeling strategy and thermodynamic ramps were 
employed for these more rigid scenarios. All the thermodynamic parameters calculated 
from FRET data are summarized in Table S3 and plotted in Figure 3.3B.  
As additional bonds contribute to a more stable assembly, all the rigid binding 
scenarios maintained the same trend of transition temperatures (Tm and Tf) andG° 
(Figure 3.3B). Compared to the flexible versions, the Tm of the rigid scenarios improved 
by 1-5°C for the 2b-S, 3b, and 4b cases but remained unchanged for 1b and 2b-L. 
Incorporating one extra subunit to encircle the octamer cavity increases the local 
crowdedness at the binding site (penalty) and simultaneously improves sticky ends 
alignment (benefit). The resultant thermodynamic parameters reflect a balance between 
the competition of increased electrostatic repulsion due to increased crowdedness and 
improved binding affinity due to better alignment. For the scenarios in which sticky ends 
have to be aligned for binding (e.g., R2b-S, R3b, R4b), Tm increases by 1.4, 3.8 and 5.1°C, 
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respectively. Therefore, the benefit of better sticky end alignment overwhelmingly 
overcomes the penalty of increased crowdedness. The Tm remained unchanged for R1b 
and R2b-L, in which the benefit of sticky end alignment was not significant and was 
completely canceled by more repulsion. To ease the repulsion, binding-induced structural 
distortion was also expected for R1b, R2b-L, and R2b-S since the loosely tethered tile (1b) 
or untethered part of the incoming tile (2b-L and 2b-S) tend to avoid repulsion with out-
of–plane distortion. However, the distortion was more confined for R3b and R4b since 
sticky ends on both sides of the DAE-E tile were bound, restricting out-of-plane 
distortion.  
3.3.4 Intertile repulsion and structural distortion as the penalty for tile 
attachment. To resolve and quantify the electrostatic repulsion and structural distortion, 
three more categories of free energy penalty were introduced as the sticky-end alignment 
penalty ( alignG ), side-to-side repulsion ( side sideG  ), and overall structural distortion 
( distortionG ). Basically, alignG accounts for the energy penalty overcoming the 
electrostatic repulsion when aligning two subunit tiles in the multimer for binding with 
the incoming tile through two sticky ends, which is manifested in the case of 2b-S (Figure 
S11 in Appendix B).  alignG was expected to be less than side sideG  , because one end of 
the two tiles were prelinked. side sideG  stands for the repulsive penalty when a tile is 
attached sideway to the multimer by two sticky ends in the case of 2b-L. It was inferred 
that side sideG  was relevant to tile size and was probably smaller for the shorter DX tile 
(i.e., 12 nm DAO-E tile)
10
 than the longer ones (i.e., 14 nm DAE-E used here). However, 
if the tile is only bound through one fully hybridized sticky end, the repulsive penalty is 
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not comparable to side sideG   (Table S6) since the repulsion will be negated by global 
distortion of the final structure. distortionG  was defined for the intrinsic distortion of a 
DNA lattice, which is scenario dependent but positively correlated with multimer size, 
which may include the bending and twisting of DNA helix around the crossover points 
and a distribution of crossover junction angles.   
To confirm the existence of these free energy penalties and estimate their values 
for individual scenarios, the binding free energies ( SEG ) for individual pairs of sticky 
ends including the corresponding coaxial stacking base pairs were calculated for all 
scenarios described above. Assuming that distortionG is negligible for scenarios with fewer 
subunits (n <4), alignG and side sideG   were quantified as approximately 2.6 and 4.4 
kcal/mol at 25°C (see Supporting Information for details, Table S7). Assuming these 
values were true, distortionG values calculated as 2.0 and 4.7 kcal/mol for 3b and 4b 
binding, respectively. It is therefore concluded that the free energy of single tile 
attachment depends on the electrostatic repulsion of the local environment of the binding 
site, which is affected by the overall structural distortion of the lattice carrying the 
binding site.  
For the more rigid R4b scenario, encircling the binding site partially reduced G
o 
align to · alignG ∈  [0,1], while side sideG   was doubled. Assuming distortionG  was similar 
to 4b and R4b multimers, was calculated as ~0.7.  
To expand the energetic penalties to DNA tile-based self-assembly, alignG  was 
expected to be greatly reduced when the binding site was embedded in a rigid, expanded 
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lattice, while side sideG   remained constant. Taking the growth of a DNA nanotube with 
n·Tile circumference as an example, the first tile attached to a new layer without 
overcoming side sideG  , the second through (n – 1) tiles have to overcome side sideG  from 
the previously attached tile, while the last tile of a layer has to overcome 2·
side sideG  . 
The average energetic penalty for single tile attachment at the growth state of a DNA 
lattice is
side sideG  , which can be deducted from the total SEG  
3.3.5 Kinetic measurements of single DAE-E tile attachment. For kinetic 
experiments, the multimers were modified with 6-FAM adjacent to a rationally designed 
sticky end (green),
58
 while the DAE-E tile was unmodified. The fluorescence intensity of 
the dye was partially quenched by photo-induced electron transfer with a guanine 
(located in the single-stranded sticky end) in close proximity rather than through 
hydrophobic stacking.
59-61
 Upon the addition of the DAE-E tile and base pair 
hybridization, fluorescence intensity would be enhanced when the quenching effects are 
reduced. In this way, the binding event could be monitored by recording the fluorescence 
intensity change over time immediately after mixing.
58,62
 
Under the experimental conditions, the nucleation of a complementary sticky end 
is the rate-limiting step, which involves the correct recognition of a few base pairs (3-4 
nt).
62-64
 After successful nucleation, a relatively rapid “zipping” step occurs to 
accomplish the full binding process that involves alignment of the neighboring bases to 
achieve optimal base pairing and stacking. The binding rate is determined by the 
nucleation energy barrier, the accessibility of the binding site, and the possibility of 
effective collision. The fluorescence intensity vs. time curves were fitted with a second-
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order reaction model to obtain the rate constant (k, detailed fitting model can be found in 
the Supporting Information). The rate constants were measured at 4-5 different 
temperatures (Table S8) to obtain the activation energy (Ea) and pre-exponential factor (A) 
from an Arrhenius plot (Figure S15 and Table S13 in Appendix B). The temperature 
ranges for the kinetics studies were determined by the measured thermodynamic 
parameters. The highest temperature for kinetics measurement was chosen to be at least 
15°C below the corresponding Tm to ensure dominance of the forward reaction. Thus, the 
backward reaction was neglected in the fitting function to reduce the degrees of freedom. 
For this reason, the temperature regions were chosen from 12-20°C with 2°C intervals (or 
12-21
 
°C with 3°C intervals).  
 
Figure 3.4. Comparison of binding scenario rate constants. More sticky ends contribute 
to the faster on-rate under isothermal conditions, which is dependent on nucleation 
accessibility. 
 
Under the experimental conditions, the second-order rate constant k increases 
with a higher number of bond formations as more available sticky ends are exposed for 
nucleation. For 2b-L and 2b-S at 18°C, the reaction rate constants were measured as 1.52 
± 0.02 × 10
6
 M
-1
·s
-1
 and 1.07 ± 0.01 × 10
6
 M
-1
·s
-1
, respectively. The rate constant of 2b-L 
is approximately 1.5 fold that of 2b-S. The rate constant of DAE-E tile dimerization with 
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two 5-nt sticky ends was reported as 1.94 ± 0.08 × 10
6
 M
-1
·s
-1
 at 18°C.
58
 On one hand, 
the translational and rotational diffusion rates of the trimer were expected to be slower 
than the single DAE-E tile that contributes to the slower rate compared to dimerization. 
Moreover, 2b-L and 2b-S attachments are more analogous to the semi-rigid dimerization 
scenario regarding monomer flexibility, 
58
 which also contributes to a slower rate.  
Under our experimental conditions (isothermal below room temperature) to drive 
stable binding, synchronous nucleation for the multiple sticky ends is not essential 
because single bond (1b) binding becomes favorable in the relatively low temperature 
range (Tm ~ 16°C). Thus, the difference in rate constants is determined by the nucleation 
accessibility of each sticky end rather than cooperativity among the participating sticky 
ends. For 2b-S, each sticky end is flanked by a 5-thymine sequence that occupies the 
neighboring helix, partially blocking the binding site. These 5-thymine sequences beside 
the binding sites are lacking in the case of 2b-L. This structural difference may explain 
the slower kinetics for 2b-S compared to 2b-L. In a control sample, when the 5-thymine 
sequences were removed (2b-S-no 5T) the rate constant of 2b-S increased, exceeding that 
of the 2b-L scenario (compare data in the Supporting Information Tables S8 and S10 for 
rate constants at 12-20°C).  
For the lower probability scenarios, the rate constants of 3b and 4b were measured 
as 1.67 ± 0.02 × 10
6
 M
-1
·s
-1
 and 2.2 ± 0.04 × 10
6
 M
-1
·s
-1
 at 18°C, respectively (Table S8). 
Although 3b carries three sticky ends, the binding rate constant was similar to 2b-L, 
which suggests that as a combination of 2b-L and 2b-S, 3b is not significantly accelerated 
by the extra sticky end because the improved nucleation probability is partially cancelled 
by the bulkier structure and reduced binding site accessibility. 4b shows the highest rate 
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constant among all scenarios, presumably because two pairs of closely spaced sticky ends 
contribute to the higher possibility of nucleation despite reduced accessibility.  
The natural logarithms of A and Ea are similar for all scenarios (in the ranges of 
23.5-26.9 for lnA and 5.6-7.3 kcal/mol for Ea). The observed Ea decreases from 7.1 to 6.3 
kcal/mol with an increasing number of bonds (2-4). It should be noted that 2b scenarios 
present A and Ea values comparable to that of a semi-rigid dimer comprising a DAE-E 
tile and Holliday junction.
58
 With increased flexibility, the cost of distortion and bending 
to initiate binding was reduced, whereas the rate constant was a collective consequence of 
both structural flexibility and nucleation accessibility.  
3.3.5 Tile attachment through one incorrect bond. Errors can occur when tiles 
assemble, especially under highly supersaturated concentration. We examined the 
binding kinetics of nonperfectly matched sticky ends to discover how the thermostability 
and tile-binding rate are affected by the presence of a mismatched (irrelevant) sticky end. 
In this section, the sequence of one of the three sticky ends in the 3b multimer was either 
replaced by 5-thymine (Figure 3.5A), which serves as a model of binding with one 
mismatched sticky end (referred to as 2b-L-error and 2b-S-error), or one sticky end was 
chopped off to leave a blunt end that serves as a control (referred to as 2b-L-blunt and 2b-
S-blunt).  
  63 
 
Figure 3.5. The kinetics of tile attachment with error. (A) DNA helix model of the 
binding scenarios with perfect 3b, and the modified cases of the same 3b multimer with 
one incorrect sticky end (gray x) or a blunt end (one sticky end chopped off). (B) 
Comparison of the rate constants of the binding scenarios shown in (A). The 3b, 2b-L and 
2b-S data are plotted for comparison.   
 
The thermodynamic parameters of these four binding scenarios were quantified 
along with 2b-L, 2b-S, and 3b for comparison (see data in the Supporting Information, 
Table S2 and S4). In all four modified 3b cases, both the Tm and absolute value of G° 
were significantly lower than that of the 3b scenario but very close to the corresponding 
2b scenarios, especially for 2b-L. This indicates that the presence of mismatched sticky 
end and two extra tile subunits in the multimer structure have minimal impact on 2b-L 
binding stability; it is likely that the extra tile subunits are bent away from the 2b-L 
binding site due to side-to-side repulsion. Compared to the original 2b-S, the 
corresponding error or blunt cases show slightly lower thermostability. This can be 
attributed to a “partial” side-to-side repulsion due to two extra tiles in the multimer, 
which may also bend away from the binding site to significantly ease the repulsion. The 
trend that 2b-L is slightly less stable than 2b-S still holds.  
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The kinetics of tile binding were examined in a temperature range of 12 to 20°C 
(or 12 to 21°C for the 2b-S scenarios). When the sticky end error existed, the binding rate 
decreased by 8% and 57% for 2B-L and 2B-S errors, respectively, compared to that of 3B 
(Figure 3.5B). This is consistent with the fact that reducing the number of matching 
sticky ends reduced the rate of tile binding by decreasing nucleation site availability. 
Notably, the binding rates of 2b-S-error and 2b-S-blunt were 35% and 23% slower than 
that of 2b-S, possibly due to reduced binding site accessibility in the larger multitile 
intermediate, especially in the presence of an additional 5-thymine sequence. However, 
both the binding rates of 2b-L-error and 2b-L-blunt were similar to that of 2b-L, although 
the multitile intermediates in the two error cases were larger and bulkier. From this 
observation, we deduced that the main determining factor of the slower binding rate of 
2b-S compared to 2b-L is binding site accessibility. 
3.4 Conclusions 
In summary, we used fluorescence-based technology to monitor different binding 
scenarios that could take place when DX tiles self-assemble into larger tile arrays and 
investigated their thermodynamic and kinetic behaviors. We found that in the high 
probability 2b-L and 2b-S scenarios, the two types of binding show remarkable 
differences in both thermodynamics and kinetics. The melting temperature of 2b-S 
binding is ~5°C higher than that of 2b-L binding. However, the 2b-L binding rate is 
almost 1.5 fold that of 2b-S. The formation of ribbon- or tube-like morphologies in 2D 
DX tile crystals is presumably thermodynamically determined during the annealing 
process.  
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The binding thermodynamics and kinetics in some low probability or error-
existing scenarios were also studied. We introduced different energy penalty sources to 
explain the observed variability. The results revealed here will be helpful for refining the 
kTAM model by taking the differences in these thermodynamic and kinetic parameters 
into consideration for future tile-based self-assembly designs and simulations.  
It should be noted that the geometries of assemblies using various DX tile motifs 
(DAE-E, DAE-O, DAO-O, etc.) are surely different. There may be effects from sequence 
design, nick point positioning, concentrations of monovalent and divalent cations, and 
other variables. It is recommended to employ well-studied junction sequence and uniform 
sticky ends to rationally design higher-order tile-based assembly systems. One could also 
tune sticky-end sequences to differentiate binding scenario thermostabilities to favor 
specific assembly routes.  
This work could also be helpful in understanding how individual molecules 
interact during multivalent binding. Unlike in monovalent binding, cooperativity is 
involved in a typical two-molecule multivalent interaction. Binding site number and 
spatial arrangement influence binding with regard to both thermal stability and kinetics. 
The thermodynamic and kinetic differences between 2b-L and 2b-S binding observed 
here may guide the use of DNA nanostructures as a model system to help us understand 
more complex cooperative bindings in chemistry and biology. 
3.5 Materials and Methods 
See APPENDIX B.  
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CHAPTER 4 
ISOTHERMAL DNA TILE ASSEMBLY WITHIN A RHOMBIC ORIGAMI 
BOUNDARY 
4.1 Abstract 
Controlling the nucleation process is essential for nucleated DNA self-assembly 
with increasing complexity. To reduce the defect rate, the self-assembly system is usually 
operated under near-equilibrium conditions to prevent simultaneous facet or unseeded 
nucleation. Here we employed the assembly of double crossover (DX) tiles within a 
prescribed origami frame as the model system to investigate three types of nucleation: 
unseeded, facet and seeded. The origami frame was designed with a rhombic hollow, 
which allows tile to nucleate at the exclusive site and continue growing with the same 
pair of sticky-ends. Kinetic simulation of the nucleation yield suggested a combination of 
temperature, concentration and tile-seed ratio for isothermal nucleated self-assembly. 
Unseeded nucleation kinetics was monitored in the absence of the origami frame and 
selectively inhibited by increasing temperature; facet nucleation kinetics was monitored 
in the presence of the origami frame without nucleation site for seeded nucleation and 
selectively inhibited by reducing the nucleation accessibility. With unseeded and facet 
nucleation inhibited, anisotropic seeded nucleation with two nearby or distant sticky ends 
were observed because nucleation through two nearby sticky ends are thermodynamically 
more stable, resulting in lower off-rate. This study suggested the possibility to reduce 
facet error by designing stair-stepping frontier, which could improve the efficiency of 
algorithmic self-assembly.  
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4.2 Introduction 
Self-assembly can be defined as the autonomous organization of components into 
patterns or structures guided by the encoded information.
1,2
 As the initial step of self-
assembly, nucleation is ubiquitous and fundamental to many crystallographic
3-6
 or 
biological processes
7-10
, which determines the quality of crystallization or the efficiency 
of biological functions. For DNA-based self-assembly systems, nucleation denotes the 
formation of a thermodynamically stable nuclei from less stable building blocks. In the 
past decade, many strategies have been employed to encourage the desirable nucleation 
and inhibit any spurious nucleation, among which DNA origami structures have been 
extensively applied to algorithmic self-assembly as the nucleation seed to diminish or 
eliminate the nucleation energy barrier in nucleated DNA self-assembly systems with 
increasing complexity
11-14
. DNA origami not only presents the growth frontier, which 
determines when and where the assembly initiates; moreover, the information encoded on 
the origami seed can propagate by directing the  down-stream growth, following the pre-
defined computational rules, namely algorithms
12,15
. To implement the algorithms to the 
tile assembly in the test tube, one of the major challenges is the assembly error resulted 
from the experimental deviation from idealized in silico modeling.  
Although DNA origami seed
12
, proofreading technique
16
 or redundant tile sets
17
 
have been employed to reduce the nucleation error, the facet error or growth error 
theoretically and experimentally, there are still questions that remain unaddressed, 
suggesting possibilities to further optimize the assembly system. Firstly, some of the 
proofreading strategies such as the snaked proofreading tile
16
 set cannot be generalized 
and merged together with other tile set since in snaked proofreading; an inert interaction 
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is specially design to connect two tiles into a “double tile”. Secondly, for the nucleated 
assembly system, growth frontier presented on the seeded structure is more susceptible to 
facet errors.
12
 The first layer grown from the nucleation seed usually presents highest 
error rate even with the uniform proofreading block since the proofreading mechanism is 
not functional to inhibit facet nucleation. Once occurred, facet error would propagate to 
downstream assemblies, misleading the whole information flow. Besides the theoretical 
improvement in reducing error rate, experimental design and assembly conditions can 
also be optimized for the same purpose. By employing uniform and orthogonal sticky-
ends sequences
18
 and keeping assembly system at near-equilibrium conditions
14
 (slightly 
super-saturated conditions), error rate is expected to be further reduced. More importantly, 
understanding the kinetics of nucleation would provide insight into the foundation of 
DNA-based self-assembly, modifying existing model system to better predict the 
behavior of DNA nanostructures.  
Primary research on controlled nucleation within a pre-defined frame
13
 
demonstrated the faster kinetics in the presence of the frame and the adoption of frame 
size and shape in the hybrid assembly. It should be noted that the controlled nucleation 
and the measurement of dynamics were carried out under considerably super-saturated 
conditions with folds of excess tiles, mica surface as additional nucleation site and 
chaotic nucleation scenarios. Thus, unseeded nucleation and growth became 
overwhelming in kinetics, raising the background level for AFM characterization and 
kinetic measurement.  
Compared with elementary DNA self-assembly processes such as single strand 
hybridization
19
 and single tile association
20
, nucleated DNA self-assembly involves many 
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more intermediate species and simultaneous side reactions, making the spatial and 
temporal prediction complicated. Previous studies on DNA self-assembly kinetics 
simplified the measurement by designing series of unique binding intermediates
19,20
, 
which could potentially be employed for higher-order DNA self-assembly systems. For 
nucleated tile assembly, the nucleation of a single tile on to the seed structure can be 
broadly categorized into three scenarios based on the number of sticky ends involved in 
binding and the resulted nuclei: seeded nucleation, facet nucleation and unseeded 
nucleation. Under temperature 2 (=2) conditions defined by abstract tile assembly model 
(aTAM)
15,21
, only the binding with more than two correct binding is thermodynamically 
favorable, which is ideal and essential for algorithmic self-assembly. To monitor the 
nucleation kinetics in such systems, it’s of paramount significance to isolate individual 
nucleation. However, it is still challenging to experimentally choose the desirable 
conditions for distinct differentiation between favorable binding or unfavorable binding.  
In this study, DNA double-crossover (DX) tile, specifically DAE-E tile
22
, has 
been designed to nucleate and grow into a DNA origami frame which presents a rhombic 
hollow for 6×6 tiles to fill in. Rate constants of single DX tile incorporation acquired 
from a previous study were assigned to a set of kinetic ordinary differential equations 
(ODEs) which describes the production and consumption of major intermediates and 
nucleation sites in a nucleated self-assembly system, kinetic simulation suggested an 
optimal combination of temperature range, tile concentration, and tile-origami frame ratio 
for the kinetic measurement. To minimize the possible interference of sticky end 
sequence and fluorophore labeling in kinetics, a single DAE-E tile with diagonal sticky-
ends in fully complementary with each other was employed for magnesium-triggered 
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kinetics measurement. Guided by the kinetic simulation, kinetics of 1) unseeded 
(homogeneous) nucleation; 2) facet nucleation and 3) anisotropic seeded nucleation have 
been monitored individually with the competitive nucleation selectively inhibited.  
Interestingly, in the nucleated tile assembly system investigated in this study, the 
DX tile presents anisotropic binding kinetics in seeded nucleation and growth regardless 
of the similar thermodynamic properties. The geometric arrangement of sticky ends 
involved in binding determines the kinetics, which indicates that the nucleation step as 
the rate-limiting step for nucleation rather than diffusion under the experimental 
conditions. Moreover, we proposed a practical design strategy for the seeded structure in 
algorithmic self-assembly; with adaptor sticky ends presented from a stair-stepping 
frontier, simultaneous nucleation with two correct bonds can be restricted to the only 
nucleation site, ensuring the fidelity of the information propagated from the seeded 
structure to the first layer of tiles. This study would provide insight into the molecular 
behaviors in higher-order self-assembly systems, narrowing down the gap between model 
system and experimental design in nucleated self-assembly.  
4.3 Results and Discussion 
4.3.1 DNA Origami Frame with Rhombus Hollow. The DNA origami frame 
(~180×50 nm) employed in this study was designed with a rhombic interior (150 nm and 
30 nm for diagonals) and 6 sticky ends presented on each of the four inner edges (Figure 
4.1). M13mp18 single-stranded DNA (7249 nt) was employed as the scaffold and used 
up to route the designer shape, leaving a 31.9 nm×5 nm notch at the bottom-right corner 
as the asymmetry label to differentiate the up- and down-sides in the atomic force 
microscopy (AFM) characterization. One nucleotide was omitted every 64 nucleotide (32 
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nt+31 nt) for the neighboring double crossovers along scaffold to maintain the flat plane 
of the frame. The innermost layer of the frame was made solely by helpers as the 
transition from origami to tile lattice. The direction of the hollow was defined by 
compass direction: North (N), South (S), West (W) and East (E) (Figure 4.1). Thus, the 
inner edges were defined as NW, SW, NE, SE, respectively, depending on their relative 
position. The two diagonal edges (NW and SE; NE and SW) present 12 pairs of 
complementary binding sites (5 nt each) for the tile to attach, which were encoded by 
Arabian numbers and colors (red circle 1 is in fully complementary with red circle 1*, 
and so forth) to simplified the binding schematic. The frame was designed such that the 
interior can be filled by 36 repeats of a single tile species, forming a interior rhombus 
lattice.  
 
Figure 4.1. Schematics of the structural design and AFM characterization of the model 
system. (A) Schematic of the DNA origami frame. The origami frame is 184 nm wide, 50 
nm tall. The black strand represents the M13mp18 scaffold. The interior is decorated with 
sticky ends complementary to the sticky ends of the DX tile (B). Three extra thymine 
bases are added to both sides of the frame to prevent π-π stacking between origami. (C) 
AFM image of the DNA origami frame. Scale bar: 200 nm.  
 
The empty and filled origami frames were characterized by AFM to visualize the 
asymmetric notch and hollow (Figure 4.1). Approximately half of the frames deposit with 
the front side up, indicating the unbiased deposition of the flat origami. Isothermal 
incubation of the frame with slightly excess amount of tiles (1:40 when stoichiometric 
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ratio is 1:36) from 90°C to 25°C, imperfection was observed due to the unseeded 
nucleation and malformed frame. It should be noted that the frame swells when the tiles 
fill in, resulting in structural distortion in full frame, which potentially induces 
unpredictable effect to kinetics measurements.  
Under slightly supersaturated conditions, the rhombus geometry of the interior 
allows the tile to binding favorably to the vertex (N, S, W or E) since four vertexes 
present two well-aligned sticky ends for tile to attach, creating new favorable binding 
sites next to the bound tile, whereas the tile attachment to the edge via single sticky end is 
thermodynamically unfavorable. Thus, by combining adjacent two edges as the growth 
frontier, leaving the rest two edges blunt, the tile attaches to the frame preferentially from 
the designed vertex, either through two sticky ends on the same helix (long 2-bond/zig) 
or two sticky ends on different helix (short 2-bond/zag) (Figure 4.1). Both of the tile 
attachment involves the binding of the same pairs of sticky ends, which minimizes the 
thermodynamics difference in base-pairing and base-stacking of sticky ends hybridization. 
However, the binding kinetics might be different since kinetics is likely influenced by the 
relative orientation and distance of sticky ends when nucleation is the rate-limiting step.  
 
Figure 4.2. Structural design and the AFM characterization of DX tile assembly within 
the rhombic frame. (A) Schematic of the North frame; (B) DX tile assembly within the 
North frame. (C) Schematic of the West frame; (D) DX tile assembly within the West 
frame. 
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"North" frame presents sticky ends from the NW and NE edges (SW and SE 
blunt), encouraging long 2-bond/zig nucleation and growth. Whereas, the "West" frame 
presents sticky ends from the NW and SW edges (NE and SE blunt), encouraging short 2-
bond/zag nucleation and growth. North and West frames with progressive fill-up were 
produced by annealing the frame with 20-fold tiles from 90°C to 25°C over 12 hrs. 
Although the number of tiles in individual frame was not exactly the fold of tile ratio, the 
assembly initiated as designed from the designed position. (Figure 4.1)  
4.3.2 Kinetic Simulation of the Experimental Conditions. Ordinary differential 
equation (ODE) model has been successfully applied to optimize the DNA probe for 
single-nucleotide variants (SNVs) detection.
23
 The foundations of this modeling method 
are the accuracy of rate constant employed and the integrity of elemental steps. 
Comparing to single strand hybridization, there are few studies about the kinetics for 
DNA tile-based self-assembly and limited choices of rate constants
20,24
.
21,25
 The second-
order attachment rate for a DX tile onto a lattice has been experimentally measured as 
approximately 1×10
6
 M
-1
·s
-1
 under diverse experimental conditions, which is in the same 
order of magnitude as single-stranded binding.
19
 Anisotropic rate constants were 
originally measured to be almost identical on mica surface.
21
 Nonetheless, it has been 
reported that the behavior of tiles is likely altered by the surface, showing distinct 
nucleation kinetics since the accessibility of tile is spatially restricted. Rate constant have 
been measured directly in solution by covalently linking individual tiles into pre-formed 
tile nucleation intermediates that present the unique binding site for a single tile to attach.  
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Figure 4.3. Schematics of nucleation types and the kinetic simulation of the ratio 
between seeded nucleation and the other two types of nucleation. (A) Unseeded, facet 
and seeded nucleations involve different elementary steps, leading to distinct thermal 
stability and rate constants . (B) The simulated ratio of seeded nucleation and facet 
nucleation. (C) The simulated ratio of seeded nucleation and unseeded nucleation.  
 
Kinetic simulation was carried out by correlating kinetic parameters such as 
forward rate constant (kon) with thermodynamic parameters such as standard enthalpy 
( oH ) entropy ( oS ) and equilibrium constant (Keq) to calculate the corresponding 
backward rate constant (koff) for individual binding scenario (details in SI). The rate 
constant library dataset was assigned to ODEs model which describe the elemental 
binding steps for the reversible formation of nuclei. An assumption has been made that 
tile and frame are shared for all nucleation scenarios without crosstalk between 
intermediates. The numerical solutions of the ODEs were integrated for seeded 
nucleation, facet nucleation and unseeded nucleation simultaneously with the temperature 
ranging from 20°C to 32°C; initial tile concentration from 10 nM to 40 nM and frame 
concentration maintained at 1 nM.  
It should be noted that when the size of the tile lattice is limited to a few tile 
monomers, the extra flexibility, floppiness and distortion are considerably higher in the 
nucleation stage, which would account for the inaccuracy in kinetic simulation. Another 
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source of uncertainty was derived from the thermodynamic parameters: oH and oS , as 
the thermodynamic parameters are sensitive to the actual landscape. In addition, single 
sticky end (5 nt) binding has yet been quantified experimentally as the reference. 
According to literatures, the forward rate was assumed to be 3×10
5
 M
-1
·s
-1
 
25
to calculate 
the backward rate from the binding energy for the actual 5 nt sticky ends. Though 
uncertainties might originate from a few sources, the modeling was sufficient to predict 
the nucleation yield.  
An optimal combination of temperature, concentration and tile-seed ratio was 
simulated from nucleation modeling for kinetics measurements (Figure 4.3) with 
minimized background from unseeded nucleation, whereas facet nucleation was not 
inhibited intentionally by assembly conditions. To balance the seeded nucleation yield 
and the ratio of seeded nucleation (S) over facet (F) or unseeded nucleation (U), a 
window was located from 26 to 30°C with initial tile concentration between 10 nM to 
20nM. From the modeling results, facet nucleation was inevitable without proper 
proofreading technique as the 1-bond binding of a tile to the facet can convert the 
downstream assembly into 2-bond binding, especially for the initial stage when most of 
the tiles are monomers.  
4.3.3 Unseeded Nucleation Kinetics. Tile assemblies that are independent from a 
seeded structure can be generated by unseeded nucleation, which would be a major cause 
of nucleation errors and background noise. For kinetic measurement of a nucleated 
assembly system, limited signal to noise (S/N) ratio would usually hinder the 
quantification of the desirable dynamic process. Similar to previous studies on DNA 
hybridization kinetics, individual components of the product (DX tile and origami frame) 
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were prepared separately and mixed to monitor the assembly process. In this study, the 
tile was labeled with 6-carboxyfluorescein (6-FAM) at the interface between sticky end 
1* and double-helical region (Figure 4.1) for melting curve or kinetics measurements. 
Fluorescence enhances upon the hybridization of 1*, which has been specifically 
optimized for monitoring DNA hybridization kinetics. Magnesium (Mg
2+
) concentration 
was tuned to 2.3 mM based on the melting curve for the formation of 500 nM tile 
monomer without sticky end association (Figure S1). Assembly started automatically by 
mixing concentrated tile monomer with frame in 12.5 mM Mg
2+
 buffer. Thus, higher 
order assembly kinetics can be directly monitored by Mg
2+
 triggered reaction, which is 
feasible for all frame designs in this study.  
 
Figure 4.4. Schematics of Mg
2+
 triggered assembly and the  kinetic curve of normalized 
6-FAM intensity vs. time. (A) Experimental design of magnesium triggered kinetic 
measurement. Tile monomer was prepared by annealing the constituent oligos in 2.3 mM 
Mg
2+
 buffer, and subsequently injected into 12.5 mM buffer to trigger the assembly. (B) 
Unseeded nucleation and growth. (C) Facet nucleation and growth.  
 
Unseeded nucleation was measured from 24 to 30°C with 2°C interval. As 
predicted by nucleation modeling, unseeded nucleation was rare when the temperature is 
above 30 °C. The same mixing step was repeated at considerably super-saturated 
conditions by either reducing temperature (20°C) or increasing tile monomer 
concentration (40 nM). The unseeded nucleation exasperated drastically to yield at least 
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30% fluorescence enhancement. It would be worth mentioning that for nucleated 
assembly systems, slightly super-saturated conditions are usually satisfied by long-term 
annealing. Isothermal nucleated assembly is expected to complete with comparable 
quality by periodically adding building blocks to maintain the forward rate. 
Phenomenological stoichiometry of nucleation has been reported to be 2.5, i.e. 
rate=knuc[tile monomer]
2.5
 for an unseeded nucleation system regardless  of the sequence 
difference.
26
 Kinetic modeling of the competition between unseeded and seeded 
nucleation suggests that specificity of assembly would be improved by adding building 
blocks (i.e. DNA tiles) by aliquot rather than the entire batch.  
4.3.4 Facet Nucleation Kinetics. As the concomitant of seeded nucleation, facet 
nucleation is ubiquitous in a nucleated self-assembly system with growth frontier since 
the insufficient attachment with one correct bond might be "locked-in" by subsequent 2-
bond attachments. In our model system, facet nucleation will generate additional binding 
site(s) along the facet, disrupting the order of sequential binding. Though a facet 
nucleated tile is not necessarily an error, the fidelity of information propagation is 
generally more susceptible to facet errors.  
To quantify the kinetics of facet nucleation and growth, only the NW edge was 
assigned with sticky ends. Thus, the frame presents the growth frontier for facet 
nucleation rather than any binding site for 2-bond attachment. Kinetics curve was 
recorded at 28-34°C for facet growth. Compared with the kinetics of unseeded nucleation, 
facet nucleation involves one step of  1-bond attachment to turn subsequent attachment 
into 2-bond. Tile monomers were consumed rapidly within 10 min by overcoming an 
initial energy barrier. Once starts, facet growth proceeds with comparable path and rate as 
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seeded growth, which implies the significance and challenge in facet nucleation handling. 
Facet nucleation is a stochastic behavior, by evaluating the average effects of facet 
nucleation on kinetics would improve a quantitative understanding of errors in practice.  
Generally speaking, longer facet leads to higher possibility for facet error, 
considering the weighted index for multiple facet sticky ends. A dilemma is that the 
highest ratio between seeded nucleation and facet nucleation can be acquired near the 
melting point of seeded nucleation but the yield is compromised. Proofreading techniques 
have been developed for error handling in growth, while the first layer still presents the 
highest error rate.  
4.3.5 Seeded Nucleation Kinetics. Though facet nucleation cannot be eliminated 
solely by adjusting assembly conditions, by introducing a subtle structural feature: 
extending the current 5 nt sticky end by another n-thymine tail except for the vertex, facet 
nucleation could be completely inhibited (Figure S2 in Appendix C), allowing the direct 
comparison between 2 seeded nucleation scenarios (Figure 4.4). The sticky end was 
designed such that the n-thymine sequence restricts the accessibility of 1-bond 
attachment onto the facet due to the steric hindrance effect. Thus, the vertex position 
(either West or North vertex) becomes the only starting point for 2-bond binding, which 
is integrated locally on the frame. Moreover, all the subsequent tile attachments would 
employ exactly the same pair of sticky ends (with either two distant or nearby sticky 
ends), ensuring the uniqueness of tile behavior.  
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Figure 4.5. Kinetic curve of seeded nucleation. Unseeded and facet nucleations were 
inhibited to monitor the seeded nucleation within the North and West frames under 
different temperatures. (A) 28°C; (B) 30°C; (C) 32°C; (D) 34°C. 
 
Kinetics was monitored for seeded nucleation at 28-34°C without interference 
from facet nucleation, leading to distinct fluorescence enhancement in the same time 
range (Figure 4.5). Under all experimental temperatures, the attachment with two nearby 
sticky ends was faster than the attachment with two distant sticky ends. The anisotropic 
kinetics of seeded nucleation suggests that the error rate might be dissimilar for zig/zag 
growth given the premise that error is a result of kinetics. It remains an open question that 
whether the layer of long 2-bond attachments has higher probability of errors since the 
incidence of 1-bond attachment would raise when the primary growth is kinetically slow.  
4.4 Conclusions 
In summary, based on the existing thermodynamics and kinetics datasets of DNA 
tile-based self-assembly, we simulated a combination of experimental conditions for the 
investigation of nucleated self-assembly kinetics. DNA origami frame with a rhombus 
interior for 36 tiles was designed as the model system to represent 3 major nucleation 
scenarios including unseeded nucleation, facet nucleation and seeded nucleation. Each of 
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the nucleation scenarios was individually monitored by fluorescence based kinetics curve 
to minimize the contribution or interference from the other types of nucleation. Molecular 
utilization rate could be improved by supplying building blocks in small quantities, 
maintaining the maximum concentration below unseeded nucleation threshold. 
Considering the origin of facet nucleation, it would be challenging to obtain a desirable 
seeded/facet nucleation ratio solely by approximating the temperature to Tm. An 
alternative choice is to structurally restrict the accessibility of facet attachment. Therefore 
the energy barrier has been notably enlarged; ensuring the fidelity of information on the 
seeded structure pragmatically. Moreover, anisotropic binding in seeded nucleation was 
monitored with little compromise in kinetics, excluding contribution from equivalent 
facet nucleation for both frame arrangements. Higher order DNA self-assembly presents 
unique dynamic behaviors under conditions when nucleation is the rate-limiting step. 
DNA self-assembly would be more predictable with a better understanding of the kinetics.  
A few scientific questions have been raised based on our results. In the well-
established algorithmic self-assembly systems, DNA tiles assemble onto a DNA origami 
seed following a zig/zag manner, whether the rate constant difference between zig and 
zag growth has an impact on the error rate is debatable. Though being widely utilized, the 
geometry of the growth frontier is not limited to flat. To redesign the geometry by 
adapting the zig/zag shape of DX tile lattice would be a promising method to prevent 
erroneous propagation at the seed/tile interface. It would also be interesting to employ the 
origami frame as a mold to replicate DNA tile assemblies with finite size and shape with 
specified quantities of addressable positions. Last but not least, CRNs and algorithmic 
  85 
self-assembly could be integrated to produce assemblies with increasing versatility and 
complexity.  
4.5 Material and Methods 
See APPENDIX C. 
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CHAPTER 5 
SUMMARY AND OUTLOOK 
5.1 Summary 
An important goal of nanotechnology is to develop self-assembly systems with 
predictable structure, molecular dynamics, and functionality. The goal has not been fully 
achieved in DNA nanotechnology despite the considerable developments in the past three 
decades. Arbitrary shapes and patterns with nanometer addressability can be constructed 
using the "bottom-up" approach in structural DNA nanotechnology, design methods and 
assembly protocols have been enriched. However, the defects and assembly errors 
become the bottleneck of the assembly yield and fidelity. On one hand, the integration of 
nano-fabrication with living cell requires self-replication and topological folding under 
physiological conditions, the assembly yield is drastically reduced when sequential 
folding is required; on the other hand, though certain error correction mechanisms can be 
incorporated in the building blocks to facilitate molecular recognition, there is no 
universal strategy to take both nucleation error and growth error into consideration. 
Dynamic DNA nanotechnology is exemplified by the design and characterization of 
reconfigurable nanostructures, unidirectional walker and strand displacement circuits, 
while it remains challenging to scale up the dynamic behavior in higher-order self 
assembly systems. Specifically, DNA strand displacement systems are plagued by the 
leak reaction: false positive output is released in the absence of the intended inputs. 
Kinetic trap is another potential obstacle that hinders the desirable assembly pathway. A 
comprehensive understanding of the physicochemical nature of DNA self-assembly is 
essential to address the challenges.  
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The research presented in this dissertation focused on the equilibrium 
(thermodynamics) and non-equilibrium (kinetics) assembly behavior of a subgroup of 
DNA nanostructures: DNA tiles. Detailed guidelines and elaborate motifs have been 
acquired by designing the pivotal intermediate states or scenarios that resemble the actual 
molecular context in DNA tile-based self-assembly. First, several spatial factors that 
affect the kinetics of bivalent, double-helical tile dimerization were identified including 
the orientation and number of sticky ends, the flexibility of the double helical domains, 
and the size of the tiles. The rate constants obtained confirm the hypothesis that increased 
nucleation opportunities and well-aligned sticky ends accelerate tile-tile dimerization. 
Increased flexibility in the tiles causes slower dimerization rates, an effect that can be 
reversed by introducing restrictions to the tile flexibility. The higher dimerization rates of 
more rigid tiles results from the opposing effects of higher activation energies and higher 
pre-exponential factors from the Arrhenius equation, where the pre-exponential factor 
dominates.  
Next, different binding scenarios that could take place when DX tiles self-
assemble into larger tile arrays and their thermodynamic and kinetic behaviors were 
recapitulated and investigated by fluorescence-based technology. In the high probability 
2b-L and 2b-S scenarios, the two types of binding show remarkable differences in both 
thermodynamics and kinetics. The melting temperature of 2b-S binding is ~5°C higher 
than that of 2b-L binding. However, the 2b-L binding rate is almost 1.5 fold that of 2b-S. 
The formation of ribbon- or tube-like morphologies in 2D DX tile crystals is presumably 
thermodynamically determined during the annealing process. The binding 
thermodynamics and kinetics in some low probability or error-existing scenarios were 
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also studied. Different energy penalty sources were introduced to explain the observed 
variability.  
Finally, based on the existing thermodynamic and kinetic datasets of DNA tile-
based self-assembly experimental conditions for the investigation of nucleated self-
assembly kinetics were estimated. Tile assembly within a DNA origami frame with a 
rhombic interior was designed as the model system to quantify the kinetics of three 
nucleation scenarios: unseeded, facet and seeded. Each nucleation scenario was 
individually monitored by fluorescence based kinetics curve by minimizing the 
contribution or interference from the other types of nucleation. Considering the origin of 
facet nucleation, it would be challenging to obtain a desirable seeded/facet nucleation 
ratio solely by approximating the temperature to Tm. By structurally restricting the 
accessibility of facet attachment, the fidelity of information propagated from the seeded 
structure is presumably improved. Moreover, anisotropic binding in seeded nucleation 
was monitored with little compromise in kinetics to exclude contribution from facet 
nucleation.  
It should be noted that the geometries of assemblies using various DX tile motifs 
are surely different. There may be effects from sequence design, nick point positioning, 
concentrations of monovalent and divalent cations, and other variables. Given the 
complexity of DNA tile-based assembly, detailed guidelines at sequence or domain level 
will be a long-term goal of this research direction. Binding site number and spatial 
arrangement influence binding with regard to both thermal stability and kinetics. DNA 
tile-based self-assembly can serve as a model system for more complex cooperative 
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bindings in chemistry and biology. The characterization of the dynamic DNA self-
assembly will benefit from the advances in fluorescence analysis techniques.  
5.2 Future Directions 
5.2.1 Towards Single Molecule Kinetics. Current research strategy on DNA tile-
based self-assembly relies on the design of representative scenarios or intermediates to 
mimic the actual molecular context. However, some of the scenarios are factitious or 
over-simplified that fail to reproduce the natural molecular conformation. Moreover, 
fluorescent labeling is indispensable to report the local environment or distance change, 
whereas the similar molecular structures of fluorescent dye and nucleobase could 
stabilize or destabilize the resulted assemblies. Total internal reflection fluorescence 
microscopy (TIRFM) is an alternative method for the characterization of molecular 
dynamics at single molecule level.  
First, bulk measurement is based on "one scenario, one design" strategy: there is 
an unique assembly pathway to monitor for a specific design. TIRFM-based single 
molecule measurement allows simultaneous observation of multiple binding steps. 
Reducing the restriction in specificity allows the self-assembly system to take more than 
one pathways or form a series of distinct products. Similar concept has been employed in 
the study of the folding mechanism of DNA origami by breaking the design principle that 
the target structure is the single most stable configuration.
1
  
Second, the kinetic model was simplified to neglect the backward reaction. 
Experimental conditions were also shifted away from equilibrium to favor the forward 
reaction. However, self-assembly systems usually operate under equilibrium conditions 
in practice. TIRFM-based single molecule measurement monitors both directions of 
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reaction at near-equilibrium state, which is presumably more informative. The concept 
was employed for super-resolution imaging by transient binding of short fluorescently 
labeled oligonucleotides.
2
  
Third, the fluorescent dye might affect the diffusion or binding behavior of DNA 
nanostructure, which is an intrinsic issue. To overcome the uncertainty induced by the 
labeling strategy, it's possible to move the dye from the binding site to the strand that is 
not directly related to molecular recognition. For TIRFM-based single molecule 
measurement, the adaptor with binding site is immobilized on the interface of the liquid 
phase and the coverslip, and fluorescence labeled target is freely diffusing in the liquid 
phase. Rather than monitoring the overall fluorescent intensity in the bulk measurement, 
TIRFM-based single molecule measurement traces the attachment and detachment of the 
target tile by recoding the fluorescent fluctuations in the presence and absence of the 
target. This labeling strategy was employed in the thermodynamic and kinetic study of 
DNA nanotube formation with single layer resolution.
3
  
Last but not least, the diffusion of DNA nanostructures is likely altered by 
negatively charged surface such as mica. It's possible that the rate limiting step becomes 
the diffusion rather than the nucleation step. TIRFM-based single molecule measurement 
focuses on the interface while still maintains the natural diffusion behavior of  DNA 
nanostructure.  
5.2.2 Towards Error Free Self-Assembly. For a DNA tile-based assembly 
system, the thermodynamically most stable product is error-free. However, facet error 
and growth error usually occur when a mismatched tile is locked in before it can be 
corrected. Information propagation is compromised since error may cause further 
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deviates from the desired pattern. A general strategy for error correction is to interrupt the 
lock-in step by enhancing the logical properties of the tile set. 0.1% growth error rate can 
be achieved with 4-redundant coding.
4
 However, this error-correction mechanism is not 
functional at the predefined growth frontier. As a result, facet error disrupts the 
subsequent assembly by creating irrelevant information. The defect rate for the first layer 
can be 40% as reported.
5
  
A feasible solution is to find sticky end sequences with as uniform of 
complementary binding energies as possible, while keeping non-orthogonal interactions 
between non-complementary ends.
6
 It's equally important to assign the refined sequences 
to actual DNA tile by taking the tile geometry into account. Another solution is to design 
the growth frontier that matches the assembly pathway. For instance, tiles grow onto the 
existing lattice following a zigzag path in most of the published algorithmic self-
assembly systems.
4,5
 However, most of the seed structures were designed with binding 
site extended from a flat facet.
4,5
 It's possible to reduce facet error if the geometry of the 
conductor (seed) matches up the executor (tile) in geometry. It's also possible to reduce 
facet error by raising the energy barrier of facet nucleation. The sticky ends at the growth 
frontier can be extended by a few extra nucleotides to restrict the accessibility of the facet, 
reducing the possibility of facet nucleation. All three solutions are compatible with the 
well-established redundancy mechanism.  
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MATERIAL AND METHODS 
Self-Assembly of DNA Nanostructures. All DNA strands used for the assembly of 
nanostructures were purchased from Integrated DNA Technologies, Inc. 
(www.idtdna.com) and purified by denaturing polyacrylamide gel electrophoresis (PAGE; 
8.3 M urea, 6-10% acrylamide in 1×TBE buffer: 89 mM Tris base, 89 mM boric acid, 2 
mM EDTA, pH 8.0) for the unmodified DNA oligomers, or by HPLC for the dye-labeled 
DNA oligomers. The design of DAE double-helical tiles included one oligomer modified 
with 6-carboxylfluorescein (6-FAM). The tiles were assembled by mixing equimolar 
amounts of all the oligomers present in the structures at a final concentration of 500 nM, 
in 1×TAE Mg
2+
 buffer (40 mM Tris base, 20 mM acetic acid, 2 mM EDTA·Na2·12H2O, 
12.5 mM ((CH3COO)2Mg3·4H2O)), then by heating the mixtures at 95°C and cooling to 
4°C over 2 h using an automated PCR thermocycler  (Mastercycler Pro, Eppendorf).  
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Nondenaturing Gel Electrophoretic Characterization of Nanostructures. The 
assembly of all tile designs and subsequent dimers were confirmed by nondenaturing 
polyacrylamide gel electrophoresis. Structures (2.5 pmol of each tile, before and after 
dimerization) were analyzed by 7% nondenaturing PAGE gels in 1×TAE Mg
2+
 buffer. 
Electrophoresis was performed at 200 V, 15°C for 2.5 h. The gels were first analyzed 
with a Biorad Gel Doc XR+ system with excitation of fluorescein for visualization. The 
gels were subsequently stained with ethidium bromide (EB) and scanned in a Biorad Gel 
Doc XR+ system for tile and dimer visualization.  
Fluorescence Measurements. All steady-state and real-time fluorescence spectra were 
measured by a Nanolog fluorometer (Horiba Jobin Yvon, L-format, equipped with a CW 
450 W xenon light source, thermoelectrically cooled R928 PMT, and fully automated 
excitation and emission polarizers for anisotropy measurements), with a 1 cm path length 
quartz cell (Starna Cells, Inc.). All spectra were corrected for the wavelength dependence 
of the detection system response. 120 μL of 20 nM tile solution were used for all 
measurements. Fluorescence emission spectra were collected using 495 nm excitation, 4 
nm excitation slits, 505-650 nm emission wavelength range, 5 nm emission slits, and 0.5 
s integration. Fluorescence anisotropy was measured with 495 nm excitation, 4 nm 
excitation slits, 520 nm emission, 5 nm emission slits, and 0.5 s integration. Anisotropy 
values were calculated from the instrument software FluorEssence for Windows by 
Horiba Scientific.  
Real-Time Fluorescence Measurements. The kinetics of dimerization of 
complimentary DNA tiles was monitored in real-time via changes in the emission of the 
fluorescence dye reporter that occurred upon DNA hybridization. Unless otherwise noted, 
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120 μL of 5-20 nM tile solution was used for all measurements. The parameters used to 
collect real-time spectra are described as follows: 495 nm excitation, 1 nm excitation slits 
(to avoid photo-bleaching), 520 nm emission, 15 nm emission slits (to collect maximum 
signal), and 0.5 s integration. The fluorescent signal of the tile solution was collected for 
120-300 s (depending on the concentration and tile species) to confirm the photostability 
of the fluorophore with continuous exposure to the excitation source. A 1-2 % reduction 
in the overall emission of the equilibrated solutions was observed for a typical 
measurement period. Next, data collection was initiated in the dark and an equimolar 
amount of complementary tile was directly added to the cuvette secured in the instrument. 
The solution was mixed well by pipetting for 3 s, and the kinetics of hybridization of the 
binding sites was followed by monitoring the intensity of FAM emission for the extent of 
the reaction. 
Nonlinear Fitting. The kinetic measurements were repeated at least five times for every 
tile pair. The kinetics curve was subsequently fit by second-order reaction integration by 
OriginPro 8 (Origin Lab) software; the details of the fitting process are described as 
follows:  
Assuming two tile monomers are the two reactants of the second-order reaction, the 
forward reaction constant is k1, and the backward reaction is k-1.  
 
The reaction rate can be described as:  
 
Considering the free energy change upon binding was measured as -14.5 kcal/mol at 
room temperature,
1
 the equilibrium is dominantly shifted toward the dimer side. Put 
another way, once the dimer forms, the probably that it will dissociate is very low. Since 
1
1
k
k
A B AB

 
2 2
1 1 1 0 1
[ ]
[ ] [ ] ( [ ]) [ ]t
d AB
rate k A k AB k C AB k AB
dt
      
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the tile dimerization process starts with equal amount of both monomers C0, the reaction 
rate can be simplified as:  
 
in which k represents the forward rate constant k1.  
Definite integration of the reaction rate constant equation gives the relation between yield 
(fraction of monomer that turned into dimer = [AB]/C0) and time t: 
 
in which C0 is the starting concentration of each monomer.  
For each dimerization reaction, the fluorescent intensity at the starting point, at time point 
t during the reaction, at the end point of the reaction are defined as I0, It, I∞, respectively. 
Assuming that one monomer Tile A is converted into an AB dimer, the fluorescent 
intensity is increased by I; It and the reaction yield follow a linear proportion, because 
when n monomer Tile A is converted into an AB dimer, the fluorescent intensity is 
increased by nI. Thus, the kinetics curve can be related with the second-order reaction 
integration by:  
 
By fitting the fluorescence intensity with reaction time, the second-order rate constant 
can be obtained with knowledge of the tile concentration.  
Melting Temperature Measurements and Thermodynamic Characterization. The 
data was collected using 8-well optical tube strips in an MX3005P real-time thermocycler 
(Strategene) by a previously reported process.
1
 Data processing was performed by a 
reported method
1
  by fitting the first derivative of 6-FAM intensity vs. temperature with a 
superposition of two Gaussian functions:  
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where T1 and T2 are the midpoints of the transition temperature, and w1 and w2 are the 
widths of the transition.  
 
 
FIGURES 
The design of the DNA tile monomers studied in this report are shown in Figures S1-S6, 
including the sequences of the DNA strands used (arrow head points to the 3’ end) and 
the dye label positions (green dot).  
Figure S1. DX tile pairs with different SE sequences and orientations (each SE is 5 
nt). 
Tile A Tile B 
  
  
  
  
 
 
 
 
 
GACCGCTAGA GCGTTGTACTTCACTTGGTCA GTATCGAT TGAGC
CTGGCGATCT
GACTTATAGG
CGCAACATGAAGTGAACCAGT
ATCCGAGCGCATGACTGTCTG
CATAGCTA
ACCAGTTA
CTGAATATCC TAGGCTCGCGTACTGACAGAC TGGTCAAT GCACA
ACTGGCAA GACTACCGCCCACATAACAGA GCACCCTAAC
ACTCG TGACCGTT
CGTGT GCTATCGG
CTGATGGCGGGTGTATTGTCT
ACTCGGACCTGGACGACAAAG
CGTGGGATTG
ACACCAAATG
CGATAGCC TGAGCCTGGACCTGCTGTTTC TGTGGTTTAC
GACCGCTAGA GCGTTGTACTTCACTTGGTCA GTATCGAT TCTTA
CTGGCGATCT
GACTTATAGG
CGCAACATGAAGTGAACCAGT
ATCCGAGCGCATGACTGTCTG
CATAGCTA
ACCAGTTA
CTGAATATCC TAGGCTCGCGTACTGACAGAC TGGTCAAT GCACA
ACTGGCAA GACTACCGCCCACATAACAGA GCACCCTAAC
AGAAT TGACCGTT
CGTGT GCTATCGG
CTGATGGCGGGTGTATTGTCT
ACTCGGACCTGGACGACAAAG
CGTGGGATTG
ACACCAAATG
CGATAGCC TGAGCCTGGACCTGCTGTTTC TGTGGTTTAC
GACCGCTAGA GCGTTGTACTTCACTTGGTCA GTATCGAT TGAGC
CTGGCGATCT
GACTTATAGG
CGCAACATGAAGTGAACCAGT
ATCCGAGCGCATGACTGTCTG
CATAGCTA
ACCAGTTA
CTGAATATCC TAGGCTCGCGTACTGACAGAC TGGTCAAT GCACA
ACTGGCAA GACTACCGCCCACATAACAGA GCACCCTAAC
ACTCG TGACCGTT
CGTGT GCTATCGG
CTGATGGCGGGTGTATTGTCT
ACTCGGACCTGGACGACAAAG
CGTGGGATTG
ACACCAAATG
CGATAGCC TGAGCCTGGACCTGCTGTTTC TGTGGTTTAC
GACCGCTAGA GCGTTGTACTTCACTTGGTCA GTATCGAT TGAGC
CTGGCGATCT
GACTTATAGG
CGCAACATGAAGTGAACCAGT
ATCCGAGCGCATGACTGTCTG
CATAGCTA
ACCAGTTA ACACG
CTGAATATCC TAGGCTCGCGTACTGACAGAC TGGTCAAT
ACTGGCAA GACTACCGCCCACATAACAGA GCACCCTAAC
ACTCG TGACCGTT
GCTATCGG
CTGATGGCGGGTGTATTGTCT
ACTCGGACCTGGACGACAAAG
CGTGGGATTG
ACACCAAATG
TGTGC CGATAGCC TGAGCCTGGACCTGCTGTTTC TGTGGTTTAC
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Figure S2. Tile pairs with variable tile flexibility. While Tile A is kept the same, Tile 
B is changed to a Holliday junction, a meso-junction and a tethered junction.  
Tile A Tile B 
  
  
  
Figure S3. Tile pairs with varying SE lengths from 3 nt to 6 nt (The inter-tile double 
crossover distances in the dimers were held at 21 bps). 
Tile A Tile B 
  
  
  
  
 
GACCGCTAGA GCGTTGTACTTCACTTGGTCA GTATCGAT TGAGC
CTGGCGATCT
GACTTATAGG
CGCAACATGAAGTGAACCAGT
ATCCGAGCGCATGACTGTCTG
CATAGCTA
ACCAGTTA
CTGAATATCC TAGGCTCGCGTACTGACAGAC TGGTCAAT GCACA
ACTGGCAA GACTACCGCCC TTTT
ACTCG TGACCGTT
CGTGT GCTATCGG
CTGATGGCGGG
ACTCGGACCTG
CGATAGCC TGAGCCTGGAC TTTT
GACCGCTAGA GCGTTGTACTTCACTTGGTCA GTATCGAT TGAGC
CTGGCGATCT
GACTTATAGG
CGCAACATGAAGTGAACCAGT
ATCCGAGCGCATGACTGTCTG
CATAGCTA
ACCAGTTA
CTGAATATCC TAGGCTCGCGTACTGACAGAC TGGTCAAT GCACA
ACTGGCAA GACTACCGCCC TTT
ACTCG TGACCGTT
CGTGT GCTATCGG
CTGATGGCGGG
ACTCGGACCTG
CGATAGCC TGAGCCTGGAC TTT
T
T
GACCGCTAGA GCGTTGTACTTCACTTGGTCA GTATCGAT TGAGC
CTGGCGATCT
GACTTATAGG
CGCAACATGAAGTGAACCAGT
ATCCGAGCGCATGACTGTCTG
CATAGCTA
ACCAGTTA
CTGAATATCC TAGGCTCGCGTACTGACAGAC TGGTCAAT GCACA
ACTGGCAA GACTACCGCCC
ACTCG TGACCGTT
CGTGT GCTATCGG
CTGATGGCGGG
ACTCGGACCTG
CGATAGCC TGAGCCTGGAC
T
T
T
T
T
T
T
T
GACCGCTAGA GCGTTGTACTTCACTTGGTCA GTATCGAT TGA
CTGGCGATCT
GACTTATAGG
CGCAACATGAAGTGAACCAGT
ATCCGAGCGCATGACTGTCTG
CATAGCTA
ACCAGTTA
CTGAATATCC TAGGCTCGCGTACTGACAGAC TGGTCAAT GCA
GACTACCGCCCACATAACAGA GCACCCTAAC
ACT CGTGACCGTT
CGT GTGCTATCGG
CTGATGGCGGGTGTATTGTCT
ACTCGGACCTGGACGACAAAG
CGTGGGATTG
ACACCAAATG
CACGATAGCC TGAGCCTGGACCTGCTGTTTC TGTGGTTTAC
GCACTGGCAA
GACCGCTAGA GCGTTGTACTTCACTTGGTCA GTATCGAT TGAG
CTGGCGATCT
GACTTATAGG
CGCAACATGAAGTGAACCAGT
ATCCGAGCGCATGACTGTCTG
CATAGCTA
ACCAGTTA
CTGAATATCC TAGGCTCGCGTACTGACAGAC TGGTCAAT GCAC
GACTACCGCCCACATAACAGA GCACCCTAAC
ACTC GTGACCGTT
CGTG TGCTATCGG
CTGATGGCGGGTGTATTGTCT
ACTCGGACCTGGACGACAAAG
CGTGGGATTG
ACACCAAATG
ACGATAGCC TGAGCCTGGACCTGCTGTTTC TGTGGTTTAC
CACTGGCAA
GACCGCTAGA GCGTTGTACTTCACTTGGTCA GTATCGAT TGAGC
CTGGCGATCT
GACTTATAGG
CGCAACATGAAGTGAACCAGT
ATCCGAGCGCATGACTGTCTG
CATAGCTA
ACCAGTTA
CTGAATATCC TAGGCTCGCGTACTGACAGAC TGGTCAAT GCACA
ACTGGCAA GACTACCGCCCACATAACAGA GCACCCTAAC
ACTCG TGACCGTT
CGTGT GCTATCGG
CTGATGGCGGGTGTATTGTCT
ACTCGGACCTGGACGACAAAG
CGTGGGATTG
ACACCAAATG
CGATAGCC TGAGCCTGGACCTGCTGTTTC TGTGGTTTAC
GACCGCTAGA GCGTTGTACTTCACTTGGTCA GTATCGAT TGAGCA
CTGGCGATCT
GACTTATAGG
CGCAACATGAAGTGAACCAGT
ATCCGAGCGCATGACTGTCTG
CATAGCTA
ACCAGTTA
CTGAATATCC TAGGCTCGCGTACTGACAGAC TGGTCAAT GCACAC
GACTACCGCCCACATAACAGA GCACCCTAAC
ACTCGT GACCGTT
CGTGTG CTATCGG
CTGATGGCGGGTGTATTGTCT
ACTCGGACCTGGACGACAAAG
CGTGGGATTG
ACACCAAATG
GATAGCC TGAGCCTGGACCTGCTGTTTC TGTGGTTTAC
CTGGCAA
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Figure S4. Tile pairs with varying tile sizes (the sides of Tiles A and B that do not 
display the SEs were extended or chopped) 
Tile A Tile B 
  
  
  
 
Figure S5. Tile pair with single 10-nt single SE. 
Tile A Tile B 
 
ACTGGCAA GACTACCGCCCACATAACAGA GCACCCTAAC
ACTCG TGTGC TGACCGTT
GCTATCGG
CTGATGGCGGGTGTATTGTCT
ACTCGGACCTGGACGACAAAG
CGTGGGATTG
ACACCAAATG
CGATAGCC TGAGCCTGGACCTGCTGTTTC TGTGGTTTAC
 
 
  
GCTAGA GCGTTGTACTTCACTTGGTCA GTATCGAT TGAGC
CGATCT
TATAGG
ATATCC
CGCAACATGAAGTGAACCAGT
ATCCGAGCGCATGACTGTCTG
CATAGCTA
ACCAGTTA
TAGGCTCGCGTACTGACAGAC TGGTCAAT GCACA
ACTGGCAA GACTACCGCCCACATAACAGA GCACCC
ACTCG TGACCGTT
CGTGT GCTATCGG
CTGATGGCGGGTGTATTGTCT
ACTCGGACCTGGACGACAAAG
CGTGGG
ACACCA
CGATAGCC TGAGCCTGGACCTGCTGTTTC TGTGGT
GACCGCTAGA GCGTTGTACTTCACTTGGTCA GTATCGAT TGAGC
CTGGCGATCT
GACTTATAGG
CGCAACATGAAGTGAACCAGT
ATCCGAGCGCATGACTGTCTG
CATAGCTA
ACCAGTTA
CTGAATATCC TAGGCTCGCGTACTGACAGAC TGGTCAAT GCACA
ACTGGCAA GACTACCGCCCACATAACAGA GCACCCTAAC
ACTCG TGACCGTT
CGTGT GCTATCGG
CTGATGGCGGGTGTATTGTCT
ACTCGGACCTGGACGACAAAG
CGTGGGATTG
ACACCAAATG
CGATAGCC TGAGCCTGGACCTGCTGTTTC TGTGGTTTAC
TCAAGACCGCTAGA GCGTTGTACTTCACTTGGTCA GTATCGAT TGAGC
AGTTCTGGCGATCT
CACAGACTTATAGG
CGCAACATGAAGTGAACCAGT
ATCCGAGCGCATGACTGTCTG
CATAGCTA
ACCAGTTA
GTGTCTGAATATCC TAGGCTCGCGTACTGACAGAC TGGTCAAT GCACA
ACTGGCAA GACTACCGCCCACATAACAGA GCACCCTAACGCTG
ACTCG TGACCGTT
CGTGT GCTATCGG
CTGATGGCGGGTGTATTGTCT
ACTCGGACCTGGACGACAAAG
CGTGGGATTGCGAC
ACACCAAATGATGT
CGATAGCC TGAGCCTGGACCTGCTGTTTC TGTGGTTTACTACA
GACCGCTAGA GCGTTGTACTTCACTTGGTCA GTATCGAT TGAGC ACACG
CTGGCGATCT
GACTTATAGG
CGCAACATGAAGTGAACCAGT
ATCCGAGCGCATGACTGTCTG
CATAGCTA
ACCAGTTA
CTGAATATCC TAGGCTCGCGTACTGACAGAC TGGTCAAT
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Figure S6. Single-helix tile pairs with varying SE lengths. 
Tile A Tile B 
  
  
  
  
  
  
  
GACCGCTAGA GCGTTGTACTTCACTTGGTCA GTATCGAT TGAGC
CTGGCGATCT CGCAACATGAAGTGAACCAGT CATAGCTA
ACTGGCAA GACTACCGCCCACATAACAGA GCACCCTAAC
ACTCG TGACCGTT CTGATGGCGGGTGTATTGTCT CGTGGGATTG
GACCGCTAGA GCGTTGTACTTCACTTGGTCA GTATCGAT TGAGC A
CTGGCGATCT CGCAACATGAAGTGAACCAGT CATAGCTA
CTGGCAA GACTACCGCCCACATAACAGA GCACCCTAAC
ACTCG T GACCGTT CTGATGGCGGGTGTATTGTCT CGTGGGATTG
GACCGCTAGA GCGTTGTACTTCACTTGGTCA GTATCGAT TGAGC AC
CTGGCGATCT CGCAACATGAAGTGAACCAGT CATAGCTA
TGGCAA GACTACCGCCCACATAACAGA GCACCCTAAC
ACTCG TG ACCGTT CTGATGGCGGGTGTATTGTCT CGTGGGATTG
GACCGCTAGA GCGTTGTACTTCACTTGGTCA GTATCGAT TGAGC ACT
CTGGCGATCT CGCAACATGAAGTGAACCAGT CATAGCTA
GGCAA GACTACCGCCCACATAACAGA GCACCCTAAC
ACTCG TGA CCGTT CTGATGGCGGGTGTATTGTCT CGTGGGATTG
GACCGCTAGA GCGTTGTACTTCACTTGGTCA GTATCGAT TGAGC ACTG
CTGGCGATCT CGCAACATGAAGTGAACCAGT CATAGCTA
GCAA GACTACCGCCCACATAACAGA GCACCCTAAC
ACTCG TGAC CGTT CTGATGGCGGGTGTATTGTCT CGTGGGATTG
GACCGCTAGA GCGTTGTACTTCACTTGGTCA GTATCGAT TGAGC ACTGG
CTGGCGATCT CGCAACATGAAGTGAACCAGT CATAGCTA
CAA GACTACCGCCCACATAACAGA GCACCCTAAC
ACTCG TGACC GTT CTGATGGCGGGTGTATTGTCT CGTGGGATTG
  115 
The schematic designs of the double-helical DNA tile dimerization studied in this report 
are shown in Figures S7-S11, including dye label positions (green dot). Numbers n and n’ 
represent complementary SEs.  
 
 
Figure S7. DX tile dimers with varying SE sequences and orientations. a-c) all DX 
tile pairs have two SEs, one extended from the 5’ end and one extended from the 3’ end. 
(a) 6-FAM labeled at the interface of the double-helical domain adjacent to SE 1. (b) 6-
FAM labeled at the interface of the double-helical domain adjacent to SE 3. (c) 6-FAM 
labeled at the interface of the double-helical domain adjacent to SE 2. (d) Both DX tiles 
have two 5’-extended SEs and 6-FAM labeled at the interface of the double-helical 
domain adjacent to SE 1.  
 
 
Figure S8. Tile pairs with different structural flexibility of Tile B. (a) DX tile dimer. 
(b) heterodimer of DX Tile A and tethered junction Tile B. (c) heterodimer of DX Tile A 
and Holliday junction Tile B. (d) heterodimer of DX Tile A and meso-junction Tile B.  
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Figure S9. DX tile dimer with varying SE length from 3-nt to 6-nt. (a-d) lists the SE 
sequences.  
 
 
Figure S10. DX Tile dimer with varying tile sizes. DX tile homodimer with varying 
double-helical domain lengths: (a) 70 bps; (b) 78 bps; (c) 86 bps. The corresponding the 
full dimer sizes are (a) 150 bps; (b) 166 bps; (c) 182 bps.  
 
 
Figure S11. DX tile dimer associated with a single, 10-nt SE. The sequence of the 10-
nt SE is determined by connecting the 5’-end of SE 1 (5’-CGAGT) with the 3’- of the SE 
2 (5’-GCACA).  
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Figures S12– S17 show the electrophoretic characterization of all tile monomer and 
dimer designs used in the study. All nondenaturing PAGE analyses were performed 
under the following conditions: 7 % acrylamide, constant voltage at 200V, 15°C, ~2.5 
hours, and both 6-FAM fluorescence and ethidium bromide staining for visualization of 
the DNA structures. 
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Figure S12. Nondenaturing PAGE gel result of the DX tile dimerization with varying 
SE sequences and orientations.  Top: 6-FAM visualization. Bottom: EB stained. Lane 
1-3, 4-6, 7-9, 10-12 correspond to Tiles A and B, and the dimers shown in Figure S7 a-d, 
respectively.  
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Figure S13. Nondenaturing PAGE gel results of the tile pairs with different structural 
flexibilities. Top: 6-FAM visualization. Bottom: EB stained. Lane 1: DX tile shared by 
all flexible heterodimer groups; Lane 2-3, 4-5, 6-7, 8-9 correspond to the Tile B and 
dimers shown in Figure S8 a-d, respectively. 
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Figure S14. Nondenaturing PAGE gel result of the tile pairs with different SE lengths 
from 3-nt to 6-nt. Top: 6-FAM visualization. Bottom: EB stained. Lane 1-3, 4-6, 7-9, 10-
12 correspond to Tiles A and B, and the dimers shown in Figure S9 a-d, respectively. The 
final sizes of the dimers are exactly same in all four cases. 
 
Note: DX tile dimer formation with two SEs requires the minimal SE length to be 4 nt 
each. The dimer with 4 nt double SEs shows some degree of dissociation in the gel 
running process because the band in lane 6 runs slightly faster than those with 5 nt and 6 
nt double SEs. Tile A with 6 nt double SEs displays some degree of interaction with itself 
as evidenced by a slower and smeared band in lane 10.   
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Figure S15. Nondenaturing PAGE gel result of the tile pairs with different length of 
double helical domains from 70 bps to 86 bps. Top: 6-FAM visualization. Bottom: EB 
stained. Lane 1-3, 4-6, 7-9 correspond to Tiles A and B, and the dimers shown in Figure 
S10 a-c, respectively. 
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Figure S16. Nondenaturing PAGE gel result of the tile pairs with a 10-nt single SE. Top: 
6-FAM visualization. Bottom: EB stained. Lane 1-3 correspond to Tiles A and B, and the 
dimer shown in Figure S11.  
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Figure S17. Nondenaturing PAGE gel results of the single-helix tile pairs with different 
SE lengths from 5-nt to 7-nt. Top: 6-FAM visualization. Bottom: EB stained. Lane 1-3, 
4-6, 7-9, 10-12 correspond to single-helix Tiles A and B, and the dimers with SE lengths 
5-nt, 6-nt, 7-nt, respectively.   
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Figure S18. Nondenaturing PAGE gel results of the single-helix tile pairs with different 
SE lengths from 8-nt to 10-nt. Top: 6-FAM visualization. Bottom: EB stained. Lane 1-3, 
4-6, 7-9, 10-12 correspond to single-helix Tiles A and B, and the dimers with SE lengths 
8-nt, 9-nt, 10-nt, respectively. 
 
Note: The data in Figure S17 and S18 indicate that DNA tile dimerization using one 
single SE requires a minimal length of the SE to be 7-8 bps. Below 7 bps the dimers are 
not stable at room temperature. Above 8 bps, all the dimers are well formed.  
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Thermodynamic Characterization (melting temperature measurements).  
A single fluorescence dye, 6-FAM, was employed rather than a FRET pair, to 
resolve the two steps involved in the formation of dimer. From the cooling curves 
(decrease of temperature), we observed that the fluorescence intensity deviates from the 
trend of steady increase at approximately 55°C, corresponding to the formation of tile 
monomers (step 1). During this step, the 6-FAM labeled oligo hybridizes to its 
complementary oligo, which brings the dye molecule close to the guanine residue located 
in the SE on the opposite strand that cause quenching of the dye emission. Then the 
fluorescence intensity ramps down below 50°C, corresponding to the formation of dimer 
through the SE association (step 2), where the dye dissociates from the paired bases on 
the SE and become more exposed to the water phase, which results in fluorescence 
enhancement. For these reasons, two transition peaks (of opposite sign of amplitude) 
appear in the plot of first derivative of 6-FAM intensity vs. temperature. 
For the different tile pairs investigated in this measurement, they share the same dye-
labeled oligo, which has identical sequence and surrounding bases. Thus, the formation 
of tile monomers is expected to appear at a similar temperature (monomer Tm,1) around 
50°C. Because the length of the SEs varies between the tile pairs, the dimers form under 
distinct temperatures (dimer Tm,2). In this study, we emphasize the dimer melting 
temperature (Tm,2).  For the data shown in Figure S20 e-f, it displays the largest transition 
temperature separation, which allows reliable fitting of both transitions using 
superposition of the two Gaussian transitions with opposite signs of amplitudes.  From 
this, we obtained the characteristic parameters of the transition for the tile monomer 
formation (peak position and width) and used the information to aid the fitting of the 
other data sets, where the overlapping of the two Gaussian transitions with opposite 
amplitudes caused severe distortion of both of the peaks. The fitting results are reliable 
with errors for each set of data < 0.1°C, which is smaller than the standard deviation of 
multiple replicates (~ 0.1-0.2°C).  
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Figure S19. Thermal analysis of dimer formation through a single 10-nt SE shown in 
S11. Panel (a) and (b) correspond to the three replicates of cooling and heating curves, 
respectively. The 6-FAM fluorescence intensity vs. temperature data is collected directly 
from the real-time PCR thermocycler. Panel (c) and (d) correspond to the first derivative 
of cooling and heating curves shown in (a) and (b), respectively. Melting temperature can 
be derived from sum of two Gaussian functions with opposite amplitudes (black curves).  
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Table S1. Melting temperature (Tm) of single-stranded 10-nt SE dimer.  
Curve replicate Tm (°C) w/2 (°C) 
Cooling 
1 47.9 3.8  
2 48.0 3.7  
3 48.0 3.8  
Heating 
1 48.2 3.8  
2 48.2 3.7  
3 48.3 3.8  
  average 48.1±0.2 3.8±0.1  
  128 
 
Figure S20. Thermal analysis of dimer formation corresponding to DX tile homodimer 
with 4-nt (S9b) or 6-nt (S9d) double SEs. Panel (a) and (b) corresponds to the two 
replicates of cooling and heating curves, respectively. The 6-FAM fluorescence intensity 
vs. temperature data is collected directly from the real-time PCR thermocycler. Panel (c) 
and (d) correspond to the first derivative of 6-nt SE heating and cooling curves. Panel (e) 
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and (f) correspond to the first derivative of 4-nt SE heating and cooling curves. Melting 
temperatures can be derived from sum of two Gaussian functions with opposite 
amplitudes (black curves).  
 
Table S2. Melting temperature (Tm) of the DX tile dimer with two, 4-nt and 6-nt SEs. 
SE 
length 
Temperature 
ramp 
Tm 
(°C) 
Average Tm 
(°C) 
 w/2 
(°C) 
Average w/2 
(°C) 
4-nt 
Cooling 
30.2  
30.7±0.4  
4.8  
4.3±0.2  
30.7  4.4  
Heating 
31.1  4.0  
31.1  4.0  
6-nt 
Cooling 
47.5  
47.7±0.2  
3.6  
3.6±0.1  
47.5  3.6  
Heating 
47.7  3.6  
47.9  3.6  
* Compared to two, 5-nt SEs, where the melting temperature was reported to be 41.4±
0.2°C (with an average width of 4.3±0.2°C),1 the results for 4-nt and 6-nt constructs are 
lower and higher, respectively. Apparently increasing the length of the SEs increased the 
thermal stability of the DX tile dimer.  
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Steady-state Fluorescence Measurement (optimization of the SE sequence for 
fluorescence enhancement of the dye).  
 
Figure S21. DX tile homodimer with 6-FAM labeled at the interface of the double-
helical domain and the SE with sequence, 5’-ATTCT-3’ (avoiding a G base, shown in 
yellow) gave weak enhancement of 6-FAM emission intensity (20%). The optimized SE 
sequence (5’-CGAGT-3’, in S7a) gave 38% emission enhancement. Thus, the optimized 
sequence was employed for all the following studies.  
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Kinetics Experiments.  
Table S3. Rate constant of all tile pairs at different temperatures. The unit for all rate 
constant values is ×106 mol
-1
·s
-1
. 
1
 Two SEs, 5 bps each. 
2
 A single SE, 10 bps.  
Temperature 
(°C) 
DAE 
homodimer
1 
Tethered 
junction 
heterodimer
1 
Holliday 
junction 
Heterodimer
1 
meso 
junction 
heterodimer
1 
DAE 
homodimer
2 
12 1.43±0.04* 1.37±0.09 1.27±0.06 1.17±0.01 0.36±0.03 
15 1.63±0.05 1.62±0.19 1.44±0.07 1.31±0.07 0.51±0.03 
18 1.94±0.08 1.89±0.11 1.62±0.05 1.46±0.09 0.67±0.02 
21 2.23±0.07 2.15±0.09 1.83±0.07 1.63±0.08 0.92±0.02 
24 2.51±0.07 2.51±0.09 2.02±0.06 1.78±0.10 1.24±0.02 
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Kinetics Control Experiments.  
 
Figure S22. Varying the label positions and SE orientation on the DX tiles does not 
affect the dimerization rate. All dimers show similar dimerization rate at 21°C.  
 
Table S4. Rate constant of DX tiles with different label positions and SE orientation.  
Number k (mol
-1·s-1) 
1 (2.23±0.07)×106 
2 (2.22±0.24)×106 
3 (2.19±0.08)×106 
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Figure S23. Varying the DX tile size does not affect the dimerization rate.  DX tile 
homodimer with varying double-helical domain sizes corresponding to dimer size of 150 
bps (pink); 166 bps (red); and 182 bps (purple) all show similar dimerization rates at 
21°C.  
 
Table S5. Rate constant of DX tiles of different dimer size.  
Dimer size (bps) k (mol
-1·s-1) 
150 (2.11±0.09)×106 
166 (2.23±0.07)×106 
182 (2.19±0.09)×106 
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Figure S24. Varying the SE length affects the dimerization rate. DX tile homodimer 
with varying SE length 4-nt (navy column); 5-nt (red column); 6-nt (grey column) show 
distinct dimerization rates at 21°C.  
 
Note: the 6-nt Tile was expected to show accelerated dimerization rate with more SE bps 
for nucleation. On the contrary, due to the sequence induced interaction of the SEs on 
Tile A (smeared band on nondenaturing gel, Figure S14 Lane 10), the energy cost for 
unraveling the SEs leads to the higher energy barrier for dimerization, thus results in 
lower rate of dimerization. This result indicates the importance of sequence design in the 
SEs to avoid undesired interactions between the SEs on the same tile. The difficulty 
increases with an increase in the length of the SE.  
Table S6. Rate constant of DX tiles with different SE lengths.  
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SE Length (nt) k (mol
-1·s-1) 
4 (1.36±0.03)×106 
5 (2.23±0.07)×106 
6 (0.88±0.04)×106 
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1. Self-assembly of DNA nanostructures  
All the DNA strands were purchased from Integrated DNA technologies (IDT). 
Unmodified and 6-FAM modified oligos were purified by denaturing polyacrylamide gel 
electrophoresis (PAGE). TAMRA-modified oligos were purified by IDT using high 
performance liquid chromatography. Detailed DNA sequences and structure design are 
shown in Table S1 and Figures S1-S3. The concentrations of the strands were measured 
by absorbance at 260 nm in deionized water and calculated using the extinction 
coefficients provided by IDT. For each structure, equal molar amounts of DNA strands 
for each structure were mixed together at a final concentration of 500 nM in 1× 
TAE/Mg
2+
 buffer (Tris base 40 mM, acetic acid 20 mM, EDTA·Na2·12H2O 2 mM, 
(CH3COO)2Mg·4 H2O 12.5 mM) and then annealed from 90°C to 4°C in about 12 h. 
The annealing procedure was as follows: the sample was first heated up to 90°C, then the 
temperature was reduced from 90 to 71°C at 1°C/5 min, from 70 to 41°C at 1°C/15 min, 
and from 40 to 26°C at 1°C/10 min. The temperature was held for 30 min at 25°C then 
incubated at 4°C until use. The annealing procedure was processed with an automated 
polymerase chain reaction (PCR) thermocycler (Mastercycler Pro, Eppendorf). 
2. Thermodynamics studies 
2.1 Experimental methods 
Fluorescence thermal curves were measured in optical tube strips using an 
MX3005P quantitative PCR system (Agilent Technologies), which is a real-time 
thermocycler equipped with a fluorescent 96-well plate reader. The DNA strands were 
mixed in equimolar amounts at final concentrations of 100 nM in 1× TAE/Mg
2+
 buffer. 
The DAE-E tile was modified with TAMRA (FRET acceptor), and the multimer were 
modified with 6-FAM (FRET donor). When binding occurs, the two dyes come closer, 
and FRET occurs. The mixtures of the strands (30 μL) containing only the donor (the 
strand labeled with TAMRA was replaced with an unlabeled strand of the same sequence) 
or both the donor and acceptor were pipetted in the tubes, covered with optical 
transparent caps, and placed in the thermocycler. The fluorescence intensity of 6-FAM 
emission was monitored at 522 nm with excitation at 495 nm at 1-min intervals 
throughout the thermal program. The samples were first heated to 80°C for 5 min, and the 
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temperature was reduced from 80 to 25°C at -0.1 °C/min. After cooling to 25°C, the 
samples were held for 10 min and then heated to 80°C at +0.1 °C/min.  
The scenarios of one sticky end attachment (1b) have a Tm below the 25°C 
temperature limit of the qPCR system; thus, the thermodynamic parameters for the 1b 
scenarios were measured using Nanolog fluorometer (Horiba Jobin Yvaon) equipped 
with a temperature-controlled sample holder linked to a refrigerated bath circulator 
(Thermo Scientific, NESLAB  TE 7). The fluorescence thermal curves of “donor only” 
and “donor/acceptor” mixtures (100 nM) were measured by gradually increasing the 
temperature from 12 to 25°C (+0.1°C/min). The fluorescence intensity of 6-FAM 
emission was monitored at 520 nm (emission slit width 5 nm) with excitation at 497 nm 
(excitation slit width 1 nm) at 10-min (1°C) intervals. 
2.2 Thermal data processing 
The fluorescence intensity difference of 6-FAM (I) between the donor only 
(Idonor) and donor/acceptor (Idonor/acceptor) at each temperature was calculated by the 
following equation:  
,donor ,donor/acceptori i iI I I      (1) 
where Ii,donor and Ii,donor/acceptor are the fluorescence intensities of the donor 6-FAM in the 
absence and presence of acceptor, respectively.  
In the high temperature region (above 70°C), the minimum Imin ≠ 0 since the 
donor only (Idonor) and donor/acceptor (Idonor/acceptor) curves are not perfectly overlapped 
even though no binding occurs. Thus, the absolute 6-FAM intensity difference (I) was 
calculated with the following equation 
miniI I I       (2) 
I is assumed to be proportional to the formation of the binding product, and at 
each temperature, the DAE-E tile binding onto a multimer reaches equilibrium because of 
a slow temperature gradient. It should be noted that for some scenarios at the lower 
bound of the thermal curves (25°C), the binding yield is either far from 100% (for the 1b 
cases) or close to 100% (for the 2b-L and 2b-S cases). To quantify the maximum I, the 
raw signal changes of all binding scenarios were compared. For scenarios with higher 
transition temperatures (3b and 4b), the maximum I were almost identical (I ≈ 
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37,500 a.u.). Thus, I = 37,500 a.u. was assumed to be the maximum 6-FAM intensity 
change (of 100% yield) to calculate the binding fraction θ at each temperature for 
scenarios with yields below 100%:  
min
37,500 . .
iI I
a u

 
    (3) 
or 
min
max min
iI I
I I

 

 
   (4) 
where Imin and Imax are the fluorescence intensity changes before binding (at 
highest temperature) and after binding is complete (at lowest temperature), respectively. 
Therefore, before binding (at high temperature) θ = 0, while at binding completion (at 
low enough temperature), θ = 1. The melting temperature was then obtained by fitting the 
first derivative of θ vs. temperature with a Gaussian function:  
   
22( )
2
m 0(T | T , )
/ 2
mT T
w
A
f w Y e
w 


   (5) 
where Tm is the midpoint of transition temperature and w represents the width of the 
transition, which is ~0.849 of the full width of the peak at half maximum.  
Thermal profiles showed that DAE-E tile binding of all scenarios showed a 
reversible transition since the heating and cooling curves overlap, which indicated that 
the samples reached equilibrium at all temperatures. In this case, the equilibrium constant 
at each temperature can be obtained using the equation: 
2
0C (1 )
eqK




   (6) 
where C0 is the initial tile concentration. 
 The following equation describes Keq as a function of temperature: 
ln
o o
eq
H S
K
RT R
 
     (7) 
Plots of lnKeq vs. 1/T (van’t Hoff plot) in the range of transitions were linearly 
fitted to calculate the standard entropy change and enthalpy change. The standard Gibbs 
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energy change of the binding process was then calculated using the Gibbs equation, 
where T is at 298.15 K (25°C), 
o o oG H T S       (8) 
3. Kinetic study 
3.1 Experimental method 
The fluorescence change over reaction time was monitored with a Nanolog 
fluorometer (Horiba Jobin Yvaon). To ensure the accuracy of the kinetics test, sample 
injection was performed with a stopped flow accessory (SFA-20, TgK Scientific) that is 
able to mix equal volumes of two samples and inject the mixtures into a cuvette for 
fluorescence recording in about 0.1 s (a nominal deadtime <8 ms according to 
manufacture specifications). In a typical experiment, 60 μL each of the tile and multimer 
solutions (final concentrations of 10 nM for both species) were used for all kinetic 
measurements. The parameters settings of the fluorescence measurements were as 
follows: 497 nm excitation, 1 nm excitation slit, 520 nm emission, 15 nm emission slit. 
The excitation slit is minimized to reduce exposure of the samples to the excitation light 
and thus prevent photobleaching of the dye molecules (especially at such low 
concentrations). The emission slit was 15 nm wide to improve the emission light intensity 
(signal level). The detector was cooled to minimize noise. The signal was collected from 
0 to 300 s with 0.5-s integration time and 1-s intervals. Binding kinetics measurements 
were repeated 4-6 times at each temperature and recorded at 4-5 different temperatures. 
The maximum temperature of each binding scenario was at least 15°C below the melting 
temperature to ensure that the rate of the forward reaction largely (association) exceeds 
that of the backward reaction (dissociation). The rate constant of the reaction was 
obtained by fitting the data as described in 3.1. Then the activation energy Ea and pre-
exponential factor A for each individual binding scenario were calculated from the 
Arrhenius plot:  
ln(k) = ln(A)-
E
a
RT
   (9) 
3.1 Kinetics model 
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DAE-E tile binding with the multimers involves a reaction between two, allowing 
us to use a second-order reaction model to study the kinetics. For the reaction shown 
below, the rate constants of the forward and backward reactions are k1 and k-1, 
respectively. The initial concentrations of A and B are the same (C0). 
1
1
k
k
A B AB

     (10) 
The reaction rate can be described as follows: 
2
1 1 1 0 1
[ ]
[ ][ ] [ ] (C [ ]) [ ]
d AB
r k A B k AB k AB k AB
dt
         (11) 
From the thermodynamics test, the Gibbs free energy change of all the bindings 
with multiple sticky ends is at least -12.6 kcal/mol at 25°C, with 10 nM of both [A]0 and 
[B]0, the equilibria of all the reactions strongly shifts forward. That means under the 
reaction conditions, the initial forward reaction rate is much faster than that of backward 
reaction; thus, the backward reaction can be neglected. In this case, equation (11) is 
simplified to the following,: 
2
1 0
[ ]
(C [ ])
d AB
r k AB
dt
     (12) 
Then, definite integration can be applied to the above equation to obtain the 
following: 
0 0
[ ] 1
1
1
AB
C kC t
 

   (13) 
The next step is to relate the equation above to the experimental data we collected. 
The multimer are modified with 6-FAM near one of the single-stranded sticky ends that 
contains an unpaired G base close to the dye; thus, the dye fluorescence is quenched in 
the single-stranded state. Upon DNA hybridization at the sticky ends, the fluorescence of 
the dye increases because complementary base pairing releases the dye from the 
interactions with the G base, which significantly increases its quantum yield. The 
fluorescence increase is linear with the total number of bindings that occurs. For each 
binding, at time 0, after time t, and at the end of the reaction (t goes to ∞), the 
fluorescence intensities are I0, It, and I∞, respectively. 
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0
0 0 0
[ ] 1
1
1
tI IAB
C kC t I I

  
 
  (14) 
Then,  
0
01
t
I I
I I
kC t



 

   (15) 
The above equation is used to fit the fluorescence intensity with time by using 
three parameters: I∞, I0, and k. For all scenarios, the percentage of 6-FAM intensity 
enhancement was approximately 40% from experimental observation:  
0
0
%
I I
enhancement
I
    (16) 
4. AFM characterization 
For multimer imaging, 2 L samples (10 nM) were deposited onto a freshly peeled mica 
surface, and 60 L 1× TAE/Mg2+ buffer was added to allow the sample to spread out for 
2 min. Next, 1 L NiCl2 solution (100 mM) was added to assist adsorption. Then, another 
60 L of buffer was deposited on the atomic force microscope (AFM) tip. The samples 
were imaged in ScanAsyst in Fluid mode (with a ScanAsyst-liquid+ tip) with FastScan 
AFM (Bruker).  
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5. Schematics of extra binding scenarios 
5.1 Rigid octamers with 1-4 sticky ends (R1b/R2b-L/R2b-S/R3b/R4b) 
 
Figure S1. Schematics of rigid octamers with 1-4 sticky ends at the binding site. The 
sticky end arrangements for each octamer are abstracted as a bold circle where each 
quadrant corresponds to each sticky end.  
5.2 Single tile attachment through one sticky end (1b-L and 1b-S).  
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Figure S2. Schematics of single tile attachment through one sticky end. The binding site 
is shown in the dashed box. The binding site in the 1b-L scenario is not flanked by a 
neighboring subunit, which is similar to the default 1b scenario described in Figure 2A. 
Conversely, the binding site in the 1b-S scenario is flanked by a neighboring subunit, 
which is likely affected by side-to-side electrostatic repulsion.  
 
5.3 Single tile attachment through two sticky end (2b-S/2b-S/2b-S).  
 
Figure S3. Schematics of single tile attachment through two sticky ends. The binding site 
is shown in the dashed box. The nick points between the subunits are marked with black 
triangles. (A) Schematic of the original 2b-S scenario in Figure 2A. The other 2b-S 
scenarios shown in (B), (C), and (D) are modified from (A). (B) 2b-S-nick scenario: the 
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nick point between the top and left subunits is sealed. (C) 2b-S-no5T scenario: the 
irrelevant 5-thymine sequences are deleted, so the binding site is more exposed. (D) Both 
the nick point and irrelevant 5-thymine sequences have been removed in this scenario.  
6. DNA structural design and sequences 
6.1 DAE-E tile 
 
Sequence: 
NK Tile-1 GATTACGGACTGCCTGGACCTGCTGTCGGACTCCGAT 
NK Tile-2 ACTGCTCCCATCACCGTAATCCTGGA 
NK Tile-3 TGTATTGTCACCGACAGCAGGTCCAGGCAGTGGAATGGCGGT 
NK Tile-4 CGTCAATCGGAGTGGAGGATAAGGTC 
NK Tile-5 TATCCTCCTGACAATACAACCGCCATTCCTGATGGGA 
 
Note: The 5'-end of "NK Tile-2" was labeled with TAMRA for thermodynamic studies.  
 
Table S1. Binding energies of corresponding sticky ends (25°C) in this study, calculated 
from the Santa-Lucia nearest-neighbor (NN) model
1-3
. The value of initiation free energy 
change was included in the calculation.  
 
Sequence G°(stacking) G°(nick)
 
Coaxial Sticky end Coaxial 
 
kcal/mol 
 
1 
 
A 
T 
ACTGC 
TGACG 
T 
A 
-8.41 -8.41 
 
2 
 
C 
A 
CTGGA 
GACCT 
A 
T 
-8.33 -8.63 
 
3 
 
T 
A 
CGTCA 
GCAGT 
A 
T 
-8.46 -8.86 
 
4 
 
A 
T 
AGGTC 
TCCAG 
C 
G 
-8.32 -8.62 
Note: The bold sticky ends are carried by the DAE-E tile, while the complementary 
sticky ends are carried by the multimers.  
Taking the green sticky end as an example, Go(stacking) was calculated from the 
following sequence:  
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5' 3'
3' 5'
A A C T G C T
T T G A C G A
       
       
 
in which the covalently continuous bases are indicated by dashes. By adding up the free 
energy of initiation and each NN base-pair, Go(stacking) was calculated without 
considering the nick points by the following equation:  
(total) (AA) ( ) ( ) ( ) ( ) ( )o o o o o o o ogreen initiation
o o
initiation
G G G G AC G CT G TG G GC G CT
G G
        
   
(17) 
For the actual green sticky end, the sequence is given by:  
5' / 3'
3' / 5'
A A C T G C T
T T G A C G A
      
      
  
In which the nick points are indicated by slashes. For this specific sequence, the binding 
energy is calculated by the following equation:  
(total) (AA) ( ) ( ) ( ) ( ) ( )o o o o o o o ogreen initiation coaxial coaxial
o o o
initiation coaxial
G G G G AC G CT G TG G GC G CT
G G G
        
      
 (18) 
Due to the lack of entropy change for coaxial stacking, we estimated the entropy change 
for coaxial stacking using the following equation
4
:  
0.0027 / 0.163o ocoaxial coaxialS G      (19) 
Thus, the total free energy change is calculated as -8.41 kcal/mol for the green sticky end. 
Coincidently, the total free energy change for the intact segment is also calculated as –
8.41 kcal/mol, indicating that base stacking is the primary contributor to binding energy 
rather than hydrogen bonding. It should be noted that the NN parameters are derived 
from literature sources that use different methods; for some of the coaxial stacking 
sequences, Go(nick) is more negative than the corresponding Go(stacking), indicating 
the error for calculation. We used the theoretical binding energy in Go(stacking) for 
comparing our experimental results.  
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The theoretical Go(stacking) for DNA nanotube growth5 and DAE-E tile dimerization6 
were calculated in the same way and compared with the corresponding experimental 
results.  
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6.2 Rigid 4b octamer (R4b) 
 
Sequences: 
NK-1 AAGAGAGCCACCAAATGGTATTATACTAGGTGGCGTTTGACC 
NK-2 TTTTTGCCGCTCACCAGGCCGTCAAACGAGGTCCTGGCTCTCTTGGTCAAACGCCTGCTTGAC 
NK-3 TTTTTGTCAAGCACCTATCGGTTTTT 
NK-4 CCGATAGGACCTAGTATAATACCATTTGGACACTAGAGTTTGGTCGCACACCATTGAGTTTTT 
NK-5 CAAACTCTAGTGTGGACCTCGTTTGA 
NK-6 GCAGGAGCCACCGTTAAGCACTTAACTGTGTGGATTCAAAGA 
NK-7 TTTTTGTGGTCCACCATGGTAGAGGACGGAATCCTGGCTCCTGCTCTTTGAATCCTGAGCGGC 
NK-8 CGGCCTGGACACAGTTAAGTGCTTAACGGACACACCA 
NK-9 GCAGTTGGTGTGTGGATTCCGTCCTC 
NK-10 GATCTAGTCACCACCTCAAAGGTCGATGAGTGGTTGAGGATC 
NK-11 ATCTCTCCTGACTAGATCGATCCTCAACCTGTGCGAC 
NK-12 CTCAATGGACTCATCGACCTTTGAGGTGGACAGAGTTTGAGTCAGTCACACCGGTTATTTTTT 
NK-13 ACTCAAACTCTGTGGAGAGATTCCAG 
NK-14 ATAACCGGACGGCCTAAGTACGTCTCAGGACTACTGC 
NK-15 TTTTTGCAGTAGTGGAAACAAGCGCTAAATCTGGACCGATGACGAGAGACAACGGACCTCCGG 
NK-16 TTGTTTCCTGCAGCTTACGCCATAAGACCTGTGACTG 
NK-17 GTAAGCTGCACCTGAGACGTACTTAGGCCGTGGTCTTATGGC 
NK-18 CCTGTACCTGGCATTTGTCTTGGAAGGCCTGGACCAC 
NK-19 TACCATGGACAGCGAACTAGGAGTCCTGGACGAACGT 
NK-20 TCCGGACCTGAAGTCCGTTACATCGAGCCTGGATTTAAACTAACGTTCGTGGTACAGGTTTTT 
NK-21 ACAAATGCCACCAGGACTCCTAGTTCGCTGTGGCCTTCCAAG 
NK-22 ACGGACTTCACCGCCTCGCGCCAGATTTGGTGGCTCGATGTA 
NK-23 TAGTTTAAATCCACCACCGTGGACCT 
NK-24 CACGGTGGACCAAATCTGGCGCGAGGCGGACATCTTG 
NK-25 TCAGATCCTGTACCAGCATTCCTACGGCCTGTTGAGTCTCGTCAAGATGTGGTCCGGATTTTT 
NK-26 CTATCGTTCACCGTTGTCTCTCGTCATCGGTGGTCCAGATGG 
NK-27 GCATGACCTGAACGATAGCCATCTGGACCTGTGCTCT 
NK-28 TGACGAGAGCACACCAGATTTAGCGC 
NK-29 TTTTTCCGGAGGTGGTCATGCACGAGCTAGATGGACGCCTGGTACCATAGCTTGGACTGTCCT 
NK-30 TTTTTAGGACAGTGGATCTGATTTTT 
NK-31 ACGAGACTCAACACCATCTAGCTCGT 
NK-32 TGCTGGTACACCAAGCTATGGTACCAGGCGTGGCCGTAGGAA 
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Note: The 3'-end of "NK-8" was labeled with 6-FAM for both thermodynamic and kinetic 
studies. All the other multimers were designed based on this R4b octamer by omitting 
sticky ends or subunits.  
6.3 Default 1b 
 
NK-2[1b]: TTTTTGCCGCTCACCAGGCCGTTTTT 
NK-7[1b]: CGGAATCCTGGCTCCTGCTCTTTGAATCCTGAGCGGC 
NK-9[1b]: GCAGTTGGTGTGTGGATTCCGTTTTT 
Note: The NK-6 and NK-8 sequences are the same as those in the R4b.  
6.4 1b-L 
 
NK-5[1b]: TTTTTTCTAGTGTGGACCTCGTTTGA 
NK-7[1b]: CGGAATCCTGGCTCCTGCTCTTTGAATCCTGAGCGGC 
NK-9[1b]: GCAGTTGGTGTGTGGATTCCGTTTTT 
Note: The sequences of the other oligos are the same as those in the R4b.  
6.5 1b-S 
 
NK-2[1b]: TTTTTGCCGCTCACCAGGCCGTTTTT 
NK-20[1b]: TTTTTACGTTCGTGGTACAGGTTTTT 
Note: The sequences of the other oligos remain unchanged.  
Note: The sticky ends and coaxial bases were the same in all the 1b binding variants.  
6.6 2b-L 
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NK-2[L]: TTTTTGCCGCTCACCAGGCCGTTTTT 
NK-25[L]: TTTTTCAAGATGTGGTCCGGATTTTT 
Note: The sequences of the other oligos remain unchanged.  
6.7 2b-S 
 
NK-7[S]: CGGAATCCTGGCTCCTGCTCTTTGAATCCTGAGCGGC 
NK-9[S]: GCAGTTGGTGTGTGGATTCCGTTTTT 
NK-12[S]: CTCAATGGACTCATCGACCTTTGAGGTGGACAGAGTT 
NK-13[S]: TTTTTAACTCTGTGGAGAGATTCCAG 
 
6.8 3b 
 
NK-12[3b]: CTCAATGGACTCATCGACCTTTGAGGTGGACAGAGTT 
NK-13[3b]: TTTTTAACTCTGTGGAGAGATTCCAG 
NK-25 [3b]: TTTTTCAAGATGTGGTCCGGATTTTT 
Note: The sequences of the other oligos remain unchanged.  
6.9 4b 
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NK-12[4b]: CTCAATGGACTCATCGACCTTTGAGGTGGACAGAGTT 
NK-13[4b]: TTTTTAACTCTGTGGAGAGATTCCAG 
NK-15[3b]: AAATCTGGACCGATGACGAGAGACAACGGACCTCCGG 
NK-28[3b]: TGACGAGAGCACACCAGATTTTTTTT 
 
6.10 R1b/R2b-L/R2b-S/R3b 
The rigid multimers were designed based on the R4b octamer by omitting sticky ends 
from the following oligos.  
NK-13: ACTCAAACTCTGTGGAGAGATTCCAG 
NK-23: TAGTTTAAATCCACCACCGTGGACCT 
NK-28: TGACGAGAGCACACCAGATTTAGCGC 
 
6.11 2b-L-error/2b-L-blunt/2b-S-error/2b-S-blunt 
The error/blunt multimers were designed based on the 3b multimer by modifying sticky 
ends from the following oligos.  
NK-13[3b]: TTTTTAACTCTGTGGAGAGATTCCAG 
NK-23: TAGTTTAAATCCACCACCGTGGACCT 
 
6.12 2b-S-nick/2b-S-no5T/2b-S-nick&no5T 
The 2b-S multimers were designed based on the 2b-S multimer by modifying the 
following oligos.  
NK-[5+11]: ATCTCTCCTGACTAGATCGATCCTCAACCTGTGCGAC 
CAAACTCTAGTGTGGACCTCGTTTGA 
NK-9[no5T]: GCAGTTGGTGTGTGGATTCCG 
NK-13[no5T]: AACTCTGTGGAGAGATTCCAG 
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7. Electrophoresis characterization of DNA structures 
Nondenaturing PAGE analyses were performed using the following conditions: 5% 
polyacrylamide gel (19:1 acrylamide:bisarylamide), constant voltage at 200 V, 
temperature 15°C, 3 h, and ethidium bromide staining to visualize DNA structures.  
 
 
Figure S4: Nondenaturing PAGE gel characterization after DAE-E tile binding with 
different multimers. Left 1-5: fluorescence gel image of the 6-FAM labeled 2b-L, 2b-S, 
3b, 4b, and R4b, respectively; Right 1-5: the same gel after ethidium bromide staining.  
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8. Fluorescence thermal profiles of DAE-E tile attachments to different multimers  
8.1 Example thermodynamic data analysis (2b-L) 
 
Figure S5. Illustration of a typical data analysis process for DAE-E tile attachment in the 
2b-L scenario. (A) The original cooling and heating curves (6-FAM intensity vs. 
temperature) collected from the RT-PCR thermocycler for 6-FAM intensities of the 
"donor only" and the "donor/acceptor" samples. The transition at 60-65°C corresponds to 
the hybridization of 6-FAM-labeled oligo onto the multimer; the transition below 42°C 
corresponds to DAE-E tile attachment onto the multimer. (B) The plot of I by 
subtracting the "donor + acceptor" curve from the "donor only" curve. The value of I 
was further normalized by equation (3) to calculate the binding fraction θ. (C) The plot of 
the first derivative of data shown in (B) as a function of temperature. A Gaussian function 
(solid line) was applied to fit the data to identify the melting temperature (Tm) for the 
heating curve, the formation temperature (Tf) for the cooling curve, and the widths of 
both transitions (w). (D) The standard enthalpy change ( oH ), entropy change ( oS ), 
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and free energy change ( oG ) were calculated from the van't Hoff plot. The 
thermodynamic parameters for the other scenarios are summarized in Tables S2-S5.  
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8.2 Default 1b/2b-L/2b-S/3b/4b 
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Figure S6. Results of the thermal analysis, with scenarios shown on the left. The left 
panel corresponds to the raw data (fluorescence intensity vs. temperature) that is 
collected directly from the qPCR system, with the heating and cooling curves for the 
“donor only” [D] samples in red and blue, respectively, and the heating and cooling 
curves for the “donor/acceptor” [D]+[A] samples in magenta and cyan, respectively. The 
middle panel shows the fluorescence intensity difference of 6-FAM (I) as a function of 
temperature. Heating (red) and cooling (blue) profiles are plotted together, showing 
negligible hysteresis for DAE-E tile attachment and detachment. The right panel shows 
the van’t Hoff plot with the corresponding linear fitting for the standard enthalpy change 
( oH ), entropy change ( oS ). (A) default 1b; (B) 2b-L; (C) 2b-S; (D) 3b; (E) 4b. Data 
for the 1b is shown only to illustrate the incomplete binding at the lowest temperature 
reached by the instrument (estimated to be ~ 17% at 25 
o
C).  
Data for 1b in the lower temperature ranges using fluorometer are shown in Figure S11. 
 
Table S2. Melting temperature and thermodynamic parameters of default 1b/2b-L/2b-
S/3b/4b scenarios.  
  Tm (°C) Tf (°C) w/2 (°C) 
o  
(kcal/mol) 
So  
(kcal/mol/K) 
TSo  
(kcal/mol) 
Go  
(kcal/mol) 
1b 16.4±0.4 N/A 7.7±5.2 -44.6±0.4 -0.120±0.002 35.8±0.4 -8.7±0.1 
2b-L 35.1±0.1 35.0±0.1 4.4±0.3 -85.2±0.1 -0.244±0.001 -72.9±0.1 -12.3±0.1 
2b-S 40.7±0.2 41.1±0.2 4.9±0.4 -92.8±2.1 -0.264±0.006 -78.7±1.9 -14.1±0.3 
3b 43.3±0.2 42.8±0.3 4.9±0.3 -114.6±3.1 -0.331±0.010 -98.5±3.0 -16.1±0.2 
4b 45.5±0.1 44.7±0.2 3.3±0.5 -153.2±9.4 -0.450±0.030 -134.1±8.8 -19.2±0.6 
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8.3 R1b/R2b-L/R2b-S/R3b/R4b 
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Figure S7. Results of the thermal analysis of scenarios modified from R4b, with 
scenarios shown on the left. The left panel corresponds to the raw data (fluorescence 
intensity vs. temperature) that is collected directly from the qPCR system, with the 
heating and cooling curves for the “donor only” [D] samples in red and blue, respectively, 
and the heating and cooling curves for the “donor/acceptor” [D]+[A] samples in magenta 
and cyan, respectively. The middle panel shows the fluorescence intensity difference of 6-
FAM (I) as a function of temperature. Heating (red) and cooling (blue) profiles are 
plotted together, showing negligible hysteresis for DAE-E tile attachment and detachment. 
The right panel shows the van’t Hoff plot with the corresponding linear fitting for the 
standard enthalpy change ( oH ), entropy change ( oS ). (A) R1b; (B) R2b-L; (C) R2b-S; 
(D) R3b; (E) R4b. Data for the R1b is shown only to illustrate the incomplete binding at 
the lowest temperature reached by the instrument (estimated to be ~ 15% at 25 oC).  
Data for R1b in the lower temperature ranges using fluorometer are shown in Figure S11. 
 
Table S3. Melting temperature and thermodynamic parameters of R1b/R2b-L/R2b-
S/R3b/R4b scenarios.  
  Tm (°C) Tf (°C) w/2 (°C) 
o  
(kcal/mol) 
So  
(kcal/mol/K) 
TSo  
(kcal/mol) 
Go  
(kcal/mol) 
R1b 15.4±0.7 N/A 15.9±8.0 -49.9±0.4 -0.139±0.001 -41.5±0.4 -8.4±0.4 
R2b-L 35.0±0.2 35.0±0.1 4.5±0.2 -79.3±3.4 -0.225±0.011 -67.1±3.4 -12.2±0.1 
R2b-S 42.1±0.2 42.2±0.2 4.0±0.4 -90.8±4.0 -0.256±0.013 -76.3±3.8 -14.5±0.3 
R3b 47.1±0.2 46.8±0.2 3.2±0.3 -117.9±5.3 -0.337±0.016 -100.6±4.9 -17.4±0.4 
R4b 50.6±0.1 50.6±0.1 2.2±0.1 -171.3±6.1 -0.498±0.019 -148.5±5.6 -22.9±0.5 
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8.4 2b-L-error/2b-L-blunt/2b-S-error/2b-S-blunt 
 
Figure S8. Results of the thermal analysis of scenarios modified from 3b, with scenarios 
shown on the left. The left panel corresponds to the raw data (fluorescence intensity vs. 
temperature) that is collected directly from the qPCR system, with the heating and 
cooling curves for the “donor only” [D] samples in red and blue, respectively, and the 
heating and cooling curves for the “donor/acceptor” [D]+[A] samples in magenta and 
cyan, respectively. The middle panel shows the fluorescence intensity difference of 6-
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FAM (I) as a function of temperature. Heating (red) and cooling (blue) profiles are 
plotted together, showing negligible hysteresis for DAE-E tile attachment and detachment. 
The right panel shows the van’t Hoff plot with the corresponding linear fitting for the 
standard enthalpy change ( oH ), entropy change ( oS ). (A) 2b-L-error; (B) 2b-L-blunt; 
(C) 2b-S-error; (D) 2b-S-blunt.  
 
 
Table S4. Melting temperature and thermodynamic parameters of 2b-L-error/2b-L-
blunt/2b-S-error/2b-S-blunt scenarios.  
  Tm (°C) Tf (°C) w/2 (°C) 
o  
(kcal/mol) 
So  
(kcal/mol/K) 
TSo  
(kcal/mol) 
Go  
(kcal/mol) 
2b-L-error 34.9±0.1 34.9±0.1 4.4±0.1 -88.2±2.1 -0.254±0.007 -75.7±2.0 -12.6±0.2 
2b-L-blunt 34.8±0.1 34.9±0.1 4.4±0.2 -85.9±2.0 -0.246±0.007 -73.3±2.0 -12.6±0.1 
2b-S-error 39.8±0.1 40.2±0.2 4.9±0.2 -89.1±1.4 -0.252±0.004 -75.2±1.3 -13.9±0.2 
2b-S-blunt 40.0±0.1 40.4±0.2 4.8±0.2 -86.5±1.3 -0.244±0.004 -72.7±1.3 -13.8±0.2 
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8.5 2b-S-nick/2b-S-no5T/2b-S-nick&no5T 
 
Figure S9. Results of the thermal analysis of scenarios modified from 2b-S, with 
scenarios shown on the left. The left panel corresponds to the raw data (fluorescence 
intensity vs. temperature) that is collected directly from the qPCR system, with the 
heating and cooling curves for the “donor only” [D] samples in red and blue, respectively, 
and the heating and cooling curves for the “donor/acceptor” [D]+[A] samples in magenta 
and cyan, respectively. The middle panel shows the fluorescence intensity difference of 6-
FAM (I) as a function of temperature. Heating (red) and cooling (blue) profiles are 
plotted together, showing negligible hysteresis for DAE-E tile attachment and detachment. 
The right panel shows the van’t Hoff plot with the corresponding linear fitting for the 
standard enthalpy change ( oH ), entropy change ( oS ). (A) 2b-S-nick; (B) 2b-S-no 5T; 
(C) 2b-S-nick & no 5T. 
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Table S5. Melting temperature and thermodynamic parameters of 2b-S-nick/2b-S-
no5T/2b-S-nick&no5T scenarios.  
  Tm (°C) Tf (°C) 
w/2 
(°C) 
o 
(kcal/mol) 
So 
(kcal/mol/K) 
TSo 
(kcal/mol) 
Go 
(kcal/mol) 
nick 38.8±0.2 38.9±0.3 6.7±0.3 -83.7±3.6 -0.235±0.012 -70.1±3.5 -13.7±0.1 
no5T 41.4±0.1 39.8±0.1 4.5±0.1 -101.9±0.1 -0.292±0.001 -86.9±0.1 -15.0±0.1 
nick&no5
T 
40.8±0.1 40.9±0.1 4.2±0.3 -95.4±5.2 -0.271±0.017 -80.9±5.0 -14.6±0.2 
 
Note: 2b-S-nick and 2b-S-nick&no 5T were designed to exclude the influence of nick 
points at the connecting positions between 2b-S subunits. In these two designs (Figure 
S3), the left and top subunits were connected by intact double-stranded DNA without any 
nicks. The resultant 2b-S multimers are expected to be more rigidity, but this 
modification does not markedly influence the measured thermodynamic parameters. Thus, 
it is likely that the covalent linkage(s) between subunits increase thermostability for the 
DAE-E tile attachment by reducing electrostatic repulsion. However, for the actual 2b-S 
timer assembled from three individual tiles, the flexibility is expected to be much higher 
than the 2b-S multimers. The effect of higher flexibility is also discussed in section 9.  
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8.6 1b-L/1b-S (25°C to 80°C) 
 
Figure S10. Results of the thermal analysis of different 1b scenarios, with scenarios 
shown on the left. The left panel corresponds to the raw data (fluorescence intensity vs. 
temperature) that is collected directly from the qPCR system, with the heating and 
cooling curves for the “donor only” [D] samples in red and blue, respectively, and the 
heating and cooling curves for the “donor+acceptor” [D]+[A] samples in magenta and 
cyan, respectively. The middle panel shows the fluorescence intensity difference of 6-
FAM (I) as a function of temperature. Heating (red) and cooling (blue) profiles are 
plotted together, showing negligible hysteresis for DAE-E tile attachment and detachment. 
The right panel shows the van’t Hoff plot with the corresponding linear fitting for the 
standard enthalpy change ( oH ), entropy change ( oS ). (A) 1b-L; (B) 1b-S. Data are 
shown only to illustrate the incomplete binding at the lowest temperature reached by the 
instrument (estimated to be ~ 15% at 25 oC).  
Data for R1b in the lower temperature ranges using fluorometer are shown in Figure S11. 
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8.7 default 1b/1b-L/1b-S/R1b (12°C to 25°C) 
 
Figure S11. Results of the thermal analysis of different 1b scenarios, with scenarios 
shown on the left. The left panel corresponds to the raw data (fluorescence intensity vs. 
temperature) that is collected directly from the qPCR system, with the heating and 
cooling curves for the “donor only” [D] samples in red and blue, respectively, and the 
heating and cooling curves for the “donor+acceptor” [D]+[A] samples in magenta and 
cyan, respectively. The right panel shows the van’t Hoff plot with the corresponding 
linear fitting for the standard enthalpy change ( oH ), entropy change ( oS ). (A) default 
1b; (B) 1b-L; (C) 1b-S; (D) R1b.  
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Table S6: Melting temperature and thermodynamic parameters of 1b-L and 1b-S 
scenarios.  
  Tm (
o
C) 
w/2 
(
o
C) 
o 
(kcal/mol) 
So 
(kcal/mol/K) 
TSo 
(kcal/mol) 
Go 
(kcal/mol) 
1b-L 16.4±0.4 7.7±0.3 -48.6±0.7 -0.134±0.002 -40.0±0.7 -8.7±0.1 
1b-S 15.7±0.4 9.0±0.3 -45.8±0.6 -0.125±0.002 -37.2±0.6 -8.6±0.1 
 
The melting curve was analyzed by the similar method in section 2 except for the value 
of I  in equation (3). To obtain the thermodynamic parameters from the original 
melting curve (12°C to 25°C), we assume that the binding fraction θ at 25°C is the same 
with the θ calculated from the melting curve measured by qPCR (25°C to 80°C). Thus, 
the maximum signal change can be calculated by dividing the I by the calculated θ. 
9. Analysis of energetic penalty in DAE-E tile attachment 
Assuming a DAE-E tile attaches to the multimer through n sticky ends, the overall free 
energy change of the attachment can be described as:  
o o o o
attach SE repulsion distortionG G G G          (20) 
in which oattachG is the overall free energy change measured by our experiments, 
o
SEG is 
the binding free energy for individual sticky end involved, 
o
repulsionG is the electrostatic 
repulsion at the binding site, and odistortionG is the overall distortion for the multimer to 
overcome in order to accommodate the target tile.  
 
Figure S12. Schematics of energetic penalties. (A) Head-to-head electrostatic repulsion 
along the helical orientation; (B) electrostatic penalty to align sticky ends; (C) 
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electrostatic penalty to bring two negatively charged helices into sideways proximity. 
Presumably, o
end endG  <
o
alignG <
o
side sideG  .  
 Different categories of energetic penalties can be deduced from the scenarios in this 
study.  
For example, for the 1b scenario:   
1
o o o
b SE end endG G G       (21) 
1
o
bG was experimentally measured as -8.7 kcal/mol. 
o
SEG was calculated from the 
nearest neighbor model as -8.4 kcal/mol. This is based on tabulated data from a 1 M NaCl 
condition. In our experiment, the buffer contains 12.5 mM Mg
2+
 but only 4 mM Na
+
, for 
which the nearest neighbor model has to be modified. The more negative value of the 
measured free energy change may reflect a systematic calculation error due to the 
different ionic conditions of our experiment from the nearest neighbor model. Since there 
is no accurate tabulated data available for the conditions with different Mg
2+
 
concentrations, the exact oSEG  cannot be obtained, but a more negative value is 
expected for our experimental condition as Mg
2+
 is expected to stabilized DNA structure 
better than Na
+
. Moreover, it is also possible that the fluorescent dyes employed in this 
study have a stabilizing effect on DAE-E tile attachment. Though the dye effect cannot be 
quantified in this study, the free energy contribution from the dye effect is expected to be 
in the same order of magnitude as the ionic condition effect. Regardless, it is likely that 
the value of oend endG  is relatively small (< 0.3 kcal/mol), which can be neglected.  
For the 2b-L scenario: 
2 2 _2
o o o o
b L SE side side b L distortionG G G G         (22) 
The AFM image of the 2b-L multimer shows that there is no obvious structural distortion 
(other than the normal range of dynamic motions that were frozen on the mica) since the 
sequences at all of the double crossover positions favor the designed conformation. In 2b-
L, oside sideG  is expected to be much larger than 2 _
o
b L distortionG  . 2
o
b LG  was experimentally 
measured as -12.6 kcal/mol, so oside sideG  was calculated as (-12.3 + 16.7) = 4.4 kcal/mol.  
For the 2b-S scenario: 
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2 2 _2
o o o o
b S SE align b S distortionG G G G        (23) 
It should be noted that the distortion (opening of the two subunits away from the parallel 
orientation) observed in the 2b-S multimer is the result of electrostatic repulsion between 
the negatively charged helices. The intrinsic distortion for this scenario ( 2 _
o
b S distortionG  ) 
should be similar to 2 _
o
b L distortionG  . Meanwhile, the repulsive subunits are covalently 
tethered by the third subunit in the 2b-S trimer, so the electrostatic repulsion is partially 
offset by bending at the linkage, which increases the side-to-side distances of the two 
repelling subunits. 
o
alignG  
is expected to be smaller than oside sideG  . 2
o
b SG  was 
experimentally measured as -14.1 kcal/mol, so 
o
alignG can be calculated as (-14.1 + 16.7) 
= 2.6 kcal/mol.  
Equation (17) is still applicable for the other scenarios with more than one kind of 
energetic penalty.  
3 3 _
4 4 _
3
4 2
o o o o o
b SE align side side b distortion
o o o o o
b SE align side side b distortion
G G G G G
G G G G G


     
      
 (24,25) 
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Table S7. Energetic penalties of representative scenarios in this study.  
 
Number of 
sticky ends 
o
head headG   
o
side sideG   
o
alignG  
w/o 
o
distortionG  
o
attachG  
 
o
distortionG  
1b 1 1 0 0 -8.7 -8.7±0.1 0 
2b-L 2 2 1 0 -12.3 -12.3±0.1 0 
2b-S 2 2 0 1 -14.1 -14.1±0.3 0 
3b 3 3 1 1 -18.1 -16.1±0.2 2.0 
4b 4 4 1 2 -23.9 -19.2±0.6 4.7 
 
The difference between the last two columns is the free energy of structural distortion.  
For rigid octamers in this study, equation (22) needs to be modified to consider the 
restricted structural distortion and increased repulsion:  
4 4 _4 2 2
o o o o o
R b SE align side side R b distortionG G G G G           (26) 
Thus, for tile attachments onto a rigid, large lattice, 
o
alignG is expected to be greatly 
reduced, whereas oside sideG  is still inevitable. In any case, the attachment of 2b-S is 
expected to be more thermodynamically favorable than 2b-L for both rigid (small) and 
flexible (large) lattices.  
The 2b-L multimer does not contain much structural distortion in the 
conformation of the molecule because there is no obvious electrostatic repulsion between 
the subunits before the fourth tile attachment. The sealing of the nick points at the linkage 
points between the subunits does not cause a noticeable free energy change in the 
structure. Conversely, the conformation of the 2b-S multimer is likely altered by the extra 
linkage (nick point removal) since the electrostatic repulsion between the two subunits 
imposed sideways is partially overcome by the increased rigidity. Thermodynamic 
equality is expected for the nucleation step through two different pathways (as shown in 
Figure S12), and indeed such inequality was measured. In this scheme, 11bG , 
4
1bG , and 
2&4
2bG  were experimentally measured as -8.7, -8.6, and -12.6 kcal/mol, respectively. For 
a natural 2b-S trimer assembled from three separate DAE-E tiles (which would not be 
stable at room temperature), 1&22bG can be calculated as -12.7 kcal/mol based on the 
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thermodynamic equality. Compared with the measured 1&2
2bG  of -14.1 kcal/mol, we can 
estimate that by covalently sealing the nick points to form the stable 2b-S trimer, this 
structural change had overcome 1.4 kcal/mol of the electrostatic penalty (a significant 
fraction of the o
side sideG  ).  
 
Figure S13. Schematic of an example thermodynamic equality in the nucleation state of 
DNA tile-based self-assembly.  
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10. Extra kinetic results 
 
Figure S14. Illustration of a typical data analysis process for DAE-E tile attachment in 
the 2b-L scenario. Four replicates of DAE-E tile attachment for the 2b-L scenario are 
plotted on the same graph. The concentrations of the trimer and DAE-E tile are 10 nM at 
time zero. The temperature is at 18°C. The fluorescence intensity change is normalized 
by the minimum fluorescence intensity at time zero, when the DAE-E tile is mixed in. 
The fluorescence intensity change upon tile attachment was fitted by equation (15). The 
rate constants were obtained from the fitting results and are summarized in Tables S8-
S12.  
 
Table S8. Rate constants (×10
6
 mol
-1
 ·s
-1
) of binding scenarios at different temperatures. 
Temp. (°C) 2b-L 3b 4b Temp. (°C) 2b-S 
12 1.17±0.03 1.29±0.01 1.77±0.02 12 0.86±0.05 
14 1.29±0.04 1.42±0.02 1.89±0.04 15 0.97±0.02 
16 1.40±0.02 1.54±0.01 2.09±0.01 18 1.07±0.01 
18 1.52±0.02 1.67±0.02 2.20±0.04 21 1.17±0.01 
20 1.65±0.01 1.85±0.06 2.40±0.05 
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Table S9. Rate constants (×10
6
 mol
-1
 ·s
-1
) of the R4b scenario at different temperatures. 
Temp. (°C) R4b 
12 1.72±0.03 
14 1.90±0.03 
16 2.08±0.04 
18 2.24±0.06 
20 2.39±0.03 
 
Table S10. Rate constants (×10
6
 mol
-1
 ·s
-1
) of the 2b-S-nick/2b-S-no 5T/2b-S-nick&no 
5T scenarios at different temperatures.  
Temp. (°C) 2b-S-nick 2b-S-no 5T 2b-S-nick &no 5T 
12 0.88±0.04 1.21±0.01 1.18±0.07 
14 0.97±0.03 1.35±0.02 1.31±0.02 
16 1.04±0.02 1.44±0.04 1.47±0.02 
18 1.13±0.02 1.59±0.02 1.63±0.02 
20 1.24±0.03 1.74±0.01 1.83±0.02 
 
Table S11. Rate constants (×10
6
 mol
-1
 ·s
-1
) of the 2b-L-error/2b-L-blunt/2b-S-error/2b-S-
blunt scenario at different temperatures.  
Temp. (°C) 2b-L-error 2b-L-blunt Temp. (°C) 2b-S-error 2b-S-blunt 
12 1.18±0.02 1.21±0.07 12 0.56 ±0.02 0.67 ±0.03 
14 1.27±0.05 1.31±0.04 15 0.67±0.01 0.78±0.01 
16 1.38±0.03 1.44±0.04 18 0.78±0.02 0.88±0.01 
18 1.46±0.02 1.56±0.02 21 0.91±0.01 1.07 ±0.01 
20 1.63±0.02 1.70±0.03  
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Table S12. Rate constants (×10
6
 mol
-1
 ·s
-1
) of 2b-S-no 5T scenario measured at different 
concentration and temperatures. 
 
Temp. (°C) 2.5 nM 7.5 nM 10 nM 15 nM 
12 1.06±0.05 1.14±0.05 1.21±0.01 1.16±0.03 
14 1.16±0.01 1.25±0.01 1.35±0.02 1.28±0.03 
16 1.27±0.02 1.35±0.02 1.44±0.04 1.42±0.02 
18 1.33±0.02 1.50±0.02 1.59±0.02 1.58±0.03 
20 1.54±0.08 1.68±0.08 1.74±0.01 1.72±0.03 
 
 
 
 
 
 
 
 
 
 
 
 
  
  175 
11. Arrhenius plot 
 
Figure S15. Arrhenius plot of DAE-E tile attachment in the 2b-L/2b-S/3b/4b scenarios. 
Rate constants were measured at 4-5 different temperatures. The linear relationships 
between the natural logarithms of the average rate constant vs. 1/T are shown. The 
activation energy and pre-exponential factors calculated from these plots are summarized 
in Table S13.  
 
Table S13. Arrhenius fitting results of 2b-L/2b-S/3b/4b scenarios.  
  ln(A·M·s) Ea/kcal/mol 
2b-L 26.5±0.1 7.1±0.1 
2b-S 23.5±0.3 5.6±0.2 
3b 26.9±0.1 7.3±0.1 
4b 25.6±0.5 6.3±0.3 
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Table S14. Arrhenius fitting results of R4b scenario.  
  ln(A·M·s) Ea/kcal/mol 
R4b 26.5±0.1 6.8±0.3 
 
 Table S15. Arrhenius fitting results of 2b-S-nick/2b-S-no 5T/2b-S-nick&no 5T scenarios.  
  ln(A·M·s) Ea/kcal/mol 
2b-S-nick 25.9±0.2 6.9±0.1 
2b-S-no 5T 27.1±0.4 7.4±0.2 
2b-S-nick & no 5T 30.1±0.2 9.2±0.1 
 
Table S16. Arrhenius fitting results of 2b-L-error/2b-L-blunt/2b-S-error/2b-S-blunt 
scenarios.  
  ln(A·M·s) Ea/kcal/mol 
2b-L error 25.3±0.8 6.4±0.4 
2b-L-blunt 26.5±0.1 7.1±0.1 
2b-S-error 29.1±0.3 9.0±0.2 
2b-S-blunt 28.6±1.0 8.6±0.6 
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12. Observing DAE-E tile attachment with AFM 
 
Figure S16. 2b-L trimer morphology before and after DAE-E tile attachment. (A) The 
abstract 2b-L trimer structure before and after DAE-E tile attachment (light gray). (B) 
AFM image of the 2b-L multimer. (C) AFM image of the 2b-L trimer with a DAE-E tile 
attached. Both AFM images are 1 × 1 m.  
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Figure S17. 2b-S trimer morphology before and after DAE-E tile attachment. (A) The 
abstract 2b-S multimer structure before and after DAE-E tile attachment (light gray). The 
red arrow indicates electrostatic repulsion between negatively charged helices. (B) AFM 
image of the 2b-S trimer; the majority of the structure display a “Y” shape. (C) AFM 
image of the 2b-S trimer with a DAE-E tile attached. Both AFM images are 1 × 1 m.  
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Figure S18. 3b 5-mer morphology before and after DAE-E tile attachment. (A) The 
abstract 3b 5-mer structure before and after DAE-E tile attachment (light gray). The red 
arrow indicates electrostatic repulsion between negatively charged helices. (B) AFM 
image of the 3b 5-mer. (C) AFM image of the 3b 5-mer with a DAE-E tile attached. Both 
AFM images are 1 × 1 m.  
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Figure S19. 4b 7-mer morphology before and after DAE-E tile attachment. (A) The 
abstract structure of the 4b 7-mer before and after DAE-E tile attachment (light gray). 
Red arrows indicate electrostatic repulsion between negatively charged helices. (B) AFM 
image of the 4b 7-mer. (C) AFM image of the 4b 7-mer with a DAE-E tile attached. Both 
AFM images are 1 × 1 m.  
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Figure S20. R4b 8-mer morphology before and after DAE-E tile attachment. (A) The 
abstract R4b 8-mer structure before and after DAE-E tile attachment (light gray). (B) 
AFM image of the R4b 8-mer showing obvious outward bending of the cyclic structure. 
(C) The AFM image of the R4b 8-mer with a DAE-E tile attached. Both AFM images are 
1 × 1 m.  
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13. Potential error and pitfalls 
Two standard bimolecular reactions were assigned with corresponding 
thermodynamic ( oH , oS ) and kinetic parameters (A, Ea).  
Standard reaction 1:  
Thermodynamic parameters: oH  = -100 kcal/mol; 
oS  = -0.274 kcal/mol.  
Kinetic parameters: A = exp(30) M-1·s-1; Ea = 9 kcal/mol.  
Standard reaction 2 has identical kinetic parameters, but the entropy change for 
Standard 2 is slightly higher.  
Standard reaction 2:  
Thermodynamic parameters: oH  = -100 kcal/mol; 
oS  = -0.3 kcal/mol. 
Kinetic parameters: A = exp(30) M-1·s-1; Ea = 9 kcal/mol. 
The standard free energy change (
oG ), equilibrium constant (Keq), binding yield 
(), forward reaction rate constant (kon), and backward reaction rate constant (koff) can be 
calculated based on the given parameters by the following equations:  
o o oG H T S        (8) 
=exp( )
o o
eq
S H
K
R RT
 
   (27) 
0 0
0
(2 1) 4 1
2
eq eq
eq
K C K C
K C

    


 (28) 
exp( )aon
E
k A
RT

     (29) 
on
off
eq
k
k
K
     (30) 
Standard reaction 2 with a lower negative free energy change is less thermodynamically 
favored than standard reaction 1. Although neither standard bimolecular reaction 
represents the real scenarios in this study, the thermodynamic and kinetic parameters 
were assigned with values similar to the two sticky-end attachment scenarios. The error 
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can be estimated by simulating the theoretical melting and kinetic curves under ideal or 
nonideal experimental conditions (with MATLAB).  
10.1 Melting curve 
In this section, Standard reaction 1 was employed to test the thermodynamic data 
analysis.  
 
Figure S21. Theoretical thermodynamic parameters of Standard reaction 1. (A) The 
calculated melting curve; (B) the first derivative of (A); and (C) van't Hoff plot.  
It should be noted that the thermodynamic transition is not a symmetric peak that 
can be perfectly fitted by a Gaussian function. Trailing at the low temperature region is 
inevitable. Moreover, the van't Hoff plot is a perfect line because we have used 
temperature-independent enthalpy and entropy in the simulation. However, for real DAE-
E tile attachment, the calculation is based on bimolecular reaction assumption; the van't 
Hoff plot isn't always a straight line, especially for multivalent binding. On one hand, the 
enthalpy and entropy changes for multivalent binding might be temperature dependent, 
which will influence the slope and intercept at different temperature regions on the van’t 
Hoff plot. On the other hand, the mechanism for multivalent binding can vary at different 
temperature regions considering the proximity of Tms for the 2b-S/3b/4b scenarios in this 
study.  
Taking 4b scenario as an example, the 4b multimer carries binding sites for 4b 
attachment and scenarios with less sticky ends (i.e., 3b). During the cooling ramp, when 
the temperature is a few degrees above the Tm of the 4b scenario, synchronous binding is 
the only stable mechanism. As the temperature decreases to the Tm of the 3b scenario 
(only 2°C below the Tm of the 4b scenario, the unbound DAE-E tile can also attach to 
the 4b multimer via the 3b scenario, bringing the 6-FAM into close proximity with 
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TAMRA. Thus, the enthalpy and entropy changes reflect the averaged effect of both the 
3b and 4b mechanisms. A further decrease in temperature will gradually shift the 
mechanism from synchronous binding with all sticky ends to less cooperative 
mechanisms with fewer sticky ends involved, resulting in a nonlinear van’t Hoff plot.  
10.2 Concentration inaccuracy 
In this section, Standard reaction 1 was employed to estimate the error induced by 
concentration inaccuracy. Ideally, the rate constants are measured with 10 nM 
concentrations for both binding components; we simulated the kinetic curve with 10.5 
nM (5% extra) and 9.5 nM (5% less) as the initial concentrations and calculated the kon 
for comparison.  
 
Table S17. Rate constant (×10
6
 mol
-1
 ·s
-1
) error induced by concentration inaccuracy.  
Temperature (°C) Ideal kon Conc. +5% Conc. -5% 
12 1.35 1.44 1.28 
14 1.51 1.61 1.43 
16 1.68 1.80 1.60 
18 1.87 2.02 1.78 
20 2.08 2.26 1.98 
Apparently, concentration inaccuracy is a major source of error, as 5% inaccuracy 
of concentration induces ~9% of the rate constant error. In this study, we recorded 
consistent initial signal levels and percentages of fluorescence enhancement to ensure 
accurate concentrations for all scenarios.  
10.3 Temperature inaccuracy 
In this section, standard reaction 1 was employed to estimate the error induced by 
temperature inaccuracy. We simulate the kinetic curve with ±0.5°C inaccuracy in 
temperature and evaluated the error.  
Table S18. Rate constant (×10
6
 mol
-1
 ·s
-1
) error induced by temperature inaccuracy. 
Temperature (°C) Ideal kon (M
-1s-1) -0.5°C +0.5°C 
12 1.35 1.31 1.39 
20 2.08 2.02 2.13 
An inaccuracy of ±0.5
o
C in temperature induces ~3% of the rate constant error. In 
this study, we held the cuvette and sample injection loop at the target temperature for 20 
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min before each experiment and verified temperature control accuracy in the refrigerated 
bath circulator with both internal and external thermometers.  
 
10.4. Nonlinear fitting 
Standard reaction 2 was employed to estimate the error induced by nonlinear 
fitting.  
Table S19. Rate constant (×10
6
 mol
-1
 ·s
-1
) error induced by nonlinear fitting.  
Temperature (°C) Ideal kon Standard reaction 2 
12 1.35 1.54 
14 1.51 1.77 
16 1.68 2.16 
18 1.87 3.10 
Standard reaction 2 is thermodynamically less stable than Standard reaction 1; 
therefore, the equilibrium is relatively less forward, and the backward reaction is not 
negligible in the nonlinear fitting for the rate constant. Neglecting the backward reaction 
for Standard reaction 2 will cause a huge fitting error that results in an erroneously larger 
rate constant. 
 
10.5 Pseudo first-order reaction 
 
Figure S22. Simulated kinetic curves of the reagent and product concentration in (A) a 
second-order reaction with 10 nM initial concentration and (B) a pseudo first-order 
reaction with 1 nM limiting reagent and 20 nM excess reagent. 
Assuming the DAE-E tile concentration is 20-fold higher than the multimer, it is 
considered to be constant in the binding reaction. Although pseudo first-order reactions 
are less sensitive to concentration inaccuracy, it is not suitable for most of the scenarios in 
this study for two reasons. (1) The kinetic measurement is influenced by the signal-to-
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noise ratio of the fluorometer, according to our experience, 10-20 nM is the most accurate 
concentration range for both reagents. (2) To satisfy the 20-fold ratio in concentration, 
DAE-E tile consumption would be very high (6 mL 100 nM for 5 nM multimer), which 
also would make the reaction proceed too fast for accurate monitoring. If we reduce the 
dye-labeled tile by 20 fold or more, the signal level would drop by the same fold, thus 
reducing the signal-to-noise level.  
Though using a second-order reaction model to obtain the rate constant is more 
sensitive to concentration inaccuracy than a pseudo first-order reaction, the former is 
experimentally more feasible and accurate in our study. This is based on the sensitivity of 
the detection system, relatively fast rate for multivalent binding, and the accuracy 
requirement for time measurement. Considering these factors, it is not desirable to neither 
decrease the dye-labeled multimer concentration nor increase the unlabeled tile 
concentration by orders of magnitude to satisfy the conditions required for a pseudo first-
order reaction. 
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1. Self-assembly of DNA nanostructures 
1.1 Materials. All DNA helper strands used in the origami frame were purchased in 96-
well plates from Integrated DNA Technologies, Inc. (www.idtdna.com), desalted, with 
concentrations normalized to 200 μM. Single stranded M13mp18 viral DNA was 
purchased from Affymetrix (www.affymetrix.com). All DNA strands in the DNA 
origami frame were used without further purification.  
All strands used in the DX tiles were purchased from Integrated DNA Technologies, Inc. 
(www.IDTDNA.com) in the format of desalted dry powder. Unmodified and 6-FAM 
modified oligos were purified by denaturing polyacrylamide gel electrophoresis (PAGE) 
(10% 19:1 acrylamide/bisacrylamide, containing 50% urea) in 1×TBE buffer (pH 8.0, 89 
mM tris base, 89 mM boric acid, 2 mM EDTA).. TAMRA-modified oligos were purified 
by IDT using high performance liquid chromatography. The purified DNA strands were 
then reconstituted in pure water and their concentrations were measured by absorbance at 
260 nm. 
1.2 Assembly Procedure. The DNA origami frame structure was assembled by mixing 
M13mp18 DNA (10 nM) and with the helper strands in a 1:10 molar ratio in 
1×TAE/Mg
2+
 buffer (pH 8.0, 40 mM Tris base, 20 mM acetic acid, 2 mM EDTA, 12.5 
mM Mg(OAc)2). The final volume of the reaction was 100 μL. The solution was 
annealed in a PCR thermocycler with the temperature decreased from 90 °C to 70 °C at a 
rate of 1 °C every 5 minutes, from 70 °C to 40 °C at a rate of 1 °C every 15 minutes, then 
from 40 °C to 25 °C at a rate of 1 °C every 10 minutes, and finally kept at 15 °C. 
Following annealing, the origami frame was washed with 1×TAE/Mg
2+
 buffer three times 
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and passed through a 100 kD MWCO Microcon centrifugal filter device (Amicon) to 
remove the excess helper strands.  
Each DNA DX tile monomer was assembled by mixing all the strands in the tile in an 
equal molar ratio (500 nM) in 100 μL 1×TAE buffer with low Mg2+ concentration (pH 
8.0, 40 mM Tris base, 20 mM acetic acid, 2 mM EDTA, 2.3 mM Mg(OAc)2). The 
solution was annealed in a PCR thermocycler with the same program for DNA origami 
frame.  
2. AFM Imaging. The AFM imaging was performed using a Dimension FastScan AFM 
(Bruker). The samples (2 μL to 5 μL) were deposited onto freshly cleaved mica (Ted 
Pella, Inc.) and left to adsorb for 2 min. Buffer (1×TAE/Mg
2+, 100 μL) was added on top 
of the sample and the sample was imaged in ScanAsyst in Fluid mode, using ScanAssyst 
Fluid+ probes (Bruker).  
3. Thermodynamic Measurement. Fluorescence thermal curves were measured in 
optical tube strips using an MX3005P quantitative PCR system (Agilent Technologies), 
which is a real-time thermocycler equipped with a fluorescent 96-well plate reader. The 
DNA strands were mixed in equimolar amounts at final concentrations of 500 nM in 1× 
TAE buffer with different Mg
2+
 concentrations (2.0 mM-3.0 mM). The DX tile was 
modified with TAMRA (FRET acceptor) and 6-FAM (FRET donor). When DX tile 
nucleates and grows, the two dyes come closer, and FRET occurs. The mixtures of the 
strands (30 μL) containing only the donor (the strand labeled with TAMRA was replaced 
with an unlabeled strand of the same sequence) or both the donor and acceptor were 
pipetted in the tubes, covered with optical transparent caps, and placed in the 
thermocycler. The fluorescence intensity of 6-FAM emission was monitored at 522 nm 
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with excitation at 495 nm at 1-min intervals throughout the thermal program. The 
samples were first heated to 80°C for 5 min, and the temperature was reduced from 80 to 
25°C at -0.1 °C/min. After cooling to 25°C, the samples were held for 10 min and then 
heated to 80°C at +0.1 °C/min.  
4. Fluorescence Kinetics. The fluorescence kinetics experiments were performed using a 
Nanolog fluorometer (Horiba Jobin Yvon). In a typical experiment, 4.8 μL of the tile 
(500 nM) (final concentrations of 20 nM after mixing) was mixed with 115.2 μL 
1×TAE/Mg
2+
 buffer or 1 nM DNA origami frame in 115.2 μL 1×TAE/Mg2+ buffer. The 
parameters settings of the fluorescence measurements were as follows: 497 nm excitation, 
1 nm excitation slit, 520 nm emission, 15 nm emission slit. The excitation slit is 
minimized to reduce exposure of the samples to the excitation light and thus prevent 
photobleaching of the dye molecules (especially at such low concentrations). The 
emission slit was 15 nm wide to improve the emission light intensity (signal level). The 
detector was cooled to minimize noise. The signal was collected from 0 to 300 s with 0.5-
s integration time and 1-s intervals. Binding kinetics measurements were repeated 4-6 
times at each temperature and recorded at 4-5 different temperatures. 
5. Kinetic simulation 
The formation of the nuclei from unseeded (homogeneous), facet and seeded 
(heterogeneous) nucleations can be abstracted as a series of single tile attachment steps. 
For example, unseeded nucleation can be described by the following steps:  
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where T corresponds to single DX tile. Each step involves the attachment of a single DX 
tile. The forward and backward rate constants are k1/k-1 and k2/k-2 for single sticky end 
binding and two sticky end binding, respectively. The value of the rate constants are 
acquired from literatures
19,20,25
. Similarly, facet nucleation and seeded nucleation can be 
described by the following steps:  
 
and 
 
where F corresponds to the DNA origami frame. It should be noted that T and F are 
shared and consumed by all three nucleation types. Thus, a more realistic abstraction 
involves six steps:  
 
A model of ordinary differential equations (ODEs) was constructed to factor in the 
effects of tile and frame concentrations on the distribution of species in the system. The 
generation and consumption rate of each species can be described as follows:  
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These ordinary differential equations are simulated using MATLAB’s stiff  “ode23s” 
solver for the yield of nuclei.  
6. Fluorescence thermal profiles of DX tile in different Mg
2+
 concentrations 
 
Figure S1. Thermodynamic curves of unseeded nucleation and growth in different Mg
2+
 
buffer. (A) DX tile labeled with 6-FAM. The fluorescent intensity will be enhanced once 
the 6-FAM label sticky end is hybridized. (B) DX tile labeled with both 6-FAM and 
TAMRA. The fluorescent intensity will be quenched once the 6-FAM labeled sticky end 
is hybridized with TAMRA labeled sticky end.  
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7. Inhibition of facet nucleation by steric hindrance 
 
Figure S2. Inhibition of facet nucleation by steric hindrance. (A) The sticky ends along 
the NW facet of the origami frame were extended by a few thymine bases to hinder the 
facet nucleation. (B) Facet nucleation can be partially inhibited by 1-thymine extension 
and fully inhibited by 2-thymine extension at 30°C.  
 
8. DNA structural design and sequences 
8.1 DX Tile 
 
DX Tile-1 ACTGCTTCGGAGTGGATCTAGGACCT 
DX Tile-2 CTAGATCCTGACAATACAACCGCCATTCCTGAGACGA 
DX Tile-3 GCAGTTCGTCTCACCGTAACAAGGTC 
DX Tile-4 TGTTACGGACTGCCTGGACCTGCTGTCGGACTCCGAA 
DX Tile-5 TGTATTGTCACCGACAGCAGGTCCAGGCAGTGGAATGGCGGT 
 
8.2 DNA origami frame 
8.2.1 Sequences of the helper strands in the DNA origami frame 
Helper 1 TTTAGCAGGCGAAACCGATTAAAGGTTT 
Helper 2 ACGCCAGAGGAGCTAAACAGGAGGATCCTGTT 
Helper 3 TGATGGTGAGCAAGCGGTCCACGCAATTCGCA 
Helper 4 TCAGCTCAGCCCTGAGAGAGTTGCGTTCCGAA 
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Helper 5 ATCGGCAACGTTAGAATCAGAGCGATCCTGAG 
Helper 6 CAGTGAGGATAACGTGCTTTCCTAATCCCT 
Helper 7 TATAAATCGCCCTTCACCGCCTGTTTTTTA 
Helper 8 TCAAAAATCGGGCAACAGCTGATTAAAAGAAT 
Helper 9 AGCCCGAGGCTTTGACGAGCACGTCCACCGAG 
Helper 10 TCACGCAAGGCGCGTACTATGGTTATAGGGTT 
Helper 11 GAGTGTTGCTTTTCACCAGTGAGAAATTCGCG 
Helper 12 CCAGCTTTCGCCAGGGTGGTTTTTTTCCAGTT 
Helper 13 TGGAACAATAATGCGCCGCTACAGATTAACCG 
Helper 14 TTTGATTACACACCCGCCGCGCTGAGTCCA 
Helper 15 CTATTAAAGGTTTGCGTATTGGGCATCAAC 
Helper 16 TAACAACCACGCGCGGGGAGAGGCGAACGTGG 
Helper 17 ACTCCAACCGCTGCGCGTAACCACGTAATAAC 
Helper 18 GAAGAACTGCAAGTGTAGCGGTCAGTCAAAGG 
Helper 19 GCGAAAAAATTAATGAATCGGCCACGTCGGAT 
Helper 20 CGGCGGATCTGTCGTGCCAGCTGCCCGTCTAT 
Helper 21 CTACGTGATTCCAGTCGGGAAACTGACCGT 
Helper 22 TGCCCGCTACCATCACCCAAATCACGAGAAAG 
Helper 23 CCGGCGAACGTGGAGTTTTTTGGGGTCGATCACATTA 
Helper 24 GAGCTAACGGTGCCGTAAAGCACTTAGAGCTTGACGGGGAAAG 
Helper 25 GAAGCCCGAACGAGAATGACCATAAATCAAAAATCAGGTCGGATTGCA 
Helper 26 TCAAAAAGGCTCGAATTCGTAATCTTCGCCAT 
Helper 27 TTGGGAAGGATCCCCGGGTACCGAATTAAGAG 
Helper 28 TCAAATATAGGTCGACTCTAGAGGGCGATC 
Helper 29 CTATTACGAAGCTTGCATGCCTGCCGCGTTTT 
Helper 30 CGAACCAGAACGACGGCCAGTGCCCCAGCTGG 
Helper 31 TGCAAGGCAGTCACGACGTTGTAAACCGGAAG 
Helper 32 CAAACTCCAATACTGCGGAATCGTGGCTCATT 
Helper 33 TTGGGAAGGACTGGATAGCGTCCAACAGGT 
Helper 34 CAGGATTACGCCAGGGTTTTCCCGATTAAG 
Helper 35 AAAAGGTGTATTTTCATTTGGGGCGAGAGTAC 
Helper 36 CTTTAATTAATAGTAAAATGTTTAAAAAATCT 
Helper 37 CTAACGGATTTTGCCAGAGGGGGTGCTCCTTT 
Helper 38 TGATAAGAATAACCTGTTTAGCTAGCATCAAT 
Helper 39 AGCTTAATTTGACCATTAGATACATTTCGCAAATGGTCAGGTCATTT 
Helper 40 TTGCGGATGCTTTTGC 
Helper 41 ATTCATCACCAAAATAGCGAGAGGGCTTAG 
Helper 42 ACATGTTTGATTCCCAATTCTGCGAACGAGTAGATTTAGTTGCTGAAT 
Helper 43 ATAATGCTCAGACGACGATAAAAAGTTGAGAT 
Helper 44 CAACTAATCATAACCCTCGTTTACGTAGCTCA 
Helper 45 TTTTGGAAGTTTCATTCCATATAACAGTTTAAATATG 
Helper 46 CAACTAAAGTAAGAGCAACACTATGCAGATAC 
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Helper 47 TTTACGAGGCATAGTACGGTGTCTTT 
Helper 48 TTTTATTTTGTTAATGGTTTGCCCCTTT 
Helper 49 GGAGAGGGAGGTCACGTTGGTGTAGCGCTCAC 
Helper 50 ATTGCGTTGATGGGCGCATCGTAACGTTCTAGCTGATAAATTAATGCC 
Helper 51 TATTCAACCCGTGCATCTGCCAGTTAATGAGT 
Helper 52 GGGTGCCTTGAGGGGACGACGACAGTCAAATCACCATCAATATGA 
Helper 53 TTAAATTTAGCAAATATTTAAATTGTAAACGTTAATTT 
Helper 54 ACCAATAGAGAAAAGCCCCAAAAACAGGAAGATTGTATATTGTTAAA 
Helper 55 TCTGGCCTCATGTCAATCATATGTACCCCGGTTGATAATCGAACGCCA 
Helper 56 ATTAAATGGAGAATCGATGAACGGTAATCGTAAAACTAGTCCTGTAG 
Helper 57 TCTCCGTGCAGGTCATTGCCTGAGAGTCTGGAGCAAACAATGAGCGAG 
Helper 58 AATGGGATTAGCTATTTTTGAGAGATCTACAAAGGCTATGGAACAAA 
Helper 59 ACTCCAGCTAAAGATTCAAAAGGGTGAGAAAGGCCGGAGACAGTATCG 
Helper 60 TGCCGGAATTTTAAATGCAATGCCTGAGTAATGTGTAGGCAGCTTTC 
Helper 61 TCAGGCTGGCAAGGATAAAAATTTTTAGAACCCTCATATAACCAGGCA 
Helper 62 GGTGCGGGATACTTTTGCGGGAGAAGCCTTTATTTCAACCGCAACTG 
Helper 63 CGAAAGGGATCGGTTGTACCAAAAACATTATGACCCTGTACCTCTTCG 
Helper 64 TTGGGTAATAAGCAATAAAGCCTCAGAGCATAAAGCTAAGGATGTGC 
Helper 65 TCTACTAAATCATACAGGCAAGGCAAAGAATTAGCAAAATGCGAGCTG 
Helper 66 TTTCAAAAGAACTGGCATGATTAAGACTCCGAGGAAACGCAATAATTAAGAATA 
Helper 67 AGGAAACCTTATTACGCAGTATGTTAGCAAACGTAGAAAGATAGCCG 
Helper 68 AGTAAGCAATACATACATAAAGGTGGCAACATATAAAAGACTTACCGA 
Helper 69 ATAGCTATAACGCAAAGACACCACGGAATAAGTTTATTTGAGCAAGA 
Helper 70 AATAATAATGTCACAATCAATAGAAAATTCATATGGTTTAACCCACAA 
Helper 71 GAGAGATACCAGCGCCAAAGACAAAAGGGCGACATTCAAAGGGTAAT 
Helper 72 ATAAAGTACCCTGAACAAAGTCAGCCGATTGA 
Helper 73 GGGAGGGAAGGTAAATATTGACGGGAGAATTAACTGAACACCGACAAA 
Helper 74 TCCAGACGGAAGCGCATTAGACGGAAATTATT 
Helper 75 CATTAAAGGTGAATTATCACCGTTAACATAAAAACAGGACGACAA 
Helper 76 AGAGAGAACACCGACTTGAGCCATTTGGGAATTAGAGCCAAAAAATGA 
Helper 77 TTAACGTCGCAAAATCACCAGTAGCACCATTACCATTAGCCAAATA 
Helper 78 ATCCCAATCAAGGCCGGAAACGTCACCAATGAAACCATCGACAAAATA 
Helper 79 TGCCAGTTATAGCAGCACCGTAATCAGTAGCGACAGAATGAGCGTC 
Helper 80 ACGCTAACCAAGTTTGCCTTTAGCGTCAGACTGTAGCGCGACAATTTT 
Helper 81 ACCCAGCTTTTTCATCGGCATTTTCGGTCATAGCCCCCTATCAAGA 
Helper 82 AGCCTTAATATTAGCGTTTGCCATCTTTTCATAATCAAAACTCCCGAC 
Helper 83 TAGCGAACTCACCGGAACCAGAGCCACCACCGGAACCGCTATTCTAA 
Helper 84 GCAGGTCACTCCCTCAGAGCCGCCACCCTCAGAACCGCCACGCCAGCA 
Helper 85 TAAAGCCACCACCACCAGAGCCGCCCCTCAGAGCCACCACCCTCAGAGCCTTT 
Helper 86 TTTAAGGCGTTAAAAACGGAATACCTTT 
Helper 87 ATTTAATGAATCATAATTACTAGATTACCAGA 
Helper 88 AACAAAGAAAAGCCTGTTTAGTGTTAATTT 
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Helper 89 ATATTTTAATCATATGCGTTATACTTAAGAAA 
Helper 90 AGCCCTTTAAATTCTTACCAGTATGAACGCGA 
Helper 91 AAGACAAAAAAGCCAACGCTCAACAAATAGCA 
Helper 92 AACAATGAGTAGGGCTTAATTGAATGCTGA 
Helper 93 TATATGTAAGAATCGCCATATTTATTAAGCCC 
Helper 94 GAATTGAGACAACGCCAACATGTACCGGCTTA 
Helper 95 TTTAACCTATTTAGGCAGAGGCATTAATATCA 
Helper 96 TGAGCGCTTTCGAGCCAGTAATTCATAGGT 
Helper 97 AACAGCCATTACGAGCATGTAGAATTTTGCTC 
Helper 98 TAGCGGGGACCAATCAATAATCGGGCCTAATT 
Helper 99 TTTCCAGACTGTCTTTCCTTATCCTCCTCA 
Helper 100 GGCTGAGAATTCCAAGAACGGGTATCTTACCA 
Helper 101 ATCCTGAATTAAACCAAGTACCGCTTCTGAAA 
Helper 102 ACCTATTAACTCATCGAGAACAAGTATTTTGC 
Helper 103 TTAGTTGCCAAGCCGTTTTTATTTAATGCC 
Helper 104 TAAACAGTTTCATCGTAGGAATCAGGTTTTGA 
Helper 105 TTGCGGGATTACCGCGCCCAATAGGTGCCTTG 
Helper 106 CGGGGTCACAAGCAAATCAGATATAGGCGTTT 
Helper 107 GAACGCGAGAAGGCTTATCCGGAGTGTACT 
Helper 108 GATACAGGGACGATTGGCCTTGATAGGTTGAG 
Helper 109 TTGACAGGATTCACAAACAAATAATAAGCGTC 
Helper 110 TTTGCCACCAGAAGAATGGAAAGTTT 
Helper 111 AACACCGGGTTTGAAATACCGACCTTCGCCTG 
Helper 112 TGAATAACAGTGAATTTATCAAAAAAGAGAAT 
Helper 113 AGGTAAAGGCTGAGAAGAGTCAATCTTGCTTC 
Helper 114 TGTAAATCGTCGCTATTAATTAATTAGCTTAGATTAAGACTAATTCTG 
Helper 115 TAACGATCGAATTTACCGTTCCAGATCCTCAT 
Helper 116 TTTACAATAACGGAGTGTGATAAATTTT 
Helper 117 AATATACAGAATACCAAGTTACAATGACCTAA 
Helper 118 CATCTTCAATCGCGCAGAGGCGATTTTCAG 
Helper 119 TTGCGTAGAATTATTCATTTCAATTTTCAAAT 
Helper 120 GAAAACTTTACCTGAGCAAAAGAAGCACGTAA 
Helper 121 AATTATTTGATGATGAAACAAACACCAATCGC 
Helper 122 TGCAAATTCAAGAAAACAAAATAGGGTTAG 
Helper 123 ATAATGGATAATTACATTTAACAATATATAAC 
Helper 124 GGTTGGGTTTTCATTTGAATTACCTGATTGTT 
Helper 125 AGTACCAGGTATAGCCCGGAATAGGTGTATCACCGTACTCATTAGGAT 
Helper 126 AAGGCTCCCACCCTCAGAGCCACCATTTCGGA 
Helper 127 CCCTGCCTACCCTCATTTTCAGGTCACGTT 
Helper 128 TAATTTTTGATAGCAAGCCCAATATGCCCGTA 
Helper 129 AGTAACAGGGAACCCATGTACCGTAACAACTA 
Helper 130 TAGAAAGGAACACTGAGTTTCGTCAGTTTTAA 
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Helper 131 GGTAATAACCAGTACAAACTACCAACAGTT 
Helper 132 ACAACTTTAACGCCTGTAGCATTCCTTTTGAT 
Helper 133 ATACATGGCACAGACAGCCCTCATATTTTCTG 
Helper 134 TTTCGCAGTCTCTTAAAGTTTTGTTT 
Helper 135 ATTGCTTTGTAACAGTACCTTTTAACAAACAA 
Helper 136 CTTTTGCGAGACGTTAGTAAATGAAGTTAGCG 
Helper 137 TTTTCGTCTTTCCGGATCGTCACTTT 
Helper 138 TATGGGATAGGCTTGCAGGGAGTTACGAGGGT 
Helper 139 GCTTTGAGATATATTCGGTCGCTGTTTGCTAA 
Helper 140 TCAGCGGGCCCACGCATAACCGGACTAAAG 
Helper 141 CTTTAGGAAATTTTAAAAGTTTGATAAAGAAA 
Helper 142 GTTTAACTGCCCGAACGTTATTGCACTAAC 
Helper 143 GCCGTCAACTCGTATTAAATCCTTGTCAGATG 
Helper 144 TTTTATTAGACTTTCATCGGGAGAATTT 
Helper 145 TTCGACAATAGATAATACATTTGACAAATATC 
Helper 146 AAGAGGCAGAAAGACAGCATCGGAAAAGGCCG 
Helper 147 TTTCCTCAGCAGCAAAGAATACATTT 
Helper 148 TTTTTGCTGAACCTGGATTTAGAAGTTT 
Helper 149 TTTCAGAGATAGAACAGAGGTGAGGTTT 
Helper 150 CTGCAACACCAGCAGAAGATAAAACCCTTCTG 
Helper 151 ACCTGAAACAGTAATAAAAGGGACGGAACGGT 
Helper 152 AAGTGTTTTCACCAGTCACACGACGCGTAAGA 
Helper 153 AATATTTTTTTACATTGGCAGATTTATAAT 
Helper 154 TAAAAGAGCGTCTGAAATGGATTATGAATGGCT 
Helper 155 AACTTTGATTCAGTGAATAAGGCTAGAAAG 
Helper 156 TTAGGAATGTAACAAAGCTGCTCAAAGAGGAC 
Helper 157 GACCAGGCCATTACCCAAATCAACACCACATT 
Helper 158 ATAACGCCACAAGAACCGGATATTGCATAGGC 
Helper 159 TGGCTGACTGTGTCGAAATCCGCGAAGTACAA 
Helper 160 TTTCCTGATAAATCTTCATCAAGTTT 
Helper 161 TTTAGTAATCTTGAAAAGGAATTTTT 
Helper 162 TTTGATTTTAGACAATTCTGGCCAATTT 
Helper 163 AAAAGAAGACAACATT 
Helper 164 TTTCGGTCAGTATTAAAGCATCACCTTT 
Helper 165 AAACCCTCAGCAAATGAAAAATCTAACACCGC 
Helper 166 CGGAGATTCATCTTTGACCCCCAGTAAAACGA 
Helper 167 TTTCTAAAACACTTGTATCATCGTTT 
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7.2.2 Sequences of the adaptor strands in the DNA origami frame 
Adaptor 1 CAGGGCGAGGGCGCTAGGGCGCTGCAAACTATCGATTGTTCAGTTGG 
Adaptor 2 GTTCGGCTGAAAGCGAAAGGAGCTGGCCCA 
Adaptor 3 TAAGGGCAAGGGAGCCCCCGATTAAATCGGAACCCTAAAAAGCCTG 
Adaptor 4 GCCTCAGGCGGAAGCATAAAGTGTTCTAACGA 
Adaptor 5 
ACTGCAGTCGGCCTACAGGCACCATTTAAACCGAGCTTGGGGAGTTTTATTTCCCTGA
GATCGTGTCGTCGTTAGATGCCCTTAGACCT 
Adaptor 6 CGACACGATCTCAGGGAAATAAAACACACAACATACGAGCAAGATCGC 
Adaptor 7 CGGCACCGTATCCGCTCACAATTCCTCCCCAA 
Adaptor 8 GCTCGGTTTAAATATTGTCTTCTGG 
Adaptor 9 AAGCGCCAATGGTCATAGCTGTTTCCTGTGTGAAGGTGCCTGTATAGTCAGA 
Adaptor 10 AGCAAAGCTTTACCCTGACTATTAGGCCGACT 
Adaptor 11 ACTGCTTCGTCGGGTCTAGTGGCAACGGTTCCCGTTAAACAGTTCAGAAAAAGACT 
Adaptor 12 AATTCGAGATCCCCCTCAAATGCTTCGTAGAG 
Adaptor 13 TGAACTCGAATGGTTTTAAGAACTCATAAATATTCATTGACTTCAAAG 
Adaptor 14 CTCAGTAGATGTTCAGCTAATGCAGCCTTTAC 
Adaptor 15 AAATAGCAGAACGCGCCTGTTTATTACCAGTCCTAGCCATTACTTATA 
Adaptor 16 CTTCTGTCCAACAATAGATAAGTCTTTTTTGT 
Adaptor 17 AGAAACGACTGAACGCTACGAGTGTC 
Adaptor 18 GTGCCGTCCGCCGCCACACAAGAAAAATAATATCCCATCCTAATTATTATTT 
Adaptor 19 TAAACAACTTGAAAACATAGCGATTTCCCTTAGAATCCTCCGATTA 
Adaptor 20 GGGCGGATCTTGTAATATAATCCTTTTTTAATGGAAACAACTACCTT 
Adaptor 21 CTGAGAGGTACATAAATCAATACCTTCAAG 
Adaptor 22 
GCAGTTAATCGGACTACTGAGTATAAGTAATGGCTAGGACTGGTAGACAGAAGGACA
CTCGTAGCGTGTGGCGGCGGCCTCATAAGGTC 
Adaptor 23 TATGAGGCGAGAGGGTTGATATAAGCGGATAA 
Adaptor 24 AGAGAAGGAGGAGGTTTAGTACCATGAGGTGAATTGTCTTTGTGGGGAGATTAGGTC 
Adaptor 25 ATAAGATCGCCACCCTCAGAACCGTATTAAGA 
Adaptor 26 CATGAAAGCCACCCTCAGAACCGCAAAAGGAGCCTCGGACTGGTCATT 
Adaptor 27 GCAGTCAATGCACGTTAAGGATGATGGAAGGGAGTATGTGAG 
Adaptor 28 
GCAGTAGTGTAAGACAAGATCCGCCCCTTGAAGGCTCCCTTCCATCATCCTTAACGTG
CATTG 
Adaptor 29 
AATCTCCCCACAAAGACAATTCACCTCATGATCTTATAATGACCAGTCCGTGTCAGTA
AGGTC 
Adaptor 30 ACTTTTTCATGAGTAGGCAGTCCAATGACAACAACCATCAGTGAGAA 
Adaptor 31 AAGGAATTCGATAGTTGCGCCGACAGTACGGG 
Adaptor 32 ATCCGTGGATGGTACACGGACTTCTTAAACAGCTTGATACGCGAATAA 
Adaptor 33 GAAAATCTTTCGAGGTGAATTTCACTTGCGAAGGTC 
Adaptor 34 TACTGACATTAATTGTATCGGTTTATCAGCTTGCTCCAAAAAA 
Adaptor 35 TGGATTATTGATTATCAGATGATGGCAATTCATCCTTACACT 
Adaptor 36 GCAGTCACGGACGATTATCATCATATTCCACTTCTGA 
Adaptor 37 AACCTACACCAGAAGGAGCGGAGGTTCGAG 
Adaptor 38 AGTTCTTCAAAGCTAGAGGGTATGCGGAACAAAGAAACCCATATCAA 
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Adaptor 39 AACAGAAAGTAACATTATCATTTTGAGTATCTATGTTATCTAAAATAT 
Adaptor 40 
GCAGTGCTGCGGGCATAGATACTCATACCCTCTAGCTTTGAAGAACTCTCGAACCCGT
CCGTG 
Adaptor 41 
TCGCAAGTGAAGTCCGTGTACCATCCACGGATCCCGTACTGGACTGCCTACAGGGCGC
AGGTC 
Adaptor 42 AGCAACGGTACGAAGGCACCAACCCGATTATACCACCAGATCGAGGTC 
Adaptor 43 GCGCCCTGGAAGTTTCCATTAAACGGGTAAAATACGTAATGCCACCTACAGAG 
Adaptor 44 AACTAATGTTGGCAAATCAACAGTTGAAAGGAATTGAGGAAGGCCCGCAGC 
Adaptor 45 GCAGTATCGCGGAGAGAGCCAGCAATCAATATCTGGTCAAGATTAGA 
Adaptor 46 ATACGTGGAATACCGAACGAACCAGTGCCACGCTGTGATACTGACCT 
Adaptor 47 TAGCATAATGCGCGAACTGATAGCCCTAAAACATCGCCATTAAACACAGAC 
Adaptor 48 ATTAGTCTTTAAGGCGCATCGAACATTTTGACGCTCAATTCTGTCCA 
Adaptor 49 TTGTAGCACTCATGGAAATACCTAGATTGAGCAGGCGACCAGATGAA 
Adaptor 50 CACGGGGAGCAACAGGAAAAACGATACTTC 
Adaptor 51 ATCACTTGATTACCGCCAGCCATTGGAAAGTTGACCT 
Adaptor 52 ACTGCTCAACCCAGGTTTAATTTCAACTCAGGACG 
Adaptor 53 ACGTTAATAAATTGGGCTTGAGATGCTTTTCTACGGTACAGGCTTTAT 
Adaptor 54 AGGGCGTACACCAGAACGAGTAGTAAAACGAA 
Adaptor 55 ATTACAGGTTGCCCTGACGAGAAAACATCTTGGTAACCGAACTGACC 
Adaptor 56 AGATGAACTTAGCCGGAACGAGGCGCAGACGGTCAATCATAAGGGCTGGCCGT 
Adaptor 57 ACTGCAACGGCGAAGCGCGAAACAACCTGCTCCATGTTACGGTGTACA 
Adaptor 58 
ACTGCACGGCCAGACCAAGATGTTACGCCCTATAAAGCCTGTACCGTAGAAAAGCTG
GGTTGA 
Adaptor 59 
AACTTTCCTCCCCGTGTTCATCTGGTCGCCTGCTCAATCTTCGATGCGCCTTATGCTAG
ACCT 
Adaptor 60 
CTGGGCAACCGAGGGTGCGCTCATCTAACAGCCGAACCCAACTGAACAATTGGTTTCG
GACCT 
Adaptor 61 
ACTGCGAGGACGTCCATTCGAGTTCACTCTACGACGGGAACCGTTGCCACTAGACCCG
ACGAA 
Adaptor 62 ATACCAGTTTAATCATTGTGAATTACCTTATGCGAACGTCCTC 
Adaptor 63 CGAAACCAGCCTTGCTGGTAATATCCAGAACAATCCTGAGTA 
Adaptor 64 GAAGGGAAGTTAGATGAGCGCACCCTCGGTTGCCCAGGACCT 
Adaptor 65 CGATCTGGTCGCCGTT 
Adaptor 66 AGTATCACTCCGCGAT 
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