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ABSTRACT 
A Multidimensional Approach to 
City Classification and Need 
Deborah J. Bickford, B.A., S.U.N.Y. at Cortland 
M.S.B.A. and Ph.D., University of Massachusetts 
Directed by: Professor Craig Moore 
Cities differ along several dimensions, such as 
economic base, demographic composition and trends, 
socioeconomic characteristics of the population, the 
quality of public infrastructure and preferences of the 
residents, and energy costs. This makes urban 
policy-making extremely complex. The issue becomes one 
of designing programs that are specific enough to meet 
problems of individual cities but broad enough to meet 
urban needs in general. 
Constrained by limited fiscal resources, the 
Federal government must assess the relative conditions 
of cities and set priorities in order to target urban 
aid to those cities with the "greatest” need. 
The principal goal of this research is to develop a 
multidimensional classification of cities which can be 
used to compare different city-types. In order to do 
this, two major objectives are pursued. First, popular 
vii 
beliefs concerning simple classifications of cities are 
tested. Discriminant analysis is used to test whether 
regional groupings of cities are distinct on the basis 
of several demographic, economic, and fiscal variables. 
Similarly, cities are grouped according to their 
population change since 1970, and discriminant analysis 
is used to test the distinctness of these groups. 
Derived discriminant functions are used to classify 
cities, and it is shown that it is not possible to 
successfully classify the sample cities into either the 
regional grouping or the population change grouping. 
These results suggest that a one-dimensional approach to 
grouping cities is inadequate. 
The second objective of this research is to create 
meaningful typologies of cities based on several 
demographic, economic, and fiscal variables. A series 
of techniques are used, including multidimensional 
scaling and cluster analysis. Multivariate analysis of 
variance techniques are applied to test for significant 
differences between the derived city-types. 
The multidimensional scaling results suggest that 
there are several dimensions on which cities differ. 
Attempts at reducing the number of variables needed to 
identify a city-type throw away valuable information 
which can aid in classification. 
Johnson's hierarchical clustering algorithm is used 
viii 
to cluster the sample cities into groups based on sets 
of demographic, economic, and fiscal variables. The 
separate clusterings are tested for distinctness via 
multivariate analysis of variance techniques. 
There is no logical way to reconcile the results of 
the demographic, economic, and fiscal classifications. 
There is nothing to suggest that a city facing fiscal 
stress is more (or less) stressed than one facing 
economic stress. For this reason, a reduced set of nine 
demographic, economic, and fiscal variables is selected 
and used to classify cities. Three groups are derived 
and are labeled "mature”, "market potential", and 
"diversified" cities. Diffe ~ences between the groups 
are tested for distinctness and the differences are 
described. 
The typology can be used to test policy issues of 
interest. An example of an application is given by 
testing the hypothesis that Federal formula-funded 
grants under the General Revenue Sharing and Community 
Development Block Grant programs are sufficiently 
flexible to direct a significantly greater portion of 
its funds to the city groups identified as the most 
distressed. The results of such an application can be 
used to aid the policymaker in testing the effectiveness 
of a given program in meeting the goals, objectives, or 
intent of program legislation. The results can also 
suggest that these facets need reconsideration. 
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CHAPTER I 
INTRODUCTION 
The city provides a place for commerce and social 
interaction where laws and institutions insure order and 
allow society to flourish. Beyond this, however, each 
city is unique. No two have an identical geographic 
setting, history, economic base, population, set of 
natural resources, or system of governance. In essence, 
"the only constant among American cities is their 
diversity" ^. This makes the analysis and formulation 
of urban policy extremely complex. 
There are two extreme ways of looking at cities. 
One view holds that each city is unique and, as such, 
the characteristics of one city cannot be used to make 
inferences about the nature of another. The polar view 
assumes that all cities in the nation can be represented 
by the same urban model. 
While the latter position is appealing, urban 
policy based on the notion of a single type of city is 
clearly inappropriate. The report of the President's 
Urban and Regional Policy Group recognized this as the 
2 
following statement indicates : 
A city's problems differ depending on the 
region or metropolitan area in which it is 
located, and the size, age and composition of 
its population. Thus, there is no single 
urban problem, and there is no single, simple 
solution. An urban policy to help cities must 
reach out to all the Nation's urban areas, 
1 
2 
recognizing that cities have different needs 
and problems. 
Furthermore, the President’s National Urban Policy 
3 
Report reiterated the problem : 
Neither standardized descriptions nor 
standardized prescriptions are workable. 
National urban policy needs to be flexible, 
amenable to adaption by the Nation's regions, 
states, cities, counties, and other 
communities to meet their special problems and 
needs. 
The issue becomes one of designing programs 
specific enough to meet the unique problems of 
individual cities but broad enough to meet urban needs 
in general. In remarks announcing his Urban Policy, 
President Carter remarked about the need to "be flexible 
enough to give help where it's needed" and to "provide 
4 
fiscal relief to the most hard-pressed communities" . 
What he neglected to mention is how to identify which 
are the most hard-pressed cities. 
Given the wide variations in conditions between 
cities, the Federal government, constrained by limited 
fiscal resources, must assess the relative conditions of 
cities and set priorities in order to target urban aid 
to those cities with the "greatest" need. While there 
is increasing recognition that cities differ with 
respect to the type and severity of their problems, 
there is little agreement on "what constitutes urban 
need, what is the best way to measure it, and which 
3 
cities have the most of it, however defined or measured" 
[1833. 
Federal urban aid is often apportioned according to 
perceived need of the different cities. Funds are 
distributed according to formulas which are merely tools 
for "performing a very old political balancing act 
putting in the money where the needs are while making 
sure that every congressional district gets something"^. 
Formula elements are chosen politically and seemingly 
minor changes can mean millions of dollars in aid. 
An important part of Federal urban policy has been 
compensation to cities for population loss, relatively 
high unemployment rates, and job loss. Implicitly, 
then, these have been considered indices of fiscal and 
economic weakness or need. To the extent that other 
variables are as important in identifying urban stress, 
some cities faced with problems have been "shortchanged" 
where governmental funds are concerned because of the 
incomplete nature of the variables used. What is needed 
is a method to combine cities into more homogeneous 
categories in order to provide the most appropriate 
programs and rank the needs of the various groups of 
cities. 
The principal goal of this research is to develop 
just such a meaningful multidimensional classification 
of cities. In order to accomplish this, two major 
4 
objectives are pursued. First, popular beliefs 
concerning simple unidimensional classifications of 
cities are tested. Discriminant analysis is used to 
test whether regional groupings of cities are distinct 
on the basis of several demographic, economic, and 
fiscal variables. 
The second objective of the research is to create 
meaningful typologies of cities based on several 
demographic, economic, and fiscal variables. A series 
of techniques are used, including multidimensional 
scaling and cluster analysis. Multivariate analysis of 
variance (MANOVA) techniques are applied to test for 
significant differences between the derived city-types. 
The purpose of city classification is to establish 
subcategories of urban areas which are ’’sufficiently 
similar that they would be expected to have roughly 
similar future prospects or that would be expected to 
respond in similar ways to public intervention" [65, vol 
1]. A classification of cities provides a means of 
comparing differences in cities by generalizing and 
grouping like cities together. 
City classification techniques have been in 
existence for several decades. Chapter II presents a 
review of the literature by describing the evolution of 
classification research from simple classifications of 
the early 1900’s to the need-based studies of the 
5 
1970's. 
Chapter III decribes the methods of analysis used 
in this research to classify a sample of thirty-eight 
American cities with populations greater than 100,000 
into groups. 
Each variable included in the analysis is described 
in Chapter IV and the problem of data limitations is 
also discussed. 
Chapter V presents the results of the research. It 
begins by presenting the statistical evidence which 
indicates that unidimensional classifications are 
unsatisfactory. A reduced space clustering program is 
then analyzed in an attempt to uncover the hidden 
structure of the data. Finally, four separate 
classification schemes for the cities derived from a 
hierarchical clustering algorithm are presented; one for 
each of the three sets of demographic, economic, and 
fiscal variables; and one based on a reduced set of nine 
of the variables which are drawn from the previous three 
categories of variables. 
Chapter VI concludes with a discussion of the 
research results; this includes a discussion of its 
limitations as well as suggestions for further research. 
An extended example is also presented to illustrate the 
possible uses of the new urban classifications. 
An Appendix provides the reader with a list of 
6 
definitions and sources for each of the forty-two 
variables utilized in the study. 
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CHAPTER II 
Review of the Literature 
Introduction 
Efforts to reduce the complexity of cities by 
classifying them into relatively homogeneous types is 
not a new academic endeavor. Historical development, 
size, geographical location, the mix of economic 
activities, occupational structure, social structure, 
and fiscal need are only a few of the bases upon which 
classification has been attempted. Methodological 
approaches have ranged from mere speculation to 
sophisticated factor analysis and multivariate studies. 
As might be expected, the basis for classification 
of cities frequently has been a reflection of the 
prevailing attitude toward urban growth and decline at 
the time of the study and this proposed research will be 
no exception. By looking at past studies in the light 
of what was known about cities at the time, a better 
understanding of the state of knowledge concerning city 
typologies can be developed. 
It is both useful and informative to review the 
major results that have evolved using various 
classification techniques. This will allow the reader 
to understand the various approaches being used to 
categorize cities, as well as highlight the shortcomings 
8 
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of past efforts. It is equally germane to point out the 
limitations as well as the uses of classifications of 
the urban environment at the outset of this research. 
A comprehensive review of the literature would fill 
a volume in itself and is not the intent here. The 
purpose of this Chapter is to highlight some of the 
major approaches to urban classification with an 
emphasis on the recent studies which are most relevant 
to this particular research. 
Previous studies fall into two major groups based 
on their purpose. The first, referred to here as 
"classical studies", predate the 1970's. They often 
served the function of illustrating theories developed 
by urban historians or of testing new statistical 
techniques. Three types of classical studies are the 
historical-evolutionary study, the functional 
classification, and the factor—analytic classification 
study. 
The more recent studies serve a different purpose. 
They have been conducted not as an end in themselves, 
but rather, as a means to further analysis. Interest in 
the relative health of cities vis-a—vis their suburbs 
and vis-a-vis other cities has led to four major types 
of studies in the 1970's: fiscal studies, regional 
migration studies, urban hardship studies, and finally, 
federal impact studies. 
10 
Before reviewing the literature which deals with 
urban classification, it is useful to mention a couple 
of major uses of classification as a technique. 
First, classification helps to bring some order out 
of the voluminous pieces of information dealing with 
cities that the Census Bureau and several other public 
and private agencies collect. In this sense, 
classification can be seen as a means of data 
exploration and summarization; to make some sense out of 
an otherwise incomprehensible mass of national, state, 
and local data. 
Second, classification may help identify phenomena 
of local origin [73. Cities classified by similarities 
may have the same kind of development needs, and perhaps 
national development strategies can be designed to 
address the characteristics and economic conditions of 
particular categories of urban places. Historically, 
national strategies have been implemented which are not 
sufficiently flexible to take account of regional or 
local differences in cost of living, community needs, 
preferences for the public sector, and many other 
variables. Clearly, the Federal government does not 
have the resources to implement a different strategy for 
each city in the country, but treating each as having 
the same characteristics does not provide enough 
flexibility to meet the differential needs of cities. 
Therefore, classification of cities into more 
homogeneous groups may provide the national government 
with a few basic types of cities upon which to formulate 
strategies that are more sensitive to particular needs. 
Policy, as a result, may be more effective. Within 
carefully prescribed limits,” classification can be used 
as an element of governmental decision-making"^. 
"Classical" Studies of Classification 
Hadden and Borgatta [77] cite three of many 
possible approaches to early urban classifications. 
They distinguish between historical evolutionary 
studies, those that deal with economic specialization, 
and those that utilize the multivariate statistical 
technique of factor analysis. 
Historical Analyses 
Analyses based on historical evolution are perhaps 
the earliest studies to appear in this literature. This 
approach groups cities according to their degree of 
development or technological maturity. This is of 
little use when comparing technologically developed 
cities in the United States, however, since all the 
cities can be classified at the same level of 
technological maturity. But on a more refined level. 
12 
comparisons between the Sunbelt and the Snowbelt reflect 
differences in the "maturity" of cities, and, in a 
sense, are similar to historical analyses. 
Although Lewis Mumford is the best known 
contributor to the literature on historical development 
of urban life, other scholars in this field include 
N.S.B Gras [693 and Svena Riemer [1553. 
Functional Classifications 
The functional criterion is the one most 
extensively used in urban literature, to establish 
categories which describe cities. This approach 
attaches primary importance to the economic base or 
productive specialization of an area, i.e., cities are 
differentiated on the basis of their degree of economic 
specialization. An early study by Tower [1813 is 
characteristic of this approach. In it, he divided 
cities into four types: commercial, industrial, 
political, and those which are social centers and health 
resorts. Other studies from the same era include 
Aurousseau [133, McKenzie [114], and Comhaire and 
Cahnman [493. 
This early approach had many problems. Categories 
were often not mutually exclusive, causing a certain 
degree of ambiguity. Cities that obviously fell into 
13 
more than one category were uninterpretable. Also, the 
motivation for creating urban classifications was 
unclear; the process was often treated as an end in 
itself rather than as a means to further analysis. 
Ogburn [137] created a technique that is still in 
use today. He established explicit criteria for 
identifying cities belonging to different types, and 
compared each city with a hypothetical "average city", 
defining types by their deviation from this "average 
city. The landmark study was followed by other similar 
studies and revisions, including Harris [78], Kneedler 
[103], Jones [92], Jones and Collver [93]* and Jones, 
Forstall and Collver [9^]. More recent examples of the 
functional approach include Nelson [129], Duncan and 
Reiss [59], Forstall [62], and Schnore and Winsborough 
[166]. 
Factor Analytic Studies 
Factor analytic studies are, in the words of Hadden 
and Borgatta, "a system of classification that would 
minimize the importance of any preconceived order that 
classifiers might have while maximizing whatever 
underlying order there might be in the datav 2 . 
Factor analysis is a multivariate statistical 
technique used to derive "dimensions" of similarity 
among the variables included in the study. 
Traditionally, economic variables were used to depict a 
particular urban area's specialization. Examples of 
this approach include Price [150], Hofstaetter [86], and 
Howard Kaplan [97]. Hadden and Borgatta took a 
different approach in 1965, emphasizing social 
characteristics of the population rather than economic 
variables. 
More recently, Keeler and Rogers performed a 
classification of large American urban areas in order to 
determine policy relevant differences and similarities 
among American cities. Their results indicate a strong 
regional influence: "Although there are no regional 
variables per se, the clusters generally represent 
geographic regions, since regions tend to share a common 
3 
history and economic development" . 
Problems Associated with Past Classification Schemes 
Although there are many approaches that can be 
taken to classify cities, most have focused primarily on 
historical and economic specialization or functional 
classifications. These approaches are not v .thout 
problems. Some of the most salient problems will be 
discussed below. 
A principal difficulty with historical 
15 
classifications is that their reliance on data which 
reflects longitudinal development provides no basis for 
differentiating among contemporary cities. 
There are several problems that are associated with 
the functional approach to urban classification. Hadden 
and Borgatta [77] note that: (1) the classifications 
tend to be ad hoc and arbitrary, (2) often the 
categories are not mutually exclusive, (3) 
classification is often seen as an end in itself, and 
(4) it has not been empirically demonstrated that 
economic specialization bears important relationships 
with other significant characteristics of urban life. 
Alford [7] claims that economic characteristics are now 
seen to be relatively less important, if not absolutely, 
and sociological characteristics to be more important. 
Since there is also a trend toward less specialization 
among cities, the economic oriented approach no longer 
seems as justified as it did in the 1950's [7]. 
The City as £ Unit of Need 
Classifications are no longer considered to be a 
research end in themselves. Studies which examine 
fiscal strain classify cities according to their degree 
of fiscal stress and the financial performance of local 
governments. Cities classified according to economic 
need are the basis of studies of the impact of Federal 
flows of funds. And so forth. 
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In spite of the more sophisticated techniques 
presently used, studies of urban structure still have 
tended to ignore the importance of time. They have 
consisted primarily of cross-sectional analyses using a 
large number of variables to describe the complex 
interrelationships in terms of a reduced number of 
factors. Without the time dimension, however, it is 
difficult to make inferences from such studies regarding 
the nature of causation within the system. 
The absence of the time dimension has not been the 
result of sheer neglect. Data limitations are serious, 
and pooling techniques are likely to be invalid because 
of the noncomparability of different years. 
With these limitations in mind, it will now be 
useful to review the major work that has been conducted 
using urban classification techniques within the past 
decade. As can be expected, the emphases of the studies 
is a reflection of the political and social events of 
the day. 
Background 
In the 1960's economic growth was considered a 
"good thing". In many instances, urban renewal funds 
were used to replace relatively inexpensive housing with 
high-rise income- generating apartments or businesses. 
Housing for the poor was also replaced by social 
17 
institutions such as hospitals, civic centers, public 
office space, museums, and university expansion. Even 
if these tax exempt properties provided no direct boost 
to the tax base, their income-generating and multiplier 
effects were in many cases substantial. The economic 
development of the city was seen as important. 
Wilbur Thompson, in A Preface to Urban Economics 
[178], introduced a concept which became known as the 
urban size ratchet, the belief in universal increasing 
4 
urbanization : 
Perhaps some critical size exists, 
short of which growth is not 
inevitable and even the very 
existence of the place is not 
assured, but beyond which absolute 
contraction is highly unlikely, even 
though the growth rate may slacken, 
at times even to zero. In sum, at a 
certain range of urban scale, set by 
the degree of isolation of the urban 
place, the nature of its hinterland, 
the level of industrial development 
in the country, and various cultural 
factors , some growth mechanism, 
similar to a ratchet, comes into 
being, locking in past growth and 
preventing contraction. 
But as Coleman [48] points out, this statement 
makes two assumptions that are no longer true: first, it 
assumes that economic activities other than agriculture 
and the extractive industries must take place in an 
urban center, and second, people live where they work. 
At the very time that Thompson was implying the 
18 
irreversibility of growth, the Federal government was 
constructing the most extensive highway system in the 
world. This, coupled with the availability of home 
mortgages through private sources as well as FHA and VA 
loans, contributed to the rapid growth of suburbs. 
% 
There were also other factors factors at work. The 
relative decline of the central city's housing stock and 
the city's inability to grow provided impetus to 
decentralization, and jobs from the central cities left 
them with a smaller tax base with which to support the 
old, the less skilled, and those who couldn't afford 
suburbia; hence, a relatively more dependent population. 
The point of this discussion is that these events 
made the possibility of absolute as well as the relative 
decline of the central city a real threat. Many 
suburban communities were trying to prevent growth (or 
rather, growth of certain types of residents and 
activities) via exclusionary zoning; at the same time, 
many cities were trying to prevent big losses of middle 
class residents. The results of the 1970 Census 
confirmed patterns that had been noticed before: actual 
decline in many central cities and in some SMSAs. And 
generally speaking, while areas in the Northeast and 
Midwest seemed to be losing population, areas in the 
South and West were making great gains. This migratory 
trend led to a Snowbelt/Sunbelt political rivalry. 
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As these demographic changes were taking place, a 
new emphasis in urban research was emerging. Prior to 
these dynamic changes, urban classifications usually 
were conducted as an end in themselves. The new drama 
of the economic rivalry between the North and the South 
brought renewed interest in the technique of 
categorization, only this time in terms of growing 
versus declining cities. 
Decline had always been associated with ghost towns 
in the West or with agricultural communities, but for 
the first time it was recognized as a real possibility 
in large cities as well as small towns. This is not 
what the "growth" mentality of the 60’s had predicted. 
The research which was produced is basically of 
four types: fiscal studies, regional migration studies, 
socioeconomic studies, and Federal aid studies. These 
types are not mutually exclusive, but they basically 
differ as to their focus and on the motivation for 
conducting them. Each type will be discussed in 
general, followed by an examination of specific studies. 
Fiscal studies primarily compare the fiscal health 
of American cities. They began to proliferate when the 
fiscal crisis of New York City was discovered in 197^- 
The purpose of these studies is usually one or both of 
the following: (1) to create models which can predict 
which cities are likely candidates for a fiscal crisis, 
(i.e., to develop warning signals which could presumably 
prevent situations as devastating as that faced in New 
York City), and (2), to explain the determinants of 
fiscal stress. 
Regional migration studies document the demographic 
changes which have been taking place nationwide. They 
study flows of economic activity and population changes. 
Hardship studies compare cities on- the basis of 
various social, demographic, and economic factors. One 
of the basic motivations behind these studies is an 
attempt to classify cities according to need. Some 
group cities into classes and make statements about each 
city's deviation from the group average; other studies 
rank cities by creating indices of need or decline. 
Some hardship studies describe the differences between 
"hardship" cities and those which are not as distressed 
[160]. 
One valid criticism of the fiscal and the hardship 
studies is that they attempt to explain the nature of 
cities by partial analysis and neglect other important 
factors contributing to a city's condition. Fiscal 
studies neglect important economic variables while urban 
hardship studies, by and large, neglect the impact of 
fiscal variables. Recently, a few studies have been 
conducted which deal simultaneously with both fiscal and 
economic variables [18 3•190]• Few studies have 
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incorporated political, management, and quality 
variables, due to the difficulty in quantifying them. 
Due to constraints on data availability, most studies 
continue to rely on economic social, and financial 
characteristics. 
Fiscal Studies 
A unique approach to the fiscal crisis can be found 
in a paper from the CONSAD Research Corporation by 
Pagano and Moore [139] which discusses four basic 
ideological perspectives of the crisis. Before 
formulating a definition of the fiscal crisis, it will 
be useful to discuss these perspectives. The four 
perspectives include: (1) the classical view, (2) the 
imperfect market view, (3) the Federal myopia view, and 
(4) the radical view. 
According to the classical view, the fiscal crisis 
is merely a function of locational factors and 
individual maximizing behavior in a market context. 
Observed regional shifts and urban decline are merely 
the result of the changing optimization of resource 
allocation [8,37,63]. 
The imperfect market view sees crisis as a function 
of central city-outside central city disparities and of 
the undesirable consequence of an imperfect market for 
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which problem-specific governmental intervention is 
necessary [98,116,142,163], Regional shifts are seen as 
consequences of classical locational factors, and they 
lead to a redistribution of political power. 
The Federal myopia view has become particularly 
popular recently due to a rising negative attitude 
toward the Federal government. According to this view, 
fiscal crisis is a function of either Federal or local 
myopia, and may even be the result of intentional acts 
by crooks [60,117,161,2033. 
The final view is a radical one. The urban crisis 
is seen as a function of the changing nature of advanced 
capitalism. Regional shifts are viewed as the result of 
changes in the accumulation process, conflicting social 
relations of production, and the need for class control 
[34,67,81,100]. 
Pagano and Moore point to threads of commonality 
between these views: shrinking revenue bases for certain 
central cities, increased demands for service delivery 
systems, a changing Federal-local relationship, and a 
change in the role of public debt. 
Whichever ideological perspective is used, the 
urban fiscal crisis continues to be a difficult concept 
to define. 
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Causes of Urban Fiscal Stress 
There are as many definitions of fiscal crisis as 
there are researchers. Stanley [173] provides a useful 
description of the topic by proposing two definitions of 
the fiscal crisis. A city is facing a fiscal crisis if: 
(1) it has neither cash nor credit to meet its 
obligations, and/or (2) there is long term decline with 
deteriorating economic and social conditions (e.g., the 
crisis is a long term trend, not a specific event). The 
first approach is an easy indicator to measure, but this 
narrow definition causes two problems. First, there are 
few default cases to use as examples, so hypothesis 
testing is not feasible. More importantly, this 
definition ignores several critical policy variables. 
Is the government meeting minimum service needs? What 
is the size of the debt burden? Is there a large 
unfunded pension liability? The existence of these 
latter conditions may be as damaging as default, but 
using the first definition alone would not classify 
cities with the latter conditions as being in a state of 
fiscal crisis. 
The second approach, studying the connection 
between long term decline and deteriorating economic and 
social conditions, is not without problems. It is often 
difficult, for example, to clearly distinguish between 
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cities facing a crisis and those which are facing 
problems only at the present time. Much of the fiscal 
stress faced by cities such as Dallas is related to 
growing pains, but market forces work to alleviate such 
problems. Factors of production are attracted to the 
area, and the tax base (and therefore revenues) expands. 
The same is not true for declining areas they are faced 
with losses of tax base and revenues. 
Another problem is the noncomparability of cities. 
Due to differing assignment responsibilities and 
differing tastes for urban services and tax burdens, 
"meaningful national standards for either minimum city 
services or maximum city tax burdens have been 
impossible to achieve" [53]• Stanley observes that most 
research either is anchored to the implicit threat of 
default or is done in a way that avoids the need for 
absolute definitions. Studies that rank cities deal in 
relatives, not absolutes, and fail to discuss which 
cities are in financial crisis and which are about to be 
in one. 
Terry Clark suggests a third approach to 
identifying the presence of fiscal strain [39-47]. He 
sees it as the incomplete adaptation to changing 
resources and problems confronting a municipality. Some 
municipalities rapidly adjust to changes in 
socioeconomic conditions and thus are able to avoid 
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fiscal strain. Strain, in this sense, derives from the 
relationship between resources and expenditures 
established by municipal leaders. 
Stephen Barro [18] identifies three types or levels 
of fiscal problems: (1) fiscal disadvantage, (2) fiscal 
decline, and (3) acute fiscal crisis. 
A city or urban area is fiscally disadvantaged if 
it is less able than other comparable units to support 
standard levels of public services for its residents. 
It is a relative concept, and has received much 
attention in discussions of intrametropolitan and 
interstate fiscal disparities. General findings suggest 
that suburbs have higher per capita incomes than the 
central cities in their metropolitan areas, fewer poor 
residents, and lower service costs. 
Fiscal decline, on the other hand, denotes absolute 
or relative contractions in budget constraints of urban 
local governments. Fiscal options may contract due to a 
decline in the real tax base, a reduction in the real 
value of state or Federal aid, an increase in the 
proportion of above-average service consumers in the 
local population, or an increase in service costs. 
Acute fiscal crisis occurs when the tightening of a 
city's budget constraint is "too drastic, too sudden, or 
too long deferred to be adjusted to by normal budgetary 
mechanisms and when, as a result, the adjustment 
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involves major disruptions of existing revenue and 
expenditure patterns and failures to honor existing 
obligations’^ . This type is the most devastating to the 
effected city. 
What are the reasons for big city fiscal stress? 
Roy Bahl suggests three ^ (1) a declining economic base 
for the metropolitan central city, (2) the effects of 
inflation on public expenditures and revenues, and (3) 
the rising cost of public service delivery. 
A declining economic base has many manifestations. 
It could be characterized by relatively high 
unemployment rates, changes in population, per capita 
income increases less than the national average, or 
decreasing employment. 
Studies have shown that changes in the composition 
of population lead to an increase in central city public 
employment in spite of the declines in central city 
populations [146]. Peterson explains this magnification 
of budgetary strain as a depletion of taxable resources 
which occurs at a faster rate than the easing of 
expenditure requirements [145]. The apparent importance 
of population trends to fiscal condition has led to its 
inclusion in several Federal aid formulas. For example, 
the 1977 revision of the Community Development Block 
Grant (CDBG) formula explicitly uses population 
shortfall as a factor in determining aid entitlements of 
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cities. 
The fiscal effect of concentrations of low income 
persons in cities depends also on state laws governing 
the division of responsibilities between the state and 
its cities. Most large cities rely on revenue sources 
only indirectly related to the economic well-being of 
their residents, such as sales and commuter taxes [140]. 
The timing of development or the life-cycle of a 
city may affect its fiscal health. Norton [134] links 
local fiscal arrangements (and condition) with the 
timing of urban development. He suggests that the older 
(primarily the industrial cities of the Northeast and 
Midwest) city’s high spending and taxes, which act as 
barriers to its economic redevelopment, are a 
predictable consequence of its distinctive fiscal 
institutions^. Slow economic growth impairs the 
revenue-raising capacities of these cities and the 
reliance on the local property tax as a base further 
exacerbates the situation. 
The exact impact of inflation on the urban fiscal 
crisis is unclear. The price indices collected now are 
not accurate measures of changes in public service 
provision costs and the impact of inflation on revenues 
is ignored [15]. 
The Metropolitan Studies Program at Syracuse 
University has developed a set of inflation indexes 
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which measure the impact of inflation on both 
expenditures and revenues of state and local governments 
[75,76]. The indexes suggest that expenditures are much 
more responsive to inflation than are own-source 
revenues; this implies a worsening fiscal situation. 
The rising cost of public service delivery is 
proposed as a major reason for big city fiscal distress 
[40,132], The observed rapid rise in public employee 
costs is the result of several factors: (1) the massive 
unionization of public employees beginning in the early 
1970's, (2) the inability or unwillingness of elected 
officials in past years to resist the rising militancy 
of the unions, and (3) the low productivity increases 
assc iiated with the service sector. Other problems with 
public service output include the high debt per capita 
ratios which paralyze many cities combined with 
underfunded retirement systems which add further strain 
to the base. 
Selected Fiscal Studies 
It was not until the New York City financial crisis 
that the 1973 ACIR study on City Financial Emergencies 
began to receive attention. The study sought to isolate 
specific factors that have played a decisive role in 
creating municipal financial distress and also examined 
the current fiscal position of thirty large cities. The 
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study identified several indicators of potential 
trouble: (1) significant imbalances between revenues and 
expenditures, (2) an accumulated fund deficit, (3) short 
term operating loans outstanding at the conclusion of a 
fiscal year, (4) a high and rising rate of property tax 
delinquency, and (5) a sudden and substantial decrease 
in assessed valuation for unexpected reasons. 
Dearborn [56] provided support for the belief in 
the importance of the indicators developed by the ACIR 
study when he found two significant indicators in a 
study of the fiscal health of cities:(1) a deficiency of 
revenues compared to expenditures and (2) a deficit cash 
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position . A year later, Thomas Muller [118] presented 
a study of troubled cities to Congress, again, 
emphasizing municipal danger signals. These included: 
(1) out-migration, (2) loss of private jobs, (3) high 
local tax burdens, (4) rising proportions of low-income 
households, and (5) a relatively small increase in per 
capita income. Notably, Muller’s study relied heavily 
on economic explanations for fiscal distress. 
Peterson [145], in a comparison of growing and 
declining cities, found that the older declining cities 
hired more than half again as many public employees per 
thousand residents than growing cities to perform the 
same work. The dilemma faced by these older declining 
cities is that their revenue sources are quite elastic, 
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while their expenditures are not : 
The dilemma confronted by the older 
cities is that few of the costs 
associated with urban growth are 
easily reversible into economies of 
diminution. 
Terry Clark suggests that the key to understanding 
differences in performance between cities is with fiscal 
strain indicators. In a series of studies [39-47], 
Clark has developed twenty-nine fiscal strain indicators 
for fifty-one cities. After factor-analyzing these, he 
selected four to study in detail: long term debt, short 
term debt, municipal expenditures, and general revenue/ 
taxable property base. A 1976 study [44] found support 
for four somewhat distinct explanations for differences 
in cities on the fiscal strain indicators: (1) differing 
socio-economic characteristics, such as population size, 
an eroding tax base, a growing poor population, and a 
population that has relatively larger numbers of Irish 
descendants, (2) extensive "functional performance," 
i.e., the legal responsibility for welfare, education, 
etc., (3) leadership and decision-making patterns, such 
as mayoral and business leadership, union contracts, 
overstaffing of municipal employees, and tax collection 
rates, and (4) extensive capital construction in earlier 
years. 
Clark’s results did not support the popular notion 
that factors such as size, age, location, or range of 
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services of a city are highly correlated with the fiscal 
strain of the city. Instead, he found that cities’ 
political and governmental structure- whether, for 
instance, there is a powerful mayor or a weak local 
business community - is a more decisive determinant of 
fiscal strain. Kaplan [96] concurs, claiming that 
municipal government leaders generally follow policies 
that maximize their probability of getting re-elected. 
To do this, they adopt a wide-ranging set of policies 
that in the short run appease special interest groups, 
but which in the long run guarantee the fiscal strain 
and decline of their city. 
Clark found that cities tend to suffer greater 
fiscal strain if they have: (1) powerful mayors, (2) 
weak businesspersons, (3) union contracts for municipal 
employees, (4) "overstaffing” of municipal employees, 
and (5) low rates of tax collection. Leadership 
variables are among the most important affecting fiscal 
strain. He labelled this combination the New York 
Leadership Syndrome [39.42], 
Clark also found that cities were often more 
fiscally strained if they were large, old, located in 
the Northeast, losing population, had numerous poor and 
minority residents, and a weak tax base. These 
characteristics he combined and called the Northeast 
Syndrome. They were not found to be as significant in 
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defining fiscal strain as the patterns resulting from 
the New York Leadership Syndrome. 
Clark offers this as one of the conclusions of his 
- ... 10 
series of studies : 
One basic conclusion of this 
analysis is that local officials and 
others concerned with urban fiscal 
strain should not look for a single 
cause, or waste undue effort 
debating "the Sunbelt" versus 
"fiscal mismanagement" as general 
sources of urban difficulty....There 
are six important and distinct 
sources of urban fiscal difficulty, 
each with its own set of sources and 
solutions....(1) national trends, 
(2) attracting and keeping jobs, (3) 
the politicization of municipal 
employees, (4) maintaining a 
non-poor population, (5) the 
poor-redistribution cycle, and (6) 
maturing fiscal obligations. 
The most recent fiscal stress study is one that was 
conducted by Touche Ross and Company in conjunction with 
the First National Bank of Boston [180]. The two year 
study of sixty-six cities with populations from 50,000 
to 900,000 shows that fiscal stress also exists for some 
younger cities in the South and West generally thought 
to be booming, while some old cities in the Northeast, 
generally believed to be in trouble, are fiscally sound 
(e.g., Pittsburgh and Trenton). 
The study differs from others in that the entire 
urban stress index focuses on solely three financial 
variables: (1) the city's debt per capita, (2) current 
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operating expenditures per capita, and (3) local taxes 
per capita. 
One of the conclusions of the study is that cities 
are in much better financial condition than most had 
thought. Only four cities- Stamford, Hartford, Boston, 
and Atlanta- fall outside the tax, debt, and expenditure 
rates in a way that might indicate fiscal stress. 
Another conclusion is that Federal and -State 
grant-in-aid programs are more responsive to the social 
and structural problems of a city than to its financial 
and economic troubles. 
It is not surprising that the results have been 
refuted by many city officials and urban researchers. 
Shortly after the study was released, the Department of 
Housing and Urban Development made a statement 
criticizing the study and challenging its methodology 
[87]: 
A city’s ability to repay debt is 
not an appropriate indicator of its 
overall fiscal health.... a city’s 
purpose is to provide services to 
people- a goal which cannot be 
measured by a city's account records 
alone. 
By measuring "trouble" by the number of standard 
deviations of a city's index value from the mean for the 
•particular city cluster to which it belongs, the 
absolute condition of cities is ignored. No matter how 
low the mean, very little variation from it would 
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indicate no cities are "out of line". 
While this study illustrates the importance of 
incorporating municipal fiscal variables into any 
analysis of urban decline or growth, by ignoring the 
traditional social, economic, and demographic variables, 
an incomplete interpretation of the urban condition is 
the result. One of the purposes of this proposed 
research is to combine fiscal factors with the 
traditional ones to develop a more realistic explanation 
of the dynamics of urban decline. 
Limitations of Fiscal Strain Models 
There are two very serious problems with fiscal 
distress studies: poor model specification and 
questionable data. First, there is no theory that can 
aid in formulating a model to predict the financial 
distress of cities. The objective function of cities is 
not clear, nor is there consensus on the types of 
independent variables which should be used to explain 
differences between cities. 
Data from municipalities are grossly deficient and 
noncomparable across cities. Financial reports can be 
unreliable. Census information about cities has been 
forced into a uniform system of accounting and reporting 
to provide consistency, but this process of forcing all 
financial information into a single format can result in 
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the loss of key data and relationships. There are 
alternatives to using Census data, but there are 
problems associated with them as well. While financial 
information is collected by individual states and 
localities, it is noncomparable, and so generalization 
across states or even across cities in the same state is 
not possible. 
Regional Migration Studies 
Regional migration studies document demographic 
changes which have been taking place in this country by 
studying the flows of economic activity and population. 
Regional migration studies provide clues as to why 
certain cities are losing population and where these 
people are going. However, there is no consensus as to 
whether migration creates or is created by employment 
[11,73,74,107,113,123.138,143]. As Peterson states, the 
role of migration and factor movements in the 
development process is "one of the most controverted 
issues of development policy." ^ 
The other branch of migration studies, and the one 
that has attained much recognition in the popular press, 
is the regionalism or Sunbelt vs. Snowbelt controversy. 
A five-part series of front page articles in the New 
York Times in February of 1976 was followed by a 
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Business Week article which claimed a "flood tide" of 
migration of population and industry from the Northeast 
of such dimensions that "the process has burst beyond 
the bounds that can be accommodated by existing 
political institutions" [168]. 
The National Journal proceeded one step further by 
measuring the amount of inequity in the "balance of 
payments" of the states, the major conclusion being that 
there are systematic biases in the pattern of surpluses 
and deficits that result in "a heavy flow of Federal 
dollars away from- rather than toward- the States and 
regions of the nation in the most severe economic 
straits." 12 
These results have since been refuted [51,953. 
Jusenius and Ledebur argue that the recent literature 
has created "misleading impressions" about the relative 
levels of economic development in the two super-regions 
loosely termed the Snowbelt and the Sunbelt. They argue 
that the focus of attention on the superior economic 
performance of the South since 1970, and especially on 
the lower unemployment rate of its economy in 1975 
compared with that of the Northeast and Midwest, fails 
to account for the fact that in terms of absolute 
economic welfare the South still lags significantly 
behind the North. They warn that the alarmist 
psychological climate created by the focus on recent 
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trends may lead to the adoption of changes in Federal 
policies that could undermine the further growth 
prospects of the South without contributing to the 
solution of the problems faced by the Northeast and the 
Midwest. 
The Congressional Research Service study also found 
no available data to support the idea of a bias in 
Federal policies that favors one region over another. 
Hardship Studies 
Hardship studies compare cities on the basis of 
various social, demographic, and economic factors. Most 
try to classify cities according to their definition of 
need. Perhaps most representative of this type of study 
is the work of Richard Nathan and colleagues who have 
developed a few indices to measure relative urban 
conditions. The motivation behind their early studies 
was to derive a ranking scheme to help target Federal 
aid funds, especially Community Development Block Grant 
(CDBG) monies, to the cities with greatest "need”. 
Their first hardship index appeared in 1976. It 
measured the disparities between the central cities and 
their suburbs using the following variables! (1) 
unemployment, (2) per capita income, (3) degree of 
dependency of the population (persons younger than 18 or 
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older than 64 as a percent of total population), (4) 
education (percentage of persons aged twenty-five or 
older with less than a twelfth grade education), (5) 
crowded housing (percentage of occupied housing units 
with greater than one person per room), and (6) poverty 
(percentage of families below 125% of the low income 
level). The purpose of the index was to classify 
central city problems in relation to the rest of their 
metropolitan area and then rank cities according to 
these relationships. 
However, as Nathan and Adams point out, there are a 
variety of explanations for a particular ranking [126]. 
For example, city A may rank high, although not at the 
top, in the composite index because it is extremely 
hard-pressed while its adjoining suburbs face little to 
moderate stress. Alternatively, another city (the one 
that comes to mind is Hartford) could have considerably 
less central city distress but much wealthier suburbs 
which would make the ratio appear the same as for city 
A, even though a different situation exists. The 
problem, then, is that there are two variables in the 
ratio. Therefore, the use of the second index (which 
consists of separate indexes for cities and suburbs) 
provides a basis for comparing central cities to one 
another, and for comparing suburbs to other suburbs. 
There are problems with this second approach. 
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First, as the authors point out, a basic problem in the 
intercity and intersuburb hardship indexes is the need 
to account for regional cost of living differences. 
Another problem is that they are attempting to measure 
fiscal strain strictly on the basis of socio-economic 
variables. Clearly, a mixture of variables is 
necessary. Finally, as mentioned above, the 
interpretation of the indexes is unclear, for the 
numerators and denominators can change at the same time. 
Their general results showed that near the top of 
the list of cities in trouble were four of the six 
American cities with greater than one million in 
population (Chicago, New York, Detroit, and 
Philadelphia), and almost all of the relatively most 
disadvantaged central cities were located in the 
Northeastern and North Central regions of the country 
[126]. 
A later study by Nathan and Fossett compared 
hardship indexes for I960 and 1975, and discovered that 
while there was substantial correlation between the 
indexes for the two years, there is a considerably 
larger disparity in the range of urban distress in 1975 
than in I960. This implies that the "rich got richer 
and the poor got poorer" [127J. 
In a further attempt to index needs, Dommel and 
others [57] combined the factors of age of housing. 
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poverty, and population change into an urban conditions 
index much like the original 1976 index, in order to 
compare the needs of CDBG entitlement jurisdictions. 
The Urban Institute has been conducting studies on 
urban decline and urban economic development strategies. 
The studies have utilized cluster analysis to identify 
groups of cities with similar patterns of economic and 
fiscal performance [65,66]. The studies use population, 
employment, and income as major indicators of economic 
change in cities and metropolitan areas. In A Framework 
for National Urban Policy , five relative distress 
criteria were used: (1) rapidly declining populations, 
(2) a relatively low per capita income, (3) slow or 
noncome changes, (4) high unemployment rates, and (5) 
rapidly increasing unemployment rates. 
The Urban Institute studies [66] found that the 
most seriously distressed cities lost over twenty 
percent of their manufacturing jobs between 1970 and 
1975. These cities were also characterized by fewer job 
opportunities, particularly in high wage sectors, and 
high unemployment. The most distressed group of cities 
also compared unfavorably with the all-city average in 
common function employment and expenditures, tax burden, 
and long and short term debt per capita. 
These studies recognize that there is a direct 
linkage between the fiscal condition and the general 
economic deprivation level of cities, as measured by 
outmigration, low per capita income growth, high 
unemployment, and the decline of jobs. They also find 
that fiscal patterns of the most seriously distressed 
clusters of cities are less clearly tied to regional 
location than are economic performance patterns. 
Browne and Syron [29] have looked at the economic 
health of the fifty-eight largest cities in the United 
StatesCpopulations over 250,000) based on the following 
criteria: (1) per capita money income in 197*1, (2) 
percent growth in per capita income 1969-197*1,(3) 
percent of families below the poverty level in 1969• (4) 
percent of families on public assistance in 1969. (5) 
population growth from 1960-1970, (6) population growth, 
1970-1975, and (7) the unemployment rate in 1977. Their 
results indicate that the problems faced by the cities 
of the nation have a purely economic component and a 
purely fiscal component. The economic problem centers 
around the loss of jobs at an even faster rate than the 
loss of residents. Fiscal problems result when the 
migration out of the city is selective, resulting in a 
lowf ' per capita income. This makes it more difficult 
for residents of these cities to finance a given level 
of local services. 
There is a general consensus, then, that fiscal, 
economic and social variables are significant in 
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determining the health of a city. It has only been in 
the past few years, however, that researchers have 
seriously tried to incorporate these different kinds of 
variables into models in an attempt to predict and 
explain the urban condition. The relationships between 
the different types of variables still remain ambiguous 
at this time. It is the purpose of this research to 
attempt to shed some new light on these relationships. 
Fiscal studies have by and large made the assumption 
that it is the fiscal condition of a city which 
determines its overall solvency, while economic studies 
have emphasized the social and economic aspects. 
Regional migration studies lead one to believe at times 
that the primary (only?) variable of importance in 
predicting the "health" of a city is location. Clearly, 
these approaches need to be synthesized if a more 
holistic understanding of the processes of urban growth 
and decline is to be achieved. 
A new focus in urban research has developed in 
recent years. It utilizes classification techniques to 
compare cities in terms of differential Federal impacts. 
This new branch of research is the fourth type of study 
which identifies the city as a unit of need. 
43 
Federal Impact Studies 
Background 
There has been a growing interest and need to 
understand the impact of Federal activities on local 
economies. Although cities are considered creatures of 
the state, the Federal government has had a growing role 
over the past twenty hyeatrs in the three sectors which 
constitute the city: (1) the business sector, (2) the 
residential sector, and (3) the public sector. More 
than ever before Federal government is exerting 
influence over states and localities, and in many ways, 
the relative role of the state in local affairs is 
diminishing as the impact of the Federal government 
increases. 
The impact of the Federal government is not 
restricted to the public sector or to direct grants or 
aid. There are hundreds of subtle and unspecified ways 
in which the actions of the Federal government affect 
the city. The extent and nature of this impact is now 
becoming a topic for research and speculation, and a 
number of studies are appearing which test hypotheses 
concerning Federal impacts [35,95,196,197]. 
The link between the fiscal condition of a city and 
the Federal government has been the most recognized and 
studied relationship13; 
The net fiscal incidence of the 
central government may greatly 
redistribute resources spatially, 
widening or narrowing the 
disparities caused by comparative 
advantage or by conscious regional 
development policies. 
While there is a general recognition of the potential 
influence of the Federal government, there is a need to 
better understand how the massive amounts of Federal 
resources being sent to local governments are actually 
affecting their fiscal condition. Until this process is 
understood, urban fiscal studies will be incomplete. 
What has been ignored in prior research is the 
"implicit” or "hidden" urban policy of the Federal 
government. A multitude of Federal actions, from tax 
policy to macro economic policy to regulation of 
business and civil rights laws, influence cities. 
Side effects of non-urban Federal programs are now 
being discovered. In some cases, these can be 
beneficial but in many cases they are detrimental. 
President Carter's requirement of Urban Impact 
Statements accompanying major Federal activity 
recognized the potential impact of the Federal 
government on the city. And, according to a 
Presidential Urban and Regional Policy Group Report 
[1491. the side effects of many non-urban Federal 
programs have often hurt central cities. 
There are many examples of this. Construction and 
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location of Federally-assisted highway and road programs 
and the availability of FHA and VA home mortgages loans, 
for instance, seem to have strengthened the migration 
trends away from cities and have increased sprawl. 
Federal fiscal and monetary policies, responding to 
cyclical changes in the economy, have often limited the 
impact of Federal housing programs. The provision of 
welfare laws seem to have encouraged the concentration 
of the poor [191. The hidden subsidy to the 
construction industry has hastened urban decline, by 
encouraging new construction over maintenance [48,1391. 
Exclusive of transfer payments. Federal spending 
for goods and services overwhelms spending for all other 
purposes, including grants-in-aid. Since the South and 
West generally offer these at a lower cost, spending has 
tended to favor these areas. Direct Federal civilian 
and military employment, and defense contracts and other 
programs also tend to redistribute income and tax 
dollars to the South and West [1191. 
Tax policies have also had their effect on the 
urban predicament. Investment tax credits are not 
explicitly targeted regionally, but they favor those 
regions where most investment (i.e., growth) is 
occurring, i.e., the South and West [65*66,144], 
Furthermore, depreciation provisions allow 
newly-constructed rental apartments to be depreciated at 
much more rapid rates than improvements to older 
property. Mortgage interest credits are available for 
the purchase and construction of new housing with no 
comparable assistance for rental housing or for housing 
rehabilitation. By substantially influencing the 
spatial pattern of households and business investment, 
the Federal tax system has had a significant impact on 
the central city [83t184]. 
Nothing has been said so far about the direct 
impacts of Federal activities, and , as can be expected, 
these are substantial. The continuation of the flow of 
direct Federal aid is a major factor influencing the 
fiscal performance of government in the Northeast region 
[15]^. But the relationship between Federal aid and 
urban fiscal conditions remains unclear. What is clear 
is that the impact of Federal aid differs depending on 
the type of aid being considered. Various types of 
Federal spending have significantly different effects. 
As Rafuse [152] points out, outlays for public works, 
for example, have a much stronger stimulative effect on 
a state's economy than do welfare payments. Capital 
grants, such as public works, mass transit, or water 
pollution control, have little immediate impact on the 
city government's finances by the nature of municipal • 
f 
fund accounting, since they are segregated from local 
tax and operating funds and may not even be commingled 
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with locally raised capital funds. To the extent that 
urban fiscal studies leave these considerations out of 
their analysis, the analysis will be deficient. 
Shannon and Ross [169] have questioned whether or 
not Federal aid is going to those cities most in need of 
funds. They found almost no statistical correlation 
between the Nathan/Adams central city hardship index and 
municipal dependency on Federal aid . Either the 
hardship index is not a valid measure of need, or the 
funds are not being targeted to those areas with the 
most severe needs. 
Cupoli and Liro [52] suggest that the CDBG program 
allocation formulas need to be adjusted for 
cost-of-living differences principally for reasons of 
economic equity and congressional intent. They estimate 
that this would result in the needed shifts in aid from 
low cost areas to communities facing higher 
costs-of-living. By adjusting the poverty count in the 
CDBG formula through the use of a cost-of-living index 
in a simulation, Cupoli and Liro found that the regions 
that would be gainers would be the East and West, and 
the clear regional loser would be the South. 
The net effectiveness of Federal interventions is 
unclear. Overall, however, policies have seemed to 
contribute to urban decentralization and also regional 
shifts of population and employment by reinforcing the 
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movement of people and jobs away from central cities and 
from the Northeast and Midwest. 
Selected Studies 
Several branches of the Federal government have 
conducted research on the impact of Federal activities 
on cities [50,183.186,190], A common denominator in all 
is the process of selecting a standard of urban need, 
and then testing the effectiveness of the Federal 
government in meeting that standard. As Cuciti [50] 
notes, evaluation of Federal spending patterns depends 
to a large extent on the standard of need selected [50]. 
She found that if need is measured by rates of growth, 
then Federal spending policies should be judged 
moderately favorable to "needy" areas. However, if 
income level is the basis for distinguishing between 
areas in need of economic stimulus. Federal spending 
policies seem less favorable. Her results showed that 
low-income counties received less Federal funding than 
did high-income counties. 
The Subcommittee on the City, in a study of urban 
need and Federal grants programs, identified three 
dimensions of need: (1) fiscal needs, (2) social needs, 
and (3) economic development needs. Again, these three 
types are inextricably interwoven and the distinctions 
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between the three are sometimes unclear. They found 
fiscal problems to be greater in large and medium-sized 
cities in the Northeast and South and in large cities of 
the Midwest. These cities are characterized by resource 
bases that are small relative to the national average 
but with relatively high needs as well. This imbalance 
results in weak financial conditions in some cities, 
while in others, high tax effort, budget deficits, and 
low liquidity occur. These conditions are much more 
common in Northeastern cities than elsewhere. 
The Treasury Department [190] conducted a study 
which sought to discover whether Federal economic 
stimulus programs were effectively targeted to the 
jurisdictions experiencing the greatest fiscal stress 
and whether they have been used as a substitute or 
stimulus to their own municipal revenues. The study 
identified several fiscal and socio-economic variables 
as indicators of fiscal strain. The researchers 
concluded that "it is difficult to determine the actual 
use and thus the dependency of specific local programs 
and services on the economic stimulus package"^ . The 
study does suggest, however, that economic stimulus 
package funds are reasonably well targeted, and the most 
distressed cities may be developing a reliance on them. 
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Summary 
The focus of interest in urban research has changed 
over the years. Early classification studies dwelled on 
either economic functions or social conditions of the 
cities. The gradual decay of many of our cities led to 
a fundamental change in our Federal system and a 
continuing debate over the role of the Federal 
government and the commitment of the nation to 
revitalizing urban America. 
The United States has entered an era in which the 
economic pie is no longer growing at a rate sufficient 
to allow everyone an ever growing slice of resources. 
It becomes necessary, therefore, to develop strategies 
for ordering or ranking the needs of the nation's cities 
in some fashion. 
The highly visible "urban predicament" clearly has 
a legitimate claim on the resources of the Federal 
government. However, there is much disagreement as to 
how Federal funds, projects, and other activities are to 
be divided among cities. The whole focus of research 
over the past decade has been to elucidate the "urban 
predicament", in order to be able to group or rank 
cities according to "need". The literature in this 
chapter has been cited to illustrate the state of 
knowledge and to provide a background for the research 
to follow. 
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CHAPTER III 
METHODOLOGY 
Introduction 
The objective of this research is to increase the 
understanding of American cities by developing a set of 
representative urban groups which can be applied to 
policy questions of interest. 
The research is motivated by the belief that it is 
more appropriate to cluster or group cities than it is 
to rank or index them . Ranking does not allow for 
natural groupings of cities. Two cities, for example, 
could be quite different but possess consecutive ranks. 
Classification avoids this problem. Different types of 
cities are expected to face different types and levels 
of need, and to respond in different ways to 
intergovernmental assistance. 
This research is also motivated by the belief that 
past classifications have had major shortcomings. 
First, their focus has often been too narrow to be 
useful for guiding policy. Either very few variables 
have been used to classify cities [65,66,124] or 
variables have been limited to a particular type, such 
as fiscal variables [39 - 473. The most recent study is 
"guilty” on both accounts [180]. 
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A second major shortcoming of past classification 
efforts lies in the data used for analysis. Data that 
is outdated is often included in studies, and it is 
questionable whether socioeconomic characteristics of 
the population recorded by the 1970 Census are still 
relevant years later. 
Finally, previous classification efforts have never 
been accompanied by statistical tests which state the 
probability that the derived city types do indeed arise 
from different populations as claimed (i.e., that the 
types are distinct). 
This research attempts to address all three 
shortcomings. The principal goal of the study is to 
develop a meaningful multidimensional classification of 
cities. In order to accomplish this, two major 
objectives are pursued. First , unidimensional 
approaches to classification are examined and the 
typologies are tested to see if the groupings are 
distinct. Once it is established that these approaches 
are too simplistic to capture the complexities of 
cities, the second objective is to create typologies 
which do form distinct groups of cities. 
The purpose of Chapter III is to present a 
description of the methods used in this research effort 
to assess city need from a multidimensional perspective. 
The research examines how adequate geographical location 
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and population change are in reflecting city types and 
attempts to expand upon these traditional factors to 
establish a more complete classification of cities. 
Different approaches to classification are explored and 
evaluated. 
In a sense, this research is an urban indicators 
study, in that it attempts to describe and compare 
social, economic, fiscal, and physical conditions and 
trends in selected U.S. cities. The results should be 
helpful in directing future model building efforts in 
useful directions. It also identifies and critically 
assesses the accuracy, currency, and adequacy of data 
available to the urban researcher and policymaker. 
The format for the remainder of the chapter is as 
follows. First, the sample of cities is introduced and 
the manner of selection explained. Second, the methods 
used to illustrate the limitations of unidimensional 
approaches to classification are described. Discussed 
third is multidimensional scaling, a technique used to 
attempt to discover the underlying dimensionality of the 
data. Finally, clustering and multivariate analysis of 
variance techniques are presented. 
The Sample 
The development of a useful typology of American 
cities is a difficult task. For this reason, a variety 
of multivariate methods are employed which together 
attempt to provide a more in-depth understanding of the 
structure and relationships of cities. Data collection 
is also a difficult task, and as Chapter IV will 
describe, there are certain limitations on the 
availability of urban information. 
These limitations have guided the selection of 
cities to be included in the study. The cities, listed 
in Table 1, represent a wide range of sizes and 
geographical locations. They constitute all cities with 
populations greater than one hundred thousand for which 
Bureau of Labor Statistic family budget information is 
2 
available . 
The data collected on these cities represents the 
most current information available for the cities (in 
most cases, 1976 and 1977 data). The data can be 
categorized into three types: demographic, economic, and 
fiscal variables. The forty-two measures are described 
in greater detail in Chapter IV. 
Unidimensional Approaches 
to City Need 
There are two common unidimensional approaches used 
to categorize cities. The first approach classifies 
cities according to their regional location. North, 
Midwest, South, and West, or the combination of North 
and Midwest versus South and West are the typical 
regional distinctions chosen [51,95,142, 168,174]. The 
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TABLE 1 
SAMPLE CITIES BASED ON REGION3, 
The Northeast 
1. Boston, MA 
2. Buffalo, NY 
3. Hartford, CT 
4. New York City, NY 
5. Newark, NJ 
6. Philadelphia, PA 
7. Pittsburgh, PA 
The North Central 
8. Cedar Rapids, 10 
9. Chicago, IL 
10. Cincinnati, OH 
11. Cleveland, OH 
12. Dayton, OH 
13. Detroit, MI 
14. Indianapolis, IN 
15. Kansas City, MO 
16. Kansas City, KS 
17. Milwaukee, WS 
18. Minneapolis, MN 
19. St. Paul, MN 
20. St. Louis, MO 
21. Wichita, KS 
The South 
22. Atlanta, GE 
23. Austin, TX 
24. Baltimore, MD 
25. Baton Rouge, LS 
26. Dallas, TX 
27. Houston, TX 
28. Nashville-Davidson, TN 
29. Orlando, FL 
30. Washington, DC 
The West 
31. Denver, CO 
32. Los Angeles, CA 
33. Long Beach, CA 
34. San Diego, CA 
35. San Francisco, CA 
36. Oakland, CA 
37. Seattle, WA 
38. Honolulu, HW 
3The regions are coterminous with the Census Bureau divisions of the 
United States, as in [29] and [95]. 
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second approach classifies cities according to 
population change [110,120], 
Discriminant Analysis 
One way to test how legitimate a particular approach is, 
is to test how well it classifies cities relative to 
other methods. Discriminant analysis is employed to 
test whether it is possible to discriminate between the 
different city groups which are formed by either (1) 
regional location or (2) population change. 
The basic idea behind discriminant analysis is to 
reduce what may originally be a large set of multiple 
(and correlated) measurements on a set of objects 
(cities) to a linear composite (or composites) with 
values that maximally distinguish between members of the 
groups. 
It is possible, therefore, to test how distinct 
groups are on the basis of several independent variables 
through the use of discriminant analysis. 
The objective of discriminant analysis is to weight 
and linearly combine the discriminating variables in 
some fashion so that the groups are forced to be as 
statistically distinct as possible. Discriminant scores 
are derived for each city by multiplying the 
discriminant coefficients by the city's standardized 
values on the variables included in the analysis. A 
city can then be classified into one of the groups by 
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the following procedure: (1) calculate the score for the 
city, using the discriminant coefficients from the 
discriminant function, (2) compare the score to the mean 
score (centroid) of the known (sample) group, and (3) 
place the city in the group whose centroid is most 
similar to the city’s own score, using classification 
equations. The classification equations yield 
probabilities of group membership, and a case (city) is 
classified into the group for which it has the highest 
probability of being a member. 
To test the ability of the derived discriminant 
functions successfully classify cities, the sample 
cities are classified using the procedure described 
above. A classification matrix is derived which lists 
the percent of cities in each group that are classified 
correctly. However, if one uses data to calculate a 
discriminant function and then uses the same 
discriminant function to classify the data on which it 
is based, results are biased high. This means more 
cases are classified favorably than is actually the 
case. The problem is that when cities are classified 
using a function that has been calculated from those 
same cities, they will have a tendency to fit because 
they are a part of that function already. 
The holdout method of classification developed by 
Lachenbruch and Mickey, however, produces nonbiased 
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results. Using this method, each case is classified 
into a group according to classification equations which 
are computed from all data except the case which is 
being classified^ . 
This latter methodology produces what is called a 
jacknife classification matrix. It is analyzed to 
determine the success of the discriminating variables in 
making the groups as distinct as possible. Therefore, a 
relatively low percentage of correct classifications 
indicates the classification function is not able to 
distinguish between types of cities. Classification is 
"correct" if the functions classify a city into the 
appropriate group (i.e., the group to which it is known 
to belong). Successful classification lends support to 
the belief that the differences between cities can be 
described by one dimension (for example, population 
change or regional location). Unsuccessful 
classification, on the other hand, leads one to conclude 
that it is not possible to categorize cities when the 
classification is based on only one criterion. In other 
words, the system of cities is too complex to be 
captured by the variation in a single characteristic. 
Unidimensional Approaches 
Two basic unidimensional classifications are 
tested. The first is classification by regional 
location, and the second, by population change. 
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One way to classify cities is by regional location. 
If such a classification is meaningful, cities listed in 
Table 1 should be more "similar” to other cities within 
the same region than to cities in other regions^. 
Similarity is measured on each of three separate sets of 
demographic, economic, and fiscal variables described in 
Chapter IV"*. The rate of correct classifications is 
measured for each set of data. 
Two variations in this approach are tested. First, 
it is possible that a poor classification rate is due to 
the fact that there are not four distinct regional 
groups of cities. Perhaps only two exist, so the same 
procedures are used to test whether cities can be 
classified into "Snowbelt" or "Sunbelt" cities (derived 
by combining Northeastern and Midwestern cities, and 
Southern and Western ones). 
Another variation deals with the form in which the 
data is used. Redundancy in the data may cause 
unsuccessful separation between the groups. In order to 
eliminate redundancy in the data, it is transformed 
using principal components analysis. This technique 
derives mutually- independent linear combinations of the 
original data. Factor scores of each city on each 
factor are used instead of the raw data, and the number 
of independent (predictor) variables is reduced to the 
number of factors retained. 
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Therefore, for each of the sets of demographic, 
economic, and fiscal variables, the following four 
classification matrices are derived: 
1. rates based on the classification of cities 
into four regional groups, using classification 
functions derived from the raw data 
2. rates based on the classification of cities 
into two groups, using classification functions 
derived from the raw data 
3. rates based on the classification of cities 
into four groups, using classification 
functions derived from factor scores 
4. rates based on the classification of cities 
into two groups, using classification functions 
derived from factor scores 
The other unidimensional approach to classifying 
cities is based on population change. Both raw data and 
factor scores are used as with the regional location 
example to classify cities into one of two groups, one 
comprised of growing cities, and the other, declining. 
One problem with discriminant analysis is that it 
requires knowledge of group membership of the cities. 
But one of the objectives of this research is to 
discover what the group memberships are. 
Multidimensional scaling is a technique which seeks the 
underlying structure of the relationships of cities, and 
therefore group membership is not a prerequisite. This 
technique is discussed next. 
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Multidimensional Scaling 
Multidimensional scaling (MDS) is a reduced space 
analysis technique whose chief output is a spatial 
representation, consisting of a geometric configuration 
of points, as on a map. This configuration uncovers the 
"hidden structure" of the data base. MDS is a set of 
techniques that attempt to uncover the dimensionality of 
a data set. 
Proximities are numbers that indicate how similar 
or different objects are on a measure (or several 
measures). In this research, proximities are derived by 
computing euclidean distances between pairs of cities 
[104). MDS is a systematic procedure for obtaining a 
configuration (i.e., a coordinate system) which has a 
relationship to this original proximity data. The new 
or "fitted" distances should reflect the relationships 
revealed by the proximity data, but in a reduced space. 
In other words, instead of describing the relationships 
between the cities with p variables, it is possible to 
locate them in a reduced r-space configuration (where r 
is less than p). An iterative procedure "fits" the 
reduced space distances to the original distances to 
maintain a given functional relationship, or simply 
monotonicity, and it attempts to do so in as few 
dimensions as possible. 
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Cities that are close together in the reduced space 
are similar. Using clustering techniques on the reduced 
space coordinates of the cities, it is possible to 
classify cities into like groups. It is also possible 
to locate these groups on dimensions which are derived, 
and to interpret the dimensions. Dimensions are 
interpreted by regressing each raw data variable onto 
the coordinate systems of the dimensions. The multiple 
correlation coefficient provides a measure of the 
variable's contribution to that dimension. Therefore, 
the dimensionality can be "uncovered" or "discovered". 
MDS is a nonstochastic process with no established 
tests of significance to aid the researcher in 
determining how many dimensions to retain. Coordinate 
configurations are given for several scenarios, and the 
researcher must choose which one to use. However, there 
are some guidelines: (1) stress, a measure of 
"badness-of-fit" between the original distances and the 
reduced space distances, should not exceed .15; (2) the 
stress measures for each of the iterative runs should be 
plotted against their respective numbers of dimensions, 
and the overall number of dimensions retained should be 
identified at the "elbow" of the plot; and most 
importantly, (3) the resulting configuration should be 
6 
interpretable . 
Multidimensional scaling is performed on the three 
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sets of demographic, economic, and fiscal variables. 
All three of the guidelines are used to determine what 
coordinate space to retain. Clustering procedures are 
then used to group the cities, based on the distances 
between their reduced space coordinates. Multivariate 
analysis of variance (MANOVA) techniques are used to 
test the groups for distinctness. Both the MANOVA and 
the hierarchical clustering techniques are discussed in 
the following section. 
Clustering Approaches 
The final approach to classification uses 
clustering techniques on the cities based on the three 
separate sets of variables, and also on a reduced set of 
nine variables. The clustering algorithm used, and the 
statistical tests used to test for significant 
differences between these groups are described below. 
Cluster Analysis 
The purpose of cluster analysis is to reduce the 
number of objects (cities) in the data matrix so that 
objects in the same cluster are more like each other 
than they are to objects in other clusters [70], 
Representation of the data after performing clustering 
techniques is classificatory, not spatial. Cluster 
analysis is primarily concerned with (1) measuring 
interobject similarity, (2) placing similar objects in 
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the same cluster, and (3) describing the clusters as 
meaningful entities rather than statistical artifacts. 
The technique allows the researcher to compare a 
set of objects on several variables simultaneously. 
Cluster analysis is a generic term used to describe 
several different types of procedures [80,90,191,199], 
Basically, clustering involves a numerical 
procedure for computing distances among points and 
grouping points according to their "closeness", or 
"similarity" in a space with p dimensions (p = the 
number of variables considered). The definition of 
"similarity" is crucial. It is customary to define it 
through a measure of distance between pairs of objects 
to be clustered. 
The distances between cities are computed in the 
following manner: (1) four sets of factor scores are 
derived, three from each of the sets of demographic, 
economic, and fiscal variables^, and one from a reduced 
set of nine of ther i variables- these factor scores are 
linear combinations of the data that reduce its 
redundancy; (2) four sets of euclidean distances between 
cities are derived, based on their factor scores- these 
distances are the measures of similarity, the smaller 
the distance, the greater the similarity; (3) Johnson's 
hierarchical algorithm is applied to the distances to 
produce four separate classification schemes. 
67 
There are problems associated with clustering 
techniques. The primary limitation of cluster analysis 
o 
is its lack of true statistical tests of significance . 
This stems from the difficulty of specifying realistic 
null hypotheses. Because of the lack of established 
tests, subjective judgement is necessary to determine 
the number of clusters which "best" describe the data 
Q 
(hence, the number of clusters to "retain") . 
By combining this technique with multivariate 
analysis of variance procedures, however, this 
limitation need not be serious. Johnson’s hierarchical 
clustering algorithm provides measures of strength which 
can aid the decision-making process. 
A hierarchical clustering scheme consists of a set 
of clusterings at increasing levels of generality 
[90,191], At the lowest level, each of the n cities is 
considered as a separate cluster. At the next level, 
the two cities that are most similar are merged to form 
a new cluster. In each subsequent state, the clusters 
that are most similar are merged, until at the highest 
level all cities belong to the same group. In such a 
stepwise computation fashion, cities which share little 
in common may be grouped together because they are more 
alike than are any of the remaining clusters. It is 
necessary to decide which level of the analysis to 
consider the "best" description of the data. 
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As mentioned, the Johnson's hierarchical algorithm 
provides a measure of "strength" at each step of the 
hierarchy. Changes in this value approximate the amount 
of error entered at each step. By plotting each change 
in strength against each corresponding step number, it 
is possible to find the level at which unlike cities are 
being forced into a cluster because they are the nearest 
"neighbors". 
While this technique eliminates the problem of how 
many clusters to retain, it does not test the clusters 
for significant differences. In order to do this, 
multivariate analysis of variance (MANOVA) and multiple 
comparison techniques are used. MANOVA is required when 
the variables used to create the clusters are 
intercorrelated. This is definitely the case here. 
MANOVA and multiple comparison techniques are described 
in the following section. 
MANOVA and Multiple Comparisons 
Multivariate analysis of variance (MANOVA) and 
multiple comparison procedures are techniques used to 
test for statistically significant differences between 
derived city groups. MANOVA is used to test for the 
existence of overall differences in the mean vectors of 
the groups, and multiple comparison techniques are used 
to find which group means are significantly different. 
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arc which variables contribute to this significant 
difference. 
Multivariate Analysis of Variance 
In MAKOVA, the dependent variables are the sets of 
denographic, economic, and fiscal measures and the 
independent variable is a dummy variable representing 
group membership. The expected values (or means) of the 
ceper.dent variables "depend" or are functionally related 
to the grouping variabl^' . 
KAMOVA allows the researcher to perform 
multivariate analysis of variance on a vector of 
dependent variables simultaneously, instead of on a 
single dependent variable as in simple analysis of 
variance (ASOVA). Using MANOVA, it is possible to 
ascertain whether two groups of cities are from the same 
population (i.e., whether they are really the same). 
When more than two groups of cities are involved, MAN'OVA 
simply indicates whether there are any significant 
differences or not. If significant differences are 
found (i.e., the null hypothesis of equal group means is 
rejected), it is not known where these differences lie, 
and which variables contribute to these differences. 
Hotelling’s T2 statistic is selected for the 
purpose of testing for the existence of significantly 
different group means11. The statistic can be 
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transformed into an approximate F-ratio with 
corresponding degrees of freedom. The probability of 
obtaining such F values or larger is equal to one minus 
12 
alpha, the level of significance . A significant alpha 
indicates that the null hypothesis of equal group vector 
means can be rejected. However, multiple comparisons 
must be made among the groups and the variables to 
determine where the difference(s) lie. 
13 
Multiple Comparison Techniques 
Prior to performing multiple comparisons, the group 
considered to be the most distressed in each of the four 
classifications is identified. Multiple comparison 
techniques are then used to test for significant 
difference between the most distressed group and each of 
the others, for selected variables. Comparisons between 
all groups are made for the classification based on the 
reduced set of nine variables. 
The Roy union- intersection approach to testing is 
applied, due to the fact that it constructs simultaneous 
confidence bounds around the mean difference between 
14 
groups 
For each pair of cities, based on one dependent 
variable at a time, a confidence interval is constructed 
around the true mean difference between the cities. If 
the constructed interval contains the value zero, it 
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must be concluded that the difference between the 
average values of the dependent variable of the two 
cities in question is insignificant. If zero is not 
included in the interval, one concludes that the typical 
cities in the groups being contrasted possess different 
values on this characteristic (variable). 
Multiple comparisons are performed and analyzed in 
Chapter V. Based on the results of the MANOVA and 
multiple comparison techniques, a scenario is derived 
which describes the difference between the most 
distressed groups and the others. 
Summary 
A variety of classification mathods used in this 
research effort are described in this chapter. First, 
unidimensional classification approaches are tested via 
discriminant analysis. Second, multidimensional 
scaling, a reduced space analysis technique to derive 
groups of cities and assess the dimensions upon which 
these groups differ, is introduced. Third, clustering 
techniques utilized to create classifications are 
described. Finally, multivariate analysis of variance 
and multiple comparison techniques are discussed. The 
following chapter describes the data set to be used to 
classify the sample of thirty-eight American cities 
according to the methods described in this chapter. 
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Footnotes 
1. One basic problem with the index approach to 
city need is the arbitrariness associated with 
weighting the factors to combine them into a 
single index. The factors can be given equal 
weight, or a weight in proportion to the amount 
of variation extracted (i.e., the eigenvalue). 
Another method of assigning weights is to give 
more weight to those factors or dimensions 
which more closely reflect the findings, 
purpose, and goals of legislation that utilizes 
the index. The choice of scheme can 
significantly affect the resulting index, and 
this instability casts a shadow of doubt on the 
use of such relative indexes for distributing 
intergovernmental aid. 
2. The geographic division of the United States 
that is used is the standard Census Bureau 
division. Cities are classified into the 
region that their states are grouped in. The 
four major division and the component states 
are as follows: 
1. THE NORTHEAST: ME, NH, VT, CT, MA, RI, NY, 
PA, NJ 
2. THE NORTH CENTRAL: OH, IN, IL, WI, MO, 10, 
MN, ND, SD, NB, KS 
3. THE SOUTH: DE, MD, DC, WV , VA, NC, SC, GA, 
FL, AL, MS, TN, KY, AK, LA, OK, TX 
4. THE WEST: CO, NM, WY, MT, ID, NV, UT, AZ, 
CA, OR, WA, HW, AL 
While it is clear that these distinctions are 
arbitrary, the divisions are the ones seen 
often, and used in research (see, for example, 
[293). For matters of consistency, the same 
divisions are used here. 
3. Each case is removed, one at a time, during the 
computation of group means and cross products. 
4. This makes the assumption that the definitions 
of region used by the Census create meaningful 
regional distinctions. They have been used in 
several studies C51. 95,142, 168, 174]. 
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5. The forty-two variables are divided into three 
types to satisfy the requirement that the 
number of observations or cities must exceed 
the number of variables. 
6. Joseph B. Kruskal and Myron Wish, 
Multidimensional Scaling (Beverly Hills: Sage 
Publications University Paper No. 11, 1978), 
pp. 51-60. See [66] for an example of a 
recent application of cluster analysis to urban 
economic development. 
7. It is necessary to divide the forty-two 
variables in order to derive factor scores 
using principal components analysis. See 
footnote 5. 
8. Methods are now being developed in order to 
test the significance of clusters. See 
[12,80,108]. 
9. Several measures have been adopted to aid in 
this determination. These include a measure of 
the average distance within a cluster, the 
cluster diameter which measures the maximum 
distance between any two members of the 
cluster, and a ratio of between to within 
cluster average distance. For further 
exposition, see Ritchie [156], 
10. Therefore, MANOVA is really the reverse of 
discriminant analysis. 
11. See Donald F. Morrison, Multivariate 
Statistical Methods , 2nd ed. (New York: 
McGraw-Hill, 1976): 128-204. Morrison prefers 
Hotelling’s T statistic over the others 
available (Wilks lambda, Roy's largest root 
statistic, and Pillai's criterion) because the 
test is invariant under coordinate changes or 
differences in the units of the dependent 
variables. They also have null distributions 
free of the unknown population covariance 
matrix. 
12. For this research, an alpha level of .05 is 
considered significant, and the null hypothesis 
of equal vector means can thus be rejected. 
13. This section relies heavily upon Morrison, pp. 
197-200. 
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14. See Morrison, pp. 197,198. 
CHAPTER IV 
THE DATA 
Introduction 
The selection of variables to be included in any 
study of urban classification is crucial in determining 
the relevance and generalizability of the results. For 
this reason, the topic of the selection procedure is an 
important one. 
Current, comparable, and reliable data on many 
aspects of cities is nonexistent. As a result, the use 
of outdated and incomplete information in policy 
formulation has become all too common. One of the 
functions of this chapter is to inventory the urban data 
base and highlight those areas where important 
deficiencies exist. The first part of this Chapter will 
discuss some of the difficulties involved in secondary 
data collection and its use. This will be followed by a 
discussion of the reasons for the selection of each 
1 
variable including its limitations . 
Data Problems 
It is appropriate at the outset to discuss some of 
the more salient problems associated with the collection 
and utilization of data related to American cities. 
Three major topics are addressed: the availability of 
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data, the problems of cross sectional and longitudinal 
comparability of data, and problems presented by some 
significant measurement difficulties. These topics 
provide an important backdrop for the explanation of the 
selection of the particular variables included in this 
study. 
Data Availability 
A wide variety of data pertaining to cities are 
collected on a recurrent basis. These data cover 
numerous subject areas including business activity, 
industrial activity, construction activity, 
demographics, governmental organization, finance and 
employment, and housing characteristics. However, the 
collection is far from complete, and generally speaking, 
the smaller the city, the less likely it is that current 
information exists. Census data on government finances, 
for example, are available only every five years for all 
but the forty-eight largest cities . Likewise, the 
Bureau of Labor Statistics' consumer price indices and 
family budgets are available only for a select group of 
metropolitan areas. 
It is not surprising to find that the information 
that is collected on an annual or relatively regular 
basis is specifically incorporated into formulas which 
determine the allocation of intergovernmental aid among 
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our cities. The use of population and income figures in 
Revenue Sharing formulas and of unemployment figures in 
Comprehensive Employment Training Act formulas are both 
instances where data are used because they are regularly 
available and reasonably accurate rather than the most 
complete or appropriate. 
Even though current aggregate population figures do 
exist, data on a more refined level are not available at 
the city level. Current data regarding the 
characteristics of the dependent population (percent of 
population over 65, under 18, percent attending public 
school, percent of population below the poverty level), 
for example, do not exist. The most current information 
available on these characteristics is the 1970 Census of 
Population and Housing Characteristics , which is not 
very relevant given the dramatic changes changes of the 
past decade. While the Census does have an annual 
survey to collect some of this information, the sample 
size of the Bureau's Annual Survey of Income and 
Education is too small to allow inferences to be made 
about individual cities. 
The lack of timely urban data is recognized as a 
problem by the Department of Housing and Urban 
Development. In a recent Request for Proposal (RFP) 
entitled "Development of Pilot Urban Indicators Study," 
HUD requires the grant recipient to suggest additional 
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data items that should be collected by the Federal 
government to improve the quality of urban indicators 
[188]. 
The Census Bureau is very clear in pointing out 
that while they use actual cash receipts and 
expenditures to compare cities, their fiscal data 
neglects accrued liabilities of governments. Key items 
not collected include retirement contribution 
liabilities, total short term debt issued and retired 
during the fiscal year, and long term debt schedules. 
Also, data are not compiled on the source of capital 
outlays - whether or not they are financed via debt 
issuance or through the city’s current revenues. 
These omissions seriously affect any financial 
evaluation and mask the true fiscal health of a city. 
For example, unfunded liabilities can pose a tremendous 
burden on the future fiscal resources of a city. To the 
extent that data on such items are not collected, 
inference concerning a city's fiscal health are 
unreliable. 
Even where data are available its validity is 
sometimes questionable. The Treasury Department, for 
example, claims that Census data represents only a close 
approximation of city finances, since it is not compared 
with source material from each city such as financial 
3 
statements . Also, these Census data are based on 
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annual city reports, supplemented by a questionnaire, 
and about one-half of the city reports are not audited 
and thus may include some "creative bookkeeping" [42]. 
Lack of availability of data poses a constraint on 
studies of the urban condition. Proxies are used when 
possible, but there are some variables for which no 
reasonable proxy exists. 
Data Incomparability 
A second major problem deals with the 
incomparability of data. City financial statistics are 
very difficult to compare. Despite the efforts of the 
Census Bureau to standardize the data provided by 
cities, the original reports in many cases are not 
comparable. There may be differences in accounting 
procedures or lack of uniformity in reporting 
expenditures. The method of treating pension funds, for 
example, differs greatly between cities. 
Furthermore, Bahl points out that to explain 
intercity differences in per capita city government 
expenditures, the raw data must accurately reflect the 
4 
true among—city spending differentials . In Census 
data, however, there is a discrepancy between the amount 
spent within the city area and the amount spent by the 
city government altogether. It is the latter which 
impacts on the city's fiscal health. The situation is 
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further complicated by the fact that this discrepancy 
varies erratically over cities. Therefore, differences 
in accounting procedures and inaccuracies in reporting 
methods are not the sole sources of the problem. In 
addition, the extent of functional responsibility also 
varies between cities. And while the division of 
functional responsibility between the city and other 
government lev 'Is leads to an understatement of the 
expenditures in the city, Bahl points out that contract 
arrangements such as the Lakewood Plan (whereby the city 
provides services for outlying communities for a fee) 
can lead to an overstatement of expenditures. To the 
extent that the actual expenditure by the city is 
overstated or understated, comparisons between cities 
become distorted. 
Responsibility for various urban functions is 
organized diversely in different states. There is a 
proliferation of special districts in this country which 
further confuses the issue. School district boundaries 
may overlap, for example, but are probably not 
coterminous with sewer districts or other special 
districts, or with the general government for that 
matter. 
Data may not be comparable between cities because 
of different accounting procedures and/or different 
functional responsibilities. Different data items may 
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also be incomparable because of differences in data 
definitions and reporting procedures. Demographic and 
housing figures are available every ten years (in years 
ending in 0, with the exception of the sample of cities 
which are participants in the Annual Housing Survey), 
while the recurrent economic census data is collected 
twice as often (for Ars ending in "2" and "7"). 
Measurement Difficulties 
The final major urban data problem deals with 
measurement. A few of the most pronounced difficulties 
include the following: (1) there are no established 
measurements for some of the basic conditions, (2) often 
the choice of a summary statistic influences the 
measurement involved, (3) there are many possible ways 
of combining measures when constructing a summary 
measure, (4) it is often not clear which geographic area 
is most appropriate as the unit of analysis, (5) it is 
uncertain whether to measure levels or trends and (6) 
whether to measure absolute or per capita values, and 
(7) there are limitations in terms of comparisons 
associated with some of the available data. 
Established Measurements 
Few established measurements exist for urban 
welfare or overall economic activity. There is no urban 
equivalent to the gross national product. Furthermore, 
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urban theory is not well-defined, making it often 
impossible to use as a guide for variable selection. 
There is also great variation across metropolitan areas 
and governments which precludes the ability to identify 
all of the forces which impact upon the local urban 
fisc. Comparisons are made even more difficult when 
dealing with more than one state, as cities are 
creatures of the state and the state has considerable 
control over the taxing and spending powers of its 
municipalities. 
Summary Statistics 
The choice of summary statistics influences their 
measurement. This has motivated the Subcommittee on the 
City of the House Committee on Banking, Finance, and 
Urban Affairs to advise careful consideration be given 
to the objectives of a program before choosing a summary 
statistic. Often the measure chosen can have unexpected 
side effects. 
Also, the choice of variables has a crucial bearing 
on both the success and the interpretation of research 
results. 
Construction of Index 
As mentioned in the previous chapter, there are 
many possible ways of constructing a summary measure or 
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index. The problem with such a measure is that it is 
not clear what it really represents. Does a city with a 
hardship index of two have twice as many problems as one 
with an index value of 1? And which is worse: a city 
which loses population and gains a few jobs, or one 
which gains in population and loses a few jobs? And who 
should decide the appropriate weights for the component 
variables? Should they be assumed to have equal 
importance, or should some count more heavily in the 
index than others? 
Defining the Unit of Observation 
One of the inconsistencies in urban research which 
makes results difficult to compare is the numerous 
possible choices for the unit of analysis. Should one 
consider the metropolitan region, i.e.. The Standard 
Metropolitan Statistical Area (SMSA), or the political 
entity, the municipality? Should the city be compared 
with the county in which it lies, or with the suburbs 
which depend on it and on which it depends? 
Regions are often used as the unit of analysis when 
describing economic decline. Bryce suggests that this 
may be an inappropriate unit of analysis for decline, 
since regions are not decisionmaking bodies and have no 
political accountability 5. Besides, regions may be weak 
targets for public policy because of the significant 
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variations that exist within a region. 
When deciding on the appropriate unit of analysis, 
it is also important to consider the unit in terms of a 
reference group. For instance, in this study, several 
variables compare the central city with its SMSA in 
terms of particular variables, because the relationship 
of a city to its SMSA is believed to be important in 
determining the "health" of a city. Cities and the 
remainder of the corresponding SMSA, in a sense, compete 
for jobs and residents and the tax dollars they provide. 
Static £r Dynamic Comparisons 
For many variables, because of differences in scale 
between cities, it is necessary to use rate data which 
measures trends, rather than data which measures levels. 
To understand the urban milieu in a dynamic sense it is 
necessary to understand the significant rates of change 
in various features, such as population and employment 
level. Sometimes it is more the rate of change than the 
absolute level which is a burden on the city. Houston, 
for example, is having difficulty adjusting to the 
rapidly increasing number of residents, while cities 
with rapid population loss are also faced with a very 
serious adjustment problem. Rapid changes are 
disruptive and create short-term adjustment problems in 
public facilities and regional markets. 
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There are, however, problems with using rate data. 
Using the rate of change as a measure of conditions 
tends to make the same absolute change appear larger in 
areas with the smaller base. A more balanced appraisal 
would look at both the absolute numerical size of the 
change as well as the change in the rate itself. 
Another problem with using rates of change is that 
they do not consider the initial relative conditions of 
the places being compared. The superior growth 
performance of the South at the expense of the North in 
recent years, for example, has been justified by some on 
the basis of the initial inferior level of the standard 
of living in the South [953. Furthermore, unfavorable 
rates of growth may be mitigated to some extent by 
relatively high initial levels. Clearly, it is 
necessary to consider both levels and changes. 
Absolute or Standardized Units 
A similar problem arises when deciding whether to 
use absolute or per capita data. Scale has a large 
impact on the absolute value of certain data items. For 
instance, one would expect the annual budget for New 
York City to be significantly different from that of San 
Diego. A more fitting comparison of the budgets would 
be per capita figures. But there are also problems with 
using per capita variables. According to Peterson, per 
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capita figures tend to overstate both the expenditure 
and tax bases of older, larger cities relative to those 
of younger cities [145] . By standardizing data on a 
per capita basis, the implicit assumption is that it is 
the population base which is receiving the benefits, 
whereas in fact, in cities with large industrial and 
commercial bases this may be far from true. 
Peterson does conclude, however, that the benefit 
of using per capita data as a basis of standardization 
outweighs the costs of misinterpretation, since the 
fiscal comparisons between expenditure and revenue 
potential, and trends in spending and fiscal capacity 
are not altered by the standardization ^ 
Limitations of Scale 
The final measurement difficulty to be mentioned 
arises due to the limitations of the scales used to 
create some of the common data items. Unemployment 
figures, for example, are often cited by cities as 
evidence of their need for Federal funds. Due to the 
nature of this ordinal measure, it is impossible to say 
that an unemployment rate of twelve percent is twice as 
serious as an unemployment rate of six percent. A city 
with an unemployment rate twice as large as another is 
not necessarily entitled to twice as much Federal 
assistance. 
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Variable Selection 
The selection of variables in the study is based on 
their hypothesized relationship to the health (i.e. 
condition) of cities, subject to the constraint of data 
availability. An attempt has been made to choose 
variables which will lend insight into the cause of 
urban stress and not solely variables which indicate 
that stress is or could be present. 
This approach is an improvement over past studies 
which have concentrated on diagnosing troubles in cities 
at the expense of examining the underlying presumed 
causes of trouble. For instance, rather than focusing 
solely on unemployment rate as an indicator of the 
economic base, more fundamental economic base variables 
are also used. 
The variables used in this study, listed in Table 
2, can be partitioned into three types: demographic, 
economic, and fiscal. Demographic variables are those 
which describe characteristics of the city’s residents. 
In essence, they contain the types of information 
collected in the dicennial Census. Economic variables 
describe the magnitude and nature of a city's economic 
activity and the employment status of its residents. 
The variables include the size of the labor force, 
variables explaining the industrial mix of the local 
economy, surrogates for local profitability, and cost 
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TABLE 2 
SAMPLE VARIABLES 
Demographic Variables 
1. Central City Population (CCPOP77) 
2. Central City/SMSA Population (CCSPOP77) 
3. % Change in Population (CHPOPCC) 
4. Population Growth Gap (POPGAP) 
5. Density (DENSITY) 
6. Change in Land Area (CHAREA) 
7. Adjusted Per Capita Household Income (INCADJ75) 
8. % Change in Adjusted Per Capita Household Income (CHINCADJ) 
9. Central City/SMSA Per Capita Income (CCSINC75) 
10. Crime (CRIME) 
Economic Variables 
11. Per Capita Total Employment (PCCEMP77) 
12. Unemployment Rate (UNEMP77) 
13. % Change in Total Employment (CCHEMP) 
14. Relative Employment Density (EMPDENS) 
15. Relative Per Capita Sales Receipts (RELSALES) 
16. Profitability (VAMPPE6) 
17. % Change in Profitability (CHVAMPPE) 
18. Cost of Energy (ENERGY) 
Fiscal Variables 
19. Property Tax as % Own Source Revenues (PTAXPR77) 
20. Average Market Valuation Per Property (MKTVPP76) 
21. Fiscal Responsibility 
22. Intergovernmental Revenue as % Total Revenue (INTGPERC) 
23. % Change in Intergovernmental Revenue as % Total Revenue (CEICPERC) 
24. Per Capita Spending on Common Functions (C0MFPC77) 
25. % Change in Per Capita Spending on Common Functions (CHCOMFSP) 
26. Revenue-Expenditure Imbalance (IMBAL77) 
27. % Change in Revenue-Expenditure Imbalance (CHIMBAL) 
28. Common Function Workers Per Thousand Residents (CMFWRKPP) 
29. Total Municipal Full-Time Equivalent Employees as a % of Total 
Resident Employees (OVERSTAF) 
30. Service Cost Index (EMPCOST) 
31. Fiscal Capacity: Income (FISCAP1) 
32. Fiscal Capacity: Property Tax Base (FISCAP2) 
33. Effective Property Tax Rate (EEPTAX76) 
34. % Change in Effective Property Tax Rate (CHPTXRTE) 
35. Tax Effort: Income (EFF0RT1) 
36. Tax Effort: Property Tax Base (EFF0RT2) 
37. Change in Property Tax Base (CHBASE) 
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TABLE 2 (continued) 
38. % Change in City Expenditures Per Capita (CHEXP) 
39. Debt as a % of Total Revenue (TOTDEBT) 
40. Short Term Debt as a % of Property Tax Base (STDEBTP) 
41. Interest Payments as a % Own Source Local Revenue (INTCOST) 
42. % Change in Long Term Debt Relative to Capacity (CHDEBT) 
For a complete description of each variable, see Chapter IV, for 
definitions and sources for each, see Appendix A. 
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measures which allow comparisons to be made of the cost 
of doing business in the different localities. Fiscal 
variables describe the nature and dynamics of the 
municipality’s public sector. These variables include 
measures of tax effort and capacity, revenues and 
expenditures, tax rates and debt characteristics. 
The remainder of the chapter discusses variables 
used in this research. The definition and sources for 
each of the variables, plus the year of the most recent 
data available is given in Appendix A. 
Demographic Variables 
Demographic variables are those which describe the 
scale of the city and the characteristics of its 
residents. Population and income measures are 
predominant, but also included are measures of the 
change in land area from 1970 to 1977 and an index of 
crime. 
Population Measures 
Population determines the scale of operation of a 
city, and is thus necessary in any comparative study of 
cities. The variable appears in five different forms: 
(1) absolute population (CCPOP77)t (2) change in 
population from 1970 to 1977 (CHPOPCC), (3) the ratio of 
central city to SMSA population in 1977 (CCSPOP77), (*D 
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population shortfall (POPGAP), and population per square 
mile (DENSITY). 
City size (CCPOP77) is a variable which has 
received significant attention in recent years in 
studies dealing with national urban policy and the pros 
o 
and cons of decentralization . City size has often been 
considered the most important variable predicting 
growth. Advocates of this view claim that large cities 
represent a very real gain to society because of their 
9 
high productivity , their agglomeration economies, and 
the fact that they generate faster national economic 
growth rates [63»1153. 
While benefits of a large size include greater 
variety or diversification of economic activity, it is 
also clear that this country's largest cities with few 
exceptions consistently rank near the top on the various 
distress measures created by researchers 19 
Suburbanization of both residents and economic 
activity contributes to central city urban stress when 
the tax base decreases but the demands on the public 
sector do not respond as rapidly [143,160]. The central 
city loses taxing capacity as decentralization occurs. 
In general, the smaller the size of the central 
city relative to its SMSA (CCSPOP77)♦ the worse its 
fiscal position should be. Such a city is likely to 
have a heavy concentration of poor persons who pay 
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relatively low taxes and may demand relatively more 
services. The central city that is small relative to 
its SMSA is likely to be characterized by relatively low 
per capita income, retail sales, and housing values 
[132]. 
Population change (CHPOPCC) is also a very 
significant variable in describing the pressures which 
11 
are placed upon the public sector . Rapid and large 
changes in population result in an urban infrastructure 
that is ill-suited to the city’s needs, but adjustment 
of the public sector is often restricted, population 
can have a negative impact on household income and thus 
the ability to pay for public services. It alters the 
scale of revenue sources. The importance of this 
variable to local fiscal conditions has caused 
population gain or loss to be written into several 
Federal aid formulas. 
There are limitations to using this variable. 
Population change is no substitute for more direct 
measures of economic condition. An emphasis on 
population change rather than per capita income change 
can result in a divergence between growth and welfare 
criteria. Furthermore, population growth need not be a 
measure of economic well-being [293. Also, annexations 
during the period of analysis can distort the true 
population change of a city, although some analysts feel 
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this is not serious [201]. 
Population gap (POPGAP) measures the extent to 
which a locality has fallen below the average population 
growth of all U.S. cities. This is used in the 1977 
revisions to the CDBG program as an element in the 
determination of the aid entitlements of cities. 
"Population shortfall" is defined as the difference 
12 
between local and national growth rates . A positive 
gap indicates the city is not keeping up with the 
national growth rate, i.e., is losing its share of 
residents. This can have political as well as economic 
and social impacts. Reapportionment of Congressional 
districts can cause significant changes in the 
distribution of power in Washington. 
Population density (DENSITY) is related to the 
operational and capital resources needed to provide 
essential public services, particularly social services. 
Density affects such policy issues as zoning, property 
tax rates, and growth management. 
In a sense, it represents room for economic growth, 
which expands the tax base. To the extent that a city 
is fully developed, there is little room for economic 
growth and firms are more likely to be attracted to 
other areas. 
Also, there seem to be a number of important 
externalities associated with increased population 
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density such as increased crime rates, pollution, street 
noise and traffic. City expenditure studies show a 
positive and significant relationship between density 
and variations in per capita expenditures [16,28]. This 
can lead to urban stress. 
Change in Land Area 
Change in land area (CHAREA) provides a proxy for 
annexation abilities. Area increases indicate both room 
for economic development and also the ability of the 
city to increase its tax base and perhaps recapture 
revenues lost from decentralization. It is believed 
that one of the reasons for the North's decline is the 
inability of cities to annex surrounding areas [13^1. 
If so, one would expect to find low or no changes in 
area among the most stressed cities. 
Income Measures 
Income, like population, is a variable which can be 
used in many forms. Per capita adjusted income 
(INCADJ75), change in adjusted per capita income 
(CHINCADJ), and central city per capita income as a 
percentage of SMSA per capita income (CCSINC75) are 
considered in this study. 
Per capita income has been used as a measure of 
economic well-being. A relatively low per capita income 
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may indicate weak market demand, which would be a 
deterrent to capital investment in the region. It can 
represent not only weak market demand but also the 
unavailability of capital since deposits in banks 
translate into home mortgages and loans to small 
businesses. 
Relatively high per capita incomes can also mean 
higher tax revenues. Those cities whose residents have 
higher average incomes than other cities are more likely 
to have higher property tax receipts per capita and 
higher market values for housing. Also, higher relative 
per capita income can translate into relatively greater 
levels of demand for public services. In any event, 
high income levels in a particular city, especially 
where they reflect high wages, require the municipal 
government to compete with private industry for 
employees, and thus to pay higher wages and salaries 
13 
than in a relatively low income community . Lower per 
capita income areas may have depressed property tax 
receipts because of a lower market value of property and 
also because of tax relief or exemption through circuit 
breaker laws. 
One problem with comparing per capita household 
incomes is that they do not take into account 
differences in the cost of living between various cities 
in the United States. A person earning $20,000 would 
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have a higher standard of living in Detroit than in New 
York City, due to these cost differences. Therefore, a 
more precise picture of per capit } household income is 
derived by deflating the figure by an index of the cost 
of living in that city (in this case, the BLS index of 
comparative costs based on an intermediate budget for a 
four person family) 
The Bureau of Labor Statistics (BLS) publishes 
estimates of family budgets for thirty-nine urban areas 
throughout the nation. Costs of a variable market 
basket of goods are calculated in these areas at regular 
intervals, and compared to the U.S. urban average cost 
to form an index (100=average). This index is used to 
adjust income figures rather than the consumer price 
index (CPI) which is more appropriate for measuring the 
changes in prices for a given city over time. The CPI 
figures represent a fixed market basket of goods, and 
cannot reflect regional differences in tastes, as can 
the cost of living index. 
One must use caution in interpreting the variable. 
Property income and transfer payments are not included 
in per capita household income figures, although their 
distribution is far from uniform. According to 
Richardson, they have played a major role in maintaining 
income levels in the large Eastern cities that have 
suffered most from the out-migration of industry 
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Also, amenity rich retirement metropolises such as 
Tampa, Miami, and San Diego, are much less dependent on 
wage income. 
Change in per capita income serves as a good 
measure of an area's attractiveness as a place to do 
business [50], If businesses are expanding or starting 
up, or if increased investments result in higher 
productivity, then earnings in an area should increase 
(assuming workers are paid according to the marginal 
product of labor). If, on the other hand, business 
activity is declining, earnings will either decline or 
grow more slowly. In fact, one of the most significant 
characteristics of an area with relatively slow income 
growth is a weakness in demand for consumer goods, 
housing, etc. This becomes a deterrent to future 
investment. The city's tax base can suffer as a 
result 
The ratio of central city per capita to SMSA per 
capita income is a surrogate measure of the 
"balkanization" of central city residents. A 
stereotypical income differential prevails in the 
nation's older cities, whereby poverty tends to be 
concentrated in the central cities. To the extent that 
differences between average incomes can be affected by 
the extremes in the distribution of incomes, this 
variable can serve as a rough proxy of the 
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concentrations of poverty in the central cities. 
However, both extremes in the distribution may 
offset each other; a city may have a fairly large poor 
population, but if it also has some very wealthy 
residents, the average income figure will not 
distinguish this city from one in which there is a tight 
distribution of incomes around the average. 
The assumption here is that the distribution of 
incomes in the city and the suburbs is similar. To the 
extent that the poor are kept out of the suburbs, this 
is not true. However, the variable does give a very 
crude indication of disparities between the central city 
and its surrounding suburbs. It is expected that 
relatively low ratios of central city to SMSA per capita 
income characterize the nation’s most distressed cities. 
Crime 
Crime data has traditionally served as an indicator 
of the quality of life of a city's residents. Crime 
affects the patterns of public spending, and can also 
affect the future growth propsects of a municipality. 
Relatively high incidence of crime can act as a 
deterrent to both potential residents and businesses. 
In a sense, crime can be considered a cost of doing 
business and a negative externality to residents. It is 
a factor associated with urban blight and limited 
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economic opportunities. 
Although the total number of criminal acts that 
occur is unknown, offenses reported to law enforcement 
agencies represent an indicator of criminal activity. 
The FBI Uniform Crime Reports have created a crime index 
which consists of seven offenses (murder and 
non-negligent manslaughter, forcible rape, robbery, 
aggravated assault, burglary, larceny-theft, and motor 
vehicle theft). This variable, defined as the number of 
reported crimes in 1977, represents the scale of crime 
in the city, a deterrent to economic and social 
activity. 
Economic Variables 
Economic variables are the second major category of 
variables included in the study. Economic variables are 
selected to characterize the employment and 
income-generating activities of the city. They include 
employment and unemployment measures, retail sales 
receipts relative to the SMSA, surrogates for 
profitability, and an energy cost index. 
The local economic base can determine the level, 
stability, and growth of local income and output. 
Economic data is used to assess the response of a city's 
economic base to the state of the national economy. 
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Employment Measures 
Per capita total employment (PCCEMP77)* like 
population, gives an indication of the scale of 
operation of the city. Ceteris paribus, the city with 
the higher per capita total employment ratio has a 
smaller proportion of dependent residents. The 
variable, as defined in this research, is a labor force 
participation rate. Labor force participation translate 
into local governmental revenues through income taxes, 
through sales taxes from purchases made by wage earners, 
through property taxes from the property of wage 
earners, very significant variable. Empirically, it is 
difficult to obtain. The total number of jobs provided 
in a city is not collected, as employment figures are 
collected by place of residence rather than by place of 
work. Therefore, the figures utilized in this research 
represent the ratio of working residents of a city to 
the total poplation of a city, and not the ratio of 
total jobs available in the city to total population. 
The outcome of this limitation is that, on net, 
employment figures for the cities (in terms of total 
jobs available) are probably underreported. 
Percent change in employment from 1970 to 1977 
(CCHEMP) measures the percentage gain or loss in the 
employment of central city residents from 1970 to 1977. 
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Cities faced with heavy employment losses are under a 
great deal of pressure to cut back on public services. 
Since expenditures are less elastic than revenues [143], 
ceteris paribus, cities facing relatively large losses 
in employment are likely to be among the most 
distressed. 
Unemployment figures (UNEMP77) are indicators of 
economic instability and opportunity in a community. 
While they are not very useful for predictive purposes, 
they do represent a crude indication of the economic 
health of a city. One would expect to find relatively 
high unemployment rates among the most distressed 
cities ^. 
Relative employment density (EMPDENS) measures the 
ratio of city employment per square mile to SMSA 
employment per square mile. It is necessary to 
standardize for area to be able to distinguish between 
cities in terms of ’’drawing power". High employment 
density ratios can indicate a potential for "suburban 
exploitation," i.e. the ability of suburbanites to 
escape contributing their share to core city revenues 
[72,128,170]. Therefore, relatively high employment 
density ratios can be expected to be found among the 
nation's most beleaguered cities. 
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Retail Sales Activity 
The ratio of central city to SMSA per capita retail 
sales receipts (RELSALES) is a measure of the equality 
of distribution of retail sales between the central city 
and the SMSA in which it is located. A ratio of one 
implies an equal distribution of retail sales percapita 
in both areas. A ratio greater than one implies the 
central city is capturing more than its per capita share 
of sales receipts (and tax revenue). This variable, 
then, serves as a surrogate of the drawing power of the 
central city’s retail sector. 
Scenarios of the post-industrial society stress the 
decline in importance of manufacturing and the 
increasing importance of the retail and service sectors 
in defining the city's economic base. The comparative 
advantage of the central city has shifted, and it may 
well be that "a recreational park may be a more powerful 
18 
development investment than an industrial park" 
However, some suggest that retail and other 
services are following manufacturing services out of the 
19 
city . Sacks found declining retail employment in a 
large number of cities and attributed it to three 
different forces: (1) the "overconcentration" of 
retailing in past years, (2) the decline in population 
in many cities, and (3) the move toward suburbanization 
20 
of retailing activity 
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Profitability 
Location theory states that firms will locate, 
relocate, or change production levels at their present 
locations in order to maximize profits. Decisions by 
separate firms in each industry to expand or contract or 
move in or out of a city results in industrial growth or 
decline. But the decision processes of these firms can 
only be estimated, and one such way is through creating 
measures of profitability. Differences and changes in 
this measure among cities, and over time indicate the 
potential for growth or decline. Unfortunately, 
relative changes in profit rates cannot be determined 
from published data. 
Stevens and Trainer have derived a measure of 
profitability per employee, VAMP, by subtracting payroll 
per employee from value added [176]. Value added(VA), 
reported in the Census Bureau's Annual Survey of 
Manufactures, consists of payroll, profit, and several 
items such as purchased services, state and local taxes, 
and insurance. The belief is that VAMP should be 
correlated with profitability, or that an industry with 
relatively higher VAMP in a city should have a higher 
profit—paying potential in that city. In essence, 
relatively high local VAMP levels for an industry should 
be associated with a relative locational advantage for 
that industry in that area. It is likely that the 
cities with growing populations and relatively high 
employment rates are also characterized by relatively 
high values of VAMP. This is because capital (and 
workers) flows to profitable areas. 
Changes in profitability (i.e., changes in VAMP) 
are also included in the analysis, since they may act as 
a factor in business relocation decisions. 
Energy Costs 
One of the reasons cited in industrial location 
theory for differentials in economic activity is the 
variation in economic costs. Relatively high energy 
costs are seen as a deterrent to doing business in ~..e 
Northeast and Midwest. 
A measure is needed which compares the output 
elasticity of energy. This is a very difficult figure 
to obtain, due to (1) the many possible sources of 
energy, (2) the differing costs of the many sources, and 
(3) their substitutability. The Annual Survey of 
Manufactures does, however, publish data for SMSAs on 
Btu's (British thermal units, or unit measures of energy 
production), and the total cost of electricity and 
21 
purchased fuels 
The cost of energy variable, defined as the cost of 
purchased fuels and electricity divided by Btu 
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consumption, represents the cost of energy per unit of 
energy production* Relatively high costs are expected 
to be found among the nation*s most distressed cities. 
Fiscal Variables 
Fiscal variables are ratios or measures that 
describe the nature and dynamics of the municipality's 
public sector. They can suggest unsound management 
practices, and can indicate the amount of fiscal 
imbalance (and hence stress) faced by a community. 
Research suggests that the "proper" management of a city 
can minimize the amount of economic hardship it faces 
[180]. 
The fiscal variables are divided into four major 
categories: revenues (i.e., the local tax base), 
expenditures, tax capacity and effort, and debt 
characteristics. 
Revenues 
Data on the revenue structure of a city is 
important because it indicates how well the city can 
meet its expenses, and also represents the amount of 
autonomy of the municipality. Cities with a relatively 
high proportion of revenues received from 
intergovernmental transfers are more susceptible to the 
vicissitudes of the economy and also the policy 
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directives of higher governments. There is also less 
discretion over the use of intergovernmental funds, with 
few exceptions (Revenue Sharing is one). 
One limitation that must be kept in mind when 
comparing the revenue structures of cities is that the 
particular revenue mix that a city adopts can be largely 
dictated by state statutes. Some states put a cap on 
the amount of tax rate increase allowed. Others 
stipulate that certain municipal taxes can be imposed 
only by referendum. 
The percentage of own source revenue that is 
derived from the property tax (PTAXPR77) is a measure of 
the extent to which locally generated tax revenue is 
dependent upon the property tax base. While each city 
tends to have a relatively stable proportion of revenues 
derived from property, there are differences between 
cities, due to differences in the availability of other 
sources of revenue. 
The fiscal capacity of a local government is 
strongly related to its property tax base. This 
capacity is impaired when the property tax base 
declines, or fails to keep pace with the growing costs 
of providing public services. Therefore, one would 
expect to find a relatively high ratio of property tax 
to own source revenue among the most distressed cities. 
Per capita market valuation (MKTVPP76) serves as a 
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rough proxy of the tax base available per person to 
finance public services. This provides an indication of 
the taxable resources upon which the city can draw. A 
higher relative value for this ratio can imply that the 
city is better prepared to meet the demand for public 
goods. Of course, these revenue variables must be 
balanced against expenditure measures to assess whether 
the city in question has outstripped its capacity to 
provide services. Market valuation data is superior to 
assessed valuation figures, because of the variation in 
assessment practices, rates, and definitions of the tax 
base across the country. 
A characteristic which distinguishes between 
different types of cities is how the city’s revenue 
sources have stood up during changes in the national 
economy. For a given level of demand, a city with a 
rapidly growing property tax base (CHBASE) is more 
likely to be able to provide the desired goods and 
services than is a city without an expanding (or a 
declining) base. Property tax base translates into tax 
revenues. 
Traditionally, the property tax has represented the 
principal source of local government revenue. Excessive 
property tax rates (EFPTAX76) can act as a deterrent to 
in-migration of residents, or to either the location or 
expansion of businesses. 
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Relatively high property tax rates do not 
necessarily portend strain. If matched with a strong 
ability and willingness to pay they could simply 
represent greater preferences for public services. 
However, it is expected that the most stressed cities 
are also characterized by relatively high effective 
property tax rates. 
Decline in terms of population, employment, and tax 
base places an inordinate amount of burden on those who 
do not migrate. One of the perverse consequences of the 
migratory patterns exhibited in the United States is 
that the migratory process is selective; the mobile 
person is usually better educated and has a higher 
standard of living than the nonmigrant. When there is a 
net loss of this type of person the city is left with a 
smaller tax base to draw upon, and often a resident 
population whose needs are even greater than before. 
To the extent that rapid changes in property tax 
rate (CHPTXRTE) are tied to this migration of taxpayers, 
this variable can indicate the presence of stress. 
Rapid tax changes create problems and act as a deterrent 
to further growth. 
The percentage of total revenue that is provided by 
intergovernmental aid (INTGPERC) is another variable 
which provides a proxy of fiscal autonomy. Generally, 
the higher the proportion of intergovernmental revenue 
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to general revenue from own sources, the greater is the 
fiscal dependence of the area on outside resources for 
22 
service provision 
Cities with large ratios are more susceptible to 
changes in the national economy than those with 
relatively small ratios. The variable is also included 
as a rate from 1972 to 1977 (CHIGPERC). 
Expenditures 
Examining revenues alone will not give a fair 
indication of the fiscal health of a city. Two cities 
with identical revenue characteristics can have very 
different conditions, depending upon the demands of the 
residents and the expenditure patterns. For this 
reason, variables representing expenditure patterns are 
included in the analysis. 
Relatively high city expenditures are usually 
attributed to one of the following conditions: (1) 
services rendered to suburban communities, (2) public 
goods enjoyed by the entire metropolitan community but 
provided and paid for by the central city, (3) 
redistribution of income to the urban poor, who are 
concentrated in the central city, (4) the costs of 
ameliorating some of the "social diseconomies of scale" 
created by the clustering of the urban poor, and (5) 
23 
waste and inefficient management 
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These are not the only factors that can account for 
patterns in city expenditures. Expenditure structi *e is 
also dictated to some extent by state law, and this 
confounds the analysis. States vary in terms of the 
particular types and levels of expenditures permitted, 
as well as the way in which cities are required to 
balance their budgets. 
Scope of responsibility is another important 
consideration. Some cities are required by state law to 
pay for welfare and other services, while in other 
states, this is entirely a state or Federal 
responsibility. 
Another problem with comparing expenditures is that 
the assumption is made that quality changes do not 
exist. At the present time, it is often difficult to 
distinguish whether greater per capita outlays "reflect 
the higher cost of providing a given level of service 
quality or are the result of superior service 
• • i,24 provision" 
Given these alternative explanations for higher 
relative public expenditures, it is necessary to include 
in the analysis several variables which attempt to 
isolate these different phenomena. 
To isolate the service assignment problem, two 
variables are included: (1) common functions are 
isolated from total expenditures to make the sample 
cities comparable, and (2), a categorical variable 
representing scope of responsibility is created. Change 
in common function expenditures is also measured. 
Census data does not reflect differences in the 
degree to which cities finance certain functions. Due 
to differences in responsibilities, the aggregate 
expenditure figures cannot be used as a means of 
comparison. It is customary practice to compare the per 
capita total expenditures on the common functions, those 
in which cities all participate in about the same 
degree. These functions include highways, police 
protection, fire protection, sanitation, parks and 
recreation, financial administration, general control, 
and interest on debt. 
In spite of declining populations, spending in many 
of these categories is not easily reversible. Certain 
needs, such as police protection, may increase as 
population and per capita income decreases. 
Ceteris paribus, a city with a relatively high 
ratio of per capita common function spending (COMFPC77) 
faces strain. 
There are wide differences in service provision 
between cities in the United States. While some cities 
provide welfare funds and education, both of which are 
very costly, others provide neither. Some states either 
share the responsibility for such functions or assume 
total responsibility, as in Hawaii. 
A categorical variable (RESPONSB) is included which 
takes responsibility differences between states into 
account. Cities are rated according to the nature of 
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their state's financing system, as in [2] . The types 
of responsibilities considered include (1) financing 
responsibility, (2) direct expenditure responsibility, 
and (3) per capita expenditure by the state. 
One of the characteristics found among the 
declining cities of the Northeast and Midwest is their 
relatively large number of municipal employees 
(OVERSTAF). Garn provides the following reasons to 
explain why distressed cities may need more persons per 
capita to provide public services^: (i) the slow 
adjustment of institutions to population change, (2) the 
out-migration of population segments least likely to 
require public services, (3) above average crime rates 
and fire incidence, (4) differences in the socioeconomic 
charcteristics of the base population, (5) large daytime 
communter populations requiring services, and (6) 
differences in the quality of services provided. The 
proposed research will allow the testing of several of 
these hypothesized reasons. If Garn is correct, (1) 
through (6) describe characteristics which should 
characterize the most distressed cluster of cities. 
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This variable, defined as the total number of 
municipal full-time equivalents as a percentage of total 
residential employment, represents the extent to which 
the ’’private sector" wages must support the public 
sector. 
One problem with the per capita figure is that it 
neglects the potential burden of the commuter 
population. Two cities similar in many respects except 
commuting patterns may have very different public 
employment needs. Police services are supplied to 
people in a city regardless of where they live. The 
alternative variable reflects to a greater extent the 
intensity of total employment activity that is paid for 
by the city. 
Given that cities provide a widely divergent range 
of services, one would expect cities that provide extra 
services to have higher relative overstaffing ratios. A 
variable measuring common function workers per thousand 
residents (COMFPC77) nets out the different services and 
looks at relative staffing requirements per thousand 
residents for the common functions. 
Not only excessive numbers of public employees can 
contribute to fiscal strain. Wages of those employees 
are also an important consideration. A service cost 
index (EMPCOST) is included to take this into account. 
The index is defined as October payroll per employee for 
a city divided by the average for all sample cities. An 
index of greater than one suggests the particular city 
in question has higher service costs than average. This 
can contribute to stress. One problem with this 
variable, however, is that wages do not reflect the 
total labor cost to the city. Not included are fringes 
which can be substantial. A city may have below average 
wage costs but extremely high fringe costs. At this 
time, however, there exist no uniform data sets which 
measure fringes. 
Recurrent large expenditure increases can be 
destabilizing to a budget, and can lead to fiscal 
strain. The percent change in expenditures (CHEXP) is 
measured to provide for this possible explanation of 
stress. 
Expenditure increases alone are not a direct 
indicator of fiscal stress as long as there there are 
concomitant increases in revenues. It is the divergence 
between revenues and expenditures which leads to fiscal 
difficulty. The ratio of (revenues minus expenditures) 
to total revenues accounts for the balance between 
revenues and expenditures. Relatively large imbalances 
are likely to be found among cities characterized by 
fiscal stress. 
Tax Capacity and Effort 
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The third major type of fiscal variable deals with 
tax capacity and effort. Tax capacity and effort are 
two indicators which cannot be ignored in any study 
dealig with fiscal comparisons between cities. Measures 
of tax capacity are concerned with the ability of 
governments to obtain resources for public purposs. Tax 
effort measures local tax burdens in the sense of the 
relation between actual amounts of taxes or revenues 
obtained by a city government and its tax or revenue 
capacity. 
Tax capacity refers to the capacity of local 
governments to raise revenue for financing local public 
services. Many factors influence revenue capacity, such 
as income, wealth, business activity, demand for public 
services and the political inclinations and aspirations 
of the community. 
In operationalizing this variable, debate surrounds 
the choice of the revenue source. Does one use the 
property tax base as the source of revenue, since the 
property tax historically has been the major source of 
local revenues, or does one use per capita income since 
it is more closely tied to the actual taxpayer? 
Evidence on either side is not conclusive. The 
problem with using the property tax base is that the 
estimation of this tax base is far more open to error 
than are income figures. When average income is used as 
a basis of comparison, the downward trend in taxing 
capacity doesn't seem as dismal for the declining 
central city. In other words, while the trend may be 
toward reductions in the property base, there is still 
considerable wealth in many of these cities. 
This analysis employs both bases. The two capacity 
measures are as follows: (1) the ratio of central city 
per capita income to the average for all sample cities 
(FISCAP1), and (2) the ratio of city property tax base 
to the average for all sample cities(FISCAP2). 
Tax effort has been the traditional measure of the 
state-local tax burden. It measures the resource 
demands placed by the municipality on its citizens 
relative to their ability to pay. The Advisory 
Commission on Intergovernmental Relations defines it as 
the "extent to which a given state (locality) makes use 
of its fiscal or taxable capacity" [4]. In general, it 
is expressed as the ratio of total resources that is 
spent on locally raised general revenue. As with the 
capacity measure, there is more than one way to define 
resources. 
There are problems with any tax effort ratio. Some 
taxes can be exported and therefore do not impose a 
burden on the local population. To the extent that tax 
exporting occurs, the effort measure is overestimated. 
Also, there are data problems; state taxes are not 
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entered into the calculations although they do represent 
a drain on personal income ^7. 
Tax effort is operationalized in two forms. Both 
forms represent ratios of locally raised general revenue 
to a measure of taxable resources. In one case, total 
local income is the measurable base (EFF0RT1); in the 
other, total local property tax base (EFF0RT2). 
Debt Measures 
The last major category of fiscal variables deals 
with debt. While debt is necessary to smooth out the 
fluctuations in revenues and expenditures, and is 
practically the only means of financing certain large 
scale capital projects, excessive levels of debt can 
represent a drain on resources and an unwise 
postponement of financial commitment to future 
generations. 
A basic indicator of the scale of debt incurred by 
a city is provided by measuring debt as a percentage of 
total revenue (TOTDEBT). Ceteris paribus, relatively 
large percentages of debt indicate an inflexible, 
stressed fiscal situation. 
Municipalities may find it necessary to borrow in 
anticipation of taxes, in order to pay general operating 
costs. However, excessive short term borrowing with its 
relatively high interest rates can be very costly. 
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Short term debt as a percentage of the property tax base 
(STDEBTP) measures the amount of potential burden 
imposed on the fiscal system due to short term 
borrowing. 
Interest payments, the cost of borrowing, represent 
a drain on resources that otherwise could be used for 
providing public services. In this study , they are 
measured as a percentage of own source local revenue 
(INTCOST) • 
Debt capacity is definec 1 as total debt divided by 
the market value of the property tax base. The 
percentage change of this figure over the years (CHDEBT) 
is of importance because debt increases may not be 
alarming and are even inevitable in areas in which 
capacity and public service demands are rapidly 
increasing. Capacity increases may more than offset 
debt increases. 
Summary 
Three major problems found with urban data are 
mentioned in this chapter. These include (1) its 
limited availability, (2) its noncomparability, and (3) 
measurement difficulties associated with it. The 
limitations provide a background for the description of 
the variables used in this research. Chapter V presents 
the results of the research. 
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CHAPTER V 
Results 
Introduction 
Having described the problem, explained the methods 
of analysis, and defended the data, it is time to assess 
the results. As in any empirical research, the 
inferences are never certain and it may take some time 
to determine how valid or useful this effort has been, 
but the evidence does support a number of important 
positions regarding the classification of American 
cities into homogeneous categories for policy analysis 
and program formulation. 
The first section examines the validity of 
classifying classifying cities using a one-dimensional 
approach. In particular, the use of regional locat .on 
and change in population, both frequently suggested as a 
basis for categorizing cities, are tested. The results 
of the analysis indicate these variables are not 
effective at reflecting relative city need or fiscal 
stress. 
The second section presents the results of applying 
multidimensional scaling to the problem. This technique 
attempts to uncover the underlying dimensionality of the 
data and thus create a useful multivariate 
classification of cities. 
The third section presents the results of testing 
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the validity of three separate classifications based on 
demographic, economic, and fiscal sets of variables. 
Multivariate analysis of variance (MANOVA) techniques 
are used to test for significant differences in group 
means. 
The final section of the chapter describes the 
results of testing the validity of typologies based on a 
reduced set of demographic, economic, and fiscal 
variables. 
One Dimensional Solutions 
There are two common unidimensional approaches used 
to categorize cities. The first approach classifies 
cities according to their regional location. North, 
Midwest, South, and West, or the combination of North 
and Midwest versus South and West are the typical 
regional distinctions chosen [51,95.142,168,174]. The 
second approach classifies cities according to 
population change [110,120]. 
One way to test how legitimate a particular 
approach is, is to test how well it classifies cities 
relative to other methods. Discriminant analysis is 
employed to test whether it is possible to discriminate 
between the different city groups which are formed from 
these two separate approaches. Classification is 
'’correct" if the derived discriminant functions classify 
a city into the appropriate group (i.e., the group to 
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which it is known to belong). Successful classification 
lends support to the belief that the differences between 
cities can be described by one dimension (regional 
location or population change). Unsuccessful 
classification, on the other hand, leads one to conclude 
that it is not possible to categorize cities when the 
classification is based on only one criterion. In other 
words, the system of cities is too complex to be 
captured by the variation in a single characteristic. 
Regional Location 
One way to classify cities is by regional location. 
If such a classification is meaningful, cities listed in 
Table 3 should be more "similar" to other cities within 
...... .1 
the same region than to cities in other regions . 
Similarity (and dissimilarity) is measured on several 
demographic, economic, and fiscal characteristics, as 
listed in Table 4^ . 
In discriminant analysis, linear combinations of 
variables (i.e., discriminant functions) are derived and 
can be used to classify cities into groups. Since true 
group membership for the sample is known in advance (for 
instance, it is known that Boston lies in the Northeast 
region), it is possible to test • the "successful 
classification rate of the derived function(s). For 
example, classification is considered successful if the 
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TABLE 3 
SAMPLE CITIES BASED ON REGION3, 
The Northeast 
1. Boston, MA 
2. Buffalo, NY 
3. Hartford, CT 
4. New York City, NY 
5. Newark, NJ 
6. Philadelphia, PA 
7. Pittsburgh 
The North Central 
8. Cedar Rapids, 10 
9. Chicago, IL 
10. Cincinnati, OH 
11. Cleveland, OH 
12. Dayton, OH 
13. Detroit, MI 
14. Indianapolis, IN 
15. Kansas City, MO 
16. Kansas City, KS 
17. Milwaukee, WS 
18. Minneapolis, MN 
19. St. Paul, MN 
20. St Louis, MO 
21. Wichita, KS 
The South 
22. Atlanta, GE 
23. Austin, TX 
24. Baltimore, MD 
25. Baton Rouge, LS 
26. Dallas, TX 
27. Houston, TX 
28. Nashville-Davidson, TN 
29. Orlando, FL 
30. Washington, DC 
The West 
31. Denver, CO 
32. Los Angeles, CA 
33. Long Beach, CA 
34. San Diego, CA 
35. San Francisco, CA 
36. Oakland, CA 
37. Seattle, WA 
38. Honolulu, HW 
aThe regions are coterminous with the Census Bureau divisions of the 
United States, as in [29] and [95]. 
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TABLE 4 
SAMPLE VARIABLES 
Demographic Variables 
1. Central City Population (CCPOP77) 
2. Central City/SMSA Population (CCSPOP77) 
3. % Change in Population (CHPOPCC) 
4. Population Grwoth Gap (POPGAP) 
5. Density (DENSITY) 
6. Change in Land Area (CHAREA) 
7. Adjusted Per Capita Household Income (INCADJ75) 
8. % Change in Adjusted Per Capita Household Income (CHINCADJ) 
9. Central City/SMSA Per Capita Income (CCSINC75) 
10. Crime (CRIME) 
Economic Variables 
11. Per Capita Total Employment (PCCEMP77) 
12. Unemployment Rate (UNEMP77) 
13. % Change in Total Employment (CCHEMP) 
14. Relative Employment Density (EMPDENS) 
15. Relative Per Capita Sales Receipts (RELSALES) 
16. Profitability (VAMPPE6) 
17. % Change in Profitability (CHVAMPPE) 
18. Cost of Energy (ENERGY) 
Fiscal Variables 
19. Property Tax as % Own Source Revenues (PTAXPR77) 
20. Average Market Valuation Per Property (MKTVPP76) 
21. Fiscal Responsibility 
22. Intergovernmental Revenue as % Total Revenue (INTGPERC) 
23. % Change in Intergovernmental Revenue as % Total Revenue (CHICPERC) 
24. Per Capita Spending on Common Functions (C0MFPC77) 
25. % Change in Per Capita Spending on Common Functions (CHCOMFSP) 
26. Revenue-Expenditure Imbalance (IMBAL77) 
27. % Change in Revenue-Expenditure Imbalance (CHIMBAL) 
28. Common Function Workers Per Thousand Residents (CMFWRKPP) 
29. Total Municipal Full-Time Equivalent Employees as a % of Total 
Resident Employees (OVERSTAF) 
30. Service Cost Index (EMPCOST) 
31. Fiscal Capacity: Income (FISCAP1) 
32. Fiscal Capacity: Property Tax Base (FISCAP2) 
33. Effective Property Tax Rate (CHPTXRTE) 
34. % Change in Effective Property Tax Rate (CHPTXRTE) 
35. Tax Effort: Income (EFF0RT1) 
36. Tax Effort: Property Tax Base (EFF0RT2) 
37. Change in Property Tax Base (CHBASE) 
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TABLE 4 (continued) 
38. % Change in City Expenditures Per Capita (CHEXP) 
39. Debt as a % of Total Revenue (TOTDEBT) 
40. Short Term Debt as a % of Property Tax Base (STDEBTP) 
41. Interest Payments as a % Own Source Local Revenue (1NTC0ST) 
42. % Change in Long Term Debt Relative to Capacity (CHDEBT) 
For a complete description of each variable, see Chapter IV; for 
definitions and sources for each, see Appendix A. 
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TABLE 5 
CLASSIFICATION BY REGIONAL LOCATION3 
DEMOGRAPHIC, ECONOMIC, AND FISCAL VARIABLES 
FOUR REGION CASE: PERCENT CORRECT CLASSIFICATION 
Region 
Variable 
Demographic Economic Fiscal 
Northeast 57.1 57.1 42.9 
North Central 64.3 64.3 21.4 
South 33.3 22.2 33.3 
West 75.0 25.0 75.0 
Average 57.9 44.7 39.5 
TWO REGION CASE: PERCENT CORRECT CLASSIFICATION 
Region 
Variable 
Demographic Economic Fiscal 
Northeast plus 
North Central 81.0 71.4 76.2 
South plus 
West 76.5 41.2 58.8 
Average 78.9 57.9 68.4 
a 
See Table 4 for a list of region membership. 
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derived discriminant function(s) classify Boston into 
the Northeast region group. 
As described in Chapter III, the unbiased 
classification method of Lachenbruch and Mickey is used. 
As Table 5 illustrates, when the linear composites are 
comprised of ten demographic variables, on average only 
57.9% of the sample cities are correctly classified. 
The most difficult to classify are the Southern cities, 
with only 33.3% of the Southern cities correctly 
classified as Southern. Based on the ten demographic 
variables. Southern cities do not exhibit distinct 
characteristics that distinguish them from the other 
groups of cities. 
Regional groups are even less meaningful when based 
on economic or fiscal sets of variables. These results 
suggest that classifying cities into four regions 
produce meaningless groupings. Northeastern cities are 
not distinct from Western cities on demographic, 
economic, or fiscal variables. Perhaps there are only 
two meaningful regional distinctions: Northeastern plus 
Midwestern versus Southern plus Western cities. The 
poor rate of correct classification described in the 
four group case could be the result of the inability to 
distinguish between, say. Northeastern and Midwestern 
cities. Combining the four groups into two does 
increase the correct classification rate to an average 
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of 78.9%, 57.9%, and 68.4% of the sample cities, based 
on, respectively, demographic, economic, and fiscal 
variables 3 . The groups are most meaningful in terms of 
demographic variables, but in no case are distinct 
4 
groups formed . 
In summary, there is no case where it is possible 
to successfully classify the sample cities into a 
regional grouping based on either (1) a list of 
forty-two demographic, economic, and fiscal variables, 
or (2) factor scores derived from these variables . The 
groupings are not meaningful ones. These results refute 
the belief that it is possible to characterize a city 
into a type once its regional location is known. These 
results do not support the belief that Northeastern and 
Midwestern cities are distinct from those of the South 
and West. While there may or may not be significant 
differences in regional indicators, these do not apply 
at the city level. It is a mistake to assume that if 
region A is distinct from region B, a city in region A 
is distinct from a city in region B. 
Population Change 
Classifying cities by population change rather than 
by regional location produces more distinct groups than 
does classification by regional location. What this 
indicates is that cities with declining populations 
(Table 6) share more common demographic and economic 
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TABLE 6 
CENTRAL CITIES WITH GROWING AND 
DECLINING POPULATIONS, 1970-1977 
GROWING POPULATIONS DECLINING 
Austin Boston 
Baton Rouge Buffalo 
Dallas Hartford 
Houston Neward 
Orlando New York City 
San Diego Philadelphia 
Pittsburgh 
Cedar Rapids 
Chicago 
Cincinnati 
Cleveland 
Dayton 
Detroit 
Indianapolis 
Kansas City, MO 
Kansas City, KS 
POPULATIONS 
Milwaukee 
Minneapolis 
St. Paul 
St. Louis 
Wichita 
Atlanta 
Baltimore 
Nashville-Davidson 
Washington, DC 
Denver 
Los Angeles 
Long Beach 
San Francisco 
Oakland 
Seattle 
Honolulu 
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TABLE 7 
POPULATION CHANGE 
CLASSIFICATION MATRICES 
PERCENT CORRECT CLASSIFICATION 
RAW VARIABLES 
Category Demographic Economic Fiscal 
Declining Population 93.5 100 67.7 
Growing Population 57.1 85.7 42.9 
Average 86.8 97.4 63.2 
FACTORS 
Category Demographic Economic Fiscal All 
Decling Population 86.7 87.1 93.3 96.8 
Growing Population 75.0 71.4 57.1 57.1 
Average 84.2 84.2 86.5 89.5 
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characteristics than do cities located in a particular 
regional location. 
The successful classification rates increase for 
demographic and economic variables, and decrease 
slightly for fiscal variables. Comparing Table 7 with 
Table 5, demographic variables classify, on average, 
78.9% of the sample cities into the correct region 
(two—region case), but 86.8% into the correct population 
change group. Based on economic variables the results 
are improved, from an average of 57.9% correct 
classification to an average of 97.4%. All of the 
declining cities are classified as declining based on 
economic measures. This implies that there are distinct 
economic differences between cities with growing 
populations and those with declining populations. One 
of the six growing cities exhibits economic 
characteristics more similar to those of declining 
cities, which causes it to be misclassified. 
Linear combinations of the fiscal variables are not 
as successful at creating separation between the growing 
and declining groups. Over half of the growing cities 
exhibit fiscal characteristics which are more common to 
those of the declining group (only 42.9% correct 
classification of growing cities). Patterns do not 
emerge from public sector related data that create a 
. 6 
distinction between growing and declining cities . 
13* 
Using factor scores on the three sets of variables 
produces results similar to those for the regional 
location criterion. The percentage of correct 
classifications for demographic and economic factors 
drop to 3*.2* in both cases, while the fiscal factor 
scores increase the predictive capabilities to c6.op of 
the sample. Using the twelve factors derived from 
treating all variables simultaneously, 89.5% of the 
sample cities are correctly classified. 
Growing and declining cities are most distinct in 
terms of linear combinations of the economic variables, 
as the derived economic discriminant functions 
misclassify only one of the thirty—eight sample cities. 
This can be explained by the strong linkages between 
employment and migration [11,73,7*.107,113.123,138,1*31. 
Growing cities are characterized by a distinct set oi 
economic characteristics, including relatively large 
gains in employment and relatively low unemployment 
rates. 
Using demographic and fiscal variables to derive 
discriminant functions, a greater number of number of 
misclassifications occur, and in neither case does it 
appear that there are significant differences between 
the groups ^ This supports the belief that, again, the 
dynamics of cities cannot be captured by a single 
criterion. 
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The :lassification results suggest that a 
one-dimensional approach to grouping cities is 
inadequate. As the percentage of misclassifications 
increases, it indicates that the groupings under 
question are not sufficiently distinct distinct from 
each other. The misclassification rates reported here 
suggest that the similarities and differences of cities 
are more realistically expressed in a multidimensional 
framework. Multidimensional scaling is applied to 
uncover the hidden structure or dimensionality of the 
data. 
Multidimensional Reduced Solutions 
As the results of the previous section illustrate, 
differences between cities are not adequately revealed 
using one dimension. Based on several demographic, 
economic, and fiscal variables, cities located in, say, 
the Northeast are not distinctly different from those in 
the West, and growing cities are not distinctly 
different from declining cities on the basis of several 
demographic and fiscal variables. These one 
dimensional approaches do not produce meaningful 
results. 
If there are a few basic dimensions upon which 
cities differ, the technique of multidimensional scaling 
can uncover the hidden structure of the data. 
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Multidimensional scaling is a nonstochastic process with 
no established tests of significance to aid the 
researcher in determining how many dimensions to retain. 
Three guidelines were discussed in Chapter III: (1) 
stress, the measure of "badness-of-fit” should not 
exceed .15; (2) the stress measures for each of the 
iterative runs should be plotted against their 
respective numbers of dimensions, and the overall number 
of dimensions retained should be identified at the 
"elbow" of the plot; and most importantly, (3) the 
g 
resulting configuration should be interpretable . 
Application of the MDS techniques to the problem at 
hand does not meet these guidelines. In order to 
maintain a stress level of less than .15* at least eight 
dimensions must be retained, whether one considers the 
demographic configuration, the economic, or the fiscal. 
Also, clusterings of the cities based on these 
eight-dimensional solutions do not support any of the 
conventional beliefs about the relationships between 
cities. 
For instance, as shown in Table 8, based on 
demographic variables, the ten group solution classifies 
Hartford, Kansas City KS, and Washington D.C. together, 
implying these cities have demographic characteristics 
in common which distinguish them from the other cities. 
Equally questionable is a group comprised of Buffalo, 
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Minneapolis 
St. Louis 
Austin 
Newark 
St. Paul 
San Francisco 
Atlanta 
Houston 
Cedar Rapids 
Los Angeles 
Cincinnati 
Indianapolis 
Oakland 
TABLE 8 
MDS REDUCED SPACE CLUSTERINGS 
BASED ON 
DEMOGRAPHIC VARIABLES 
Long Beach 
Philadelphia 
Pittsburgh 
Denver 
New York City 
Honolulu 
Chicago 
Orlando 
Boston 
Seattle 
Hartford 
Kansas City, KS 
Washington, DC 
Buffalo 
Baltimore 
Dallas 
Kansas City, MO 
Detroit 
San Diego 
Dayton 
Baton Rouge 
Nashville-Davidson 
Milwaukee 
Cleveland 
Wichita 
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Baltimore, and Dallas. 
Washington D.C. and Hartford share neither a 
common population size, economic base, or cultural 
heritage, and neither do Buffalo and Dallas. At the 
present time there is no theory that would suggest these 
citie are alike. However, there may be some underlying 
structure that links these cities. 
It is necessary to examine this possibility. 
Multivariate analysis of variance (MANOVA) techniques 
allow one to test for significant differences between 
the groups. The results of a MANOVA analysis of the ten 
demographic groupings indicate that there are no 
significant differences among any of the groups. In 
9 
essence, the group are all relatively the same . 
The MDS results suggest that there are several 
dimensions on which cities differ. Attempts at reducing 
the number of variables needed to identify a city type 
throw away valuable information which can aid m 
classifying similar cities into the same group, and in 
separating cities which do not share common 
characteristics. 
In summary, unidimensional and reduced space 
approaches to classification are inadequate for the 
purposes of creating a typology of cities which can be 
used for policy purposes. Both approaches throw away 
valuable information which can aid in distinguishing one 
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group of cities from the next. An approach which 
retains the information provided by the original 
demographic, economic, and fiscal data sets is 
appropriate. 
Multidimensional Nonreduced 
Approaches to Classification 
Introduction 
Relationships between different types of cities do 
not adequately reveal themselves in a limited number of 
dimensions. It is necessary, therefore, to create 
typologies based on a full range of variables. The 
results of such analyses are the topic of the remainder 
of this chapter. The chapter to follow discusses these 
results and illustrates via an example how the results 
may be used to test the effectiveness of both the 
Revenue Sharing and the Community Development Block 
Grant programs in addressing the needs of the different 
multidimensional city types. 
The variables discussed in Chapter IV are used to 
cluster cities into different groups. As with the 
discriminant analysis approach, the forty-two variables 
have been divided into three sets, demographic, 
economic, and fiscal. The reason for this, as before, 
is to satisfy the requirement that the number of 
observations (cities) must exceed the number of 
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variables. Three typologies are formed, one based on 
each of the sets of variables. After these are 
compared, one final typology is derived, based on a 
subsample of a few of the most salient demographic, 
economic, and fiscal variables. 
For each of the four cases, redundancy in the data 
is reduced by deriving factor scores using principal 
components analysis. Pairwise euclidean distance 
measures between cities are derived from the factor 
scores. It is at this point that the procedure diverges 
from that used with multidimensional scaling: the 
euclidean distances are clustered, rather than reduced 
space fitted distances. 
As mentioned in Chapter III, one difficulty in 
using cluster analysis is that there is no statistical 
test to use to decide how many clusters are "optimal"10. 
With hierarchical clustering techniques, clusters are 
given for every possible level, until all cities are 
members of the same cluster. However, the Johnson’s 
hierarchical clustering algorithm does provide a measure 
of "strength" at each step of the hierarchy. Changes in 
this value approximate the amount of error entered at 
each step. By plotting each change against its 
corresponding step number, it is possible to identify 
the level at which unlike cities are being forced into a 
cluster because they are the nearest "neighbors . Cne 
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looks for points at which the slope of the plot greatly 
changes. The step before the relatively great change is 
recorded and the clusters are determined at this step. 
After the clusters are identified, it is possible 
to test for significant differences between group means 
by using MANOVA procedures. A significant Hotelling’s 
T2 statistic suggests that the null hypothesis (equal 
group means) is untenable and thac. che sample cities do 
not all arise from the same population. 
Establishing that a significant difference in the 
sample exists does not indicate which groups are 
significantly different, nor does it indicate which 
variables contribute to the observed differenceCs). 
Multiple comparison techniques are performed to isolate 
the differences. 
The format for presenting the classification 
results for each of the four cases is as follows: (1) 
the derived classifications are presented, as well as 
the results of the tests for overall significance (i.e., 
different group means); (2) for each case the most 
distressed group of cities is identified; (3) multiple 
comparison tests are conducted to identify whether there 
are significant differences between the most distressed 
group of cities and each of the others; and (4) for each 
classification, a few of the most salient group 
differences are discussed. 
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Demographic Variables 
Based on distances derived from demographic factor 
scores, ten groups of cities are retained. Of these 
ten, four contain at least three cities, and are of 
sufficient sample size to test for significant group 
mean differences. Those cities which do not cluster 
with any of the four groups are relatively unique and 
are eliminated from the typology. 
The demographic classification results are 
presented in Table 9. Most distinct among these groups 
is the first, comprised of cities traditionally 
described as the older, more beleaguered industrial 
cities. 
The group means for each of the demographic 
variables appear in Table 10. The table suggests that 
if significant differences in group means do exist, 
group one cities on average are more demographically 
distressed than the other types ^ . Table 10 indicates 
that group one cities on average are characterized by 
the second lowest ratio of central city to SMSA 
population. This potentially creates problems in terms 
of public sector revenue generation, since it suggests 
that a relatively high degree of decentralization has 
taken place. It is not surprising, therefore, that 
group one city residents possess on average the lowest 
adjusted per capita incomes, the slowest rates of income 
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TABLE 9 
FOUR GROUPS BASED ON HIERARCHICAL CLUSTERING OF 
TEN DEMOGRAPHIC VARIABLES3 
Group 1 Group 2 Group 3 Group 4 
Boston 
Buffalo 
Cleveland 
Hartford 
Newark 
Baltimore 
Dayton 
Detroit 
Milwaukee 
Oakland 
Philadelphia 
St. Louis 
Baton Rouge 
Cedar Rapids 
Indianapolis 
Nashville- 
Davidson 
San Diego 
Atlanta 
Cincinnati 
Kansas City, KS 
Kansas City, MO 
Long Beach 
Minneapolis 
Orlando 
Pittsburgh 
San Francisco 
St. Paul 
Seattle 
aSample cities which do not cluster with 
New York City, Austin, Houston, Denver, 
Wichita, Dallas, Honolulu. 
any of the four groups: 
Chicago, Los Angeles, 
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growth, and the lowest per capita incomes relative to 
those of the SMSA residents. 
Examining I ible 10 leads one to suspect that there 
are some significant differences between the groups, but 
a statistical test which takes account of differing 
group sizes and error variance- covariance matrices is 
necessary. 
The bottom of Table 11 presents the results of the 
multivariate tests of significance. Hotelling's T 
statistic is highly significant, indicating the presence 
of at least two significantly different means. Table 11 
also presents the results of selected multiple 
comparisons of the most distressed group (group one) and 
the others. Confidence intervals which do not contain 
zero are significant at the .05 level^. A significant 
confidence interval implies that there is a significant 
difference for the variable considered between the means 
of the two groups in question. 
Therefore, it can be seen that in terms of 
population, group one differs only from group two. Of 
particular interest are the results revealed by the 
income figures. Per capita adjusted incomes are 
significantly lower for group one cities than for any of 
the other groups. One possibility for this could be 
related to differences in the cost of living in 
different regions of the nation. Those cities 
mg 
represented in group one are all relatively old cities 
that developed with an emphasis on an industrial 
economic base. Now these areas are characterized by 
relatively high costs of living and relatively high 
unemployment rates. These act to reduce the amount of 
discretionary income per capita that exists in the 
region. 
Table 11 also shows that this distressed group is 
characterized by a significantly slower rate of increase 
in adjusted per capita income than any of the other 
groups, as well as a much lower ratio of central city to 
SMSA per capita income. This suggests that the wealth 
of the metropolitan area is concentrated in the suburbs, 
as hypothesized by Norton [13*0« Low relative per 
capita income combined with slow rates of increase and 
an income imbalance between city and suburb portend 
troubles for group one cities. Since income translates 
into consumer demand and therefore economic activity, 
relatively slow rates of growth in income mean slow 
growth in demand for both goods and services, and also 
the labor to create them. 
Group one cities, then, while not among the largest 
in the sample, display characteristics which may portend 
stress in terms of demands made upon the public sector, 
in terms of the income-earning potential of the 
residents, and in terms of potential growth of market 
150 
demand and economic activity. 
Economic Variables 
Based on the economic variable clustering, six 
groups are retained, three of which contain at least 
three cities. These three groups appear in Table 12. 
Baton Rouge, Minneapolis, St. Paul, and Honolulu are 
not similar to any of the three groups listed in the 
table, and are therefore excluded from the analysis. 
A comparison of economic group means appears in 
Table 13. The table shows that group two cities on 
average are characterized by the highest unemployment 
rates (UNEMP77)* among the lowest per capita employment 
rates (PCCEMP77)» and by far the slowest rate of 
employment increase (CCHEMP). These characteristics, if 
significantly different from the other two groups, 
suggest that on average the cities in group two are more 
economically distressed than those in the other groups. 
Table 14 presents the results of multivariate tests 
of significance and multiple comparison techniques. 
Hotelling's T2 is highly significant. Multiple 
comparison results indicate that there are significant 
differences between the most distressed group and the 
others on practically all of the economic variables. A 
few of these differences are discussed below. 
The unemployment rate for the group of most 
151 
TABLE 12 
THREE GROUPS BASED ON HIERARCHICAL CLUSTERING OF 
EIGHT ECONOMIC VARIABLES3 
Group 1 Group 2 Group 3 
Atlanta Baltimore Austin 
Cedar Rapids Boston Nashville-Davidson 
Dallas Buffalo New York City 
Denver Chicago San Diego 
Houston Cincinnati 
Indianapolis Cleveland 
Kansas City, MO Dayton 
Milwaukee Detroit 
San Francisco Hartford 
Seattle Kansas City, KS 
Wichita Long Beach 
Los Angeles 
Newark 
Oakland 
Orlando 
Philadelphia 
Pittsburgh 
St. Louis 
Washington, DC 
3Sample cities which do not cluster with any of the three groups. 
Baton Rouge, Minneapolis, St. Paul, Honolulu. 
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distressed cities (group two) was much higher on average 
in 1977 than for the other cities. As discussed in 
Chapter IV, this does not necessarily suggest economic 
difficulties due to the nature of the variable and the 
method by which the data is collected. However, other 
significant differences are apparent. On average, per 
capita total employment is significantly lower for group 
two cities than for the eleven cities in group one, and 
employment growth (CCHEMP) is significantly slower in 
group two than in either of the other groups. 
The cities in group two include many of the older 
cities located in the Northeast and Midwest and many of 
these cities have been losing population and employment 
at a relatively rapid rate. Also included in the group 
are some Western cities which are also experiencing a 
levelling out of economic activity (e.g.. Long Beach and 
Los Angeles). Group two cities may very well be 
experiencing what Wilbur Thompson refers to as the 
filtering down process of industries [178], without the 
replacement of declining industries by new, innovative 
ones. 
Washington D.C. appears to be an anomaly. Since 
its economic base is highly specialized and stable, it 
is difficult to think of it as being in economic 
distress. However, this may not seem so surprising when 
one considers how the economic variables are defined. 
158 
Employment figures refer to the employment of city 
residents, not the number of jobs available in the city. 
Washington D.C. has a large black population which 
traditionally is characterized by high unemployment. 
In summary, the economic groupings cut across 
regional boundaries and size classes, and there are 
significant differences between the most distressed 
economic group and the others. 
Fiscal Variables 
Euclidean distances derived from fiscal factor 
scores are applied to the Johnson’s hierarchical 
clustering algorithm, and ten groups are retained. Of 
these ten groups, five contain at least three cities and 
these appear in Table 15. Hartford, Washington D.C., 
Orlando, Indianapolis, and Honolulu display fiscal 
characteristics which make them relatively unique. For 
this reason, they have been eliminated from the 
analysis. 
A comparison of group means on the twenty-four 
fiscal variables appears in Table 16. The table shows 
that group three cities, which include Boston, New York, 
Newark, Buffalo, and Baltimore, on average are 
characterized by the highest ratio of property taxes as 
a percentage of own source revenues (PTAXPR77)* the 
highest effective property tax rates (EFPTAX76), the 
F
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largest degree of overstaffing of municipal employees 
(OVERSTAF), the highest dependence on intergovernmental 
aid (INTGPERC), the lowest fiscal capacity measured by 
income (FISCAP1), and the highest fiscal effort (again, 
measured in terms of income). These characteristics, if 
significantly different from the average characteristics 
of the other four groups, suggest that group three 
cities face the highest degree of fiscal stress. 
Table 17 presents the results of multivariate tests 
of significance and selected multiple comparisons 
between the most distressed group (three) and the 
others. Hotelling’s l2 statistic is significant at the 
.01 level, indicating the presence of at least one 
significant difference between group means. The 
multiple comparisons identify where these differences 
lie. Of particular interest are group differences on 
the reliance of the city on property tax revenues 
(PTAXPR77) and intergovernmental aid (INTGPERC), changes 
in the reliance on intergovernmental aid (CHIGPERC), the 
degree to which the public sector is overstaffed 
(OVERSTAF), and fiscal effort (EFF0RT1). Differences 
between these group means are discussed below. 
Boston, New York, Newark, Buffalo, and Baltimore on 
average are characterized by a much greater reliance on 
property tax as a source of local revenue than are any 
of the other groups'^. On average they are also 
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characterized by a significantly greater reliance on 
intergovernmental aid than the average city of groups 
two and four. This implies that group three cities are 
effected more seriously by tax base loss that 
accompanies decentralization than are other city types. 
Decentralization or migration cause the loss of tax 
dollars as well as jobs and/or residents. 
This distressed group of cities on average is also 
characterized by a greater reliance on state and Federal 
largesse, and may be "hooked on Federal aid" [172], 
Such reliance can create serious management problems. 
First of all, the funds are often accompanied by 
restrictions which constrain the local government in the 
uses to which the money may be put. Second, dependence 
on intergovernmental aid makes cities more vulnerable to 
the national economic cycle. Third, President Carter 
has made it clear that the Federal government is looking 
to the states and the metropolitan regions to share some 
14 
of the "burden" in helping the cities . Since there is 
no official National Urban Policy, programs are run in a 
piecemeal fashion, often with conflicting results. 
Cities which grow to depend on the receipt of funds from 
a particular program may find themselves overextended 
when the funding is not renewed. This happened to 
several when the anti-recession fiscal assistance 
program * expired in 197315. And regardless of the 
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outcome of the upcoming Presidential election, it is 
likely that there is no plan on the horizon to fashion 
and implement a comprehensive National Urban Policy. 
Cities that continue to rely heavily upon 
intergovernmental aid must expect to face the 
uncertainties surrounding the future of the program's 
funding capabilities. 
Although there are significant differences between 
groups in the average level of reliance upon 
intergovernmental aid, these differences appear to have 
been stable over the time period from 1972 to 1977, as 
revealed by the lack of any significant changes in the 
share of revenues provided by such aid (CHIGPERC). 
However, since intergovernmental aid is measured as a 
percentage of total revenue, a lack of change over time 
does not imply that there is no change in the absolute 
amount of funds being received from higher levels of 
government. 
The rising cost of public service delivery is 
proposed as a major reason for big city fiscal distress 
[40,132]. As Table 17 indicates, group three cities on 
average hire a proportionately higher ratio of total 
municipal full-time employees per employed city resident 
(OVERSTAF). This refines Peterson's findings that the 
older, declining cities hire a larger ratio of public 
employees per capita than do growing cities [145]. 
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Cities with declining populations are present in each of 
the five groups listed in Table 15, but those in group 
three are singled out as those with the worst average 
overstaffing problem. 
It is necessary to interpret the overstaffing 
variable with caution. It is not clear whether cities 
with a relatively high ratio of municipal employees per 
employed resident are in fact "overstaffed", or whether 
the relatively high ratio is due to a relatively smaller 
number of residents. Different cities have different 
needs, and there is no base public employment level on 
which to compare cities. Cities with relatively high 
ratios of municipal to total city employees may simply 
have a preference for labor intensive services. 
Finally, group three cities on average possess the 
highest level of fiscal effort, measured as the ratio of 
total locally raised general revenue to local income. 
While these cities are highly dependent upon 
intergovernmental aid, they are also characterized by 
relatively heavy tax strain. 
In summary, group three cities are characterized by 
an inordinate reliance upon intergovernmental aid and a 
relatively heavy local tax effort that depends to a 
large extent upon property tax receipts. The cities 
display the classic fiscal stress syndrome of high 
relative costs of public service delivery, caused in 
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part by overstaffing problems. 
At this point, three typologies exist, one for each 
of the three sets of variables utilized. Table 18 gives 
a comparison of the most distressed group in each of the 
three cases. Three cities (Newark, Boston, and Buffalo) 
appear to be in the most distressed group in all three 
scenarios. Hartford and Cleveland are members of the 
most distressed group in all but the fiscal 
classification, and Baltimore, in all but the 
demographic classification. 
Other than by identifying the cities common to all 
three of the classifications, there is no logical way to 
reconcile the results of the three different 
classifications. There is nothing to suggest that a 
city facing fiscal stress is less distressed than one 
facing economic stress. Certain situations may warrant 
the examination of a specific type of distress. For 
example, one may wish to predict what cities are likely 
to experience fiscal distress in the near future. 
A classification combining the different types of 
variables provides a more comprehensive typology of 
cities facing varying degrees and types of distress. 
Combining the variables also allows for interactions 
which are known to exist between demographic, economic, 
and fiscal variables. As mentioned in Chapter II, 
limited to variables previous studies have been 
TABLE 18 
Deraograph 
Cleveland 
Hartford 
Newark 
Boston 
Buffalo 
COMPARISON OF MOST DISTRESSED GROUP 
BASED ON 
DEMOGRAPHIC, ECONOMIC, AND FISCAL VARIABLES 
LC Economic 
Cleveland 
Hartford 
Newark 
Boston 
Buffalo 
Fiscal 
Newark 
Boston 
Buffalo 
Baltimore 
Washington, DC 
Philadelphis 
Long Beach 
Orlando 
Los Angeles 
Dayton 
Cincinnati 
Chicago 
Kansas City, KS 
St. Louis 
Pittsburgh 
Detroit 
Oakland 
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reflecting either economic, fiscal, or social 
characteristics. Previously, no attempt has been made 
to combine these types into one typology. Presented 
below is a classification based upon a reduced set of 
nine variables selected from the original forty-two. 
Selected Demographic, Economic, 
and Fiscal Variables 
The nine variables listed in Table 19 are singled 
out from the forty-two demographic, economic, and fiscal 
variables and combined to form a cross-variable 
classification. The variables represent key factors 
linked with economic development and the flow of funds 
into and out of a region. Before presenting the 
classification results, a brief justification for the 
inclusion of each variable will be mentioned. 
Population (CCP0P77) is a variable which has been 
used to explain the economic growth and decline of areas 
[23,31, 64,853. With few exceptions the country’s 
largest cities consistently rank near the top on various 
distress measures [29*50,66,126], but at the same time, 
city size has often been considered the most important 
variable predicting growth [63.66,115]. Clearly, the 
largest cities cannot be characterized by both of these 
conflicting scenarios. Including the population figure 
enables, one to test whether there is a relationship 
between size and growth or decline. 
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TABLE 19 
SELECTED DEMOGRAPHIC, ECONOMIC, AND 
FISCAL VARIABLES3 
1. Central City Population (CCPOP77) 
2. Adjusted Per Capita Household Income (INCADJ75) 
3. % Change in Adjusted Per Capita Household Income (CHINCADJ) 
4. Per Capita Total Employment (PCCEMP77) 
5. % Change in Total Employment (CCHEMP) 
6. Property Tax as a % of Own Source Revenues (PTAXPR77) 
7. Intergovernmental Revenue as a % of Total Revenue (INTGPERC) 
8. Per Capita Spending on Common Functions (COMFPC77) 
9. Total Municipal Full-Time Equivalent Employees as a % of Total 
City Employees (OVERSTAF) 
For a more complete description of each variable, see Chapter IV 
for definitions and sources for each, see Appendix A. 
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Per capita adjusted income (INCADJ75) and changes 
in income (CHINCADJ) are surrogates for market demand 
and economic activity. Since " few of the costs of 
urban growth are easily reversible into economies of 
diminution”16, relatively low per capita incomes or 
relatively slow growing incomes can create undue burdens 
for the city and cause it to face stress- stress in 
providing jobs for the unemployed, and in providing 
goods and services to the public. 
Per capita employment (PCCEMP77) and changes in 
employment (CCHEMP) are included because the local 
economic base can determine the level, stability, and 
growth of local income and output. Per capita 
employment figures give a rough estimate of the ratio of 
economically productive to economically dependent 
portion of the population. Rapid changes in employment 
can portend undue strain on the public sector. 
Four fiscal variables are included in the analysis. 
The first measures the reliance of the locality on 
property taxes as a source of revenue (PTAXPR77). 
Relatively high reliance on intergovernmental aid 
(INTGPERC) can also create problems for a city because 
its flow of funds depends in large part on a source over 
which the city has little control. 
As mentioned previously, the rising cost of public 
service delivery in the face of lagging revenue growth 
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is often proposed as a major reason for big city fiscal 
stress [40,132]. The last two variables measure aspects 
of these rising costs. Common function workers per 
thousand residents (COMFPC77) is used as a standardized 
measure to compare the number of workers hired to 
perform presumably comparable jobs. Municipal workers 
as a percentage of employed city residents gives an 
indication of the total overstaffing problem and of the 
"burden” of such staffing on privately employed 
individuals. 
In short, demographic, economic, and fiscal 
variables are chosen to highlight differences between 
cities and situations which can lead to fiscal distress. 
City size and the income potential of its residents and 
their employment status are included. Also measured is 
the dependence of the public sector on property taxes 
and intergovernmental revenues, and the degree to which 
the city may be inefficiently using its funds by hiring 
relatively more workers than are hired for comparable 
work in other cities. 
Based on euclidean distance measures of factor 
scores- derived from the nine variables, six groups are 
retained, three of which contain at least three cities. 
New York City, Washington D.C., and Honolulu are similar 
to no other sample cities and have therefore been 
excluded from the classification scheme which appears in 
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Table 20. These results are not surprising when one 
considers the size of New York, the economic 
specialization of Washington D.C., and the location and 
economic specialization of Honolulu. 
A comparison of group means appears in Table 21. 
The table shows that group one cities on average rate 
the poorest in terms of adjusted income and income 
growth, and also are characterized by the highest 
reliance c l either inelastic property taxes, or 
intergovernmental aid. The cities in this group, 
labelled "mature", also have on average more municipal 
workers per thousand residents than do cities from 
groups two or three for comparable jobs. The cities are 
located primarily in the Northeast or Midwest, and have 
a wide range of populations. 
Group two cities, labelled "market potential 
cities", are characterized by residents with the highest 
adjusted per capita incomes, the greatest increases in 
incomes, and the highest ratio of per capita employment. 
The cities are regionally mixed and vary in population 
size, although on average they have smaller populations 
than either the distressed group or group three, the 
"diversified" cities. 
Group three cities are by far the largest cities of 
the sample, containing six out of the nine largest 
cities in the country. The group also contains all five 
TABLE 20 
THREE GROUPS BASED ON REDUCED SET OF NINE 
DEMOGRAPHIC, ECONOMIC, AND FISCAL VARIABLES3 
Group 1 Group 2 Group 3 
Baltimore Atlanta Austin 
Boston Cedar Rapids Baton Rouge 
Buffalo Dayton Chicago 
Cleveland Denver Cincinnati 
Detroit Kansas City, MO Dallas 
Hartford Minneapolis Houston 
Indianapolis Nashville-Davidson Long Beach 
Kansas City, KS Oakland Los Angeles 
Milwaukee Pittsburgh Orlando 
Newark San Francisco Philadelphia 
St. Paul San Diego 
Seattle St. Louis 
Wichita 
aSaraple cities which do not cluster with any of the three groups 
New York City, Washington, DC, Honolulu. 
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TABLE 21 
COMPARISON OF GROUP 
GROUPS BASED ON REDUCED SET 
MEANS 
OF NINE VARIABLES 
a 
VARIABLE GROUP 1 GROUP 2 GROUP 3 
Central City Population, 1977 
(CCPOP77) 
569,115 373,896 1,129,237 
Per Capita Adjusted Household 
Income, 1975 (in $) 
(INCADJ75) 
4,254 5,521 5,330 
% Change in Adjusted Per Capita 
Income, 1969-1975 (in %) 
(CHINCADJ) 
48 56 55 
Per Capita Total Employment, 1977 
(PCCEMP77) 
0.48 0.53 0.46 
% Change in Total Employment, 1970- 
1977 (in %) (PTAXPR77) 
60 37 30 
Property Tax as % Own Source 
Revenue, 1977 (in %) 
(INTGPERC) 
52 36 29 
Per Capita Spending on Common 
Functions, 1977 ($/person) 
(COMFPC77) 
0.29 0.28 0.24 
Total Municipal Full-Time Equiva¬ 
lent Employees as a % of Total 
Resident Employees (in %) 
(OVERSTAF) 
6 4 4 
aSee Appendix A for a description of each of the acronyms. 
bSee Table 20 for a list of group membership. 
CN = number of sample cities in each group. 
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of the sample central cities which actually gained 
population in the period from 1970 to 1977 (Austin, 
Baton Rouge, Dallas, Houston, Orlando, and San Diego), 
i.e., cities which can annex property with relative 
ease. It is interesting that the growing cities 
resemble most closely characteristics possessed by the 
largest cities in the country. 
While these cities on average are characterized by 
the lowest per capita employment rates, they are also 
characterized by the highest employment growth rates. 
In terms of the public sector on average, they are the 
least dependent upon both property taxes and 
intergovernmental aid for revenue sources, and also tend 
to hire the least number of public workers to perform 
both functions common to other cities and also public 
employment in general. 
If the average characteristics described above are 
significantly different for the ’’mature", the "market 
potential", and the "diversified" groups of cities, they 
suggest that on average the "mature" (group one) cities 
are more distressed than those in the other groups. 
The bottom of Table 22 presents the results of 
multivariate analysis of variance procedures. 
Hotelling's statistic is highly significant, which 
indicates there exists at least one significant 
difference between the groups of cities. As with the 
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three previous classification analyses, multiple 
comparison techniques are used to pinpoint these 
significant differences. A few of these differences are 
discussed below. 
The residents of "mature” cities, on average, 
receive significantly lower adjusted incomes per capita 
than do residents in either of the other groups. These 
incomes have also been the slowest to grow. Related to 
this is the significantly lowest rate of employment 
increase. These group means can be explained by the 
continuing decentralization (or migration) of both the 
wealthier residents and employment opportunities from 
these older, industrial cities, and the strict zoning 
laws which prevent minorities from following the jobs to 
the suburbs [128,13*0. 
The public sector for the average "mature" city 
both contributes to the exodus of taxable property and 
residents and reacts to this exodus, and the reactions 
may often make the situation worse by creating 
incentives for still others to leave the central city. 
For example, a heavy reliance on inelastic property 
taxes translates into relatively higher property tax 
rates which reduce the comparative advantage of the 
central city. Overstaffing due to public mismanagement 
can further increase the effective tax rates, and when 
residents and jobs leave the city, it loses tax base 
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revenues and employment opportunities. Since it relies 
on the property tax for a major portion of its revenues 
(on average, 60%), it must either raise rates again 
(because it now has a smaller tax base), depend on 
Federal largesse, or attract new sources of tax 
revenues. To attract these new sources, however, it 
must compete with other areas, and therefore must offer 
services at a competitive rate. 
Meanwhile, unemployment may have increased with the 
exodus of firms. Particularly vulnerable are unskilled 
workers. If the local government acts as an employer of 
last resort, it may find its payroll inflated, and the 
tax rate most likely will be affected. Again, the 
spiral begins. 
On average the ’’mature" cities exhibit 
characteristics depicted by the scenario above. 
Adjusted income levels are significantly lower than for 
the other groups. Income growth is also at a slower 
rate, and per capita employment is significantly lower. 
The average "mature" city relies significantly more on 
both property taxes and intergovernmental aid to make 
ends meet. It also hires relatively more municipal 
employees per thousand residents than do other city 
types. In short, the mature city is the most distressed 
city in the typology. 
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Summary 
Univariate approaches to urban classification are 
the quickest and least expensive methods available to 
group cities. They are also the least useful. 
Univariate approaches have been shown to lack sufficient 
refinement for the purposes of creating a typology which 
can be used to identify the unique problems of city 
types. Neither regional location nor population change 
create typologies of cities which contain distinct 
city-types. 
Reduced space techniques are also unsuccessful at 
creating distinct city types. There does not seem to 
exist a small number of identifiable dimensions upon 
which cities differ. 
Clustering techniques are successful at creating 
distinct city types. Four classification schemes have 
been created. The first three have created city groups 
based on, respectively, ten demographic, eight economic, 
and twenty-four fiscal variables. These approaches, 
while useful for specialized policy analyses, are not 
sufficiently general to encompass interactions between 
the different types of variables. 
For that purpose, a final classification is 
proposed, based on a select number of the demographic, 
economic, and fiscal variables. It is shown that the 
created city types are indeed distinct. 
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The typology can be used to test policy issues of 
interest. An example of such an application appears in 
the following chapter. The hypothesis that is tested is 
that the Federal formula—funded grants under the General 
Revenue Sharing and Community Development Block Grant 
programs are sufficiently flexible to direct a 
significantly greater portion of its funds to the city 
groups identified as being the most distressed. 
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Footnotes 
1. This, of course, makes the assumption that the 
definitions of region used by the Census Bureau 
are based on meaningful regional distinctions. 
However, these same regional divisions are the 
ones used in studies which discuss regional 
differences L51,95,142, 168,174]. 
2. The fort-two variables are divided into three 
types to satisfy the requirement that the 
number of observations or cities (38) must 
exceed the number of variables. 
3. The marked improvement in classifying abilities 
can be misleading. The four group discriminant 
case is much more difficult than the two group 
case, and the probabilities of 
misclassification increase in general. 
4. For the four group case, classification 
abilities are greatly reduced when demographic 
and economic factor scores are used instead of 
raw data. However, for fiscal variables, the 
classification abilities increase markedly on 
average from 39.5% correct classification 
(i.e., 15 out of 38 sample cities) to 65.8% (25 
out of 38). This indicates that the data 
reduction method throws away valuable 
information for the first two cases, while it 
primarily reduces redundancy in the third. 
While it is not possible to test the 
classifying capabilities of all forty-two 
variables simultaneously, it is poossible to 
test the capabilities of the twelve factors 
derived from them. The twelve factors classify 
71% of the cities into the correct regional 
class when either four or two groups are 
assumed. 
5. See footnote 4 for the factor score results. 
6. It must be remembered that these statements are 
limited to the types of variables used in this 
analysis. Lagged relationships have not been 
considered here, and it could be that over long 
periods of time there are distinct fiscal 
patterns which are capable of distinguishing 
growing from declining cities. 
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7. MANOVA procedures cannot be used to test for 
statistically significant differences because 
of the inadequate sample size vis a vis the 
degrees of freedom and the small population 
size of the population increase group. 
8. Joseph B. Kruskal and Myron Wish, 
Multidimensional Scaling (Beverly Hills: Sage 
Publications University Paper No. 11, 1978), 
pp. 51-60. 
9. All three of the multivariate tests of 
significance reported with MANOVA results 
(Pillais, Hotellings, and Wilks) produce alpha 
levels of .54. With these insignificant 
results, it is not possible to reject the null 
hypothesis. Therefore, one must conclude that 
there are not significant differences between 
the groups in terms of the demographic 
variables upon which the clustering were 
formed. 
10. With this particular research problem, policy 
can dictate the optimal number of clusters. 
Even flexible policy cannot handle a large 
number of clusters. 
11. To label a city group as more or most 
distressed does not imply that other cities do 
not face problems, nor is it meant to address 
the issue of distress in an absolute sense. 
Distress is considered in relative terms. 
12. The confidence intervals represent the range 
within which the true parameter of interest (in 
this case, the difference between the true 
means) fall 95 out of 100 times. 
13. Although there is not significant difference 
between the group three mean and that of group 
five, this could be due to the the small group 
size associated with the latter. 
14. Rochelle Stanfield, "Getting the States and 
Regions to Help Out Their Cities," National 
Journal (October 15*1977): 1604-1612. 
15. Ibid. 
16. George Peterson, "Finance," in The Urban 
Predicament , William Gorham and Nathan Glazer, 
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eds. (Washington D.C.: The Urban Institute, 
1976):44. 
CHAPTER VI 
DISCUSSION 
In this Chapter the research findings are 
summarized. A policy application to the classification 
schemes is presented to suggest potential uses of such 
classifications. Finally, recommendations for future 
research are offered. 
Summary of Results 
The objective of this research was to increase the 
understanding of the classification of cities by 
developing representative groups of cities which can be 
applied to policy questions of interest. In order to do 
this, first it was necessary to illustrate the 
shortcomings of past classification schemes. 
According to popular belief, cities in the Northern 
and Midwestern regions of the country are beleaguered 
cities, generally declining in population, relative per 
capita income, and employment, while the Southern and 
Western cities are more generally characterized by the 
reverse. Cities growing in population are believed to 
possess a set of characteristics distinctly different 
from those of cities losing population. The results of 
of this research suggest that the condition of a city is 
much more complex than can be explained solely on the 
basis of regional location or population growth and 
decline. 
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These popular beliefs are dependent upon 
geographical or demographic variables, and ignore both 
economic and fiscal factors which are also important in 
determining the relative conditions of cities. But in 
spite of this, regional coalitions such as the 
Northeast- Midwest Economic Advancement Coalition have 
been formed to fight for regionally beneficial Federal 
program formulas. 
Previous research efforts dealing with the relative 
conditions ("health") of cities have usually focused on 
a particular aspect of the urban situation, such as 
economic or fiscal "health". Cities have been ranked or 
classified according to their perceived conditions. 
These past studies share three major shortcomings. 
First, their focus has often been narrow, in the sense 
of either using a limited number of variables to 
classify cities, or using a particular type of variable 
(for example fiscal), to the exclusion of others. 
Second, data has often been outdated. It is 
questionable whether relationships revealed by 1970 
Census data are still in operation, say, seven or eight 
years later. Finally, past research efforts have never 
used multivariate techniques to test whether or not 
there are significant differences between their derived 
city-types. 
This research has been conducted to address all 
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three of these shortcomings. Forty-two demographic, 
economic, and fiscal variables based on the most current 
information available have been employed to classify 
thirty-eight American cities into typologies. Separate 
demographic, economic, and fiscal typologies have been 
created, and a typology has also been developed which is 
based on a reduced number of all three types of 
variables. The derived classifications have been tested 
for significant differences to ensure that distinct 
groups of cities have been formed. The outcome of this 
research suggests that city classifications are highly 
dependent upon the. type of variable used to create 
clusters. Cities which exhibit similar economic traits 
need not be similar in fiscal traits. There is 
considerable overlap, however, between cities classified 
as the most fiscally, economically, and demographically 
distressed. 
As can be expected, city-types become more complex 
as more variables are included in the analysis. 
Classifications based on the list of nine demographic, 
economic, and fiscal variables produce more 
stereotypical groups (i.e.. North versus South, etc.) 
than do those based on the extended sets of variables. 
It is important to weight the costs of data 
collection against the benefits to be derived from the 
classifying process. For some purposes, a limited 
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number of variables may be sufficient to characterize 
cities. However, if the classification is being used to 
help policy makers identify those cities in most need of 
aid, it is necessary to include many indicators of the 
relative conditions of cities. 
Example of Policy Application 
Federal programs which use formulas to distribute 
funds are, in fact, using classification schemes to 
guide the flow. Cities with relatively high levels of 
the formula components (e.g., population, overcrowded 
housing, unemployment rate, etc.) receive a relatively 
large amount of Federal monies. But these formulas, 
like popular beliefs such as Northern versus Southern 
cities, are based on a very limited number of variables, 
and may ignore important factors. Classification 
schemes such as the ones developed here can be used to 
test whether or not this is so. 
Using the four sets of typologies, it is possible 
to test the hypothesis that Federal formula-funded 
grants are sufficiently sensitive to the existence of 
different basic types of cities, and different types of 
city need. If the formulas are sensitive to these 
differing degrees (and types) of need, one would expect 
to find a significantly larger portion of the funds 
being distributed to those cities with the greatest 
stress (need). In essence, to test the hypothesis it is 
necessary to discern whether there are any significant 
differences between the different groups in terms of the 
receipt of Federal grants. 
As an illustration, two types of formula-funded 
grants are examined here: Community Development Block 
Grant (CDBG) receipts from 1975 through 1977, and 
receipts of General Revenue Sharing (GRS) funds from 
1974 through January 1, 1978. Both programs have as at 
least one objective the aiming of Federal aid to those 
areas most in need. General Revenue Sharing, as amended 
in 1976, is designed to provide general financial 
assistance to states and general purpose local 
governments. It has a long history with sometimes 
incompatible objectives, but the four basic ones 
include: (1) general purpose support, (2) increased 
discretionary funds, (3) (horizontal) fiscal adjustment, 
and (4) increased aid to large cities. Related to 
horizontal fiscal adjustment and increased aid to large 
cities is the objective of providing more money to needy 
cities with large dependent populations^. 
The Community Development Block Grant program 
establishes categories of eligible applicants and treats 
them differently depending on their size, their 
location, and their type of government. One of the 
methods of allocation of funds uses a formula, adopted 
to prevent grantsmanship and to address the differing 
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2 
needs of recipients . 
A multivariate analysis of variance (MANOVA) is 
conducted to establish whether there exist any 
significant differences in average receipts of funds 
between the three groups listed in Table 23. The F test 
2 
approximation of Hotelling's T statistic is not 
significant at the .05 level, and it is therefore 
concluded that there is no significant difference 
between these groups in terms of the receipt of formula 
3 
funds under the CDBG and GRS programs . It should be 
remembered that in Chapter V it is established that 
there are significances between the groups in terms of 
per capita adjusted incomes and several other variables. 
There are no significant differences in average 
fund receipts between any of the groups formed on the 
basis of the nine demographic, economic, and fiscal 
variables. Perhaps there are differences in the groups 
based solely on the extended sets of demographic, 
economic, and fiscal variables (Tables 24, 25, 26). The 
results of separate multivariate analyses of variance 
suggest that the only significant differences are 
between the groups formed from demographic variables 
4 
(Table 24) . 
A comparison of group means based on the policy 
variables appears in Table 27. In order to discover 
whether there are significant differences between the 
TABLE 23 
THREE GROUPS BASED ON REDUCED SET OF NINE 
DEMOGRAPHIC, ECONOMIC, AND FISCAL VARIABLES3 
Group 1 Group 2 Group 3 
Baltimore Atlanta Austin 
Boston Cedar Rapids Baton Rouge 
Buffalo Dayton Chicago 
Cleveland Denver Cincinnati 
Detroit Kansas City, MO Dallas 
Hartford Minneapolis Houston 
Indianapolis Nashville-Davidson Long Beach 
Kansas City, KS Oakland Los Angeles 
Milwaukee Pittsburgh Orlando 
Newark San Francisco Philadelphia 
St. Paul San Diego 
Seattle St. Louis 
Wichita 
aSample cities which do not cluster with any of the three groups 
New York City, Washington, DC, Honolulu. 
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TABLE 24 
FOUR GROUPS BASED ON HIERARCHICAL CLUSTERING OF 
TEN DEMOGRAPHIC VARIABLES3 
Group 1 Group 2 Group 3 Group 4 
Boston 
Buffalo 
Cleveland 
Hartford 
Newark 
Baltimore 
Dayton 
Detroit 
Milwaukee 
Oakland 
Philadelphia 
St. Louis 
Baton Rouge 
Cedar Rapids 
Indianapolis 
Nashville- 
Davidson 
San Diego 
Atlanta 
Cincinnati 
Kansas City, KS 
Kansas City, MO 
Long Beach 
Minneapolis 
Orlando 
Pittsburgh 
San Francisco 
St. Paul 
Seattle 
aSample cities which do not cluster with any of the four groups: 
New York City, Austin, Houston, Denver, Chicago, Los Angeles, 
Wichita, Dallas, Honolulu. 
20 0 
TABLE 25 
THREE GROUPS BASED ON HIERARCHICAL CLUSTERING OF 
EIGHT ECONOMIC VARIABLESa 
Group 1 Group 2 Group 3 
Atlanta Baltimore Austin 
Cedar Rapids Boston Nashville-Davidson 
Dallas Buffalo New York City 
Denver Chicago San Diego 
Houston Cincinnati 
Indianapolis Cleveland 
Kansas City, MO Dayton 
Milwaukee Detroit 
San Francisco Hartford 
Seattle Kansas City, KS 
Wichita Long Beach 
Los Angeles 
Newark 
Oakland 
Orlando 
Philadelphia 
Pittsburgh 
St. Louis 
Washington, DC 
aSample cities which do not cluster with any of the three groups; 
Baton Rouge, Minneapolis, St. Paul, Honolulu. 
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most distressed group (established in the previous 
chapter as group 1) and the others multiple comparison 
techniques are performed. The results appear in Table 
28. From the table it can be seen that Boston, Buffalo, 
Cleveland, Hartford, and Newark have received a 
significantly greater average amount of funds under the 
CDBG program than have groups three and four (Table 24), 
and a significantly smaller portion of General Revenue 
Sharing funds than the cities in group two. It appears 
that on the basis of the demographic classification of 
cities, while targeting of Federal funds does occur, the 
targeting is not to those cities facing the greatest 
average degree of stress. 
In summary* targeting * has occurred in the 
distribution of funds according to demographic groupings 
of cities while there are no significant differences in 
average receipts between the economic and fiscal 
groupsing of cities or between the clusters formed from 
a combination of variables. While it has been 
established that there exist significant differences 
between group means on various variables in these three 
classification schemes, these differences are not 
reflected in the receipt of grant funds under the 
General Revenue Sharing and Community Development Block 
Grant programs. 
These results are not surprising. Both types of 
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funds are disbursed primarily according to demographic 
variables, and are therefore reflected in the 
demographic classifications. 
This poses some interesting considerations. 
Revenue Sharing was conceived as a method by which the 
Federal government could share its fiscal surpluses; the 
program provides a system by which virtually every unit 
of government can "share a piece of the pie." Today 
this may not be appropriate. There is no longer a 
surplus to share. As the Federal government is facing a 
severe shortage of funds, targeting becomes necessary. 
Through targeting, the government can direct its funds 
to those cities with the greatest need, in terms of 
economic and fiscal variables as well as demographic 
variables. 
These conclusions, however, are tentative, because 
knowledge of the type and location of Federal spending 
allows only a partial understanding of its effects. An 
examination of Federal spending patterns under two of 
its programs doesn't fully describe the geographic 
distribution of Federal policy. Taxes, trade, 
regulation, and foreign policies must also be 
considered, for in some cases, these may very well have 
a greater impact on the economic well-being of a city 
than does the flow of, say. Revenue Sharing funds. 
The conclusions are also incomplete to the extent 
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that they do not measure the ultimate impact of the 
Revenue Sharing or Community Development Block Grant 
funds on the community. What happens to the local 
economy once the money gets there is another matter. 
Limitations of the Research 
As with any research endeavor, there are certain 
limitations which must be kept in mind when analyzing 
the results. These are briefly discussed here. 
Any classification of cities is somewhat arbitrary 
in that the outcome depends upon the variables selected 
for inclusion in the analysis. Variable selection is 
limited to a large extent by data availability. 
Although the attempt has been made to include a wide 
variety of information, there are severe limitations in 
certain aspects. For instance, data on the 
socio-economic composition of city residents is lacking. 
To reiterate, however, such data that is both current 
and reliable does not exist at this particular point in 
time. 
The results may not be generalizable to smaller 
cities not included in the study. Again, due to the 
lack of available data for many smaller cities, they 
have been excluded from the analysis. Perhaps smaller 
cities not included in the analysis cannot be classified 
into the same kinds of city-types. While this can be 
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considered a weakness, the intent of this study is to 
refine the process by which city classifications are 
derived. The techniques utilized here are successful at 
creating distinct demographic, economic, and fiscal 
groups. Similar techniques can be used to classify 
smaller cities, subject to the constraints of data 
availability. 
Suggestions for Further Research 
This research uses a combination of techniques to 
explore city need and classification. The results 
suggest a few basic areas where further research is 
indicated. 
As mentioned throughout the analysis, 
classifications are highly dependent upon the types of 
variables utilized, and therefore, upon data 
availability. The data used in this study, while 
representing the most current information available, is 
in many cases outdated. 
The 1980 Census will provide data on many 
characteristics which were, by necessity, excluded from 
this analysis, such as characteristics of population 
like race, age distribution, education, and housing 
characterisitics. The new data can be used to cluster 
cities, and it will be possible to see whether city 
groupings have changed from 1970 to 1980. Using a 
similar research design with data from the I960 Census, 
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it will be possible to see whether cities classified 
here as members of the same group continue to display 
similar characteristics. 
A discriminant analysis can be conducted using as 
groups the three listed in Table 23. The derived 
discriminant functions can be used to classify the 
cities based on 1980 Census figures, and the 
classification matrix analyzed. Cross-correlation 
analysis and nonparametric techniques can be used as 
stability checks to see if the typology created with 
1977 data is stable, i.e., that it still holds for the 
1980 data. 
The generalizability of the results can be tested 
in several ways. Two are mentioned here. First, the 
sample size can be enlarged tremendously by using per 
capita income figures that are not adjusted for 
differences in the cost of living. Second, smaller 
cities not included in the sample can be included once 
the cost of living data requirement is removed. 
Another research possibility deals with redefining 
the boundaries of the city to match the ultimate use of 
the classification. For instance, perhaps the 
appropriate unit of analysis when dealing with economic 
variables is the labor market area rather than the 
central city. 
One final suggestion deals with sensitivity 
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analysis. The relative contributions of the variables 
to the classifications should be studied. A better 
understanding of the individual contributions of the 
variables is especially important for use in 
formula-funded grants. It will be possible to predict 
the distributive consequences of grant formulas if the 
relationship between the included variables and city 
classifications is understood. 
Summary 
Cities are complex and are grouped in a meaningless 
fashion when the classification is based on a limited 
number of variables. In spite of their complexities, 
however, it is possible to discern significant 
differences between basic types of cities. 
Classification of cities, and therefore variable 
selection, should be based on the uses to which the 
classification is to be put. Among the many uses of 
classifications, it is possible to test for significant 
differences in intergovernmental receipts between the 
city-types. This information can aid the policymaker in 
testing the effectiveness of the program in meeting the 
goals, objectives, or intent of program legislation. It 
can also suggest that these facets need reconsideration. 
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Footnotes 
1. G. Ross Stephens, "The Great Reform in Federal 
Grant Policy or Whatever Happened to General 
Revenue Sharing?", in Fiscal Crisis in American 
Cities: The Federal Response , L. Kenneth 
Hubbel, ed. (Cambridge MA: Ballinger 
Publishing Co., 1979):87- 
2. Advisory Commission on Intergovernmental 
Relations, Community Development: The Workings 
of a Federal-Local Block Grant (Washington 
D.C.: Advisory Commission on Intergovernmental 
Relations, A-57, March 1977): 17-18. 
3. The F approximation of Hotelling's T statistic 
equals 1.12, with 6 and 58 degress of freedom. 
This is significant at the .32 level. Since no 
significance is found, it does not make sense 
to conduct multiple comparisons. 
4. The significances of the F approximations of 
Hotelling’s statistic are as follows: 
demographic classification, 
classification .50; and fiscal 
.007; economic 
classification, 
.09. 
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APPENDIX A 
VARIABLES 
Sources and Definitions 
DEMOGRAPHIC VARIABLES 
1. Absolute Population, 1977 (CCP0P77) 
1. Definition : Resident population as of July 
1. 1977, as determined by the Bureau of the 
Census. 
2. Source : Department of the Treasury, Office 
of Revenue Sharing, Initial State and Local 
Data Elements , Entitlement Period 11 
(August 1979). 
2. Central City/SMSA Population, 1977 (CCSP0P77) 
1. Definition : SMSAs are defined as of 
December 31, 1977; population estimates are 
provisional for July 1, 1977. 
2. Source : 
1. For central cities : as in (1) above. 
2. For SMSAs; Bureau of the Census, 
Current Population Reports, Estimates 
of the Population of Counties and 
Metropolitan Areas: July 1, 1976 and 
1977, Series P-25, no. 810(September 
1979), Table 1. 
4 
3. Percent Change in Population, 1970-1977 
(CHPOPCC) 
1. Definition ; 1970 figures are for the 
resident population as of April 1, 1970, as 
determined by the Bureau of the Census. 
2. Source : 1970 figures: Bureau of the 
Census, County and City Data Book 1977 
(Washington D.C.: U.S. Government Printing 
Office, 1978), Table 4. 
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4. Population Growth Gap, 1970-1977 (POPGAP) 
1. Definition : Hypothetical 1977 Population 
if grew at national average of 6.4% from 
1970 to 1977, minus the actual 1977 
population. 
2. Source : 
1. 1977 population as in (1) 
2. National average growth rate 1970-1977 
was 6.4%/1000 population, according to 
Statistical Abstract, 1978 , p. 15. 
5. Density, 1977 (DENSITY) 
1. Definition : 1977 population per square 
mile 
2. Source : 
1. Population as in (1) 
2. Area: Bureau of the Census, Boundary 
and Annexation Survey, 1970-1977 , 
Series GE-30-3 (Washington D.C.: U.S. 
Government Printing Office), Table 7. 
6. Change in Land Area, 1970-1977 (CHAREA) 
1. Definition : Number of square miles added 
to land area since 1970. 
2. Source : 
1. 1977 land area as in (5) 
2. 1970 land area: Bureau of the Census, 
1970 Census of Population, Part 1, 
U.S.Summary, Section 1 (Washington 
D.C.: U.S. Government Printing Office, 
1970, Table 3D. 
7. Per Capita Household Income, 1975, Adjusted for 
Cost of Living (INCADJ75) 
1. Definition : Per Capita Household Income, 
1975, in central city divided by the cost 
of living index for 1975. 
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Income represents the amount of income 
received before deductions for personal 
income taxes. Social Security, bond 
purchases, union dues. Medicare deductions, 
etc. It is the sum of wage and salary 
income, net nonfarm self-employment income, 
net farm self-employment income, Social 
Security and railroad retirement income, 
public assistance income, and all other 
income such as interest, dividends, 
veteran’s payments, pensions, unemployment 
insurance, alimony, etc. 
The cost of living index, based on the 
Bureau of Labor Statistics Family Budgets, 
reflects differences among areas in price 
levels, climatic or regional differences in 
the quantity and types of items required to 
provide a certain level of living, and 
differences in state and local taxes. This 
index is an intercity comparative living 
cost index. For example, differences in 
the cost of food may reflect differences in 
price level as well as differences in 
regional preference patterns in food 
consumption. While the consumer price 
index, also published by the Bureau, 
reflects a standard or fixed market basket 
of goods, the family budget cost of living 
figures represent a variable market basket. 
2. Source : 
1. Per capita income figures, 1975: 
Department of the Treasury, Office of 
Revenue Sharing, Initial State and 
Local Data Elements, Entitlement Period 
11(August 1979). 
2. Cost of living index: U.S. Bureau of 
Labor Statistics, Handbook of Labor 
Statistics, 1977 (Washington D.C.: U.S. 
Government Printing Office), Table 130 
"Indexes of Comparative Costs Based on 
an Intermediate Budget for a 4-Person 
Family, Autumn, 1975". 
Income, 8. Percentage Change in Per Capita 
Adjusted, 1969-1975 (CHINCADJ) 
1. Definition : Percentage change in adjusted 
income, as defined in (7), from the years 
1969 to 1975. 
2. Source : 
1. 1975 figures: as in (7) 
2. 1969 income figures: U.S. Bureau of 
the Census, Census of Population:1970, 
Vol. 1, Characteristics of the 
Population, Table 89, "Income in 1969 
of Families, Unrelated Individuals, and 
Persons for Areas and Places: 1970". 
3. 1969 cost of living figures: U.S. 
Bureau of Labor Statistics, Handbook of 
Labor Statistics 1971 (Washington D.C.: 
U.S. Government Printing Office), 
Table 130, "Indexes of Comparative 
Costs Based on an Intermediate Budget 
for a 4-Person Family, Spring 1970". 
9. Ratio of Central City to SMSA Per Capita 
Income, 1975 (CCSINC75) 
1. Definition : 1975 central city per capita 
income divided by comparable figure for the 
SMSA. 
2. Source : 
1. 1975 central city nonadjusted personal 
income figures as in (7) 
2. 1975 SMSA per capita personal income 
figures: Bureau of Economic Analysis, 
Survey of Current Business (April 
1977), p. 28, Table 1. 
10. Crime Rates, 1977 (CRIME77) 
1. Definition : 1977 crime index total, which 
is the sum of murder and non-negligent 
manslaughter, forcible rape, robbery, 
aggravated assault, burglary, 
larceny-theft, and motor vehicle theft. 
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2. Source : U.S. Department of Justice, 
E.B.I. Uniform Crime Reports 1977 
(Washington D.C.: U.S. Government Printing 
Office, 1979), Table 6, "Number of Offenses 
Known to the Police, 1977, Cities and Towns 
19,999 and Over in Population". 
ECONOMIC VARIABLES 
11. Per Capita Total Employment, 1977 (PCCEMP77) 
1. Definition : Employment is defined by place 
of residence, not place of work, so the 
figures represent the ratio of working 
residents to total population, not the 
ratio of total jobs available in the city 
to total population. Therefore, employment 
figures for the cities are most probably 
underreported. 
2. Source : Bureau of Labor Statistics, State, 
County and Selected City Employment and 
Unemployment, January-December 1977, 
microfiche, BLS/PWEDA/HR-78/02 
(Springfield, VA: National Technical 
Information Service). 
1. Milwaukee figure is the average of 
October, November, and December, as the 
average for the entire year was 
unavailable. 
2. Baton Rouge figure is that of the East 
Baton Rouge Parish, with which it is 
coterminous. 
12. Unemployment Rate, 1977 (UNEMP77) 
1. Definition : Average unemployment rate for 
the year 1977 
2. Source : Same as for (11) 
13. Percent Change in Total Employment, 1970-1977 
(CCHEMP) 
1. Definition : Percentage change in the total 
employment of city residents, 1970-1977. 
2. Source : 
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1. 1977 figures: Same as for (11) 
2. 1970 figures: Bureau of the Census, 
Census of Population, 1970 , vol. 1, 
Characteristics of the Population, 
Table 36, "Occupation of Employed 
Persons for Areas and Places: 1S70". 
14. Relative Employment Density, 1977 (EMPDENS) 
1. Definition : (central city employment per 
square mile, 1977)/(SMSA employment per 
square mile, 1977) 
2. Source : 
1. Central city employment: as in (11) 
2. Central city land area as in (5) 
3. SMSA employment: Bureau of Labor 
Statistics, State, County, and Selected 
City Employment and Unemployment. 
Jan.-Dec. 1977, microfiche, 
BLS/PWEDA/HR-78/02(Springfield VA: 
National Technical Information 
Service). 
4. SMSA land area: Bureau of the Census, 
County and City Data Book, 1977 
(Washington D.C.: U.S. Government 
Printing Office), Table 3. 
5. SMSA area figures unavailable for 
Boston and Hartford, due to the nature 
of the definition of SMSAs in New 
England. 
15. Relative Per Capita Sales Receipts, 1977 
(RELSALES) 
1. Definition : (Central city per capita 
retail sales receipts, 1977)/(SMSA per 
capita retail sales receipts, 1977) 
2. Source : 
-> 
1. Population figures as in (1) and (2) 
2. Sales figures: Bureau of the Census, 
U.S. Census of Retail Trade, 
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Preliminary Reports (Washington D.C.: 
U.S. Government Printing Office), 
Geographic Area Series, Tables 5 and 7. 
16. Profitability, 1976 (VAMPPE6) 
1. Definition : Value added minus payroll per 
employee, for the corresponding SMSAs, in 
1976. 
Value added consists of payroll, profits, 
and several items such as purchased 
services, state and local taxes, and 
insurance. 
Employees are defined as manufacturing 
workers. This does include clerical or 
administrative staff. 
2. Source : Bureau of the Census, Annual 
Survey of Manufactures, 1976 (Washington 
D.C. : U.S. Government Printing Office), 
Table 2. 
17. Percent Change in Profitability, 1970-1976 
(CHVAMPPE) 
1. Definition : Change in value added minus 
payroll per employee for corresponding 
SMSAs, for the years 1970-1976. 
2. Source : 
1. 1976 figures as in (16) 
2. 1970 figures: Bureau of the Census, 
Annual Survey of Manufactures, 
1970-1971 (Washington D.C.: U.S. 
Government Printing Office, 1973)* 
Table 2. 
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18. Cost of Energy (ENERGY) 
1. Definition : Cost of purchased fuels and 
electricity divided by Btus consumed 
(British thermal units). This represents 
the cost of energy per unit of energy 
production in the manufacturing sector, for 
the SMSAs corresponding to the sample 
cities, for 1976. 
2. Source : Bureau of the Census, Annual 
Survey of Manufactures, 1976 (Washington 
D.C.: U.S. Government Printing Office), 
"Fuels and Electric Energy Consumed," 
M76(AS)-4. 
FISCAL VARIABLES 
19. Property Tax as a Percentage of Own Source 
Revenues, 1977 (PTAXPR77) 
1. Definition : Property tax revenues as a % 
of all revenues from own sources 
2. Source : Bureau of the Census, U.S. Census 
of Governments, 1977 vol. 4 no. 4, 
Finances of Municipality and Township 
Governments (Washington D.C.: U.S. 
Government Printing Office), Table 22, 
"Finances of Individual Municipal and 
Township Governments with 1975 Population 
of 10,000 or More: 1976-1977". 
20. Average Market Valuation Per Property, 1976 
(MKTVPP76) 
1. Definitiion : Approximate market value per 
property for all parcels, all types of real 
property, for the year 1976. This figure 
is derived by dividing the gross assessed 
value of all taxable real property by the 
aggregate assessment-sales price ratio (the 
quotient resulting from dividing the 
estimated aggregate of assessed values for 
sold properties by the estimated aggregate 
of their sales prices). The approximate 
market value is then divided by the total 
number of properties. 
2. Source : 
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T. For assessment-sales price ratios and 
assessed valuations: Bureau of the 
Census, U. S. Census of Governments, 
1977, vol. 2, Taxable Property Values 
and Assessment/Sales Price Ratios 
(Washington D.C.: U.S. Government 
Printing Office), Table 19. 
2. The assessed value for Chicago and 
Kansas City, MO was estimated in the 
following manner: (1) The average 
market value for the counties which 
make up the city was derived (average 
gross assessed value divided by the 
assessment ratio); (2) each of these 
values was weighted by its contribution 
to the total gross assessed value found 
by summing the gross assessed value for 
each of the counties. 
3. Due to lack of available information, 
SMSA average market valuation figures 
were used for the following cities: 
Atlanta, Austin, Cedar Rapids, 
Cincinnati, Cleveland, Dallas, Dayton, 
Houston, Indianapolis, Orlando, and 
Seattle. 
4. For all other sample cities, central 
city data was used. 
21. Fiscal Responsibility vis-a-vis the State 
(RESPONSB) 
1. Definition : Cities are rated categorically 
according to the nature of the state 
financing system. This classification, 
using the methodology of the Advisory 
Commission on Intergovernmental Relations 
1977 study Federal Grants: Their Effects on 
State-Local Expenditures, Employment 
Levels, Wage Rates, classifies states based 
on three variables: 
1. FINANCING RESPONSIBILITY : 
States are ranked according to the 
allocation by financing level of 
government allowing for 
intergovernmental expenditures for all 
functions. Three levels are 
identified: 
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1. High state financing responsibility 
(15 states with highest percentage) 
2. Moderate state 
responsibility(rniddle 20 states) 
3. Low state responsibility(lowest 15 
states in terms of percent 
contribution to intergovernmental 
expenditures) 
2. DIRECT EXPENDITURE RESPONSIBILITY : 
Allocation is made here by final 
disbursing level of government , 
according to the % of direct general 
expenditures made by the state. As 
before, states are classified by rank 
into three groups: 
1. High state direct expenditure 
responsibilityCtop 15) 
2. Moderate state responsibility 
(middle 20) 
3. low state responsibility (lowest 
15) 
3. PER CAPITA EXPENDITURES BY STATE : 
This captures the scope, rather than 
the division of responsibilities among 
states. Again, the three categories: 
1. High per capita expenditure states 
(top 15) 
2. Moderate per capita expenditure 
states (middle 29) 
3. Low per capita expenditure states 
(lowest 15). 
Classification is by a three-digit 
code; the first digit represents 
financing responsibility (1 = High, 
2=Moderate, 3=Low), the second, direct 
expenditure responsibility, and the 
third, per capita expenditure 
classification. Washington, D.C. for 
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which information was not availab! a, 
has been classified "000". 
2. Source : The 1977 Advisory Commission on 
Intergovernmental Relations (ACIR) study 
was based on 1972 data. Therefore, the 
methodology has been replicated using the 
more current, comparable 1977 Census of 
Governments data. 
22. Intergovernmental Revenues as a % of Total 
Revenue, 1977 (INTGPERC) 
1. Source : Bureau of the Census, 1977 Census 
of Governments, vol. 4 no. 4, Finances of 
Municipalities and Township Governments 
(Washington D.C.: U.S. Government Printing 
Office), Table 22. 
23. Percent Change in Intergovernmental Revenue as 
a % of Total Revenue, 1972-1977 (CHIGPERC) 
1. Source : 
1. 1977 figures as in (22) 
2. 1972 figures: Bureau of the Census, 
1972 Census of Governments, vol. 4 no. 
4, Finances of Municipalities and 
Township Governments (Washington D.C.: 
U.S. Governmenting Printing Office), 
Table 22. 
24. Per Capita Spending on Common Functions, 1977 
ICOMFPC77) 
1. Definition : Common functions include the 
following: highways, police and fire 
protection, parks and recreation, 
sanitation other than sewerage, financial 
administration, general control, and 
interest on debt. 
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2. Source : 
1. Population figures as in (1) 
2. Common function expenditures in Table 
22 as listed in (23) 
25. Percentage Change in Per Capita Spending on 
Common Functions, 1970-1977 (CHCOMFSP) 
1. Source : 
1. 1977 figures as in (24) 
2. 1970 figures: Bureau of the Census, 
City Government Finances in 1969-1970 
(Washington D.C. : U.S. Government 
Printing Office), Table 5. 
26. Revenue-Expenditure Imbalance, 1977 (IMBAL) 
1. Definition : (general revenues in 1977 - 
general expenditures in 1977)/(general 
revenues in 1977) 
2. Source : As in (23) 
27. Percent Change in Revenue-Expenditure 
Imbalance, 1972 -1977 (CHIMBAL) 
1. Definition : (IMBAL77 - corresponding 
IMBAL72)/IHBAL72, where IMBAL77 is defined 
as in (26) 
2. Source : 
1. 1977 figures as in (22) 
2. 1972 figures as in (23) 
28. Common Function Workers Per 1000 Residents, 
'v 1977 (CMFWRKPP) 
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1. Definition : Workers are classified as 
those which are "full-time equivalents" 
(FTEs). Full-time equivalent employment is 
a statistic computed by the Census Bureau 
representing the number of full-time 
employees that could have been employed at 
the same total payroll cost if all 
personnel were engaged on a full-time basis 
at the average monthly pay applying to 
full-time workers. For further desription, 
see p. 1 of the source listed below. 
Common functions are listed as in (24). 
2. Source : 
1. Employment figures : Bureau of the 
Census, 1977 Census of Governments, 
vol. 3 no. 11, Employment of Major 
Local Governments (Washington D.C.: 
U.S. Government Printing Office), 
Table 2. 
2. Population figures as in (1) 
29. Total Municipal Full-Time Equivalent Workers as 
a % of Total City Employees (OVERSTAF) 
1. Definition : Total city employees 
represents the total number of jobs held by 
city residents, regardless of the location 
of the job. Full-time equivalents as 
defined as in (28). 
2. Source : 
1. Municipal 
(28) 
employment figures: 
2. Total city 
(11) 
employment figures: 
30. Service Cost Index for the Public Sector 
(EMPCOST) 
1. Definition : October payroll per employee 
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for full-time equivalents (FTEs) divided by 
the average for all sample cities. A value 
greater than one implies that the city has 
a higher payroll per employee ratio than 
the average for all sample cities. 
2. Source : Payroll and employee figures as in 
(23). 
31. Fiscal Capacity: Income (FISCAP1) 
1. Definition : Ratio of city per capita 
income to the average per capita income for 
all 38 sample cities. Ceteris paribus, 
cities with a value greater than one have a 
higher fiscal capacity than the average. 
Income is not adjusted for cost of living 
differences. 
2. Source : As in (7) 
32. Fiscal Capacity: Property Tax Base (FISCAP2) 
1. Definition : Ratio of city property tax 
base per capita to the average property tax 
base per capita for all 38 sample cities. 
Approximate market value of tax base is 
derived by dividing the gross assessed 
value of all taxable property by the 
aggregate assessment-sales price 
ratio(found by dividing the estimated 
aggregate of assessed valuations for sold 
properties by the estimated aggregate of 
their sales prices). 
2. Source : 
1. Bureau of the Census, 1977 Census of 
Governments, vol. 2r Taxable Property 
Values and Assessment- Sales Price 
Ratios (Washington D.C.: U.S. 
Government Printing Office), Table 19. 
2. Total gross assessed value figures were 
unavailable from Census data for the 
following cities: Chicago, Houston, 
Dallas, Milwaukee, Cleveland, Seattle, 
Kansas City MO, Kansas City KS, 
Atlanta, Cincinnati, Dayton, 
Indianapolis, Cedar Rapids, Austin, and 
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Orlando. For these cities (with the 
exception of Kansas City KS, Austin, 
and Indianapolis), total gross assessed 
value figures were obtained from the 
following: 
Moody's Investor Service, Inc., Moody's 
Municipal and Government Manual (New 
York: Moody's Investors Service, 1979), 
2 vol. 
3. for Kansas City KS, Austin, and 
Indianapolis, assessed value figures 
were obtained through Moody's Investors 
Service from unpublished records. 
4. Assessment-sales price ratios in all 
cases were obtained from Table 19 of 
Taxable Property Values and 
Assessment/Sales Price Ratios, as 
mentioned above. 
33. Effective Property Tax Rate, 1976 (EFPTAX76) 
1. Definition : The median effective real 
property tax rate on all types of real 
property in 1976. 
The effective property tax rate is not a 
levy at all, except in rare cases when 
assessed values and market values are in 
fact equal. The Census Bureau defines the 
effective tax rate as the quotient of total 
annual tax bill divided by the sales price 
of the property. It is necessary to 
consider the effective tax rate when making 
intercity comparisons. 
2. Source : 
1. Bureau of the Census, 1977 Census of 
Governments, vol. 2, Taxable Property 
Values and Assessment/Sales Price 
Ratios (Washington D.C. : U.S. 
Government Printing Office), Table 20. 
2. The figure for Baton Rouge is that of 
the East Baton Rouge Parish. 
Figures were unavailable for the cities 
of Austin and Dallas. 
3. 
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34. Percent Change in Effective Property Tax Rate, 
1971-1976 (CHPTXRTE) 
1. Source : 
1. 1971 figures : Bureau of the Census, 
1972 Census of Governments, vol. 1 
part 2, Assessment-Sales Price Ratios 
and Tax Rates (Washington D.C.: U.S. 
Government Printing Office), Table 12. 
2. Figures were unavailable for 1971 in 
Kansas City MO. 
35. Tax Effort: Income (EFF0RT1) 
1. Definition : Total locally raised general 
revenue, 1977 (i.e., own source local 
revenue) divided by total local income. 
Local income is approximated by mupltilying 
the per capita income by the population. 
2. Source : 
1. Own source local revenue: as in (20) 
2. Income figures as in (7), unadjusted in 
this case. 
3. Population as in (1). 
36. Tax Effort: Property Tax Base (EFF0RT2) 
1. Definition : Own source local revenue in 
1977 divided by the total property tax 
base. 
2. Source : 
1. Own source local revenue as in (19) 
2. Property tax base, 1976, as in (33) 
37. Percent Change in Property Tax Base, 1971-1976 
(CHBASE) 
1. Definition The percentage change in 
247 
approximate market value of real property 
tax base from 1971 to 1976. Value derived 
as described in (32). 
2. Source : 
1. 1971 property tax base figures: Bureau 
of the Census, 1972 Census of 
Governments, vol. 2 part 1, Taxable 
and Other Property Values (Washington 
D.C.: U.S. Government Printing 
Office), Table 4. 
2. Assessment-Sales price ratios for 1971 
as in (34), Table 11. 
3. 1971 gross assessed values were 
unavailable for the following cities: 
Chicago, Kansas City MO, Austin, and 
Milwaukee. They were calculated using 
the method described in section number 
2 of (32). 
38. Percent Change in City Expenditures Per Capita, 
1970-1977 (CHEXP) 
1. Source : 
1. Expenditure figures for 1977: Bureau of 
the Census, 1977 Census of Governments, 
vol. 4 no. 4, Finances of 
Municipalities and Township Governments 
(Washington D.C.: U.S. Government 
Printing Office), Table 22. 
2. 1970 expenditure figures: Bureau of the 
Census, City Government Finances in 
1969-1970 (Washington D.C.: U.S. 
Government Printing Office), Table 5. 
3. Population, 1977 as in (1) 
4. Population, 1970: Bureau of the Census, 
1970 Census of Population (Washington 
D.C.: U.S. Government Printing 
Office). 
39. Debt £S a of Total Revenue, 1977 (T0TDEBT) 
1. Definition : Debt outstanding as a 
percentage of total general revenue, 1977. 
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2. Source : Bureau of the Census, 1977 Census 
of Governments, vol. 4 no. 4, Finances of 
Municipalities and Township Governments 
(Washington D.C.: U.S. Government Printing 
Office), Table 22. 
40. Short Term Debt as a % of Property Tax Base, 
1977 (STDEBTP) 
1. Definition : Property tax base is as 
defined in (32). 
Short-term debt is defined by the Census 
Bureau as interest bearing debt payable 
within one year from date of issue, such as 
bond anticipation notes, bank loans, and 
tax anticipation notes and warrants. The 
figure includes obligations having no fixed 
maturity date if payable from a tax levied 
for collection in the year of their 
issuance. 
2. Source : 
1. Debt figures as in (39) 
2. Property tax base figures as in (32) 
41. Interest payments as a J of Own Source Local 
Revenue, 1977 (INTCOST) 
1. Definition : The percentage of own source 
local revenue that is used to pay for the 
use of borrowed money in 1977. 
2. Source : Table 22 as listed in (39) 
42. Percent Change in Long Term Debt Relative to 
Capacity, 1972-1977 (CHDEBT) 
1. Definition 
(DEBTCAP77-DEBTCAP72)/(DEBTCAP72), 
24 9 
where DEBTCAP77= (total debt in 
1977)/(market value of real property, 
1971). 
2. Source : 
1. Debt figures as in Table 22 of source 
listed in (39). 
2. Market value of property as in (32) and 
(37). 
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APPENDIX B 
POLICY VARIABLES 
Sources and Definitions 
1. Community Development Block Grant Funds 
(CDBG) 
1. Definition : Total amount of 
appropriations under the Community 
Development Block Grant Program for 
fiscal years 1975 through 1978 (in 
thousands of dollars). 
2. Source : U.S. Department of Housing 
and Urban Development, Office of 
Community Planning and Development, 
Community Development Block Grant 
Program: Directory of Recipients for 
Fiscal Years 1975-1978 (Washington 
D.C.: U.S. Department of Housing and 
Urban Development, December 1979). 
2. General Revenue Sharing Funds (GRS) 
1. Definition : Total revenue sharing 
payments (in thousands of dollars) 
received by local unit of government 
through Entitlement Payment Period 9 
(January 9, 1978). 
2. Source : U.S. Department of the 
Treasury, Office of Revenue Sharing, 
General Revenue Sharing 22nd Payment: 
1st Quarter (Washington D.C.: U.S. 
Government Printing Office, 1978). 

