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In this paper, we show that it is possible in some cases to greatly weaken the non-degeneracy
condition in the construction of solutions with sharp peaks when there is small diffusion. This is
intended to be the ﬁrst in a series of papers. Note that peak solutions were studied in [17,19,24].
In the increasing number of places where peak solution methods are used we frequently come
across examples where the non-degeneracy is unknown (as in [13]).
The idea is to replace the non-degeneracy by a much weaker topological condition. We achieve
this by giving a proof using topological invariants rather than the implicit function theorem. Interest
is added to this because we prove that in a great many cases there is always a solution satisfying our
topological condition. Note that the non-degeneracy condition is frequently diﬃcult to check.
There is another theory due to Jeanjean and Tanaka [21] and Byeon and Jeanjean [2] for removing
non-degeneracy conditions. However, our theory is much more local and seems more ﬂexible than the
rather global theory in [2] or [21]. In particular, we do not need to assume the solution of the limit
equation is a mountain pass solution, and we can ﬁnd multi-peak solutions. There is also related work
of Arioli et al. [1] on constructing multibump solutions of nonlinear ordinary differential equations but
the results and proofs are quite different.
E-mail address: normd@maths.usyd.edu.au.0022-0396/$ – see front matter © 2009 Elsevier Inc. All rights reserved.
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3078 E.N. Dancer / J. Differential Equations 246 (2009) 3077–3088In this paper, our interest is in the case where the location of peaks (and multi-peaks) are driven
by spatial non-homogeneities in the equation rather than the geometry of the underlying domain. We
intend to return to the latter case in later papers.
In particular, we consider the problem
−ε2u = g(x,u(x)) in Ω,
u = 0 on ∂Ω,
where g(x,0) = 0 on Ω and construct solutions with sharp peaks for ε small enough under appro-
priate conditions on g . The possible x’s near which the peak solutions may occur are determined by
the space dependence of g . We could easily modify our argument to consider Neumann boundary
conditions.
1. The main result
We assume g0 : R → R is C1, g0(0) = 0, g′0(0) < 0 and u0 is a positive solution on RN of
−u = g0(u) (1)
such that u0(x) → 0 as ‖x‖ → ∞. By the Gidas–Ni–Nirenberg theorem (cp. [23]), u0 is radial (up
to translation). By the uniqueness of the initial value problem, it is easy to see that the linearized
problem
−h = g′0(u0)h
has at most one bounded radial solution on RN (up to scalar multiples) which necessarily decays. We
are mainly interested in the more diﬃcult case where there is a decaying function h0 in the radial
kernel. (The other case is the classical case.) Note that we may assume N > 1 because it is easy to
check that only the classical case occurs if N = 1. We use a standard Liapounov–Schmidt procedure in
the space C0,r(RN ) (where r denotes radial functions) with the uniform norm to show that the study
of solutions of (1) (in the graph norm of the linearized operator of (1) at u0) in C0,r(RN ) reduces to
a one-dimensional operator z0(t) = 0 where t = 0 corresponds to u = u0. More details appear below.
Note that C0(RN ) and C0,r(RN ) are Banach spaces as they are both closed subspaces of the continuous
bounded functions on RN (with the uniform norm). Our basic assumption is
(H1) 0 is an isolated zero of z0 and degree (z0,0) = 0.
Note that 0 is an isolated zero of z0 is equivalent to assuming u0 is an isolated radial solution of
(1) (in the natural norm) and that, by our assumptions, 0 is a degenerate zero of z0. Since our reduced
problem is one-dimensional, there is no advantage in replacing degree in (H1) by the corresponding
Conley index condition.
Note also that, much as in [11], we see that the kernel of − − g′0(u0)I in C0(RN ) is spanned by
h0 and { ∂u0∂xi }1iN and thus is (N + 1)-dimensional. Note also that examples where invertibility fails
can be found in [11] or Polácˇik [25]. I do not know simple explicit examples where non-degeneracy
fails for g0’s satisfying our assumptions.
We are interested in solutions of the equation below, where k = g′0(0) and Ω is a smooth bounded
domain in RN ,
−ε2u = p(x)(g0(u) − ku)+ ku in Ω,
u = 0 on ∂Ω (2)
for ε small with peaks near x0. We assume
E.N. Dancer / J. Differential Equations 246 (2009) 3077–3088 3079(H2) x0 ∈ Ω , p(x0) = 1, p ∈ C1(Ω), p′(x0) = 0, and x0 is an isolated critical point of p with non-zero
Conley index in the sense of [26] (or equivalently some non-trivial critical group in the sense
of [4]).
The assumption p(x0) = 1 is purely for convenience. It would suﬃce to assume p(x0) > 0.
The main result of this paper is the following.
Theorem 1. Under the above assumptions, there is a peak solution of (1) for all suﬃciently small positive ε
with peak near x0 .
Remark 1. The key assumptions are (H1), (H2) and that g′0(0) < 0.
We could easily allow the right-hand side to have rather more general dependence on x and will
return to this very brieﬂy after the proof of our main result.
We look for solutions u = u0( x−αε ) + th0( x−αε ) + w(x) where w is small, ε−1α is close to 0 and
t is small. The ﬁrst step is to reduce the problem to an (N + 1)-dimensional problem. We will also
need careful estimates for the remainder. We will need to be much more careful with the estimates
than in the non-degenerate case.
It is convenient to work with the rescaled equation
−u = p(εx)(g0(u) − ku)+ ku in Ωε ≡ ε−1Ω,
u = 0 on ∂Ωε.
By translating, we can assume x0 = 0 ∈ Ω . The we have the approximate solution u0(x − α) where
α ∈ RN is to be found and |α| ε−1μ where μ is small. This is not a true solution because it does
not satisfy the boundary condition on ∂Ωε and because p is not constant. We write p(x) = 1 + s(x).
By our assumptions s(0) = s′(0) = 0. We look for solutions Pε,α(u0(x − α) + βh0(x − α)) + w where
w is a higher order term. w is orthogonal to h0(x − α) and ∂u0∂xi (xi − α) for 1 i  N , h0 spans the
radial kernel of −− g′(u0)I on L2(RN ) and Pε,α involves a cutoff to satisfy the boundary conditions
(and almost preserves the symmetry). We will deﬁne Pε,α more precisely below.
Note that our equation is
Lu ≡ u − g0(u) − s(εx)
(
g0(u) − ku
)= 0 in Ωε,
u = 0 on ∂Ωε. (3)
We choose ψ smooth of compact support in Ω such that ψ(x) = 1 if ‖x‖  1. By shrinking μ
if necessary we can assume μ < γ , where ∇s(x) = 0 if 0 < ‖x‖  γ . We then deﬁne Pε,α y(x) =
ψ(ε(x − α))y(x). In the following, we write Pε,0 to be Pε . Note that ψ(ε(x − α)) = 1 if |α| ε−1μ
and ‖x‖  ε−1(γ − μ). We want to choose wα small in the subspace Lα of functions in
◦
W
1,p
(Ωε)
for p > N and L2 orthogonal to h0(x − α) and ∂u0∂xi (x − α) for 1 i  N . More precisely, we want to
solve the equation P˜α L(u˜α,ε + w) = 0 where w ∈ Lα and P˜α is the orthogonal projection onto the
orthogonal complement of span{Pε,αh0(x − α), Pε,α ∂u0∂xi (x − α)}, 1  i  N . Here u˜α,ε = Pε,α(u0(x −
α) + th0(x − α)). Rather than solve this equation directly, we translate in α to α = 0 (using that
our problem is almost translation invariant). Our equation becomes a problem on
◦
W
1,p
(Ωε + α) of
the form P˜0 L˜α(u˜0,ε + w) = 0, where w ∈ L0. We are abusing notation slightly here because in the
deﬁnition of P˜0 and L0 the domain has changed to Ωε + α. Here
L˜αu = u − g0(u) − s
(
ε(x+ α))(g0(u) − ku).
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metry) except of course for the change in s. Note that Ωε + α will contain large neighbourhoods of
zero if ε is small and |α| ε−1μ. By a now rather standard contraction mapping argument (compare
[3,14,24]), the equation P˜0 L˜α(u˜0,ε + w) = 0 has a unique small solution w˜0 in L0 if ε, t , εα are small.
There is only one point to note in the proof. s(εx + εα) is small if ‖x‖ ε−1δ and |α| ε−1μ pro-
vided δ and μ are small. On the other hand if ‖x‖  ε−1δ, u˜0(x) + w(x) is small and in this region
g0(y) − ky has small derivative. Hence we can easily get the contracting property in w of the term
s(εx+ εα)(g0(u˜0,ε + w) − k(u˜0,ε + w)). Moreover easy (and standard) estimates imply that
‖w˜0 − wˆ‖1,p  K
∥∥s(εx+ εα)(g0(u˜0,ε) − ku˜0,ε)∥∥p + terms exponentially small in ε (4)
for ε, t small, |α| ε−1μ. Here wˆ is the solution when t = 0 and Ωε is replaced by RN , that is the
radial case. We denote by w(x,α, t, ε) the solution of our problem when we do not translate back to
α = 0 (sometimes simply wα ). The proofs are exactly the same as in the classical cases. (The h0 term
has no effect here.) The exponential terms come from the shift in domain. Note that in the symmetric
difference of the domains u˜0,ε is exponentially small. Note that our estimate ensures that ‖w˜0 − wˆ‖
is small. We will also prove below that w˜0 and wˆ have uniform exponential decay in x if |α| ε−1μ,
ε is small and |t|  τ where τ is small and ﬁxed. We can now translate back in α and obtain the
corresponding estimates for wα for |α| ε−1μ.
Note also that we really only need to prove our estimate for α = 0 because our problem is invari-
ant under α translations except for the term s and because of the shift of the boundary. (The latter
only produces changes exponentially small in ε.) We will continually use this idea.
Hence our original problem reduces to ﬁnding zeros of the reduced equation on the (N + 1)-
dimensional space Zε,α spanned by {h0(x−α), ∂u0∂xi (x−α),1 i  N} or more strictly these times their
cutoffs. (The reduced equation is the projection of our original equation at the point u˜ = Pε,αu0(x −
α)+ t Pε,αh0(x−α)+ w(x,α, t, ε) in the direction of Zε,α .) As usual, the variational structure persists
for the reduced problem. We will use variational methods (in particular Conley indices) to solve this
reduced problem.
We let f (α, t, ε) = 0 denote the reduced problem where f :RN+1 × R → RN+1, α ∈ RN , t ∈ R.
Note that f is really the coordinates of the reduced problem with respect to the chosen basis (that
is, Pε,αh0(x − α) and Pε,α ∂u0∂xi (x − α), 1  i  N). We think of RN+1 = RN × R and look for a small
neighbourhood N of 0 in RN+1 of the form ε−1N1 × (−δ1, δ2) and a map k˜(α, t) = (ε∇s(εα), z0(t))
such that for each small ε, N is an isolating neighbourhood in the sense of [26] or [28] for the
linear homotopy joining k˜ and f (·, ·, ε). Here N1 is a suitable isolating neighbourhood (and a small
neighbourhood of zero) for ∇s on RN and z0 was deﬁned at the beginning of this section. The result
will follow easily from this.
We need more estimates for f . We work in the rescaled variables. We will prove below that
u˜ = Pε,αu0(x − α) + t Pε,αh0(x − α) + w(x,α, t, ε) and its partial derivatives have exponential decay
in x uniformly for ε−1α, t, ε small. (Note that the only non-obvious term is the w term.) Now
−u˜ = g0(u˜) + s(εx)
(
g0(u˜) − ku˜
)+ f (α, t, ε) (5)
and u˜ = 0 on ∂Ωε . If we multiply (5) by ∂ u˜∂xi and integrate by parts, we see that
∫
ε−1Ω(−u˜ −
g0(u˜))
∂ u˜
∂xi
is exponentially small in ε uniformly for ε|α|μ. For example, for the term
∫
ε−1Ω
∂2u˜
∂x2i
∂ u˜
∂x j
= boundary terms−
∫
ε−1Ω
∂
∂x j
(
∂ u˜
∂xi
)
∂ u˜
∂xi
= boundary terms
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For the term
∫
ε−1Ω s(εx + εα)(g0(u˜) − ku˜) ∂ u˜∂xi , we see that if we integrate by parts and translate to
α = 0, this becomes
cε − ε
∫
ε−1Ω−α
∂s
∂xi
(εx+ εα)H(u˜0) (6)
where u˜0 is u˜ for α = 0, cε is exponentially small in ε and H(y) = G0(y) − 12ky2. Here G0(0) = 0,
G ′0 = g0. Let us consider the integral term in (6) more carefully when ε−1|α|μ and μ is small. Since
u˜0 decays exponentially in x and uniformly in the other parameters, it is easy to see by splitting the
integral into regions and using the equicontinuity of ∇s that our integral is
∂s
∂xi
(εα)
∫
RN
H
(
u˜(x)
)
dx+ o1(ε)
where o1(ε) → 0 as ε → 0 uniformly in small t , ε|α| μ. By using the deﬁnition of u˜ and Proposi-
tion 4 in Appendix A, we easily see that this becomes
∂s
∂xi
(εα)
(
C + o˜(s(εα), t))+ o1(ε)
where o˜(μ˜, t) → 0 as μ˜, t → 0. Here C = ∫
RN
H(u0(x))dx. (We expand the H(u˜(x)) term remembering
w is small.) We will prove below that C > 0. Hence we see that
〈
f ,
∂ u˜
∂xi
〉
= ε ∂s
∂xi
(εα)
(
C + o(s(εα), t))+ εo1(ε) (7)
where 〈·,·〉 is the L2 scalar product on ε−1Ω − α. Hence by expanding u˜,
〈
f ,
∂u0
∂xi
(x− α)
〉
+ t
〈
f ,
∂h0
∂xi
(x− α)
〉
+
〈
f ,
∂w
∂xi
(x− α)
〉
= ε ∂s
∂xi
(ε,α)
(
C + o˜(s(εα), t))+ εo1(ε). (8)
Now, by Appendix A, w = w¯+ws where w¯ is radial for α = 0 and ws is O (ε|∇s(εα)|) (plus terms ex-
ponentially small in ε). Hence u˜0 is radial except for the rather small ws term. In particular, for α = 0,
f is radial except for a term O (ε|∇s(εα)|) (and terms exponentially small in ε). Since h0 is radial,
〈g, ∂h0
∂xi
〉 is exponentially small in ε if g decays exponentially. Hence we see 〈 f , ∂h0
∂xi
〉 = O (ε|∇s(εα)|)+
terms exponentially small in ε.
We now write
f =
N∑
i=1
ai
∂u0
∂xi
(x− α) + aN+1h0(x− α) (9)
where the ai are functions of ε, α and t . As usual, we prove the estimates by translating in α. In
particular the ai will be bounded since f is (for |α| με , ε, t small). We use the deﬁnition of u˜, (8)
and (9) and note that 〈 ∂u0
∂xi
,
∂u0
∂x j
〉 is exponentially small in ε if i = j since they are orthogonal on RN .
Similarly, 〈 ∂u0
∂x ,h0〉 is exponentially small in ε. We ﬁnd that (8) becomesi
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〈
∂u0
∂xi
,
∂u0
∂xi
〉
+ tai
〈
∂u0
∂xi
,h0
〉
+ O (∥∥∇s(εα)∥∥)taN+1ε + ai
〈
∂w
∂xi
,
∂u0
∂xi
〉
= ε ∂s
∂xi
(εα)
(
C + o˜(s(εα), t))+ εo1(ε).
Now by Appendix A, we can write w = w¯ + εo(∇s(εα))+ o(ε) where w¯ is radial and O (|t| + |s(εα)|)
(and the corresponding estimates for the derivatives). Hence we eventually ﬁnd
ai
(
C0(t) + o
(
s(εα)
))= ε ∂s
∂xi
(εα)
(
C + o˜(s(εα), t))+ εo1(ε) + εtO (∇s(εα))
where C0(t) is independent of i and C0(t) → C > 0 as t → 0.
Hence we need to ﬁnd a zero for small positive ε of (a1, . . . ,aN+1), where for 1 i  N ,
ai = ε ∂s
∂xi
(εα)
(
C1(t) + o˜
(
s(εα), t
))+ εo1(ε) + εtO ∣∣∇s(εα)∣∣,
aN+1 = z0(t) + O (εα) + o
(
ε
1
2
)
.
The estimate for aN+1 is found by taking the scalar product of (9) with h0 and using Appendix A. It
is much easier than the calculation of ai for i  N . We explain this estimate a little more.
Note that z0(t) was deﬁned at the beginning of this section. (In fact, z0(t)h0 = f (0, t,0) since the
ai are zero for 1 i  N if ε = 0 and ε = 0 corresponds to s ≡ 0 and Ω = RN .) As before, it suﬃces
to prove our estimate for α = 0 (provided |α| ε−1μ). If we multiply (9) by ∂u0
∂xi
, use our estimates
for ai for 1 i  N and recall that 〈 ∂u0∂xi ,h0〉 is exponentially small in ε, we see that〈
f (0, t, ε),h0
〉= aN+1 + o(ε).
If we multiply (5) by h0, integrate by parts and use that −h0 = g′0(u0)h0, we ﬁnd that
〈
f (0, t, ε),h0
〉= ∫
RN
(
g′0(u0)h0u˜ − g0(u˜)h0
)
−
∫
RN
(
s(εx)
(
g0
(
u˜(x)
)− ku˜(x))h0(x))+ o(ε).
Now the ﬁrst term is simply z0(t) (plus term of o(ε)). This follows easily once we note that, for α = 0,
u˜ = u0 + th0 + w¯(0, t,0) + o(ε). Here we have used Proposition 4. The second term can be easily
proved to be o(ε
1
2 ) by splitting the region of integration and by using that s is bounded, s(0) = 0,
s′(0) = 0 and (g0(u˜) − ku˜)h0 decays exponentially in x uniformly in the other parameters. (A similar
argument appears in Appendix A.) Thus our estimate for aN+1 follows.
Deﬁne a˜i = ε−1ai for 1 i  N and f˜ = (a˜1, . . . , a˜N ,aN+1) and let α˜i = εαi for 1 i  N . Consider
the system
( ˙˜αi) = a˜i(α˜, t, ε) for 1 i  N,
t˙ = aN+1(α˜, t, ε). (10)
Here · is an r derivative. If ε = 0 and t and α˜ are small an easy computation implies that ddr s(α˜(r)) < 0
if α˜ = 0, and is small. This uses the formula above for ai and that C1(0) > 0. Hence there ex-
ists a γ > 0 such that, if (α˜(r), t(r)) is a bounded solution of (10) for r ∈ (−∞,∞) belonging to
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in r. Thus s is a Liapounov function. Hence by the usual theory of Liapounov functions, the omega
limit (and the corresponding limit as r → −∞) of (α˜(r), t(r)) lie in α˜ = 0. Hence α˜(r) → 0 as
r → ±∞. If α˜(r) is non-zero for some r, since s(α˜(r)) is strictly decreasing when α˜(r) = 0, we see
that limr→±∞ s(α˜(r)) must be different. This contradicts that α˜(r) → 0 as r → ±∞. Hence α˜(r) = 0
for all r. Hence t˙ = z0(t). Since z0(t) = 0 if 0 < |t|  γ (by shrinking γ if necessary), it follows that
t(r) = 0 for all r. Hence intW is an isolating neighbourhood for the ﬂow in the sense of [26]. In the α˜
equation, we can deform the term tO |∇s(εα)| to zero and the term C1(t) + o˜(s(εα), t) to 1 without
affecting the argument. Thus, by homotopy invariance, the Conley index of the ﬂow of (10) on intW
for ε = 0 is the same as that of the ﬂow
˙˜α = ∂s
∂xi
(α˜),
t˙ = z0(t).
Thus, if γ is small enough so ∇s(α˜) = 0 if |α˜| < γ , our Conley index is the smash product
h(∇s,0) ∧ h(z0,0) (by [26]). Now it is well known that h(z0,0) is Σ1 or Σ0. Since h(∇s,0) = 0,
its reduced cohomology is non-trivial (by [6, Corollary 1]) and hence by the Kunneth formula [16]
the Conley index of our ﬂow on W is non-trivial if ε = 0. Hence, by homotopy invariance, it is still
non-trivial on W for small positive ε and thus there is a bounded solution of (10) in W for small
positive ε. However, we have a Liapounov function for this ﬂow. a = (a1, . . . ,aN+1) is the gradient of
a function H˜ε , as we noted earlier. It follows easily that H˜ε(ε−1α˜, t) decreases along the ﬂow lines
of (10), and decreases strictly when a does not vanish. Since this is a Liapounov functional, it follows
that the omega limit set of a bounded solution in W lies in a = 0 and hence we have the required
stationary solution in W . This completes the proof.
Hence we are ﬁnished except to prove the uniform exponential decay of w and that∫
RN
H0(u0) > 0.
We prove the second ﬁrst. Note that u0 and its derivatives decay exponentially. Hence by the
Pohozaev identity,
N − 2
2
∫
|∇u0|2 = N
∫
G(u0)
= N
∫
H(u0) − 1
2
kN2
∫
u20.
Hence if N  2,
∫
RN
H(u0) > 0. Remember the diﬃcult case does not occur if N = 1. We still have
to prove the uniform exponential decay on Ωε \ B1(α) of w for ‖x‖  2ε−1μ. Note that u˜ decays
exponentially uniformly for |t| bounded and w is uniformly small. Then it is easy to see that for
‖x‖  2ε−1μ, −w − g′(k + o(1))w is exponentially decaying and uniformly bounded. Hence we
can obtain the required exponential bound by using as a super-solution on Ωε \ B2ε−1μ the (radial)
solution of −w˜ − 12kw˜ = Ce−τ‖x‖ on ‖x‖ 1 for suitable C > 0 and τ > 0.
Remark 2. 1. If x0 is a non-degenerate critical point of b, the proofs can be simpliﬁed greatly because
we can then use the implicit function theorem to solve locally for εα as a function of t and reduce
to a one-dimensional equation.
2. We could replace the term s(x)(g(u) − ku) by a term s(x)m(u) where m and s are C1,
s(0) = m(0) = 0, ∂s
∂xi
(0) = 0, m′(0) = 0, provided ∫
RN
M(u0) = 0. Here M(0) = 0, M ′ = m. The proof
is essentially the same. We could allow a ﬁnite sum of such terms though the conditions then seem
to become rather technical.
3. If ∇s(x0) = 0, we do not expect there to be peak solutions with peaks near x0. This follows by
examining our argument. In particular, we look at the equations in the ∂u0
∂x directions.i
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peaks not close together) for the autonomous Neumann problem. We intend to return to this. (The
case where the critical points of the mean curvature of ∂Ω are non-degenerate is much easier.) Note
that the case of multi-peaks close together seems rather more diﬃcult.
5. If u0 is positive, it is not diﬃcult to show that our peak solution is positive. (One looks at
{x: u(x) < 0} and shows that u is uniformly small there.)
6. The result still holds if u0 is radial but changes sign (though our proof still requires that the
kernel of the linearization of −u = g0(u) at u0 is at most (N + 1)-dimensional).
7. It seems that our methods could also be used for some systems and for some isolated compo-
nents of solutions.
Lastly for this section we want to consider the case of multi-peaks. For simplicity, we consider the
case of two peaks and the limit proﬁle at the two peaks is the same. Thus, with u0 as before and if s
has two distinct critical points x0, x1 in Ω we look for solutions
u0
(
ε−1(x− x0 − α1)
)+ u0(ε−1(x− x1 − α2))+ t1h0(ε−1(x− x0 − α1))
+ t2h0
(
ε−1(x− x1 − α2)
)+ v
with ε−1α1, ε−1α2, t1, t2, v small. Here purely for simplicity we are assuming s(x0) = s(x1) = 1. (If
s(x0) = s(x1), the second u0 and the second h0 would have to be replaced by the solution of a slightly
different but very similar equation.) Then it is straightforward to modify our proof above to prove the
existence of a solution of this type if the map (of R2N into itself) (y1, y2) → (∇s(y1),∇s(y2)) has
non-trivial homotopy index at (x0, x1). We explain this a little. In the reduction, we reduce to a
2(N + 1)-dimensional problem. (We put (2N + 2) orthogonality conditions on v .) This is much as be-
fore. Because the peaks are distinct, each of the peak terms makes an exponentially small contribution
near the other peak. With this comment, it is not diﬃcult to see as in [12] that
v(ε,α1,α2, t1, t2) = v(ε,α1, t1) + v(ε,α2, t2) + terms exponentially small in ε.
Here v1 and v2 are the terms we obtain when we separately reduce for one peak solutions near xi ,
i = 0,1. (Intuitively the peaks do not see each other except for exponentially small terms.)
Hence we ﬁnd much as in the proof of Theorem 1 that our reduced equation is of the form
(k0(t1), k˜0(t2), ε∇s(x0 + α1), ε∇s(x1 + α2)) plus higher order terms and we obtain the required
two peak solution if the homotopy index at 0 of the map s˜ of R2N+2 into itself deﬁned by
s˜(t1, t2,α1,α2) = (k0(t1), k˜0(t2), ε∇s(x0 + α1), ε∇s(x1 + α2)) is non-trivial for small positive ε. (If
s(x0) = s(x1), k0 and k˜0 are the same.) By the product theorem for the Conley index, it is not diﬃcult
to show that this reduces to proving that the map H˜ which sends (α1,α2) to (∇s(x0 + α1),∇s(x1 +
α2)) has non-zero Conley index at zero (as a map of R2N into itself).
An obvious necessary condition is that the Conley indices of ∇s at x0 and x1 are both non-trivial
but surprisingly the converse fails. First note that by Section 1 of [6], we need only consider that
cohomology of the Conley indices (that is, the critical groups). If we take coeﬃcients in Zp with p
a prime, we see from [5] or [26] and the Kunneth formula for products [18, Proposition VI.12.6] that
the only way that the critical group of H˜ at (0,0) can be trivial for Zp coeﬃcients is that one of
the two component maps has trivial critical groups for Zp coeﬃcients and conversely if one does not
have trivial critical groups for Zp coeﬃcients, so must H˜ . This and the universal coeﬃcient theorem
for cohomology tells us two things. Firstly, the examples we claimed can only occur if the critical
groups of both the components have only torsion and thus, by Theorem 2 of [6], examples can only
occur if N  5. Secondly, we will have the required example if we produce two critical points where
at one the critical groups consist only of 2-torsion while at the other the critical groups consist only
of 3-torsion. The example of the ﬁrst type was constructed on p. 149 of [6]. By the same idea, we can
construct the example with only 3-torsion if we can construct a smooth compact manifold M (with
boundary) of dimension k such that M only has 3-torsion (for reduced cohomology). To construct
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dimension k such that H˜ i(K , Z) is Z if i = k, Z3 if 1  i < k and is zero if i > k (cp. Whitehead
[29, p. 92]). We now remove a ball from K and obtain a smooth manifold K1 with boundary whose
cohomology with Z coeﬃcients is purely 3-torsion. (This is most easily seen by Poincaré duality as
in Dold [16, Proposition VIII.7.2].) Hence we have the required example. Note that this can occur even
when we are in the non-degenerate case of (1) (that is, where there is no non-trivial radial decaying
solution of the linearized equation).
In fact, with care, we can do a little more here. We can with care use the ideas in Section 3 of [7]
to show that H˜ can be chosen so that 0 is a removable zero of H˜ in the sense that we can make C1
small perturbations of H˜ on R2N such that the perturbed map Ĥ has no small critical points at all!
Hence we see that it seems very unclear that the two peak solutions exist in this case (even though
the two distinct one peak solutions exist)!
2. Existence of isolated solutions of non-zero degree
The purpose of this section is to show that the existence of an isolated positive radial solution of
(1) of non-zero Fredholm degree is very frequently satisﬁed. Note that in this section r = ‖x‖, that is,
the radial variable.
Firstly we prove that in many important cases the radial positive solutions are always isolated.
Proposition 2. Assume g0 is real analytic on R, g0(0) = 0, g′0(0) < 0 and there exist a, b > 0 with g0(x) < 0
on (0,a)∪ (b,∞), g0(x) > 0 on (a,b) where b may be +∞. Then the positive radial decaying solutions of (1)
are isolated points in the set of radial decaying solutions (for the topology of uniform convergence).
Proof. This is essentially known. Certainly it is known for bounded domains. We only need to con-
sider the case where non-degeneracy fails in the radial subspace. It is easy to see that g0 is real
analytic as a map of C0,r(RN ) into itself with the uniform norm. Here the subscript zero means we are
looking at solutions decaying to zero at inﬁnity. Hence by a standard Liapounov reduction argument
(much simpler than the one in Section 1) the radial decaying solutions of (1) near a ﬁxed positive ra-
dial decaying solution u0 are of the form {u0+βh0+w(β): k(β) = 0} where k :R → R is real analytic,
k(0) = 0, w is a real analytic map of (−δ, δ) into C2r ([0,∞)) (with the natural norm) and w ′(0) = 0.
Note that we have used that g′0(0) < 0 to ensure the linearization is Fredholm and the real analyticity
of g0 to obtain real analytic maps. Now by the real analyticity of k either 0 is an isolated zero of k
(in which case u0 is an isolated solution) or k vanishes identically (in which case u0 + βh0 + w(β)
is a solution for all β near zero). We consider the latter case. By the uniqueness of the initial value
problem for solutions h0 of the linearized problem with h′0(0) = 0, h0(0) = 0. Without loss of gen-
erality, h0(0) > 0. It follows that if β is small and negative, u0(0) + βh0(0) + w(β)(0) < u0(0). Since
positive radial decaying solutions are decreasing by the method of moving planes and since it is easy
to show that the solutions close to u0 are positive, it follows that ‖u0 + βh0 + w(β)‖∞  ‖u0‖∞
for β small and negative. We can parametrize our solutions by their initial value. Hence we see that
we can continue our process and obtain a continuum of positive radial decaying solutions u(α) for
α ∈ (γ ,‖u0‖∞) with either γ = 0 or γ > 0 and whenever αi decreases to γ {u(αi)} is non-compact
in C0,r[0,∞). Now this set of solutions is bounded in C1 (by the differential equation) and hence
are equicontinuous. Since our solutions are decreasing to zero, it follows easily that {u(αi)} can only
become non-compact by slow decay to zero. In particular, there must exist ai → ∞ and b˜ < inf{γ ,a}
such that u(αi)(ai) = b˜. Let vi(t) = u(αi)(t + ai). Then it is easy to see that a subsequence of vi will
converge uniformly on compact sets to v¯ where v¯ is positive, bounded, decreasing and decaying,
v¯(0) = b˜,
−v¯ ′′ = g0(v¯) on R. (11)
The only point is that (u(αi))′ are uniformly bounded and hence (v ′i(t))
2(t + αi)−1 converges uni-
formly to zero on compact sets. Now limt→±∞ v¯(t) = τ± are easily seen to be zeros of g0 and
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the other hand g0(u(αi)(0))  0 since u(αi) has its maximum at zero, that is, g(αi)  0 and hence
αi  b. Since u(αi) decreases, αi < b. Since vi(t)  ui(0) = αi < b, it follows that τ−  limαi < b
which gives a contradiction. Hence the result is proved. 
Remark 3. 1. The real analyticity can be weakened in two ways. Firstly, by using weighted spaces as
in [8], we could allow terms up for 1 < p < N+2N−2 . Moreover, by using an idea of Dancer and Wei [15,
proof of Lemma 3.2(c)], we could allow some piecewise analytic but continuous g0’s.
2. We could prove the same result for rather more general but real analytic g0’s. We need to as-
sume that g′0(0) < 0, g0(0) = 0 and there does not exist a decaying solution v¯ of (11) on R such
that u0(0) > τ− ≡ limt→−∞ v¯(t) > 0 = limt→∞ v¯(t). If the positive zeros of g0 are nodal, this im-
plies that g0 has at least two positive zeros (since g0(u0(0)) > 0) and, by the ﬁrst integral of (11),∫ τ−
0 g(s)ds = 0. In fact, these assumptions can be weakened further.
Secondly for this section, we prove a general result that the sum of the degrees of the positive ra-
dial solutions is non-zero. The two propositions together give rather general conditions ensuring that
assumption (H1) is satisﬁed. In general our map is only C1 but by smoothing g0 we can approximate
our map on bounded sets in C0,r(RN ) by C2 maps in the C1 norm. Thus as in [10] (or by [20]) we
can deﬁne the oriented Fredholm degree of our map (at least on sets where the maps are proper).
Moreover, it is easy to generalize to Fredholm maps the result that the degree of an isolated solution
is up to sign the degree of the solution zero of the bifurcation equation. In particular, (H1) is equiva-
lent to assuming the index of the isolated solution u0 (for the degree in [10]) is non-zero. In fact, we
could also use the easier Z2 degree of Smale [27].
Proposition 3. Assume that g0 is C1 , g0(0) = 0, g′0(0) < 0, there exist 0 < a < b where b may be +∞ such
that g0 < 0 on (0,a) ∪ (b,∞) (where (b,∞) is empty if b = ∞) and g0 > 0 on (a,b). Finally assume that∫ b
0 g0 > 0 (possibly +∞ if b = ∞). If b = ∞, we also assume y−p g0(y) → c ∈ (0,∞) as y → ∞ where
1 p < N+2N−2 . Then the degree of the set of non-trivial positive decaying radial solutions is ±1 (in fact −1).
Remark 4. 1. If the integral condition on g0 fails, there will be no positive solutions. This is easily
proved since 12 (u
′
0(r))
2 + G0(u0(r)) is decreasing. Here G0(0) = 0, G ′0 = g0.
2. The degree is the oriented Fredholm degree in C0,r(RN ) (as for example in [10] or [20]). Note
that the degree is deﬁned because we will prove below that the set D of positive decaying solutions
is compact in C0,r(RN ).
Proof of Proposition 3. If we can prove that the set of non-negative decaying solutions is bounded in
the sup norm, the argument at the end of Proposition 2 implies that D is compact. Remember that,
as there, there are no small positive solutions. If b < ∞, the boundedness is obvious. If b = ∞, we
establish the boundedness by a simple and standard blow up argument. If the boundedness failed,
there would have to exist a bounded positive radial solution of −w = wp , w(0) = 1 if 1 < p < N+2N−2
(−w = cw , w(0) = 1 if p = 1). It is well known that such solutions do not exist (cp. [18] if p > 1
and use the asymptotics at ∞ if p = 1). Thus the boundedness and hence the compactness hold.
We prove the formula for the degree by deforming g0 to g˜ by a continuous homotopy (retaining all
the other properties) such that a and b are ﬁxed and such that (1) for g˜ has a unique positive radial
decaying solution and this is non-degenerate in the radial space C0,r(RN ). The result will then follow
easily from homotopy invariance and the formula for the degree of a non-degenerate zero. Note that
we can easily choose the homotopy so that the bounds, compactness and limits hold uniformly.
We can easily choose g˜ to satisfy the assumptions of [9] or [22] which gives the uniqueness and
non-degeneracy and g˜ has the same a and b as g (and the same c if b = ∞). (The result in [22] needs
to be modiﬁed very slightly if p = 1.) We then use the homotopy tg + (1 − t)g˜ . It is easy to check
that the conditions of Proposition 3 hold for each t ∈ [0,1] and the bounds hold uniformly. 
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times provided g0(0) = 0 and g′0(0) < 0.
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Appendix A
Proposition 4. Under the assumptions of Section 1, w = w¯ + v if εα, ε and t are small enough, where w¯ is
radial and a C1 function of s(εα) and t. Moreover, ‖v‖∞  Kε‖∇s(εα)‖ + o(ε). In addition all these terms
and their derivatives have uniform exponential decay.
Proof. As usual, we can reduce to the case α = 0 and then replace ε−1Ω − α by RN and only intro-
duce o(ε) errors. We deﬁne w¯ to be the solution orthogonal to h0 and { ∂u0∂xi } and which solves
P˜0
(−(u˜0 + w¯) − g0(u˜0 + w¯) + s(εα)g0(u˜0 + w¯))= 0.
As before, a small w¯ exists uniformly if εα is small. Since our equation is rotationally invariant on RN
(remember that u˜ and h0 are radial) and the solution is unique, w¯ is radial. By the implicit function
theorem, w¯ is a C1 function of t and s(εα) and, as earlier, we have uniform exponential decay in x.
Much as in Eq. (4),
‖v‖∞ =
∥∥(u˜0 + w) − (u˜0 + w¯)∥∥∞  K∥∥(s(εα + εx) − s(εα))(g(uˆ) − kuˆ)∥∥p (12)
where uˆ has exponential decay in x. We estimate the right-hand side. For ‖x‖ ε− 12 , the s term in
the product is bounded by K1 while the second term is exponentially small in x and exponentially
decaying in x and so the contribution to the integral for ‖x‖ ε− 12 is exponentially small in ε. Thus
the part where ‖x‖ ε− 12 is no problem (it only contributes to the small order ε term). If ‖x‖ ε− 12 ,
by the mean value theorem,
s(εα + εx) − s(εα) = εs′(εα + t˜)x
where 0 |t˜| ε‖x‖. Since s′ is uniformly continuous on bounded sets, we ﬁnd∣∣s(εα + εx) − s(εα)∣∣ ε(∥∥s′(εα)∥∥+ o˜(1))‖x‖ (13)
where o˜(1) → 0 as ε → 0. Hence the estimate for v follows easily from (12). Note that the ‖x‖ factor
in (13) causes no diﬃculties because it is multiplied by an exponentially decreasing function in (12).
It is easy to see that the o˜(1) term tends to zero uniformly in ε for εα and t small. 
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