This article attempts to explain the increase in commuting times in the 1990s after decades of stability. Although traditional explanations, for example both demographic variables (population growth and densities) and transportation variables (e.g. road capacity and transit use), pass the statistical significance tests, their overall impact was small. Instead, the article argues for the importance of strong income growth in the late 1990s, not least because it was associated with an increase in non-work vehicle miles traveled; these affect commuting times because many nonwork trips take place in peak hours.
travels resulted in overstating the commuting time growth in the 1990s, while the 2000 data provide more precise values. Nevertheless, even after taking into account this factor, nationwide average commuting times increased by 2.2 min. (9.8 percent) in the 1990s, which is significantly higher than the 40 sec. in the previous decade.
Thus, the purpose of this article is to investigate what factors are behind the significant increase of commuting times in the last decade. To address this research question, the article attempts to identify what factors affect average commuting times and examines how these factors changed in the 1990s. Although traditional variables found in the commuting literature were statistically significant in commuting time regression models, their overall impact was too small to explain the change in the 1990s. We favor an alternative hypothesis that commuting times increased because of strong income growth in the late 1990s and study how the income growth stimulated a boom in nonwork travel especially in peak commuting hours.
The remainder of this article is organized as follows. The next section presents the NPTS/NHTS data to show that the late 1990s experienced a significant increase in average commuting times. The third section reviews previous studies on commuting and briefly discusses the nature of congestion. The literature review guides us in specifying a commuting time regression model in the fourth section. The last section presents the results of the analysis, followed by conclusions.
Trends from the NPTS/NHTS
Some questions about recent years arise also from a comparison of the various NPTS/NHTS results, including the 2001 survey (Tables 1 and 2 ). Average journey-to-work travel speeds (for all privately operated vehicles [POVs] ) had increased steadily from 1983 to 1995 . Between 1983 and 1995 ing time increased by 14 percent, while trip lengths increased by 33 percent; this means that trip speeds improved by 17 percent. Examining the four NPTS surveys from 1977 to 1995, Baader Hafeez (2000) concluded that "the survey year is not a statistically significant meaningful effect in predicting work trip travel time, travel distance and travel speed" (p. xxxiii). In other words, over a period of substantial growth and change, these distributions changed only marginally.
However, the late 1990s experienced a significant increase in average commuting times. Focusing on the most widely used travel mode, POVs, the steepest rise in commuting trip times occurred between 1995 and 2001. Similarly, travel speeds increased between 1983 and 1995 but fell afterwards to levels below those of 1990. These trends applied to both metropolitan and nonmetropolitan areas. Table 2 reports the changes in travel times by area type between 1995 and 2001. It shows that travel times increased and travel speeds declined across the board. However, the largest increases in POV travel times occurred in the more densely settled locations in both the metropolitan and nonmetropolitan areas. The trends also show that whereas all areas experienced similar declines in POV travel speeds, the more suburban areas experienced moderate increases in travel times as a result of relatively small growth in trips lengths. These small or negative growths in commuting length in suburban areas can be attributed to employment decentralization to the suburbs. Hence, some "safety valve" adjustments via job dispersion were still taking place.
Literature Review
What are the main factors behind the increase of commuting times in the last decade? This research question has two components: what are key factors affecting average commuting times, and how have these factors changed in recent years? Previous research has addressed these questions with a primary focus on the influences of urban spatial changes on commuting behavior. While there is a large literature on the links between land use (urban form) and travel behavior, most research has studied the travel impacts of neighborhood-level urban form variables. Here, we only review studies that examined metropolitan-level spatial structure and commuting travel (for a survey of the literature, see Badoe and Miller 2000; Crane 2000; Ewing and Cervero 2001; Rouwendal and Nijkamp 2004; Handy 2005) . Most of the studies raise the question of whether emerging spatial structures in recent decades (e.g., decentralization and polycentricity) contributed to increasing or decreasing average commuting times. Izraeli and McCarthy (1985) in one of the earliest crosssectional analyses examined density effects in sixty-one U.S. metropolitan areas. They found that population density is associated with a longer commute time after controlling for other socioeconomic variables. Gordon, Kumar, and Richardson (1989) added more spatial structure variables and showed that the mean commute time by private automobile increased with residential and commercial densities but decreased with industrial density. The employment share in the largest city of each metropolitan area was also associated with a longer commute time. These findings suggest that employment decentralization and dispersion contribute to reducing commuting times. Crane and Chatman (2003) tested the impacts of employment suburbanization by industry, using individual-level commuting distance data. They also found that overall employment suburbanization is associated with shorter commutes, although some weak opposite effects were found for some industrial sectors such as manufacturing and finance.
Other studies have discussed other measures of metropolitan spatial structure in addition to density and decentralization. Ewing, Pendall, and Chen (2003) examined the congestion effects of four sprawl indices constructed via principal component analyses using many land-use data inputs. Denser and finer street layout was associated with longer commute times and higher congestion levels, while the residential density factor was not significant. On the other hand, mixed land uses contributed to reducing commuting time, and the degree of centering was associated with less congestion. Sarzynski et al. (2006) advanced the cross-sectional research in several aspects. First, they developed diverse and more elaborate urban form variables-sprawl indices (e.g., density, continuity, concentration, centrality, proximity, mixed use, and nuclearity). Second, their regression model addressed potential endogeneity and time-lag effects between urban form variables and congestion. Finally, they used the extended urban area (EUA), a better geographical unit of analysis than the metropolitan area. They found that the density/continuity factor and housing centrality were associated with higher congestion after controlling for previous congestion levels. Jobs-housing balance was negatively related with commuting times. '90-'01 '83-'90 '90-'95 '95-'01 '90-'01 '83-'90 '90-'95 '95-'01 '90-'01 '83-'90 '90-'95 '95-' To summarize, the results of cross-sectional studies are mixed. While density and employment decentralization were generally associated with shorter commuting times in earlier studies, the links appeared less significant in more recent studies. However, a widely held belief in the planning community that decentralization and sprawl are key factors in increasing commuting times is not supported by empirical evidence. Thus, the results of these cross-sectional studies have little direct bearing on the research question of this article, the sources of the recent increase in commuting times.
Another line of research attempted to relate commuting time changes over time to spatial variations within individual metropolitan areas. Clark and Kuijpers-Lind (1994) showed that reinforced polycentric structures in the Randstad (in the Netherlands) and the Los Angeles metropolitan areas did not result in shorter commuting times in the 1980s. They attributed the unrealized potential for shorter commuting to other complicating factors such as increased affluence and automobile dependence. A study of the San Francisco Bay Area (Cervero and Wu 1998) also showed that both commuting distance and times increased in the 1980s, during which the area experienced substantial employment decentralization and subcentering.
However, these case studies have limits in statistically testing causal relationships. In other words, we cannot exclude the possibility that polycentricity and the commuting times increase might be a mere coincidence and that there may be many other factors behind the commuting times increase, as Clark and Kuijpers-Lind (1994) suggested. Therefore, neither cross-sectional analyses nor case studies hitherto have addressed the research question of this study. Instead, we develop a regression model that explicitly examines the changes in the relationships between commuting times and their determinants.
Congestion, Road Capacity, and Vehicle Miles Traveled (VMT)
A simplistic explanation of the increase in commuting times since 1995 is its coincidence with an increase in congestion. However, the issue is much more complicated. Congestion did To classify area type in metropolitan areas, we used a census tract-level urban/rural continuum code (HTHUR) in NPTS/NHTS data files. The code, developed by Claritas, Inc., is mainly based on "contextual density" (see the NPTS user's guide for details). POV = privately operated vehicles; MSA = metropolitan statistical area; NPTS = Nationwide Personal Transportation Survey; NHTS = National Household Travel Survey.
not begin in the mid-1990s. As mentioned above, Gordon, Richardson, and Jun (1991) and Levinson and Kumar (1994) argued that while individual route congestion increased in many circumstances, there was no systemic increase in commuting times because of the "rational relocator" hypothesis and its key result, the commuting paradox. If there were enough rational relocators in a metropolitan area who would change their homes and/or their jobs to reduce their own commutes, the systemwide commuting time average would not increase. The parallel argument, stressed in this article, is that so many jobs were decentralizing that the share of suburb-to-suburb commuting was increasing rapidly, and given faster commuting speeds, commuting time increases were held in check.
On the other hand, the increase in commuting times since 1995 emphasizes the relationships with congestion, road capacity, and the increase in VMT. The Texas Transportation Institute (TTI) publishes annual data at the metropolitan level on congestion levels, as measured by congestion hours of delay and other indices. Congestion has been increasing in recent years (with Los Angeles consistently ranked first) at much higher rates in those urban areas where road capacity lagged far behind travel demand growth (Schrank and Lomax 2007) .
However, the TTI's approach uses a defective methodology. It uses an approach nationwide that includes only freeways and a modest number of arterials. In Los Angeles, for example, there is substantial road redundancy not included in the TTI's network, so the institute's measure of delay on its network specification exaggerates the system's congestion levels. Of course, VMT increased much faster than road capacity, so the presumption that congestion and commuting times would increase seems obvious. The increase in commuting times in the 1990s was significant but not massive, suggesting that rational relocator behavior and job decentralization remained important.
Data and Methods
To investigate possible explanations for the recent increase in average commute times, we applied an ordinary least squares regression analysis to a pooled sample of the 1990 and 2000 Urbanized Areas (UAs) to test if changes in spatial structure variables and a proxy for housing market flexibility explain the commute time changes.
To our knowledge, this is the first study of aggregate commuting patterns using the Census Bureau's UA data. Most previous research on U.S. cities has used data on metropolitan statistical areas (MSAs) and consolidated metropolitan statistical areas (CMSAs). These are aggregations of counties. Their well-known shortcoming is that political boundaries rarely correspond to functional boundaries and that county boundaries overstate the extent of urbanization. This explains why the Census Bureau also compiles data for UA whose boundaries approximate the perimeters of actual settlement, that is, where "the lights start, when flying in at night." The trade-off for research is that fewer variables are available for these spatial units.
One technical issue in using UA data is that the Census Bureau changed the way that UA boundaries were defined for the 2000 Census. While the building block of UA had been a Census (designated) Place until 1990, the Census Bureau used a much smaller geographical unit, the Census Block, to delineate high-density areas in 2000 more precisely. As a result, the boundaries have shrunk in several UAs in our sample, and this could affect the density variable in the regression models. Therefore, the commuting time effects of density change in the 1990s should be interpreted with caution.
The cross-section used in this analysis is the set of all UAs whose corresponding MSAs/CMSAs had populations over 500,000 in 2000 (see Table 3 for summary descriptive statistics for the relevant variables in these UAs and their corresponding MSAs/CMSAs). The cutoff is somewhat arbitrary, but these UAs include approximately 60 percent of the metropolitan area population in both years and certainly include cities with the most severe traffic problems.
The average one-way commute in these UAs in the last three Census years (for all modes) was 20. 44 min. in 1980, 20.85 min. in 1990, and 23 .62 min. in 2000. These summaries suggest that travel time changes in the 1990s and in the 1980s were different: a greater than 13 percent increase in the last decade, compared to only a 2 percent increase in the decade before. For the UAs, in the 1990s, central city commuting times grew by slightly more than suburban commuting times. As mentioned earlier in the article, about 30 percent of the increase in the 1990s is due to the top coding change in the Census. Unfortunately, we were not able to adjust all the UA-and MSA-level data used in this study. Hence, a caveat remains that the 2000 data consistentlybut only slightly-overstate the actual differences with previous years. In a cross-section analysis, however, the top coding issue should not bias our results substantially. Average commuting times may have been underestimated in 1990 in a few metropolitan areas, probably the largest, where the proportion of longer commutes over 100 min. was significant.
The change is not explained by more people using slower public transit because transit's share of commuting fell in each decade. A larger UA population, other things being equal, is also likely to increase congestion, and the influence of congestion on commuting times is a complex issue, as discussed above. Higher average incomes are associated with more travel, as are higher household vehicle ownership rates; hence, both can be expected to increase commute times (at the aggregate UA level, these two measures were surprisingly not correlated; see Appendix Table A1 ).
The proportion of multiworker households is more difficult to assess; these households engage in complex trade-offs, which may result in one spouse traveling further and the other taking a job closer to home. Despite the conventional wisdom that multiworker households have more constraints in minimizing commuting time (Green 1997 ), a recent study on the Atlanta metropolitan area shows a shorter commuting duration for dual-earner households (Sultana 2005) . Nevertheless, the proportion of households with children can be expected to increase commuting times because parents may accept longer commutes to live near better schools, and their commuting times may include time spent taking children to school via trip chaining. Areawide average population density may contribute to crowding and congestion, or it may place residents closer to jobs; either effect is possible. The proportion of UA jobs in the suburbs may shorten commutes and is a proxy for suburb-to-suburb commuting, which we cannot measure directly with the available data.
Freeway lane-miles per 1,000 UA residents, an important measure of network capacity, are expected to reduce average commuting times. However, this network capacity variable probably has some major deficiencies. First, it is available for UAs not MSAs, and recent freeway construction may have been higher outside core UA boundaries. Second, in most metropolitan areas, there is much more variability in the growth in population than in freeway capacity expansion so that the size of the denominator can easily distort values. Third, a more comprehensive network capacity variable, at least including major arterials, is highly desirable. Note: M = mean; SD = standard deviation; COTIME = average commute time (min.); CCTIME = commute time in central cities; SUBTIME = commute time in suburbs; POP = population; POPDENS = population density (pop/mile 2 ); TRANS = % transit commuters; INC = median household income; VEH = vehicles per household; MFWORK = % multiworker families; CHILD = % households with children; SUBEMPL = % suburban employment; FWY = freeway lane-miles per 1,000 population; HMFLX = housing market flexibility (housing permits growth rate minus population growth rate in the previous decade); MSA = metropolitan statistical area; CMSA = consolidated metropolitan statistical area; UA = Urbanized Area. a. Suburban employment is defined as the proportion of CMSA/MSAs or UAs workers who worked outside central cities of corresponding CMSA/MSAs. b. Since freeway lane-miles data are available only for UAs, the same values are used for corresponding CMSA/MSAs. c. Because housing permits data are available only for CMSA/MSAs, the same values are used for corresponding UAs. d. Inflation adjustment factors, 2.48283 and 1.36668, are used for 1980 and 1990 income, respectively.
Findings
Using the natural log of UA average commuting times as the dependent variable, the estimation results show that conventional variables (UA population density, size, and degree of transit use) have the expected signs and explain more than 60 percent of the observed variation in commuting behavior. In addition, a dummy variable for the year of each observation is also statistically significant. This prompts the question, what happened during the 1990s?
To answer this research question, our approach included tests of measures of housing market flexibility, settlement change, and related variables. To what extent do tough development controls such as practiced in California and many other states inhibit land market flexibility and the spatial adjustments that seemed to have worked to contain commuting times in the past? Proxies such as the decentralization of jobs and relative housing permits growth were developed for the UAs and tested. A housing market flexibility proxy was constructed by computing the difference between the tenyear UA housing permits growth rate (housing permits for ten years divided by housing stock in the beginning year) and the ten-year population growth rate. While we acknowledge that housing supply by tenure and housing type may have different effects on residents' intraurban mobility and hence commuting time, this study tests the impacts of only aggregate housing supply relative to population growth. We kept the dummy variable for each survey year to test whether the set of independent variables could explain the ten-year growth in commuting times.
The findings for conventional predictors and the pooled sample of UAs (panel 3 of Table 4 ) are as follows:
• The proportion of commuters using transit, population, average income (with change between the two years adjusted for inflation), and number of vehicles per household all had the expected positive effects, but only the first three were statistically significant.
• Gross population densities and the proportion of suburban jobs each had the expected significantly negative mitigating effects. For any given density (holding constant all of the other variables), greater suburban employment benefits traffic; in this sense, job "sprawl" helps. Nevertheless, for any level of suburbanization, higher population densities reduce commuting times.
• Housing market flexibility, as measured by the proxy variable, and holding other effects constant, was not statistically Note: Dependent variable is log of average commute time. All independent variables except HMFLX and YEAR are in natural log form. POP = population; POPDENS = population density (pop/mile 2 ); TRANS = % transit commuters; INC = median household income; VEH = vehicles per household; MFWORK = % multiworker families; CHILD = % households with children; SUBEMPL = % suburban employment; FWY = freeway lane-miles per 1,000 population; HMFLX = housing market flexibility (housing permits growth rate minus population growth rate in the previous decade). a. All variables beginning with Y are interacting variables. **significant at .05 level. *significant at .1 level.
significant. Before ruling out the importance of housing market flexibility altogether, it may be judicious to search for a better proxy. This is especially important in light of the Glaeser and Gyourko (2002) finding that development regulations restrict housing supply and drive up its price in many U.S. areas.
• Lane-miles of freeway were significant, as expected, with the expected negative sign.
• The proportion of two-worker households and the proportion of households with children are both significant but with opposite signs. This could be picking up the fact that women often have shorter commutes but also that the presence of children can generate longer commutes so that households can locate near better schools.
• The year remains highly significant.
Given the adjusted R-squared value of almost 80 percent, these results indicate that changes in the independent variables go a long way in explaining the 1990-2000 travel time increase. However, the highly significant year dummy variable only deepens the mystery. The question remains: what happened in the 1990s?
The NPTS/NHTS data suggest that 1995-2001 were more critical years than 1990-1995. Income in the late 1990s grew much faster than in the early 1990s. Constant dollar per capita disposable income grew 3.7 percent in the period 1990-1995, but it increased by 13.9 percent over the next five years. How did year interact with income?
The fourth panel of Table 4 shows the results of the same model already described but with all of the independent variables interacting with the year dummy variable. The coefficients of the interaction terms indicate whether and how much the influences of each independent variable on average commuting time are different between 1990 and 2000. In other words, the coefficient of each dependent variable (called the main effect) is the commuting effect in 1990, while one needs to add the coefficient of the corresponding interaction variable to obtain the effect in 2000. How do the results change?
• First, the shift effect of the year dummy variable disappears.
• Second, the level of income, the proportion of two-worker households, the proportion of households with children, and suburban employment cease to be statistically significant.
• Third, the three variables that remain significant (population, population density, and the proportion of transit users) show only very small changes from the prior specification in terms of the values of their estimated coefficients.
• Finally, three of the interactions are significant: rising incomes in the 1990s (most of the change occurring in the Note: Dependent variable is log of average commute time. All independent variables except HMFLX and YEAR (0 for 1990 and 1 for 2000) are in natural log form. POP = population; POPDENS = population density (pop/mile 2 ); TRANS = % transit commuters; INC = median household income; VEH = vehicles per household; MFWORK = % multiworker families; CHILD = % households with children; SUBEMPL = % suburban employment; FWY = freeway lane-miles per 1,000 population; HMFLX = housing market flexibility (housing permits growth rate minus population growth rate in the previous decade). Obs. = number of observations a. All variables beginning with Y are interacting variables. **significant at .05 level. *significant at .1 level. late 1990s), explaining longer trips; the proportion of twoworker households reducing commuting times in the 1990s but not in the 1980s; and the availability of freeways (a stimulus to shorter trip times), providing less of a benefit in the 1990s.
The same models estimated over the same metropolitan areas but using CMSA/MSA data instead of UA data result in lower R-squared values, fewer significant variables, and lower t-values throughout (Table 5 ). This makes sense in light of the boundary problems associated with statistical unit boundaries that are inconsistent with functional economic boundaries. Given the large number of studies that have used the CMSA/MSA approach, this result is worth noting.
Looking at the estimated elasticities in Table 6 , the results suggest that the growth of the UA population is associated with a small part of the increase in commuting times offset to some extent by changes in higher densities, declines in transit use and more freeway availability.
Overall, however, the net combined effect of these variables was only a 1.46 percent increase in commuting times out of a total increase of 12.5 percent, as measured by log changes. Given the high R-squared values and the three significant interaction effects, the changed responses (slopes) in the 1990s were a much more important result, representing approximately a 6.5 percent change. The coefficient of the year dummy (4.5 percent) is close in magnitude to what McGuckin and Srinivasan (2003) attributed to the top coding change (3.8 percent).
Furthermore, the growth of nonwork trips (much more affected by income growth) was significantly larger than work trip growth in the second half of the 1990s (Figure 1) . When grouped by ten distinct periods of the week according to departure times, nonwork trips were a sizeable majority even in peak-hour periods (Figure 2) . The faster growth of nonwork trips in the morning peak in the 1990s reflects the increased frequency of nonwork trip chaining into commute tours (Lee et al. 2006) . We conclude that the nonwork trip growth during peak hours is one of key factors behind the sharp increase in commuting times in the 1990s.
Conclusions
This research suggests that changes in population growth/ density and transportation variables had only modest impacts on commuting times in the 1990s, although all the four variables analyzed were statistically significant. Combined, they explained (statistically not causally) about 12 percent of the increase. Metropolitan population growth involving spatial expansion increases commuting times, at least until job decentralization catches up. High densities can increase congestion and lengthen commuting times, but after controlling for the level of suburbanization, they may have the opposite effect; in our research, the latter outweighed the former.
Transit use increases commuting times, because for most commuters, transit is not competitive with the automobile in door-to-door travel times. Buses are slower than cars, with the possible exception of a transportation system dominated by high occupancy vehicle (HOV) lanes, while rail line-haul times may be faster than cars, but any potential benefits are usually offset by long collection and delivery times. Road capacity increases should reduce commuting times, despite the latent demand hypothesis, but the effect was limited. This could reflect a slowing down in freeway construction in the late 1990s, especially within UAs. Also, there may be somewhat stronger impacts statistically if a more comprehensive measure of capacity than freeway lane-miles per thousand residents could be developed. As for the effects of income, findings from the Census and the NPTS/NHTS are not necessarily inconsistent. The Census results suggest that the 1990s differed from the 1980s and that income was more important in the second decade. Nevertheless, the increase in household income in the 1990s only offset its decline in the 1980s. The NPTS/NHTS data for the 1995-2001 period suggest that the late 1990s differed from earlier periods. This latter period experienced the strongest real income growth. A plausible explanation could be a link between income and the number of trips that people take; nonwork trips are a major part of the story. In addition, some higher-income households may also be more likely to tolerate longer commutes to consume the larger houses and lots available at more distant, especially exurban, locations. There is some corroboration for the emphasis on income. In the six years between NPTS/NHTS surveys, U.S. population grew by 7 percent, the labor force grew by 9 percent, and employment grew by 10 percent. The number of trips in the highest income brackets grew the most (Figure 1 ) because the share of population in higher-income groups increased.
The results tell us little about whether more transit use would have been more or less effective than more roads because the period of analysis is one of both declining transit use and very slow growth in highway construction. " [T] travel on the U.S. Interstate Highway System increased by 38 percent from 1991 to 2001, but additional lane mileage on the system grew by only 5 percent-one seventh of the rate of traffic growth" (Roth 2006, 3) . The standard objection of "latent demand," that is, that we cannot build ourselves out of congestion, is problematic. Timeof-day pricing could magnify the benefits from any additional roads but has rarely been implemented. Despite a spurt in transit use during the 2008 oil price shock, it still accounts for a very small share of commuting trips and is still undergoing a longterm decline. Hence, transit does not contribute much to this analysis. Neither does more road capacity, at least in terms of recent history, because (as pointed out above) its rate of expansion does not compare with the rates of growth of population and VMT. Finally, planning interventions were ineffective in moderating commuting times in the 1990s. Instead, the evidence suggests that market forces (i.e., income growth and its distribution) were the major influence on their increase. Note: All variables except HMFLX are used in natural log form. UA = Urbanized Area; COTIME = average commute time (min.); POP = population; POPDENS = population density (pop/mile 2 ); TRANS = % transit commuters; INC = median household income; VEH = vehicles per household; MFWORK = % multiworker families; CHILD = % households with children; SUBEMPL = % suburban employment; FWY = freeway lane-miles per 1,000 population; HMFLX = housing market flexibility (housing permits growth rate minus population growth rate in the previous decade).
Appendix

