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Zusammenfassung
Ultraschnelle (d.h. auf der Femtosekunden-Zeitskala ablaufende) Prozesse spielen eine zen-
trale Rolle in vielen Bereichen der Photophysik, Photochemie und Photobiologie. Auf die-
sem Gebiet ero¨ffneten sich in den 80er Jahren des vergangenen Jahrhunderts sowohl theo-
retisch (Verfu¨gbarkeit gro¨ßerer Rechenleistung) als auch experimentell (Femtosekunden-
Laserspektroskopie) neue Forschungsmo¨glichkeiten. Charakteristischer Reaktionsmechanis-
mus solcher Prozesse sind oft konische Durchschneidungen (Entartungspunkte von Potential-
fla¨chen), da die dort auftretenden starken nicht-adiabatischen Kopplungen zwischen Kern- und
Elektronenbewegung ultraschnelle strahlungslose ¨Uberga¨nge zwischen verschiedenen elektro-
nischen Zusta¨nden ermo¨glichen.
Im Rahmen dieser Arbeit wird die Quantendynamik ultraschneller photoinduzierter Prozesse in
gro¨ßeren Moleku¨len mit dem Ziel eines mikroskopischen Versta¨ndnisses der zugrundeliegen-
den Mechanismen untersucht. Fu¨r quantenmechanische Studien im Bereich konischer Durch-
schneidungen wird fast immer eine diabatische Darstellung verwendet, ha¨ufig in Kombination
mit einer Normalmodenentwicklung. Dagegen wird in der vorliegenden Arbeit eine adiabati-
sche Beschreibung unter Verwendung realistischer ab initio Potentiale und Kopplungen vor-
gestellt. Diese erlaubt nun erstmals, sowohl die Entwicklung zu den Entartungspunkten hin
u¨ber einen relativ großen Bereich des Koordinatenraumes zu verfolgen als auch den Durchgang
durch mehrere konische Durchschneidungen zu untersuchen.
Diese Methode wurde auf die photoinduzierte Ringo¨ffnung von Cyclohexadien angewendet,
wobei zuna¨chst ein reduziertes Modell fu¨r dieses hochdimensionale System erarbeitet wurde.
Daran anschließend wurden die Potentialfla¨chen fu¨r den Grund- und den ersten angeregten Zu-
stand sowie die Kopplungen zwischen diesen beiden aus ab initio Daten interpoliert. Bei der
Untersuchung der Wellenpaketdynamik wurde eine von den Anfangsbedingungen abha¨ngige
Verzweigung bereits im angeregten Zustand gefunden, sodass zwei konische Durchschneidun-
gen erreicht werden. Nach der Ru¨ckkehr zum Grundzustand verzweigt sich das Wellenpaket
erneut zu den beiden Produkten Cyclohexadien und cZc-Hexatrien. Diese Aufspaltung fa¨llt an
den beiden konischen Durchschneidungen unterschiedlich aus, was Mo¨glichkeiten der Kontrol-
le der Produktverteilung ero¨ffnet. Sowohl die Zeitskala der Reaktion als auch die resultierende
Produktverteilung stimmen sehr gut mit den in Experimenten beobachteten Werten u¨berein.
Daneben widmet sich ein Teil dieser Arbeit dem Na-H2-Stoßprozess, bei dem durch Laseran-
regung ein schwach gebundenes Wellenpaket entsteht, das u¨ber einen konischen Schnitt zum
Grundzustand zuru¨ckkehren kann. Bei diesem Prozess handelt es sich um ein dreidimensio-
nales System mit nur einer konischen Durchschneidung, so dass die weitverbreitete diabati-
sche Beschreibung eingesetzt werden kann. Neben der Dynamik werden an diesem Beispiel
Mo¨glichkeiten der koha¨renten Kontrolle ultraschneller Prozesse diskutiert. Die Dynamikrech-
nungen belegen, dass ein in einem reduzierten niedrigdimensionalen Modell mittels Optimal
Control Theory berechneter Puls das Optimierungsziel – die Erzeugung eines lokalisierten Wel-
lenpaketes in der Na¨he der konischen Durchschneidung – auch in der vollen dreidimensionalen
Rechnung na¨herungsweise erreichen kann.
Fu¨r die numerischen Rechnungen wurde im Rahmen dieser Arbeit ein vielseitig einsetzbarer
Parallelcode implementiert, mit dem Dynamik- und Optimal Control-Rechnungen sowohl im
adiabatischen als auch im diabatischen Bild mo¨glich sind.
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Einleitung
Ultraschnelle Reaktionen spielen eine zentrale Rolle in vielen Bereichen der Photophysik, Pho-
tochemie und Photobiologie. Sie treten in der Natur daher an vielen Stellen auf, zum Beispiel
beim Prima¨rschritt des Sehprozesses (Photoisomerisierung von Retinal in Rhodopsin), bei der
Photosynthese oder bei der Synthese von Vitamin D.
Als ultraschnell bezeichnet man dabei Reaktionen, wenn sie auf der Femtosekunden-Zeitskala
ablaufen. In diesem Fall entspricht die Verweildauer im angeregten Zustand in etwa der Zeit-
dauer nur einiger Vibrationen, es handelt sich daher um die ku¨rzeste mo¨gliche Zeitskala fu¨r
chemische Reaktionen.
Besonderes Interesse erwecken solch ultraschnelle photoinduzierte Prozesse seit den 80er
Jahren des vergangenen Jahrhunderts. Dies liegt zu einem großen Teil an den Fortschritten
bei der Erzeugung kurzer Pulse; zu dieser Zeit erlaubte die Entwicklung von ps- bzw. fs-
Lasern erstmals die Beobachtung ultraschneller Reaktionen in Echtzeit. Fu¨r die ersten Expe-
rimente in diesem heute Femtochemie genannten Gebiet erhielt A. Zewail 1999 den Chemie-
Nobelpreis [122].
Zur gleichen Zeit verlief auch die Entwicklung im Bereich der Großrechner rasant, sodass im-
mer mehr Rechenzeit zur Verfu¨gung stand. Dies ermo¨glichte semiklassische und quantenme-
chanische Untersuchungen ultraschneller Prozesse. Als Voraussetzung fu¨r Dynamikrechnun-
gen nimmt die Quantenchemie dabei eine bedeutende Stellung ein. Die auch auf diesem Gebiet
stu¨rmisch verlaufende Entwicklung schla¨gt sich im Chemie-Nobelpreis von 1998 nieder, den
W. Kohn und J. Pople fu¨r ihre Arbeiten im Bereich der Dichtefunktionaltheorie bzw. der ab
initio Berechnung der elektronischen Eigenschaften von Moleku¨len erhielten.
Damit ero¨ffneten sich sowohl theoretisch als auch experimentell neue Forschungsmo¨glich-
keiten, die zu einem mikroskopischen Versta¨ndnis der zugrundeliegenden Mechanismen fu¨hren
sollen. Sehr schnell war klar, dass die ultraschnelle Zeitskala vieler Prozesse nicht mit den kon-
ventionellen Konzepten zu erkla¨ren war. Als charakteristischer Reaktionsmechanismus ru¨ckten
daher die so genannten konischen Durchschneidungen – das sind Entartungspunkte der Ener-
giefla¨chen verschiedener elektronischer Zusta¨nde – in den Mittelpunkt des Interesses. Sowohl
theoretisch [14, 27, 64] als auch experimentell [43, 89, 109] konnte gezeigt werden, dass an
vielen ultraschnellen photoinduzierten Prozessen tatsa¨chlich solche konischen Schnitte betei-
ligt sind. An diesen treten starke nicht-adiabatische Kopplungen zwischen Kern- und Elektro-
nenbewegung auf, die einen strahlungslosen ¨Ubergang zwischen verschiedenen elektronischen
Zusta¨nden ermo¨glichen.
Auf der theoretischen Seite existieren neben semiklassischen Beschreibungen in der Zwischen-
zeit diverse Arbeiten, die sich mit der quantenmechanischen Beschreibung der Dynamik in der
Umgebung von konischen Durchschneidungen bescha¨ftigen [74,76,102,27,17,31,52]. Darun-
ter befinden sich Untersuchungen an Modellsystemen, die lediglich zwei bis drei Freiheitsgrade
umfassen, und auf einen Einblick in die fundamentalen Prinzipien zielen [32, 33, 34]. Andere
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Gruppen befassen sich mit der Simulation realer Moleku¨le, wobei meist eine Normalmoden-
entwicklung herangezogen wird [101, 117, 118].
Im Gegensatz dazu sollen in der vorliegenden Arbeit reaktive molekulare Systeme ohne Be-
schra¨nkung auf eine harmonische Beschreibung quantenmechanisch untersucht werden. Als
ein wichtiger Prototyp wird in Kapitel 2 die photoinduzierte Ringo¨ffnung von Cyclohexadien
(CHD) untersucht. Fu¨r dieses hochdimensionale System wird zuna¨chst ein reduziertes Modell
erarbeitet, das alle auf der fs-Zeitskala relevanten Freiheitsgrade beschreibt.
Fast allen Arbeiten im Bereich der quantenmechanischen Untersuchung der Dynamik unter
dem Einfluss von nicht-adiabatischen Kopplungen liegt eine Transformation in die so genannte
diabatische Basis zugrunde. Dagegen wird in dieser Arbeit eine adiabatische Beschreibung
unter Verwendung realistischer ab initio Potentiale und Kopplungen vorgestellt. Mit dieser ist es
erstmals mo¨glich, sowohl die Entwicklung zu den Entartungspunkten hin u¨ber einen gro¨ßeren
Bereich zu verfolgen als auch den Durchgang durch mehrere konische Durchschneidungen zu
untersuchen.
Bei dem in Kapitel 3 im Mittelpunkt stehenden Na-H2-Stoßprozess handelt es sich hingegen um
ein lediglich dreidimensionales Problem, bei dem nur ein konischer Schnitt beteiligt ist. Es kann
daher unter Verwendung des u¨blichen diabatischen Bildes untersucht werden. Daru¨ber hinaus
werden an diesem Beispiel Mo¨glichkeiten der koha¨renten Kontrolle ultraschneller Prozesse
vorgestellt.
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Ultraschnelle molekulare
Quantendynamik
Die erste Echtzeitbeobachtung der Dynamik ultraschneller chemischer Reaktionen, im kon-
kreten Fall handelte es sich um den Bruch von Bindungen in zwei- und dreiatomigen Mo-
leku¨len, gelang 1987/88 mit Hilfe der Femtosekunden-Laserspektroskopie in der Gruppe um
Zewail [22] (vgl. auch den aus dem Nobel-Vortrag entstandenen ¨Ubersichtsartikel [122]). Dar-
aufhin setzte eine rasante experimentelle Entwicklung auf diesem heute Femtochemie genann-
ten Gebiet ein, die von Anfang an durch theoretische Arbeiten erga¨nzt wurde (ausfu¨hrlichst
dokumentiert in [77]).
Bei ultraschnellen photoinduzierten Prozessen in Moleku¨len handelt es sich in der Regel um
sehr komplexe Vorga¨nge. Die Tatsache, dass sie auf der fs-Zeitskala ablaufen ko¨nnen, deutet auf
die Beteiligung sehr starker intramolekularer (nicht-Born-Oppenheimer-) Kopplungen hin. Da-
her sind sto¨rungstheoretische Ansa¨tze zur Beschreibung nicht geeignet. Andererseits kann man
jedoch davon ausgehen, dass auf dieser kurzen Zeitskala selbst bei großen Moleku¨len nur einige
wenige Freiheitsgrade aktiv beteiligt sind. Alle anderen hingegen sind nur deutlich schwa¨cher
angekoppelt und gewinnen somit erst zu spa¨teren Zeiten an Bedeutung. Das ermo¨glicht eine
Konzentration auf wenige (re-)aktive Koordinaten, fu¨r die ein realistischer, quantenmechani-
scher Ansatz gemacht werden soll.
Die ersten Simulationen im Bereich der Femtosekunden-Dynamik waren auf zweiatomige
Moleku¨le beschra¨nkt, sie erfolgten meist im zeitlichen Zusammenhang mit den entsprechen-
den Experimenten. So wurde unter anderem die Pra¨dissoziation von NaI untersucht (ur-
spru¨ngliches Zewail-Experiment), die koha¨rente Schwingungsdynamik von Na2 und I2 so-
wie die Photodissoziation von ICN (siehe z.B. [122]). Zwischenzeitlich wurde eine Reihe
von experimentellen Studien durchgefu¨hrt, die sich mit Reaktionen von gro¨ßeren Moleku¨len
bescha¨ftigen [42, 44, 45, 88, 110, 89, 2, 120, 123, 122, 94, 72, 124, 73].
Um die Reaktionsdynamik theoretisch verfolgen zu ko¨nnen, mu¨ssen die relevanten Potential-
fla¨chen vorliegen. Die Bestimmung derselben ist daher eine wesentliche Aufgabe, bei der man
allerdings fu¨r gro¨ßere Moleku¨le schnell an die Grenzen des derzeit Berechenbaren kommen
kann (siehe Abschnitt 1.3). Noch anspruchsvoller wird die Aufgabe, wenn starke nicht-Born-
Oppenheimer-Kopplungen beru¨cksichtigt werden mu¨ssen. Dies ist insbesondere dann der Fall,
wenn so genannte konische Durchschneidungen beteiligt sind. Dabei handelt es sich um Ent-
artungspunkte (bzw. -hyperfla¨chen) der adiabatischen Potentialfla¨chen verschiedener elektro-
nischer Zusta¨nde, deren Bedeutung in den letzten Jahren zunehmend zur Kenntnis genommen
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wird [14,95,12,65]. Auf ihnen liegt in dieser Arbeit ein besonderes Augenmerk; in diesem Fall
werden fu¨r die theoretische Beschreibung zwei Potentialfla¨chen samt der Kopplung zwischen
ihnen beno¨tigt. Dies verkompliziert den Sachverhalt erheblich, sodass solche Rechnungen bis-
her eher selten fu¨r mittelgroße bis große Moleku¨le durchgefu¨hrt wurden. Dreiatomige Moleku¨le
wie z.B. Na3 [99, 100, 93] wurden dagegen ausgiebig untersucht (zur Theorie photoinduzierter
Dynamik kleiner Moleku¨le vgl. die Monographie [98]).
Mit gro¨ßeren Moleku¨len bescha¨ftigten sich insbesondere die Gruppen um Domcke, Ko¨ppel
und Cederbaum, so z.B. mit der internen Konversion in Benzol oder der ultraschnellen Dyna-
mik in Pyrazin [119, 117]. Bei all diesen Systemen spielen konische Durchschneidungen eine
große Rolle. Die Untersuchungen wurden mittels Wellenpaket-Propagation in der so genann-
ten diabatischen Darstellung durchgefu¨hrt, um die theoretische Beschreibung der konischen
Durchschneidungen zu vereinfachen (vgl. Abschnitt 1.2.2).
Daneben setzen viele Arbeiten als Alternative verschiedene semiklassische Ansa¨tze (wie z.B.
surface hopping) ein [54, 83, 85, 7, 18, 108, 52, 63, 51, 107, 19]; einige wenige Arbeiten gibt
es im Bereich der ab initio Molekulardynamik [79, 10, 9]. Daru¨ber hinaus existiert eine Reihe
theoretischer Arbeiten, die reine Modellsysteme teils quantenmechanisch, teils semiklassisch
untersuchen [29, 96, 30, 31, 33, 34].
Ein Großteil der vorliegenden Arbeit (Kapitel 2) bescha¨ftigt sich mit der quantenmechanischen
Beschreibung eines hochdimensionalen Systems, wobei die Wellenpaketdynamik unter Ver-
wendung realistischer ab initio Potentiale untersucht werden soll. Im Gegensatz zu klassischen
Trajektorienrechnungen, bei denen der Rechenaufwand linear von der Anzahl der Freiheits-
grade abha¨ngt, steigt er fu¨r zeitabha¨ngige Wellenpaket-Propagationen exponentiell an. Daher
werden in der Regel interne Koordinaten verwendet, bei denen Translations- und Rotations-
freiheitsgrade des gesamten Moleku¨ls absepariert wurden. Dadurch reduziert sich zwar die
Anzahl der Dimensionen, es ergibt sich aber mo¨glicherweise ein komplizierter kinetischer Ha-
miltonoperator. Die no¨tige Transformation ist im Prinzip einfach, kann in der Praxis aber recht
mu¨hsam sein (vgl. Abschnitt 2.2.2).
1.1 Dynamik jenseits der Born-Oppenheimer-Na¨herung
Um die Quantendynamik von Moleku¨len zu untersuchen, muss die zeitabha¨ngige Schro¨dinger-
Gleichung
i~∂tΨ(t) = HΨ(t) (1.1)
im Allgemeinen numerisch gelo¨st werden. Fu¨r ein molekulares System setzt sich der Hamilton-
Operator (ohne Spin-Anteil)
H = Tnuc + Tel + V˜ (xel,xnuc)︸ ︷︷ ︸
Hel
(1.2)
aus dem kinetischen Anteil der Kerne Tnuc, demjenigen der Elektronen Tel sowie dem potenti-
ellen Anteil (Coulomb-Wechselwirkung)
V˜ =
1
4pi0
∑
i<j
qiqj
xij
(1.3)
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zusammen. Dabei bezeichnet xij den Abstand zwischen Teilchen i und j mit den Ladungen
qi,j .
In der Moleku¨lphysik wird u¨blicherweise die Born-Oppenheimer-Na¨herung verwendet, der die
Vorstellung zugrundeliegt, dass die schnellen Elektronen der Bewegung der sehr viel schwere-
ren und daher langsameren Kerne instantan folgen. Dadurch ko¨nnen Kern- und Elektronenbe-
wegung getrennt werden; die Kernkoordinaten stellen fu¨r letztere lediglich Parameter dar.
Diese ¨Uberlegungen legen eine Entwicklung der Gesamtwellenfunktion Ψ in der Form
Ψ(xel,xnuc) =
∑
k
ψk(xnuc)Φk(xel; xnuc) (1.4)
nahe, wobei ψk(xnuc) den Kernanteil darstellt und Φk(xel; xnuc) den nur parametrisch von den
Kernkoordinaten xnuc abha¨ngenden elektronischen Anteil. Wendet man den Hamiltonopera-
tor (1.2) auf diese Wellenfunktion an, so ergibt sich
HΨ =
∑
k
{
ΦkTnucψk + ΦkKψk + ψkTelΦk + V˜ ψkΦk
}
(1.5)
=
∑
k
{
Φk(Tnuc +K)ψk + ψk(Tel + V˜ )Φk
}
. (1.6)
Dabei stellt K die durch die Wirkung von Tnuc auf Φk entstehenden Kopplungsterme zwischen
der elektronischen und der Kernbewegung dar (vgl. Gl. (1.11)).
An dieser Stelle erweist es sich als gu¨nstig, als Basis Φk die Eigenzusta¨nde der so genannten
elektronischen Schro¨dingergleichung(
Tel + V˜ (xel; xnuc)
)
Φk(xel; xnuc) = Vk(xnuc)Φk(xel; xnuc). (1.7)
zu wa¨hlen. Letztere kann durch kommerzielle quantenchemische Programme na¨herungsweise
gelo¨st werden (vgl. Abschnitt 1.3), die zugeho¨rigen Eigenwerte Vk(xnuc) werden als Potential-
fla¨chen des elektronischen Zustandes k bezeichnet.
Mit dieser (zeitunabha¨ngigen) Basiswahl reduziert sich Gl. (1.1) auf die nukleare Schro¨dinger-
gleichung
i~∂tψ(xnuc, t) = {Tnuc + V (xnuc) +K(xnuc)}ψ(xnuc, t). (1.8)
Die so genannte nicht-adiabatische Korrektur K ist dabei vernachla¨ssigbar, falls die elektroni-
schen Zusta¨nde energetisch deutlich getrennt (d.h. weiter voneinander entfernt als der Abstand
zwischen den vibronischen Niveaus) sind, in diesem Fall handelt es sich um die u¨bliche Born-
Oppenheimer-Na¨herung.
Die vorliegende Arbeit bescha¨ftigt sich nun allerdings mit Entartungspunkten zwischen ver-
schiedenen elektronischen Zusta¨nden, so genannten konischen Durchschneidungen. In diesem
Fall bricht die Born-Oppenheimer-Na¨herung zusammen, d.h. die nicht-adiabatischen Korrektu-
ren sind keineswegs vernachla¨ssigbar, sondern spielen eine wesentliche Rolle, sie ko¨nnen sogar
divergieren.
Die Entwicklung in Born-Oppenheimer-Eigenzusta¨nde ist jedoch weiterhin von Vorteil. Die
zusa¨tzlich beno¨tigte Kopplung K soll im folgenden hergeleitet werden.
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Mit dem kinetischen Operator fu¨r die Kerne (im weiteren Verlauf werden atomare Einheiten
verwendet)1
Tnuc = −
∑
i
1
2mi
∂2xi (1.9)
erha¨lt man aus Gl. (1.2)
HΨ = (Tnuc +Hel)
∑
l
ψlΦl
= −
∑
l,i
1
2mi
∂xi(Φl∂xiψl + ψl∂xiΦl) +
∑
l
ψlHelΦl
= −
∑
l,i
1
2mi
(2∂xiψl∂xiΦl + Φl∂
2
xiψl + ψl∂
2
xiΦl) +
∑
l
VlψlΦl
=
∑
l
Φl(Tnuc + Vl)ψl −
∑
l,i
1
2mi
(2∂xiψl∂xiΦl + ψl∂
2
xiΦl). (1.10)
Multiplikation2 mit
〈
Φk
∣∣ fu¨hrt dann unter Beru¨cksichtigung der Orthogonalita¨t der Born-
Oppenheimer-Zusta¨nde
〈
Φk
∣∣Φl〉 = δkl zu einer zeitabha¨ngigen Schro¨dinger-Gleichung fu¨r die
Kernwellenfunktionen der Form
i∂tψk = (Tnuc + Vk)ψk −
∑
l,i
1
mi
(
f
(i)
kl ∂xi +
1
2
g
(i)
kl
)
ψl (1.11)
mit den nicht-adiabatischen Kopplungselementen
f
(i)
kl =
〈
Φk
∣∣∂xiΦl〉, (1.12)
g
(i)
kl =
〈
Φk
∣∣∂2xiΦl〉. (1.13)
Fu¨r diese gilt
0 = ∂xi
〈
Φk
∣∣Φl〉
=
〈
Φl
∣∣∂xiΦk〉∗ + 〈Φk∣∣∂xiΦl〉
⇒
(
f
(i)
lk
)∗
= −f (i)kl (1.14)
bzw. fu¨r reell gewa¨hlte Wellenfunktionen
f
(i)
lk = −f (i)kl , (1.15)
f
(i)
kk = 0. (1.16)
Daru¨ber hinaus wird folgende Zerlegung [60] beno¨tigt werden:
g
(i)
kl = ∂xif
(i)
kl − h(i)kl , (1.17)
h
(i)
kl =
〈
∂xiΦk
∣∣∂xiΦl〉. (1.18)
1∂xi =
∂
∂xi
2Parallel zur Formulierung in Wellenfunktionen Φk(xel) wird in dieser Arbeit auch der Bra-Ket-Formalismus
eingesetzt, im Folgenden wird die jeweils
”
lesbarste“ Schreibweise verwendet.
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1.2 Konische Durchschneidungen
Als konische Durchschneidungen bezeichnet man – wie schon angedeutet – Entartungspunkte
der Energieeigenwerte verschiedener elektronischer Zusta¨nde. Dabei kommt es zu einer starken
Kopplung zwischen Elektronen- und Kernbewegung, die als nicht-adiabatische Kopplung be-
zeichnet wird (vgl. Abschnitt 1.1). Auf diese Weise wird ein strahlungsloser ¨Ubergang zwischen
den Zusta¨nden auf der Femtosekunden-Zeitskala ermo¨glicht, weshalb konische Durchschnei-
dungen bei vielen ultraschnellen photoinduzierten Prozessen eine wesentliche Rolle spielen.
Obwohl sich schon Ende der zwanziger Jahre des vergangenen Jahrhunderts Hund [59], von
Neumann und Wigner [112] sowie kurz darauf dann Teller [106] mit solchen Entartungspunk-
ten, den Bedingungen fu¨r ihre Existenz sowie der Kopplungssta¨rke bescha¨ftigt haben, wurde
ihre Bedeutung lange verkannt. Man hielt sie fu¨r theoretisch mo¨gliche, in der Praxis allerdings
selten bedeutsame Sonderfa¨lle, die womo¨glich noch in energetisch schwer zuga¨nglichen Berei-
chen liegen.
Es dauerte etwa bis in die Mitte der 80er Jahre, bis sie ein breiteres Interesse erwecken soll-
ten. Ausgelo¨st wurde dies zum einen durch die rasante Entwicklung im Bereich der Erzeugung
kurzer Pulse, die erst die experimentellen Mo¨glichkeiten fu¨r eine zeitaufgelo¨ste Beobachtung
ultraschneller Prozesse geschaffen hat. Dabei zeigte sich, dass die Geschwindigkeit vieler Re-
aktionen mit den konventionellen Konzepten (Fermis Goldene Regel, Landau-Zener-Modell)
nicht erkla¨rt werden kann. Zum anderen erlaubte die ebenfalls rasant voranschreitende Ver-
vielfachung der verfu¨gbaren Rechenleistung die quantenchemische Berechnung auch etwas
gro¨ßerer Systeme. So ist es der Gruppe um Olivucci, Bernardi und Robb gelungen, in vie-
len Moleku¨len konische Durchschneidungen zu finden und zu charakterisieren [12, 91, 13, 14].
Insgesamt hat diese Entwicklung dazu gefu¨hrt, dass solche Entartungspunkte heute nicht mehr
als exotische Sonderfa¨lle, sondern vielmehr als ein wesentliches Konzept im Zusammenhang
mit ultraschnellen Reaktionen gelten.
1.2.1 Kreuzungsbedingungen
Bereits 1927 ist Hund [59] der Frage nachgegangen, ob Kreuzungspunkte zwischen Potentialen
auftreten ko¨nnen und kam zu dem Schluss, dass eine Entartung im Allgemeinen nicht erwar-
tet werden kann, wenn nur ein variierbarer Parameter zur Verfu¨gung steht. Von Neumann und
Wigner lieferten dann 1929 [112] den mathematischen Beweis, dass fu¨r eine Entartung zweier
Zusta¨nde in der Regel drei Parameter no¨tig sind, fu¨r den Fall reeller elektronischer Wellenfunk-
tionen genu¨gen zwei. Um andauernde Unklarheiten bezu¨glich dieser Frage zu kla¨ren, wa¨hlte
Teller 1937 [106] einen direkteren,
”
physikalischeren“ Weg, um dies zu zeigen:
Fu¨r mehratomige Moleku¨le mit N Atomen verbleiben nach Abseparation der Schwerpunkt-
koordinaten noch F = 3N − 6 Freiheitsgrade, von denen die Potentialfla¨chen abha¨ngen.
Man betrachte nun ein System mit internen Kernkoordinaten xnuc, fu¨r das bis auf zwei alle
elektronischen Eigenfunktionen Φ3,Φ4, . . . bereits bekannt seien. Im verbliebenen Unterraum
ko¨nnen nun zwei Wellenfunktionen φ1,2 so gewa¨hlt werden, dass sie mit den bereits gefun-
denen Lo¨sungen eine vollsta¨ndige orthonormale Basis bilden. Die beiden noch unbekannten
Eigenwerte E1 und E2 mu¨ssen Eigenwerte der Matrix
H =
(
H11(xnuc) H12(xnuc)
H21(xnuc) H22(xnuc)
)
(1.19)
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mit
Hkl =
〈
φk
∣∣H∣∣φl〉 (1.20)
sein und die zugeho¨rigen Eigenfunktionen Φ1,2 ko¨nnen als Linearkombinationen von φ1,2 dar-
gestellt werden. Die Bestimmungsgleichung
detH =
∣∣∣∣H11 − E H12H21 H22 − E
∣∣∣∣ = 0 (1.21)
fu¨hrt zu den Eigenwerten
E1,2 =
H11 +H22
2
±
√(
∆H
2
)2
+H21H12 (1.22)
mit ∆H = H11 −H22.
Sollen die beiden Zusta¨nde nun entartet sein, d.h. soll E1 = E2 gelten, so muss die Wurzel
verschwinden, was
∆H(xnuc) = 0
und H12(xnuc) = 0 (1.23)
erfordert. Fu¨r die Existenz einer konischen Durchschneidung mu¨ssen also an einem Punkt im
Koordinatenraum die Bedingungen (1.23) gleichzeitig erfu¨llt sein. Dabei handelt es sich im
komplexen Fall um drei Bedingungen (∆H , Re(H12) sowie Im(H12) mu¨ssen verschwinden),
fu¨r reelle elektronische Wellenfunktionen – wie sie u¨blicherweise in der Moleku¨lphysik und
auch im Folgenden betrachtet werden – verbleiben zwei Forderungen.
Damit wird der Entartungsraum bei einem System mit F Freiheitsgraden im Allgemeinen
(F−2)-dimensional sein. Ausnahmen sind insbesondere bei verschiedener Symmetrie der bei-
den Zusta¨nde zu erwarten, in diesem Fall verschwindet das Nebendiagonalelement aus Sym-
metriegru¨nden und es verbleibt lediglich eine Bedingung und damit ein (F−1)-dimensionaler
Entartungsraum.
Aus der Anzahl der Bedingungen ergibt sich fu¨r zweiatomige Moleku¨le bei gleicher Symmetrie
der Zusta¨nde (sodass im Allgemeinen H12 6= 0 gilt) die wohlbekannte non crossing rule, da
mit einem Freiheitsgrad in der Regel nicht beide Bedingungen erfu¨llt werden ko¨nnen. Gleich-
zeitig ist an dieser Stelle offensichtlich, dass diese
”
Regel“ fu¨r mehratomige Moleku¨le keinerlei
Bedeutung hat.
Durch die beiden Bedingungen (1.23) werden zwei Richtungen senkrecht zum (F − 2)-
dimensionalen Entartungsraum ausgezeichnet, die den so genannten Verzweigungsraum auf-
spannen. Tra¨gt man die Energie der beiden Zusta¨nde u¨ber diesem auf, so ergeben die beiden
Potentialfla¨chen in unmittelbarer Umgebung des Entartungspunktes in linearer Na¨herung einen
Doppelkonus (vgl. Abb. 1.1). Von dieser Anschauung ru¨hrt der Name konische Durchschnei-
dung her.
Allen Ansa¨tzen zur theoretischen Untersuchung der Dynamik unter Beteiligung von konischen
Durchschneidungen in komplexeren Systemen liegt die Annahme zugrunde, dass zur Beschrei-
bung der Vorga¨nge auf der fs-Zeitskala nur einige wenige Freiheitsgrade no¨tig sind. Dabei geht
man davon aus, dass durch die starke nicht-adiabatische Kopplung zwischen den (wenigen) re-
levanten Koordinaten ultraschnelle Prozesse ermo¨glicht werden, wa¨hrend die Ankopplung an
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Abbildung 1.1: Schematische Darstellung des eindimensionalen Entartungsraumes (also einer Schnitt-
linie) im dreidimensionalen Raum. An drei Stellen ist exemplarisch der na¨herungsweise doppelkonische
Verlauf der Energie im jeweiligen Verzweigungsraum angedeutet.
die restlichen Moden deutlich schwa¨cher ist und diese daher erst auf la¨ngeren Zeitskalen eine
Rolle spielen ko¨nnen.
Fu¨r die Beschreibung gro¨ßerer Moleku¨le ist daher eine geschickte Koordinatenwahl wesentlich,
sie muss zum einen alle auf der fs-Zeitskala aktiven Moden3 umfassen und soll andererseits
eine mo¨glichst niedrigdimensionale Darstellung ermo¨glichen, in der der Laplace-Operator im
kinetischen Hamiltonoperator eine nicht zu komplizierte Form hat (vgl. Kapitel 2.2.1).
1.2.2 Diabatische und adiabatische Beschreibung
In der direkten Umgebung konischer Durchschneidungen sind die nichtadiabatischen Kopp-
lungselemente in der Regel stark lokalisiert und sehr groß, sie ko¨nnen sogar singula¨r sein. Dies
bedingt meist numerische Probleme und erfordert dementsprechend einen erheblichen Auf-
wand.
Um derartige Probleme zu umgehen, wird ha¨ufig eine alternative Entwicklung der Wellenfunk-
tion nach so genannten diabatischen Zusta¨nden eingesetzt. Diese sind definiert durch die For-
derung, dass die Ableitungskopplungen bezu¨glich der diabatischen Basis verschwinden sollen:
〈
Φdiabn
∣∣∂xjΦdiabm 〉 != 0, (1.24)
was folgende Bedingung impliziert
∂xjf
(i) − ∂xif (j) = [f (i), f (j)], (1.25)
3Mit Moden sind in dieser Arbeit nicht Normalmoden gemeint, sondern ganz allgemein Freiheitsgrade der Be-
wegung.
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wobei mit f (i) die Matrix der nicht-adiabatischen Kopplungselemente
(
f
(i)
kl
)
bezeichnet wird.
Man kann nun aber zeigen [62, 81], dass eine solche diabatische Basis nicht nur nicht ein-
deutig definiert ist, sondern daru¨ber hinaus, dass die zugrundeliegende Forderung fu¨r einen
endlichen Unterraum im Allgemeinen gar nicht exakt erfu¨llt werden kann. Dies ist lediglich
fu¨r den (hier nicht interessierenden) Fall nur eines einzigen Freiheitsgrades mo¨glich – oder
eben fu¨r eine vollsta¨ndige elektronische Basis, was fu¨r konkrete Berechnungen ebenfalls un-
realistisch ist. Aus diesem Grund wird in der Regel mit quasi-diabatischen Basen gearbeitet;
fu¨r die na¨herungsweise Diabatisierung gibt es dabei zwei verschiedene Zuga¨nge. Zum einen
ko¨nnen als Ausgangspunkt die adiabatischen Kopplungen dienen, was natu¨rlich deren ab initio
Berechnung erfordert. Zum anderen kann man eine direkte Bestimmung versuchen, indem man
fordert, dass bestimmte elektronische Eigenschaften nur sanft variieren du¨rfen [27].
Im Spezialfall einer konischen Durchschneidung zwischen zwei Zusta¨nden existiert ein wei-
teres Verfahren zur Bestimmung quasi-diabatischer Basen. In diesem Fall kann na¨mlich die
Transformation zwischen dem adiabatischen und dem diabatischen Bild durch eine Rotations-
matrix
X(x) =
(
cos θ(x) sin θ(x)
− sin θ(x) cos θ(x)
)
(1.26)
mit dem ortsabha¨ngigen Mischungswinkel
θ(x) =
1
2
arctan
(
2Hdiab12 (x)
Hdiab22 (x)−Hdiab11 (x)
)
(1.27)
repra¨sentiert werden. Daru¨ber hinaus ko¨nnen in der direkten Umgebung des Entartungspunktes
die Matrixelemente Hdiabkl des Hamiltonoperators in der diabatischen Basis Taylor-entwickelt
werden. Auf diese Weise kann dann der Mischungswinkel bestimmt werden, was allerdings
eine sehr genaue Kenntnis der Potentialfla¨chen im Bereich der konischen Durchschneidung
erfordert.
Fast alle quantenmechanischen Rechnungen in der Umgebung konischer Schnitte werden im
diabatischen Bild durchgefu¨hrt, vgl. z.B. [27] und Zitate darin. Auch die bereits in der Ein-
leitung zu Kapitel 1 genannten Gruppen um Domcke, Ko¨ppel und Cederbaum verwenden
– im Gegensatz zu den in Kapitel 2 vorzustellenden Untersuchungen – standardma¨ßig eine
solche Darstellung. Daru¨ber hinaus werden dort die diabatischen Potentialfla¨chen meist nach
Normalmoden Taylor-entwickelt (vibronic coupling model), da lediglich kleine Auslenkungen
betrachtet werden (konische Durchschneidungen in der Na¨he der Franck-Condon-Gegend). Fu¨r
Photoisomerisierungen wird ein a¨hnliches Modell mit einer zusa¨tzlichen Torsionsmode großer
Auslenkung verwendet [101].
In [87] werden Vor- und Nachteile der diabatischen und adiabatischen Repra¨sentation ge-
genu¨bergestellt und die Verwendung einer adiabatischen Darstellung vorgeschlagen. Bislang
existieren jedoch neben einer erst ku¨rzlich erschienen Studie eines Modellsystems [121]
lediglich molekulardynamische Rechnungen unter Verwendung des multiple spawning ap-
proach [80]. Bei dieser Methode wird die Wellenfunktion durch eine Linearkombination von
Gaußfunktionen dargestellt, die sich entlang klassischer Trajektorien entwickeln. Im Bereich
nicht-adiabatischer Kopplungen wird diese Basis dann jeweils erweitert.
Mehrdimensionale quantenmechanische Studien im adiabatischen Bild fu¨r die Dynamik un-
ter dem Einfluss konischer Durchschneidungen in einem realen, mehratomigen Moleku¨l finden
sich bislang nicht in der Literatur. Entsprechende Rechnungen mittels Wellenpaketpropagatio-
nen wurden erstmals im Rahmen dieser Arbeit durchgefu¨hrt, sie werden in Kapitel 2 vorgestellt.
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Dort soll auch die Verwendung der adiabatischen Beschreibung anhand des konkreten Beispiels
motiviert werden.
1.2.3 Konische Durchschneidungen und geometrische Phasen
Im Zusammenhang mit konischen Durchschneidungen wird oft der Begriff der geometrischen
oder Berry-Phase genannt. Dabei sto¨ßt man in der Literatur ha¨ufig auf die Behauptung, dass die
Umkreisung einer konischen Durchschneidung zwangsla¨ufig einen Phasensprung von pi (d.h.
einen Vorzeichenwechsel) der adiabatischen elektronischen Wellenfunktion verursache. Die-
se Aussage ist in dieser Allgemeinheit jedoch nicht haltbar; um konische Durchschneidungen
herum kann es zwar ein solches Verhalten geben, es muss jedoch nicht zwangsla¨ufig vorliegen.
Der Argumentation in [4] folgend soll daher hier die genaue Bedingung fu¨r das Auftreten ei-
nes Phasensprungs dargelegt werden. Zu diesem Zweck wird die Transformation (1.26) von
diabatischen Wellenfunktionen ins adiabatische Bild verwendet(
Φadiab1
Φadiab2
)
=
(
cos θ sin θ
− sin θ cos θ
)(
Φdiab1
Φdiab2
)
. (1.28)
Der Winkel θ kann durch Diagonalisierung der diabatischen Potentiale und Kopplungen aus
Hdiab berechnet werden; es gilt (vgl. Gl. (1.27))
cos 2θ =
∆Hdiab
D
(1.29)
sin 2θ =
Hdiab12
D
(1.30)
mit
∆Hdiab =
Hdiab11 −Hdiab22
2
, (1.31)
D =
√
(∆Hdiab)2 +
(
Hdiab12
)2
. (1.32)
Fu¨r reell gewa¨hlte elektronische Wellenfunktionen definieren die beiden Entartungsbedingun-
gen ∆Hdiab = 0 und Hdiab12 = 0 zwei (F −1)-dimensionale Hyperfla¨chen, deren (F −2)-
dimensionaler Schnitt den Entartungsraum ergibt. Aus den Gl. (1.28), (1.29) und (1.30) ergeben
sich nun folgende Aussagen:
• In den beiden durch die Hyperfla¨che ∆Hdiab = 0 getrennten Teilra¨umen dominiert je-
weils der eine bzw. der andere diabatische Zustand in Gl. (1.28) fu¨r die adiabatische
Wellenfunktion.
• Bei Hdiab12 = 0 findet ein Nulldurchgang des jeweils schwa¨cheren diabatischen Koeffizi-
enten statt.
Insgesamt ergibt sich damit folgendes allgemeines Phasentheorem:
Entlang eines geschlossenen Pfades beliebiger Form um eine konische Durch-
schneidung a¨ndert die adiabatische Wellenfunktion nur dann ihr Vorzeichen, wenn
auf jeder Seite von ∆Hdiab = 0 die Hyperfla¨che Hdiab12 = 0 ungeradzahlig oft
u¨berquert wird.
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Diese Bedingung ist im – in der Literatur meist herangezogenen – einfachsten Fall eines nulldi-
mensionalen Entartungsraumes (Schnittpunkt) im zweidimensionalen Koordinatenraum immer
erfu¨llt (vgl. Abb. 1.2, links). Fu¨r ho¨herdimensionale Probleme kann hingegen ohne genaue
Kenntnis der beiden Hyperfla¨chen ∆Hdiab = 0 und Hdiab12 = 0 keine Aussage u¨ber etwaige
Phasen gemacht werden; zur Illustration zeigt Abb. 1.2 (rechts) ein dreidimensionales Beispiel
ohne Phasensprung.
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Abbildung 1.2: Beispiele fu¨r geschlossene Pfade um eine konische Durchschneidung. In zwei Dimen-
sionen (links) besteht der Entartungsraum lediglich aus einem Punkt und es tritt ein Phasensprung der
adiabatischen Wellenfunktionen auf. Im dreidimensionalen Beispiel (rechts) ergeben die beiden Hyper-
fla¨chen H12 = 0 (Kugel) und ∆H = 0 (Ebene) als Entartungsraum eine Linie; eine tangentiale Ebene
(grau) beru¨hrt die Kugel und damit die Schnittlinie in genau einem Punkt. Ein geschlossener Pfad in
dieser Ebene um die enthaltene konische Durchschneidung schneidet zwar die Ebene ∆H = 0 zweimal,
die H12 = 0-Kugel hingegen gar nicht und verursacht demnach keinen Phasensprung.
An dieser Stelle sei darauf hingewiesen, dass das in Kapitel 2 vorgestellte Modell fu¨r die
Ringo¨ffnung von CHD nicht wirklich zweidimensional ist. Stattdessen handelt es sich eigent-
lich um ein 36-dimensionales System, das auf zwei Dimensionen, die nicht mit dem Verzwei-
gungsraum identisch sind, projiziert wird. Aus diesem Grund ist vo¨llig unklar, ob in dieser
Ebene beim Umrunden der konischen Durchschneidungen ein Phasensprung auftritt.
Bisweilen wird in der Literatur die Frage kontrovers diskutiert, ob zur Beru¨cksichtigung der
geometrischen Phase ad hoc ein Vektorpotential in die Schro¨dinger-Gleichung eingefu¨hrt wer-
den mu¨sse. Die entsprechenden Zusammenha¨nge sollen daher in Anlehnung an [5] hier kurz
dargestellt werden.
Zuna¨chst einmal ko¨nnen die nicht-adiabatischen Kopplungsterme selbst als ein solches
Vektorpotential aufgefasst werden. Die gekoppelten zeitunabha¨ngigen Born-Oppenheimer-
Gleichungen (vgl. Gl. (1.11)) nehmen na¨mlich unter Verwendung der Zerlegung (1.17) fol-
gende Form an4
− 1
2m
∇2Ψ +
(
V − 1
2m
f2 − E
)
Ψ− 1
2m
(2f · ∇+∇f) Ψ = 0, (1.33)
4Der ¨Ubersichtlichkeit halber sollen alle Massen gleich sein, mit f wird wiederum die Matrix der Kopplungs-
vektoren fkl bezeichnet und es gilt
hkl =
〈∇Φk∣∣∇Φl〉 = ∑
m
〈∇Φk∣∣Φm〉〈Φm∣∣∇Φl〉 = ∑
m
f∗mkfml = (f
2)kl.
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was auch als
1
2m
(p− if)2 Ψ + (V − E)Ψ = 0 (1.34)
geschrieben werden kann. In dieser Schreibweise erkennt man direkt, dass if als ein SU(2)-
Vektorpotential aufgefasst werden kann.
Daru¨ber hinaus soll ha¨ufig die Born-Oppenheimer-Na¨herung (im Sinne der Beru¨cksichtigung
lediglich einer Fla¨che) adaptiert werden. Dieser Ansatz erscheint naheliegend fu¨r Systeme, bei
denen zwar eine konische Durchschneidung vorhanden ist, diese jedoch energetisch weit im
klassisch verbotenen Bereich liegt (wie z.B. bei sehr niedrigen Energien im Jahn-Teller-Fall,
Pseudorotation [100]).
Fu¨r diesen Zweck sollen durch eine geeignete Basistransformation G die nicht-adiabatischen
Kopplungen von der Nebendiagonalen auf die Diagonale
”
verschoben“ werden. Dazu muss die
unita¨re MatrixG die Kopplungsmatrix f diagonalisieren; fu¨r die transformierte Wellenfunktion
χ = G−1Ψ erha¨lt man so die gekoppelten Gleichungen (siehe [5])(
− 1
2m
∇2 + V˜1 − E ± i2m (2f12 · ∇+∇f12)
)
χ1 − 12
(
V˜2 − V˜1
)
(χ1 − χ2) = 0, (1.35)
mit V˜k = Vk − 12mf212. Ist die Energie nun niedrig genug, sodass der angeregte Zustand na-
hezu unbesetzt ist, so kann χ1 − χ2 = Ψ2 vernachla¨ssigt werden. Gl. (1.35) ist dann
na¨herungsweise entkoppelt:(
1
2m
(p± f12)2 + (V1 − E)
)
χj = 0, j = 1, 2. (1.36)
Man kann nun einfach zeigen, dass beide Gleichungen dieselbe Lo¨sung liefern, sodass es
tatsa¨chlich genu¨gt, eine der beiden zu betrachten. In dieser single surface approximation
verko¨rpert dann f12 das erwa¨hnte Vektorpotential, das notwendig ist, um in Rechnungen mit
nur einer Potentialfla¨che die Phaseneffekte der eigentlich angekoppelten ho¨heren Fla¨che zu
beru¨cksichtigen. Im Gegensatz dazu wird in der vorliegenden Arbeit jedoch immer die vol-
le, gekoppelte nukleare Schro¨dinger-Gleichung verwendet, sodass eine solche Na¨herung nicht
beno¨tigt wird und Phaseneffekte automatisch enthalten sind (vgl. auch [79]).
1.3 Quantenchemie
Die Quantenchemie bescha¨ftigt sich mit der Berechnung der elektronischen Struktur und elek-
tronischer Eigenschaften von Moleku¨len. Zentrales Thema ist die Beschreibung der Bewegung
der Elektronen im Feld fester Kerne, d.h. unter Verwendung der Born-Oppenheimer-Na¨herung
(siehe Abschnitt 1.1). Aus der Perspektive der Kerndynamik handelt es sich dabei um statische
Gro¨ßen. Die Tatsache, dass Potentialfla¨chen eine unverzichtbare Voraussetzung fu¨r Dynamik-
rechnungen sind, verleiht der Quantenchemie ihre große Bedeutung im Bereich der Reaktions-
dynamik. Da ab initio Berechnungen fu¨r gro¨ßere Moleku¨le jedoch erst mit der Verfu¨gbarkeit
immer gro¨ßerer Rechenleistungen mo¨glich geworden sind, hat man zuna¨chst versucht, sich
mittels qualitativer Modelle wenigstens eine ungefa¨hre Vorstellung von den bei Reaktionen
beteiligten Potentialen zu verschaffen.
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1.3.1 Woodward-Hoffmann-Modell
Fu¨r perizyklische (d.h. konzertiert ablaufende) Reaktionen versucht das nach R. B. Woodward
und R. Hoffmann [56,116] benannte Modell, die Moleku¨lstruktur der Produkte vorauszusagen.
Dabei geht es als Grundkonzept von der Symmetrieerhaltung der beteiligten Moleku¨lorbitale
aus: Existieren bestimmte Symmetrien sowohl im Edukt als auch im Produkt, so wird ange-
nommen, dass das Moleku¨lgeru¨st wa¨hrend der Reaktion nur wenig von diesen abweicht; die
Woodward-Hoffmann-Regeln fordern, dass auch die einzelnen Orbitale wa¨hrend der Transfor-
mation diese Symmetrien beibehalten. Edukt- und Produktorbitale gleicher Symmetrie ko¨nnen
auf diese Weise miteinander korreliert werden, man erha¨lt ein so genanntes Korrelationsdia-
gramm.
Zur Illustration sollen hier kurz die aus den Woodward-Hoffmann-Regeln resultierenden Vor-
hersagen fu¨r die in Kapitel 2 zu untersuchende Ringo¨ffnung von Cyclohexadien zu Hexatrien
erla¨utert werden. Beide Moleku¨le ko¨nnen an dieser Stelle in guter Na¨herung als planar angese-
Abbildung 1.3: Symmetrieelemente von 1,3-Cyclohexadien (links) und cZc-1,3,5-Hexatrien (rechts):
zweiza¨hlige Drehachse C2 und Spiegelebenen σh (Moleku¨lebene) sowie σv (senkrecht zur Mo-
leku¨lebene).
hen werden, sodass man als Symmetrieelemente sowohl eine zweiza¨hlige Rotation C2 als auch
Spiegelebenen in (σh) sowie senkrecht zur Moleku¨lebene (σv) erha¨lt; die zugeho¨rige Punkt-
gruppe ist somit C2v (vgl. Abb. 1.35). Bei der Ringo¨ffnung mu¨ssen sich die beiden endsta¨ndigen
Wasserstoffpaare, die der zu brechenden σ-Bindung (zwischen den Kohlenstoffatomen C5 und
C6) benachbart sind, aufgrund einer Umhybridisierung in die Moleku¨lebene drehen, dies kann
dis- oder konrotatorisch geschehen. Im einen Fall wird dabei die Spiegelsymmetrie bewahrt
(thermische Ringo¨ffnung), im anderen die C2-Symmetrie. Fu¨r letztere folgt aus den Woodward-
Hoffmann-Regeln, dass sie nur u¨ber eine Anregung in einen ho¨heren Zustand stattfinden kann,
dies soll nun exemplarisch gezeigt werden.
Die bei der Reaktion beteiligten Moleku¨lorbitale fu¨r Edukt und Produkt werden dazu nach
ansteigender Energie aufgetragen, als HOMO (Highest Occupied Molecular Orbital) wird da-
bei das ho¨chste besetzte, mit LUMO (Lowest Unoccupied Molecular Orbital) das niedrigste
unbesetzte Orbital im Grundzustand bezeichnet (vgl. Abb. 1.4). Bezu¨glich des zu erhaltenden
Symmetrieelementes – hier z.B. C2 – werden die Orbitale nun als symmetrisch (s) oder asym-
metrisch (a) klassifiziert. Gema¨ß der Woodward-Hoffmann-Regeln korrelieren dann Edukt- und
Produkt-Orbitale gleicher Symmetrie (und a¨hnlicher Energie). Aus der Feststellung, dass das
5Diese Abbildung und die beiden folgenden Korrelationsdiagramme wurden freundlicherweise von Astrid
Mu¨ller zur Verfu¨gung gestellt, sie sind ihrer Doktorarbeit [84] entnommen.
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Abbildung 1.4: Korrelationsdiagramm fu¨r die bei der Ringo¨ffnung CHD→ cZc-HT beteiligten Orbitale
nach Woodward-Hoffmann. Die gestrichelte Linie stellt die Fermi-Kante dar, bis zu der die Orbitale im
Grundzustand besetzt werden.
HOMO jeweils mit dem LUMO korreliert folgt sodann, dass die konrotatorische Ringo¨ffnung
thermisch verboten ist und nur u¨ber eine Anregung mo¨glich ist.
Aufbauend auf diesem Modell kann ein Korrelationsdiagramm fu¨r die Konfigurationen in den
Grund- und angeregten Zusta¨nden abgeleitet werden, mit dessen Hilfe man qualitative Aussa-
gen u¨ber die Form der Potentialfla¨chen machen kann, vgl. Abb. 1.5. Dazu tra¨gt man jeweils fu¨r
einen elektronischen Zustand die Besetzung der Orbitale ein und findet dann mithilfe der Orbi-
talkorrelationen den zugeho¨rigen Produktzustand. Im vorliegenden Fall korreliert der Grundzu-
stand (Auffu¨llung bis zum Fermi-Niveau) mit dem zweiten angeregten Zustand. Durch analoge
Korrelation aller beteiligten Zusta¨nde erha¨lt man schlussendlich ein qualitatives Bild der betei-
ligten Potentiale.
Dieses Modell liefert fu¨r perizyklische Reaktionen erfolgreich Vorhersagen u¨ber die zu erwar-
tende Stereochemie sowie qualitative Aussagen u¨ber die beteiligten Potentiale. Es beschra¨nkt
allerdings die Reaktionen auf den jeweils der betrachteten Symmetrie entsprechenden Unter-
raum. Fu¨r eine genauere Betrachtung, insbesondere im Zusammenhang mit der Frage, inwie-
weit dieses Modell bei Vorhandensein von konischen Durchschneidungen noch anwendbar ist,
beno¨tigt man jedoch exakte ab initio Potentialfla¨chen.
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Abbildung 1.5: Konfigurations- und Zustandskorrelationsdiagramm. Der Grundzustand von Cyclohexa-
dien korreliert mit dem zweifach angeregten Zustand von Hexatrien und umgekehrt; die beiden einfach
angeregten Zusta¨nde korrelieren hingegen miteinander.
1.3.2 Ab initio Berechnungen
In der Quantenchemie spielen Hartree-Fock-Verfahren zur approximativen Lo¨sung der stati-
schen elektronischen Schro¨dinger-Gleichung (1.7) eine herausragende Rolle; auch die meisten
Methoden, die u¨ber sie hinausgehen, bauen auf Hartree-Fock-Ergebnissen auf.
Wenn auch der nichtrelativistische Hamiltonoperator keinen Spin-Anteil entha¨lt, so muß dieser
dennoch aufgrund des Pauli-Prinzips in der Wellenfunktion beru¨cksichtigt werden. Die Einteil-
chenwellenfunktion (auch Spinorbital genannt) wird daher als Produktansatz aus einer Orts-
wellenfunktion (oder Raumorbital) φ(x = xel) und einer Spinfunktion beschrieben:
χ = φ(x) ·
{∣∣↑〉∣∣↓〉 (1.37)
Dabei bilden die Spinfunktionen
∣∣↑〉 und ∣∣↓〉 eine Orthonormalbasis im zweidimensionalen
Spinraum, man spricht oft auch von α- und β-Elektronen.
Aus diesen Einteilchenfunktionen soll nun ein N -Elektronen-Zustand aufgebaut werden. Um
die fu¨r Fermionen geforderte Antisymmetrie zu gewa¨hrleisten, ist der einfachste mo¨gliche An-
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satz daher eine Slater-Determinante:
ΦHF(x1, . . . ,xN ) =
〈
x1, . . . ,xN
∣∣ΦHF〉 = 1√
N !
∣∣∣∣∣∣∣
〈
x1
∣∣χ1〉 . . . 〈x1∣∣χN〉
.
.
.
.
.
.〈
xN
∣∣χ1〉 . . . 〈xN ∣∣χN〉
∣∣∣∣∣∣∣ (1.38)
oder kurz ∣∣ΦHF〉 = ∣∣χ1χ2 . . . χN〉. (1.39)
Hierbei entha¨lt die Hartree-Fock-Wellenfunktion ΦHF zwar Austausch-Korrelationen (die Be-
wegung zweier Elektronen mit parallelem Spin ist korreliert), aber Elektronen verschiedenen
Spins sind unkorreliert; man bezeichnet ΦHF daher auch als unkorrelierte Wellenfunktion.
Die Einteilchenfunktionen χν werden nun mit Hilfe des Variationsprinzips bestimmt, d.h.
E =
〈
ΦHF
∣∣Hel∣∣ΦHF〉 (1.40)
wird unter der Nebenbedingung 〈
χµ
∣∣χν〉 = δµν (1.41)
minimiert.
Dies fu¨hrt auf die so genannten Hartree-Fock-Gleichungen
Fχν = νχν (1.42)
mit den Einteilchenenergien ν und dem Fock-Operator
F = H0 + V HF, (1.43)
V HF =
q2e
4pi0
N∑
µ=1
(Jµ −Kµ), (1.44)
wobei mit H0 der Hamiltonoperator fu¨r ein Elektron im Feld der Kerne bezeichnet wird. Am
Coulomb-Operator6
Jµχν(xi) =
〈
χµ(xj)
∣∣ 1
||xj − xi||
∣∣χµ(xj)〉χν(xi) (1.45)
erkennt man, dass die elektrostatische Wechselwirkung des i-ten Elektrons mit allen restlichen
nur gemittelt in das Hartree-Fock-Potential V HF eingeht (mean field). Der Austausch-Operator
Kµχν(xi) =
〈
χµ(xj)
∣∣ 1
||xj − xi||
∣∣χν(xj)〉χµ(xi) (1.46)
tritt in Folge der Antisymmetrie der elektronischen Wellenfunktion ΦHF auf.
Im Rahmen der SCF-Methode (Self Consistent Field) erfolgt nun eine iterative Lo¨sung. Dazu
wird folgender Ansatz fu¨r die Einteilchenwellenfunktion verwendet:
φν(x) =
K∑
k=1
ck,νϕk(x). (1.47)
6In den beiden folgenden Gleichungen ist xj die Integrationsvariable des Skalarproduktes.
26 1 Ultraschnelle molekulare Quantendynamik
Naheliegenderweise ko¨nnen Atomorbitale als Basis {ϕk} dienen, daher spricht man auch vom
LCAO-Ansatz (Linear Combination of Atomic Orbitals). Allgemeiner ko¨nnen aber beliebige
quadratintegrable Funktionen verwendet werden (ha¨ufig kommen Gaußfunktionen zum Ein-
satz). Der Wahl eines ausreichenden Basissatzes kommt bei quantenchemischen Rechnungen
eine große Bedeutung zu; fu¨r eine ausfu¨hrliche Diskussion sei an dieser Stelle auf die Literatur
verwiesen (eine gute Einfu¨hrung in die Quantenchemie bietet z.B. [105]).
Geht man mit dem Ansatz (1.47) in die Hartree-Fock-Gleichungen (1.42) ein, so kann der
Spin aufgrund der Orthonormalita¨t eliminiert werden und man gelangt zu der so genannten
Roothaan-Gleichung
F˜C = SC, (1.48)
wobei C die Matrix der Entwicklungskoeffizienten aus Gl. (1.47) darstellt und  die Diagonal-
matrix der Einteilchenenergien. Die Fock-Matrix ist durch
F˜kl =
〈
ϕk
∣∣F ∣∣ϕl〉 (1.49)
gegeben, die ¨Uberlapp-Matrix durch
Skl =
〈
ϕk
∣∣ϕl〉. (1.50)
Durch iterative Lo¨sung der Roothaan-Gleichung (1.48) ergeben sich die Orbitale φν und damit
dann auch die Mehrteilchenwellenfunktion ΦHF, bei der die Moleku¨lorbitale im Grundzustand
bis zur Fermi-Kante aufgefu¨llt sind.
Die wesentliche Einschra¨nkung der bislang vorgestellten Hartree-Fock-Beschreibung besteht
in der Beschra¨nkung der Wellenfunktion auf eine Determinante. Dabei wird die Elektronen-
korrelation vernachla¨ssigt: Aufgrund der Coulombwechselwirkung zwischen den Elektronen
ha¨ngt die instantane Bewegung eines Elektrons von derjenigen aller anderen ab. Fu¨r Elektro-
nen unterschiedlichen Spins ist dies im oben beschriebenen Ansatz allerdings nicht enthalten.
Es gibt nun zwei verschiedene Mo¨glichkeiten, u¨ber diese Na¨herung hinauszugehen. Zum einen
kann die Elektronenkorrelation im Rahmen einer sto¨rungstheoretischen Beschreibung behan-
delt werden (z.B. nach Møller und Plesset, siehe [105]).
Andererseits kommen Variationsansa¨tze zum Einsatz, die im Folgenden kurz beschrieben wer-
den, da eine derartige Methode in der vorliegenden Arbeit verwendet wurde. Diese werden als
Configuration Interaction- oder kurz CI-Methoden bezeichnet. Die Wellenfunktion wird dabei
nicht mehr mit einer einzelnen Slater-Determinante beschrieben, sondern durch eine Linear-
kombination mehrerer Konfigurationen:∣∣Φ〉 = a0∣∣ΦHF〉+∑
i
ai
∣∣Φi〉. (1.51)
Die zusa¨tzlichen Slater-Determinanten Φi werden dabei durch Substitution besetzter Orbitale
durch unbesetzte (virtuelle) Orbitale generiert. Beim MCSCF-Verfahren (Multi Configuration
Self Consistent Field) werden dann sowohl die Koeffizienten ai als auch die Moleku¨lorbitale
(d.h. die LCAO-Koeffizienten ck,ν) optimiert. Fu¨r die Substitution kommen jedoch nicht alle
Orbitale in Frage, sondern lediglich eine
”
sinnvolle“ Auswahl, die den aktiven Raum bilden.
Einen Spezialfall dieser Verfahren stellt die CASSCF-Methode (Complete Active Space Self
Consistent Field) dar, bei der innerhalb des aktiven Raums alle kombinatorischen Substituti-
onsmo¨glichkeiten beru¨cksichtigt werden. Die Bezeichnung CASSCF(n,m) besagt dabei, dass
m aktive Elektronen und n aktive Orbitale beteiligt sind.
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Fu¨r die ab initio Berechnung von Potentialfla¨chen stehen einige kommerzielle Programmpake-
te zur Verfu¨gung, in der vorliegenden Arbeit kamen sowohl GAUSSIAN [41] als auch MOL-
PRO [115] zum Einsatz.
1.4 Numerische Methoden fu¨r die Quantendynamik
Die zeitabha¨ngige Schro¨dinger-Gleichung (1.1) kann im Allgemeinen nur numerisch gelo¨st
werden. Fu¨r einen zeitunabha¨ngigen Hamilton-Operator H = Tnuc + V wird die Zeitentwick-
lung formal durch den Propagator U(t, t0) beschrieben (in atomaren Einheiten):
Ψ(t) = U(t, t0)Ψ(t0) (1.52)
U(t, t0) = e−iH(t−t0). (1.53)
Eine weit verbreitete Lo¨sungsmethode besteht nun darin, die Wellenfunktion Ψ(x, t) auf einem
diskreten Raum-Zeit-Gitter (xi,n = nia, tm = m∆t) zu betrachten. Dann kann die nuklea-
re Schro¨dinger-Gleichung mithilfe verschiedener Na¨herungen fu¨r den Propagator numerisch
gelo¨st werden.
1.4.1 Propagatoren
Ha¨ufig wird die so genannte Split-Operator-Methode (SPO) verwendet. Diese beruht auf fol-
gender Na¨herung
U(∆t) = e−i∆t(Tnuc+V ) = e−
i
2
∆tV e−i∆tTnuce−
i
2
∆tV +O(∆t3) (1.54)
und zeichnet sich durch eine hohe Stabilita¨t aus, die relativ große Zeitschritte erlaubt. Aus
diesem Grund handelt es sich hierbei um eine sehr effiziente Methode; sie ist u¨berdies normer-
haltend. Fu¨r kartesische Koordinaten ist die SPO-Technik optimal geeignet; sie kann allerdings
nicht verwendet werden, wenn im kinetischen Anteil des Hamiltonoperators gemischte Terme
(wie z.B. 1
sin2 ϑ
∂2ϕ ) auftreten.
Eine Alternative stellt der Second-Order-Differencing- Propagator (SOD) [67,68,70] dar. Dabei
vereinfacht man
Ψ(t+ ∆t)−Ψ(t−∆t) = (e−iH∆t − eiH∆t)Ψ(t) (1.55)
= −2i sin(H∆t)Ψ(t) (1.56)
zu
Ψ(t+ ∆t) = Ψ(t−∆t)− 2i∆tHΨ(t). (1.57)
Im Gegensatz zur SPO-Methode ko¨nnen mit dieser Technik beliebige hermitesche Hamilton-
operatoren behandelt werden. In diesem Fall werden sowohl Norm als auch Energie erhalten,
wobei allerdings die Wellenfunktion zu zwei aufeinander folgenden Zeitpunkten verwendet
werden muss: 〈
ψ(t−∆t)∣∣ψ(t)〉 = const. (1.58)〈
ψ(t−∆t)∣∣H∣∣ψ(t)〉 = const. (1.59)
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Der gro¨ßte Nachteil der SOD-Methode ist in den erforderlichen kleinen Zeitschritten, die zu
langen Rechenzeiten fu¨hren, zu sehen7.
Neben diesen beiden existieren noch eine ganze Reihe weiterer Propagationsmethoden, die teil-
weise sehr pra¨zise auf das jeweilige Problem abgestimmt werden ko¨nnen und dadurch auch fu¨r
nicht-kartesische Koordinaten sehr effizient sind (fu¨r einen Vergleich verschiedener Propaga-
toren siehe [70, 68]). Im vorliegenden Fall war die mo¨glichst allgemeine Verwendbarkeit des
Propagators ein wesentliches Auswahlkriterium, da das im Rahmen der vorliegenden Arbeit
entstandene Propagationsprogramm fu¨r diverse, teils sehr unterschiedliche Systeme eingesetzt
wird. Aus diesem Grund wurde neben der SPO-Methode noch der SOD-Propagator (fu¨r die
”
nicht-kartesischen Probleme“) implementiert; als Preis fu¨r die Flexibilita¨t mu¨ssen stellenwei-
se etwas la¨ngere Rechenzeiten in Kauf genommen werden.
1.4.2 Berechnung der Wirkung des Hamiltonoperators
Mit den oben vorgestellten Propagatoren verbleibt nun noch die Aufgabe, die Anwendung des
Hamiltonoperators H = Tnuc + V auf die Wellenfunktion zu berechnen. Problemlos ist die
Wirkung des Potentials, es wirkt im Ortsraum lokal auf die Wellenfunktion und erfordert somit
lediglich eine Multiplikation. Der kinetische Anteil hingegen ist nicht lokal im Ortsraum, man
kann jedoch ausnutzen, dass die Ableitung ∂x im Impulsraum lokal ist und somit dort wiederum
nur eine Multiplikation erfordert:
−i∂xΨ(x) = F−1
(
kxF
(
Ψ(x)
))
. (1.60)
Dabei stellt F die diskrete, endliche Fouriertransformation dar. Diese ist fu¨r ein (a¨quidistantes)
Gitter mit N Gitterpunkten im Abstand a durch
(F(Ψ))n = Ψˆ(kn) =
1√
N
N−1∑
j=0
Ψ(xj)e−iknxj (1.61)
definiert, dabei gilt
xj = j · a und kn = 2pi
L
n (1.62)
mit der Gitterla¨nge L = N · a. Die zugeho¨rige inverse Fouriertransformation F−1 ist gegeben
durch
(
F−1(Ψˆ)
)
j
= Ψ(xj) =
1√
N
N−1∑
n=0
Ψˆ(kn)eiknxj . (1.63)
Fu¨r die Berechnung von Hψ wa¨hrend der Propagation sind also sukzessive Transformationen
zwischen Orts- und Impulsraum no¨tig, die mittels Fast-Fourier-Transformationen erfolgen (sie-
he Abschnitt 1.4.3).
7In [75] heißt es, die Erweiterung auf forth order differencing sei deutlich schneller. Mehrere Testrechnungen
konnten dies allerdings nicht besta¨tigen, daher wurde schlussendlich ein SOD implementiert.
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1.4.3 Implementierung
In Rahmen der vorliegenden Arbeit wurde ein paralleles Programmpaket zur numerischen Be-
rechnung der Quantendynamik sowie darauf aufbauend zur Bestimmung optimierter Laser-
felder mittels Optimal Control Theory entwickelt. Dabei wurde insbesondere der Aspekt der
Vielseitigkeit beru¨cksichtigt. Daraus ergeben sich die Forderungen nach Kompatibilita¨t (Ein-
setzbarkeit auf Einzel- und Mehrprozessor-PCs, auf der hochparallelen CRAY T3E, . . . ) und
nach mo¨glichst leichter Erweiterbarkeit (verschiedene Koordinatensysteme in bis zu drei Di-
mensionen, beliebige Anzahl von elektronischen Zusta¨nden mit verschiedenen Kopplungen).
Bei einer parallelen Implementierung wird das zwei- oder dreidimensionale ra¨umliche Gitter
in Bereiche unterteilt, die dann je einem der Prozessoren zugeteilt werden. Lokale Operationen
(z.B. Addition oder Multiplikation) ko¨nnen auf diese Weise sehr effizient parallelisiert werden.
Fouriertransformation
Da die Wellenpaketpropagation insgesamt ein sehr rechenzeitintensives Problem darstellt, wer-
den die Berechnungen auf Parallelrechnern ausgefu¨hrt. Kleinere Simulationen ko¨nnen auf
den in unserer Gruppe vorhandenen Linux-SMP-Rechnern durchgefu¨hrt werden, fu¨r gro¨ßere
Probleme steht die vom Rechenzentrum Garching betriebene CRAY T3E der Max-Planck-
Gesellschaft zur Verfu¨gung. Es ist daher wu¨nschenswert, eine FFT-Routine zu verwenden, mit
der ein Parallelprogramm mo¨glichst einfach auf verschiedenen Rechnerarchitekturen eingesetzt
werden kann.
Hier bietet sich die FFTW-Bibliothek (The Fastest Fourier Transform in the West) an, ein am
MIT entwickeltes freies Paket8 zur Berechnung ein- und mehrdimensionaler komplexer diskre-
ter Fouriertransformationen [39, 40, 38]. Die besondere Sta¨rke dieser auf der Cooley-Tukey-
Fast-Fourier-Transformation basierenden Routinen liegt in der Fa¨higkeit, sich automatisch an
die jeweils verwendete Hardware adaptieren zu ko¨nnen. Auf diese Weise kann die FFT auf
verschiedensten Architekturen sehr effizient sein und ist den proprieta¨ren, speziell angepassten
FFT-Routinen durchaus vergleichbar, teilweise sogar schneller als diese. Daru¨ber hinaus er-
laubt die FFTW beliebige Gittergro¨ßen (die meisten FFT-Routinen beschra¨nken die Anzahl der
Gitterpunkte auf 2er-Potenzen) und stellt eine mittels MPI implementierte Parallelvariante zur
Verfu¨gung.
Message Passing Interface
Bei MPI (Message Passing Interface) handelt es sich um ein standardisiertes sowie portables
message passing System zur Implementierung von Parallelprogrammen. Der MPI-Standard
selbst definiert die Syntax und Semantik einer Reihe von Bibliotheksfunktionen, die die Pro-
grammierung erheblich erleichtern. MPI hat sich mittlerweile quasi als Standard etabliert; fu¨r
nahezu alle Rechnerarchitekturen (inklusive aller Ho¨chstleistungsrechner) und Betriebssysteme
sind entsprechende Implementierungen verfu¨gbar. Das in der vorliegenden Arbeit entwickelte
SPMD-Parallelprogramm (Single Program Multiple Data) wurde bisher auf der CRAY T3E un-
ter UNICOS/mk mit der Cray-spezifischen MPI-Implementierung sowie auf SMP-Maschinen
(SMP: Symmetric Multi Processing, Dual-PCs) unter Linux mit der freien LAM-Bibliothek9
(Local Area Multicomputer) problemlos eingesetzt. Mit letzterer Umgebung wurde daru¨ber
8http://www.fftw.org
9http://www.lam-mpi.org
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hinaus die Lauffa¨higkeit auf einem heterogenen Cluster von Workstations erfolgreich getestet
(wenn auch aufgrund der Hardware-Voraussetzungen dort ein produktiver Einsatz derzeit nicht
in Frage kommt).
Im Vergleich zu dem zuvor in der Gruppe eingesetzten auf der Parallelbibliothek BSPLib (sie-
he [103,55]) basierenden Dynamikprogramm ist die neue Implementierung mindestens dreimal
schneller und erlaubt u¨berdies die Verwendung nicht-kartesischer Koordinaten. Auch mit der
OCT-Variante wird ein Zeitgewinn von etwa einem Faktor drei erreicht (auf einem Prozessor);
daru¨ber hinaus ko¨nnen nun auch die Optimal-Control-Rechnungen parallel durchgefu¨hrt wer-
den.
Da¨mpfungsfunktion
Bei der numerischen Behandlung der Dynamik reaktiver Systeme ist man ha¨ufiger mit dem Pro-
blem konfrontiert, dass ein Teil der Wellenfunktion den Rand des verwendeten Gitters erreicht.
Dies darf jedoch aufgrund der durch die FFT no¨tigen periodischen Randbedingungen nicht pas-
sieren. Andererseits kann die ra¨umliche Ausdehnung des Gitters auch nicht beliebig vergro¨ßert
werden, da sonst die erforderlichen Rechenzeiten ins Unermessliche wachsen. Eine verbreitete
Lo¨sung fu¨r dieses Dilemma besteht im Wegda¨mpfen der Wellenfunktion in der Na¨he des Gitter-
randes. Zu diesem Zweck werden ha¨ufig imagina¨re Potentiale verwendet, die jedoch nicht im
Zusammenhang mit dem SOD-Propagator eingesetzt werden ko¨nnen (siehe [57]). Stattdessen
wird die Wellenfunktion einfach mit einer Da¨mpfungsfunktion multipliziert, die in der vorlie-
genden Implementierung vo¨llig frei vorgegeben werden kann. Auf diese Weise kann derselbe
Mechanismus auch genutzt werden, um gezielt bestimmte Bereiche zu da¨mpfen, was beispiels-
weise nu¨tzlich sein kann, um verschiedene Reaktionskana¨le zu trennen (vgl. Abschnitt 2.5.2).
2
Quantendynamik durch mehrere
konische Schnitte
Ultraschnelle Photoreaktionen von Polyenen spielen eine entscheidende Rolle bei vielen bio-
logischen Prozessen. Als ein wichtiger Prototyp wird in der vorliegenden Arbeit die photoin-
duzierte Ringo¨ffnung von 1,3-Cyclohexadien (CHD) untersucht, die als Modellsystem schon
Eingang in die Lehrbu¨cher gefunden hat und fu¨r quantendynamische Untersuchungen den Vor-
teil diverser quantenchemischer Vorarbeiten bietet. Daru¨ber hinaus ist aber auch die Reaktion
an sich von nicht geringem Interesse, da CHD als aktives Zentrum verschiedener wichtiger
Moleku¨le auftritt, beispielsweise im Vitamin D-Vorla¨ufer 7-Dehydrocholesterol, bei dem die
Ringo¨ffnung eine wichtige Rolle in den Prima¨rschritten bei der Synthese von Vitamin D spielt.
Als weiteres Beispiel seien die photochromen Moleku¨le genannt, die sowohl als ultraschnelle
Photoschalter in der Molekularelektronik als auch fu¨r die optische Datenspeicherung in Frage
kommen (z.B. Fulgide [53] oder Dithienylethenderivate [28]).
Wie bereits erwa¨hnt, findet sich die elektrozyklische CHD-Ringo¨ffnung recht ha¨ufig in
Lehrbu¨chern, sie wird oft als Beispiel fu¨r die Woodward-Hoffmann-Regeln angefu¨hrt (vgl. Ab-
schnitt 1.3.1). Experimentell wurde sie mittels resonanter Ramanspektroskopie [109,92] sowie
Femtosekunden-Spektroskopie [89, 71] untersucht.
Auf der theoretischen Seite wurden quantenchemische Rechnungen durchgefu¨hrt [49,20,21], in
denen die beteiligten konischen Durchschneidungen gefunden und optimiert werden konnten.
Daru¨ber hinaus wurden die markanten Punkte der Potentialfla¨chen (stationa¨re Punkte, minimum
energy path) charakterisiert.
Ein Ziel der vorliegenden Arbeit besteht nun darin, mittels quantenmechanischer Dynamikrech-
nungen zu einem mikroskopischen Versta¨ndnis der zugrundeliegenden Mechanismen beizutra-
gen. Zu diesem Zweck wird die zeitliche Entwicklung des Systems nach der Photoanregung
durch Propagation von Wellenpaketen verfolgt.
In einem ersten Schritt wird in Abschnitt 2.2 ein reduziertes Modell fu¨r die photoinduzierte
Ringo¨ffnung von Cyclohexadien vorgestellt. Neben der Einfu¨hrung einiger weniger reaktiver
Koordinaten beinhaltet dies die Herleitung des entsprechenden kinetischen Hamiltonoperators
sowie die Projektion von ab initio Potentialfla¨chen und nicht-adiabatischen Kopplungen auf den
zugeho¨rigen Unterraum. Damit ist dann die Untersuchung der Dynamik im ersten angeregten
Zustand mo¨glich. Daru¨ber hinaus soll der gesamte Relaxationsprozess inklusive der Kopplung
zum Grundzustand verfolgt werden. Da im konkreten Fall die u¨blicherweise verwendete diaba-
tische Beschreibung ungeeignet ist, wird in Abschnitt 2.5 ein adiabatischer Ansatz vorgestellt.
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Dieser erlaubt nun erstmals sowohl die Einbeziehung der Entwicklung zu den Entartungspunk-
ten hin (unter Verwendung realistischer ab initio Fla¨chen) als auch die gleichzeitige Behandlung
mehrerer simultan aktiver konischer Durchschneidungen.
2.1 Die Ringo¨ffnungsreaktion von Cyclohexadien
Die photoinduzierte Ringo¨ffnung beginnt mit der Anregung vom Grund- (S0) in den S2-
Zustand. Von dort wechselt das System wa¨hrend weniger Femtosekunden zum ersten ange-
regten (S1-) Zustand (Abb. 2.1). Gema¨ß [109, 20] findet dieser ¨Ubergang innerhalb von 10 bis
30 fs statt, wobei der Kohlenstoffring an diesem Punkt bereits geo¨ffnet ist.
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Abbildung 2.1: Schematische Potentialverha¨ltnisse fu¨r die Ringo¨ffnung gema¨ß der Woodward-
Hoffmann-Regeln (gestrichelt). Kreise markieren konische Durchschneidungen, wobei sich der S1/S0-
CoIn (von der englischen Bezeichnung Conical Intersection) außerhalb der gezeigten Ebene befindet.
Entlang der traditionellen C2-symmetrischen Reaktionskoordinate erwartet man ein so genann-
tes perizyklisches Minimum, wohingegen bei Verlassen der Symmetrieebene eine konische
Durchschneidung erreicht werden kann (vgl. [20, 21, 47]). In quantenchemischen Rechnungen
konnte die Existenz eines weiteren, C2-symmetrischen Schnittes nachgewiesen werden [86,50];
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mittlerweile geht man davon aus, dass sich zwischen beiden eine zusammenha¨ngende Schnitt-
linie befindet.
Die im energetisch zuga¨nglichen Bereich befindlichen konischen Durchschneidungen
ermo¨glichen strahlungslose, ultraschnelle Wechsel zur Grundzustandsfla¨che, wobei eine Re-
laxation zum cZc-Hexatriene (HT) oder zuru¨ck zum CHD stattfindet. Die entsprechende Pro-
duktverteilung liegt bei etwa 40:60.
Im Folgenden soll insbesondere die Dynamik im ersten angeregten Zustand untersucht werden,
d.h. die Entwicklung zu den konischen Durchschneidungen zwischen S1 und S0 hin, inklusive
der Ru¨ckkehr in den Grundzustand. In diesem Fall befindet sich das System bereits zu Beginn
in deutlicher Entfernung vom Franck-Condon-Bereich, sodass eine harmonische Na¨herung der
Potentialfla¨chen nicht in Betracht kommt. Stattdessen sollen – basierend auf quantenchemi-
schen ab initio-Rechnungen – interpolierte Fla¨chen in Kombination mit einem entsprechenden
reduzierten Hamiltonoperator zum Einsatz kommen.
2.2 Reduziertes Modell
Um die Ringo¨ffnungsreaktion quantenmechanisch behandeln zu ko¨nnen, muss dieses hochdi-
mensionale Problem zuna¨chst einmal auf die wesentlichen Aspekte reduziert werden. Dabei
soll im Gegensatz zum Reaktionspfadformalismus, wie er in [82, 97] vorgestellt wird, fu¨r ei-
ne begrenzte Anzahl von Freiheitsgraden eine ganze Reaktionsfla¨che konstruiert werden. Die
verbleibenden reaktiven Koordinaten sollen dabei die relevanten Struktura¨nderungen wa¨hrend
der S1-Dynamik beschreiben ko¨nnen und alle Moden enthalten, die im Femtosekundenbereich
aktiv sind.
An dieser Stelle soll nochmals betont werden, dass im Gegensatz zu vielen theoretischen Ar-
beiten auf diesem Gebiet hier keinerlei Normalmoden zur Beschreibung herangezogen wer-
den. Am Startpunkt der S1-Dynamik liegt eine Moleku¨lgeometrie vor, die sich bereits deutlich
von der Gleichgewichtslage im Grundzustand unterscheidet; daru¨ber hinaus mu¨ssen konische
Durchschneidungen beru¨cksichtigt werden, die nicht durch Auslenkung in Richtung einzelner
Normalmoden erreicht werden ko¨nnen. Infolgedessen sind sehr viele Normalmoden an der Be-
wegung beteiligt, sodass eine Normalmodenentwicklung keinen Sinn macht. Stattdessen wird
das vorliegende System auf einige wenige reaktive Koordinaten reduziert, von denen jede Pro-
jektionen auf diverse Normalmoden entha¨lt [69].
2.2.1 Reaktive Koordinaten
An allen markanten Punkten (z.B. Minima, konische Durchschneidungen) der beteilig-
ten Zusta¨nde wurden bereits Geometrieoptimierungen durchgefu¨hrt [20, 49, 48] (vgl. Ab-
schnitt 2.3.1). Eine sorgfa¨ltige Analyse aller bereits bekannten geometrischen Strukturen im re-
levanten Bereich des vollen Koordinatenraums fu¨hrt zu dem Schluss, dass die in Abb. 2.2 a) ge-
zeigten Koordinaten die obengenannten Anforderungen wohl am ehesten erfu¨llen ko¨nnen. Die
konrotatorische H2-Drehung muss hier nicht beru¨cksichtigt werden, da sie gro¨ßtenteils bereits
auf der S2-Fla¨che stattfindet. Gleiches gilt fu¨r die meisten ¨Anderungen von Bindungsla¨ngen,
auch sie sind nahezu abgeschlossen, bevor das System in den S1-Zustand wechselt. Daher
ko¨nnen fu¨r die Dynamikrechnungen die meisten Bindungsla¨ngen konstant gehalten werden;
eine Ausnahme stellt natu¨rlich die zu brechende σ-Bindung dar, deren La¨nge mit R bezeichnet
ist. Daru¨ber hinaus sind zwei weitere C2-symmetrische Moden beteiligt, die beiden Torsionen
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Abbildung 2.2: a) Relevante Moden fu¨r die Bewegung auf der S1-Fla¨che. α beschreibt ein asym-
metrisches (spiralfo¨rmiges) Eindrehen eines C-Atoms in den Ring, wa¨hrend die anderen Moden C2-
symmetrisch sind: sowohl die La¨ngena¨nderung der alsR bezeichneten σ-Bindung als auch die Torsionen
um β und γ. b) Reaktive Koordinaten (fu¨r eine ausfu¨hrliche Beschreibung siehe Text, die Abbildungen
entstanden unter Verwendung von MOLMOL [66]).
β and γ. Die verbleibende asymmetrische Bewegung wird durch den Winkel α beschrieben
(vgl. Abb. 2.2 a)).
Fu¨r die eigentliche Beschreibung der Dynamik werden diese vier Koordinaten in die drei in
Abb. 2.2 b) gezeigten transformiert, fu¨r diese besitzt der kinetische Anteil des Hamiltonope-
rators eine deutlich einfachere Form. Somit verbleiben dann drei reaktive Koordinaten: Die
asymmetrische Koordinate wird durch die Diagonale r repra¨sentiert (was in etwa einer linea-
ren Na¨herung fu¨r den Winkel α entspricht), wa¨hrend die zweite Diagonale r˜ fest bleibt. Der
C2-symmetrische Winkel ϑ beschreibt eine scherenartige Bewegung, die zu einer Streckung
der σ-Bindung fu¨hrt. Schlussendlich bleibt noch die ebenfalls symmetrische Torsion ϕ, die das
Moleku¨l weiter aus der Planarita¨t dreht und sowohl die Drehung um β als auch diejenige um γ
umfasst.
2.2.2 Reduzierter Hamiltonoperator
Entsprechend den oben vorgestellten reaktiven Koordinaten soll nun – ausgehend vom vol-
len Hamiltonoperator in 42 Dimensionen – der zugeho¨rige reduzierte kinetische Anteil her-
geleitet werden. Zu diesem Zweck werden zuna¨chst die Massen aller H-Atome den jewei-
ligen C-Atomen zugeschlagen. Daru¨ber hinaus werden die beiden
”
mittleren“ CH-Gruppen
je zur Ha¨lfte den benachbarten C-Atomen zugeordnet (entsprechend den gestrichelten Li-
nien in Abb. 2.3). Unter Verwendung der Atommassen von Kohlenstoff und Wasserstoff
(mC = 21875.06 au, mH = 1822.92 au) ergibt sich fu¨r das resultierende System mit vier
Massepunkten
m1 = m2 = 1.5(mC +mH) = 35546.97 au (2.1)
m3 = m4 = 1.5mC + 2.5mH = 37369.89 au. (2.2)
In kartesischen Koordinaten xν ist fu¨r N Atome der Massen mν der volle kinetische Anteil des
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Abbildung 2.3: Reduziertes System mit nur 4 Massepunkten.
Hamiltonoperators (in atomaren Einheiten) durch
T = −1
2
N∑
ν=1
1
mν
∆xν (2.3)
gegeben, wobei ∆xν den Laplace-Operator des νten Teilchens beschreibt.
Elimination der Schwerpunktsbewegung und Transformation in massegewichtete kartesische
Jacobi-Koordinaten (vgl. Abb. 2.4)
Qν =
√
MνQ˜ν (ν < N) (2.4)
mit
Q˜ν = xν+1 −
∑ν
τ=1mτxτ∑ν
τ=1mτ
, (2.5)
Mν =
mν+1
∑ν
τ=1mτ∑ν+1
τ=1mτ
(2.6)
fu¨hrt auf
T = −1
2
N−1∑
ν=1
∆Qν . (2.7)
Im vorliegenden Fall verbleiben zuna¨chst neun Freiheitsgrade,
Q˜1 = x2 − x1 M1 = m1m2
m1 +m2
(2.8)
Q˜2 = x3 −
m1x1 +m2x2
m1 +m2
M2 =
(m1 +m2)m3
m1 +m2 +m3
(2.9)
Q˜3 = x4 −
m1x1 +m2x2 +m3x3
m1 +m2 +m3
M3 =
(m1 +m2 +m3)m4
m1 +m2 +m3 +m4
(2.10)
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Abbildung 2.4: Jacobi-Koordinaten Q˜ν und spha¨rische Koordinaten q˜ν .
die sodann in die zuvor gewa¨hlten reaktiven Koordinaten transformiert werden (vgl. Abb. 2.4):
q˜1 =
Q1√
M1
(2.11)
q˜2 = (xS1 − x1) + Q˜2
=
m2
m1 +m2
Q1√
M1
+
Q2√
M2
(2.12)
q˜3 = (xS1 − x2) + (xS2 − xS1) + Q˜3
= − m1
m1 +m2
Q1√
M1
+
m3
m1 +m2 +m3
Q2√
M2
+
Q3√
M3
. (2.13)
Zu guter Letzt werden spha¨rische Koordinaten
q˜i = ri
 cosϕi sinϑisinϕi sinϑi
cosϑi
 (2.14)
eingefu¨hrt und entsprechend den Annahmen gilt na¨herungsweise
r1 = const. r˜ = r2 = const. r3 = r
ϑ1 = 0 ϑ2 = ϑ ϑ3 = pi − ϑ
ϕ1 = 0 ϕ2 = ϕ ϕ3 = −ϕ, (2.15)
sodass drei reaktive Koordinaten (r, ϑ, ϕ) u¨brig bleiben.
Die entsprechende Transformation des Laplace-Operators ∆Qν gestaltet sich etwas
aufwa¨ndiger; mit
T = −1
2
∑
ν
∆Qν = −
1
2
∑
τ,µ
(A ·AT )τµ(∇qτ · ∇qµ), (2.16)
Aτν =
∂qτ
∂Qν
(2.17)
erha¨lt man unter Beru¨cksichtigung der Na¨herungen aus Gl. (2.15) schlussendlich
T = −1
2
{
B
r
∂2r r +
(
B
r2
+
B˜
r˜2
)(
1
sin2 ϑ
∂2ϕ + ∂
2
ϑ + cotϑ∂ϑ
)}
. (2.18)
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T entspricht einer Kombination zweier gewo¨hnlicher spha¨rischer Hamiltonoperatoren, die die
beiden Winkel ϑ und ϕ gemeinsam haben, wobei aber nur eine radiale Komponente auftritt,
weil r˜ konstant gehalten wird. Die beiden inversen reduzierten Massen B und B˜ ergeben sich
zu
B =
1
m2
+
1
m4
(2.19)
B˜ =
1
m1
+
1
m3
, (2.20)
wegen m1 = m2 und m3 = m4 gilt im vorliegenden Fall sogar
1
B
=
1
B˜
= 18218 au. (2.21)
2.3 Quantenchemische Rechnungen fu¨r Cyclohexadien
Neben dem reduzierten Hamiltonoperator werden fu¨r die Dynamik natu¨rlich noch die Poten-
tialfla¨chen und gegebenenfalls die nicht-adiabatischen Kopplungen beno¨tigt. Deren Berech-
nung ist ein zentrales Thema der Reaktionsdynamik; es existieren im Prinzip verschiedene
Mo¨glichkeiten zu ihrer theoretischen Beschreibung.
Meist wird fu¨r gro¨ßere Systeme eine analytische Darstellung gewa¨hlt, die nur von relativ we-
nigen Parametern abha¨ngt. Letztere ko¨nnen dann entweder an einzelne ab initio Werte oder
auch direkt an experimentelle Daten angefittet werden. Auf diese Weise la¨sst sich der Rechen-
aufwand zwar deutlich reduzieren, andererseits schra¨nkt die analytische Form die Menge der
beschreibbaren Fla¨chen deutlich ein. Dadurch ist dieser Ansatz insbesondere in der Umge-
bung konischer Durchschneidungen lediglich fu¨r eine diabatische Beschreibung geeignet, je-
doch nicht fu¨r das adiabatische Bild. Des Weiteren besteht die Mo¨glichkeit der so genannten
on the fly Berechnung. Diese Methode ist vor allem fu¨r semiklassische Rechnungen sinnvoll,
bei denen die Kernbewegung klassisch beschrieben wird und die Elektronenbewegung dann
jeweils nur
”
nach Bedarf“ quantenmechanisch behandelt wird [63]. Alternativ kann der von
Miller [82,97] eingefu¨hrte reaction path Hamiltonian eingesetzt werden, fu¨r den ebenfalls kei-
ne kompletten Potentialfla¨chen beno¨tigt werden. Stattdessen wird entlang einer krummlinigen
Reaktionskoordinate gerechnet; orthogonal zu dieser werden dabei Normalmoden verwendet.
All diese Methoden erscheinen fu¨r das vorliegende Problem nicht flexibel genug. Daher wird
hier der zuna¨chst sehr naheliegend erscheinende Ansatz der direkten Interpolation von ab initio
Punkten verfolgt. In der Praxis erweist sich dieses Verfahren allerdings als keineswegs trivial,
da mathematisch gesehen die Interpolation ho¨herdimensionaler Daten ein recht kompliziertes
Problem darstellt, fu¨r das in der Regel ein dichtes Netz a¨quidistanter Stu¨tzstellen beno¨tigt wird.
Aus diesem Grund wurde diese Mo¨glichkeit in der Vergangenheit meist ho¨chstens fu¨r dreiato-
mige Moleku¨le eingesetzt.
Eine eigene Implementierung (siehe Anhang A) erlaubt hingegen die zuverla¨ssige Interpolation
unregelma¨ßig verteilter Datenpunkte; hierfu¨r wurde der Thin-Plate-Spline-Algorithmus [35,36,
37] verwendet, da er zum einen glatte Fla¨chen mit stetigen Ableitungen liefert, zum anderen
auch fu¨r unregelma¨ßig gestreute Daten leicht einsetzbar ist. Dies ermo¨glicht erst die nahezu
mu¨helose Interpolation von ab initio Daten nach der Transformation auf reaktive Koordinaten,
in denen kaum a¨quidistante Absta¨nde erzwungen werden ko¨nnen – solche nicht auf einem re-
gelma¨ßigen Gitter vorliegenden Datensa¨tze bereiten den meisten Interpolationsroutinen erheb-
liche Probleme. Daru¨ber hinaus genu¨gt es, anstatt rechenintensiver dichter Scans eine deutlich
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reduzierte Menge von Stu¨tzstellen zu betrachten, die jedoch alle ausgezeichneten Punkte der
Fla¨chen wie z.B. Minima entha¨lt. Auf diese Weise wird die Konstruktion globaler Reaktions-
fla¨chen mit minimalem Rechenaufwand mo¨glich. Natu¨rlich ha¨ngt die Genauigkeit der inter-
polierten Potentialfla¨chen von der Anzahl der verwendeten Stu¨tzstellen ab. Da in der vorlie-
genden Arbeit jedoch das (u¨berwiegend qualitative) Versta¨ndnis der Dynamik im Vordergrund
steht und keine spektroskopischen Gro¨ßen ermittelt werden sollen, sind die Anforderungen in
diesem Bereich moderat und ko¨nnen gut mit relativ wenigen Stu¨tzstellen erfu¨llt werden.
2.3.1 Potentialfla¨chen
Bei der Konstruktion der Fla¨chen fu¨r den Grund- und den ersten angeregten Zustand konnte von
quantenchemischen ab initio-Studien von Olivucci et al. [20, 86, 49, 48, 46] profitiert werden.
Diese Rechnungen wurden mit GAUSSIAN94 [41] auf dem CASSCF-Niveau unter Verwen-
dung eines 6-31G*-Basissatzes durchgefu¨hrt. Fu¨r markante Punkte wie z.B. Minima wurden
dabei Geometrieoptimierungen im vollen Koordinatenraum ausgefu¨hrt, d.h. dass (eventuell un-
ter bestimmten Nebenbedingungen) die Energie unter Variation aller Kernkoordinaten mini-
miert wird. Die Autoren haben daru¨ber hinaus den Einfluss der dynamischen Elektronenkor-
relation untersucht; zu diesem Zweck wurden an einigen Stellen CAS-PT2F-Werte berechnet.
Gema¨ß [21, 49] beeinflusst dies zwar die absoluten Energien, a¨ndert jedoch kaum etwas an der
Topographie der Potentialfla¨chen.
Neben der Bestimmung der Potentialminima wurden in [20, 48, 86, 46] entlang zweier aus-
gezeichneter Pfade ausgehend vom S2/S1-CoIn Geometrieoptimierungen durchgefu¨hrt: Zum
einen entlang des Pfades minimaler Energie (MEP, von der englischen Bezeichnung Minimum
Energy Path), zum anderen eine Energieoptimierung unter Beibehaltung der C2-Symmetrie
(C2-MEP) (vgl. Abb. 2.13, dort sind beide MEPs eingezeichnet).
Alle verfu¨gbaren CASSCF-Werte und Moleku¨lstrukturen fu¨r die beiden interessierenden Po-
tentialfla¨chen wurden zuna¨chst auf den reduzierten Teilraum projiziert, der von den in 2.2.1
eingefu¨hrten reaktiven Koordinaten (r, ϑ, ϕ) aufgespannt wird. Da die bereits bekannten Punk-
te entlang der Pfade minimaler Energie liegen, sind einige Regionen des Koordinatenraumes
(insbesondere die
”
Ecken“) nur schlecht oder gar nicht abgedeckt. Aus diesem Grund wurden
im Laufe der vorliegenden Arbeit noch diverse zusa¨tzliche Energiewerte berechnet. Die Rech-
nungen wurden ebenfalls auf CASSCF/6-31G* Niveau mit GAUSSIAN94 durchgefu¨hrt. Dabei
bestand der aktive Raum naheliegenderweise aus den sechs Elektronen und Orbitalen, die das
pi-System und die σ-Bindung bilden. Neben zusa¨tzlichen Geometrien wurden auch zweidimen-
sionale Scans um bereits optimierte Strukturen berechnet, dazu wurden die Koordinaten α und
γ bzw. β entsprechend den reaktiven Koordinaten r und ϕ variiert (zur Einschra¨nkung auf diese
beiden siehe Abschnitt 2.4). Da es sich hierbei lediglich um kleine Variationen der beiden Ko-
ordinaten handelt, konnte auf eine Nachoptimierung in allen anderen Dimensionen verzichtet
werden: Man darf in diesem Fall davon ausgehen, dass die resultierenden Abweichungen in den
Energien klein sind.
Im Anschluss an die Projektion auf den von r und ϕ aufgespannten Teilraum werden die Ener-
giewerte in zwei Dimensionen interpoliert. Dafu¨r wird die bereits erwa¨hnte Thin-Plate-Spline-
Methode (siehe Anhang A) eingesetzt, mit der in der Regel problemlos interpoliert werden
konnte.
Abbildung 2.5 zeigt die resultierenden Potentialfa¨chen fu¨r den Grund- und den ersten angereg-
ten Zustand in Abha¨ngigkeit von r und ϕ. Zwei konische Durchschneidungen, die die beiden
Zusta¨nde koppeln und eine rasche Ru¨ckkehr in den Grundzustand zulassen, sind mit Kreisen
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Abbildung 2.5: Aus ab initio-Daten interpolierte Potentialfa¨chen fu¨r den Grund- und den ersten an-
geregten Zustand (dargestellt ist ein Bereich von r = 2.0 . . . 3.6 A˚, ϕ = 1.8◦ . . . 36.1◦). Sowohl der
Anfangspunkt fu¨r die Dynamik (S2/S1-CoIn) als auch die beiden konischen Schnitte (CoInmin und C2-
CoIn), die eine Ru¨ckkehr zum Grundzustand ermo¨glichen, sind mit Kreisen markiert. Zusa¨tzlich sind
einige relevante Moleku¨lorbitale dargestellt (Na¨heres siehe Text).
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markiert: Mit CoInmin ist die energetisch tiefstliegende konische Durchschneidung bezeichnet,
dort endet der oben erwa¨hnte MEP. Dieser konische Schnitt liegt energetisch leicht u¨ber dem
Minimum der S1-Fla¨che und ist nicht identisch mit diesem. Der C2-MEP fu¨hrt hingegen zum
C2-CoIn, der einen energetisch ho¨herliegenden, aber die C2-Symmetrie erhaltenden Schnitt-
punkt darstellt. Letzterer wurde erst in den letzten Jahren von Olivucci et al. [86] gefunden;
mittlerweile muss man davon ausgehen, dass sich zwischen beiden Entartungspunkten eine
ganze Schnittlinie befindet, die im energetisch zuga¨nglichen Bereich liegt [50]. Da jedoch erst
ku¨rzlich einige Punkte dieser Linie optimiert wurden, konnten sie in der vorliegenden Arbeit
noch nicht beru¨cksichtigt werden. Auf mo¨gliche Auswirkungen soll an anderer Stelle (siehe
Abschnitt 2.6) eingegangen werden.
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Abbildung 2.6: Potentialfla¨chen in der unmittelbaren Umgebung der beiden konischen Durchschnei-
dungen (Ausschnitte wie in Abb. 2.8 und 2.9).
Weiterhin ist in Abb. 2.5 noch der Schnittpunkt der ersten und zweiten angeregten Fla¨che mar-
kiert und mit S2/S1-CoIn bezeichnet. An dieser Stelle wechselt das Wellenpaket nach der An-
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regung und einer kurzen anfa¨nglichen Bewegung auf der S2-Fla¨che in den S1-Zustand, sie mar-
kiert auch den Anfangspunkt fu¨r die im na¨chsten Abschnitt vorgestellten Dynamikrechnungen.
Des Weiteren erkennt man die Grundzustandsgeometrien von CHD und cZc-HT (siehe [20]);
sowohl fu¨r diese als auch fu¨r die beiden S1/S0 konischen Schnitte sind zusa¨tzlich die wesent-
lichen Moleku¨lorbitale dargestellt. Das im CHD zur σ-Bindung beitragende Orbital tra¨gt im
Produkt Hexatrien zum pi-System bei. Am asymmetrischen Schnitt spiegelt sich die fu¨r vie-
le (asymmetrische) konische Durchschneidungen vorhergesagte Drei-Zentren-Bindung wider,
wohingegen am symmetrischen Schnitt deutlich eine Vier-Zentren-Bindung zu erkennen ist.
Durch Eindrehen des einen oder des anderen endsta¨ndigen Kohlenstoffatoms ergeben sich zwei
Mo¨glichkeiten, ausgehend vom C2-CoIn die Symmetrie zu brechen. Die Vier-Zentren-Bindung
ergibt sich nun aus Symmetriegru¨nden aus der ¨Uberlagerung der beiden dabei entstehenden
Drei-Zentren-Bindungen.
In Abb. 2.6 ist jeweils ein Ausschnitt aus den Potentialfla¨chen in der unmittelbaren Umgebung
der konischen Durchschneidungen gezeigt. Insbesondere fu¨r den CoInmin ist der Entartungs-
punkt sehr scho¨n zu erkennen, daru¨ber hinaus ist gut zu sehen, dass sich die Topographie der
Fla¨chen um die beiden Schnitte deutlich unterscheidet.
2.3.2 Nicht-adiabatische Kopplungen
Eine vollsta¨ndige Beschreibung der Dynamik im Bereich konischer Durchschneidungen erfor-
dert die Einbeziehung der nicht-adiabatischen Kopplungselemente aus Gl. (1.11), in diesem
Fall zwischen dem Grund- und dem ersten angeregten Zustand. Die Entwicklung der Gesamt-
wellenfunktion in Born-Oppenheimer-Eigenzusta¨nde fu¨hrt zu folgendem Hamiltonoperator fu¨r
die Kernwellenfunktionen Ψ1,2 (vergleiche Abschnitt 1.1)
HΨ(R) =
{(
Tnuc K12
−K12 Tnuc
)
+
(
V1 0
0 V2
)}(
Ψ1
Ψ2
)
, (2.22)
wobei Tnuc den kinetischen Kernanteil und V1,2 die Born-Oppenheimer-Potentiale (also die Ei-
genwerte der elektronischen Schro¨dingergleichung) bezeichnet. Der nicht-adiabatische Kopp-
lungsterm
K12 = −
∑
j
1
mj
(
f
(j)
12 ∂xj +
1
2
g
(j)
12
)
, (2.23)
der in der Born-Oppenheimer-Na¨herung vernachla¨ssigt werden wu¨rde, spielt hier eine wesent-
liche Rolle.mj bezeichnet die Masse des j-ten Atoms, die xj sind kartesische Kernkoordinaten
und f (j)12 sowie g
(j)
12 die in Abschnitt 1.1 eingefu¨hrten (nicht-adiabatischen) Ableitungskopplun-
gen erster und zweiter Ordnung.
¨Ublicherweise werden Dynamikrechnungen in der Umgebung von konischen Durchschneidun-
gen in der so genannten diabatischen Darstellung durchgefu¨hrt [27]. Im vorliegenden Fall ist
dies allerdings aus verschiedenen Gru¨nden nicht praktikabel:
Die Untersuchung soll sich auf die S1/S0-Relaxation einschließlich der Entwicklung zu den
konischen Durchschneidungen hin konzentrieren. Um diesen gesamten Prozess zu verfolgen,
muss ein recht großer Teil der Reaktionsfla¨chen beschrieben werden. Zu diesem Zweck beno¨tigt
man Koordinaten, die der Beschreibung der gesamten Dynamik im angeregten Zustand ange-
messen sind; diese sind natu¨rlich nicht notwendigerweise – und im Allgemeinen eher nicht –
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identisch mit denjenigen, die fu¨r eine diabatische Beschreibung einer konischen Durchschnei-
dung geeignet sind. Daru¨ber hinaus mu¨ssen (mindestens) zwei konische Durchschneidungen
gleichzeitig beru¨cksichtigt werden. Dabei kann im Allgemeinen nicht erwartet werden, dass
verschiedene Entartungspunkte in mehreren (hier sogar 36) Dimensionen den gleichen Ver-
zweigungsraum besitzen. Selbst wenn es gela¨nge, eine gemeinsame diabatische Darstellung zu
konstruieren (die nicht notwendigerweise existieren muss!), erscheinen Versuche in diese Rich-
tung nicht gerade vielversprechend. Neben der Tatsache, dass dabei die fu¨r die Beschreibung
der Dynamik in einiger Entfernung des Entartungspunktes wesentlichen reaktiven Koordina-
ten ignoriert werden mu¨ssten, wa¨re eine solche Beschreibung mit großer Wahrscheinlichkeit zu
kompliziert fu¨r sinnvolle dynamische Rechnungen. Die Schwierigkeiten du¨rften dabei sowohl
mit der Anzahl der Dimensionen als auch mit der Anzahl der zuga¨nglichen Entartungspunkte
ansteigen.
Aus diesen Gru¨nden werden die nachfolgenden Rechnungen im adiabatischen Bild ausgefu¨hrt.
Da die volle gekoppelte Schro¨dinger-Gleichung fu¨r die Kerne gelo¨st wird, sind Quanteneffekte
wie Interferenzen oder Phaseneffekte automatisch enthalten, wobei allerdings bei der quan-
tenchemischen Berechnung der nicht-adiabatischen Kopplungselemente auf eine konsistente
Phasendefinition geachtet werden muss. Normalerweise verursacht die Tatsache, dass elektro-
nische Wellenfunktionen nur bis auf eine konstante Phase definiert sind, keinerlei Probleme, da
gewo¨hnlich lediglich Erwartungswerte von Operatoren betrachtet werden. Fu¨r einen beliebigen
Operator A gilt
Φ˜ = eiϕΦ (2.24)
⇒ 〈Φ˜1∣∣A∣∣Φ˜1〉 = e−iϕ1eiϕ1〈Φ1∣∣A∣∣Φ1〉 = 〈Φ1∣∣A∣∣Φ1〉. (2.25)
Lediglich bei Nebendiagonalelementen wie z.B. nicht-adiabatischen Kopplungen muss man
wegen 〈
Φ˜1
∣∣A∣∣Φ˜2〉 = ei(ϕ2−ϕ1)〈Φ1∣∣A∣∣Φ2〉 (2.26)
Vorsicht walten lassen. Fu¨r (wie in der Quantenchemie u¨blich) reell gewa¨hlte Wellenfunktionen
kann ϕ lediglich die Werte 0 oder pi annehmen, man muss also gegebenfalls einen zufa¨lligen
Vorzeichenwechsel verhindern. Zu diesem Zweck wurden bei der quantenchemischen Berech-
nung normalerweise nur tempora¨r gehaltene Informationen u¨ber die Wellenfunktion wie Orbi-
tale und CI-Koeffizienten abgespeichert und als Anfangsdaten fu¨r Rechnungen an benachbarten
Geometrien verwendet. Auf diese Art und Weise kann ein zufa¨lliger Vorzeichenwechsel in der
elektronischen Wellenfunktion in der Regel verhindert werden. Eine zusa¨tzliche ¨Uberpru¨fung
der optimierten Orbitale und Koeffizienten zeigte, dass so tatsa¨chlich eine konsistente Phasen-
definition erzwungen werden konnte.
Daru¨ber hinaus erfordert die starke Lokalisierung der nicht-adiabatischen Kopplungselemente
(vgl. Abbildung 2.8) viele Gitterpunkte bei der Wellenpaketpropagation und macht die nach-
folgenden Dynamikrechnungen somit sehr zeitaufwa¨ndig.
Die nicht-adiabatischen Kopplungselemente
f
(i)
12 =
〈
Φ1
∣∣∂xiΦ2〉 (2.27)
ergeben sich aus den elektronischen Wellenfunktionen Φ1,2 bzw. ihren Ableitungen nach den
kartesischen Kernkoordinaten xi. Sie wurden unter Verwendung von MOLPRO [115] auf dem
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CASSCF-Niveau berechnet und anschließend mittels
∂xi =
∑
j
∂qj
∂xi
∂qj (2.28)
auf die in Kapitel 2.2.1 eingefu¨hrten reaktiven Koordinaten q1 = r, q2 = θ, q3 = ϕ transfor-
miert (an dieser Stelle werden die g(i)12 zuna¨chst vernachla¨ssigt, vgl. aber Abschnitt 2.5.1):
K12 = −
∑
j
(∑
i
1
mi
f
(i)
12
∂qj
∂xi
)
∂qj
=
∑
j
f˜
(j)
12 ∂qj
⇒ f˜ (j)12 = −
∑
i
1
mi
f
(i)
12
∂qj
∂xi
. (2.29)
Da die Kopplung u¨berdies in einigen Koordinaten, die nicht in der Wellenpaketpropagation
enthalten sind, recht ausgepra¨gt ist, wurden auch diese Anteile auf den durch r und ϕ aufge-
spannten Unterraum projiziert. Dies erfolgte fu¨r 9 zusa¨tzliche Freiheitsgrade, die – abgesehen
von der Kopplung – keine besondere Rolle fu¨r die Dynamik spielen: γ, γ˜, r˜, ϑ, ϑ˜, sowie κ1...4.
Diese Freiheitsgrade sind in Abb. 2.7 dargestellt. Zu diesem Zweck werden die zusa¨tzlichen
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Abbildung 2.7: Koordinaten fu¨r die nicht-adiabatischen Kopplungselemente. κ1,2 beschreiben die Tor-
sionswinkel der endsta¨ndigen Wasserstoffatome H1 bzw. H2 zur Moleku¨lebene, κ3,4 analog.
Koordinaten qj (j ≥ 3)
”
quasi-statisch“ in Abha¨ngigkeit von r und ϕ betrachtet:
qj(r, ϕ)⇒ ∂qj =
∂r
∂qj
∂r +
∂ϕ
∂qj
∂ϕ. (2.30)
Mit der in Anhang A beschriebenen Interpolationsroutine bzw. einer Erweiterung, die aus der
Interpolationsfunktion direkt die Ableitung berechnet, konnten dann ∂r∂qj und
∂ϕ
∂qj
bestimmt wer-
den.
Mit diesem Ansatz ergibt sich
f˜
(r)
12 =
∑
qj 6=ϕ
f˜
(j)
12
∂r
∂qj
(2.31)
f˜
(ϕ)
12 =
∑
qj 6=r
f˜
(j)
12
∂ϕ
∂qj
, (2.32)
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wobei die f˜ (j)12 analog Gl. (2.29) definiert sind.
Dieser Projektionsmethode liegt ein a¨hnliches Konzept zugrunde wie der bereits fu¨r die Po-
tentialfla¨chen verwendeten (siehe Abschnitt 2.3.1); auf diese Weise wird eine konsistente Be-
schreibung von Potential und Kopplung erreicht, die
”
statische“ Aspekte beru¨cksichtigt und
lediglich
”
dynamische“ Beitra¨ge der nicht im betrachteten Unterraum enthaltenen Freiheitsgra-
de vernachla¨ssigt.
ϕ
r
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Abbildung 2.8: Nicht-adiabatische Kopplungselemente f˜ (r)12 (oben) sowie f˜ (ϕ)12 (unten) in der unmittel-
baren Umgebung des CoInmin. Die linke Spalte zeigt die Kopplungselemente in Abha¨ngigkeit von r
und ϕ, die rechte die entsprechenden Konturplots. Abgebildet ist ein Bereich von ∆r = 0.02 A˚ sowie
∆ϕ = 0.42◦.
Die resultierenden nicht-adiabatischen Kopplungselemente f˜ (r)12 und f˜
(ϕ)
12 sind in den Abbildun-
gen 2.8 und 2.9 dargestellt. Mit ihren ausgepra¨gten Spitzen zeigen sie das typische Verhalten in
der Na¨he von Entartungspunkten, wobei die Kopplung um den CoInmin viel sta¨rker lokalisiert
ist als diejenige um den C2-CoIn. Die in 2.8 erkennbaren kleineren Maxima von f˜ (r)12 ru¨hren
von der beschriebenen Projektion her, sie stellen Beitra¨ge der zusa¨tzlich beru¨cksichtigten Frei-
heitsgrade dar.
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Abbildung 2.9: Nicht-adiabatische Kopplung in der Umgebung des C2-CoIn analog zu Abbildung 2.8.
Der Ausschnitt erstreckt sich u¨ber ∆r = 0.06 A˚ und ∆ϕ = 1◦.
2.4 Quantendynamik auf der S1-Fla¨che
In einem ersten Schritt wird die Dynamik auf der S1-Fla¨che ohne die Kopplungen mit dem
Grundzustand untersucht. Dabei wird das in Kapitel 2.2 vorgestellte reduzierte Modell zuna¨chst
weiter eingeschra¨nkt. Die relative ¨Anderung des Winkels ϑ ist deutlich kleiner als diejenige der
beiden anderen Koordinaten, sodass es vorla¨ufig genu¨gen sollte, die kinetischen Anteile fu¨r die
C2-symmetrische Koordinate ϕ und die asymmetrische Koordinate r zu beru¨cksichtigen. Auf
diese Weise wird nur der kinetische Anteil fu¨r ϑ vernachla¨ssigt, da der potentielle Anteil in den
den Potentialfla¨chen zugrundeliegenden quantenchemischen Rechnungen mit optimiert wurde.
Im Folgenden steht die Untersuchung der Dynamik im S1-Zustand hin zu den konischen Durch-
schneidungen im Mittelpunkt. Um diese zu untersuchen, wird die Zeitentwicklung des Systems
beginnend mit einem zweidimensionalen Gaußpaket am S2/S1-CoIn verfolgt.
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2.4.1 Anfangsbedingungen
Bei der Photoanregung von CHD mit ultrakurzen – im Grenzfall unendlich kurzen – Laserpul-
sen wird das Grundzustandswellenpaket nahezu unvera¨ndert in den zweiten angeregten Zustand
transferiert. Dort wird das System anfa¨nglich in Richtung des S2/S1-CoIn beschleunigt, wo
dann der Wechsel zur ersten angeregten Fla¨che stattfindet (vgl. Abb. 2.1). Weil dies innerhalb
sehr kurzer Zeiten passiert, darf man annehmen, dass das Wellenpaket nicht besonders stark
vera¨ndert wird und daher im Wesentlichen noch dem urspru¨nglichen Grundzustandspaket ent-
spricht. Daher kann das Anfangswellenpaket durch ein Gaußpaket, dessen Breiten denjenigen
im Grundzustand entsprechen, modelliert werden.
Um den mo¨glichen Einfluss des S2/S1- ¨Ubergangs zu beru¨cksichtigen, wurden nun Rech-
nungen fu¨r verschiedene Breiten des Anfangswellenpakets durchgefu¨hrt. Die gewa¨hlten
Parameter liegen jedoch alle in der Gro¨ßenordnung, die durch die Breite des CHD-
Grundzustandswellenpaket vorgegeben ist. Dabei werden auch verschiedene Quotienten
∆r/∆ϕ beru¨cksichtigt, sodass auch eine gewisse Bandbreite an Anfangsformen repra¨sentiert
ist. Gleichzeitig erlaubt dieses Vorgehen einen Einblick in die Frage, inwieweit die Dynamik
durch die Pra¨paration des Ausgangszustandes beeinflusst werden kann.
Die Grundzustandsbreiten ∆r und ∆ϕ ko¨nnen recht einfach abgescha¨tzt werden, indem man
an die Grundzustandsfla¨che um die Gleichgewichtsgeometrie des CHD verschiedene Modell-
potentiale anpasst. Dazu dient entweder ein modifiziertes Morse-Potential
V = D
(
1− e−
√
ar(r−r0)2+aϕ(ϕ−ϕ0)2
)2
+ V0 (2.33)
oder ein harmonisches Potential
V = ar(r − r0)2 + aϕ(ϕ− ϕ0)2 + V0. (2.34)
Die Eigenfunktion φ0 des harmonischen Oszillators (unter Verwendung atomarer Einheiten,
~ = 1)
φ0 ∝ e−mω2 x2 (2.35)
hat die Breite
∆x =
√
1
mω
. (2.36)
Fu¨r beide Potentiale erha¨lt man
ωr,ϕ =
√
2Dar,ϕ
mr,ϕ
(2.37)
aus den Fitparametern ar,ϕ und D (D = 1 fu¨r das harmonische Potential). ∆r und ∆ϕ ergeben
sich daher zu
∆r, ϕ =
(
1
2Dar,ϕmr,ϕ
)1/4
. (2.38)
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Benutzt man die aus
1
2mr
=
B
2
(2.39)
1
2mϕ
=
1
2 sin2 ϑ
(
B
r2
+
B˜
r˜2
)
(2.40)
resultierenden Massen mr = 18218 au und mϕ = 201534 au sowie fu¨r ϑ und r die der Gleich-
gewichtsgeometrie von CHD entsprechenden Werte, so ergeben sich in beiden Fa¨llen a¨hnliche
Breiten: ∆r ≈ 0.07 au und ∆ϕ ≈ 0.014.
2.4.2 Wellenpaketdynamik
Als Anfangszustand fu¨r die Wellenpaketdynamik wird, wie im vorigen Abschnitt beschrieben,
eine Gaußfunktion gewa¨hlt, die um den S2/S1-CoIn lokalisiert ist. Fu¨r die Gaußbreiten wird ein
Bereich von ∆r = 0.035 − 0.35 au sowie ∆ϕ = 0.007 − 0.035 um die zuvor abgescha¨tzten
Grundzustandsbreiten (siehe Abschnitt 2.4.1) untersucht, was grob der Laseranregung mit un-
terschiedlichen Pulsla¨ngen entspricht.
Fu¨r alle untersuchten Anfangsbedingungen zeigt sich eine Oszillation entlang der ϕ-Richtung,
deren Periode zwischen 20 und 30 fs liegt. Gleichzeitig beobachtet man in der asymmetrischen
Koordinate r eine Verbreiterung bzw. ein Zusammenziehen (je nach Anfangsbreite) des Wel-
lenpaketes in etwa 10 fs. Die Zeitskala dieser Oszillationen stimmt mit der in [21] angegebenen
gut u¨berein, dort werden 2349 cm−1 entsprechend 14 fs genannt.
Bereits wa¨hrend sich das Wellenpaket auf die beiden Durchschneidungen mit dem Grundzu-
standspotential zu bewegt, beginnt es sich zu verzweigen. Die Schnitte werden erstmals nach
ca. 10-30 fs erreicht. Abbildung 2.10 zeigt exemplarisch, wie durch diese Aufspaltung sowohl
der C2-CoIn als auch der CoInmin erreicht werden.
Diese bereits im angeregten Zustand stattfindende Verzweigung des Wellenpaketes ha¨ngt so-
wohl von den Breiten als auch der genauen Lokalisierung des Anfangswellenpaketes ab; im
Großen und Ganzen gilt: je schmaler ∆ϕ urspru¨nglich ist, desto gro¨ßer ist auch der Anteil,
der den C2-CoIn erreichen kann (vgl. Abb. 2.11). Andererseits bewirkt bereits eine leichte Ver-
schiebung des Startpunktes hin zum Minimum der S1-Fla¨che eine Verringerung dieses Anteils.
Eine genaue Betrachtung der fu¨r die Dynamikrechnungen verwendeten reduzierten Potential-
fla¨chen (vgl. Abb. 2.5) hilft beim Versta¨ndnis dieser Beobachtungen. Ausgehend vom S2/S1-
CoIn wird das Wellenpaket zuna¨chst auf das S1-Minimum (das so genannte perizyklische Mi-
nimum) hin beschleunigt. Zwischen diesem und dem CoInmin ist die Potentialfla¨che zwar sehr
flach, allerdings ist eine recht große Auslenkung entlang der asymmetrischen Koordinate r
no¨tig, um dorthin zu gelangen. Andererseits befindet sich der C2-CoIn eher in Richtung der ur-
spru¨nglichen Beschleunigung, er liegt dafu¨r aber energetisch deutlich ho¨her. Aus diesem Grund
kann er von ho¨herenergetischen Anteilen leichter erreicht werden, was erkla¨rt, weshalb geringe-
re Anfangsbreiten in der symmetrischen Richtung zu einer besseren Erreichbarkeit des C2-CoIn
fu¨hren. Das Verzweigungsverha¨ltnis ha¨ngt jedoch nicht ausschließlich von ∆ϕ ab, sondern
auch von verschiedenen anderen Parametern wie z.B. dem Verha¨ltnis der Anfangsbreiten oder
dem genauen Startpunkt. Außerdem u¨bt die Oszillation entlang der asymmetrischen Koordina-
te r einen gewissen Einfluss aus, sie kann sogar die Erreichbarkeit von CoInmin herabsetzen –
wenn na¨mlich das Wellenpaket wa¨hrend der ϕ-Oszillation beim Passieren von CoInmin gerade
schmal in r ist.
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Abbildung 2.10: Entwicklung des Wellenpaketes auf der S1-Fla¨che fu¨r zwei verschiedene Anfangs-
pra¨parationen. Nach etwa 10 fs na¨hert sich das System dem Umkehrpunkt entlang der ϕ-Richtung, nach
etwa 20 fs sind beide konischen Schnitte erreicht. Zu diesem Zeitpunkt hat sich das Wellenpaket be-
reits verzweigt, die durch Pfeile markierten Teilpakete befinden nahezu exakt an den Stellen der beiden
Entartungspunkte.
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Abbildung 2.11: Momentaufnahmen der S1-Dynamik am Umkehrpunkt nach etwa 10 fs. Die Anfangs-
wellenpakete unterscheiden sich lediglich in ∆ϕ, wobei das linke mit ∆ϕ = 0.007 um einen Faktor 2
schmaler ist (rechts: ∆ϕ = 0.014, ∆r = 0.14 fu¨r beide). In diesem Fall erreicht ein gro¨ßerer Anteil den
C2-CoIn (gleiche Orientierung wie in Abb. 2.10).
Im Hinblick auf die Verzweigung im angeregten Zustand wurde – wie schon erwa¨hnt – ein
weiter Parameterbereich fu¨r die Anfangsbreiten des Wellenpaketes untersucht, der in etwa den
unterschiedlichen Anfangspra¨parationen durch verschiedene Laserpulse bei der Anregung ent-
spricht. Eine grobe Abscha¨tzung fu¨r den Fluss durch die konischen Durchschneidungen ergibt
sich durch
”
Aufsammeln“ all derjenigen Teile des angeregten Wellenpaketes, die den Bereich
eines Entartungspunktes erreichen. Auf diese Weise erha¨lt man – unter der Annahme eines
schnellen Transfers zum Grundzustand in der Umgebung einer konischen Durchschneidung –
eine ungefa¨hre Abscha¨tzung fu¨r das Verzweigungsverha¨ltnis.
Abbildung 2.12 zeigt den integrierten Fluss, der den CoInmin und den C2-CoIn erreicht sowie
das resultierende Verzweigungsverha¨ltnis fu¨r zwei unterschiedliche Parametersa¨tze. Der Ein-
fluss der Anfangsbedingungen ist deutlich zu erkennen, das Verha¨ltnis kann von ca. 3:1 bis etwa
30:1 variiert werden, was eine so genannte passive Kontrolle erlaubt: Nach der Anregung ent-
wickelt sich das System
”
frei“ gema¨ß dem zugrundeliegenden Hamiltonoperator, der Einfluss
von außen beschra¨nkt sich auf die Anfangspra¨paration mittels eines geeigneten Laserpulses,
der die gewu¨nschte Dynamik initiiert.
Fu¨r die beiden Wellenpakete aus Abb. 2.10 wurde der Erwartungswert des Ortsoperators im
Verlauf der Propagation berechnet, der sich im Gegensatz zu den ausgedehnten Wellenpaketen
entlang einer einfachen Trajektorie bewegt. Abbildung 2.13 zeigt die so erhaltenen mittleren
Positionen zusammen mit den bereits in Abschnitt 2.3.1 erwa¨hnten Pfaden minimaler Energie;
die Zeitentwicklung ist nach 119 fs fu¨r das schmale Wellenpaket (durchgezogene Linie), nach
59 fs fu¨r das andere abgebrochen.
In Abb. 2.13 erkennt man die anfa¨ngliche Beschleunigung des noch C2-symmetrischen Mo-
leku¨ls parallel zum C2-MEP, die aber bald zum absoluten MEP hin dreht. Auch wenn Abb. 2.10
zeigt, dass Teile des Wellenpaketes zu beiden konischen Durchschneidungen gelangen, so er-
reicht die mittlere Position doch keinen von ihnen. Stattdessen fu¨hrt der Ortserwartungswert
eine deutlich geda¨mpfte Oszillation zwischen den beiden MEPs durch. Dies ist gut nachvoll-
ziehbar, wenn man bedenkt, dass hochenergetische Teile des Wellenpaketes sehr schnell die
Entartungspunkte erreichen und dort zum Grundzustand
”
wechseln“ (d.h. an dieser Stelle weg-
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Abbildung 2.12: Verzweigung des Wellenpaketes im angeregten Zustand. Das obere Bild zeigt fu¨r zwei
unterschiedliche Anfangswellenpakete den integrierten Fluss, der die beiden konischen Schnitte erreicht
(siehe Text). Den Einfluss der Anfangsbedingungen erkennt man noch besser im entsprechenden Ver-
zweigungsverha¨ltnis (untere Abbildung), das etwa um einen Faktor 10 variiert.
geda¨mpft werden), sodass sie zum Mittelungsprozess nicht mehr beitragen. ¨Ubrig bleiben nie-
derenergetischere Anteile, die sich la¨ngere Zeit in der Na¨he des Potentialminimums aufhalten.
Aus der Beobachtung der Entwicklung zu den beiden konischen Durchschneidungen zwischen
S1 und S0 hin kann nicht direkt auf die fu¨r den ¨Ubergang zum Grundzustand beno¨tigte Zeit
geschlossen werden. Nichtsdestotrotz erkennt man, dass die konischen Durchschneidungen in-
nerhalb von maximal 30 fs erreicht werden. Weitere Untersuchungen zeigen, dass nach etwa
200 fs, innerhalb derer mehrere Oszillationen im angeregten Zustand stattgefunden haben, 30-
70 % des Wellenpaketes einen der beiden Entartungspunkte erreicht haben. Die große Variation
spiegelt die große Bandbreite der untersuchten Anfangsbedingungen in Kombination mit der
Sensitivita¨t des induzierten photochemischen Prozesses auf die Anfangspra¨paration wider. Die
Zeitskala erscheint kompatibel mit experimentellen Ergebnissen: Experimente in der Gasphase
ergeben eine Lebensdauer des S1-Zustandes von etwa 80 fs; das Photoprodukt cZc-Hexatrien
wird in etwa 200 fs gebildet [44, 111]. In Lo¨sung wurde eine Zeitskala von (250 ± 100) fs fu¨r
das Erscheinen von cZc-Hexatrien angegeben [89].
In vorangegangenen Studien wurde in der Regel nur ein Entartungspunkt mit dem Grundzu-
stand (entsprechend CoInmin) angenommen, die Verzweigung wurde demnach der Form der
S0-Fla¨che in der Umgebung dieses Schnittes zugeschrieben. Im Gegensatz dazu wird hier eine
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Abbildung 2.13: Ortserwartungswerte der Wellenpakete aus Abb. 2.10 (schwarze Linien) sowie Pfade
minimaler Energie (MEP: graue durchgezogene Linie und C2-MEP: graue durchbrochene Linie) in re-
duzierten Koordinaten. Entlang beider MEPs stellt der letzte Datenpunkt vor dem jeweiligen Entartungs-
punkt das entsprechende (absolute oder C2-) Minimum der S1-Fla¨che dar. Dort ist die Potentialfla¨che
sehr flach, was die Optimierung weiterer Punkte sehr erschwert [48]; die grauen Linien dienen lediglich
der ¨Ubersichtlichkeit. Die Anfangswellenpakete sind beide um den S2/S1-CoIn bei (r = 2.9 A˚, ϕ = 14◦)
zentriert, der leichte Unterschied ru¨hrt von der Mittelwertbildung in nicht-kartesischen Koordinaten her.
Aufspaltung des Wellenpaketes bereits im angeregten Zustand beobachtet, was der Erreich-
barkeit von mindestens zwei konischen Durchschneidungen zuzuschreiben ist. Natu¨rlich wird
nach der Ru¨ckkehr zum Grundzustand an beiden Stellen eine weitere Verzweigung stattfinden.
Wie Abb. 2.5 zu entnehmen ist, unterscheidet sich die Topographie der Potentialfla¨chen in der
jeweiligen Umgebung der beiden Kreuzungspunkte recht stark. Beru¨cksichtigt man daru¨ber
hinaus die unterschiedliche ra¨umliche Lage in Bezug auf die Gleichgewichtsgeometrien von
CHD und cZc-HT, so darf man erwarten, dass diese nachfolgende Aufspaltung an den bei-
den konischen Durchschneidungen verschieden sein wird. Aus diesem Grund sollte es mo¨glich
sein, die schlussendliche Produktausbeute durch Manipulation der Verzweigung im angeregten
Zustand zu beeinflussen.
2.5 Quantendynamik mit gekoppelten Fla¨chen
Um die in den vorangegangenen Abschnitten entwickelte Vorstellung des Relaxationsprozesses
zu u¨berpru¨fen, muss die vollsta¨ndige Dynamik unter Beru¨cksichtigung des Grund- und ersten
angeregten Zustandes sowie der nicht-adiabatischen Kopplung untersucht werden.
2.5.1 Hermitizita¨t des Hamiltonoperators
Bevor die eigentlichen Dynamikrechnungen vorgestellt werden, soll an dieser Stelle noch
ein Problem diskutiert werden, das bei Rechnungen im diabatischen Bild nicht auftritt.
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¨Ublicherweise gelten die zweiten Ableitungsterme der Kopplung g(j)12 als deutlich kleiner im
Vergleich zu den ersten Ableitungstermen und werden daher meist fu¨r vernachla¨ssigbar ge-
halten. Dies fu¨hrt aber im adiabatischen Bild zu einem nicht hermiteschen Hamiltonoperator;
genauer gesagt ist der Kopplungsanteil
K(j) = f˜ (j)12 ∂qj
(
0 1
−1 0
)
(2.41)
nicht hermitesch. Dies kann man leicht zeigen, wenn man(
f˜
(j)
12
)†
= f˜ (j)12 , (2.42)(
∂qj
)† = −∂qj (2.43)
sowie
(
0 1
−1 0
)†
= −
(
0 1
−1 0
)
(2.44)
beru¨cksichtigt. Damit folgt aus der Forderung K(j) =
(
K(j)
)†
zuna¨chst, dass
K
(j)
12 = f˜
(j)
12 ∂qj
!= −
(
K
(j)
12
)†
(2.45)
gelten muss.
Fu¨r einen Operator A = BC mit B† = B und C† = −C gilt nun aber
A† = (BC)† = C†B† = −CB (2.46)
= −CB +BC −BC (2.47)
= −BC + [B,C], (2.48)
d.h. also
A = −A† ⇔ [B,C] = 0. (2.49)
Im vorliegenden Fall vertauschen B = f˜ (j)12 und C = ∂qj jedoch nicht, sodass K(j)12 nicht
antihermitesch und damit der gesamte Hamiltonoperator nicht hermitesch ist.
Um diesen Artefakt zu vermeiden, muss zumindest der nicht hermitesche Anteil kompensiert
werden. Dies kann man durch Antisymmetrisieren von A = f˜ (j)12 ∂qj erreichen:
A˜ =
A−A†
2
= A− 1
2
[B,C] (2.50)
⇒ A˜† = −A˜. (2.51)
Konkret fu¨hrt dies wegen
[f, ∂q]Ψ = f∂qΨ− (∂qf) Ψ− f∂qΨ (2.52)
= − (∂qf) Ψ (2.53)
auf folgende Erga¨nzung:
f˜
(j)
12 ∂qj → f˜ (j)12 ∂qj +
1
2
∂qj f˜
(j)
12 . (2.54)
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Dies ist nun jedoch genau der erste Teil der Zerlegung (1.17)
g
(j)
12 = ∂xif
(j)
12 + h
(j)
12 ; (2.55)
man erha¨lt
K˜12 ≈
∑
j
(
f˜
(j)
12 ∂qj +
1
2
∂qj f˜
(j)
12
)
, (2.56)
wobei nun lediglich der hermitesche Teil h(j)12 =
〈
∂xjΦ1
∣∣∂xjΦ2〉 von g(j)12 vernachla¨ssigt wird.
Bei genauerer Betrachtung des zugrundeliegenden Problems erkennt man, dass daru¨ber hinaus
noch Randeffekte des endlichen Gitters eine Rolle spielen. Auf sie wird im Anhang B na¨her
eingegangen werden. Hier soll nur kurz bemerkt werden, dass der Ableitungsoperator ∂qj auf
einem endlichen Gitter nicht antihermitesch ist und deshalb entstehende Randeffekte explizit
beru¨cksichtigt werden mu¨ssen, um die Hermitizita¨t des Hamiltonoperators zu garantieren.
Unter Beru¨cksichtigung aller bislang erwa¨hnten Aspekte ist es dann mo¨glich, die Wellenpaket-
dynamik in der adiabatischen Darstellung zu behandeln.
2.5.2 Gekoppelte Wellenpaketdynamik
Im folgenden Abschnitt werden die
”
vollen“ numerischen Simulationen vorgestellt, die sowohl
den Grund- als auch den ersten angeregten Zustand umfassen sowie die nicht-adiabatische
Kopplung K˜12 (siehe Abb. 2.8 und 2.9) zwischen ihnen beru¨cksichtigen. Diese Rechnun-
gen wurden auf einem Gitter mit 352x416 Punkten durchgefu¨hrt, das einen Bereich von
r = 4.2− 6.3 au, ϕ = 0.01− 0.8 abdeckt.
Die Propagation startet wieder am S2/S1-CoIn mit einem Gaußpaket, dessen Breiten (∆r =
0.07 au, ∆ϕ = 0.014) in etwa einer instantanen Anregung entsprechen (vgl. Abschnitt 2.4.1).
Bis das System die S1-Fla¨che erreicht, verfu¨gt es bereits u¨ber einen Impuls, der der Ener-
gielu¨cke zwischen dem S2-Franck-Condon-Punkt und S2/S1-CoIn entspricht. Aus diesem
Grund wird das Anfangswellenpaket mit diesem Impuls versehen. Geht man davon aus, dass
die Beschleunigung auf der S2-Fla¨che hauptsa¨chlich in ϕ-Richtung erfolgt, so kann der Impuls
durch
pϕ =
√√√√2∆E sin2 ϑ
B
r2
+ B˜
r˜2
(2.57)
abgescha¨tzt werden. Bis zum Wechsel auf die S1-Fla¨che bleibt die C2-Symmetrie
na¨herungsweise erhalten, sodass folgende Werte eingesetzt werden:
1
B
=
1
B˜
= 18218 au (2.58)
r = r˜ = 5.46 au (2.59)
ϑ = 1.01. (2.60)
Mit der Potentialdifferenz von ∆E ≈ 0.06 au ergibt sich damit ein
”
Anfangsimpuls“ von
pϕ ≈ 155 au, mit dem die folgenden Rechnungen durchgefu¨hrt wurden. Dazu wird das reelle
Anfangswellenpaket mit dem Faktor eipϕϕ multipliziert.
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Abbildung 2.14: Wellenpaketdynamik durch die konischen Durchschneidungen. Die oberen beiden Gra-
fiken zeigen die Aufenthaltswahrscheinlichkeit im angeregten Zustand zu verschiedenen Zeiten, die un-
teren diejenige im Grundzustand. Der gro¨ßte Peak im Grundzustand taucht nach 14 fs am C2-CoIn auf
(unten links), der gro¨ßte Peak am CoInmin nach 20 fs ist deutlich kleiner.
Abbildung 2.14 zeigt einige Momentaufnahmen der Dynamik im angeregten und im Grund-
zustand. Der Wechsel in den Grundzustand beginnt bereits nach ca. 10 fs; wa¨hrend das Wel-
lenpaket im angeregten Zustand hin und her oszilliert,
”
tropfen“ Teile davon durch die bei-
den konischen Durchschneidungen. Es zeigt sich, dass der C2-CoIn den ¨Ubergang dominiert,
wa¨hrend der CoInmin nur eine untergeordnete Rolle spielt. Sehr deutlich ist dies in den beiden
Momentaufnahmen bei 14 fs und 20 fs zu erkennen, die den jeweils gro¨ßten im Grundzustand
auftauchenden Peak an den beiden Schnitten zeigen. Verfolgt man die Dynamik genauer, so
ist zu erkennen, dass der Impuls des angeregten Wellenpakets in den Grundzustand u¨bertragen
wird.
Abbildung 2.15 zeigt die zeitliche ¨Anderung der Besetzung des angeregten Zustandes. Um den
Einfluss der beiden konischen Schnitte getrennt zu untersuchen, wurde die gleiche Rechnung
nochmals durchgefu¨hrt, wobei nun der ¨Ubergang jeweils nur an einer der beiden konischen
Durchschneidungen erlaubt war (hierfu¨r wurde die Kopplung am jeweils anderen Schnitt auf
Null gesetzt.) In Abb. 2.15 ist sehr deutlich zu erkennen, dass die Ru¨ckkehr zum Grundzu-
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Abbildung 2.15: Besetzung des angeregten Zustandes als Funktion der Zeit. Die untere Grafik zeigt den
Verlauf unter Beru¨cksichtigung beider konischer Schnitte (durchgezogene Line) sowie fu¨r den Fall, dass
der ¨Ubergang nur am C2-CoIn erlaubt ist (gestrichelt). Wenn der Transfer hingegen nur am CoInmin
stattfinden kann, so klingt die Besetzung nur deutlich langsamer ab (oberes Bild).
stand u¨berwiegend u¨ber den C2-CoIn stattfindet, wobei die Breite der Stufen der Oszillation
des angeregten Wellenpaketes entspricht. Diese Dominanz spiegelt sich auch in der Ho¨he des
Maximums des im Grundzustand auftauchenden Wellenpaketes wieder (vgl. Abb. 2.14).
Durch ku¨nstliches Verschließen der symmetrischen Durchschneidung zeigt sich, dass der
Wechsel zum Grundzustand am CoInmin ebenfalls stufenfo¨rmig erfolgt, jedoch mit viel ge-
ringerer Kopplungseffizienz. Daraus ergibt sich eine deutlich langsamere Relaxation in den S0-
Zustand. Dieses unterschiedliche Verhalten an den beiden Schnitten erkla¨rt sich aus der Tatsa-
che, dass der Bereich der nicht-adiabatischen Kopplung um den C2-CoIn etwa zehnmal gro¨ßer
ist als derjenige um den CoInmin. Aus diesem Grund ist auch das Integral
∫
r2drdϕf˜ (r,ϕ)12 um
die symmetrische Durchschneidung etwa 20-30 mal gro¨ßer als um die asymmetrische, obwohl
der Absolutwert der nicht-adiabatischen Kopplungselemente dort deutlich gro¨ßer ist (≈ 35 Mal
gro¨ßer im Falle von f˜ (r)12 , fu¨r f˜
(ϕ)
12 immerhin noch um einen Faktor 3). Daher findet der Transfer
zum Grundzustand u¨berwiegend u¨ber den C2-CoIn statt, wa¨hrend der CoInmin nur eine unter-
geordnete Rolle spielt.
Wa¨hrend der 80 fs umfassenden Propagation gelangen bereits mehr als 20% des angereg-
ten Wellenpaketes zuru¨ck zum Grundzustand. Dies zeigt, dass die Rechnungen die richtige
Gro¨ßenordnung wiedergeben: Diverse Experimente beobachten eine Ru¨ckkehr zum Grund-
zustand in 250 ± 100 fs [89, 111]. An dieser Stelle wird klar, wie wichtig es ist, den oben
erwa¨hnten Anfangsimpuls zu beru¨cksichtigen; wie zusa¨tzliche Rechnungen gezeigt haben, ist
der ¨Ubergang zum Grundzustand ohne ihn viel langsamer. Aufgrund der mit dem Impuls ver-
bundenen anfa¨nglichen Geschwindigkeit in ϕ-Richtung kann der C2-CoIn leicht erreicht wer-
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den. Gleich ob mit oder ohne Anfangsimpuls wird das angeregte Wellenpaket jedoch nicht
direkt in Richtung CoInmin gelenkt – wie noch in [47] unter der Annahme einer S1-Relaxation
mit wenig anfa¨nglicher kinetischer Energie vermutet.
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Abbildung 2.16: Integrierte Aufenthaltswahrscheinlichkeit im Bereich der konischen Durchschneidun-
gen. Die oberen Daten stammen aus einer Rechnung, bei der der C2-CoIn verschlossen wurde, fu¨r die
Daten im unteren Bild wurde die Kopplung um den CoInmin ausgeschaltet.
In Abbildung 2.16 ist die integrierte Aufenthaltswahrscheinlichkeit im Bereich der beiden ko-
nischen Durchschneidungen auf der Grundzustandsfla¨che dargestellt. Im direkten Vergleich ist
leicht zu erkennen, dass der C2-CoIn zuerst erreicht wird und erst bei der darauf folgenden
ersten
”
Ru¨ckoszillation“ in ϕ-Richtung der symmetrische CoInmin. Daru¨ber hinaus zeigen sich
fu¨r letzteren mehr Maxima, da er sowohl bei der Hin- als auch bei der Ru¨ckoszillation erreicht
werden kann. Dies schla¨gt sich auch in der unterschiedlichen Stufenbreite in Abb. 2.15 nieder.
Verfolgt man das System nach der Ru¨ckkehr zum Grundzustand weiter, so ist eine erneute Auf-
spaltung der durch die konischen Durchschneidungen
”
getropften“ Teile des Wellenpaketes zu
erkennen: Von beiden konischen Durchschneidungen aus wird sowohl CHD als auch Hexatrien
gebildet – das Produktverha¨ltnis unterscheidet sich jedoch, je nachdem, wo der ¨Ubergang er-
folgt ist. Die resultierende Produktausbeute kann abgescha¨tzt werden, indem diejenigen Anteile
des Grundzustandswellenpaketes aufgesammelt werden, die eine der beiden Gleichgewichtsre-
gionen erreicht haben. Fu¨r die hier verwendeten Anfangsbedingungen (die in etwa einer in-
stantanen Anregung entsprechen) ergibt sich ein Verha¨ltnis von 60:40 (CHD:HT) nach 80 fs.
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Verschließen des CoInmin a¨ndert daran wenig, da der andere Schnitt den ¨Ubergang dominiert;
erlaubt man hingegen den Transfer ausschließlich durch den CoInmin, so verschiebt sich dieses
Verha¨ltnis auf 70:30.
An dieser Stelle muss allerdings darauf hingewiesen werden, dass in den bisherigen Rech-
nungen aufgrund des hohen Impulses, den das Grundzustandswellenpaket tra¨gt, Teile des-
selben
”
verloren“ gehen, da sie den Gitterrand erreichen und dort weggeda¨mpft werden
mu¨ssen. Am ausgepra¨gtesten ist dieser Verlust beim ¨Ubergang durch den C2-CoIn, wo bis
zur Ha¨lfte des Wellenpaketes weggeda¨mpft wird, weil es aufgrund seines aus dem angereg-
ten Zustand u¨bertragenen Impulses die Gittergrenze bei großen ϕ erreicht. Nun sollte das S0-
Potential in dieser Richtung ohnehin weiter ansteigen, sodass die
”
verlorenen“ Anteile eigent-
lich u¨berwiegend reflektiert werden mu¨ssten. Man kann daher erwarten, dass sie im Folgenden
eine ganz a¨hnliche Aufspaltung zu CHD oder HT erleiden wie diejenigen Teile, die mit einem
Impuls in −ϕ-Richtung wa¨hrend der
”
Ru¨ckoszillation“ des angeregten Wellenpaketes in den
Grundzustand wechseln. Aus diesem Grund sollte es in etwa bei der bislang beobachteten Pro-
duktverteilung von 60:40 bleiben, die hervorragend mit der experimentell gefundenen Ausbeute
von 40% fu¨r Hexatrien u¨bereinstimmt (vgl. [89, 88, 109] und Referenzen darin).
2.6 Re´sume´
Fu¨r die Ringo¨ffnungsreaktion von Cyclohexadien wurden reaktive Koordinaten eingefu¨hrt, die
lediglich die auf der relevanten Femtosekunden-Zeitskala aktiven Moden beinhalten; des Wei-
teren wurde der zugeho¨rige reduzierte Hamiltonoperator in drei Dimensionen hergeleitet. Dies
ermo¨glicht eine quantendynamische Untersuchung des urspru¨nglich hochdimensionalen Pro-
blems. Auf diese Weise konnte die Entwicklung auf der S1-Fla¨che zu den konischen Durch-
schneidungen mit dem Grundzustand hin beobachtet werden, wobei die beiden in dieser Regi-
on wichtigsten Koordinaten explizit beru¨cksichtigt wurden. Dabei zeigt sich, dass beide Ent-
artungspunkte eine Rolle spielen, was zu einer Verzweigung des Wellenpaketes bereits im an-
geregten Zustand fu¨hrt. Das zugeho¨rige Verzweigungsverha¨ltnis ha¨ngt wie die Reaktionszeit
von der Anfangspra¨paration ab, was die Mo¨glichkeit ero¨ffnet, das Verzweigungsverha¨ltnis zu
beeinflussen.
In weiterfu¨hrenden Rechnungen wurde die nicht-adiabatische Kopplung mit beru¨cksichtigt.
Eine Besonderheit stellt dabei die Tatsache dar, dass im vorliegenden Fall die u¨blicherweise
benutzte diabatische Darstellung nicht verwendet werden kann. Alle daraus erwachsenden Pro-
bleme konnten fu¨r die Ringo¨ffnungsreaktion von CHD gelo¨st werden, was erstmals eine Unter-
suchung der Wellenpaketdynamik durch zwei verschiedene, gleichzeitig zuga¨ngliche konische
Durchschneidungen im adiabatischen Bild ermo¨glichte. Die gute ¨Ubereinstimmung der Ergeb-
nisse mit experimentellen Daten besta¨tigt die angewandte Methode; sowohl die Zeitskala als
auch die Produktverteilung des ¨Ubergangs zum elektronischen Grundzustand konnten reprodu-
ziert werden.
Es zeigte sich, dass der Ru¨cktransfer zum Grundzustand u¨berwiegend u¨ber die symmetrische
Durchschneidung C2-CoIn statt u¨ber den energetisch tieferliegenden CoInmin abla¨uft. Durch
ein ku¨nstliches Verschließen jeweils eines Schnittes konnte die im Grundzustand stattfindende
Aufteilung zu den beiden Produkten hin genauer untersucht werden; wie erwartet zeigte sich
dabei, dass sie verschieden ausfa¨llt, je nachdem welcher CoIn passiert wurde. Dies ero¨ffnet
die Mo¨glichkeit, die Produktverteilung zu manipulieren, indem das Wellenpaket gezielt durch
einen bestimmten Schnitt gelenkt wird. Gleichzeitig wird dabei die Reaktionsgeschwindigkeit
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beeinflusst, sie kann um mehrere Gro¨ßenordnungen vera¨ndert werden.
Neuere quantenchemische Rechnungen belegen die Existenz einer ganzen Schnittlinie, die die
beiden hier betrachteten konischen Durchschneidungen verbindet [86]. Nichtsdestotrotz darf
man erwarten, dass die beschriebene Aufspaltung des Wellenpaketes im angeregten Zustand
weiterhin eine wesentliche Rolle spielt, wenn sie auch eventuell etwas weniger ausgepra¨gt sein
wird. Der wesentliche Effekt der Schnittlinie wird wahrscheinlich in einer Erho¨hung der Trans-
ferrate und damit einer Beschleunigung des Relaxationsprozesses bestehen.
3
Laserinduzierte Stoßdynamik an
einem konischen Schnitt
Konische Durchschneidungen spielen nicht nur bei unimolekularen Reaktionen wie der im vor-
angegangenen Kapitel untersuchten Ringo¨ffnung oder bei Isomerisierungen eine Rolle, sondern
auch bei bimolekularen Prozessen (Sto¨ßen). Als ein prominentes Beispiel fu¨r diese Klasse von
Reaktionen soll hier der Na-H2 Stoßkomplex untersucht werden [16, 23, 8, 11, 80, 26]. Die-
ser ist im Grundzustand ungebunden, im angeregten 3P-Zustand des Natriumatoms hingegen
schwach gebunden1. Nach der laserinduzierten Absorption kann im angeregten Zustand eine
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Abbildung 3.1: Schematische Darstellung des Stoßprozesses. Der Grundzustand ist repulsiv, wohin-
gegen der angeregte Zustand fu¨r kleine Na-H2-Absta¨nde ein Minimum aufweist. Durch Anregung mit
einem Femtosekundenlaser in den Na(3P)-Zustand kann daher ein oszillierendes Wellenpaket erzeugt
werden. An der konischen Durchschneidung bei kleinenR ist eine ultraschnelle Ru¨ckkehr in den Grund-
zustand mo¨glich.
konische Durchschneidung erreicht werden. An diesem Reaktionszentrum ist eine ultraschnel-
le Ru¨ckkehr zum ungebundenen Grundzustand mo¨glich, wobei Anregungsenergie in rovibro-
1Dies gilt jedoch nur fu¨r denjenigen der drei 3P-Zusta¨nde, bei dem das p-Orbital parallel zur H2-Achse orientiert
ist, vgl. Abb. 3.1 oben rechts.
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nische Energie des H2-Fragments umgesetzt wird, vgl. Abb. 3.1.2
Da es sich bei dem zu untersuchenden Atom-Moleku¨l-Stoßprozess um ein System mit ledig-
lich drei inneren Freiheitsgraden handelt, ist in diesem Fall eine vollsta¨ndige quantenmecha-
nische Beschreibung mo¨glich. ¨Uber das reine Versta¨ndnis der Quantendynamik hinaus sollen
in Abschnitt 3.3 Mo¨glichkeiten der Beeinflussung des Reaktionsablaufs im Sinne einer ge-
zielten Kontrolle vorgestellt werden. Im Zusammenhang mit geplanten Experimenten [26] soll
dabei nicht nur eine mo¨glichst effiziente Anregung erzielt werden, sondern gleichzeitig ein in
der Na¨he des Entartungspunktes lokalisiertes Wellenpaket erzeugt werden. Damit stu¨nde eine
Testwellenfunktion zur Verfu¨gung, mit deren Hilfe der ¨Ubergang durch eine konische Durch-
schneidung auch experimentell gezielt untersucht werden ko¨nnte.
3.1 Koordinaten und Hamiltonoperator fu¨r den Na-H2-
Stoßkomplex
Fu¨r ein dreiatomiges Moleku¨l verbleiben nach Abseparation der Translations- und Rotations-
freiheitsgrade des gesamten Moleku¨ls lediglich noch drei Freiheitsgrade, was eine vollsta¨ndige
quantenmechanische Beschreibung erlaubt. Zu diesem Zweck werden Jacobi-Koordinaten
(R, r, ϑ) verwendet, die in Abb. 3.2 dargestellt sind. Der kinetische Anteil des Hamiltonopera-
r
R
 
Na
H
H
Abbildung 3.2: Jacobi-Koordinaten zur Beschreibung des Na-H2-Stoßkomplexes.
tors ist in diesen Koordinaten durch
Tnuc = −12
{
B
r
∂2r r +
B˜
R
∂2RR+
(
B
r2
+
B˜
R2
)(
∂2ϑ + cotϑ∂ϑ
)} (3.1)
gegeben. Dabei bezeichnen
B =
1
mH
+
1
mH
(3.2)
B˜ =
1
mNa
+
1
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die inversen reduzierten Massen des H2-Fragmentes bzw. des gesamten Na-H2-Komplexes
(mH = 1823 au, mNa = 41576 au).
In diesen Koordinaten soll die Quantendynamik des Systems unter Verwendung der weit ver-
breiteten diabatischen Darstellung (siehe Abschnitt 1.2.2) untersucht werden. Daher muss hier
lediglich eine multiplikative diabatische Kopplung Kdiab12 berechnet werden.
2Abbildung entnommen aus [26].
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Die Wirkung des Laserfeldes E(t) wird in semiklassischer Dipolna¨herung beru¨cksichtigt, so-
dass folgende Schro¨dinger-Gleichung zu lo¨sen ist (in atomaren Einheiten):
i∂t
(
Ψ1
Ψ2
)
=
{(
T + V diab.1 K
diab.
12
−Kdiab.12 T + V diab.2
)
− E(t)
(
0 µ
µ 0
)}(
Ψ1
Ψ2
)
, (3.4)
wobei mit µ das (in diesem Abschnitt konstante) Dipolmoment bezeichnet wird.
3.2 Potentialfla¨chen und Kopplungen
Den im Folgenden vorgestellten Rechnungen liegen die bereits in [26] eingesetzten Potenti-
alfla¨chen sowie Kopplungselemente aus [16, 15] zugrunde. Abbildung 3.3 zeigt einen Schnitt
durch die beiden am Stoßprozess beteiligten Fla¨chen in C2v-Symmetrie, also fu¨r ϑ = pi2 . Die
Grundzustandsfla¨che ist rein repulsiv, wohingegen die angeregte Fla¨che fu¨r kleine Absta¨nde
R = 3.92 ein Minimum bei r = 1.5 aufweist. In der hier gewa¨hlten diabatischen Darstellung
erscheint der Entartungspunkt der adiabatischen Potentialfla¨chen als eine ganze Schnittlinie.
Um die eigentliche konische Durchschneidung zu erreichen bedarf es jedoch einer Auslenkung
entlang r, da der Schnitt bei R = 3.57 und r = 2.17 liegt (der Gleichgewichtsabstand von
H2 betra¨gt hingegen r = 1.4). Fu¨r große Na-H2-Absta¨nde R sind beide Potentiale winkelun-
abha¨ngig, wohingegen sich bei Anna¨herung im angeregten Zustand ein Kanal um ϑ = pi2 bildet.
Die Kopplungen werden durch
Kdiab12 = α0 cosϑe
α1−α2R˜2−α3r˜2−α4R˜r˜−α5r˜−α6R˜ (3.5)
mit
R˜ = R−R0 (3.6)
r˜ = r − r0 (3.7)
mit den Parametern α0, . . . , α6 sowie R0 und r0 parametrisiert. In C2v-Symmetrie verschwin-
det die Kopplung daher.
3.3 Kontrollkonzepte
Der Na-H2-Stoßprozess wurde theoretisch bereits in der Gruppe um Martı´nez auf der Basis der
schon erwa¨hnten Spawning-Methode (siehe Abschnitt 1.2.2) untersucht, wobei parametrisierte
Potentiale verwendet wurden [11,80]. In diesen Arbeiten zeigte sich, dass die Ru¨ckkehr in den
Grundzustand nicht durch ein einziges nicht-adiabatisches Ereignis beschrieben werden kann,
sondern vielmehr mit mehreren aufeinanderfolgenden Anna¨herungen an die konische Durch-
schneidung zu rechnen ist. In der Tat zeigte sich dieses Verhalten auch in zweidimensionalen
Wellenpaketpropagationen (fu¨r ϑ = pi2 ), die in unserer Gruppe durchgefu¨hrt wurden [26,24,25]:
Durch die Anregung entsteht ein schwach gebundenes System, das angeregte Wellenpaket os-
zilliert mehrfach inR-Richtung hin und her und dabei wird jedes Mal am konischen Schnitt ein
Teil der Besetzung in den Grundzustand transferiert.
In der vorliegenden Arbeit geht nun das Interesse u¨ber die reine Untersuchung der Dyna-
mik hinaus. Stattdessen soll mit Hilfe von Kontrollstrategien in den Ablauf der Reaktion
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Abbildung 3.3: Diabatische Potentialfla¨chen fu¨r den Grund- und den ersten angeregten Zustand des
Na-H2-Stoßkomplexes fu¨r ϑ = pi2 im Bereich R = 2.2 . . . 10 au, r = 0.8 . . . 3.5 au; die schwarze Linie
markiert die Schnittlinie (oben).
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eingegriffen werden und das System den eigenen Wu¨nschen entsprechend manipuliert wer-
den [61, 113, 90]. Am Beispiel des Na-H2-Stoßkomplexes geht es darum, ein in der Na¨he
der konischen Durchschneidung lokalisiertes Wellenpaket im angeregten Zustand zu erzeu-
gen, u¨berdies soll die Anregung natu¨rlich mo¨glichst effizient gestaltet werden. Durch ein solch
lokalisiertes Wellenpaket erhofft man sich ein nahezu ideales Werkzeug, um im Experiment
die Potentialfla¨che wie mit einer empfindlichen Sonde abtasten und die Wirkung der konischen
Durchschneidung beobachten zu ko¨nnen.
Zu diesem Zweck wird die so genannte Optimal Control Theory (OCT) eingesetzt. Mit de-
ren Hilfe ist es mo¨glich, fu¨r ein vorgegebenes Problem den – nahezu beliebig geformten
– optimalen Laserpuls zu finden, mit dem der Zielzustand mo¨glichst gut erreicht werden
kann [78, 104, 103]. Fu¨r die vorliegende Aufgabe wird eine modifizierte Variante eingesetzt,
bei der statt eines mo¨glichst genau zu erreichenden Zielzustandes ein Operator spezifiziert
wird, dessen Erwartungswert maximiert werden soll. Im Prinzip kann dies ein beliebiger, semi-
positiver Operator sein, interessant ist hier jedoch der Fall eines Ortsoperator X , der das (Ziel-)
Gebiet um die konische Durchschneidung herausprojiziert (siehe [26]):
X(r,R) = f(r, r0, r1) · (1− f(R,R0, R1)) (3.8)
mit
f(x, x0, x1) =

0 fu¨r x < x0
sin2
(
(x− x0) · pi2 (x1 − x0)
)
fu¨r x0 ≤ x ≤ x1
1 fu¨r x > x1
(3.9)
und den Parametern R0 = 3.25 au, R1 = 3.75 au, r0 = 1.2 au sowie r1 = 1.5 au.
Das dem OCT-Algorithmus zugrundeliegende Funktional L erha¨lt dann folgende Form:
L (ψi, ψf , E) =
〈
ψi(T )
∣∣X∣∣ψi(T )〉 2 − α0 · ∫ T
0
|E(t)|2
s(t)
dt
− 4Re
{〈
ψi(t)
∣∣X∣∣ψi(T )〉 ∫ T
0
〈
ψf (t)
∣∣i [H0 − µE(t)] + ∂t∣∣ψi(t)〉dt},
wobei mit ψi(0) der Anfangszustand und mit E(t) das im Zeitintervall T zu optimierende Feld
bezeichnet wird. α0 beschra¨nkt die zur Verfu¨gung stehende Intensita¨t; bei ψf handelt es sich
um eine Hilfswellenfunktion, die als Lagrange-Multiplikator fungiert. Der erste Term definiert
das Kontrollziel, na¨mlich die Maximierung des Erwartungswertes vonX zur Zeit T . Durch das
umgekehrte Vorzeichen stellt der na¨chste Term einen Verlustterm dar; er beschra¨nkt zum einen
die Intensita¨t des Laserfeldes und erzwingt daru¨ber hinaus mittels s(t) eine bestimmte Form
fu¨r die Einhu¨llende. Der letzte Term schließlich sorgt dafu¨r, dass die Schro¨dinger-Gleichung
als Nebenbedingung eingehalten wird.
Dieses Funktional soll nun maximiert werden; mit Hilfe des Variationsprinzips erha¨lt man einen
Satz gekoppelter Differentialgleichungen
E(t) = −2s(t)
α0
Im
{〈
ψi(T )
∣∣X∣∣ψi(T )〉〈ψf (t)∣∣µ∣∣ψi(t)〉} , (3.10)
i∂tψi(t) = {H − µE(t)}ψi(t),
i∂tψf (t) = {H − µE(t)}ψf (t), ψf (T ) = Xψi(T )‖Xψi(T )‖2 .
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Durch iteratives Lo¨sen dieser Gleichungen kann dann der optimierte Laserpuls berechnet wer-
den (Genaueres hierzu findet sich in [26, 103]).
3.4 Dynamik des Stoßprozesses
3.4.1 Anfangsbedingungen
Die Anfangsbedingungen fu¨r die Dynamikrechnungen orientieren sich an den geplanten ex-
perimentellen Gegebenheiten. Die Anfangswellenfunktion wird daher als ein Produkt der H2-
Eigenfunktion ψH2(r) im vibronischen Grundzustand (v = 0) sowie einem entsprechenden
Anteil fu¨r das Na-Atom angesetzt:
ψ(R, r, ϑ) ∝ eikRRe−
(R−R0)2
2σ2
R ψH2(r). (3.11)
Der Anfangsimpuls kR wird dabei entsprechend der thermischen Verteilung in der Zelle bei ei-
ner Temperatur von T = 600 K gewa¨hlt. Die Geschwindigkeitsverteilung eines idealen Gases
wird durch die Maxwell-Boltzmann-Verteilung beschrieben, aus ihr erha¨lt man fu¨r die wahr-
scheinlichste Geschwindigkeit
v =
√
2kT
m
(3.12)
und damit fu¨r den entsprechenden Impuls (in atomaren Einheiten gilt kR = p)
p = m · v = 3.6 au. (3.13)
Das mit diesem Impuls im Grundzustand einlaufende Wellenpaket startet beiR0 = 12 au (σR =
0.5 au) und wird dann zu einem bestimmten Zeitpunkt mit einem fs-Puls angeregt. Alle Atome,
die einen Impuls in eine andere Richtung als R tragen, werden an dieser Stelle außer Acht
gelassen, da sie an dem zu untersuchenden Stoßprozess nicht teilnehmen.
3.4.2 Wellenpaketdynamik
In diesem Abschnitt sollen zwei- und dreidimensionale Rechnungen zur Reaktionsdynamik
vorgestellt werden. Fu¨r die zweidimensionalen Rechnungen wurde der Winkel bei ϑ = pi2 fi-
xiert. Wie aus Gl. (3.5) zu entnehmen ist, verschwindet Kdiab12 jedoch in C2v-Symmetrie; wie
schon in [26] wird daher fu¨r die Kopplung mit einer kleinen Auslenkung der Winkelvaria-
ble (ϑ = pi2 + pi60 ) gerechnet. Im vollen dreidimensionalen Fall liegt – wie im Experiment –
anfa¨nglich eine homogene Winkelverteilung vor.
In [26] wurde gema¨ß Gl. (3.10) in zwei Dimensionen ein optimierter Laserpuls berechnet, der
ein mo¨glichst in der Na¨he des konischen Schnittes lokalisiertes Wellenpaket erzeugt und gleich-
zeitig eine effektive Anregung gewa¨hrleistet. Solche optimalen Pulse weisen in der Regel eine
sehr komplexe Form auf. Obwohl die experimentellen Techniken zur Erzeugung nahezu belie-
biger Pulsformen mittlerweile recht weit entwickelt sind [114], kann sich die exakte Pra¨paration
des optimalen Pulses abha¨ngig von der Wellenla¨nge als schwierig erweisen. Des Weiteren flie-
ßen in seine Berechnung natu¨rlich bestimmte Na¨herungen ein, was allein schon einen gewissen
Unterschied zwischen Theorie und Experiment bedingt. Aus diesen Gru¨nden kann es sehr auf-
schlussreich sein, das optimierte Laserfeld zuna¨chst durch einfachere Pulsformen anzuna¨hern
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und die Auswirkungen dieser Vereinfachung zu untersuchen. Im vorliegenden Fall bietet sich
eine Na¨herung durch einen fs-Puls mit einem so genannten downchirp an, d.h. ein Puls, dessen
Zentralfrequenz sich stetig verringert. Fu¨r die Feldsta¨rke gilt also
E(t) = E0 sin
(
(ω − δchirpt˜)t˜
)
e−
(
t˜
∆L
)2
(3.14)
mit
t˜ = t− tL (3.15)
und den Parametern tL = 7500, ∆L = 1270, E0 = 0.0008, δchirp = 4 · 10−6 und ω = 0.074
(alle in atomaren Einheiten).
Mit diesem Puls und den oben vorgestellten Potentialfla¨chen und diabatischen Kopplun-
gen wurde nun zuna¨chst in zwei Dimensionen eine Wellenpaketpropagation durchgefu¨hrt.
Abbildung 3.4 zeigt die Besetzung des Grund- sowie des angeregten Zustandes in Abha¨ngigkeit
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Abbildung 3.4: Besetzung des Grund- und angeregten Zustandes in Abha¨ngigkeit von der Zeit. Bei
der durchgezogenen Linie handelt es sich um eine Rechnung in zwei Dimensionen (R und r), bei
der nur der Laserpuls (Gl. 3.14) die beiden Zusta¨nde koppelt; daru¨ber hinaus ist die Besetzung unter
Beru¨cksichtigung der diabatischen Kopplung gezeigt (gestrichelt). Man erkennt, dass der Anregungs-
prozess und die Ru¨ckkehr zum Grundzustand zeitlich getrennt ablaufen.
von der Zeit, wobei die eine Rechnung nur mit Laserkopplung zwischen den elektronischen
Zusta¨nden, die andere hingegen unter zusa¨tzlicher Beru¨cksichtigung der diabatischen Kopp-
lung durchgefu¨hrt wurde. Dabei erkennt man, dass der Anregungsprozess und der Ru¨cktransfer
in den Grundzustand tatsa¨chlich zeitlich getrennt ablaufen. Dies besta¨tigt die in [26] gemachte
Annahme, dass die beiden Prozesse entkoppelt betrachtet werden ko¨nnen 3.
Daru¨ber hinaus zeigt sich, dass auch unter Verwendung eines vereinfachten Laserpulses die
Optimierungsziele noch recht gut erreicht werden ko¨nnen; es wird weiterhin ein in der Na¨he der
3In [26] wurde zuna¨chst nur die Laseranregung betrachtet und in einer weiteren Rechnung das bereits angeregte
Wellenpaket auf den diabatisch gekoppelten Fla¨chen propagiert.
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Abbildung 3.5: Konturplot der Aufenthaltswahrscheinlichkeit im angeregten Zustand (weiß, in Far-
be: S1-Potentialfla¨che). Das (zweidimensionale) Wellenpaket ist weiterhin in der Na¨he des konischen
Schnittes lokalisiert.
konischen Durchschneidung lokalisiertes Wellenpaket im angeregten Zustand erzeugt (siehe
Abb. 3.5), das nur geringfu¨gig schlechter lokalisiert ist als mit dem optimierten Puls.
Es stellt sich nun – gerade auch im Hinblick auf gro¨ßere Systeme – die Frage, ob die
(Optimierungs-) Ergebnisse aus einem reduzierten niedrigdimensionalen Modell (hier zwei-
dimensional) auf die volle Beschreibung in allen Dimensionen u¨bertragen werden ko¨nnen. Um
dies zu kla¨ren, soll nun am vorliegenden Beispiel untersucht werden, inwieweit der in zwei Di-
mensionen optimierte Puls (bzw. seine vereinfachte Na¨herung) in der vollen dreidimensionalen
Dynamik ein Erreichen der urspru¨nglichen Optimierungsziele gewa¨hrleisten kann.
Zu diesem Zweck wurde eine volle dreidimensionale Dynamikrechnung mit dem Puls aus
Gl. (3.14) durchgefu¨hrt; in Abb. 3.6 ist die resultierende Besetzung in Abha¨ngigkeit von der
Zeit dargestellt. Es zeigt sich nun, dass die Effektivita¨t der Anregung im Vergleich zum zweidi-
mensionalen Fall nicht dramatisch reduziert wird, sondern lediglich um etwa 10-15% absinkt.
Wiederum wurden neben Rechnungen nur mit Laserpuls auch solche durchgefu¨hrt, bei de-
nen sowohl die Laserkopplung als auch die diabatische Kopplung zwischen den elektronischen
Zusta¨nden beru¨cksichtigt wurde. Letztere steigt nun aber beim Verlassen der C2v-Symmetrie
zuna¨chst an (vgl. Gl. (3.5)), wodurch im dreidimensionalen Modell mit einer sta¨rkeren Kopp-
lung zu rechnen ist als bei den vorausgegangenen zweidimensionalen Rechnungen. Dadurch
kehrt ein gro¨ßerer Teil des Wellenpaketes zum Grundzustand zuru¨ck, was im Vergleich mit
Abb. 3.4 deutlich zu erkennen ist.
Eine Serie von Momentaufnahmen ist in Abb. 3.7 dargestellt. Nach etwa 150-160 fs setzt der
Laserpuls ein; der Transfer zum angeregten Zustand ist gut zu erkennen. Das angeregte Wellen-
paket bewegt sich auf den konischen Schnitt zu, wobei noch einmal ein Teil fu¨r den Stoßprozess
verloren geht: Aufgrund der anfa¨nglich homogenen Winkelverteilung wird er an der S1-Fla¨che
(keilfo¨rmig) reflektiert, da diese fu¨r kleiner werdende R in ϑ-Richtung immer steiler wird (vgl.
Abbildung fu¨r t = 244 fs). Der verbleibende Anteil erreicht die konische Durchschneidung und
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Abbildung 3.6: Besetzung der Zusta¨nde in Abha¨ngigkeit von der Zeit. In der vollen dreidimensionalen
Rechnung ist die diabatische Kopplung beru¨cksichtigt, zum Vergleich ist noch die Besetzung nur mit
Laserkopplung angedeutet (gestrichelt).
kann dort zum Grundzustand zuru¨ckkehren. Da das angeregte Potential ein Minimum aufweist,
oszilliert das Teilpaket in R-Richtung mehrfach hin und her. Dabei kommt es immer wieder zu
einer recht guten Lokalisierung in der Na¨he des Entartungspunktes, sodass jedes Mal ein Teil
in den elektronischen Grundzustand transferiert wird (z.B. zur Zeit t = 266 fs). Dabei werden
rovibronische Zusta¨nde des H2-Fragments angeregt. Mit den vorgestellten Wellenpaketpropa-
gationen in voller Dimensionalita¨t kann nun die H2-Schwingungsverteilung nach der Ru¨ckkehr
zum S0-Zustand untersucht werden; dazu muss die Dynamik jedoch u¨ber einen la¨ngeren Zeit-
raum verfolgt werden.
3.5 Re´sume´
Insgesamt belegen die hier vorgestellten Rechnungen, dass es sehr wohl genu¨gen kann, ei-
ne Pulsoptimierung in einem reduzierten niedrigdimensionalen Modell durchzufu¨hren. Man
darf dann durchaus erwarten, dass mit diesem Puls das Optimierungsziel auch im vollen Ko-
ordinatenraum (na¨herungsweise) erreicht werden kann. Voraussetzung ist allerdings die sehr
sorgfa¨ltige Wahl der reaktiven Koordinaten.
Fu¨r praktische Belange genu¨gt es im Allgemeinen, das Optimierungsziel na¨herungsweise zu
erreichen. Man kann dann z.B. den im reduzierten Modell optimierten Laserpuls als Ausgangs-
punkt fu¨r Experimente verwenden, in denen der Puls nachoptimiert wird [6,3,1,58]. Dabei wer-
den mittels genetischer Algorithmen jeweils neue Pulsformen generiert und getestet, wobei das
Signal des Zielzustandes als Ru¨ckkopplung dient. Diese Experimente brauchen natu¨rlich einen
Startpuls, der schon zu einem ausreichenden Messsignal fu¨hrt; als Anfangspuls kann hier ein
mit Hilfe des OCT-Algorithmus berechnetes Laserfeld dienen. Das Zusammenspiel von Theo-
rie und Experiment beim Vergleich der optimierten Pulse la¨sst wiederum einen Ru¨ckschluss auf
die Qualita¨t des zugrundeliegenden Modells zu und dient gegebenfalls zu seiner Verbesserung.
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Abbildung 3.7: Momentaufnahmen der Aufenthaltswahrscheinlichkeit im Grund- und angeregten Zu-
stand. Die leicht rundliche Form des Anfangswellenpaketes trotz homogener Winkelverteilung ru¨hrt
vom Volumenelement R2r2 sinϑ her. Links oben ist ein so genanntes FROG-Bild (Frequency Resolved
Optical Gating, entspricht einer gefensterten Fouriertransformation) des Laserpulses dargestellt, das die
zeitliche ¨Anderung der Frequenzanteile des Pulses wiedergibt. Das FROG-Bild ist [26] entnommen.
Zusammenfassung und Ausblick
Im Rahmen dieser Arbeit wurde die Quantendynamik ultraschneller photoinduzierter Prozes-
se in gro¨ßeren Moleku¨len untersucht, um das mikroskopische Versta¨ndnis der zugrundelie-
genden Mechanismen zu verbessern. Dabei spielen Entartungspunkte der Potentialfla¨chen eine
entscheidende Rolle, da sie strahlungslose ¨Uberga¨nge zwischen verschiedenen elektronischen
Zusta¨nden auf der fs-Zeitskala ermo¨glichen. Fu¨r quantenmechanische Studien im Bereich sol-
cher konischer Durchschneidungen wird fast immer eine diabatische Darstellung verwendet,
die die Behandlung der zugeho¨rigen nicht-adiabatischen Kopplungen erheblich erleichtert.
Im Gegensatz dazu wurde in der vorliegenden Arbeit eine adiabatische Methode vorgestellt, die
es erstmals erlaubt, die Entwicklung zu den Entartungspunkten hin u¨ber einen relativ großen
Bereich des Koordinatenraumes zu verfolgen und dabei gleichzeitig den Durchgang durch meh-
rere konische Durchschneidungen zu untersuchen. Diese Methode wurde auf die photoinduzier-
te Ringo¨ffnung von Cyclohexadien angewendet.
Eine wichtige Voraussetzung, um derartige hochdimensionale Systeme u¨berhaupt quantenme-
chanisch behandeln zu ko¨nnen, ist die Reduktion auf wenige Freiheitsgrade, deren geschickte
Wahl entscheidend fu¨r die Aussagekraft der Ergebnisse ist. Im konkreten Fall wurden reaktive
Koordinaten und der zugeho¨rige Hamiltonoperator fu¨r CHD in zwei und drei Dimensionen ent-
wickelt. Des Weiteren wurden die Potentialfla¨chen fu¨r den Grund- und den ersten angeregten
Zustand sowie die Kopplungen zwischen diesen beiden aus ab initio Daten, die auf den ent-
sprechenden Unterraum projiziert wurden, interpoliert. Bei der Untersuchung der Wellenpaket-
dynamik zeigte sich eine von den Anfangsbedingungen abha¨ngige Verzweigung bereits im an-
geregten Zustand; auf diese Weise werden beide konischen Durchschneidungen erreicht. Nach
der Ru¨ckkehr zum Grundzustand verzweigt sich das Wellenpaket erneut, ein Teil endet im offe-
nen Produkt cZc-Hexatrien, ein anderer relaxiert zuru¨ck zum geschlossenen Ringsystem CHD.
Diese Aufspaltung fa¨llt an den beiden konischen Durchschneidungen unterschiedlich aus, was
Mo¨glichkeiten der Kontrolle der Produktverteilung ero¨ffnet. In den durchgefu¨hrten Dynamik-
rechnungen zeigte sich u¨berdies, dass der energetisch niedrig liegende konische Schnitt – im
Gegensatz zu der in bisherigen Arbeiten vertretenen Ansicht – eine untergeordnete Rolle spielt
und ein Großteil des Ru¨cktransfers u¨ber die symmetrische Durchschneidung la¨uft. Sowohl
die Zeitskala der Reaktion als auch die resultierende Produktverteilung stimmen sehr gut mit
den in Experimenten beobachteten Werten u¨berein; ein Ergebnis, das die vorgestellte Methode
besta¨tigt.
Daneben widmet sich ein Teil dieser Arbeit dem Na-H2-Stoßprozess, bei dem durch Laseran-
regung ein schwach gebundenes Wellenpaket entsteht, das u¨ber einen konischen Schnitt zum
Grundzustand zuru¨ckkehren kann. Bei diesem Prozess handelt es sich um ein dreidimensionales
System mit nur einer konischen Durchschneidung, so dass die weitverbreitete diabatische Be-
schreibung eingesetzt werden kann. Aufbauend auf zweidimensionalen Vorarbeiten wurde hier
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die Dynamik in drei Dimensionen untersucht. Dabei wurde die Frage gekla¨rt, inwiefern eine
Pulsoptimierung in einem niedrigdimensionalen Modell Aussagekraft fu¨r den vollen Koordina-
tenraum besitzt. Zuna¨chst zeigte sich, dass in zwei Dimensionen auch mit einer vereinfachten
Na¨herung des optimierten Puls noch das Optimierungsziel (die Erzeugung eines lokalisierten
Wellenpaketes in der Na¨he der konischen Durchschneidung) erreicht werden kann. Auch bei
der nachfolgenden Anwendung dieses Pulses in einer dreidimensionalen Rechnung konnte bei
einer ausreichend hohen Effektivita¨t der Anregung ein angeregtes Wellenpaket in der Na¨he des
Entartungspunktes erzeugt werden. Dieses oszilliert mehrfach hin und her, wobei jedes Mal am
konischen Schnitt ein gut lokalisierter Anteil in den Grundzustand transferiert wird, der nun
genauer untersucht werden kann.
In Zukunft soll das beim Na-H2-Stoßprozess eingesetzte Optimal Control-Konzept auf die
Ringo¨ffnungsreaktion von CHD u¨bertragen werden. So kann man z.B. versuchen, gezielt lo-
kalisierte Wellenpakete in der Na¨he der einen oder der anderen konischen Durchschneidung zu
pra¨parieren und damit die Produktverteilung zu beeinflussen. Eine derartige gezielte Kontrolle
des Prozesses ko¨nnte auch im Hinblick auf eine Anwendung bei optischen Schaltermoleku¨len
relevant sein. Bei einigen in dieser Hinsicht interessanten photochromen Moleku¨le (z.B. Ful-
gide [53] oder Dithienylethenderivate [28]) bildet CHD das aktive Zentrum, so dass sich die
Mo¨glichkeit einer direkten ¨Ubertragung dieser Konzepte ero¨ffnet.
Anhang A
Interpolation
Die Interpolation von Datenpunkten stellt in mehr als einer Dimension mathematisch gesehen
ein nicht triviales Problem dar. Dies gilt umsomehr, wenn die Stu¨tzstellen unregelma¨ßig ver-
teilt sind, also nicht auf einem regelma¨ßigen Gitter liegen. Andererseits handelt es sich dabei
um eine Problemstellung, mit der man sowohl in den Natur- als auch in den Ingenieurwis-
senschaften sehr ha¨ufig konfrontiert wird. Daher wurden im Laufe der Zeit eine ganze Reihe
von Lo¨sungsvorschla¨gen entwickelt. Die meisten Methoden gehen jedoch davon aus, dass die
Datenpunkte auf einem a¨quidistanten Gitter liegen. Diese Voraussetzung kann bei quantenche-
mischen Rechnungen jedoch nicht so einfach gewa¨hrleistet werden, wenn – wie in der vorlie-
genden Arbeit – im Anschluss an die statische quantenchemische Berechnung zuna¨chst noch
eine Transformation auf spezielle Koordinaten fu¨r die Dynamik no¨tig ist.
Fu¨r die mehrdimensionale Interpolation unregelma¨ßiger Daten stehen allerdings deutlich we-
niger Verfahren zur Verfu¨gung, daru¨ber hinaus ist nur ein kleiner Teil der in der Lite-
ratur vorgeschlagenen Methoden tatsa¨chlich implementiert und erprobt worden. Eine Dis-
kussion dieser Thematik sowie ein ausfu¨hrlicher Vergleich verschiedener Verfahren findet
sich in [35, 36, 37] und in der darin angefu¨hrten weiterfu¨hrenden Literatur. Ein zusa¨tzliches
(Anwendungs-)Problem besteht darin, dass viele Methoden ad hoc Parameter beno¨tigen, oft al-
lerdings nur wenig u¨ber deren Bedeutung bzw. u¨ber die Auswirkung der Parameterwahl auf
das Interpolationsergebnis bekannt ist, sodass man in der Praxis in dieser Frage meist auf
langwierige Tests angewiesen ist. Im vorliegenden Fall sind mehrere Versuche, kommerzi-
ell oder frei verfu¨gbare Softwareroutinen einzusetzen, gescheitert: diejenigen, die u¨berhaupt
in der Lage waren, die Potentialfla¨chen aus Abb. 2.5 zu interpolieren, lieferten meist unzu-
verla¨ssige Ergebnisse (zu starke Abha¨ngigkeit bei Hinzufu¨gen oder Weglassen einzelner Punk-
te,
”
¨Uberschwingen“ zwischen den Stu¨tzstellen, usw.).
Aus diesem Grund wurde eine eigene Interpolationsroutine implementiert, mit der bislang na-
hezu problemlos alle in unsere Arbeitsgruppe anfallenden Interpolationsaufgaben gelo¨st wer-
den konnten. Probleme bereiten nur Stu¨tzstellen, die sehr nahe beieinander liegen: Die Inversi-
on einer aus den Daten berechneten Matrix (siehe Gl. (A.6)) ist dann nicht mehr mo¨glich, das
gesamte Problem ist
”
schlecht gestellt“. Simples Weglassen eines der betroffenen Werte behebt
dieses Problem.
Ziel jeder Interpolation ist eine glatte Funktion; sie selbst und nach Mo¨glichkeit auch ihre Ab-
leitungen soll mo¨glichst stetig sein. Dabei gibt es prinzipiell zwei Mo¨glichkeiten: Eine direkte
Interpolation des gesamten Gebietes oder mehrere lokale Interpolationen auf Teilmengen, die
im Anschluss – versehen mit etwaigen Gewichtungsfaktoren – zusammengesetzt werden. Letz-
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tere Methode ist bei einer extrem großen Anzahl von Stu¨tzstellen aus Gru¨nden der Rechenzeit
gu¨nstig, fu¨r unsere Zwecke allerdings nicht no¨tig. Somit kann hier ein globales Verfahren ver-
wendet werden.
Zum Einsatz kommt die so genannte Thin Plate Spline-Methode [37], deren Namen von ih-
rem urspru¨nglichen Einsatzgebiet herru¨hrt, sie wurde na¨mlich zuerst fu¨r eine du¨nne Platte ver-
wendet, die durch punktuelle Belastung durch bestimmte Stu¨tzpunkte gezwungen wird. Die
Methode ist invariant bezu¨glich Skalierung, Translation sowie Rotation.
Es seienN Stu¨tzstellen (xi, yi) in zwei Dimensionen mit den Werten fi (i = 1 . . . N) gegeben.
Dann wird als Interpolationsfunktion
F (x, y) =
N∑
k=1
Akd
2
k log dk + a+ bx+ cy (A.1)
mit
d2k = (x− xk)2 + (y − yk)2 (A.2)
verwendet. Die Parameter Ak, a, b, c erha¨lt man aus folgenden Forderungen: F (x, y) soll alle
Datenpunkte treffen
F (xi, yi) = fi (A.3)
mit den Nebenbedingungen
N∑
k=1
Ak = 0 (A.4)
N∑
k=1
Akxk = 0 ,
N∑
k=1
Akyk = 0. (A.5)
Letztere dienen der Unterdru¨ckung von Termen, die sta¨rker als linear mit dem Abstand von der
Stu¨tzstelle anwachsen. Die so definierte Interpolationsfunktion ist nicht nur stetig, sie hat auch
stetige Ableitungen in allen Ordnungen – mit einer Ausnahme: an den Datenpunkten selbst
besitzt sie jeweils eine logarithmische Singularita¨t in der zweiten Ableitung.
Fu¨r N Interpolationspunkte erha¨lt man also N + 3 zu lo¨sende lineare Gleichungen; die zu-
geho¨rige (N + 3)× (N + 3)-Koeffizientenmatrix
M =

.
.
.
.
.
.
.
.
.
D 1 xl yl
.
.
.
.
.
.
.
.
.
. . . 1 . . .
. . . xk . . . 0
. . . yk . . .

(A.6)
ist symmetrisch, aber nicht positiv definit. Die Matrixelemente Dkl sind durch
Dkl = d2kl log dkl (A.7)
d2kl = (xk − xl)2 + (yk − yl)2 (A.8)
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gegeben.
Durch Inversion der Matrix M erha¨lt man aus dem Spaltenvektor
v =

f1
.
.
.
fN
0
0
0

(A.9)
den Lo¨sungsvektor w:
w = M−1v, (A.10)
mit
w =

A1
.
.
.
AN
a
b
c

. (A.11)
Zum Abschluss ist noch eine kurze Bemerkung zur Robustheit der Interpolation angebracht.
Ein Maß fu¨r die Robustheit der Lo¨sung eines linearen Gleichungssystems ist die Kondition der
Koeffizientenmatrix, die von der Skalierung abha¨ngt. Sie ist fu¨r quadratische Matrizen durch
K = ‖A‖‖A−1‖ (A.12)
definiert, wobei ‖ · ‖ die Matrixnorm darstellt. Unter Verwendung der Euklidischen Norm kann
K aus dem gro¨ßten (λmax) und dem kleinsten Eigenwert (λmin) der Matrix bestimmt werden:
K =
∣∣∣∣λmaxλmin
∣∣∣∣ . (A.13)
K ist also immer gro¨ßer als 1; ist die Kondition allerdings sehr groß ist, so spricht man von ei-
nem schlecht gestellten Invertierungsproblem. Durch eine der Interpolation vorangehende Ska-
lierung der Koordinaten {xi, yi} auf den Bereich [0, 1] × [0, 1] kann man K erniedrigen und
damit die numerische Genauigkeit der Matrixinversion verbessern.
Anhang B
Produktregel fu¨r den
Differentialoperator auf einem
endlichen Gitter
In Abschnitt 2.5.1 wurde fu¨r Gl. (2.52) die Produktregel fu¨r den Differentialoperator beno¨tigt.
Auf R gilt diese in der u¨blichen Form
∂x(fΨ) = (∂xf) Ψ + f∂xΨ. (B.1)
Die Frage ist nun, ob eine solche Relation auch auf einem diskreten, endlichen Gitter existiert.
Die Diskretisierung stellt dabei kein Problem dar; wie im Folgenden gezeigt wird, ergeben sich
jedoch durch die endliche Fouriertransformation, die zur Berechnung des Differentialoperators
auf dem Gitter dient, Zusatzterme.
Fu¨r die Herleitung wird neben den in Abschnitt 1.4.2 eingefu¨hrten Fouriertransformationen F
(1.61) und F−1 (1.63) die endliche diskrete Faltung
(f ?Ψ)(x) =
N−1∑
j=0
f(yj)Ψ(x− yj) (B.2)
beno¨tigt. Fu¨r die Fouriertransformierte eines Produktes gilt (auch im endlichen Fall!)
√
NF(fΨ) = F(f) ? F(Ψ). (B.3)
Damit sollen nun etwaige, durch Randeffekte auftretende Korrekturterme G zu Gl. (B.1) be-
stimmt werden. Aus
G = ∂x(fΨ)− (∂xf) Ψ− f∂xΨ (B.4)
erha¨lt man unter Verwendung der Notation F(f)m = fˆm = fˆ(km) sowie der Beziehung(
∂̂xf
)
n
= iknfˆn (B.5)
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die Fouriertransformierte des Korrekturterms:
Gˆn = F (∂x(fΨ))n −F ((∂xf) ·Ψ)n −F (f · ∂xΨ)n
= ikn (f̂Ψ)n︸ ︷︷ ︸
= 1√
N
(fˆ?Ψˆ)
n
− 1√
N
(
∂̂xf ? Ψˆ
)
n
− 1√
N
(
fˆ ? ∂̂xΨ
)
n
=
1√
N
{
ikn
N−1∑
m=0
fˆmΨˆn−m −
N−1∑
m=0
(
∂̂xf
)
m
Ψˆn−m −
N−1∑
m=0
fˆm
(
∂̂xΨ
)
n−m
}
=
1√
N
{
ikn
N−1∑
m=0
fˆmΨˆn−m −
N−1∑
m=0
ikmfˆmΨˆn−m −
N−1∑
m=0
fˆmikn−mΨˆn−m
}
. (B.6)
Fu¨r den letzten Term muss man beachten, dass kn gema¨ß Gl. (1.62) in der ersten Brillouin-Zone
gewa¨hlt werden muss, daher gilt
kn−m =
{
kn−m fu¨r m = 0 . . . n
kn−m+N fu¨r m = n+ 1 . . . N − 1
(B.7)
und damit (man beachte, dass Ψn−m = Ψn−m+N )
N−1∑
m=0
fˆmikn−mΨˆn−m →
N−1∑
m=0
fˆmi (kn − km) Ψˆn−m + ikN
N−1∑
m=n+1
fˆmΨˆn−m. (B.8)
Dieser letzte Anteil beschreibt gerade die Randeffekte des endlichen Gitters mit periodischer
Randbedingung; setzt man Gl. (B.8) in Gl. (B.6) ein, so heben sich alle anderen Terme weg.
Schlussendlich la¨sst sich der Korrekturterm im Fourierraum also schreiben als
Gˆn = − 1√
N
ikN
N−1∑
m=n+1
fˆmΨˆn−m. (B.9)
Nach Ru¨cktransformation in den Ortsraum erha¨lt man damit dann die Produktregel des Diffe-
rentialoperators auf einem endlichen Gitter mit periodischen Randbedingungen:
(∂x(fΨ))j = (∂xf ·Ψ)j + (f∂xΨ)j +
1
N
ikN
N−1∑
n=0
eiknxj
N−1∑
m=n+1
fˆmΨˆn−m. (B.10)
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