Simultaneous Positron and Single Photon Emission Tomography by Al-Azmi, Darwish
S I MUl TANEOUS 
~ 
POS ITRON AND SINGLE PHOTON 
EMISSION TOMOGRAPHY 
Darwish AI-Azmi 
A thesis submitted to the University of Surrey 
for the award of the degree 
of 
DOCTOR OF PHILOSOPHY 
Department of Physics 
February 1995 

Abstract 
Acknowledgements 
Introduction 1 
Chapter 1 Positron Emission Tomography 
1.1 Positron emission 6 
1.2 Interaction of positrons with matter 10 
1.3 Positron range and annihilation 12 
1.4 Data collection 15 
1.5 Reconstruction methods 19 
1.5.1 Analytical techniques 20 
1.5.2 Iterative techniques 23 
1.6 Summary 25 
Chapter 2 Reuiew of Detection Systems in PET 
2.1 Introduction 27 
2.2 Detectors for PET 28 
2.2.1 Scintillation materials 29 
2.2.2 Methods of time pick-off 32 
2.3 Detector configuration in PET 35 
2.3.1 Towards high spatial resolution 36 
2.3.2 Towards more unifonn resolution 41 
2.3.3 Towards improved sampling 43 
2.3.4 Time-of-flight (TOF)systems 45 
2.3.5 Other designs 46 
2.4 Summary 47 
Chapter 3 Annihilation Coincidence Detection 
3.1 The BGO detectors 49 
3.2 Time resolution 51 
3.3 Randoms and time window 53 
3.4 Different coincidence circuits 55 
3.5 Comparison of Slow-Fast and Fast-Slow circuits 61 
3.6 Present system to carry out the work 63 
3.7 Summary 66 
Chapter 4 I nstrumentation and EHperimental Setup 
4.1 Scanning system 67 
4.2 Collimation and shield 71 
4.3 The Source 74 
4.4 System characterisation 76 
4.5 The phantom 89 
4.6 Summary 93 
Chapter 5 Simultaneous PET and SPECT 
5.1 Introduction 95 
5.2 Present study 98 
5.3 Work strategy 100 
5.4 System limitations 101 
5.5 Single and coincidence counting in medical imaging 102 
5.6 Similar approaches 110 
5.7 Summary 110 
Chapter 6 Data Correction and I mage Reconstruction 
6.1 Introduction 112 
6.2 Correction procedures 115 
6.3 Scatter correction in emission tomography 117 
6.4 Corrections in PET 121 
6.4.1 Randoms correction 
6.4.2 Scatter correction 
6.4.3 Attenuation correction 
6.5 Discussion of PET results 
6.6 Corrections in SPECf 
6.6.1 Scatter correction 
6.6.2 Attenuation correction 
6.7 Discussion of SPECf results 
6.8 Summary 
Chapter 7 Comparison of PET and SPECT 
7.1 Introduction 
7.2 System specifications 
7.3 Image quality 
7.3.1 Fidelity test 
7.3.2 Spatial resolution 
7.3.3 Modulation transfer function (MTF) 
7.4 Discussion of Image Comparison 
7.5 Image Combination 
7.5.1 Averaging 
7.5.2 Multi plication 
7.6 Discussion of Image Combination 
Chapter 8 Conclusion and Suggestions for Further Worl< 
8.1 Conclusion 
8.2 Suggestions for further work 
References 
* * * * * * * * * * 
122 
129 
142 
155 
157 
158 
158 
171 
172 
178 
178 
180 
181 
181 
187 
190 
191 
192 
192 
193 
203 
207 
211 
Abstract 
Emission computed tomography involves external measurements of gamma 
photons emitted from within the object under investigation in order to map the 
radioactive distribution into a two-dimensional array within a slice of interest. 
Both positron emission tomography (PET) and single photon emission computed 
tomography (SPECT) constitute the two types of emission computed tomography. 
PET and SPECT differ radically in almost every aspect of system design; radionuc1ide 
employed, radiation detectors and arrangement, collimation (electronic, mechanical), 
processing electronics as well as data acquisition, handling and correction. 
A prototype scanning-rig incorporating two collimated BOO scintillation 
detectors has been used to carry out PET experiments utilising 6SOe line sources 
(positron-emitter) and a perspex phantom of 50-mm in diameter to simulate a small 
animal i.e. a rat's head. Modifications for the experimental scanning-rig allowed the 
collection of the singles events in the PET studies in such a way that they could be 
reconstructed to provide SPECT images for the radioactive distribution under 
investigation. This property allowed a simultaneous collection of PET and SPECT data 
for the same object under exactly the same conditions. Two data sets are generated 
from each tomographic experiment; one is for PET and the other is for SPECT. Each 
data set is corrected separately for the required corrections i.e. scattering and 
attenuation before reconstruction, and then two images are produced for each study. 
The outcome from this work is the comparison between the two images of PET 
and positron SPECT obtained. The line spread function curves taken for various 
depths and the image profiles for studies in air and perspex show that PET provides 
better spatial resolution than positron SPECT. This property of PET is further 
confirmed by the MTF curves and the fidelity test. Using a collimation aperture of 3-
mm wide, the spatial resolution values in air were found to be 3.2 +/- 0.45 mm and 7.4 
+/- 0.45 mm FWHM for PET and SPECT respectively. The images of the two line 
sources with a 10-mm centre-to-centre separation are partially resolved in the SPECT 
images whereas a sufficient separation between the two sources is achieved in PET. 
Image combination has been applied in order to obtain a hybrid image which 
contains the advantages from both PET and SPECT. A straightforward averaging and 
multiplication of the two images of PET and SPECT were found useful to provide 
images with enhanced quality. The multiplication process provided images with 
significantly improved quality for the PE T images. When evaluating the image quality 
of the line source in air, the fidelity test values are 0.71 and -1.11 for PET and SPECT 
respectively. The image combination resulted in an image with fidelity values of 0.92 
when the two images are multiplied and 0.12 when their averaging was obtained. 
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Introduction 
Conventional medical imaging, whether using X-rays or administered 
radionuclides, produces an image which represents the superposition of information 
throughout the thickness of the subject along the direction of viewing. Tomography is a 
method for showing only the information lying in a relatively thin slice of the subject, 
and removes the confusion produced by overlying or underlying features [Williams, 
1985]. 
In image reconstruction, the aim is to obtain a two-dimensional distribution of a 
physical property in a transverse plane within the object under investigation from 
external measurements. This two dimensional representation is known as the density 
function f(x,y). In transmission tomography, the density function is the distribution of 
the photon linear attenuation coefficient values throughout the object, whereas in the 
case of emission tomography the distribution corresponds to the radioactivity 
concentration. 
Image reconstruction from projections is not only concerned with medicine, in fact it 
was first applied in other different fields. The mathematical equations of this problem 
were first solved in 1917 by Radon whose work was in gravitational theory. The first 
reconstructed image obtained was in radioastronomy by Bracewell [1956]. The same 
problem was solved independently in electron microscopy [De Rosier and Klug, 1968; 
Gordon et aI, 1970] as well as in optical applications [Rowley, 1969]. 
In medicine, image reconstruction has had its greatest impact [Brooks and Di Chiro, 
1975]. Cormack [1963, 1964] developed a mathematical technique for reconstructing 
images from X-ray projections using an experimental set-up, in addition, Kuhl and 
Edwards [1963] developed emission and transmission systems [Kuhl et aI, 1966]. The 
first commercial X-ray transmission tomography scanner was introduced in 1972 
[Hounsfield, 1973]. 
The technique of emission computed tomography (ECf) is usually classified as 
two main separate modalities. Single-photon emission computed tomograp~y (SPECT) 
involves the use of radionuc1ides such as 99mTc, where a single energy gamma ray is 
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emitted as a result of a nuclear disintegration. Positron emission tomography (PEn 
makes use of radionuclides such as 18F, where two gamma rays, each of 511 keY, are 
emitted simultaneously when a positron from a nuclear disintegration annihilates within 
the object. Equipment designs are fundamentally different for SPECT and for PET. 
The former uses a gamma camera or a set of scanning detectors for data acquisition. By 
far the widest present use of emission computed tomography is single photon 
transverse section tomography with a rotating gamma camera. Whereas in the case of 
PET, opposing detectors and a coincidence technique are used for detecting the two 
annihilation photons emitted simultaneously in almost exactly opposite directions 
following positron capture. 
The usefulness of the PET technique is limited by the availability of suitable 
positron-emittingradionuclides. Fluorine-18 (half-life 1.8 hours) has been widely used 
at sites close to a cyclotron, and carbon-ll, nitrogen-I3 and oxygen-I5 have half-lives 
of only minutes which also require on-the-spot production. These radionuclides 
however are particularly useful for studies involving the biochemistry of the human 
body, and positron tomography has made a major contribution in this area, although it 
is carried out at only relatively few laboratories where a positron tomograph has been 
installed in the vicinity of a cyclotron. Single photon tomography by employing 
radionuclides in common clinical use for nuclear medicine, represents an extension of 
the existing widespread clinical techniques. 
PET has been used most in the neurological sciences, cardiology and oncology. 
Clearly these are areas where such a functional imaging technique has an important 
role. However, it is in the neurological sciences that quantitative functional imaging has 
had its most exciting impact [Watson, 1991]. 
As PET emerges into the reality of clinical practice, the differences between the 
two branches of emission tomography, PET and SPECT, prompt considerable 
discussion. 
PET has been praised for its good resolution and its ability to make quantitative 
measurements. PET has been condemned for its cost, complexity and its competition 
with single-photon techniques. The arguments against PET have gained momentum 
with the publication of studies showing nearly comparable results for PET -and SPECT 
in areas where both techniques make similar measurements. In contrast, studies 
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reporting measurements that are unique, such as determination of regional glucose 
utilisation with 18F-2-Deoxy-2-Fluoro-D-Glucose (l8FDG), make a compelling case for 
PET as a major contributor to the clinical care of patients with tumours or coronary 
artery disease [Fischman and Strauss, 1991]. 
Whole-body surveys can be performed with either SPECT using 99rnTc or PET using 
18R Whole-body bone scans with F-18 have uniform high resolution, reduce the 
requirements for spot views, and enhance the certainty of interpretation [Hoh et aI, 
1991]. The combination of FDG and total-body imaging makes it possible to increase 
the specificity of findings on bone scans and identify both primary and metastatic 
lesions arising from colon and breast cancer [Strauss et aI, 1989; Wahl et aI, 1991]. 
PET is poised to take advantage of new approaches to evaluate pathophysiology. The 
description of human disease in terms of receptor function and molecular biology are 
considered by many to be the major advances of twentieth century medicine. PET is the 
only imaging technique that can apply the in vitro methodologies developed in these 
areas in a meaningful way in vivo [Fischman and Strauss, 1991]. 
In addition, novel techniques were developed to align PET and MRI images in an 
attempt to gain better anatomical localisation of PET data [Pelizzari et al, 1989]. 
In the statement of the Committee on Advanced Cardiac Imaging and Technology of the 
Council on Clinical Cardiology of the American Heart Association the comparison of 
PET and SPECT imaging suggests that PET may offer additional data on a subset of 
patients only [Bonow et aI, 1991]. They added a note of encouragement in their 
conclusion "Implementation of multi-centre trials comparing PET with conventional 
techniques for the definition of tissue viability, using standardised data acquisition and 
analysis, are recommended for objective assessment of the clinical efficacy of 
metabolic PET imaging". 
However, the arguments are not only about the clinical applications but also expand to 
involve the PET procedures with regards to two points; the preparation of PET 
radiopharmaceuticals and the acquisition and analysis of PET studies. Currently, the 
level of expertise required to prepare PET radiopharmaceuticals is no greater than that 
needed for the preparation of single-photon studies. The technology is well 
understood, the chemistry is reliable, and the final products can be routinely prepared 
by trained individuals. On the other hand, image acquisition, reconstruction, and 
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interpretation require the same range of skills and experience as other radionuclide 
procedures. 
Finally, the initial cost of establishing a PET facility is high, however, the same is true 
for an angiographic suite or for state-of-the-art MRI and fast CT scanner [Fischman 
and Strauss, 1991]. 
As the medical applications of PET are being evaluated, it is noticed on the 
other hand that this kind of tomographic system is in continuous development. In the 
last few years the imaging properties of positron emission tomographs have been 
improved significantly. These improvements resulted from a better understanding of 
design principles and tradeoffs as well as from the introduction of novel concepts. 
Nowadays, in addition to the large number of detectors employed in each ring and 
detector gantry motion (i.e. wobble), PET scanners are implemented with orbiting 
transmission sources to provide data for attenuation correction. Current efforts in 
positron instrumentation are directed toward accurate, quantitative reconstruction of 
three-dimensional distribution of radioactivity [Karp and Muehllehner, 1988]. 
Beside the role of positron tomography in medicine, industry has gained useful 
applications from this technique. For example, PET imaging has been applied in 
studying the oil recovery where radioactive fluids (66(Ja) are injected into the porous 
rock (core) to monitor the displacement of fluids inside such cores, and their dynamic 
behaviour inside selected cross sections. Other applications also involve the study of 
the dehydration mechanism of water in oil emulsions and observe the droplet 
coalescence in order to speed up the separation process [Van Den Bergen et aI, 1989]. 
Not all of the advantages rest with PET; SPECT has the advantage of 
convenience, low cost and in general longer radionuclide half-lives can be used [Bailey 
et aI, 1994]. However, due to the relative high cost of PET, work is proceeding to 
develop PET scanners which are cost effective. It is expected that new systems may 
rely on rotating arrays of detectors rather than full-ring arrangements [Townsend et aI, 
1993]. On the other hand, it is recognised that conventional imaging systems provide 
satisfactory results when imaging annihilation photons (511 ke V) from positrons in a 
SPECT mode [Hoflin et aI, 1989; Drane et aI, 1994; Noelpp et aI, 1994]. This is very 
pronounced when the number of investigations is rather limited and where either 18F 
radionuclides are available from a near-by cyclotron or only generator-prcx:luced 
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positron emitters i.e. 68Ga may only be obtained for cardiac studies. 
There is a need for an alternative or substitute method which satisfies the rigour of the 
PET technology but predicates a provincial usage. 
In coincidence timing detection as in PET, not all detected photons (known as 
singles) are counted as PET data due to the timing restriction by the coincidence circuit. 
Coincidence data may be as small as 1.6% of the singles rate depending on the system 
design (tables 5.1 and 5.2). In positron tomography, where the coincidence data 
involve random and scattered coincidences, singles may be recorded to help in the 
estimation and therefore the subtraction of the random contribution from the PET 
images. However, it is not necessary to record the singles for this purpose since the 
same job of random subtraction can be performed by the use of a delayed coincidence 
technique which also allows real time subtraction. Therefore, singles may be referred 
to as redundant data because it is possible to ignore their counting. Nevertheless, such 
large number of redundant data, when using a pair of opposing detectors, may help to 
give a single-photon tomographic image provided that collimation is used. In our case 
using a laboratory based scanner, collimation is used in order to reduce the useful size 
of the detector and therefore, the condition for studying such cases is available. 
So, our study is to utilise such redundant data for the reconstruction of an image for the 
distribution of the 511 ke V photons. Meanwhile, positron tomography is performed by 
collecting data that satisfy the coincidence requirements from the same singles of the 
positron-emitter distribution. Using a pair of collimated detectors, we record PET data 
as well as the singles to provide two data sets; one is for PET and the other is for 
SPECT, both data are taken simultaneously. Each data set is processed separately to 
give a final image. The final result is two images, PET and SPECT for each scan. 
Therefore, in this work we carry out imaging of the positron emitter distribution 
in both modalities of coincidence mode (PET) and single photon mode (SPECT). This 
provides an opportunity to compare the two imaging techniques for positron emitters. 
A main part of this project is to evaluate the differences between the two images 
obtained however, the usefulness of this simultaneous PET and SPECT would only 
be evident when a successful combination of both images results in an image that 
contains the advantages from each one. 
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Chapter 1 
Positron Emission Tomography 
When using gamma-ray emitting nuclides as with single-photon counting in 
SPECf, the photon interactions are mainly photoelectric absorption and Compton 
scattering. Those two kinds of interactions are dominant within the range of gamma-
ray energy used in nuclear medicine. In positron tomography, the emitted annihilation 
photons are also subject to the same interactions both within the patient and the 
surrounding detectors and materials, the difference is that such 511 ke V photons are 
generated as a result of positron emission and the subsequent annihilation with an 
electron. 
In this chapter a brief review of the positron interactions with matter and a discussion 
of the data collection for both techniques of emission tomography are presented. The 
methods of image reconstruction are also reviewed. 
1. 1 Positron emission 
Pair production is the process in which positrons are created when gamma-rays 
with an energy threshold of 1.022 MeV (2111oC2) interact with matter, where 1110 is the 
electron rest mass and c is the velocity of light. Positrons are also emitted during the 
nuclear decay of proton rich unstable nuclei. In positron tomography, the interest is to 
utilise some of the radionuclides which decay in this manner as positron sources. 
Positron Decay 
Nuclei that are rich in proton or are neutron-deficient may decay by positron 
emission. This increases the neutron-proton ratio and establishes nuclear stability. 
The positron decay process involves the change of one proton in the parent nucleus 
into a neutron in the daughter nucleus with the simultaneous emission of a positron and 
a neutrino particle (v). Such change results in the decrease of the Z-number of the 
daughter by one unit, while maintaining the same mass-number. Such as: 
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and the type of decay is given as 
AX~ Ay +f3+ + V+Q 2 2-1 
Since positron emission decreases the atomic number by one unit, the orbits must lose 
one electron as soon as the nucleus ejects the positron. Thus the atomic mass of the 
daughter must be at least two electron masses less than the parent, and this is the case 
of a possible positron emission. 
The energy of the transition is equal to the difference between the atomic masses of the 
parent and the daughter. Part of this energy is the rest mass of the positron and the 
electron (2IlloC2), and the remaining energy is shared between the massless neutrino 
and the positron as kinetic energy. This kinetic energy is a continuous distribution from 
zero up to the maximum remaining energy (Emax), on average the positron receives 
about 1/3 &nax whereas 2/3 &nax for the neutrino [Lapp and Andrews, 1972]. The 
recoil energy of the residual atom is negligible in positron decay. 
Electron Capture (EC) 
An alternative to positron emission is electron capture, in which the parent 
nucleus captures one of its own atomic electrons, allowing the conversion of a proton 
to a neutron with the emission of a neutrino, such as: 
p+e-~n+v 
Conversion of a proton to a neutron results in the reduction of the Z-number by one 
unit with no change into the mass number. This yields the same daughter nucleus that 
would have been produced by positron emission: 
:X +e-~2_~Y + v+Q 
For this process to occur, the atomic mass of the parent is greater than that of the 
daughter and no specific energy difference is needed, unlike the positron emission 
which requires a minimum of two electron masses. So, this mode of decay is in 
competition with positron emission. 
The K-shell electrons are the closest to the nucleus, and in some cases these electrons 
may spend part of their time inside it. So, K-electron capture is more probable than the 
capture of L,M", electrons. The orbital vacancy is then filled by an electron from an 
outer shell. This is accompanied by the emission of characteristic X-rays of the 
daughter nuclide. 
Although the daughter product is the same as that resulting from a positron decay, the 
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neutrino emission are quite different. In electron capture transition, there is a relatively 
simple line spectrum of neutrino energies, corresponding to the excited states of the 
daughter nuclide [Lapp and Andrews, 1972]. 
Competition between EC and ~+ decay 
Electron capture is permitted energetically whenever the parent atomic number 
is greater than the daughter atomic number, but for positron emission the difference 
must be at least 2Il1oC2. However, nuclei for which positron emission is energetically 
possible may also undergo electron capture, but the reverse is not true [Krane, 1987]. 
Electron capture is favoured in high-Z nuclides because the orbital electrons tend to be 
closer to the nucleus and are more easily captured [Sorenson and Phelps, 1987]. 
Positron emission tends to predominate in the lighter elements and in the more neutron-
deficient radioisotopes. 
Production of positron-emitters 
Charged-particle bombardment is one of the techniques to produce 
radionuclides. Such particles must have enough kinetic energy to overcome the 
electrostatic repulsion of the positively charged nucleus. Using either a linear 
accelerator or a cyclotron, the charged particles are accelerated to hit and interact with 
the nuclei of stable atoms. One major advantage of producing isotopes through 
charged-particle bombardment is that the desired isotope is almost always of different 
atomic number to the target material. 
This kind of radionuclide production yields radionuclides that are predominantly 
neutron-deficient and therefore decay by positron emission or electron capture. 
In the case where radioactive decay leads to the production of a radioactive 
daughter with a different Z-number, simple chemical separation of the parent-daughter 
combination is possible. This is the principle of the radionuclide generators which are 
widely used in nuclear medicine for the production of 99mTc. 
With this system, the daughter radionuclide has a suitable short half-life for use in 
imaging where the parent should have sufficiently long half-life to allow for production 
and transport. As an example for PET sources, 68Ge as a parent radionuclide with half-
life of 275 days and the daughter is 68Ga with a half-life of 68 minutes emitting 
positrons and gamma rays [Ott et aI, 1988]. 
Positron emitters that are used in medicine are short-lived, with half-lives of minutes, 
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so a cyclotron is required to be on site. Table (1.1) shows some of the physical 
parameters for positron-emitters used in medicine. 
Isotope C-ll N-13 0-15 F-18 Ga-68 Rb-82 
Half-life (min) 20.4 9.96 2.07 109.7 68.3 1.3 
Maximum energy (Me V) 0.959 1.197 1.738 0.633 1.893 3.148 
Most probable energy (Me V) 0.326 0.432 0.696 0.203 0.783 1.385 
Path length for electrons 
of the same maximum 4.98 5.35 8.22 2.39 9.08 15.61 
energy in water (mm), 
Theoretically calculated 
Radial range in water 
1.11 1.42 1.49 1.02 1.68 1.69 FWHM (mm), experimental 
Radial range in water 
2.19 2.78 3.57 1.8 3.95 5.8 FWTM (mm), experimental 
Table 1.1. Positron ranges obtainedfrom biomedicaly important positron-emitting 
radionuclides. Experimental data/or the radial range is/or a line source 0/1.39 mm 
diameter with 3.175 mm-diameter collimator [Cho et aI, 1975}. FIUlJrine-18 has the 
shortest positron range and the longest half-life. Production is by cyclotron except/or 
68Ga and 82Rb which are produced by generators. 
Sharma et al [1991] listed a range of medium half-life (a few hours to a few days) 
positron emitters which could be employed as tracers for use with PET. Such cyclotron 
produced radionuclides and their corresponding half-lives are shown in the table 
below, 
Isotope 1-124 Zr-89 As-71 Ni-57 Co-55 Cu-64 Ga-66 Fe-52 
Half-life 
D= Days, H=Hours 4.1 D 78 H 61 H 36 H 18 H 12.7 H 9.4 H 8.2H 
Table 1.2. Medium half-life positron-emitters. 
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1.2 I nteraction of positrons with matter 
Electrons penetrating matter lose energy and are deflected from their original 
path. Changes take place also in matter that is penetrated, the constituent atoms are 
excited or ionised, molecules are dissociated, and other processes occur such as 
changes in the lattice structure of crystals. 
The tracks of positrons in an absorber are similar to those of normal negative electrons, 
and their specific energy loss and range are about the same for equal initial energies. 
However, positrons differ significantly in that annihilation radiation is generated when 
they combine with electrons at the end of their tracks [Knoll, 1979]. 
For electrons within the energy range of Beta particles (10 ke V-lOMe V), the deflection 
is due almost entirely to the elastic collisions with the atomic nuclei, while the energy 
loss, except that due to the bremsstrahlung which is practically negligible, results from 
the interaction with the atomic electrons. It is possible to discuss the two phenomena 
separately, although they always occur together [Siegbahn, 1965]. 
The mechanisms by which the positron (or electron) loses its kinetic energy, or is 
deflected from its original path, involve four principal types of interaction; 
1) Elastic scattering with atomic nucleus. 
2) Elastic scattering with atomic electrons. 
3) Inelastic scattering with atomic electrons. 
4) Inelastic scattering with atomic nucleus (radiative collision: Bremsstrahlung). 
Elastic scattering of positrons with nuclei 
A collision of a positron with an atomic nucleus involves Coulomb force 
interactions in which the positron is deflected from its original path without suffering a 
change in its kinetic energy. 
The elastic collision between charged particles is well known as Rutherford Scattering 
in which early experiments were carried out on alpha particles bombarding a thin gold 
foil, this analysis can be applied for electron scattering [Dyson, 1981]. 
The Coulomb repulsion force between the positron and the target nucleus is inversely 
proportional to the square of the separation distance between them (r). This kind of 
interaction results in that the positron will follow a hyperbolic path. 
As the particles approach each other, the force which is to be effective in the collision 
gradually begins to be felt, it increases with (l/r2). During the effective time of impact, 
10 
the velocities of both particles will change in magnitude and in direction. This change 
in magnitude corresponds to the changing potential energy between the two particles, 
the potential energy of their interaction is to be considered equal to zero when the 
separation (r) is very large. 
This interaction will end up with no loss in the kinetic energy of the positron, only a 
change in the direction. The recoil kinetic energy of the nucleus is neglected. 
Elastic collision of positrons with atomic electrons 
Positrons may be elastically deflected in the field of the atomic electrons of the 
struck atom. The energy transfer is generally less than the lowest excitation potential of 
the electrons, so that the interaction is really with the atom as a whole. Such collisions 
are significant only in the case of very low energy incident positrons «100 eV) 
[Evans, 1955]. 
Inelastic collisions of positrons with atomic electrons 
Because of the small mass of the atomic electrons, the transfer of kinetic energy 
(from swift positrons) in these Coulomb collisions may be large, with the result that 
the electron is projected out of its atom. The liberated electron and the residual ionised 
atom then constitute a primary ion pair. Often, the energy transferred to the stuck 
electron may be of the order of 1 ke V or more. Then the ejected electron is itself a swift 
charged particle, called a delta-ray, which produces secondary ionisation while being 
brought to rest. Assuming that all the electrons in the absorber are free and the stuck 
electron receives so much kinetic energy that its initial binding energy can be neglected, 
then the collision reduces to the much simpler case of an elastic Coulomb collision 
[Evans, 1955]. 
Radiative collisions of electrons with atomic nuclei 
Whenever an incident charged particle is deflected from its path or has its 
velocity changed, it should emit electromagnetic radiation whose amplitude is 
proportional to the acceleration. Inelastic collisions of electrons with atomic nuclei are 
known as radiative collisions and result in what is termed "Bremsstrahlung". 
The acceleration produced by a nucleus of charge (Ze) on a particle of charge (e) and 
mass (m) is proportional to 'ZJ:,2/m. Thus the intensity, which is proportional to the 
square of the amplitude will vary as Z2fm2. 
We see that the total bremsstrahlung varies with the square of the absorber atomic 
11 
number, whereas it is inversely proportional to the square of the mass of the incident 
particle. Therefore, protons produce less bremsstrahlung yield (due to their heavier 
mass) compared with electrons or positrons of the same velocity [Evans, 1955]. 
In an individual deflection by a nucleus, the incident particle can radiate any amount of 
energy up to its total kinetic energy. 
Ratio of radiative and ionisation losses 
Ionisation losses per unit length vary roughly as 1/132, (Jl=v/c), and are largest 
for slow electrons or positrons. On the other hand, radiative losses increase with 
increasing energy and Zl. This shows that radiative losses are most important for high 
electron or positron energies and for absorber materials of large atomic number. 
The ratio of radiative to ionisation losses is proportional to zr, (T is the particle kinetic 
energy in Me V). For beta particles with typical energies of less than a few MeV, the 
losses are always a small fraction of the energy losses due to ionisation and excitation, 
and are significant only in high-Z materials [Knoll, 1979]. Below 1 MeV, the energy 
loss will not exceed a few percent of the energy losses by other processes [Dyson, 
1981], we may therefore neglect it completely [Siegbahn, 1965]. 
At high energies (T»IIloC2), the losses becomes comparable with ionisation losses and 
they are equal for electrons with T=9 MeV in lead and for T=l00 MeV in wateror air 
[Evans, 1955]. 
1.3 Positron range and annihilation 
As the electron or positron passes through matter it loses its energy in ionising 
and collisions. In each of these it may suffer significant deflections due to elastic 
scattering. The net result is that the path through the absorber is very tortuous, so its 
range which is defined as the thickness of the absorber that the particle can just 
penetrate, is shorter than its path length. In practice, one finds the path length to be 
from 1.2 to 4 times the thickness of the absorber traversed, the ratio being largest for 
slow electrons or positrons in high-Z materials [Evans, 1955]. The broad distribution 
of path lengths is due to the statistical distribution of energy losses, or straggling, for 
each particle. Some have large losses and short path lengths, others suffer smaller and 
fewer losses and have much longer path lengths. 
In theory, it is possible to calculate the path length of such particles using the specific 
energy loss relations. The average path length (S) for an electron of a kinetic energy 
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(T) is; 
T dT 
S = f dx = ! (dT / dX) ,where dT = [dTJ +[dTJ dX dX ion dX rad 
Because of the very large straggling effects for electrons or positrons, the actual paths 
will show large variations about this mean value. 
Since energy losses due to ionisation are predominant within the energy range of beta 
particles, it is clear that the path length and consequently the range is affected mainly by 
such process. Ionisation losses per unit distance along the path of the positron depend 
primarily on the electron density of the absorber material (NZ). High atomic number, 
high density materials will consequently result in the largest linear stopping power due 
to ionisation [Knoll, 1979]. 
NZ is the number of atomic electrons per unit volume, where N is the number of atoms 
per unit volume and Z is the atomic number. If p is the density of the absorber (mass 
per unit volume), No is Avogadro's number and A is the atomic weight then: 
NZ = ([P:o Jz) =PNo[~J 
The ratio [Z/A] is nearly constant for all elements and equal to 0.45 +/- 0.05, except for 
hydrogen for which it is close to unity. Therefore, the ionisation losses will remain 
approximately independent of the absorber material, and will depend only on its 
density. Therefore NZ/p is approximately constant for all elements. 
Range-energy relation 
The above mentioned mean values for (dT/dx)ion and (dT/dx)rad can serve only 
as guides in the estimation of theoretical ranges for electrons or positrons. In most 
practical situations, we must use completely empirical range-energy relationships. 
The final portion of the transmission curve of initially mono-energetic electrons is a 
long tail because of straggling. This tail does not reflect particle transmission, but 
rather represents the detection of relatively penetrating bremsstrahlung photons 
generated by the electrons in the absorber and possibly in the source and its holder 
[Sorenson and Phelps, 1987]. The thickness of absorber required to reduce the 
counting of such penetrating particles to nearly zero is a fairly definite observable 
quantity. So, normally, reproducible results are obtained by extrapolating the 
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approximately linear middle portion of the absorption curve, until it cuts the value 
assigned to background effects. This extrapolated range, Ro ' is also called "practical 
range". 
Empirical relationships between Ra and energy have been proposed by many workers 
for different absorber materials. As a very crude estimate, electron or positron ranges 
tend to be about 1 mm and 2 mm per 1 Me V in low and moderate density materials 
respectively [Knoll, 1979], or several meters in air (p =0.001293 g/cm3) [Sorenson 
and Phelps, 1987]. 
Electron ranges are inversely proportional to the density of the absorber material. To 
normalise for density effects, electron ranges are usually expressed in g/cm2 of the 
absorber. It is related to the range in centimetres according to [Sorenson and Phelps, 
1987]: 
Absorption of beta particles 
The transmission curve for beta particles differs significantly from that for 
monoenergetic electrons because of the continuous distribution in the energy of beta 
particles. The low energy particles are rapidly absorbed even in small absorber 
thicknesses, so that the initial slope on the attenuation curve is much greater. For the 
majority of beta particles, the curve happens to have a near exponential shape. 
The thickness of the absorber required to stop the beta particles of the highest energy, 
Emax (end-point energy of the beta spectrum) is called the maximum range (Rm). 
U sing a variety of experimental methods, it was found that Rm for continuous beta 
particle spectra is indistinguishable from the extrapolated range (Ro) of monoenergetic 
electrons whose energy (E) is the same as Emax of the beta particle spectrum. 
Therefore, empirical relations between Ra and E for a line spectrum of electrons are 
valid for Rm and ~ax for beta particle spectra. However, there are no sources of 
monoenergetic positrons [Evans, 1955]. 
Positron annihilation 
When positrons are slowed down in matter, they eventually reach thermal 
velocities, and the probability of an encounter with an electron is then very high. The 
positron has a unique property of combining with an electron in an interaction in which 
14 
the rest mass of both of them ultimately is given up in the fonn of electromagnetic 
radiation. That is, the positron and the electron are annihilated, and the subsequent 
radiation is called annihilation radiation. Two-photon annihilation is the most likely 
process, and we observe the emission of two photons of 511 ke Veach, emitted 
simultaneously in nearly opposite direction. This 511 ke V radiation is a feature of the 
gamma-ray spectrum observed from positron-emitting isotopes, because the positrons 
necessarily annihilate, if not within the source itself, then in the surrounding medium. 
Such radiation is then superimposed on whatever gamma radiation may be emitted in 
the subsequent decay of the daughter product. 
The assumption that the momentum of an annihilation pair is zero is not strictly 
true, however, because of thennal agitation the average momentum of the centre of 
mass is about 0.009 IlloC2• This leads to a finite breadth of the order of 0.50 in the 
angular distribution about a mean angle of 180<> between the two emitted photons 
[Evans, 1955]. In addition, the observed photon energy is always several keY wide 
from the line of 511 keY energy in the gamma-ray spectrum. Therefore, the use of 
annihilation radiation should be avoided in high-precision calibrations [Knoll, 1979]. 
1.4 Data collection 
The simplest configuration of recording data in transverse computed 
tomography consists of a source and a single detector. By a series of linear stepped 
translations followed by rotations, a large number of measurements is made, figure 
(1.IA). This parallel beam scanning procedure was applied first by Kuhl and Edwards 
[1963] and now it is used in most commercial scanners. Since it is necessary to reduce 
the total measurement time, present systems have multiple sources or beams and large 
detector arrays for parallel data gathering, it is just the same data that is ultimately 
gathered. 
There is another way of data collection, diverging geometry, which is perfonned when 
using a ring of surrounding detectors. In this case, each projection is made up of a set , 
of raysums diverging from a common point as illustrated in figure (I. IE). When data 
are collected using divergent geometry (also called fan beam geometry), they can be 
reconstructed either using specifically devised techniques, or they can be arranged into 
parallel beam fonnat for reconstruction using parallel methods. 
Data collected by a ring of crystals, as in PET, can be organised into either parallel or 
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divergent projections [Kouris et ai, 1982a]. 
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Figure 1.1. Formation ofprojection, A) in transmission tomography, B) in emission 
tomography where the source is the object itself, C) positron tomography; opposing 
detectors are required to work in a coincidence mode for the detection of annihilation 
photons that are emitted within the straight line between the two detectors, D) the 
typical parallel beam scanning geometry consisting of linear translation at successive 
angular increments and E) diverging geometry. 
In figure 1.2 we define two coplanar reference frames: Cartesian coordinated 
(x,y) which is fixed with respect to the object, and the (Xl' Yr) frame in which the Yr 
direction is the direction of the ray-paths. The origin of both systems is located at the 
centre of rotation of the scanning gantry. The (~Yr) frame is rotated by angle cp 
counter clockwise with respect to the (X,Y) frame. 
Ray-paths are described by the (Xl' Yr) system, and each ray is specified by 
coordinates (r,</», where </> is the angle of the ray with respect to the y-axis and r is 
equal to (xcos</>+ysin</» and it corresponds to the perpendicular distance of the ray from 
the origin. 
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Figure 1.2. The line path L(r, cp) may be referred to as afine collimated beam ofmorw-
energetic photons from an external collimated source detected by a collimated detector, 
in transmission tomography, or L(r, cp) may be defined by small well collimated 
detector whereby the detection of radiation emitted along the line from within the object 
under study takes place as in emission tomography. L(r, cp) may also be the line joining 
a pair of detectors for coincidence measurements in PIT. 
The coordinate(s) represents path length along the ray. The integral of f(x,y) along a 
ray (r,<t» is the line integral which experimentally corresponds to the amount of 
collected data and is called raysum, P: 
P(r,¢) = f f(x,y)ds 
r,¢ 
A complete set of parallel raysums at a given angle <t> is called a projection (also called a 
profile). 
For transmission tomography, the raysum value is proportional to the logarithm 
of the detector signal. Given Io and I as the incident and transmitted intensities of the 
mono-energetic photon beam respectively, the raysum is: 
P(r,¢) = -In(~J = f ,u(x,y)ds 
10 r,¢ 
where Jl(x,y) is the distribution of the linear attenuation coefficient values within the 
plane of interest. 
In emission tomography, if a single well-collimated detector is used to detect 
only those photons which are emitted along the line p(r,<t» , the case will be: 
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where A(x,y) is the activity distribution in the plane of interest. The above equation 
shows that the measured ray sum is not a simple line integral of radioactivity but it is a 
more complicated function involving the distribution of the linear attenuation coefficient 
values within the sample plane. The exponential term describes the attenuation of the 
emitted photons at a point (x', y') and is evaluated on the segment L(r,<I>,x,y) from 
(x,y) to the detector. 
In positron tomography as a special case of emission tomography, the line 
integral is rather different in which two gamma-rays are detected in coincidence along 
a straight line. The probability of a pair of y-rays surviving is given by the product of 
the survival probabilities for each y-ray separately, thus: 
where sl and s3 are the end points of the ray-path and s2 is the intermediate point 
where positron annihilation takes place. Since the integral is independent of where the 
emission point is located, the net attenuation for the ray-path is constant. Therefore, in 
PET the line integral is: 
P(r,lP) = },B (x,y). ex{I:(x,Y)dS] ds 
where B(X,y) is the distribution of the positron emitters and the exponential term is the 
total linear attenuation along the path-line for the 511 keY photons in the examined 
medium. 
With reference to the parallel beam scanning geometry, as used in this work for 
example, the data collection for the examined object in the case of transmission 
tomography must cover the range of 1800 to give enough projections. Since the 
transmitted photon beam is attenuated to the same degree whether passing through the 
object at an angle 8 or 8+ 1800, additional projections are redundant. The same is true 
with positron tomography because the line integral is independent of where the 
emission point takes place and depends on the total ray-path between the two opposing 
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detectors. In contrast, single-photon tomography imposes that projections are to be 
collected over an angle of 36()0 to have complete data collection. Such scanning with 
single-photons can be reduced into a half if two opposing detectors are used, one 
detector is to collect data for projection at an angle 9 while the opposite is at an angle 
9+ I8()O. 
1.5 Reconstruction methods 
The ability to view a body section or a slice clearly without interference from 
other regions, has long been a goal of medical radiology. This goal has been achieved 
by the technique of Reconstructive, or Computer-Assisted Tomography [Brooks and 
Di Chiro, 1976]. 
If a sufficient number of views or projections (figure 1.ID) are taken, then the 
distribution of the physical parameter of interest (linear attenuation coefficients in 
transmission tomography or activity distribution in emission tomography) within the 
layer maybe determined. 
The reconstruction of the image from its projections, in fact, is a mathematical process 
of considerable complexity, performed by a computer. The input data, required for the 
reconstruction, is a series of equally spaced projections around the object, each 
projection containing a set of equally spaced projection data (raysums). 
Backprojection is the simplest technique implemented without sophisticated 
mathematics for image reconstruction. Reconstruction is performed by back-projecting 
each projection across the plane, so the magnitude of each raysum is applied to all 
points that make up the ray. This provides an estimation of the reconstructed density at 
each point by adding all the values of the raysums passing through the point, therefore 
this method is referred as summation method. The process may be described by the 
equation: 
M 
fBP(x,y) = LP(ri,¢J ~¢ 
i=l 
where <Pi is the i-th projection angle, ~<P is the angular distance between projections and 
the summation extends over all m projections. This straight forward technique was 
used in the early attempts of reconstructive tomography in nuclear medicine by Kuhl 
and Edwards [1963], in which the procedure involved analog processing and the 
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backprojected images were performed on photographic films. 
Since each raysum is applied to all points along the ray, this means that points outside 
the original object receive some contribution from the raysum. Thus, images obtained 
by this method show a general fogging of the background i.e. a blurring defect known 
as the star artifact. This technique does not produce good images and is no longer used 
[Brooks and Di Chiro, 1975], nevertheless it is usually discussed to present the idea of 
image reconstruction and to provide an understanding for the need of more advanced 
methods. 
Two mathematical approaches are used for image reconstruction; Analytical and 
Iterative techniques. 
1.5.1 Analytical techniques 
Analytical techniques involve the application of Fourier transform, and the most 
popular methods can be grouped into two basic categories: Two-Dimensional Fourier 
reconstruction and Filtered Backprojection. 
Any mathematical function of space or time can be represented as a sum of sine and 
cosine waves (harmonics) of different frequencies, and the amplitude of each harmonic 
is called the Fourier coefficient. With regard to the imaged object each projection, as 
one-dimensional function, can be described by a spectrum of spatial frequencies. Each 
frequency has been transmitted through the imaging system to a greater or lesser degree 
when a projection is collected. The transmission property of the imaging system is 
known as the frequency response and indicates how accurately the image will represent 
the object [Williams, 1985]. 
Similarly, any two-dimensional density function f(x,y) can be expressed as a sum of 
sine and cosine waves, propagating in various directions across the plane. 
The idea of Fourier reconstruction is that the Fourier coefficients of the image are 
related to the Fourier coefficients of the projections in such way that the amplitudes of 
waves propagating at an angle (cj» in the image are simply equal to the Fourier 
coefficients of the projection at the same angle, i.e. 
F ( fx ' fy ) = P ( f , cj> ) 
This equation provides a basis for reconstructing the object function from 
measurements of its projections and states that the 2-D Fourier transformation of the 
object function is equivalent to the set of l-D Fourier transforms of the projection data 
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measured at all angles around the object. Thus, the Fourier coefficients of the image 
can easily be obtained from those of the projections and the picture (function of 
interest) can be resynthesised. This is done by taking the Fourier transfonn of the 
projections then interpolation takes place to provide a two-dimensional array of Fourier 
coefficients. The final step is to take the inverse of this 2-D transfonn to get the image 
of the function of interest. 
The above analytical approach IS known as the two-dimensional Fourier 
reconstruction. Apart from some difficulties associated with its application, an 
important relationship appears when it is compared with the Backprojection method 
described earlier. The Fourier coefficients of the backprojected image FBP ( fx ' fy) are 
equal to the Fourier coefficients F ( fx ' fy ) divided by the spatial frequency 1 f I. 
Such relationship allows an alternate procedure in which the backprojection is 
perfonned first, then its two-dimensional Fourier transfonn is obtained and multiplied 
by 1 f I. Then the inverse of the transfonn is taken to provide the image [Brooks and 
Di Chiro, 1976] 
Filtered Backprojection 
As has been described above, the simple backprojection process results in a 
crude reconstruction with blurring defects. However, when the projections are 
modified (filtered) prior to the backprojection process, it is possible to remove such 
blurring. This approach has resulted from the above relationship and is called Filtered 
Backprojection (FBP). It is widely used in tomography for reconstructing the image 
density. 
The procedure in the FBP process involves obtaining the Fourier transfonn (Ff) of the 
projection data and multiplying by a filter function. The inverse FT of the product is 
then the modified (filtered) projection that is to be backprojected. The filtered 
projections contain positive as well as negative components which cancel out when 
backprojected to points outside the original object, thereby eliminating the blurring (star 
artifact). 
A spatial filter modifies a spatial distribution in an analogous way to the 
modification of time dependent signals by electronic (RC) filters. Such modification is 
done in backprojection by band-limiting, that is, the image will contain no spatial 
frequencies greater than a maximum frequency (fm), which is the Nyquist frequency; 
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half the reciprocal of the distance between adjacent samples of a projection. 
In the derivation of the Fourier transfonns, the filter function is primarily obtained as a 
Ramp function which has to be band-limited, 
R(f) = I f I for If I::;fm ,and zero above f m • 
This Ramp function provides a filtering operation in which the high-frequency 
components are increased in proportion to their frequency. 
When applying a sharp frequency cutoff as in this case with a Ramp filter, the best 
resolution in the reconstructed image is obtained, but the situation gives rise to intensity 
oscillations (ringing) in regions of sharp contrast and thus generates artifacts in the 
reconstructed image. For applications in practice, it is common to use modified 
versions of the ramp filter and compromise between maintaining high spatial resolution 
and suppressing noise and ringing artifacts which may appear due to such a sharp 
frequency cutoff [Larsson, 1980]. 
Therefore, a filter which rolls-off at higher spatial frequencies is desired. Some suitable 
filters are obtained by multiplying the ramp response by window functions as 
illustrated in figure 1.3; also shown are the filter functions. As seen in this figure, the 
multiplication with windows other than the rectangular window results in filters with 
the required property of rolling off higher frequencies. 
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Figure 1.3. A) These window functions are multiplied by a ramp function giving the 
filters in the graph B. C) The inverse Fourier transforms of the filters in (B) give the 
real space convolution functions [Budinger et ai, 1979}. Note that the ramp function in 
(B) is equivalent to multiplying the ramp by a rectangular window. 
With respect to the filter functions as seen in the above figure, the narrower the central 
lobe of the convolving function is, the better the resolution. The smaller the side lobes 
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are, the smaller the noise amplification for noisy projection data [Kouris et al, 1982a]. 
In practice, the projection data are discretely sampled values and therefore, the filters 
are sampled for digital filtering methods. Although the Fourier transform has featured 
the derivation of the process, the reconstruction technique is entirely a real-space 
operation [Swindell and Webb, 1988]. 
1.5.2 I teratiue techniques 
Iterative processes require that the image is initially given an arbitrary uniform 
density then successive corrections are applied, in the hope, to bring it into a better 
agreement with the measured projections. 
In this process, the object to be reconstructed is approximated by a square array of N 
cells (nxn) of width Wand density fi (counts) in each cell, and each projection is 
broken into stripes (raysums) where each ray is also with the same width W. The 
raysums are made up of contribution from each cell intersected by the ray, and 
therefore, the line integral equation may be represented by its discrete version, so for 
the j-th ray, 
N 
Pj = W1j fl + W 2j f2 + ..... ,+WNj fN = L W ij fi 
i=l 
whereas, the contribution of the i-th cell whose density is fi to the j-th ray is the 
weighting factor Wij. For M projections, a set of simultaneous equations are arranged 
and a solution may be obtained using a matrix inversion. However, there are some 
difficulties in using matrix inversion due to the large number of cells. In addition the 
result may be many possible solutions when the number of projections (M) is less than 
the number of raysums (N). Instead, iterative methods provide a means of solving the 
above equations without inverting the matrix, and are actually faster [Brooks and Di 
Chiro, 1976]. 
The procedure is to adjust the density values fi iteratively until the calculated 
projections agree with the measured projections, as follows: first a starting set of 
values is chosen for fi (usually correspond to the mean density i.e. total measured 
counts/total number of cells), then projections are calculated from these starting values. 
Subsequent corrections are made by calculating the difference between the calculated 
projections and the experimentally measured projections and equally distributing the 
difference over all cells that contribute to the ray, such that, the new calculated raysum 
23 
agrees with the measured value. When this has been done for all cells and all rays, the 
first iteration process is complete. Since former matching are lost as new corrections 
are made, errors still exist and the procedure is repeated (more iteration processes) until 
the calculated projections agree with the true measured ones within the desired 
accuracy. 
There are three main different methods for correction: ART, ll...ST, and SIRT. 
Algebraic Reconstruction Technique (ART) 
It is a ray-by-ray correction technique used in the original EMI scanner. At the 
start of the iteration, for a given projection, every raysum is calculated and corrections 
are applied to all cells that contribute to the ray by equally distributing the difference 
between the calculated and actual raysums overall cells of the ray. These updated 
density values are then used for calculating the next projection. Always embodying 
previous corrections in each new calculation. When all projections have been treated, 
one iteration is complete. However, for the best results with this technique, the next 
projection to be corrected in the sequence should be chosen with a large angle with 
respect to the previous corrected one, this ensures that successive corrections are 
independent of each other, so that errors do not accumulate. Hounsfield [1972] used an 
angle of 4{)O in the correction sequence, whereas Kuhl et al [1973] took projections in 
orthogonal pairs. 
Iterative Least Squares Technique (ILST) 
All projections are calculated at the beginning of the iteration and corrections are 
applied simultaneously to all cells without updating their values i.e. the values are 
saved until the end of the cycle at which time the iteration is applied. However, this 
leads to an over-correction, as each cell is recorrected for every ray passing through it, 
with the result that the iterations oscillate about the correct solution. Goitein [1972] 
handled the problem by applying a damping factor to all corrections. Such damping 
factor produces the best least-squares fit after each iteration. 
Simultaneous Iterative Reconstruction Technique (SIRT) 
SIRT is a point-by-point correction technique whereas each pixel (point) is 
corrected simultaneously for all rays passing through it, and then these corrections are 
incorporated before calculating the next pixel. The iteration is complete when all points 
have been corrected. 
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Comparison of iterative methods 
ART is efficient in terms of computing since it incorporates corrections during 
the iteration, and thus converges rapidly in the early stages of reconstruction. But, it is 
very susceptible to noise which causes some inconsistencies so that there could be no 
solution to satisfy all the projections, and the values at the end of the iteration reflect the 
last projection more than ones used early in the iteration. The best approach is to 
perform a best least-squares fit to the projection data, which can be achieved with ILST 
and SIRT [Brooks and Di Chiro, 1976]. However, ILST accommodates noisy data and 
errors in data accumulation [Budinger and Gullberg, 1974]. 
1.6 Summary 
In positron emission tomography, the only gamma-ray emitting nuclides that 
can be used are those which decay by positron emission. However, such radionuclides 
may also undergo electron capture process which results in unwanted additional 
components on the spectrum; the characteristic X-rays of the daughter nucleus and its 
gamma-ray emission to reach stability. When positrons slow down, they lose their 
kinetic energy by excitation and ionisation before combining with the surrounding 
electrons. This type of energy loss contributes to a further local dose to the region of 
interest under investigation which differs from that which may result from the 
absorption of the more penetrating annihilation radiation. 
Two fundamental processes limit the accuracy with which a source of positron 
emitters can be localised, the finite range of positrons before annihilation, and the fact 
that the two photons are not necessarily emitted in exactlyback-to-back direction, they 
exhibit an angular spread of approximately 0.50. The two processes set a physical limit 
to the spatial resolution obtainable in PET as discussed in chapter 7. 
The coincidence events that are detected simultaneously by two opposing detectors 
correspond to a positron annihilation which takes place on the line between the two 
detectors. This establishes an electronic collimation which abolishes the need for lead 
collimators in the PET scanners. 
With respect to the reconstruction process, if the projection data are complete 
and ideal, both analytical and iterative methods can give highly accurate results [Brooks 
and Di Chiro, 1975]. When filter backprojection technique is employed, a proper 
(smooth) filter function is often chosen clinically by the tedious and time-consuming 
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process of trial and error [Gilland et aI, 1988]. On the other hand, iterative techniques 
which were used in early times with transmission tomography [Hounsfield, 1973], but 
are no longer used in X-ray tomography, still find application where the data sets are 
very noisy or incomplete as in emission tomography [Swindell and Webb, 1988]. With 
iterative techniques, variable values for the linear attenuation coefficients can be 
incorporated for intrinsic attenuation correction in SPECf from a transmission scan. 
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Chapter 2 
Reuiew of Detection Systems in PET 
2.1 Introduction 
The detection of gamma-ray photons starts with the detector where photons 
interact and output signals are generated. The output signals from the detector pass 
through an amplifier for amplification and shaping and the selection of pulses of 
interest follows. A discriminator is used to give logic pulses if the input signals pass 
the required threshold or noise level, also a single channel analyser (SCA) may be used 
to select pulses from an energy region of interest. 
With single photon emission tomography (SPECT) where a detector, an amplifier, and 
a discriminator (or SCA) are only required, photon counting is then straight forward 
and a counter is used to give a number showing the intensity of the detected photons. It 
is important that the detector should show a high detection efficiency to absorb most of 
the incident photons as well as a good energy resolution in order to discriminate against 
unwanted events i.e. scattered photons or other components. 
However, in circumstances where information about the arrival time of a quantum of 
radiation in the detector is of a particular interest, such as in positron tomography 
where two detecting channels are used, the detectors and their electronics should be 
optimised to give a high timing accuracy in order to examine whether the two detected 
photons correspond to the same annihilation event or not. 
Unlike SPECf, the detection system in PET requires one more physical property; fast 
response. The accuracy with which timing can be performed not only depends on the 
properties of the specific detector but also on the type of electronics used to process the 
signal. 
Fast detectors are useful in photon counting to allow the use of high countrates. In 
PET, such fast detectors provide more accuracy in relating the two pulses, from the 
two detecting channels, as in coincidence or not. 
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2.2 [)etectors for PET 
The relative high energy of the 511 ke V photons used in positron tomography 
requires that the detectors employed must have sufficient detection efficiency. Since 
timing is also given a priority in PET, the detectors must be fast enough so that events 
not related in time with each other (within a short period of time; time window) will be 
ignored and will not provide any recorded data for PET. 
With respect to energy analysis, detectors must have a high energy resolution. With 
timing measurements, a high time resolution is required. Therefore, in systems such as 
positron tomography where the radiation dose to the patient should be minimised, a 
compromise between those two parameters may be applied. However, detectors with 
slow response such as CsI(Tl) are not favourable [Farukhi, 1982]. 
Scintillation detectors have found great use in PET not only due to their being fast but 
also because of their high detection efficiency. Although the energy resolution is very 
poor with this kind of detector, it is not a concern in positron tomography since most of 
the sources employed are pure positron emitters; a simple spectrum does not require a 
very high resolution detector. 
Besides scintillators, other detectors have also been evaluated for application in PET 
and some of them have been used in systems. For example, multi wire proportional 
chambers (MWPC) were used because of the very good spatial resolution they 
provide. Although MWPC have a relatively low efficiency at 511 ke V, they can be built 
in sufficiently large areas for whole body imaging and with adequate sensitivity for 
PET. Lead converters are added to increase the detection efficiency from a fraction of 
1 % to approximately 10% [Ottet al, 1988]. The limitation in sensitivity has lead to the 
development of a hybrid system which combines barium fluoride scintillation crystals 
with the MWPC. Measurements from this prototype system indicate that the sensitivity 
will be close to that achieved with BGO crystals [Ott et al, 1990]. 
In general, scintillators remain the detectors of choice for positron tomography. 
With scintillators, the scintillation crystal acts to convert the absorbed gamma-ray 
energy into scintillation light which should be collected and therefore guided through 
the use of reflectors to the photodetector. A photodetector such as photomultiplier tube 
(PM-tube) or photodiode generates an electric pulse corresponding to the intensity of 
the incident light and therefore the energy of the detected photon. PM-tubes are in use 
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in PET due to their high gain and good timing properties. However, because of the 
relative large size and high cost of the PM-tubes, photodiodes have been examined 
with a view to replacing them in positron tomography [Lightstone et aI, 1986; Carrier 
et aI, 1988]. Such solid state devices have quantum efficiencies in excess of 60%, 
considerably higher than that of PM-tubes in common use for scintillation detection, 
can be made much smaller than phototubes and in a variety of shapes, and they are not 
affected by magnetic fields [Derenzo, 1984a]. 
2.2.1 Scintillation materials 
In the early designs of PET systems, sodium iodide [NaI(TI)] was employed 
because of its traditional widespread use in both medical and industrial fields. This 
scintillation material has a high light output (thus relatively high energy resolution), as 
well as an adequate fast scintillation decay constant of 230 ns. Part of the development 
work in the field of PET, is the need for detectors with higher detection efficiency and 
to enable the use of smaller detector sizes in order to have an improved spatial 
resolution. 
Therefore, due to the higher density, bismuth germinate (BGO) has replaced NaI(Tl) in 
positron tomography although it has a lower light output and a slightly slower 
scintillation decay constant (300 ns). When compared with NaI(Tl) crystals of the same 
size, the detection efficiency of BGO for annihilation photons is more than triple and 
the photofraction for different energy thresholds is found to be better with BGO either 
with or without a scattering medium of water. Since coincidence detection efficiency of 
annihilation radiation is proportional to the square of the single-crystal efficiency, this 
translates into a gain of 10-12 in coincidence detection efficiency [Cho and Farukhi, 
1977]. 
The high efficiency and non-hygroscopy of BGO allowed the use of narrower crystal 
size [Nahmias et aI, 1980], removed the need of the tungsten inserts in between the 
crystals [Weinberg et aI, 1986], and improved the packing fraction by replacing the 
volume occupied by the inserts by additional crystals [Nahmias et aI, 1982]. 
In addition, the quality of NaI(Tl) crystals was found to deteriorate over a period of 
two years. Progressive yellowing of the crystals resulted in worsening both the energy 
resolution as well as the time resolution. Based on these results, the NaI(TI) crystals 
were replaced with BGO crystals in the Donner 280-crystal positron tomography 
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system. This allowed comparison of the two detector materials in a large positron 
imaging system. As a result of the higher density of BGO, the radial resolution with 
the BGO detectors was clearly superior to that of the NaJ(TI) detectors due to the 
reduction in side penetration [Derenzo et al, 1979; Derenw et aI, 1981]. Nevertheless, 
NaI(TI) is preferred to BGO, for example, in continuous position-sensitive detectors 
with Anger's technique (large number of PM-tubes) as in PENN-PET where a high 
spatial resolution could not be achieved with a low light output [Muehllehner and Karp, 
1986]. 
Gadolinium orthosilicate (cerium activated), GSO, as another dense but faster 
scintillator (60 ns) has been recently applied in positron tomography [Carrier et aI, 
1988; Holte et aI, 1987]. Similar to BGO, this material is non hygroscopic but it has a 
smaller figure for the refraction index. 
Table (2.1) shows some of the physical parameters for the scintillation detectors that 
have been used in PET. 
Scintillator NaI(TI) BGO GSO NEI02 CsF BaF2 
Density (g/cm3) 3.67 7.13 6.71 1.03 4.64 4.89 
Linear aU. coeff. at 
0.34 0.92 511 keV (cm-l) 0.674 * 0.44 0.47 
Decay constant 
230 300 60 2.5 
0.8 
(ns) 2.4 620 
Wavelength of maximum 220 
emission (nm) 410 480 430 423 390 310 
Index of refraction at 
wavelengt? ~f maximum 1.85 2.15 1.9 1.58 1.48 1.57 
emISSIOn 1.55 
Hygroscopic Yes No No No Very No 
* The mean-free-path for NE102 is about ten times than for BGO [McIntyre, 1980]. 
Table 2.1. Properties of some scintillators used in PET. 
Light collection from the scintillator can be achieved by applying reflectors 
around all sides of the crystal except to that which the photodetector is coupled. 
Although total internal reflection is desirable at reflecting surfaces for better light 
collection, it must be minimised at the surface which is viewed by the photodetector to 
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prevent internal trapping that leads to the absorption of the light within the crystal. 
Transmission of the scintillation light to the surrounding medium is affected by the 
internal reflection at the interface, and each scintillation material has its own index of 
refraction (with respect to air). 
A transparent coupling medium is used between the scintillator and the photodetector to 
eliminate the air gap. Ideally, such a coupling medium has the same refractive index as 
the two bodies it is connecting [Keil, 1970]. Since light trapping increases with 
refractive index, scintillators with high index of refraction are not desirable because of 
the inefficient extraction of their light output. The smaller figure of this physical 
parameter for GSO of 1.9 provides an additional advantage over BGO which has an 
index of refraction of 2.15. 
It was suggested that efforts should be directed towards more efficient light collection 
from BGO scintillators by direct coupling to specially fabricated phototubes using 
windows with high index of refraction i.e. a dense glass or BGO itself [Derenzo et aI, 
1981], or by direct coupling of the avalanche photodiode without an intermediary 
window on the BGO surface [Lecomte et al, 1985]. 
Plastic scintillators have also been adopted in positron tomography because of their 
timing property. Since, such scintillators have constituents with low atomic numbers 
(hydrogen, carbon, oxygen), there is virtually no photoelectric cross-section for 
gamma rays of interest. As a result, typical organic scintillators show no photopeak 
and give rise only to a Compton continuum in their gamma-ray spectrum [Knoll, 
1979]. With the absence of pulse height discrimination, the plastic scintillator (NE102) 
has been applied in positron tomography [McIntyre, 1980]. 
Faster detectors are always desired in timing measurements; in positron 
tomography random contributions may be further reduced, high countrate is achieved, 
dynamic imaging may be carried out, and additional time-of-flight (TOF) information 
may be gained. 
Caesium fluoride (CsF) with its decay time constant of 2.5 ns was adopted in TOF 
positron tomography [Mullani et aI, 1980], and subsequently barium fluoride (BaF2) 
which has a density comparable to that of CsF but it is currently the only high-Z 
scintillator with a decay time constant of less than 1 ns [Knoll, 1979]. The light 
emission from BaF2 has two components, the fastest one has a decay time constant of 
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800 ps in the range of 200-250 nm wavelength with a peak at 220 nm, this requires 
PM-tubes sensitive in the ultra-violet region. The second component used to be the 
only one mentioned in the literature, it is a slow one with 620 ns decay time constant 
and a peak of emission at 310 nm [Gariod et aI, 1982]. The intensity of the fast 
component is about 16-20% of the total fluorescence yield [Cauteren et aI, 1986], and 
such total fluorescence yield is only 10% of that of NaI(TI) [Wong et al, 1984]. Laval 
et al [1983] reported a time resolution of 11 0 ps using a pair of BaF2 crystals for the 
annihilation photons which is comparable to NE 111, one of the best scintillators in 
timing. 
Although many scintillators have been developed for gamma photon detection, 
no single scintillator has the combined stopping power of BGO, the luminosity of 
NaI(TI), and the speed of BaF2. However, the recently discovered scintillatorlead 
carbonate (PbC03) with a stopping power similar to that of BGO and three decay time 
components of 5.6 ns (24%), 27 ns (48%), and 155 ns (28%), has been potentially 
considered useful for PET. But the light output is much lower than that of BGO (9%) 
and work is carried out to produce high quality crystals [Moses and Derenzo, 1990a; 
Moses et aI, 1991a]. Lead sulfate (PbS04) is another lead compound with similar 
properties to that of lead carbonate but a total light output of about 60% of BGO. Light 
output and fluorescent decay time are expected to improve [Derenzo et al, 1991]. 
The most promising detector is cerium doped lutetium oxyorthosilicate (LSO) which 
has a density similar to BGO and a light output as high as 75% of that of NaI(Tl), and 
the decay time is of 40 ns [Melcher and Schweitzer, 1992]. It seems that LSO exhibits 
crystal properties which make it, to date, probably the most useful scintillator for PET. 
2.2.2 Methods of time pick-off 
A time pick-off is used to generate a logic pulse which ideally is precisely 
related in time to the detected event. Such units could feature an energy discriminator 
against noise or a timing single channel analyser (TSCA). In practice, the time of the 
logic pulse relative to the nuclear event will always show statistical variations from 
event to event; the magnitude of this will depend on the properties of both the detector 
and the time pick-off. Two main factors lead to some uncertainty in deriving the timing 
logic pulse, time jitter and time walk. 
Time jitter applies when the input pulse amplitude is constant. An important 
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source of time jitter is the random fluctuations in the signal pulse size and shape due to 
the electronic noise that is added to the linear pulse prior to the time pick-off. Another 
is the discrete nature of the electronic signal as generated in the detector [Knoll, 1979]. 
So the time jitter in any system will be less for the high energy events because the 
detector signal shows less statistical variations as it is made up from more charge 
carriers, and the relative contribution of noise is less [Nicholson, 1974]. 
Time walk originates from the action of the pick-off device in giving a 
dependency of the relative timing of the output logic pulse with the amplitude of the 
detector signals. Pulse height discriminators i.e. single channel analysers (SeA) have 
a large component of time walk, hence such devices make unsatisfactory substitutes for 
timing studies. Figure (2.1) shows the time walk for different pulse sizes. 
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Figure 2.1. Time walk. 
Most SeAs used in nuclear medicine employ leading-edge timing. With Na/(TI) 
detectors, the timing inaccuracy is 5-50 ns because the timing of the output pulse 
depends on the amplitude of the input pulse [Sorenson and Phelps, 1987]. 
The timing characteristics of a given system depend greatly on the dynamic range (ratio 
of maximum to minimum pulse height) of the signal pulses. The best timing 
performance will be achieved if the input pulses are confined to a very narrow range in 
amplitude, because then only sources of time jitter contribute to uncertainty. 
The most popular pick-off methods are leading edge, crossover, and constant 
fraction. Those three methods of time pick-offs vary considerably in their time walk 
properties. 
a) Leading edge is a simple and widely applied method. It is to sense the time that 
the pulse crosses a fixed discrimination level. This method is common and can be quite 
effective, especially with the narrow dynamic range of input pulses [Knoll, 1979]. For 
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a large dynamic range the time walk effect may dominate the timing accuracy as 
illustrated in figure (2.1) [Moszynski and Bengtson, 1979] 
b) Crossover timing method of pick-off was developed to overcome the serious 
effect inherent with wide dynamic range use of leading-edge [Moszynski and 
Bengtson, 1979]. This method requires the input pulse to have a bipolar shape, figure 
(2.2). 
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Figure 2.2. Bipolar pulses of different amplitude showing the same time of zero-
crossover. The square pulses are the output of the discriminator. 
Even with different pulse amplitudes, the time at which the waveform crosses from the 
positive to the negative side of the axis is theoretically independent of the amplitude, 
and depends only on the shaping time constant chosen for the network [Knoll, 1979]. 
This type of pick-off shows very small time walk but derives the timing of the output 
pulse from a statistically uncertain part of the detector signal [Nicholson, 1974]. The 
time accuracy when using crossover pick-off is better than leading edge for large 
dynamic ranges. But, for a narrow dynamic range the accuracy is worse than with 
leading edge because the discriminator fraction of crossover timing is usually 50%, 
which gives a large statistical time jitter of the scintillation detector [Moszynski and 
Bengtson, 1979]. 
c) Constant fraction of pulse height timing has, to some extent, the advantages of , 
both leading edge and zero crossing timing in that it is normally walk free but utilises 
the statistically more significant information of the leading edge of the pulse [Nicholson 
1974]. This technique is similar to a discriminator with a threshold that is a constant 
fraction of the signal amplitude. A zero crossover can be derived by summing the pulse 
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after being attenuated with an inverted and delayed version of its original waveform, as 
shown in figure (2.3). This point is then independent of amplitude for all pulses of 
constant shape. The time that this pulse crosses the zero axis is independent of the 
pulse amplitude, and corresponds to the time at which the pulse reaches the fraction (f) 
of its final amplitude. The best timing characteristics are obtained with a fraction in the 
region of 10-15% [Nicholson, 1974; Knoll, 1979]. 
(A) Input signal (B) Attenuated signal 
" }v 
14 Delay.~ t V Zero 
(C) Inverted and delayed signal (D) Shaped signal for timing 
Figure 2.3. Waveform in the constant fraction time pick-off method. For clarity, only 
the leading edge of the pulse is shown. 
2.3 Detector configuration in PET 
In positron tomography instrumentation, the literature is very rich in the area 
regarding the detectors and their designs. Generally, a large number of detectors are 
arranged to surround the patient, and each detector is made to be in coincidence with 
more than one opposing detector in order to increase the system sensitivity. The 
annihilation detection process provides the advantage of electronic collimation which 
omits the need for lead collimation and therefore helps to further improve the sensitivity 
and simplify the design of the PET scanners. 
Scintillation detectors [NaI(Tl)/PM-tube] have been in use since early times in positron 
coincidence detection with rectilinear scanning systems [Brownell and Sweet, 1953]. 
When PET scanners were started to be built, many individual scintillation detectors 
were placed next to each other in banks in hexagonal or octagonal geometries, or in a 
circle to form a ring around the patient. Another start was with a dual-headed gamma 
camera to build a positron imaging system [Muehllehner, 1975]. 
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2.3.1 Towards high spatial resolution 
The recent trend in the field of positron tomography has been to design multiple 
rings of densely packed detector arrays with many crystals that localise the gamma-ray 
interaction within the width of each discrete crystal [Karp and Muehllehner, 1988]. 
Rectangular scintillation crystals are more preferable than cylindrical ones for the high 
packing ratio [Murayama et al, 1982]. Generally, the width of the crystals being used 
is less than 6 mm, since this dimension defines the in-plane resolution. The height, 
which defines the slice thickness and axial resolution, is usually less than 10 mm. The 
smallest photomultipliers are still larger than the crystals of interest, for example, with 
10 mm circular diameter or 6-mm x 24-mm rectangular area. Nevertheless, many 
solutions have been proposed and implemented so that systems are now being 
designed with crystals as narrow as 2 mm [Karp and Muehllehner, 1988]. 
Rather than mention every design, several general schemes and some unique 
approaches are discussed. Although many of these schemes seem different in 
application, there are two basic approaches. The first is to couple each crystal 
individually to a photodetector. This approach becomes increasingly difficult and costly 
as crystals get smaller. So, the second approach which is becoming more popular, is to 
differentiate among as many crystals (or resolution elements, in the case of a 
continuous detector) as possible with as a few photomultipliers as possible. 
1) One PMT with one crystal 
To preserve the one-to-one coupling and close packing of crystals, several 
methods have been devised to couple a small crystal to a larger PM -tube. In the Donner 
ring where thin NaI(Tl) crystals (8 mm) [Derenzo et aI, 1977], later replaced by BGO 
crystals (9.5 mm) [Derenzo et aI, 1981], the coupling of each was with a 38-mm 
diameter PM -tube and they were packed next to each other to fonn a 280-crystal ring, 
the set of the light guides that passed the scintillation light to the PM-tubes was 
arranged at five different angles with respect to the image plane to allow the compact 
packing of the crystals, figure (2.4A). The newer design from this group, the Donner 
600 crystal tomograph [Derenzo et aI, 1987], is with 14 mm diameter PM-tubes 
directly coupled to BGO crystals of 3 mm in width from three different orientations as 
shown in figure (2.4B). Both configurations of this scanner do not allow expansion to 
a multislice system, since the PM-tubes point out of the image plane. 
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Figure 2.4. Various scintillators-PM tube coupling scheme. 
A) One-to-one, light guide coupling. B) One-to-one, partial coupling. C) PM-tubes 
with grid wires. D) Multi Anode PM-tube. E) Silicon Photodiodes to identify each 
crystal. F) Notched light guide to channel light in different ratios to four PM-tubes to 
identify 32 BGO crystals. 
2) One PMT with many crystals 
Several specialised PM-tubes have been developed that can differentiate among 
several small crystals coupled to them. Murayamaet al [1984] presented PM-tubes 
with grid wires under each crystal to identify two 4-mm wide BGO crystals (figure 
2.4C). Similarly, a direct coupling of a group of crystals to a multi-anode PM-tube is 
shown in figure (2.4D) [Budinger et aI, 1982]. Although it is more expensive than a 
conventional PM-tube, a multi-anode PM-tube permits closer packing because of the 
reduction of the dead space of the thick glass walls. 
As an alternative solution to eliminate the PM-tube for crystal identification, is to make 
use of two different crystal materials mounted on the same conventional 
photomultiplier with identification based on their different timing characteristics. 
Eriksson et al [1985] investigated this technique with BGO and GSO scintillators 
which have similar stopping powers, but GSO has a much shorter decay time constant 
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(60 ns) than BGO (300 ns). The two crystals were 6 mm wide each and the PM-tube 
was 14 mm in diameter. Faster scintillators, CsF and BaF2, have been combined in the 
same manner for TOF-PET [Wong et al, 1984]. 
In further attempts to eliminate the PM-tubes for crystal identification. Derenzo [1984b] 
proposed the concept of figure (2.4E) which involves the use of a high quality single-
anode square phototube for timing and pulse height data analysis, and separate coding 
or identifying detectors. The use of photodiodes to identify crystals in such a system, 
requires that the photodiodes detect some of the light photons available from the 511 
ke V photon interaction in the scintillator. 
3) More than one PMT 
The relative amount of light received by a phototube is the principle behind the 
quad BGO detector [Murayamaet aI, 1982]. This detector unit is composed of four 15 
mm-wide BGO crystals stuck together to two 29-mm diameter PM-tubes. By optically 
coupling between the inner crystals and optically shielding the outer crystals, the 
crystal that scintillates can be identified by the ratio of the light measured by the two 
PM -tubes, however, the scintillation in one of the outer crystals produces a signal from 
one of the PM-tubes. This work has expanded to include smaller size of 16 BGO 
crystals packed in a 4x4 array and coupled to two dual PM-tubes [Min et aI, 1987]. 
This block provides a two-dimensional light sharing scheme of the crystal bundle 
directly coupled to PM-tubes to reduce the light transfer loss between crystal and PM-
tubes. 
Another approach that carries this further is by coupling a 32 (4x8) matrix of BGO 
crystals to four PM-tubes through a unique light guide. By putting notches of varying 
lengths in the light guide between each crystal boundary in the transverse direction, the 
light from each crystal is channelled into each phototube in different proportions as in 
figure (2.4F) [Casey and Nutt, 1986]. PET scanners based on block detectors of 64 
(8X8) arrangement of BGO are in use nowadays [Spinks et al, 1992]. 
4) PMT and optical fibres 
McIntyre et al [1986] constructed a positron tomograph in which plastic 
scintillators (NEI02) were used with optical fibres. Each ring in the tomograph has 
1024 detectors wi th a radial thickness of 16 cm to give good efficiency. Each 
scintillator wedge has a width of 2 mm at its inner radius and 3 mm at its outer (a mean 
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detection width of 2.4 rrun). However, to locate the scintillation event within the radial 
direction and get depth of interaction information, the detector array is divided into 16 
concentric rings with a radial width of 1 cm. A complete ring, then has 1024 x 16 = 
16,384 independent scintillators. With the use of an optical system consisting of 1 rrnn 
diameter fibres and mirrors for the collection and the transmission of the scintillation 
light, the number of PM-tubes required for an eight ring tomograph can be reduced to 
288. The eight rings are separated by seven lead septa. The choice for the plastic 
scintillator NEI02 is due to its high rate of photon emission with respect to its 
scintillation decay constant, as termed figure of merit. Also, plastic scintillators cost 
very much less than for example Nal(Tl) or BGO [McIntyre, 1980] 
5) Position-Sensitive PMT 
Watanabe et al [1991] constructed a scanner incorporating two-dimensional 
position-sensitive PM-tubes. Each detector block consists of a 75-mm square PMT and 
a group of small BGO crystals [1.7xl0xI7 (thick) mm]. The crystals are arranged in 4 
arrays to provide 4 tomographic rings, and each array has 33 crystals. In total, the 
system has 15 PMTs and 1980 crystals (495 per ring). 
The extension of this system gives the ability to provide 3-dimensionaI information as 
has been shown by Shimizu et al [1988]. By having pillar shaped scintillation elements 
(BGO) bundled-up and coupled to two position-sensitive PM-tubes at their ends, 3-D 
information as well as depth of interaction can be achieved. These 3-D blocks are to be 
put to form a tomographic ring, figure (2.5A), in a similar fashion to the early work of 
Mullani et al [1978] in which the 17 cm long sodium iodide crystals were coupled to 
two PM-tubes at their ends. The ratio of the output signals gives the position 
information in one-dimension. 
6) Continuous detectors 
A more continuous light sampling is used in the peR -I positron tomograph. In 
this single ring tomograph, 360 BGO crystals 4-mm wide are coupled through a light 
guide to 90 PM-tubes. The light distribution spreads in the light guide, and an analog 
encoding scheme determines the crystal closed to the centre of brightness. This one-
dimensional detector has all the characteristics of a continuous detector except that the 
spatial resolution can not be better than the element width [Burnham et aI, 1984]. 
In PENN-PET, a truly six continuous Nal(TI) detectors were arranged in a 
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hexagon whereby the position is detennined from the centroid of the light in the crystal 
with Anger's technique [Muehllehner and Karp, 1986]. Using 50-mm diameter PM-
tubes, the position could be determined to 4-mm. Since the spatial resolution depends 
on the statistical fluctuations of the signals, a scintillator with a high light output is 
essential. For this reason NaI(Tl) is used because of its high light output which is 
about seven times of that of BGG. 
Based on this version, Muehllehneret al [1988] developed a multi-slice hexagonal 
tomograph with large area NaI(Tl) crystals, each one with dimensions of 50x15x2.5 
em and viewed by an array of 30 PM-tubes arranged in three rows of ten. 
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Figure 25. A) 3-D detector and its application to a positron ring. 
B) Dual channel nwdule : one avalanche photodiode per two crystals (BGO-GSO). 
7) Photodiodes replacing PM-tubes 
Because of the good advantages of the photodiodes as photodetectors for the 
scintillation light, photodiodes have replaced the PM-tubes in transmission tomography 
where they were coupled to CsI(Tl) crystals [Boyd, 1979]. 
Photodiodes also have been considered for use in PET [Lightstone et ai, 1986], 
however, due to their poor time perfonnance and low gain, Turko et al [1987] 
eliminated their possible application in positron tomography and selected PM-tubes for 
use in the Donner 600-detector tomograph. In spite of the above argument, Carrier et al 
[1988] designed the first PET camera incorporating photodiodes with crystals in a one-
to-one geometry. Each detector channel consists of two optically coupled crystals 
(BGG-GSG) with a single tiny avalanche photodiode cemented to one end of the 
assembly. The crystals have a 3x5 mm cross section, and their arrangement is to 
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provide depth of interaction for resolution unifonnity across the field of view, figure 
(2.5B). 
2.3.2 Towards more uniform resolution 
In the current PET tomographs, usually circular systems consisting of narrow 
BGO crystals, the spatial resolution deteriorates in the radial direction as the distance 
from the centre of the ring increases. This degradation occurs when oblique gamma 
rays either penetrate the first crystal but interact in an adjacent crystal, or else undergo 
Compton scattering in the first crystal and produce secondary gamma rays which pass 
through that crystal and interact in an adjacent crystal, figure 2.6A. This penetration is 
more probable as the crystals are made narrower for high-resolution PET. Also, the 
crystals must be thick enough to stop the 511 keY photons effectively, typically 3 em 
deep [Casey and Nutt, 1986], and there is a chance that gamma ray interaction occurs 
near the front of the primary crystal or pass through and interact near the rear of an 
adjacent crystal. Since the depth of interaction is not known, the gamma ray is assumed 
to interact at the surface of the crystal, introducing an error in its trajectory and thus the 
line along which the event is back-projected [Karp and Muehllehner, 1988]. Even with 
BGO crystals, which have a very high stopping power, the radial resolution is several 
millimetres worse near the edge of the field of view than the centre of the scanner 
[Brooks et aI, 1980]. Derenzoet al [1981] compared both BGO and NaI(TI) crystals 
with similar size and found out that the degradation in the radial resolution is much 
worse with the latter. 
One of the attempts to solve this problem is by inserting septa between the 
crystals to reduce this effect [Eriksson et aI, 1985], however, this reduces the packing 
fraction and thus the sensitivity. Cho et al [1984] tried to improve the detection 
efficiency of the thin scintillator by shaping the front face of the crystal to form a 
wedge in order to make the absorption length longer for obliquely incident photons. It 
was found that for incident angles of 200 and 300, the primary detection efficiency , 
increases relative to a conventional rectangular shape, and the spillage to an adjacent 
crystal is reduced. However, when combining both the use of septa and the wedge face 
crystals an improvement in resolution was observed with lesser degradation in 
sensitivity [Holmes and Ficke, 1985]. Another approach was proposed by Wong 
[1986] to determine the depth of interaction using a stratified ring with two or three 
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thinner layers of crystals rather than one thick layer. This technique would allow 
detennination of the depth of interaction to one-half or one-third of the total depth, but 
would require a more complicated crystal and PM-tube encoding scheme, particularly 
for multiple rings. Wong [1986] calculated that the radial elongation with a three-layer 
system is significantly reduced and eliminates the need for the septa between the 
crystals. 
The circular PET systems that have been implemented with the capability of depth of 
interaction are that of Carrier et al [1988] using bilayered crystals (BGO-GSO) coupled 
to a photodiode, and that of McIntyre [1986] in which each ring of the PET tomograph 
is divided into 16 concentric rings and a complete ring has 16,384 independent plastic 
scintillators. A proposed design of a bundle of thin BGO crystals coupled to two 
position-sensitive PM-tubes to provide 3-D information was presented by Shimizu et al 
[1988], whereas multi slices can be produced as well as depth of interaction. 
In contrast, with hexagonal systems using continuous detectors and Anger's 
positioning i.e. the PENN-PET, all source locations including the centre of the scanner 
will give rise to gamma rays that enter the crystal obliquely (figure 2.6B). Therefore, 
the effect of parallax error on the system's spatial resolution is seen throughout the field 
of view but is less severe than with the circular scanner [Karp and Daube-
Witherspoon, 1987]. Still, the uncertainty of the depth of interaction causes an average 
degradation to the spatial resolution of 1.5 mm [Karp and Muehllehner, 1988]. 
CIRCULAR PET HEXAGONAL PET 
A B 
Figure 2.6. A) Spatial resolution is degraded in circular systems as a/unction o/radial 
position owing to penetration o/radiation into adjacent crystals. B) In hexagonal 
systems spatial resolution is degraded uniformly throughout the field o/view owing to 
uncertainty regarding the depth 0/ interaction in the crystal. 
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Some work has been done to determine the depth of interaction in such large area 
crystal detectors, by measuring the width of the light response distribution in the 
crystal [Karp et aI, 1986; Rogers et aI, 1986], or by measuring the change in the 
scintillation decay time with a temperature gradient applied across the crystal [Karp and 
Daube-Witherspoon, 1987]. 
A software approach using Monte Carlo simulation of the Donner 6OO-crystal 
circular ring tomograph was carried out to compensate for crystal penetration. 
Huesman et al [1989] developed a mathematical correction by performing a two-
dimensional spatially variant deconvolution of the emission data-set. 
Moses and Derenzo [1990b] modelled the depth-of-interaction (DOl) measurement 
resolution along a 25-mm crystal with a Gaussian distribution with various FWHMs, 
and the data were re-binned according to the measured positions of the two interaction 
points. With a DOl resolution of 3-mm the radial elongation was removed up to radial 
distances of 12 cm from the centre. The radial elongation steadily increases as the depth 
resolution increases to 9-mm FWHM, at which point it is equal to the elongation when 
such DOl information are not utilised. A further modification includes the penetration 
probability which is maximised by varying the penetration position and the data re-
binned based on the most likely value of the position [Moses et al, 1991b]. 
In general, the uncertainty about the depth of interaction can cause the 
resolution to worsen at the edge of the field of view of a circular tomograph by as 
much as 50%, and with image resolutions reaching 3 to 5 mm, this problem becomes 
the most important limiting factor in spatial resolution [Karp and Muehllehner, 1988]. 
2.3.3 Towards improued sampling 
The spatial resolution of a PET system is approximately half the physical 
dimension of the detector (the distance between the detector centres) and varies with 
source position showing radial elongation as has been discussed earlier. Systems that 
employ relatively large crystals have limited linear and angular sampling, so that 
motion of the gantry is required for improved sampling and therefore, better resolution. 
Figure (2.7) shows different sampling schemes that are discussed below. 
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Figure 2.7. Various sampling schemes. A) Scan-Rotate. B) Wobble. C) Positology. 
D) Dichotomic. E) Clam-shell. 
A scan-rotate motion is used with systems using a hexagonal or octagonal array 
of discrete detectors in which a linear translation of the detector banks is employed to 
increase the linear sampling and rotation of the whole detector array to improve the 
angular sampling [Ter-Pogossian et aI, 1978]. This arrangement has the advantage that 
it is easy to achieve any desired sampling interval by controlling the amount of motion 
between data points [Karp and Muehllehner, 1988]. 
With circular ring tomographs, several approaches were used to overcome sampling 
limitations, for example, by adding a small amount of movement (oscillation) to the 
tomographic ring equal to a rotation by half the detector spacing, the linear sampling 
can be improved by a factor of two [Cho et aI, 1976]. Other methods for improved 
sampling include splitting the circular ring of detectors into two halves and moving 
them relative to each other either in a dichotomic [Cho et aI, 1981] or a clam-shell 
motion [Derenzo et aI, 1981]. Alternatively, the detectors can be arranged at irregular 
intervals along the ring, the ring can be rotated at 3600, in what is called positology 
motion [Nohara et aI, 1980]. 
Another motion, called wobbling is applied with circular rings. In this motion the 
orientation of the ring remains fixed while the centre of the ring moves in a small 
circular path. This results in a translation of each detector pair [Bohm et al, 1978]. 
Muehllehner et al [1983] avoided the problems associated with moving discrete 
detectors by using continuous position-sensitive detectors whereas high spatial 
sampling can be achieved without the motion of the detector gantry. 
A scanner that is stationary during data acquisition is well suited to gated cardiac 
imaging since it is difficult to synchronise the motion of the scanner with that of the 
beating heart [Karp and Muehllehner, 1988]. 
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2.3.4 Time-of-flight (TOF) systems 
In conventional positron tomography two photons are detected in coincidence 
defining a line through the object to be imaged, the origin of the two photons (point of 
positron annihilation) can be anywhere along that line. Whereas in the case of TOF-
PET, for each event detected, a measure of the time-of-flight difference between the 
two annihilation photons provides an approximate value for the position of the source 
(annihilation point within the object). The position information thus obtained is 
associated with an uncertainty that depends on the properties of the detector and the 
processing electronics. The relationship between the position of the positron source 
and the difference in time-of-arrival at the detector is ~t = 2 ~x Ic, where c is the speed 
of light, and ~x is the distance from the source to the midpoint between the two 
detectors. 
The utilisation of scintillation detectors, fast PM-tubes, and fast timing circuits allow 
sub-nanosecond coincidence timing resolution for the effective use of TOF in PET. 
With a time resolution of 300 ps for BaF2, one can expect position information with an 
error of 4.5 cm FWHM. The incorporation of TOF information into PET 
reconstruction process improves several-fold the signal-to-noise ratio in the image 
reconstruction at the cost of increasing the amount of data to be processed [Ter-
Pogossian et aI, 1981]. Allemondet al [1980] state that for a TOF resolving time of 
500 ps FWHM the signal-to-noise ratio is about 2.9 than that obtained by a 
conventional PET technique. Without such additional TOF information, it would need 
several times the number of counts to achieve the same increase in signal-to-noise ratio. 
Such gain in the signal-to-noise ratio could be exploited in PET examinations either 
through the reduction of radiation dose to the patient or higher contrast resolution in 
the image, or shorter data acquisition time [Ter-Pogossian et aI, 1981]. 
The technique also results in a system with high countrate capability and good rejection 
of random coincidences, making TOF-PET systems particularly useful for fast 
dynamic studies. The reduction in random coincidences allows the use of more intense 
transmission sources for acquisition of attenuation data required for quantitative studies 
[Budinger, 1983], 
As far as the discussion regarding the detection system in PET is concerned, 
CsF was the first scintillator used in TOF-PET [Mullani et aI, 1980], now it has been 
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replaced by BaF2 [Gariod et al, 1982] which shows a similar density but it is faster and 
therefore it is more attractive for TOF measurements. Both scintillators are less efficient 
than the BGO used in conventional PET, thus much of the gain in signal-to-noise ratio 
of TOF systems when calculated for equal efficiency of detectors is offset when the 
decreased efficiency of those two fast scintillators is taken into account [Budinger, 
1983]. Therefore, the implementation of such kind of detectors requires crystals with a 
slightly larger size compared with the case of BGO. However, for larger crystals the 
light collection process and self absorption introduce a time spread and affect the decay 
time constant [Moszynski and Bengtson, 1979]. 
In addition there is a timing error due to the size of the scintillator. This error arises 
because the speed of scintillation light in the crystal is different from the 511 keY 
photons. If a scintillation event occurs at the back of one detector and the front of the 
opposing coincident detector, a timing error occurs due to the effect of the index of 
refraction on the speed of the low-energy photons such as light. With, for example, 
CsF crystals of 3 cm deep, the maximum error in position is 1 cm. In practice the 
average error will be 1/2 of this [Budinger, 1983]. So, it is necessary to evaluate the 
relative improvement in image quality with timing before an optimum crystal-length can 
be determined [Mull ani et al, 1981]. 
2.3.5 Other deSigns 
PET scanners are usually equipped with a 68(Je ring source to provide a 
transmission beam of annihilation photons across the patient and therefore a 
transmission scan is produced for the direct method of attenuation correction (as 
discussed in chapter 6). Data are recorded in coincidence by the surrounding detectors 
as usually done when emission scans are performed. Then, the patient is injected with 
the required positron emitter pharmaceutical and the emission scan follows. When the 
ring source is not being used (i.e. while emission scan is in a progress), it is parked 
inside the lead shielding of the tomograph. 
For more accurate data collection for the transmission scan, an orbiting source can be 
implemented to replace the ring source [Huesman et aI, 1988]. As the source orbits the 
patient section, only detector pairs that are collinear with it accept coincidence events to 
be recorded as data for the transmission scan. This results in a dramatic reduction in 
both accidental and scatter coincidences and therefore a better estimate of attenuation 
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factors is obtained. Since accidental coincidences were the rate-limiting factors in 
transmission data acquisition, this technique allows to acquire sufficient transmission 
data in a shorter time with a more active transmission source. 
Furthennore, Thompson et al [1989] have demonstrated the feasibility of simultaneous 
transmission and emission scans in PET using the orbiting source. In their work, the 
point source of 6SOe is encapsulated in lead which shapes the profile of annihilation 
photons into a fan beam in the scanning plane. Detectorpairs whose chords intersect 
the field of view of the fan beam accept data for the transmission scan, while those far 
from collinear record an emission scan from activity in the patient-slice. By masking 
the source in lead, most of the other detector pairs are available to record positron 
annihilation from within the patient section. Since the acquisition of the transmission 
scan is contaminated by activity in the section being imaged, a small fraction of the 
emission scan is required to be subtracted from the transmission scan. This technique 
results in a reduced scanning time and improving patient comfort. 
2.4 Summary 
Over the past few years, there has been a growing interest in the development 
of new detectors and detection schemes for high spatial resolution positron emission 
tomography, the objective being to achieve a resolution approaching the theoretical 
limit of 2-3 mm FWHM over large field-of-views. As has been discussed, numerous 
solutions based on various codings of the scintillators to a smaller number of 
photomultiplier tubes have been proposed. All of these systems have a significantly 
higher dead time due to the detection system since the measurement of every event 
involves many detectors. In addition, most of these schemes suffer from a loss of 
resolution, estimated to 1-2 mm, because they do not provide the capability to 
discriminate against multiple interaction events spreading out the energy into more than 
one crystal. This effect, combined with the inherent inaccuracies of position decoding 
logic, limits the system intrinsic resolution to 4 mm FWHM or more [Carrier et aI, 
1988]. It is significant, in this respect, that the systems now achieving the highest 
intrinsic resolution have a low degree of coding such as the animal PET scanner 
developed by Tomitani et al [1985] using a gridded PM-tube and two BOO crystals 
providing a resolution of 2.8 mm at the centre, or the use of a direct coupling of a PM-
tube to each scintillator as with the Donner 600 crystal PET whereas a resolution of 2.6 
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mm at the centre is achieved [Derenzo et aI, 1988]. The drawbacks with these latter 
systems is a lower detection efficiency resulting from the smaller effective photoelectric 
fraction of small discrete crystals and increased complexity and cost due to the large 
number of electronic channels [Carrier et aI, 1988]. 
Furthermore, improvement in sampling involves both the use of the depth of 
gamma ray interaction within the crystal, and the movement of the detectors in various 
ways. However, stationary scanners are preferred for dynamic studies or gated cardiac 
imaging. 
The improvements in image quality of PET systems have been achieved by 
improving the signal-to-noiseratio with the use of two methods; 1) using very small 
scintillation crystals, typically BGO, to achieve the best possible spatial resolution, 
thereby aiming to preserve the object contrast in the imaging process, and 2) using 
TOF information to reduce the image noise. 
If the object to be imaged contains mostly large, low-contrast structures, then utilising 
TOF information, and thereby reducing the noise is more important than improving the 
spatial resolution. If, on the other hand, the object is small and contains fine structures 
and the contrast is high, then TOF information is of little benefit, whereas an 
improvement in spatial resolution quickly improves the image contrast, thereby 
improving the signal-ta-noise ratio [Karp and Muehllehner, 1988]. 
At last, on the light of the contents of this chapter, it is clear that PET 
instrumentations involve a very wide range of systems with different designs aiming 
for better images of the positron emitter distribution. 
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Chapter 3 
Annihilation Coincidence Detection 
3.1 The BGO detectors 
In this study of non time-of-flight positron emission tomography, two BGO 
scintillation detectors have been chosen to carry out the work. The choice is due to the 
high detection efficiency of BGO and its common use in conventional PET as has been 
discussed earlier. The scanner in this work (as described in the next chapter) is an 
experimental set-up and incorporates only one pair of detectors. Collimation is used to 
reduce the detecting area of the detectors to a smaller size. 
Each detector consists of a crystal of dimensions: 12-mm diameter x 12-mm thick, 
which is coupled with a 19 mm-diameter Hamamatsu R1450 PM-tube in an integral 
assembly. The PM-tubes are with spectral response in the range of 300-650 nm, 
suitable for use with BGO. Both detectors were supplied by Hilger Analytical 
Company with a high voltage connection and two separate connections for the anode 
and dynode signals. 
The usual way of performing energy analysis using a scintillation detector is by 
processing the anode signals from the PM-tube with the required shaping and 
amplification parameters. However, with PM-tubes involved in timing measurements 
and have two separate outputs, the energy analysis may be done with the positive 
signals from the last dynode whereas the negative anode signals are used for timing. 
Since the transit time spread of the pulses attributed to the multiplier section of the tube 
decreases with increasing the applied voltage, the best timing performance is normally 
obtained by operating the PM-tube at maximum voltage permitted by the rating [Knoll, ' 
1979]. Therefore, a voltage of 1800 volts was applied to these detectors. 
The energy spectrum using the dynode signals for one of the detectors is presented in 
figure 3.1. The intrinsic detection efficiency and energy resolution of these two 
detectors for the annihilation photopeak are 0.225 (+/-0.008) and 15.9 (+/-0.5)% for 
one detector and 0.238 (+/-0.009) and 17.6 (+/-0.5)% for the other detector, for the 
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setting adopted for the experiment. 
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Figure 3.1. The energy spectrum of22Na sourcefrom one of the two detectors 
showing the region below the annihilation peak containing more scattered photons than 
from a pure positron emitter because of the higher energy gamma-ray line. 
The two detectors produce very similar energy spectra and the difference in 
performance (energy efficiency and resolution) is small so that when the two energy 
spectra are taken by the two detectors they seem to overlap. However, it is not 
experimentally possible to have both detectors with exactly identical performance, 
therefore work can be carried out in spite of such variations in detector response and 
consideration is taken into account for this using correction factors. 
In order to have a high detection sensitivity, most PET scanners use a low 
energy threshold to accept a large number of photons. This is done under the 
assumption that primary photons are scattered within the detector material and 
incorrectly recorded as scattered events from within the patient. So, the photopeak 
energy window using BOO detectors is typically 250-800 ke V [Kanno et aI, 1985]. 
Derenzo et al [1987] used an energy window of 350-1000 keY, and the lower energy 
threshold may fall, for example, to 200 keY [Derenzo et aI, 1988]. With NaI(TI) 
detectors, Bohm et al [1978] selected an energy window of 100-630 keY. However, 
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because most sources used with PET are pure positron emitters, Nahmias [1985] used 
only a lower energy threshold discrimination of 350 ke V with BOO detectors, whereas 
Spinks et al [1992] selected a higher energy threshold of 380 ke V. 
In our case we select the energy window that covers all photons within the FWfM of 
the photopeak region. Since there is a slight difference between the two detector 
spectra, we refer to the one which exhibits the wider energy resolution to determine the 
FWfM and therefore set accordingly both lower and upper energy limits. Such limits 
are also used for the opposing detector although it exhibits a slightly narrower full 
energy photopeak. The FWTM values for both detectors are 441-584 ke V and 436-594 
keY respectively, and since both detectors show some instability in the energy spectra 
with different periods in the course of measurements, the photopeak energy window 
was chosen to be slightly wider and corresponded to 420 to 600 ke V throughout the 
work in this chapter. 
The correction for the difference in detection efficiency is not required in annihilation 
coincidence detection since the overall detection of the pair of detectors is only required 
and it depends on the product of both detector efficiencies. However, in the case of a 
SPECT study using two opposing detectors, correction for the photopeak efficiency is 
necessary. This can be done by recording the number of counts in the photopeak 
windows of the two detectors using a point source in the middle and counting for a 
long time. Then a multiplying factor is used to normalise the two readings. 
3.2 Time resolution 
The time resolution of the coincidence circuit is the index of performance that 
shows how fast the detection system is. We need to study the time spectroscopy of the 
system (detectors, electronics) in order to obtain a value for the time resolution. 
The time to amplitude converter (TAC) is used in this case to produce a pulse with an 
amplitude proportional to the time interval between input start and stop pulses. The 
differential amplitude distribution of the TAC pulses as recorded by a multichannel 
analyser (MCA) shows the distribution of the time intervals between start and stop 
pulses, and it is called the time spectrum. A fixed time delay is also present in the 
stop branch, figure 3.2. 
When the detection of the two photons in both detectors occurs then each time pick-off 
generates the logic pulse. On the start path, the logic pulse enables the capacitor circuit 
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in the TAC unit to begin charging. On the other side, the logic pulse arrives to the TAC 
after being delayed for a fixed period of time (fixed delay) and will stop the charging 
process. This amount of charge is then proportional to the time difference between the 
start and the stop pulses. In the absence of time jitter or walk, the start and the stop 
pulses are always separated by the fixed delay value and the TAC always produces a 
constant-amplitude output. 
Detector I ~ 13+ ~ I Detector I 
Time Time 
Pick-off Pick-off 
Fixed 
Delay 
Start Stop 
... TAC 
-
~ 
MCA 
Figure 3.2. System arrangement for recording time spectrum. 
However, since any time pick-off method will always involve some degree of jitter and 
time walk, the time spectrum displays a peak around the value corresponding to the 
constant amplitude that is produced because of the presence of the fixed delay, figure 
3.3. Without the delay difference between the two branches, this peak would be 
centred about time zero, and therefore only about half of its shape would be measured. 
Introducing the fixed delay into the stop channel moves the entire time spectrum to the 
right by an amount equal to the delay, and allows both sides of the peak to be recorded. 
This peak corresponds to the true coincidences, that is, both photons emitted from the 
same annihilation event within the source. For the case in which detectors, electronics 
and triggering conditions are nearly identical in both branches, then all sources of time 
jitter and walk should be symmetric and therefore the peak should be symmetric. The 
full width at half maximum of this peak (FWHM) is used as a measure of the overall 
timing uncertainty in the measurement system and it is called the time resolution. The 
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sharper the peak, the better the time resolution of the system; in other words the system 
is faster. 
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Figure 3.3. Time spectrum of a simple coincidence circuit. Preamplifiers, energy 
amplifiers and timing single channel analysers are usedfor the energy selection of the 
annihilation photopeakfrom a 22Na source. The TAe range is 1000 ns and the delay is 
500 ns, the time resolution is 116 (+1-3.3) ns with this system known as slow 
coincidence circuit. 
3.3 Randoms and time window 
The peak as seen in the time spectrum is superimposed on a continuum caused 
by random coincidences. In addition to the coincident events, each detector will 
typically produce a much larger number of pulses which correspond to the detection of 
one photon for which there may not be a corresponding coincident emission, or for 
which the coincident photon is either absorbed, scattered within the source or escapes 
detection in the opposite detector. For these events there can be no true coincidence. 
Because of their random distribution in time, however, some coincidences will occur 
by chance in which a stop pulse will be generated within the TAC time range following 
an unrelated start pulse. These events are called randoms, and their intensity depends 
on the rates at which pulses are generated in either branch. 
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In coincidence measurements, a coincidence unit is used to produce a logic 
output when the two detector pulses arrive at either input within a short period of time, 
of a second pulse at the opposite input, the order of the arrivals is not significant. Such 
short period of time is known as the resolving time of the coincidence unit, also called 
the time window. The output from the coincidence unit is counted to give the overall 
coincidence rate. Such an overall rate consists of two additive terms, true and random 
coincidences. The area under the peak, after subtraction of the flat random contribution 
gives the number of the true coincidences. 
If the count rates of both inputs to the coincidence unit are known to be Rl and R2, 
then the random rate (NR) is determined by the equation [Knoll, 1979]: 
NR = 2't RIR2 
where 2't is the coincidence time window. 
This equation shows that the random rate is directly proportional to the width of the 
time window. 
A second technique for random subtraction is that, with reference to the time spectrum, 
the size of the area under the true coincidence peak can be calculated from other parts of 
the spectrum. Assuming the random contribution to the time spectrum is flat, then the 
area of concern can be calculated from either sides of the peak by inserting a large delay 
in any branch of the system in such way that the true coincidence peak occurs well 
away from the acceptance time window of the coincidence unit. In this case random 
coincidences only are counted. 
A common criterion in determining the time window is to use a width equal to 
the FWTM of the distribution as recorded by the TAC and the MCA. In some cases, 
the time window is as wide as the FWl/50M in order to obtain a coincidence efficiency 
of more than 99% [Casey and Hoffman, 1986]. 
Another criterion for the optimum time window is that the ratio of the N t/(NR) Ifl 
should be maximum, where Nt and NR are the values of the true and random 
coincidences respectively. If the time window is too narrow, then an unacceptable 
fraction of the true coincidences would be rejected, whereas too wide a window would 
allow an unacceptable fraction of randoms. Assuming that the time spectrum of the true 
coincidences is Gaussian in shape and that the randoms are proportional to the time 
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window, then the maximum of N/(NR)l!2 occurs when the time window is equal to 
FWl/eM = 1.2 FWHM. With this time window, only 16% of the true coincidences 
will then be rejected [Kouris et al, 1982b]. 
Another approach was carried out by Tomitani [1982] who measured both the true and 
the random coincidence rates as a function of time window. As the time window 
becomes wider, the true coincidence rate increases rapidly then flattens whereas the 
random rate increases linearly. Tomitani chose a time window that counts 90% of the 
true coincidences. 
However, similar to the use of a wide energy window for more efficient photon 
counting, a wide time window is usually set to obtain more true coincidences and may 
not be restricted to a certain criterion. For example, Nohara et al [1980] used a time 
window set at 20 ns although the time resolution was 5.2 ns FWHM and 10.3 ns 
FWTM. On the other hand, Derenzo et al [1988] used an adjustable time window of 
7-12 ns with the 600-BGO crystal tomograph which has a time resolution of 5 ns 
FWHM. 
3.4 Different coincidence circuits 
In systems where the time jitter is large and therefore have a large value for the 
time resolution, the time window of the coincidence circuit would have to be 
correspondingly large in order to collect most of the true coincidences. Since the 
random rate is proportional to the time window, it follows that this rate would be 
correspondingly large. In many practical cases it would exceed the true rate. In these 
circumstances, while it is possible to correct the measured rate for the inclusion of 
randoms, this procedure severely limits the statistical accuracy in the computation of 
the true rate. In order to avoid this, it is necessary to use a fast coincidence circuit that 
allows the use of a small time window, this means that the input pulses to the 
coincidence circuit must have a small component of time walk [Nicholson, 1974]. 
In coincidence circuits with high time resolution, fast linear pulses must be , 
produced by applying amplification with a very small time constant (fast amplifier). 
These fast pulses follow the time profile of the collected electrons from the PM-tube 
and provide best performance in time pick-offs [Knoll, 1979]. The fast pulses pass 
through a timing discriminator to produce a fast logic pulse when the signal is above 
the required threshold level i.e. the noise level. This is the type of arrangement used 
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when the time information of the system is needed or when the timing property of the 
detector material is examined. It is known as a Fast Coincidence Circuit. 
Fast preamplifiers as well as timing amplifiers may be used to give primary 
amplification of the detector signal if required. But if the gain of the PM-tube is 
sufficiently high to dispense with the use of further amplification, it is desirable to omit 
such active components, to improve timing [Ter-Pogossian, 1981]. Since no 
precautions for the amplitude conservation must be taken in the fast circuits, they can 
be designed for optimum time-information conservation. 
Figure 3.4 shows the energy spectrum from the energy amplifier when gated by 
the output from the timing discriminator (CFD) under the condition of a direct 
connection of the CFD with the detector. 
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Figure 3.4. A) The energy spectrumfrom 22Na source. B) Examination of the output 
pulses from the timing discriminator by the use of gating mechanism shows that 
photons within the annihilation photopeak energy window pass through the 
discriminator whereas photons within a scattering window of, for example, (200 -350 
keV) pass with only 86% efficiency. 
So, the suggestion from figure 3.4 is that a prior amplification using for example 
timing amplifiers is required for the detector output in order to reach a convenient 
trigger level in the timing discriminators. Since such fast amplifiers (EG&G ORTEC 
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474) have different values for each of the integration and differentiation stages, an 
optimal combination for these values should be selected. A small value of the 
integration time constant is desired in order to preserve a small pulse rise time of the 
signal where the best timing performance may be achieved, so the smallest value of 10 
ns has been selected. 
On the other hand, with the increase in the differentiation time constant values, the 
pulse becomes better shaped and as a direct result a reliable gate operation may be 
achieved. Since a large value of the differentiation time constant allows the signal to 
pass without alteration [Knoll, 1979], the required setting of the system is with the 
OUT position which is equivalent to a time constant of 150 JlS. Nevertheless, all the 
available settings of the differentiation time constant (from 10 ns to 150 Jls) have been 
examined with such fixed integration time constant and the results of this comparison 
are presented in table 3.1 at the end of this chapter. 
Since fast pulses have poor energy information, the timing discriminators do not 
provide a sharp cut against the unwanted counts, and care must be taken to avoid the 
discrimination against useful counts within the region of interest in order not to face a 
poor detection efficiency. Beside the photopeak energy window, a scattering energy 
window is involved in our study for scattering. Therefore, the discriminators should be 
calibrated in such a way that so as not to lose counts from this lower energy window 
which has a lower limit of 200 ke V. 
Figure 3.5 shows the lower energy side of the spectrum from 22Na when photons from 
both the annihilation energy window and a scattering energy window pass through. 
The time resolution with the fast circuits is limited only by the properties of the detector 
and fast pulse shaper systems [Kowalski, 1970]. Figure 3.6 shows the time resolution 
for the fast coincidence circuit when a constant fraction discriminator and a timing 
amplifier are used in each coincident branch of the circuit. 
However, as shown in figure 3.5 fast linear (unshaped) pulses have poor pulse 
height information when compared with the integrated tail pulses that are usually 
provided by the energy amplifier when pulse height information is desired. Therefore, 
the energy amplifier is used when performing energy analysis. Then, timing logic 
pulses are generated by the following timing single channel analyser (TSCA) which is 
supposed to respond with a minimum time walk. So in the system referred to as S I ow 
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Coincidence, the priority is for energy selection and the time property is secondary. 
Time analysis of this circuit involving energy amplifiers and TSCA's gives inferior time 
resolution, as illustrated previously in figure 3.3. 
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Figure 35. The lower part of the 22Na energy spectrum examined through gating 
operation with the CFD discriminator after the pulses being amplified and shaped by 
the timing amplifier with different values of integration. A) When no discrimination is 
used (i.e. all pulses are supposed to pass through). B) is when using a discrimination 
level of about 80 keY and an integration time constant of 10 ns where C) is same as B 
but with 500 ns integration time constant which provides better shaped pulses and 
results in a sharper cut off against the unwanted region. 
However, if there is an interest in both pulse height information as well as better 
time resolution, then a combination of both fast and slow circuits is used. This 
arrangement is common in timing measurements as well as positron tomography and it 
is known as a Slow-Fast or Fast-Slow system. 
As an advantage of this combination, it is possible to improve the ratio of the true to ' 
random coincidences by the use of energy selection in the slow part of the circuit to 
discard any event that cannot correspond to the true coincidences, i.e. scattered 
photons or other components different from the 511 ke V photons such as the 1274 ke V 
gamma rays from 22Na. 
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Figure 3.6. Time spectrum of the fast coincidence circuit using 22Na disk source of 
activity of 869.5 kBq (23.5 J.LCi) when a discrimination level of about 80 keV is used. 
As mentioned earlier, the discrimination level is not sharp. The time resolution is 2.76 
(+/-0.11) ns and the FWTM is 6.75 (+/- 0.11) ns. 
The calibration is 0.108 (+/-0.0002) ns / channel. 
With this arrangement, separate signals for timing and energy are simultaneously 
processed in parallel through the fast and slow branches independently so that optimum 
choices on pulse shaping and time pick-off can be achieved. When using PM-tubes, 
two output signals can be provided; one is a fast linear pulse from the anode for timing, 
and the second is from a preceding dynode to produce a tail pulse to serve as a primary 
signal for amplitude processing in the slow branch [Knoll, 1979; Baudry et aI, 1987]. 
In cases where only one output is available from the anode, then the signal is split into 
the two branches of the system [De Volpi et al, 1966]. 
Apart from standard work with the anode pulse for timing, the dynode signal is used 
for better time resolution [Bengtson and Moszynski, 1982]. But this requires that the' 
timing discriminators (CFD) are designed to accept positive input. 
Slow-Fast: In the system that operates on the slow-fast basis, the amplitude 
selection in both coincident channels is made before the pulses reach the fast 
coincidence circuit [Stanford and Pieper, 1955]. Figure 3.7 shows this type of 
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arrangement where each channel has two branches; one is for timing and the other is 
for energy. A fixed delay must be inserted in the fast branch in order to compensate for 
the delay that is caused by the energy preamplifier, amplifier and the single channel 
analyser (amplitude discriminator) in the slow branch. This is done to ensure that the 
arrival of both pulses at the gate is at the correct time. In each of the coincident 
channels, the energy pulse opens the gate to allow the timing pulse to pass on to the 
fast coincidence circuit. In this system, the high time resolution required with the 
proper energy selection is obtained. 
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Figure 3.7. Slow-fast arrangement. 
The Fast-Slow arrangement behaviour is a similar process in which both 
timing and energy selections are carried out in parallel coincidence circuits, where 
timing is performed first, figure (3.8). Both pulses from the two detectors are led 
through the two time pick-offs then fed into the fast coincidence circuit 
Simultaneously, in a parallel circuit, both detector outputs are also processed in a slow 
mode to pass through linear amplifiers and amplitude discriminators (i.e. TSCA). At 
the end (combination stage), the output from the two energy selected sides are used in 
conjunction with the output from the fast coincidence circuit to fonn three inputs to the 
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final triple coincidence unit. The slow triple coincidence stage which has a bigger time 
resolution yields an output pulse if, and only if, the time and amplitude criteria are 
fulfilled at the same time [Kowalski, 1970]. The fast coincidence output must be 
delayed sufficiently, so it arrives at the triple coincidence unit within the proper time. 
As an alternative to the triple coincidence circuit, a gating or strobing mechanism is 
used. 
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3.5 Comparison of Slow-Fast and Fast-Slow circuits 
An advantage of the Slow-Fast system is that it permits a simple way of 
accurately monitoring the random coincidences by only incorporating an additional 
delay and another fast coincidence unit, figure 3.9, thus allowing continuous random 
monitoring while the experimentis in progress [Stanford and Pieper, 1955]. On the 
other hand, the counting rates at the inputs of the coincidence unit are reduced due to 
the energy selection, and the random coincidence rate can be considerably less in 
comparison to the more conventional Fast-Slow arrangement [Baudry et aI, 1987]. 
However, the number of instrumental units employed in the Fast-Slow circuit is 
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less than that of the Slow-Fast system [De Volpi et aI, 1966]. In such Fast-Slow 
system, the outputs from the energy discriminators (TSCAs) in the slow circuit were 
referred to as singles by, for example, Stanford and Pieper [1955] and De Volpi et al 
[1966]. As is discussed later, Muehllehner[1975] used the discriminator outputs from 
the two detectors (inputs to the fast circuit) as the singles for the estimation of the 
randoms in the dual headed positron scanner. Also, Derenzo et al [1977] measured the 
randoms by inserting a delay into one of the channels of the fast circuit. 
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Figure 3.9. Random coincidence rate can be easily recorded with the Slow-Fast 
arrangement while experiment is in progress. The time window of both coincidence 
units must be the same. The delay should be large enough to avoid counting of true 
coincidences. 
It is usually only those randoms occurring at the main fast coincidence circuit which are 
important [Nicholson, 1974]. Bearing in mind that two pulses from the slow side 
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channels arriving simultaneously at the final triple coincidence stage cannot alone 
produce an accidental coincidence. In essence, the final coincidence stage is only a 
gating stage, not a timing stage [De Volpi et al, 1966]. 
3.6 Present system to carry out the work 
Although it is possible to arrange the instrumental units in a number of different 
ways for coincidence measurements to give both timing and energy information, the 
arrangement is still either slow-fast or fast-slow. With reference to the system diagrams 
and the above discussion of the two kinds of circuits, the former arrangement requires 
some additional components; two units of Compensating Delay and two units of Gates 
for passing fast pulses. However, the slow coincidence circuit part of the fast-slow 
system provides an output if the two pulses are energy selected within its time 
window, and such an output may be used in conjunction with the other output from the 
fast coincidence circuit. As shown in figure 3.10, when arranging a fast-slow system 
using a TAC unit instead of the coincidence unit in the fast part of the system, the TAC 
output is then controlled by the output from the slow coincidence unit through a 
strobing mechanism which is an output on command. Two inputs to the TAC will not 
provide an output unless they pass the energy restriction caused by the slow 
coincidence circuit. The TAC unit is then used to give the final output of the 
coincidence system. Since the TAC output is a distribution of time pulses (time 
spectrum), a single channel analyser (SCA) must follow to select pulses from the 
region of interest; in this case it is the time window. Incorporating a TAC unit which 
has a build-in SCA, the output from such SCA of the TAC can be fed directly into a 
counter for the coincidence counting of the PET data. 
With this fast-slow version, the time window of the slow coincidence unit is left to be 
as wide as possible and the need for Gating and Delay units has been omitted since the 
strobe is used. With this strobing facility of the TAC, the number of units in the system 
is reduced. Also the randoms can be monitored by applying two SCA's following the 
TAC output to select two regions of interest one is the true coincidence peak and the 
second is beyond the coincidence peak, and still collect random coincidence data 
simultaneously with the peak data. 
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Figure 3.10. Fast-Slow system using a TAC unit. 
Figure 3.11 shows the time spectrum as recorded with this fast-slow system 
where the pulses are energy selected (annihilation energy window of 420-600 ke V). 
When comparing the two time spectra taken with and without energy selection, an 
improvement in time resolution from 2.76 (+/- 0.11) ns to 2.45 (+/- 0.11) ns and a 
great reduction in the random contribution are achieved. Random coincidences have 
been measured from the time spectrum by calculating the number of counts from 
another time window of the same width as the FWTM of the coincidence peak but on 
the right side and found to be 1.22 (+/- 0.018) CPS for the fast coincidence time 
spectrum (figure 3.6) and only as small as 0.005 (+/- 0.001) CPS for the fast-slow 
system as in figure 3.11. 
Also the reduction in the number of counts in the coincidence peak of the fast-slow 
spectrum is due to the restriction on the input pulses for only those of the photopeak 
energy window 
In addition, from the comparison of the different values of differentiation time 
constants with the fixed 10 ns integration time constant of the timing amplifier and 
using energy selection (fast-slow circuit) it seems that no significant difference has 
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occurred with either the time resolution nor the coincidence count rate capability (within 
statistical fluctuations), table 3.1. Therefore the final setting as has been chosen is with 
the differenataition setting at the OUT position (equivalent to 150 J.ls) time constant and 
the integration of IOns throughout this work. 
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Figure 3.11. The time spectrum of the fast-slow system. The time resolution is 
2.45 (+1-0.11) ns. With reference to figure 3.6, the random contribution is highly 
reduced. The calibration is the same as figure 3.6. 
DIFF 
(ns) 20 50 100 200 500 out 
FWHM 2.52 2.49 2.43 2.49 2.46 2.45 
(ns) +/- 0.11 +/- 0.11 +/- 0.11 +/- 0.11 +/-0.11 +/- 0.11 
FWTM 5.24 5.19 5.24 5.29 5.29 5.24 
(ns) +/- 0.11 +/-0.11 +/- 0.11 +/- 0.11 +/- 0.11 +/-0.11 
2.08 2.09 2.12 2.13 2.15 2.14 
Ratio +/- 0.1 +/- 0.1 +/- 0.1 +/- 0.1 +/- 0.1 +/- 0.1 
Counts Per 72.86 72.98 72.94 73.33 73.47 72.85 Second (CPS) 
+/- 0.14 +/- 0.14 +/- 0.14 +/- 0.14 +/- 0.14 +/- 0.14 
Table 3.1. For the condition of 10 ns integration time constant, where the different 
values of the differentiation time constant give similar results. 
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3.7 Summary 
Although, it is important to have both detectors with the same performance, it is 
usual to carry on the work with more than one detector taking into account some 
correction factors for this purpose. 
When the BOO detector was fITst announced as a new candidate for use in PET, 
Cho and Farukhi [1977] showed a time resolution for a pair of detectors of 6.8 ns 
using an energy threshold of 350 keY. The time resolution does not only depend on the 
scintillator and the PM-tube but also on the processing instruments. Therefore, fast 
PM-tubes are always required in timing applications and the processing electronics (i.e. 
fast amplifiers, discriminators) must show a minimum time jitter, also the number of 
such active components must be minimised in the fast coincidence circuit. Typical 
values for the time resolution with BOO is in the range of 2-10 ns [Derenzo, 1981]. 
However, the subsequent use of this scintillator in PET tomographs is usually with a 
time resolution of better than 9 ns [Brownell et aI, 1984; Nahmias et al, 1982; Kanno et 
aI, 1985; Nohara et al, 1980], and the best time resolution seems to be with the Donner 
600-crystal tomograph of 5 ns [Derenzo et aI, 1988]. 
Although timing amplifiers as active components have been employed, the time 
resolution of 2.45 (+/-0.11) ns we obtain using the present system is an acceptable 
figure. Further development in the system in order to improve its time resolution is not 
necessary since the random contribution is negligible. The time window we use 
throughout this work is equal to 5.24 ns which corresponds to the FWTM of the time 
spectrum, and the energy window as mentioned earlier is 420-600 keY. 
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Chapter 4 
Instrumentation and EHperimental Setup 
4.1 Scanning system 
A tomographic scanning system was designed and built by the research group at 
this department [Balogun, 1986]. It comprises a scanning bed, stepping motors, 
counting electronics, and a microcomputer. This system allows the performance of 
tomography experiments to be carried out in the simplest configuration through the 
stepped motions of the object-platform (on which the objectto be examined is placed) 
in both linear and rotational directions. This system differs from the commercial 
scanners in that the object under investigation is made to move in front of the stationary 
collimated detectors in such way that linear and angular sampling are achieved. This is 
done for an easier set-up while maintaining the same relative movement. Whereas in 
commercial scanners, the object/subject is kept in a fixed position during the course of 
measurements while data are collected by the surrounding fixed ring of detectors or a 
rotating gamma camera. The scanning sequence and data acquisition of the scanner 
system are under the control of a BBC-microcomputer. 
The Scanning Bed 
Figure 4.1 shows a diagram of the scanning rig where the object platform may 
move in three possible directions provided by three stepping motors; linearly in the x 
and z directions and rotationally in the x-y plane. Only two motions are necessary for 
one slice tomography; the stepped linear translations in the x-axis followed by the 
successive rotations in the x-y plane. The third motion in the z-direction is vertical and 
provides multiple slices to be taken as may be required. The accuracy of the 
movements in the system is 5 Jlm per step for both linear motions and 0.0020 per angle 
for the angular motion in the x-y plane. The scanner is designed to handle a load of 5 
kg on its platform. 
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Stepping Motors 
A stepping motor is an electromagnetic device which converts digital input, in 
the fonn of a train of voltage pulses, into an equal number of discrete angular steps. 
The number of steps executed by the motor is equal to the number of command pulses. 
One pulse moves the motor's shaft by 1.80 • Therefore the stepping motor is suitable for 
use in automatic position control system as the required angular movement can be 
expressed in terms of a precise number of steps. The three stepping motors are 
controlled by a programmable system which houses three separate controllers 
associated with the motor power supplies. Each controller has a control card and a 
drive unit. The cards have chips that convert a pulse train into suitable motor signals, 
whereas the drive units amplify the outputs of the chips and provide the high current 
needed to drive the motors. 
Stepping motor control is done through the motor interface module which uses the first 
6 bits of the user's port (output from the BBe) for receiving step and direction signals 
from the computer. 
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Figure 4.1. A perspective view of the scanning rig where the object platform moves in 
three directions. The two collimators are mounted on a large groove in order to have 
them aligned opposite other. Space is made, by cutting a rectangular part out of the 
middle of the plate to allow the movement of the object platform. 
Counting Acquisition and Electronic Set-Up 
The chain of electronics components is illustrated in a block diagram in figure 
4.2. During this work, an expansion in the number of counters was required in order 
to examine the feasibility of the combined technique for simultaneous positron and 
single photon emission tomography. Originally, the scanner worked with only one 
dual counter. With our present modification , three dual counters (six counters) may be 
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used simultaneously. Using a two-opposing detector arrangement, four counters are 
needed to record photons from two energy windows from each detector spectrum, one 
window is for the photopeak region and the other is for scattered photons (for 
scattering correction). The fifth counter is needed for counting coincidence events that 
may occur when using sources of positron emitters and a coincidence circuit unit. The 
sixth counter may be used to record coincidence events from other regions different 
from the photopeak area in the coincidence spectrum (scattered coincidence events) or 
perhaps to record random coincidences when using a parallel coincidence circuit and a 
delay signal. The counting chain starts with the detectors, which are scintillators in our 
work. Using a high voltage power supply, signals originating from the detectors pass 
through linear amplifiers for amplification and shaping. The pulses are then passed 
through single channel analysers (SCA) which produce a logic output pulse only if the 
input pulse amplitUde is within a set window. 
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Figure 4.2. The block diagram of the counting electronics where a maximum of 6 
counters may be used simultaneously. 
The generated logic pulses could then be recorded by the counters. Dual counters are 
used and each one has two channels for recording. The dual counters are connected to . 
a timer in a Master-Slave connection with the timer being the master. The time of 
measurement per step is preset from the front panel of the timer (CA 2070). The 
general control of the whole system is centred on the BBC-computer which starts the 
counting sequences by generating a single pulse of about 5 volts (from the user's port) 
that passes directly to the timer (Master Unit). Data collection from the counters is 
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achieved via an IEEE-488 standard interface. In this standard method of connection 
with the General Purpose Interface Bus (GPIB), there are control and address signals 
as well as data-transfer signals, and a handshake procedure is followed between the 
computer (as a controller) and the counters. As a Listener, this interface receives Start, 
Stop and Readout commands from the computer. As a Talker, it supplies its 
accumulated data to a peripheral device [Jenkins, 1987]. 
Scanning Control Programme 
While most of the control programme has been written in BASIC language, the 
time critical section (pulse generating section) has been put in machine language. The 
control programme "SCANJ6" is a modified version of the original programme written 
by the previous worker [Balogun, 1986]. The programme presents some options for 
the user. These options include moving the tum-table to any required initial position 
and setting up the scanning parameters such as the number of counting channels to be 
used, the number of steps (raysums per projection), step length (width of raysum), 
number of projections, and the angular rotation of scanning (1800 or 36(0) . 
The first action is to set up the IEEE-488 standard interface, to make the 
microcomputer apparent to the counters, allowing the computer to act as a controller in 
communicating with the counters. It is possible to connect more than one dual counter 
to the interface as long as they have different addresses (corresponding to different 
channels of coming data). The procedure in effect initialises the IEEE-488 interface. 
The scanning sequence starts with a movement of the object bed either to the right or to 
the left to a distance being half the total scanning distance. For those various 
movements, a machine language subroutine is called to produce a train of pulses (to 
drive the motors) with different numbers, widths and frequencies as determined by the 
parameters passed in the setting statements. This subroutine also generates the single 
pulse that starts the counting sequence. The programme also displays a profile of each 
projection from the first counter, as it is being collected, graphically on the monitor 
screen. Data from counters are stored on floppy disks, in such a way that a separate 
data file is generated for each counter content. The object platform is brought back to 
its initial position at the end of the scanning procedure, which normally involves many 
projections, so that further adjustments could be reduced for subsequent scans. More 
tomographic slices of the object may be obtained in turn once the scanning sequence 
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has finished, so another scan starts again for a different slice if this has been chosen 
previously from the option menu. The programme also provides a choice of using a 
single line scan in either the horizontal or the vertical axis to study the point spread 
function of the detection system. 
Compton scanning is another choice in the programme. This was the main work of the 
previous worker who designed and worked with the scanning rig for the investigation 
of Compton Scattering Tomography [Balogun, 1986]. 
As a part of the improvement in the main programme, the computer internal 
timer was utilised to count (in one hundredth of a second intervals) the lost periods of 
the time between the end and the start of the successive counting steps, while the 
scanner bed is in motion from one step to another or rotating to make a projection. The 
accuracy in the timing sequence is needed for correction of the radioactive decay when 
using short lived radionucIides. Such accuracy could not be better achieved than that 
provided by the internal timer. A separate data file is generated at the end of the scan 
providing the time information. 
4.2 Collimation and shield 
Collimation is used to limit the field of view of the detector in order to accept 
only photons arriving from the required direction. It is used to cover the detector face 
by a sufficiently thick material which is supposed to stop all incoming photons except 
at the acceptance hole where photons pass to the detector. The size of the acceptance 
hole represents the effective useful area of the detector. A well collimated detector is 
required in emission tomography to obtain the spatial distribution of the gamma-rays 
within the object and to eliminate scattered photons originating from other directions 
not under consideration. Therefore the amount of detected photons is markedly 
decreased when collimation is used, and this requires an increased counting time. 
Lead is usually used as a collimator material when working with gamma-rays within 
the field of medicine and since our main photon energy of interest is 511 ke V well 
away from the characteristic x-rays of lead (74.97 keY and 84.78 keY), the collimator 
and shield were made from this material. 40-mm thick collimator is sufficient to stop at 
least 99% of the 511 keY photons. However, when using 22Na as the positron emitter 
source, then the 40-mm thick collimator is able to stop a minimum of 90% from the 
1274 ke V photons of the other component. Since the occurrence of such a high energy 
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component is only 10% of the disintegration rate, this results in about only 1 % of these 
higher energy photons reaching the detector. It is not practical to use very thick lead, 
since the collimator would be bulky and extremely heavy. 
Work can be carried out in spite of other energies different from the 511 ke V photons 
in annihilation coincidence detection since the timing restriction confines the acceptance 
to those 511 ke V photons emitted simultaneously. Also, this problem can be further 
eliminated by using both lower and upper levels of discrimination. However the 
concern is about scattered photons arriving from the higher component (scattered 
within the object or the collimator) and still be accepted within the energy window of 
interest (511 keY photopeak) when performing a SPECf study. 
Figure 4.3 shows the design of the collimator and shield that surrounds the detector 
crystal to stop photons coming from the extreme sides of the object under 
investigation. The collimator face can be removed and replaced by others with different 
hole size, if required. This collimator has been designed for use with the different 
scintillation detectors available for our research group. For our work, the collimation 
hole is chosen to be a slit in shape of 3x10 mm. The width of the raysum is 3-mm, 
where the 10-mm dimension corresponds to the slice thickness of the tomographic 
region. This kind of collimation hole shape is to allow a larger count rate to be 
recorded; it is very important in positron annihilation detection since the timing 
restriction causes a high reduction in count rate. 
A pair of lead collimators and perspex holders have been made for the two BOO 
detectors of the present experiment. Also anotherperspex holder is available to support 
the 22N a disk source behind the collimator in such a way so as to get a collimated beam 
for the transmission scan experiments. As seen in figure 4.1, the two collimators are 
aligned in a fixed geometry on a metal plate. The alignment is checked by inserting a 
metal rod having the same cross sectional dimensions of the collimation hole and 
ensuring a smooth movement from one collimator through to the opposite one. 
For the examination of the effectiveness of the collimator or in other words the 
detection system (detector and collimator) the plot of the point spread function (PSF), 
in which the point source moves in front of the collimated detector from one end to the 
other end, is recorded. Figure 4.4 shows the response of the system for both energies 
511 and 1274 keY. 
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Figure 43. Collimation and shield where the collimator face may be replaced by 
another one with a different hole size if required. The perspex holder is used to house 
the detector in the correct position. 
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Figure 4.4. The point spread function (PSF) for both energies of 511 and 1274 keV 
photons. The 22Na point source is at 4-mmfrom the collimator face and was made to 
move from one end to the other end across it. The relative widening in the PSF of the 
1274 keV is a result of the penetration. 
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4.3 The source 
18F, 68(Ja and 64Cu sources are usually used with phantoms when the 
perfonnance of PET scanners is evaluated. These sources have relatively long half-
lives among the other biomedically important positron emitters (110 minutes, 68 
minutes and 12.74 hours respectively). But, the longer positron range of 68Ga prevents 
its use for spatial resolution studies [Karp et al, 1991]. 
Also, 22Na (half-life of 2.6 years) is used in phantom studies in PET [Derenzo et aI, 
1987], and has the advantage of the lowest maximum positron emission energy of 0.54 
MeV [Derenzo and Budinger, 1977] which results in a reduced positron range 
smearing, thus, the resolution is somewhat better [Derenzo et al, 1981]. 
Our situation necessitates the use of a source with a sufficiently long half-life 
because the scanning system we use incorporates only one pair of detectors and 
therefore the scanning time would be too long for the other sources if sufficient data 
acquisition is required. 
Two 68Ge line sources are used in this study, each with activity of about 1.48 MBq (40 
JlCi). Although 68Ga (positron emitter daughter from 68Ge) is not recommended for 
spatial resolution studies (also discussed in chapter7), the choice to use such 68Ge line 
sources is due to their availability at the MRC Cyclotron Unit, Hammersmith Hospital 
(with which we cooperate) for use in phantoms and for corrections of detector 
inefficiency and attenuation with the RAT-PET scanner [Rajeswaran et aI, 1992]. The 
half-life of 275 days with this source is long enough for our case. Each line source is 
encapsulated in a perspex tube of about 2 mm external diameter and 120 mm long. 
Figures 4.5 and 4.6 show the nuclear decay scheme of 68Ge and the energy spectrum 
from this source. As seen, this source is not a pure positron emitter, and the other 
components have energies higher than the energy of interest (511 ke V), but with very 
low intensities. 
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Figure 4.5. Nuclear decay 0/68Ge. The positron emission is/rom the daughter 68Ga. 
The energy and intensity 0/ each component is: 511 keV (176%),800 keV (0.4%), 
1078 keV (3.5%),1240 keV (0.14%) and 1870 keV (0.15%) [Lederer et ai, 1967J. 
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Figure 4.6. Energy spectrum/rom 68Ge line source using the BGO detector. The 
spectrum/eatures only the annihilation photopeak where the other photopeaks have 
intensities too low to be seen. 
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4.4 System characterisation 
To evaluate the perfonnance of the detection system, the count rate capability is 
studied and the response to a single point object is recorded; the point (or line) spread 
function (PSF or LSF). From the count rate, it is possible to determine the time of 
measurements so that statistically significant counts are obtain. Whereas, the PSF or 
LSF gives a measure of the spatial resolution of the system that can be achieved. 
The study covers two situations when the line source is in air and when it is in perspex 
as a scattering medium, figure 4.7. Water and perspex are used as a substitute for 
tissue in perfonnance studies, both media have similar attenuation coefficients values 
of 0.0108 (+/-0.0008) nun-I for perspex as measured experimentally using collimators 
of 3x10 mm slit-hole in agreement with calculations based on the mixture role of 0.011 
nun-I, and 0.0096 nun-I for water [Budingeret al,1979]. The above values are for the 
511 ke V photon energy. 
The study of the LSF is for annihilation coincidence detection where counting is for the 
events that satisfy the 511 keY photopeak energy condition and arrive within the 
coincidence time window. However, since the scattering study in positron tomography 
has recently been expanded to count for coincident events that are from a scatter energy 
window (as discussed in chapter 6), we also investigate this aspect for the LSF by 
selecting a lower energy window. 
Wide energy window 
Due to the necessary long runs of the system equipment, a shift in the position 
of the annihilation peak was observed in both energy spectra from the two detectors. 
This shift could be as much as 30 ke V on either side of the annihilation photopeak. 
Such spectral instability could be due to heat which results in a change in the resistor 
values of the dynode chain of the PM-tubes. It is not possible to compensate for this 
effect [Knoll, 1979], and in an attempt to overcome this problem, a wider energy 
window was chosen. 
In our research, it is usual to chose an energy window that includes counts within the 
FWTM of the photopeak, we have already chosen a slightly wider energy window of 
420-600 ke V as a precaution and now we have to further widen the energy window in 
such a way that the lower energy threshold is limited to 350 keY which is typically 
used in PET studies as explained in chapter 3, and the upper limit is 670 keY in order 
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to have a symmetric shape (scattered photons up to an angle of 57.30 are involved 
within this primary photon energy window). The scatter energy window has been 
selected to be 200-350 ke V (single scattered photons between angles of 57.30 to 
123.70). 
C I"- ... c/ 
t '- ~ 
Figure 4.7. Perspex material is used as the scattering mediumfor the study of the line 
spread function. The cross section of this piece is a square of 50 mm and the height is 
140 mm to accommodate the line source. Five locations have been made to correspond 
to different depths for the source with a 10-mm centre-to-centre separation between 
them. The line source is put in one cavity where the other cavities are filled with 
perspex rods of similar size to that of the line source in order to fill-in the empty gaps . 
However, it is usual to use a water bath for this investigation. 
Scattered coincidence events 
It should be borne in mind that, when dealing with timing measurements ( i .e . 
annihilation coincidence detection) and studying the time resolution of the system, the 
energy threshold (energy window) is to be taken in to accoun t. As mentioned earlier in 
chapter 2, the time jitter of the pick -off electronics is less for high pulse sizes, and as a 
result the time resolution of the coincidence system improves when using high energy 
photons. 6OCO with the combined photopeaks of 1170 and 1330 keY photons is usually 
used as a reference when studying the time resolution in timing measurements. 
Obviously, the time resolution with the annihilation photons is slightly worse than that 
when using such higher energy photons from 6OCO, also the time resolution when 
selecting energy windows below the 511 ke V photopeak region will result in a further 
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worsening, figure 4.8. 
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Figure 4.8. The time spectra taken is air without detector collimation. The energy 
window of 1050-1430 keV is from the 6Oeo point source where the annihilation energy 
window (350-670 keV) and the scattering window (200-350 keV) are from the 68Ge 
line source. The three spectra are with normalised values to show the relative changes 
in time resolution with the increase in pulse size. 
The dependency of the time resolution versus energy is essentially contained in (N) the 
average number of photoelectrons emitted from the photocathode. Due to the statistical 
nature of the emission process the number of photoelectrons is distributed around the 
average N with a spread which is reflected in the pulse height resolution which to a 
good approximation is proportional to (Ey)l12 [Moszynski and Bengtson, 1979]. 
Therefore, it is expected that the time resolution ratio measured for 22Na and 6OCo 
sources is equal to 1.76 as the time resolution of the scintillators is proportional to 
(By)-I12 [Bengtson and Moszynski, 1982]. 
As presented in figure 4.8, the ratio between the time resolution of the 6OCO photopeaks 
and the annihilation peak energy windows is 1.73 (+/-0.095). The slight difference 
between the above figure and the theoretical value may be quoted to a departure in the 
energy resolution of the detectors from the generalised formula mentioned above and 
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perhaps due to a difference in the selection of the energy windows. However, the result 
is within the experimental error in agreement with the above theoretical ratio. 
Counting of scattered photons for single photon tomography is straight 
forward, but the situation with annihilation coincidence detection (positron 
tomography) is expanded to include not only coincidence events that take place 
between the two opposing scattering windows, but also coincidences between a 
scattering energy window and the opposing photopeak window since a scattered 
photon and a primary photon that are detected simultaneously, by the two opposing 
detectors, do not represent the true coincident line where annihilation took place. As a 
result, scattered coincidence collection requires more instruments i.e. three coincidence 
circuits for the scatter(l)/scatter(2) (SI/S2), photopeak(l)/scatter(2) (PI/S2) and 
scatter(I)/photopeak(2) (StlP2), and the system becomes more complicated, figures 4.9 
and 4.10. 
In figure 4.11, the time spectra were recorded for the scattered events from either 
detector and the primary events from the opposite detector PtlS2 and SIIP2. Also, 
presented in figure 4.12 is the overall case where the outputs from the three slow 
coincidence units together control the TAC output i.e. the output from any coincidence 
unit may activate the TAC to produce an output. With such three inputs through the 
strobing facility of the TAC, it is possible to record the time spectra for the total 
scattered coincidences. 
The time spectra of P I/S2 and SlIP 2 as seen in figure 4.11, have asymmetric shape. The 
system with P tiS 2 is subject to amplitude walk in the stop branch in conjunction with a 
little time uncertainty in the start branch and the result is that the measured time 
spectrum shows an asymmetric tail in the direction of longer intervals [Knoll, 1979], 
where the asymmetry with the SlIP 2 time spectrum is in the other side of the spectrum 
since the start branch suffers from more timing uncertainty. In figure 4.12, the time 
resolution of the total (scattered) time spectra is governed by the scatted events where 
the FWTM is slightly better than that of S I/S2 time spectrum due to the contribution of 
the primary (PI and P2) events in the measurements. 
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Figure 4.9. Two TAC units are usedfor counting coincidences of photo peak data and 
of scatter data. With respect to the scatter TAC unit, the strobing operation allows the 
output from the TAC to pass if any logic pulsefrom the Sl/P2 , P}IS2 or S}IS2 arrives. 
The output from the SCA of the scatter TAC unit is the total scattered coincidence 
events. P and S refer to the photopeak and scatter counts respectively, and the 
subscripts refer to the two detectors. 
Generally, the coincidence peak in the time spectrum shows a slight asymmetry due to 
a difference in the response of the two coincident branches which involves the detector 
and any active component in the system such as the timing amplifier and the 
discriminator in each side. This slight departure can be observed with the time spectra 
presented throughout this work i.e. in chapter 3 as well as in this chapter. 
From the above results, the difference in the time resolution between the two methods 
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of data collection imposes the use of a different corresponding time window for each 
method in order to maintain a proper collection efficiency. Also as observed from the 
above time spectra the random contribution as counted within a time window of the 
same width of the coincidence peak window, may be easily neglected and this system 
is referred to as random-free. 
Figure 4.10. A photograph of the system instrumental components as illustrated in 
figure 4.9 in a block diagram. A large number ofNIM (nuclear instrument module) 
units, cables and Tee-junctions are used. 
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Figure 4.11. The time spectra for Pj/ S2 and Sj/P2 where asymmetry is observed due 
to the increased time uncertainty in one side of the system relative to the other. 
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Figure 4.12. The time spectra of S/S2 and the total scattered events ( P/S2 ' S/P2 
and Sj/S2 ) are compared with the annihilation photopeak energy window time 
spectrum (P/P2 ). All curves are with normalised values. 
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The system count rate 
In table 4.1, the count rates for the above four cases are given numerically. As 
noticed, the total scattered coincidence efficiency is the sum of all of them and therefore 
such input combination is to be used for the scatter coincidence events throughout this 
work beside the primary (full-energy photopeak) coincidence events. 
The time of measurements depends on the count rate capability of the system, and the 
limiting factor is the small coincidence count rate. Similarly, if one would like to record 
the coincident scatter events, then another limitation is made due to the further 
reduction in count rate. 
in Air 
SI/S2 SI/P2 Pl/S2 Total Pl/P2 
0.066 0.628 0.631 1.338 10.8 
+/- +/- +/- +/- +/-
0.008 0.025 0.025 0.036 0.1 
in Perspex 
0.029 0.353 0.337 0.693 5.9 
+/- +/- +/- +/- +/-
0.005 0.0187 0.0184 0.0263 0.08 
Table 4.1. The coincidence count rate per second (CPS) using the 68Ge line source at 
the centre of the scanner field of view. The time window for the annihilation energy 
window is 5.5 ns, and for the scatter energy window is 7.11 ns. 
Line Spread Function (LSF) 
Measurements of the LSF were carried out by recording coincidence data for 
the annihilation (Pl/P2) as well as the scattered (total) events. Figure 4.13 illustrates the 
relative changes between the LSF for such two coincidence data in both situations of 
scattering medium of air and perspex. The counting time for each step is 15 minutes 
(900 s) and 30 minutes (1800 s) when the source is in air and perspex respectively. 
It is worth noticing from figure 4.13 that the LSFs for the primary and scattered 
coincidences overlap with each other for both cases of scattering medium. This may be 
explained by proposing that the recorded scattered counts are mainly primary events 
but are recorded by the detectors as scattered events due to the partial absorption of 
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their energy and more importantly th at pnmary ph otopeak events contribute 
significantly in the measurement of the (total) scattered coincidence detection. The 
advantage of electronic collimation with the coincidence detection in addition to the use 
of mechanical (lead) collimation in this system help in obtaining such narrow peaks. 
Since the line source is canned by a brass holder of an external diameter of 5-mm and 
1-mm thick in order to ensure that annihilation takes place within the holder (not in air), 
this results in a larger effective source diameter. Therefore, it seems that there is a small 
difference in the full width at half maximum (FWHM) values of the LSF di stribution of 
air and perspex, whereas the difference in the full width at tenth maximum (FWTM) 
indicates that the perspex medium results in more scattering in both cases of the 
primary and scattered coincidences. 
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Figure 4.13. The LSF a/primary and scattered coincidences/rom the 68Ge line source 
at the centre o/the/ield a/view. In the case o/perspex as a scattering medium the LSF 
is slightly widened. 
In figure 4.14 and 4.15 the LSFs for the annihilation (PJP2 ) and scattered (total) 
coincidence detection are presented for the five different depths of 1 O-mm each across 
the FOY of the scanner under both cases of scatteri ng media (air and perspex). Since 
the LSF curves exhibit very minor varia tions in their heights and width s, it is difficult 
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to show them in one x-y plane, instead the curves are presented in a three-dimensional 
arrangement. The variations of the full width at half maximum (FWHM) and the full 
width at tenth maximum (FWTM) show almost constant values with different distances 
(depths) between the two coincident detectors for each situation. The widening of the 
LSF peak in the case of perspex is small in terms of FWHMs (compared with the case 
of air) where it is more pronounced for the FWTM values which reflect the 
contribution of scattering. Figure 4.16 presents the FWHM and FWTM values 
graphically. 
These measurements of the LSF taken with such a scanner are similar to the 
measurements of the LSF with a PET tomograph when only two opposing detectors 
are used. Since we have only one pair of detectors in a fixed geometry for a parallel 
data collection, there is no need to investigate the elongation in the width of the LSF 
when the source is at a distance from the centre and can be viewed by two coincident 
detectors not exactly opposing each other, at an angle but working in coincidence. 
in Air in Perspe:z: 
Depth 
L SF of photJpeak coincidences 
Figure 4.14. LSF for the annihilation photopeak coincidencesfor different depths 
across the field of view. 
While collecting coincidence data for the measurements of the LSF, the singles 
counts as recorded by each detector provide the LSF for single photon counting. 
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Figure (4.17) illustrates the relative variations of LSF of the singles counts as counted 
within both the primary and scattered energy windows in the two scattering media. 
Similar to the case of coincidence detection (figure 4.13) the LSFs of the primary 
photopeak energy window for both air and perspex show comparable results which 
reflect the effect of the brass holder that surrounds the line source when the study is in 
the air medium. 
In contrast to the case of the coincidence detection, the LSF using only one detector 
and recording singles counts, as for a SPECT study, varies substantially with distance 
between the detector and the source, figures 4.18 and 4.19. 
In figures 4.18 and 4.19 the LSF of the photopeak and scattered counts are arranged in 
x-y planes to show the relative attenuation and widening of the peaks. The difference in 
the heights of the two families of curves of air and perspex is due to the increased 
counting time of the measurements in the case of the perspex medium so as to ensure 
sufficient data collection for the scattered coincidences as previously stated in table 4.1. 
mAil" in Perspex 
Depth 
L SP of scat1ered coincidences 
Figure 4.15. LSF for the scattered coincidences for different depths across the field of 
view. 
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Figure 4.16. The above values show that there is no difference between the LSF 
peaks of the primary ( annihilation) and the scattered coincidences in either media of air 
or perspex. 
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Figure 4.17. LSF for the singles counts as recorded by one detector, at the centre of 
the field of view. 
87 
200000 
a 
• 
fr 
.... 
• 
• 
rJ'.l 
-
• fl § 
0 
U 
0 
1 
300000 
Depth 1 
Depth 2 
Depth 3 
Depth 4 
Depth 5 
6 11 16 
6 11 16 
LSF for photopeak single photons 
across the FOV for different depths 
Air 
21 
Perspex 
21 
Figure 4.1B. LSF for the full-energy photopeak singles counts as recorded by one 
detector. 
40000 
1:11 Depth 1 
• Depth 2 Air ~ • Depth 3 
rJ'.l 
-
• Depth 4 
fl 
• Depth 5 § 
0 
U 
88 
The variations of the FWHM and FWTM values of the singles photons are 
provided in figure 4.20, where it is easy to notice the similarity in the FWHM values of 
the LSF in both media. It seems that the FWHM value of scattered singles in air are as 
narrow as the photopeak singles which is a result of the adequate lead collimation and 
the relative small size of the field of view with this scanning system. 
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Figure 4.20. The FWHM in air and perspex seem to be very similar. The error bars 
are too small to be shown. 
4.5 The phantom 
Phantoms have been useful in comparing different tomographs, and to compare 
the effects of different system parameters, operating conditions or tomography 
technique. Several total performance phantoms have been described, usually of 
cylindrical shape, and incorporating a compartment to be filled with a radioactive 
solution. In this compartment are placed various non-radioactive objects such as 
cylinders to provide high contrast objects, the detection or contrast of which are to 
assess image quality [Williams, 1985]. 
In evaluating scanners, it is clear that each scanner has its own strengths and 
weaknesses, and the tests should be able to illustrate both [Karp et ai, 1991]. 
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Performance test 
The perfonnance test with phantoms for positron tomography have been 
classified into two groups [Karp et aI, 1991]. One group includes the basic intrinsic 
measurements of; 1) spatial resolution, 2) scatter fraction, 3) true sensitivity, and 
4) count rate losses and randoms. The second group includes measurements of the 
accuracy of corrections for physical effects, specifically: 5) uniformity correction, 
6) scatter correction, 7) attenuation correction, and 8) count rate linearity correction. 
In order to minimise the testing time and the number of phantoms required, it is 
possible to limit the study to a few cases. For example, the study of the count rate 
losses and randoms due to the use of a high level of activity and its subsequent quick 
decay is not related to our work because of the use of the relatively long-lived 6SOe 
source. Also, the scatter fraction study which requires examining the projections can be 
measured directly in the reconstructed image, which is actually of the contrast rather 
than the intrinsic scatter, since the contribution from the reconstruction algorithm is 
incl uded [Karp et aI, 1991]. 
The objective of this work is to establish the technique of simultaneous PET 
and SPECT using one scanner. Therefore, we need to evaluate the differences between 
the two images obtained; not only the scannerperfonnance. Since the spatial resolution 
capability of PET is known to be superior to that of SPECT, it is essential to perform 
the spatial resolution test and the two images will be compared in this respect. On the 
other hand, test phantoms are required to produce images that reflect the quality of the 
correction procedures we carry out with the data, and to have general features. 
Below are discussed the tests and the phantom for each is described: 
1) Spatial resolution test 
The purpose of the measurement of spatial resolution is to characterise the 
width (FWHM) of the image point (or line) spread function. This can be determined by 
imaging the point or the line source in air at several locations within the FOY, at the 
centre and at steps along the radial direction as far as the FOV permits. 
Assuming all other performance parameters are equal, a scanner with better spatial 
resolution in air will have better spatial resolution in a clinical situation as well. 
However, another recommendation is to measure the spatial resolution in water which 
effectively includes scatter as part of the measurement. Therefore, the result will 
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indicate a poorer spatial resolution, but one which is closer to that seen with clinical 
studies. The data for the FWHMs should be plotted as a function of the radius [Karp et 
aI, 1991]. 
2) Attenuation correction test 
This measurement is designed to assess the accuracy of the transmission 
method of attenuation correction. The performance phantom is filled with low activity 
and three inserts are used, each with different attenuation coefficients; air (lungs), 
water (tissue), and Teflon (bone). The image is reconstructed with all corrections 
applied. 
Phantom study 
Typically, the diameter of the cylindrical phantom is about 2()() mm to simulate 
a patient head, whereas in animal PET studies phantoms with 100 mm diameter are 
used [Tomitani et aI, 1985]. However, phantoms with diameters as small as 50 mm 
have been used to simulate a rat's head [IeRU, 1992; Rajeswaran et aI, 1992]. 
The scanning system in this work with its only two detectors, makes the use of such 
relatively large phantom sizes impractical because the larger the phantom, the longer the 
scanning time is required. It seems that there are no problems to carry out the 
experimental scans for long time, but the concern is due to the systematic drifts that may 
result due to instability in the electronics (i.e. due to heat) when used for long periods 
of time. Therefore, in an attempt to reduce the scanning time, a compromise in the 
phantom size must be considered. So, we limit the study to the smallest possible size 
of a phantom with a 50 mm diameter. 
Since the source we need in our measurements must have long half life, we 
prefer to avoid the use of liquid sources for safety precautions. Instead, we carry out 
the study using the 68Ge line sources mentioned earlier. Two phantoms have been made 
of perspex cylinders of 50 mm in diameterand 140 mm long, similar to the previous 
study of the system characterisation, perspex is used instead of water. 
The spatial resolution phantom is with cavities at three locations; at the centre and 10 
and 20 mm off the centre, figure 4.21A. 
The second phantom is to simulate a rat's head with two hot regions. Figure 4.21 B 
shows a cross-section of the rat's head phantom which has a rim 5-mm thick that can 
be filled with Teflon to simulate the rat's skull. Teflon (~F 4) is used to represent bone 
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in phantom studies [Karp et aI, 1991 ; ICRU, 1992]. The linear attenuation coefficient 
for Teflon is 0.0179 +/- 0.00014 rrnn- l for the 511 ke V photons. The rim may be filled 
with other materials if necessary i .e. calcium orthophosphate. Four cylindrical cavities 
were made to arrange the two line sources in either a 5-nun or 10-nun centre-ta-centre 
separation This phantom is also useful to assess the accuracy of the attenuation 
correction using the transmission scan. In figure 4.22, a photograph for the phantoms 
used in this study is shown. 
A lOmm lOmm 
I" -, .. -, 
140mm 
50mm B 
lOmm 
Figure 4.21. A) The phantom usedfor the spatial resolution study. Perspex cylinder 
of 50 mm in diameter and 140 mm length with 3 long cylindrical cavities to 
accommodate the line source. The line source is put in one cavity where the other two 
cavities are filled with perspex rods of similar size to that of the line source in order to 
fill the empty gaps. B) A cross-section of the rat's head phantom where two line 
sources are used together with two perspex rods which fill the other two cavities. The 
5-mm rim is not at the outer side of the phantom but 1-mm deep . 
With this phantom size of 50 mm diameter and considering the collimation hole of 3 
mm, the number of raysums is 21 to cover a range (field of view) of 63 mm. The 
number of projections may be determined from the following equation, 
Number of views = n/2 CD/a) 
where D is the object diameter and (a) is the resolution distance (i.e. collimation hole). 
Therefore, 33 projec tion s are required to cover a range of 18()O, and a practical 
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approximation is 36 projections with a projection angle of 50. 
Therefore, each phantom study requires a number of measurement steps equal to 21 
raysums times 36 projections; 756 measurement steps in total. 
Figure 4.22. A photograph 0/ the phantoms that are used in this work. The perspex 
material block/or the line spread/unction study. The spatial resolution phantom and 
the rat's head phantom where a rim o/Teflon or calcium orthophosphate 0/5-mm thick 
is introduced in the middle part 0/ the cylindrical phantom. Also shown are the perspex 
rods that are used to fill-in the empty gaps which were not in use or when employing a 
transmission scan. The brass holders 0/ the radioactive line source are also shown. 
4.6 Summary 
Detectors in positron tomography record photon data if annihilation takes place 
along the line between two detectors operating in coincidence, therefore mechanical 
collimation as in the case of single photon counting is not needed for PET. 
However, in cases where detectors are employed in an experimental set-up, lead 
collimators are used to reduce the useful size of the detector to the size that is suitable 
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for the required investigation. Also, lead collimation and shield help to stop photons 
arriving from outside the coincidence volume. Such necessity of using collimation in 
our PET scanner, makes recording single photons for SPECf become possible; since it 
is the same collimation that is usually used when performing SPECT studies. This 
possibility of single photon counting for SPECf is the subject of the next chapter. 
The results of the system characterisation show the difference between the 
annihilation coincidence detection and single photon detection as usually seen when 
PET and SPECT are compared. 
In general, such initial results illustrate the difference between electronic and lead 
collimation; the basic difference between PET and SPECf. 
A scanner incorporating only one pair of detectors has the disadvantage of the 
long scanning time for each scan procedure. Consequently, drifts in the electronics are 
possible and a compromise is required to reduce the phantom size and therefore the 
measurement time. With respect to the low coincidence count rate, a further 
compromise is required since it is impractical to count for a very long time in order to 
achieve high statistics. 
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Chapter 5 
Simultaneous PET and SPECT 
5. 1 Introduction 
In single photon emission tomography (SPECT), photons that are emitted from 
the object under examination passing through the collimator hole and then detected are 
accepted to provide the recorded data if they are within the photopeak window (energy 
of interest). Whereas in the case of positron emission tomography (PET), another 
restriction is required so that the two 511 ke V photons emitted as a result of a positron 
annihilation must be detected by the two opposing detectors within a short period of 
time (time window), to be assumed simultaneously detected and to form recorded data. 
So from both coincident sides, signals from the two opposing detectors are processed 
until they satisfy energy and timing requirements and then be recorded by the counting 
unit as PET data. 
Not all pulses that arrive from the two detectors to the coincidence unit are within the 
preset time window because of the chance of scattering and absorption of one of the 
two 511 ke V photons within the object. In this case the timing condition is not met and 
therefore there are no PET data recorded. So the number of the individual photons that 
pass through and satisfy the energy condition is high and is known as the singles 
rate. On the other hand, the timing condition makes the coincidence rate low due to the 
reduced probability that both photons survive without being absorbed or scattered; this 
is the reason why the sensitivity of coincidence detection is small. 
Electronic collimation is sufficient in PET when using discrete small detectors, 
each detector can be operated in coincidence with many opposing detectors. ' 
Collimation (or what is called septa between the adjacent rings of detectors) is used to 
stop photons arriving from outside the coincidence volume, in other words to reduce 
the singles rate and therefore the random contribution. 
Also because of the absence of the lead collimation around each detector, the detectors 
in PET scanners may record all incident photons within the plane of the ring of 
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detectors as singles if they only pass the energy requirement with no regard to their 
direction. This is the major cause why the singles rate is much higher (or probably very 
much higher) than that of the true coincidence rate. 
As cited in the literature for the PET scanners, a typical value for the ratio of the 
coincidence to the singles rate is 0.07, depending on the system and the object being 
imaged, and in actual patient studies this quantity is likely to fall to 0.02 due to counts 
from outside the geometric coincidence aperture entering one of the detectors 
[Muehllehner, 1975]. 
In this case it can be stated that, the absence of such lead collimation around 
each PET detector is the reason why the singles counts cannot be used to produce an 
image for the radionuc1ide distribution under examination. Singles are only counted in 
some systems to give an estimation of the random counts which are then subtracted 
from the total coincidences to provide a true image. 
However, when performing positron tomography using a fundamental scanning 
system incorporating a pair of detectors, care has to be taken to collimate the two 
opposing detectors so as to define a narrow coincident line between them. Such 
collimation reduces the useful size of the detector and is the kind of collimation which 
is made for use with a single detector when Single Photon Emission Computed 
Tomography (SPECT) is performed using this type of scanning system. The difference 
being the relative size and adequate thickness of the lead shield around the detector in 
order to cope with the relatively high energy of the 511 keY photons. 
The singles and coincidence count rates as recorded by the detection system we 
use in this work are given in tables 5.1 and 5.2. The use of two different kinds of 
sources (line and point sources) is to show the extreme case when photons are incident 
on the detectors from outside the coincidence volume as a large radioactive object being 
imaged with a PET scanner. Since collimation is not used in PET, the investigation also 
involves measurements when the collimator faces are removed from the front of the 
detectors. In addition, the study covers two different locations for the source; at the 
centre and off-centre, by 20 mm, to represent a radioactive region at the surface of the 
object where the singles rate in this case is high as recorded by the near detector 
compared with the other opposing one. 
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With Collimation 
At the Centre 
Source Medium Singles A SinglesB Coincidences Coin./Singles A Coin./Singles B 
Na-22 64.4 61.8 22.8 0.35 0.37 
Point Air +/- +/- +/- +/- +/-
Source 0.25 0.25 0.15 0.003 0.003 
111.6 114.0 10.4 OJ)93 OJ)91 
Air +/- +/- +/- +/- +/-
Ge-68 0.33 0.34 0.1 0.0009 0.0009 
Line 
Source 92.2 91.6 5.7 0.062 0.062 
Perspex +/- +/- +/- +/- +/-
0.30 0.30 0.08 0.0009 0.0009 
Off-Centre 
Na-22 132.7 36.7 23.8 0.18 0.65 
Point Air +/- +/- +/- +/- +/-
Source 0.36 0.19 0.15 0.001 0.005 
166.0 82.1 10.2 0.061 0.124 
Air +/- +/- +/- +/- +/-
Ge-68 0.41 0.29 0.1 0.0006 0.001 
Line 
Source 152.9 56.4 5.9 0.039 0.105 
Perspex +/- +/- +/- +/- +/-
0.39 0.24 0.08 0.0005 0.001 
Table 5.1. The count rates per second (CPS) given above arefor the photopeak 
energy window of 350-670 keV and using a time window of 5.5 ns. The separation 
distance between the two coincident detectors is 137 mm and the collimator hole size 
is 3x10 mm2 
The experimental results in the two tables show that, the singles count rate varies with 
source location and size (with respect to the solid angle of the detector), whereas the 
coincidence count rate does with minor variations. 
The highest value of the Coincidence-To-Singles (C/S) ratio is for the case of the point 
source since the incident photons are within the coincidence vol ume. Also, the ratio of 
the coincidence count rate with this point source taken with and without collimation is 
3.63+/-0.03 which is not far from the ratio (3.77) of the detector crystal size (of 12 ' 
mm in diameter) and the collimation slit hole of 3x10 mm, indicating that most of the 
incident photons contribute in the coincidence counting. 
In the absence of collimators (table 5.2) which is similar to a PET scanner operating 
without septa for the purpose of 3-D data collection, the CIS ratio for the line source is 
very low and the worst case is when the source is at off-centre (closer to one of the 
97 
detectors). The use of scattering medium results in a further reduction of this ratio since 
the chance for both conjugate photons to escape absorption and scattering is less than 
that of the case of air. 
Without Collimation 
At the Centre 
Source Medium Singles A SinglesB Coincidences Coin./Singles A Coin./Singles B 
Na-22 161.5 158.5 82.8 0.51 0.52 
Point Air +/- +/- +/- +/- +/-
Source 0.40 0.40 0.29 0.002 0.002 
1456 1396 59.2 0.041 0.042 
Air +/- +/- +/- +/- +/-
Ge-68 1.2 1.2 0.24 0.0002 0.0002 
Line 
Source 1433 1379 42.9 0.030 0.031 
Perspex +/- +/- +/- +/- +/-
1.2 1.2 0.21 0.0001 0.0002 
Off-Centre 
Na-22 280.1 104.0 74.4 0.27 0.72 
Point Air +/- +/- +/- +/- +/-
Source 0.53 0.32 0.27 0.001 0.003 
2288 949 57.0 0.025 0.060 
Air +/- +/- +/- +/- +/-
Ge-68 1.5 1.0 0.24 0.0001 0.0003 
Line 
Source 2603 834 41.8 0.016 0.050 
Perspex +/- +/- +/- +/- +/-
1.6 1.0 0.20 0.0001 0.0002 
Table 5.2. The count rates are taken under the same conditions asfor table 5.1 but 
with removal of the collimator faces. In this case the lowest CIS ratio isfor the case of 
the source being off-centre and the singles count rate of the near detector. 
However, different situations of source size and position as well as detector effective 
area and different separation distances may give different ratios for the Coincidence-to-
Singles count rates. Nevertheless, the ratio remains high for singles over coincidences 
with the present system where collimators are involved with the use of the line source. 
5.2 Present study 
In our study we record the singles photons in the PET experiments not to utilise 
them for the estimation of the random contribution but to build up a SPECT image for 
the positron emitter distribution being investigated. With proper design of the lead 
collimators in our PET scanner, a pair of detectors working in coincidence in such a 
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simple way can be used to perfonn SPECf with two opposing detectors. This means 
we can scan our object from the positron tomography point of view and at the same 
time we can perfonn single photon emission tomography making use of the two 
opposing detectors, by reducing the total rotation angle to 18()O and therefore the total 
SPECf scanning time into half. 
The SPECf images are of course for the singles photons of 511 ke V that are already 
being counted in coincidence in the PET experiment. So SPECT data are taken 
simultaneously with the PET data for the same positron emitter distribution and under 
exactly the same conditions. Figure 5.1 represents the simplest circuit for annihilation 
coincidence detection. 
r------t Detector ~ /3+ ~ Detector 
Pre 
Amplifier 
TSCA 
Pre 
Amplifier 
TSCA 
I--____ ~ Coincidence ~------i 
Circuit 
SPECTData 
(8 ) 
PET Data 
(8) 
Counter 
SPECTData 
(8+180°) 
Figure 5.1. A simple diagram illustrating a slow coincidence circuit/or simultaneous 
PET and SPECT. TSCA = Timing single channel analyser. 
Two signals from the two channels are picked up (amplified and energy selected) and 
then passed to the coincidence unit which generates a logic pulse if both signals arrive 
within the preset time window. As we count the output pulses from the coincidence 
unit (PET data), we count the two inputs to this coincidence unit as well. What is 
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required is to split the input signals in such a way that three counters are used, one is 
for the PET data from the coincidence unit, and the other two are for the inputs to this 
coincidence unit. 
Those two inputs counted by the two counters form the data of the SPECT study. One 
is for the projection (raysum set) at angle a, and the opposite one is for the projection at 
angle 9+ 180<>. The same job is performed when the singles are counted for the random 
correction in the slow or the slow-fast systems. 
5.3 Work strategy 
Work in positron tomography, aims to record only the events which are in 
coincidence, discrimination against noise and a fast coincidence decision are usually 
used in the early stage of the processing procedure in order to stop pulses that are not 
related in time. If the events are in coincidence then they pass through the gating 
mechanism for further processing; amplification and energy selection. This helps to 
reduce the dead time of the system and therefore the count rate capability is extended. 
As an example to explain this technique, is the positron imaging system used by 
Muehllehner [1975] of the two Anger scintillation cameras working in coincidence. 
Figure 5.2 shows the block diagram of the electronics. 
In Muehllehner's work [Muehllehner, 1975] which is based on a fast-slow system, the 
discriminator output pulses in the fast circuit were taken as the singles for the 
calculation of the random contribution. However, if we want to use the singles to 
reconstruct a SPECT image, then care must be taken for proper energy selection to 
avoid counting of scattered or unwanted events as we usually do in SPECT studies 
using for example the conventional gamma camera. 
Therefore, in our strategy, the singles counts or more precisely every single 
detected pulse must be properly analysed for energy requirements and the coincidence 
selection follows as a second stage. If either pulse is within the energy window 
(photopeak region) then it is counted as SPECT data, and if this pulse is also in 
coincidence with another similar pulse from the opposing side then PET output data are 
generated. Because of the timing restriction, the PET data are a fraction of the SPECT 
data. 
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Figure 5.2. Block diagram o/the electronics in Muehllehner's work [Muehllehner, 
1975}. Note that the discriminator outputs were used to give the singles rates/or the 
random calculations. 
Based on this strategy, the simple slow coincidence circuit (figure 5.1) when 
employing energy amplifiers and TSCA's can provide the additional data for the 
SPECT part of the work. But due to its inferior time resolution compared to the fast 
coincident circuit, the acquisition of the PET data will include a significant portion of 
random coincidences. 
In spite of the possibility of carrying on the work with this kind of slow circuit, it 
would be preferred to use the slow-fast arrangement in which the time resolution is 
better, randoms are less, and the singles are still energy selected. Therefore, the slow-
fast circuit is the most suitable arrangement whereas the singles will be utilised for 
random corrections and will also provide the SPECT data. However, in the case where 
the work is to be performed using a fast-slow arrangement, then the outputs from both 
the TSCA's in the slow circuit are the constituents of the SPECT data. 
5.4 System limitations 
With such a simple arrangement in performing PET experiments, there is no 
doubt that SPECT images can be produced. It is due to the advantage of using a system 
that features only one pair of coincident detectors which are collimated and shielded to 
allow the collection of the SPECT data. However, in the case of expanding the system 
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to incorporate a larger number of coincident detectors and collecting SPECT data, the 
possibility of making each detector work in coincidence with more than one opposing 
detector is affected. In other words, due to the need for collimation, we are snictly 
applying only a One-To-One geometry which, unfortunately, results in a great 
reduction in sensitivity compared to the standard PET scanners whereas each detector 
may be in coincidence with as many as 201 opposing detectors for a given plane as 
with the 600-crystal Donner tomograph [Huesman et al, 1989]. 
There could be a possibility in increasing the number of the coincidence lines between 
the detectors and still perform simultaneous PET and SPECf, but it will never reach 
the capability of present systems, because of the necessity of lead collimation. This 
subject is discussed in the section of Suggestions For Further Work. 
Nevertheless, it is worth exploring the differences between coincidence 
counting and single photon counting which are the basis of our tomography 
experiments that include both modes. 
5.5 Single and coincidence counting in medical imaging 
The work in this section deals with the differences in photon counting in both 
modes; single and coincidence as applied in medical imaging. 
Since the 1950's the evaluation of the brain scanning systems for tumour detection 
involved a comparison between coincidence counting using positron emitters and 
single photon counting using various isotopes with different energies up to 511 keY. 
Various collimating systems were considered including focusing and cylindrical 
apertures for single photon counting and cylindrical collimators for the coincidence 
detection. 
Through a study of the geomenical efficiency of different collimators for this purpose, 
Brownell [1958] found that the normalised efficiencies of the coincidence detection and 
single focusing collimator were higher than that of the equivalent single cylindrical 
collimator. 
Beck [1961] concluded from theoretical considerations that focusing collimation using 
single photons with energies up to 511 ke V were two to ten times better than 
coincidence counting for the detection of brain tumours by scanning. Matthews [1964] 
presented results that agreed with the above work for the case when the source of 511 
ke V photons was at the centre of a water phantom, however, for sources at the back of 
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the phantom coincidence detection was found to be better, unless two opposing views 
were used with focusing collimators to achieve better results than the coincidence 
counting case. 
These works were carried out with rectilinear scanning systems, and for activity 
distributions lying on or near the surface the focussing collimators were particularly 
advantageous [Brownell, 1958]. 
The comparison between the two situations has expanded since 1970's to 
involve the PET and SPECT systems due to the increased popularity of the prototype 
PET scanners at that time. 
One such parameter of comparison is the solid angle between the two systems using 
the existing Anger gamma camera with a parallel hole collimator as the SPECf system 
and a prototype PET scanner with a ring of crystals. Budinger et al [1979] showed a 
solid angle advantage of 100 for PET over SPECT systems for those two particular 
systems, they added that if the lead septa are considered within the calculations for 
SPECf, then the advantage of positron imaging is even greater. 
The combined effect of collimator and solid angle allows a transmission of only one in 
10,000 primary photons from the sources used in nuclear medicine applications. Also, 
the problem of scattering and absorption results in a loss of 50-80% of the photons 
depending on the depth in the body and the energy of the radionuclide being imaged. 
Therefore, when the attenuation process is taken into account, the solid angle 
advantage of electronic collimation for positron annihilation detection is less than what 
has been mentioned. This can be shown when the photon scattering and absorption for 
the two situations is compared. 
Budinger et al [1979] calculated the average escape probability of both modes for the 
case of a point source with a given attenuation coefficient (Jl) in a water equivalent disc, 
the calculation was done for the source at the centre and when it was at the edge of the 
disc. It was found that the fraction of photons scattered and thus lost from the image 
was greater for positron coincidence detection compared with single photon detection. 
The same workers made numerical integrations for discs of various diameters using 
attenuation coefficients corresponding to 80 keY (0.018 mm-I), 140 keY (0.015 
mm-I), and 511 keY (0.0096 mm-I). As seen from figure 5.3, the positron detection 
system experiences a loss of events greater than that experienced by a single photon 
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system using even 80 ke V photons. For a positron ring system only 20% of the 
annihilation pairs will escape a 20 cm cylinder of water without scattering; whereas the 
corresponding escape probability for the single photon situation using 99mTc is 40%. 
This results in a gain factor of 2 in the number of available events for single photons of 
140 keY over positron annihilation imaging. However, when referring to single 
photons of 511 ke V such a gain is 2.5 and it is higher for larger cylinders. Similar 
results were expected for non distributed sources. 
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Figure 5.3. Thefraction of available events which are scattered from uniform 
distribution in various sized disc increases with a decrease in energy and with an 
increase in thickness of the attenuating material. In all cases more events are lostfor 
positron annihilation coincidence detection. Dashed curve of511 keV is for single 
photon detection [Budinger et al, 1979}. 
Moreover, when evaluating the overall sensitivity, the detector efficiency must 
be taken into account in addition to the process of photon loss discussed above. The 
intrinsic efficiency of the Anger camera for 140 keY photons is nearly 100%. The 
detection efficiency is relatively lower (typically 45%) when counting pulses from 511 
ke V photons, also, the detection efficiency for positron annihilation detection is 
proportional to the square of the individual crystal efficiency (0.45 x 0.45 = 0.20); the 
sensitivity advantage for single photon imaging is five. Also as shown earlier, twice, as 
many single photons escape scatter in a 20 cm cylinder of water as do coincident 
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positron gamma ray pairs, and this gives the single-photon situation an additional 
sensitivity advantage factor of two [Budinger et aI, 1977]. 
The review in chapter 2 shows that the trend in PET technology has been 
directed towards the use of small detectors for improved spatial resolution and the 
adoption of the BOO scintillator rather than NaI(TI) for its higher detection efficiency. 
This makes the sensitivity of PET scanners to become even higher than SPECT when 
perfonned with a rotating gamma camera. However, the rotating gamma camera 
provides a large 2-D position sensitive detector, at the same time, this design has 
several inherent limitations such as the stability problems associated with rotating the 
detector electronics and the less than optimal detector geometry for brain imaging. 
Stimulated by the availability of several new brain radiophannaceuticals, a number of 
high resolution SPECT imaging systems have been recently introduced. These ring 
tomographic systems use high resolution rotating collimation and perform high 
precision rotation while encompassing the imaging volume with detectors of 21t 
geometry [Chang et aI, 1991]. As an example for such rings is ASPECT, the annular 
single crystal brain camera with a rotating collimator designed by Genna and Smith 
[1988] and a system resolution of 8.2 mm FWHM [Holman et aI, 1990]. 
Other similar multi-detector SPECT systems designed to accomplish high resolution 
with high sensitivity is the three-head [Lim et aI, 1985] and the four-head [Kimura et 
aI, 1990] rotating gamma cameras, with achievable spatial resolution of 9.0 mm for the 
three-head system [Kouris et aI, 1992] and 7.0 mm for the four-head system. 
A multiple-pinhole coded-aperture system based on semiconductor modular gamma-
camera design has been developed by Rogulski et al [1993] to provide a spatial 
resolution in the reconstructed image of about 5-mm. The development involved the 
use of detectors with high intrinsic resolution and a closer distance to the small pinhole 
collimator. The increased number of pinholes around the tomographic ring resulted in 
an increased efficiency as well. 
Collimator choice is one of the most important factors that determine the image 
quality in SPECT nuclear medicine. In spite of recommendations to use the high-
resolution collimator in SPECT [Mueller et aI, 1986], many centres with single rotating 
gamma cameras continue to use the general-purpose (and some the high sensitivity) 
collimator, presumably because they consider the sensitivity to be of paramount 
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importance. With the advent of multi-head cameras and the consequential gain in 
sensitivity, the loss of sensitivity accompanying the use of high-resolution collimators 
should become easily acceptable [Kouris et al, 1992]. 
Comparison between PET and SPECT 
A recent study presented by Budinger [1990] involves the discussion of three 
designs of emission tomography; two PET scanners POSICAM and PENN-PET with 
a new design of a SPECT system. Common to all of these designs is the goal of 
acquiring volumetric data with good sampling in three dimensions. 
POSICAM has detectors of 11 BGO crystals and 6 PM-tubes arranged like barrel slats 
around the imaging port [Mullani et aI, 1990], and the PENN-PET utilises six Anger-
logic NaI(TI) cameras in a hexagon without employing septa to remove scatter [Karp et 
aI, 1990]. These systems differ from one other radically in almost every aspect of 
design from different scintillators and detector arrangements to different reconstruction 
algorithms. The device for SPECf used in the comparison is the four-headed NaICTI) 
camera that was designed to achieve a volumetric coverage and high sensitivity 
[Kimura et aI, 1990]. 
Due to the difference in detection efficiency between the BGO and NaI(TI) detectors, 
the sensitivity of the POSICAM scanner is higher by a factor of 2.5. However, as a 
result of better energy resolution of NaI(TI), the scatter reduction is remarkably well 
handled with the PENN-PET. If the energy threshold is lowered in the case of the 
latter, then the sensitivities of both systems would be comparable, but the amount of 
scattered events to be subtracted is more due to the much wider energy window. On the 
other hand, there is a significant increase in true coincident count efficiency when the 
inter-plane septa are removed from a PET system and off-axis events are recorded, but, 
this also results in an increase in the scatter fraction. 
The SPECf scanner shows a system sensitivity four times greater than that of a single-
headed tomographic instrument, and its sensitivity (for 7 mm resolution) is about 5.6 
and 14 times less than that of the PENN-PET and POSICAM respectively. This is 
close to the expected factors if one takes into account the differences in detector 
dimensions, crystal efficiencies, and resolution [Budinger, 1990]. 
The two new PET scanners have achieved good transverse resolution of better than 6 
mm and continuous transaxial sampling thus avoiding interleaving gaps which 
106 
necessitate a second scan in many conventional scanners if full volumetric sampling is 
desired. 
Since PET is usually regarded as superior, especially when compared with 
SPECT performed with a rotating gamma camera, Bailey et al [1994] presented the up-
to-date comparison between PET and SPECT under identical (or as close to identical) 
conditions using two current state-of-the-art dedicated neuro-imaging scanners. 
The PET scanner is a ring tomograph with BGO block-type detectors [Spinks et aI, 
1992]. An array of 8x8 BGO crystals is viewed by 4 PM-tubes, and each crystal 
measuring 3.1 mm square (similar to figure 2.4P). The SPECT system is the 
CERASPECT scanner which consists of a continuous NaI(TI) ring and 21 PM-tubes 
around it and 3 PM-tubes in the axial direction (a total of 63 PM-tubes) [Genna and 
Smith, 1988]. Inside the ring, there are three arc-shaped parallel-hole collimators which 
rotate through 36()O during an acquisition. 
The spatial resolution of both systems is less than 8-mm in all dimensions in scattering 
media. On average, the PET scanner's resolution is approximately 10-15% better than 
the SPECT system. The sensitivity in air to a line source of 18p (for PET) and 99mTc 
(for SPECT) is over 20 times greater for 2D PET than on the CERASPECf, and about 
150 more sensitive for 3D PET. 
Baileyet al [1994] have demonstrated that the traditionally higher figure for 
spatial resolution in PET has become less evident nowadays and there is no doubt as to 
why PET maintains as an advantage with respect to sensitivity. 
The comparison between PET and SPECT as has been discussed above is for 
tomographic systems with different geometrical arrangements and for different 
radionuclides. The difference between them remains to be the high sensitivity for PET. 
As PET becomes more clinically oriented [Wagner, 1991; Deutsch, 1993], and as 
SPECT continues to improve in sensitivity and spatial resolution, it is clear that the 
distinctions between the two will be based more on available radiopharmaceuticals, 
radionuclide half-life and applications [Bailey et al, 1994]. 
Versatile PET-SPECT systems 
In Japan, Kanno et al [1981] built a ring tomograph combining both PET and 
SPECT modes. Due to the unavailability of an in-house cyclotron, this hybrid emission 
scanning system was designed to be mainly used as a single photon emission 
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tomograph when collimators are inserted for this purpose. Otherwise, the ring 
detectors may operate in coincidence with each other to collect events from positron 
emitter distributions when PET studies are perfonned, and no collimation is needed in 
this case except two doughnut shaped lead plates to define the slice thickness. Since the 
system's optimisation was for single photon studies using i.e. 133Xe and 99mTc, NaI(TI) 
detectors were chosen instead of BGO in order to maintain higher energy resolution 
over an energy range between 81 and 511 ke V. 
Fine data sampling with this versatile scanner is carried out by detector rotation and 
wobbling for the PET mode, while in the case of single photon tomography a 
combination of detector rotation as well as collimator movement (swing) are used. This 
system features a special collimation configuration; the moving fin collimators. The 
tungsten fins are located on every scintillation crystal and are synchronously driven by 
a large wheel gear and a stepping motor to swing back and forth up to 3()O in each 
direction, so that all collimated rays simultaneously sweep across the field of view. The 
images produced with this hybrid scanner showed PET images with far less scatter and 
higher quality than the SPECT images. On the other hand, the spatial resolution of the 
SPECT images was found to be better (higher) at the periphery than at the centre 
because of degradation of collimator response with depth in the scattering medium 
[Kanno et aI, 1981]. In general, the spatial resolution with this hybrid tomograph at the 
centre of the image field was 10 mm FWHM for SPECT mode and 11 mm FWHM for 
PET mode [Tanaka et al,1981]. 
Although this system and its second version which has three rings of NaI(TI) detectors 
[Hirose et aI, 1982] were used satisfactorily, some of the design parameters were 
optimised for SPECT and hence sub-optimal for PET. Therefore, Kanno et al [1985] 
redesigned the system as only a PET scanner with BGO detectors. 
With the general availability of rotating double-headed gamma camera systems, 
a positron camera based on such systems is useful and versatile since it can be used for 
all imaging modalities in nuclear medicine. Paans et al [1985] modified a dual-headed 
gamma camera system to work as a positron camera by implementing a coincidence 
circuit without changes to the camera electronics. Return to single photon counting is 
possible by switching off the coincidence electronics and remounting the collimators. 
The spatial resolution measured with 22Na point source was found to be 7.S mm 
108 
FWHM in the transverse PET image where in the stationary mode the spatial resolution 
was 4.8 mm FWHM. 
The use of large area detectors (gamma camera) imposes a limitation on the singles 
count rate that the system can handle. Some flexibility is obtained when graded 
absorbers are available. The graded absorbers decrease the singles count rate due to the 
low energy (scattered) gamma photons to a much larger extent than the singles count 
rate due to the 511 ke V photopeak photons [Muehllehner, 1975]. 
Similar to Paans's versatile PET-SPECT scanner, a small animal imaging system based 
on two position-sensitive PM-tube scintillation cameras has recently been devised by 
Green et al [1994]. Each scintillation camera is with a 65x65x4 mm thick NaI(TI) 
crystal. Such a small system may also perform planar SPECT and PET imaging. The 
system requires that the animal is rotated between these two detectors to provide 
sufficient projections for the tomographic studies. The spatial resolution in the PET 
mode is 1.9 mm and the intrinsic resolution in the single mode operation is 1.9 mm at 
140 keY [Green et aI, 1994; Seidel et aI, 1994]. 
Although PET scanners based on rotating detector arrays, when compared to 
the full ring scanners, have some drawbacks such as the difficulty of imaging rapidly 
changing radionuclide distribution and the requirement for mechanical motion, a 
renewed interest in rotating arrays arises to reduce the cost of PET systems. 
Townsend et al [1993] presented a prototype rotating PET scanner with only one third 
of the number of small BGD detectors compared with a full ring scanner, aiming to 
have a significant reduction in cost. The performance study shows that when septa are 
retracted, the sensitivity is comparable to the full-ring equivalent operating with septa. 
Positron SPECT 
Since PET scanners are limited in use with only positron emitter radionuclides 
and also expensive in cost, a move towards imaging positron emitters with 
conventional single photon scanners has been considered. 
Imaging of positron emitters with standard nuclear medicine equipment is not a new 
practice in medicine whereas many 18F bone scans were obtained with the use of 
rectilinear scanners in the earlier days of radionuclide imaging. Devices that are not 
commercially available have been modified to perform SPECT acquisitions of positron 
emitters with good preliminary results [Hill et al,1988; Hill and Fischman 1992]. 
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Planar acquisition for FDG imaging in patients with head and neck tumors has been 
found successful [Minn et aI, 1988]. 
The move towards imaging the 511 ke V photons with conventional gamma cameras 
has given rise to two major issues concerning the crystal thickness in order to increase 
the detection efficiency for such high photon energy and whether the collimators to be 
designed for relatively increased sensitivity or resolution. However, since the increase 
in crystal thickness would decrease the spatial resolution for standard single-photon 
radionuclides in routine use, the alternative solution is to design high-energy 
collimators to optimise relative resolution verses sensitivity. Lingen et al [1992] 
designed a special high-energy all-purpose collimator for imaging the 511 ke V photons 
by increasing the bore length to 100 mm and the septa thickness to 2.11 mm. To 
ascertain that the collimator weight did not exceed 150 kg, the hole diameter had to be 
increased to 4.6 mm. 
FDG myocardial imaging in SPECT mode is now considered part of clinical work 
[Drane et aI, 1994]. The measured sensitivity ofFDG SPECf for 511 keY photons is 
about 9% of that of 99mTc scanning performed with the high-resolution collimator. The 
FWHM value measured for FDG SPECT in a scatter medium at 11 cm depth was 
found 17 mm where it is (for comparison) 17.5 mm for 201 TI- obtained with use of 
appropriate collimation. 
Work is in progress to examine and compare different SPECT techniques using 
positron emitters and other radionuclides for heart imaging [Noelpp et aI, 1994]. 
5.6 Similar approaches 
The only work in the literature that utilised the singles in a PET study in a 
similar way to what we have suggested, is that of Shepp [1986]. Through the use of 
Mote-Carlo simulation programmes, Shepp tried to utilise the singles counts to help in 
the image reconstruction. With regard to reconstruction algorithms, he could not report 
that the singles helped. However, Shepp mentioned that singles alone cannot 
reconstruct without focussed collimation. 
5.7 Summary 
Both single photon and annihilation coincidence detections may be applied with 
the 511 ke V photons from positron emitters in medical imaging. Most of the work has 
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concentrated on PET as the imaging device with such annihilation photons. This lead to 
having continuous comparison between PET and SPECf using general single photon 
radionuclides. Due to the complexity and relative high cost of PET scanners, versatile 
systems have been either build or modified from original single-photon devices. 
Versatile PET-SPECT systems are useful in situations where the demand on PET 
investigations is limited or in research area. Furthermore, in an attempt for cost-
effectiveness, annihilation photons from positron radiopharmaceuticals are imaged in 
SPECT mode using conventional gamma camera systems. This step needs certain 
requirements to optimise between spatial resolution and sensitivity. 
Finally, taking all of these factors (solid angle, scattering loss, detection 
efficiency) between single photon counting and annihilation coincidence detection into 
account, each tomographic system features its own superiority. Therefore, in the light 
of these differences between PET and SPECT which not only include physical 
fundamentals but also different tomographic systems with different geometrical 
arrangements, it is worth making use of this opportunity (of the present system) to 
reconstruct images from both single photon mode (positron SPECT) and annihilation 
coincidence mode (PET) using one scanner under exactly the same experimental 
conditions. This would allow to compare both modes for the study under investigation. 
As has been provided in tables 5.1 and 5.2 and discussed in figure 5.3, the single 
photon count rate of 511 ke V photons is higher than the coincidence count rate and 
thus, there is encouragement to perform the SPECf study as proposed in this work. 
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Chapter 6 
Data Correction and Image Reconstruction 
6.1 Introduction 
Gathered data for emission tomography (measured raysums) do not correctly 
reflect the concentration of radioactivity in the object. Several corrections are necessary 
for an accurate reconstruction of the radioactivity distribution in the object. In positron 
tomography, the corrections involve mainly the subtraction of random coincidences, 
scattering correction and finally attenuation correction. In SPECT, the major 
corrections are for scattering and attenuation. Other corrections such as those for 
radioactive decay are important for both modalities when employing short lived 
radionuclides. The use of many detectors requires that detection efficiencies be 
normalised in order to ensure a uniform response. 
When there is a choice of methods to apply for a given correction to the 
acquired PET or SPECT data, an evaluation of these methods is necessary to measure 
the difference between them. It is possible to produce images corrected with these 
different methods and compare them to a reference image, the 'Ideal Image', in order to 
assess the usefulness of the methods employed. 
The ideal or expected image can be obtained by constructing a model from the actual 
object with no degradation in the image from other effects such as noise, attenuation or 
scattering introduced. The construction of the ideal image can be set up mathematically 
by a computer simulation programme and it is easy to use when the object has a simple 
geometry and a homogeneous distribution. 
The image as a square matrix of picture elements (pixels), can be presented as a two 
dimensional image in colour or a three dimensional projection of variations in intensity 
per pixel. For the evaluation of the different correction methods, the image quali ty can 
be assessed directly by comparing the corrected (or obtained) image with the ideal 
image in tenns of pixel by pixel. 
112 
With regards to the assessment of different correction methods or the evaluation 
of images reconstructed with different reconstruction algorithms, there is a number of 
tests which have been found to be useful in quantifying the relative quality of different 
images such as that of Image Fidelity [Evans, 1981]. 
In evaluating the quality of the images in single photon emission tomography, 
Masoomi [1989], for example, applied four different methods; a Fidelity test, a Quality 
factor and the Overall and Absolute nearness, and the result was that all of them gave 
similar indications about the image quality examined. Whereas Gentle [1990] 
successfully applied only the Fidelity test as a method of assessment. Since the subject 
of image quality is discussed in more detail in the next chapter, the Image Fidelity test 
is used here for the evaluation of the correction techniques. Here, the Fidelity factor is 
given as: 
N L (P ideal - P image )2 
Fidelity = 1 _ -!.i==l _____ _ 
N L (P idea1 )2 
i=l 
where Pideal is the pixel value in the ideal image, Pimage is the corresponding pixel value 
in the image under examination, and N is the total number of pixels in the image. 
The above expression gives a number indicating how close the image under test is to 
the ideal case. When there is no difference, the number is unity, and the smaller the 
figure the more variation between the two images exists (showing a degradation in 
quality). 
In figure 6.1 are shown the ideal images which correspond to the study employed and, 
hence, to be used in the image evaluation as given in the above equation. The study in 
which there is only one line source (eitherin air or perspex) has been simulated to be 
one pixel only in extent with a given activity where the surrounding background is 
zero. Similarly, the case with the rat's head phantom where two line sources are used 
with a separation of 5-mm and 10-mm centre-to-centre, two pixels are used. The . 
separation between the two pixels of 5-mm and 10-mm is rather difficult to simulate 
since the pixel width is 3-mm and the field of view is of 21 pixels in each direction. 
Two pixels separated by only one pixel provide a 6-mm centre-to-centre separation and 
when the separation is by three pixels, the representation is for 12-mm centre-to-centre. 
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Since the overlapping between both the ideal image and the measured image is 
important for the calculations between the corresponding pixels of each, misalignment 
between them will lead to significant errors in the fidelity test and, hence, incorrect 
information with regard to quality of the measured image. Our attempt to avoid the 
misalignment between the images was carried out by examining the pixel values of the 
measured image to locate the highest values that represent the sources in the image. 
Due to the partial volume effect, the two sources in the reconstructed images of the raw 
data are represented by two pixel separation (i.e. 9-mm centre-to-centre) in the case of 
IO-mm separation and by one pixel separation (i.e. 6-mm centre-to-centre) for that of 
5-mm separation. A 
B 
c 
Figure 6.1. The ideal images that represent the best cases which were used in t~ 
calculations o/thefidelity test. A) For the line source at the centre of the field ofvlew, 
B)/or the two line sources in the rat's headphantom with a 5-mm centre-to-ce~tre 
separation, C) as in B) but with lO-mm separation. The ideal images were wuh 
normalised pixel values. 
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6.2 Correction procedures 
Once the data have been corrected (i.e. for scattering and attenuation), a 
reconstruction technique is applied. In the first chapter, a discussion of the two 
reconstruction techniques is given. It is possible to compare both of the reconstruction 
techniques using the experimental data obtained and the ideal image, and then choose 
that which gives the better results. On the other hand, there are also different correction 
methods to be evaluated before the reconstruction process is applied. This situation is 
similar to a mathematical function with many variables, figure 6.2. 
Emission Tomography Experiments 
PET 
• 
SPECT 
data data 
Experimental Data 
, , 
Random Efficiency 
correction nonnalisation 
Scatter Scatter 
correction correction 
Attenuation Attenuation 
correction correction 
Image Image 
reconstruction reconstruction 
Figure 6.2. A diagram to show the correction procedures. From each study, two 
separate data-sets are processed to provide two images; one is/or PET and the other is 
for SPECT. Each set has its own correction steps. Efficiency normalisation is not 
required/or PEr data when using only one pair of coincident detectors. 
In studying the performance of PET scanners with phantoms, some conditions 
and procedures are recommended to give standard figures for the system under 
examination. For example, when measuring the accuracy of scatter correction, the data 
are to be reconstructed with all necessary corrections whereas the attenuation correction 
115 
is done analytically assuming a constant attenuation correction to eliminate potential 
effects of the transmission scan method of correction. In addition, the reconstruction 
process is applied using backprojection with a ramp (Sharp) filter, whereas the case in 
clinical applications imposes a smooth filter due to the limited statistics [Karp et ai, 
1991]. 
There are two standard sets of performance measurements proposed by two bodies: 
1) the American group comprising both the Society of Nuclear Medicine (SNM) and 
the National Electrical Manufacturers Association (NEMA) and 2) the European 
Economic Community (EEC). 
Considerable effort has been made to keep the American and European measurements 
similar to each other. In certain cases they are identical, but in others they differ with 
respect to either the activity distribution or the method of data analysis. The overriding 
concern of the American group is to establish a standard to characterise the physical 
performance of PET scanners, in order to evaluate performance and understand the 
abilities and limitations of the scanner for use in patient studies. The overriding concern 
of the European group is that the measurements would approximate a clinical situation 
as closely as possible, so that measurements can be used to predict and interpret patient 
studies. For example, should spatial resolution be measured in air or in water, and 
should the data be reconstructed with a ramp or with a smooth "clinical" filter? Both 
measurements are useful and complementary. The American measurement represents 
the intrinsic performance of the scanner and is useful for comparison. Whereas the 
European measurement gives one a better idea what the resolution will be for a study 
with limited statistics. The difference between the results is not so much a question of 
which is more relevant for patient studies, but which is a better standard to use to 
measure the performance of the scanner. That is a matter of opinion, and a difficult 
point to resolve. As another example, should the scatter fraction be measured in the 
sinogram or in the image? The American measurement represents the intrinsic scatter, 
while the other measurement represents the contrast (rather than the scatter) in the 
image [Karp et aI, 1991]. 
In this work where the objective is to evaluate the differences between the two 
images of PET and SPECT obtained using an experimental scanner, it is useful to carry 
out the spatial resolution test in both air and perspex in order to have an expanded 
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measure/determination of the system's intrinsic performance and its limitations with 
more actual studies such as the rat's head phantom. Following the above 
recommendations, the reconstruction method for all cases is the backprojection with a 
Sharp filter (Ram-Lak filter) written by Gentle [1990]. 
6.3 Scatter correction in emission tomography 
In this section, the subject of scattered photons and how to correct for their 
removal from the acquired data is discussed. Since in both PET and SPECf, the 
removal of scattered photons may apply the same technique, this subject is presented 
for both modalities in a general way. 
Photons that are counted as primary within the photopeak region do contain a 
considerable fraction of scattered events. Depending on the energy resolution of the 
detector and the pulse height discrimination, the fraction of Compton scattered photons 
may be reduced. 
Image degradation due to scattering has been recognised in tomography; the scatter 
problem causes loss of lesion contrast, blurring of the edges of organs and increase in 
apparent radioactivity [Oppenheim, 1984]. 
In reconstructing images of, for example, large uniform sources, the radioactivity will 
appear to bulge from the edge to the centre. This excess radioactivity represents the 
detected Compton scattered photons of which the reconstructed image is superimposed 
on the uniform image produced by the detected primary (un scattered) photons, after 
attenuation correction has been applied. One of the early attempts to remove this effect 
of scattering from SPECT images is by using a smaller value for the attenuation 
coefficient. Then the image becomes undercorrected for attenuation in such a way that 
the dip due to the remaining attenuation effect just offsets the bulge due to scattering, 
resulting in a uniform radioactivity distribution in the reconstructed image. The 
assumption of this approach is effectively to replace some of the primary photons lost 
through attenuation by scattered photons that were detected in their place. This crude 
method does not solve the problem of loss of contrast and edge sharpness caused by 
scattering [Oppenheim, 1984]. Although this method is simple and fast and maybe 
reasonable for qualitative SPECT imaging, it can result in large quantitative errors 
[Iaszczak et aI, 1984]. Efforts have been made to restore the inherent contrast and 
improve image quantitation, so a number of scatter correction techniques have been 
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proposed each meeting with varying stages of success [Hademenos et aI, 1993]. 
Koral et al [1986] approached this problem of scattering by rejecting a larger fraction of 
the Compton scattered photons through the use of a single photopeak energy widow 
offset to the high energy side of the photopeak. In other words, the width of the 
photopeak energy widow was narrowed from the low-energy side. But this results in a 
reduced count rate. 
Computer modelling may be used to estimate the scatter component of the image 
[Egbert and May, 1980; Beck et aI, 1982] in which simulations of the true radioactivity 
distribution and the surrounding scattering medium are stored in the computer. Then 
the scatter image is subtracted from the actual detected image to get the primary photon 
component which is then corrected for attenuation and reconstructed. This method 
depends on the truthfulness of the simulations, it is difficult to implement and makes 
heavy demands on the computer [Oppenheim, 1984]. 
Assuming that Compton scattering may be modelled as a convolution of the non scatter 
projection data with an exponential function, deconvolution of this function from the 
total (nonscatter + scatter) data yields the compensated true data. The deconvolution 
process requires that the point spread function (PSF) is measured at the same energy 
that is being used for image formation with the same surrounding medium in order to 
simulate the scattering effect. This technique has been used for scatter correction in 
positron tomography and subsequently adopted in SPECT [Axelsson et aI, 1984; 
Floyd et aI, 1985]. 
Some of the above approaches are applied nowadays and comparison between 
them continues [Gilardi et aI, 1988; Ljungberg et aI, 1994]. However, the dual energy 
window correction method, discussed below, is now fairly commonly used and it has 
been chosen in this work. 
Dual energy window 
The basis of the windowed subtraction technique is the assumption that the 
contribution of scattered photons collected in the lower scattering energy window is a 
reasonable approximation of the scatter contribution to be found in the full energy 
photopeak window. This technique requires the acquisition of the projection data in 
two energy windows; one is for the mainly primary photopeak events and the other is 
for the Compton scattered events. With these two energy windows either the 
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subtraction of the scattered photons is done fIrst then the 'scatter-free' data are used for 
image reconstruction, or both data sets are reconstructed to provide two images for 
both the primary and scattered photons and then the subtraction follows. Although the 
scattering subtraction may be applied before or after the reconstruction process when 
using a linear reconstruction algorithm [yanch et al, 1988], it is preferred to reconstruct 
the scatter-free data in order to avoid quantitation errors [Singh and Home, 1987]. 
In the approach proposed by Jaszczak et al [1984], the number of counts in the 
scattered energy window (S) is multiplied by a constant (f) and then subtracted from 
that in the photopeak window (P) as follows, 
T = P - f. S (6.1) 
where T corresponds to the scatter subtracted counts. Their procedure involved finding 
a value which ultimately produces zero reconstructed counts in a large cold area 
surrounded by a uniform distribution of 99rnTc. In their work the value was found to be 
0.5. However, this value would depend on the size of the cold sphere, the size and 
shape of the region of interest used to determine the number of counts, the activity in 
the phantom, and the size and shape of the phantom itself [Yanch et aI, 1988]. Gentle 
[1990] varied the value of the subtracted scatter fraction until an optimum value of the 
image quality factor was reached. Using a NaI(Tl) detector, no scatter fraction was 
required for the case of a phantom with a single source emitting a gamma-ray of energy 
of 401 keY, however, the fraction was as large as 1.65 for such subtraction when the 
phantom contained four such sources distributed within it. 
The discussion of this method also involves the optimum width of the scatter 
energy window; while J aszczak et al [1984] selected the scatter window to be 
immediately next to the photopeak but slightly wider, Lowry et al [1986] used a 
slightly narrower scatter window, towards the left side of the energy spectrum, in 
order to totally exclude all primary photons. On the other hand, it is noticed that in the 
approach presented by Sanders [1982] the scattering window was chosen to be in the 
valley between the photopeak and the Compton continuum directly neighbouring the 
photopeak window and its width was a function of the FWHM of the photopeak and 
the counts in the scattering window were fully subtracted from that of the photopeak. 
Furthermore, rather than assuming a spatially constant proportionality between 
the counts in the scatter window and the counts in the full energy photopeak window, 
119 
the position of the source within the object is considered and the technique has been 
extended to obtain infonnation about the scatter within the photopeak. 
Logan and McFarland [1992] collected the energy spectra for a 140 ke V point source in 
air and water to calculate the scatter photon energy spectrum. The shape of the scattered 
energy spectrum was found to be nearly the same for depths of 20-100 mm in water 
and depth-independent in the region of the photopeak. So, the photopeak region was 
divided into two parts such that each one contained approximately an equal number of 
detected scattered photon events regardless of source depth. This method of scatter 
subtraction involves the collection of scattering data within a considerably narrower 
energy window overlapping with the full energy photopeak energy window (on the 
lower-energy side of the photopeak window) so that most of the photopeak non scatter 
events occur in the other (wider) region. This method of scatter subtraction utilises 
only the photons detected within energies within the photopeak energy window. Their 
results appeared to be relatively object independent. Similarly, the photopeak energy 
window is divided into two non-overlapping regions, and good results have also been 
obtained [Hademenos et aI, 1993; 1994]. 
This subject of scatter correction, however, extends to invol ve more than two energy 
windows in order to have position-independent scatter subtraction. For example, while 
Ogawa et al [1991] used two sets of data: one is acquired with a main photopeak 
window centred at the 140 ke V (99mTc) and the other is acquired with two su bwindows 
on both sides of the main window with widths as small as 2 keY. Shao et al [1992] in 
their work in PET, used two overlapping lower scattering energy windows, narrow 
and wide, with a prior calibration factor determined from a unifonn phantom to get the 
ratio which contains infonnation about the contribution of scatter within the full energy 
photopeak. Bailey et al [1989] incorporated infonnation from the transmission scan, 
that is used for attenuation correction in PET, for the scattering correction. 
Of these methods, in general, the dual energy window scatter subtraction of 
laszczak et al [1984] is appealing for its simplicity and ease of application [Smith et aI, 
1992], and calibration measurements taken in air or with phantoms are not required. 
This method has been referred to as a standard and widely acceptable [Hademenos et 
aI, 1993] and, hence, it is commonly used for comparative analysis with other scatter 
correction techniques. Because the scatter distribution depends on the size and shape of 
120 
the source, the optimal position and width of the scatter energy window on the energy 
spectrum will inevitably vary for different acquisitions. It is therefore not possible to 
provide one set of parameters (energy width, scatter fraction) which will be optimal for 
all source geometries [yanch et ai, 1988]. Nevertheless, work has been carried out to 
provide parametrisation for the estimation of the scatter fraction within the photopeak 
region for a line source in a water phantom using Monte Carlo simulation [Floyd et ai, 
1988]. Some of the general observations are that the scatter fraction increases for an 
increased energy window width, and for SPECT images this fraction increases with 
increasing source depth, but the increase levels off as the source location approaches 
the centre of the field of view. For an energy range of 70-173 ke V, the scatter fraction 
for a given depth and energy window increases as the the emission energy decreases. 
The scatter subtraction method eliminates the noise (scattered photons), but 
lowers the signal (non scattered photons) as well, since some of the subtracted events 
are non scattered photons. Due to the improvement in the signal-to-noise ratio, such 
reduction in the true counts would be statistically accepted [Logan and McFarland, 
1992]. 
Recently, this method of scattering window subtraction has been applied in positron 
tomography and encouraging results have been obtained [Grootoonk et aI, 1991]. The 
application of this method is presented in section 6.4.2 for PET and section 6.6.1 for 
SPECf. 
6.4 Corrections in PET 
Described below are the correction methods that were applied with the acquired 
PET data. 
In addition to the attenuation and scattering processes that take place within the course 
of data collection in PET, random coincidences are common in this situation which 
involves timing measurements and they produce a primary source of background noise 
and image distortion in positron emission tomography [Hoffman et al, 1981]. 
Therefore, the following corrections for randoms, scatter and attenuation are applied in 
this study. 
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6.4.1 Randoms correction 
Random (accidental or chance) coincidences occur when two 511 ke V photons 
originating from two unrelated positron annihilations are detected by two opposing 
detectors within the coincidence time window of the coincidence circuit. Those two 
photons may be within or outside the coincidence region between the two detectors, 
and either primary or one or both have been scattered and still accepted within the 
energy window, figure 6.3. Such a coincidence is recorded as a true coincidence and 
incorrectly assumed to have originated from the same positron annihilation within the 
true coincidence region between the two detectors . Thus random coincidences, CR , 
deteriorate spatial resolution [Phelps et al,1977]. 
Activity distribution within the scattering medium 
Shielding 
D D 
* Positron annihilation 
Figure 6.3. True, scattered, and random coincidences as seen by a pair of opposing 
detectors connected in coincidence. 
Random coincidences depend on the singles count rate of the detectors. For a given 
detector pair, the probability of two random events falling within a given time period is 
given by [Knoll, 1979]: 
(6.2) 
whereas N} and N2 are the singles count rate in the two detectors, and 2't is the 
coincidence resolving time (time window) . Assuming the singles rate in the two 
detectors are equal (N} = N2 = N), then the above equation becomes: CR = 2'tN2. 
The true (correctly referred as total) coincidence rate, CT , is usually a small fraction of 
the average singles rate; CT = k N. The value of k may be as small as 0.016 as has 
been presented in tables 5.1 and 5.2. 
The ratio of random-to-true coincidences is given by: 
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CR 2tN2 2tN 
-= =-
CT kN k 
As seen from the above ratio, the random fraction can be reduced by: 
a) Using a short time window which can be provided by fast detectors. Too 
narrow a window would reject an unacceptable fraction of true coincidences, whereas 
too wide a window would allow an unacceptable fraction of random coincidences. The 
optimal time window was found to be equal to the full width at lie of the maximum of 
the time distribution function (where FW(1/e)M = 1.2 FWHM for a Gaussian 
distribution). With this time window only 16% of the true coincidences will be rejected 
[Kouris et aI, 1982b]. 
b) Using a weaker source of activity (lower count rate). 
c) Increasing the value of k through improved design. Early work in PET 
instrument design concentrated on the reduction of randoms by optimising detector 
geometries and lead shielding configurations. Randoms are inversely proportional to 
the length of the collimators [Derenzo et al, 1975]. 
The random-to-true ratio, CR/CT, may have a value of 5-30% in clinical and animal 
research PET imaging [Hoffman et aI, 1981]. 
Random coincident events contribute a generally uniform background to the 
reconstructed image [Muehllehner and Colsher, 1982]. When no attempt is made to 
compensate for random coincidences, the value of activity measured for each scan data 
point is overestimated [Hoffman et al, 1981]. 
Discussed below are three distinct methods that are employed in PET for 
estimating and subtracting the random events from image data. 
Method 1 
Correction for randoms is derived from the image data by assuming that the 
randoms are uniformly distributed allowing easy subtraction of a constant value from 
each data point (raysum) [Muehllehner et aI, 1976], or by determining the random 
constant value from the portion of the scan profile outside the true object size where 
only random coincidences are occurring [Phelps et aI, 1977]. Employing a smooth 
curve to fi t the random distribution potentially provides a more accurate estimation of 
the randoms [Hoffman et aI, 1981]. However this method is the simplest but least 
accurate [Karp and Muehllehner, 1988], and is not capable of accurately handling 
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asymmetries in the random distribution [Hoffman et aI, 1981]. 
Method 2 
This method makes use of the relationship between the random and singles 
detection rates in the equation, CR = 2'tN1N2• In this technique, the singles count rate 
of each detector is recorded along with the coincidence count rate. The randoms are 
then calculated using software from the resolving time 2't and the singles rates of the 
detector pairs [Bohm et aI, 1978; Brooks et ai, 1980]. The technique potentially 
provides the most precise estimate of randoms in tenns of statistical accuracy. Since the 
coincidence to singles ratio is about 1 % and the randoms are a fraction of the 
coincidences, the statistical accuracy of the singles measurement is about a factor of 
100 times that of the delayed signal technique of method 3. It is necessary to know 
accurate values for all resolving times of the detector pairs of the PET camera since this 
value is applied directly in the calculation. The dead times of the data collection system 
for both the single event rates and coincidence event rates must be known to correct for 
dead time losses at high data rates [Hoffman et aI, 1981]. This method is preferred to 
the approach of delayed coincidence circuitry (method 3, below) because it introduces 
less additional noise [Brooks et aI, 1980]. 
Method 3 
The third method is based on the technique in which a parallel set of 
coincidence circuitry is used, one to measure the total coincidence rate (true, scattered 
and random) whereas the other is to measure separately the random coincidence rate 
through the use of a delayed signal [Williams et aI, 1979]. The signal from one of the 
coincident detectors is split, one part is used to identify total coincidences and the 
second is delayed beyond the resolving time of the system so that events in true time 
coincidence will not fall within the resolving time of the coincidence circuitry [Hoffman 
et aI, 1981; Casey and Hoffman, 1986]. This delay typically is greater than ten 2't 
[Sorenson and Phelps, 1987], however Derenzoet al [1977] applied a delay of 100 ns . 
when using NaI(Tl) detectors with a 20 ns time window whereas a delay of only 35 ns 
was used with BOO detectors with time window of 15 ns [Brooks et aI, 1980]. 
Counting is done simultaneously and allows randoms to be subtracted from total 
coincidences either in real time or after data acquisition [Karp and Muehllehner, 1988]. 
The technique uses common or well matched components in the analog processing of 
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the detector signals [Hoffman et aI, 1981], and provides dynamic random count 
subtraction [Burgiss and Williams, 1980]. 
Subtraction of randoms according to method 2 and 3 involves the hardware 
design of the PET system. The second method requires that the singles as well as the 
coincidence events to be recorded. Recent designs of PET scanners are usually 
equipped with a second delayed coincidence circuit which provides dynamic 
subtraction (on real time) and this helps to provide dynamic imaging. For the 
investigation of the distribution of randoms in phantom studies, 99mTc is used as a pure 
random coincidence source [Phelps et aI, 1977; Hoffman et aI, 1981; Casey and 
Hoffman, 1986]. 
Results 
The number of the random coincidences may be obtained when using the 
singles counts and applying equation 6.2 according to method 2. 
It is therefore, possible to obtain an estimation of the random coincidence counts when 
the line source is in either air or the perspex medium and referring to the experimental 
data in table 5.1. So, the random coincidence counts may be calculated for only one 
position i.e. when the line source was at the centre of the field of view (FOY) of the 
scanner and collinear with the two coincident detectors. Such a situation provides the 
maximum count rates (for the singles as well as the overall coincidences) and therefore 
the highest expected values of random coincidences. However, in section 3.5, the 
comparison between the Slow-Fast and Fast-Slow coincidence systems was discussed 
and the definition of the singles with reference to the Fast-Slow system was referred to 
as either the output from the energy discriminators (TSCAs) of the slow circuit, or to 
the output from the timing discriminators (CFDs) in the fast branches (figure 3.10). 
Since (in this work) we count the singles to provide the energy-selected counts for the 
SPECT study, the numerical figures in table 5.1 are from the TSCAs and, hence, their 
values are less than that of the output from the CFDs. More importantly is that, as has 
been discussed in section 3.5, random coincidence measurements applying the singles 
rates method in positron tomography were done with the output from the timing 
discriminators of the fast branches. Since such CFD outputs could not be recorded in 
our experiments due to the insufficient number of counters in the scanning system, 
their number, however, may be approximated when referring to the energy spectrum 
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taken in the same actual geometry of the source and calculating the photofraction 
parameter. 
The photofraction is the ratio of the area under the full energy photopeak to that under 
the entire energy spectrum. The photofraction, required for our particular work, is for 
the annihilation energy window of 350-670 ke V from the spectrum of pulses above 80 
keY (the energy threshold as calibrated by the CFDs). Since the photofraction 
parameter varies for different scattering media [Kouris et aI, 1982a], each case of study 
is given individually. In table 6.1 the singles count rates from both detectors are given 
as recorded from the TSCAs and the corrected values (when divided by the 
photofraction) to approximate the timing discriminator (CFDs) outputs. Since the 
random coincidences are proportional to the square of the activity, the case when using 
the two line sources in the rat's head phantom may provide the extreme example to 
investigate the random contribution. The singles count rates were used along with the 
system's time window of 5.5 ns and the time required for data collection of each 
raysum of 5 minutes (300 s) and 10 minutes (600 s) for the tomographic experiments 
in air and perspex respectively. As presented in table 6.1, the random counts are too 
small to be considered. 
Moreover, the energy selection using the Fast-Slow system and the relatively 
small amount of activity employed in this work resulted in a negligible contribution of 
random coincidences as presented in chapter 3. The time spectra and the LSF curves in 
chapter 4 also exhibit such an advantage. 
The time spectrum of the annihilation photopeak windows (P1/P2) for this case is 
shown in figure 6.4 where the number of counts fluctuates from mainly zero to only 
one count per channel on both sides of the coincidence peak. So, the number of 
coincidence events as recorded over the course of measurements within a time window 
on the right of the peak may be very easily neglected. Where the count rate per second 
within the time window of the peak is 6.25+/-0.004 CPS, the count rate is only 
0.14+/-0.006 CPS within the random time window just next to the peak (on the right). 
Similarly, since scattered coincidence data collection may also involve random events, 
considerations have been made to find out the amount of such a contribution in the 
scattered coincidence detection. In figure 6.5 the time spectrum of the total scattered 
photons in the case of two collinear line sources is shown with the two coincident 
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detectors in the rat's head phantom. Examination of the time spectrum shows that 
minor fluctuations of counts on both sides of the coincidence peak and the random 
contribution may be ignored. The count rates are 0.085+/-0.005, 0.005+/-0.001, and 
zero for three time windows on the right of the peak, where the count rate of the 
scattered coincidences within the peak time window is 1.31 +/-0.02 counts per second. 
Therefore, from the results of the two techniques of random calculations, we 
say that the collected data in this study are effectively random-free and the 
reconstructed images do not require essentially any random correction. 
Geometry 
line source line source 2 line sources and time of 
measurement in Air in Perspex in Perspex 
in seconds (300 s) (600 s) (600 s) 
perraysum 
Singles A 111.6 92.2 172.9 
(CPS) +/-0.33 +/-0.30 +/-0.54 
Singles B 114.0 91.6 176.6 
(CPS) +/-0.34 +/-0.30 +/-0.54 
Total 0.021 0.028 0.101 
Randoms +/-o.()()() 1 +/-o.()()() 1 +/-0.0004 
Approximated Singles values 
0.679 0.684 0.685 
Photofraction +/-0.002 +/-0.003 +/-0.002 
Singles A 164.4 134.8 252 
(CPS) +/-0.69 +/-0.74 +/-1.1 
Singles B 167.9 134.0 258 
(CPS) +/-0.70 +/-0.73 +/-1.1 
Total 0.046 0.060 0.215 
Randoms +/-0.0003 +/-0.0005 +/-0.001 
Table 6.1. The singles count rates are given in counts per second (CPS) where the 
random counts are the total counts over the period 0/ data collection which corresponds 
to the time o/measurements/or each raysum. The photo/raction parameters/or both 
detectors were/ound to be very close. 
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Figure 6.4. The annihilationphotopeak time spectrum o/the two line sources in the 
rat s head phantom. The accumulated counts in the coincidence peak is 24984 and 
within the random time windows of 55 ns width are 560, 5, and zero counts/or 
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Figure 65. The scattered coincidences time spectrum o/the two line sources in the 
rats head phantom. The accumulated counts in the coincidence peak is 5235 and 
within the random time windows of 7.11 ns width are 340,21, and zero counts/or 
windows next to the peak (on the right). The counting time is 4000 seconds. 
Collimators are used. 
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6.4.2 Scatter correction 
Based on the discussion of the scatter correction in emission tomography 
(section 6.3), the dual energy correction method was employed in this study. Good 
results have been obtained with the recent application of the dual energy correction in 
PET [Grootoonk: et al, 1991]. When applying this correction in SPECT, the situation is 
straight forward; to collect scattered photons in a second energy window and subtract 
them from that of the photopeak. Whereas with annihilation coincidence detection, the 
situation is expanded to involve not only coincidence events that take place between the 
two opposing scattering energy windows, but also coincidences between a scattering 
energy window and the opposing photopeakenergy window [Grootoonk et aI, 1991; 
Harrison et al, 1991], since a scattered photon and a primary photon that are detected 
simultaneously by the two opposing detectors do not represent the true coincidence line 
where annihilation took place. 
Through simulation studies, Harrison et al [1991] examined the estimation of scatter 
coincidences for which both coincident photons are within the scattering energy 
window (referred to in chapter 4 as S I/S2) as well as the other condition where at least 
one of the photons has scattered (referred to as "total scattered"), to see if either of 
these two methods of scatter data collection accurately reflect the relative distribution of 
scatter. Simulating a line source in the centre of a phantom, they found out that the 
"total scattered" coincidence method profiles have a sharp peak at the position of the 
line source where the profile from the S I/S2 method reaches its maximum at the 
position of the line source and falls off very slowly and is noisy. 
Our results in chapter 4 give a factor of more than 20 in terms of count rates for the 
method of "total scattered" coincidences compared to that of the S I/S2 scattered 
coincidences (table 4.1), also the profiles (LSF curves) of the collected "total" scattered 
coincidences show the same width and shape of that of the primary photopeak 
coincidences as illustrated in figures 4.14, 4.15 and 4.16. 
The procedure of coincidence data collection in the present work for both 
photopeak and scatter energy windows has been discussed in detail in section 4.4, and 
two different time windows were found to be required for the two different coincident 
energy window data acquisitions. 
Through recent publications within this area of dual energy window scatter subtraction 
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in PET, nothing has been mentioned (to the best of our knowledge) regarding the 
difference in time resolution and subsequently the time window for the two coincidence 
data acquisition from the two energy windows involved. 
Based on our system characterisation, two time windows (for proper data collection) 
are used in this technique of scatter subtraction. However, the adoption of more than 
one time window in one PET system is not a new task since Holte et al [1987] chose 
different time windows for the three possible detector combinations (BGO/BGO, 
BGO/GSO, and GSO/GSO) in their PET system which employed two different 
scintillators due to their timing properties for the purpose of position identification. 
Results 
It is useful to see the reconstructed images before applying the scatter correction 
process in order to visualise and evaluate the difference before and after correction. In 
figure 6.6, profiles taken at the centre of the images of the reconstructed raw photopeak: 
coincidence data are shown beside that of the scatter coincidence data images for the 
five study cases. 
From figure 6.6, the main feature we pay attention to is the ability of the system in 
resolving the two radioactive sources. However, the spatial resolution values from all 
the studies are presented and discussed in the next chapter. The case with two sources 
of 5-mm centre-to-centre separation was not possible to resolve (figure 6.6C), but with 
the separation of 10-mm the images show the two hot sources (figures 6.6D and 
6.6E). Another important point extracted from this figure is that the images of the 
scattered coincidence events present very clear infonnation similar to that of the 
photopeak: coincidence events. 
In figure 6.6A (a line source in air) and figure 6.6B (a line source in perspex), the 
heights of the scattered coincidence images are not in the same proportion relative to the 
heights in the photopeak: coincidence images. Introducing a scattering medium should 
result in more scattering and, therefore, the relative height of the scattered image is . 
expected to be more than the case with air. But, the results contradict this, for in the 
case with perspex the medium provides an image with reduced scattered events. This 
indicates that the reduction in the primary (photopeak) photons due to their being 
attenuated within perspex has affected the data collection of the scattered coincidences 
since such a collection depends on the photopeak photons as discussed in chapter 4 
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when referring to "total scattered coincidences". In other words, the contribution of the 
primary photopeak photons is significant in the process of scattered coincidence 
acquisition. This is further illustrated in a separate graph where the relative heights can 
be seen, figure 6.7. The counting time is 10 minutes per raysum except for figure 6.6A 
where it is 5 minutes. 
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Figure 6.6. Profiles taken at the centre of the reconstructed images from RAW data 
for both the photopeak and the scattered coincidences. The images are for A) a line 
source in air, B) a line source in perspex, C) two line sources in the rat's head phantom 
with the calciwn orthophosphate rim and a separation between their centres of 5 -mm, 
D) the same but with 10-mm separation, and E) a 10-mm separation where the rim 
material is Teflon. 
The reduction in the number of the reconstructed counts in the image of figure (6.6E) 
where a rim of Teflon is used should not be thought to occur because of the presence of 
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the higher attenuation medium of Teflon compared to figure (6.6D) where the rim was 
filled with calcium orthophosphate in the form of powder, it is due to the relative 
weakness of the sources. The experiment in figure 6.6E was performed about 6 
months after the rest of the work and, hence, a reduction in the activity of about 60% 
had occurred (TI/2 is 275 days). 
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Figure 6.7. The profiles infigures 6.6A and 6.6B are shown in one graph. The 
relative heights of the scattered coincident images are the same. The measurement time 
is different; 600 and 300 seconds for the study in perspex and air, respectively. 
In figure 6.8 the same profiles of figure 6.6 are normalised to show the relative width 
and shape of both the photopeak and scattered coincidence images. The overlapping of 
the normalised profiles means that the images reconstructed from the scattered 
coincidence events provide the same structural information as the images of the 
photopeak coincidence events. In fact, this has already been predicted from the LSF 
curves in chapter 4, and the results presented here are not only for one source but also 
for two sources and in a tomographic fashion. 
Different values for the scatter subtraction have been examined to find the 
optimum value of the scatter fraction to be used. The scatter fraction was increased 
gradually from zero in steps of 0.05 and each time the number of the counts in the 
scatter energy window (2()()-350 ke V) is multiplied by the fraction and subtracted from 
the counts of the photopeak energy window (350-670 ke V). The scatter-subtracted data 
are then reconstructed with filter backprojection and the image quality is evaluated by 
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the fidelity test as the scatter fraction increased. The reconstructed images are 
normalised before testing their qUality. 
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Figure 6.8. The profiles o/the photopeak and scattered images infigure 6.6 are 
normalised to show their relative width and shape/or each case. 
In figure 6.9, the values of the fidelity test versus the fractions of the subtracted 
scattered photons are presented for the five cases. All curves of the fidelity test against 
the fraction of scatter-subtracted counts show a maximum value when the fractions of 
the scattered photons are zero and as the fractions increase, the quality of the images 
decreases for all five cases examined. In other words, the images have highest fidelity 
when no scattered counts are subtracted. Visual assessment of the images was carned 
out in parallel as part of the evaluation process; however, in general, it was found 
difficult to observe the very small changes in image quality. 
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As presented in figure 6.9, the studies with only one line source have the highest value 
of fidelity. In both cases of the line source in air and in perspex the values of fidelity 
are very close. However, as expected, the small degradation in the image quality when 
the line source is in perspex is due to the slight widening of the projection data peak for 
both FWHM and FWTM compared to that for the case in air as presented in figure 
4.13 and 4.16 and, therefore, a greater departure from the ideal condition occurs. 
Hence, a relatively lower quality image compared to the case in air is obtained. 
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Figure 6.9. Thefidelity obtained as the scattered coincidences are suhtractedfrom the 
photopeak coincidences. The scatter fraction is in increments of 0.05, from zero up to 
two times of the amount of the scattered photons in the scattering windDw. The results 
arefor A) a line source in air, B) a line source in perspex, C) two line sources in the 
rat's head phantom with the calcium orthophosphate rim and a separation between their 
centres of5-mm, D) the same but with lO-mm separation, and E) a lO-mm separation 
where the rim material is Teflon. 
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The much smaller fidelity test values for the cases when two line sources are presented 
in the phantoms reflect a further departure from their corresponding ideal conditions 
compared to the simple cases of only one line source. Negative values for the fidelity 
test have been found to be as low as (-11) when applying this test for images obtained 
in single photon tomography using NaI(Tl) detectors [Gentle, 1990]. 
Both cases of 10-mm separation between the two sources have a relatively large 
difference between their quality values. The case with Teflon is assumed to result 
because more scattering occurs and hence a lower quality value is obtained, but as 
figure 6.9E indicates the quality of the image is better than that obtained for the other 
case when the rim is made of a medium with lower attenuation. The reason has nothing 
to do with the amount of scattering. It is due to a partial volume effect because of a 
difference in the positioning of each phantom before embarking the scan study. As 
seen from the image profile of the calcium orthophosphate rim (figure 6.6D), the two 
sources are not of the same height as in the case for Teflon (figure 6.6E). The slight 
reduction in one of the pixel values is due to the distribution of the reconstructed counts 
in another pixel next to it. The quality of the image is further reduced in the case of 5-
mm separation due to the difficulty in resolving the two sources, in addition to the 
partial volume effect. 
It has been discussed at the beginning of this chapter that the formation of the ideal 
images was, in fact, obtained from the measured images themselves, and the separation 
between the two sources in the case of 5-mm separation was represented by one pixel 
in the corresponding ideal image. From the measured image (of figure 6.13C) the 
location of the two sources appears to be distributed within 6 central pixels. Therefore, 
due to such partial volume effect, our choice for which the results have been already 
presented in figure 6.9C is for the location that corresponds closer to the previous 
knowledge about the source locations (this has already been shown in figure 6.1). 
However, another two different ideal images have been obtained with different 
locations of the sources so that the image quality can be further evaluated with 
reference to such two extra ideal images. A total of three ideal images have been made 
to represent the position of the two sources (for the 5-mm separation) as close as 
possible to that of the central region of the measured image and to check the variations 
of image quality as more scattered photons are subtracted. 
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In figure 6.10, the location of the pixels that represent the two sources in the ideal 
images are shown for the three cases. 
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Figure 6.10. The middle region of the ideal image is shown in order to demonstrate 
the location of the two pixels that represent the two sources of 5 -mm separation 
between their centres. Three different locations were selected to approximate the 
position of the two sources: A) isfor the position that is already known previously and 
employed in the calculations of the fidelity test given infigure 6.9 (marked by a and a), 
B) is for the closest appearance of the two sources when considering the partial volume 
effect (marked by b and b), and C) two locations that are within the central region 
(marked by c and c). 
The fidelity test was performed for the case of 5-mm separation between the two 
sources with three different ideal images, figure 6.11. All the three fidelity tests show a 
decrease wi th the increase in the amount of the subtracted scatter fraction, however, our 
choice for the ideal image is for that one which corresponds closer to the previous 
knowledge about the source locations although the second ideal image results with 
better fidelity values. This shows that care has to be taken when using the ideal image, 
otherwise misleading results may be obtained especially when different results give 
similar indications. 
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Figure 6.11. The variation offidelity as the scatter fraction is increased in the case of 
the rat's head phantom with two sources and a separation of 5-mm between their 
centres. Due to the difficulty in resolving the two sources and the problem of the partial 
volume effect, the ideal images used are constructed with three different locations to 
represent the position of the two sources as referred to the measured image. Therefore, 
thee different results were obtained. A) as marked by a,a in the previous figure (6.10), 
B) is as marked by b,b and C) as marked by c,c. 
The reason behind the decrease in image quality with the increase in the subtracted 
amounts of scattered photons, is due to the small number of scattered coincidences 
within the photopeak coincidence data and by subtracting counts the statistics of the 
images are reduced causing a deterioration in these. Very similar results were obtained 
by Gentle [1990] in which a HPGe detector was used and SPECT images from 75Se 
(for five photon energies of 121, 136, 265, 280, and 401) were reconstructed. The 
deterioration of images as the scatter fraction increased was clearer for the higher 
energies due to the small scatter contribution within the photopeak region. 
When comparing our results of the fidelity test, we noticed that the variation in the 
values are on a similar (very small) scale to Gentle's work where a high resolution 
detector was employed in SPECT. 
Rather than subtracting the scattered coincidences, their addition was carried out 
and the image quality was tested. Adding amounts of scattered coincidences in steps of 
0.05 to that of the photopeak coincidences results in images with slightly improved 
quality, figure 6.12. The addition of all the scattered coincidences to that of the 
photopeak coincidences, in effect, means that the final data are for any photon within 
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the energy window of 200-670 keVin coincidence with a photon within the same 
energy window of the opposing detector. This is equivalent to widening the energy 
window and of course obtaining more coincidence counts. Although wider energy 
windows have more scattered counts, the true coincidence efficiency is increased 
[Grootoonk et aI, 1991] since some events are recorded as scattered due to the partial 
absorption of their energy within the detector material. 
0.719 
0.718 
o 0.717 
.-
- 0.716 Q) ~ 0.715 .-~ 
0.714 
0.713 
0.712 
0.0 
-0.985 
-0.986 
0.0.987 
.-~-0.988 
~-0.989 
-0.990 
-0.991 
-0.992 
0.0 
0.661 
0 0.660 
.-
"0 
~ 
~ 0.659 
A 
0.658 
0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 
Added scatter fraction Added scatter fraction 
-0.426 
-0.428 
>.. 
:E -0.430 
Q) 
~ 
-0.432 ~ 
-0.434 
C -0.436 
-0.438 
0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 
Added scatter fraction Added scatter fraction 
>.. 
."::: 
-0.246 
"0 ~ -0.247 
~ 
E 
-0.248 ~-.---.--.---.--.---.---.---r--r-i 
0.0 0.2 0.4 0.6 0.8 1.0 
Added scatter fraction 
B 
1.0 
D 
1.0 
Figure 6.12. Thefidelity values obtained as the scattered coincidences are added to the 
photopeak coincidences. The scatter fraction is added in increments of 0.05, from zero 
up to the total amount of the scattered photons acquired in the scattering window. The 
images are for A) a line source in air, B) a line source in perspex, C) two line sources 
in the rat's head phantom with the calcium orthophosphate rim and a separation 
between their centres of 5 -mm, D) the same but with 10-mm separation, and E) a 10-
mm separation where the rim material is Teflon. 
138 
The irnages (for the five study cases) are sho",n in figure 6.13 in mree_dirnensional 
and grey level representatiOns, ",here only attenuation correction has been apphed 
assurning constant values of attenuation except for the case of the hn
e 
source in air 
",here the attenuation effect is negleCted. 
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Figure 6.13D. The image of two line sources in the rat's head phantom with the 
calcium orthophosphate rim and a separation between their centres of 10-mm. 
Figure 6.13£. The image of two line sources in the rar's head phantom where the rim 
material is Teflon and a separation between their centres of lO-mm . 
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6.4.3 Attenuation correction 
Coincidence detection requires that both 511 keY photons reach the opposing 
detectors within the resolving time simultaneously. The probability that such 
annihilation photons with respective path lengths of (a) and (b) will escape from the 
body is given by: 
where Jl is the linear attenuation coefficient for the 511 ke V photons in the medium and 
D is the total path length (traversed body thickness). For coincidence detection of 
annihilation photons, the attenuation factor is thus independent of the position of the 
positron source between the two detectors and depends only on the total tissue 
thickness, D. This is unique to coincidence detection in PET and permits more accurate 
correction for attenuation than in SPECT [Sorenson and Phelps, 1987]. Therefore, the 
number of photons detected along a line L(r,</», joining a pair of detectors, is given by: 
per, lj)) = f f(x, y). exp [- f ,u(x, Y)dSJ. ds 
L(r.~) L(r.~) 
where f(x,y) is the distribution of the positron emitters in the object and the exponential 
term is the total linear attenuation along the path-line (D) for the 511 ke V photons in the 
examined medium. 
Once the data have been corrected for random coincidence and scattered 
radiation, a proper attenuation correction has to be applied [Bergstrom et aI, 1980]. 
Two methods for attenuation correction are commonly used [phelps et al, 1975b], 
1. Calculation from simple geometric shapes that approximate the attenuation medium. 
2. Direct measurement of attenuation with external positron sources. 
In the first method, the physical dimensions of the object are determined and 
each raysum datum is multiplied by ( &D ), where Jl is the average linear attenuation 
coefficient of the 511 ke V photons in the subject medium and D is the thickness of the ' 
object between the coincident detector pairs. It is possible to fit the emission scan with 
an artificial body contour such as an elliptical outline (for a head scan), and then to 
assume a constant attenuation within the region. While this method of obtaining 
attenuation coefficients by contour fitting is convenient, minimises scan time (avoids 
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the transmission scan), and does not introduce statistical noise into the emission data, it 
easily introduces errors due to slight mispositioning of the ellipse and due to the 
assumption of a constant attenuation coefficient [Muehllehner and Colsher, 1982]. In 
order that the true shape does not deviate from the assumed shape, Bergstrom et al 
[1980] used an edge-finding algorithm to outline the periphery of the patient's head in 
which, for each projection, the edge of the head is defined as the point where the 
number of counts exceeds a preset value. Edge detection may also be performed by 
differentiating the projections and searching for edges from both sides to find a certain 
value of the maximum to define the left edge and the minimum to define the right edge 
[Siegel and Dahlbom, 1992]. A different approach of edge detection was introduced by 
Brooks et al [1980] which requires the injection of a small amount of a bone imaging 
chemical such as 18F in addition to the chemical used for the study. So the attenuation 
correction will be performed using the actual outline of the skull that is present in the 
PET image. 
The second method is called 'Transmission Scan' and consists of measuring 
the attenuation of 511 ke V photons in the subject and then using this information to 
correct the emission data before reconstruction. This can becarried out by using an 
external ring of radioactivity (positrons from 68Ge) around the subject (placed between 
the patient and the detectors in the PET system) and collecting coincidence data across 
the slice of interest. The same measurement is made without the subject in position 
(blank scan in air) and the ratio of the two measurements provides the attenuation 
correction factor (ACF) that can be applied on each ray sum of the emission scan. 
However, because two scans are required, the transmission and emission scans are 
likely to be displaced with respect to each other by several millimetres due to patient 
motion [Muehllehnerand Colsher, 1982]. In addition,the transmission scan must have 
good statistics to avoid degradation of the emission scan that results through the 
correction process. A decrease in the statistics of ACF is equivalent to lower total 
counts for the emission scan [Huang et aI, 1979]. Instead, a short transmission scan is 
used for edge detection only to define regions in which the attenuation coefficient is 
considered to be constant. In this technique, the boundaries between tissues with 
significantly different attenuation coefficients are determined from noise-free images 
that are extracted from noisy transmission images through a series of image processing 
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procedures (smoothing, edge-enhancement, and edge finding). ACFs are then 
calculated using these boundaries and the average attenuation coefficients within the 
enclosed regions [Huang et aI, 1981]. This technique shortens the time necessary to 
perfonn the transmission scan, and improves the accuracy of emission scan since it 
does not add statistical noise. However, it does not eliminate the often relatively long 
time interval between the two scans [Muehllehner and Colsher, 1982]. 
In order to improve the quality of the transmission scan data, the ring 
transmission source can be replaced by an orbiting transmission source. Because 
random coincidences are the rate-limiting factor in transmission data acquisition, this 
technique allows the acquisition of sufficient transmission data in a shorter time with a 
more active transmission source [Huesman et aI, 1988]. Since the position of the 
orbiting source is known, only events emitted from it are accepted. The random and 
scattered events whose chord do not pass through the source can be rejected. So, both 
random and scattered events are dramatically reduced and therefore a better estimate of 
attenuation factors is obtained. This rejection of spurious events is especially important 
when the transmission datasets are acquired at the high data rates needed to make the 
scans short enough to accommodate reasonable patient comfort, as the fraction of 
random coincidences rises rapidly with increasing count rate. 
In a further attempt to shorten the time between transmission and emission scans and 
therefore reduce patient motion, Carson et al [1988] used the orbiting source to 
perfonn the transmission scan immediately following or preceding the emission scan, 
the so called Postinjection Scan. 
In a further application of the orbiting source, Thompson et al [1989] managed 
to carry out the transmission scan simultaneously with the emission scan. In this 
technique, the source is encapsulated in lead which shapes the profile of annihilation 
photons into a fan beam in the scanning plane. Detectorpairs collinear with the source 
accept data for the transmission scan while those far from collinear record an emission 
scan from activity in the patient slice. By enclosing the source in lead, most of the other 
detector pairs are available to record positron annihilation from within the patient 
section. The lead surrounding the transmission source shapes the beam into a fan to 
reduce the count-rate for detector pairs whose chords do not intersect the field of view, 
since events recorded by detectors outside the field of view can not contribute to the 
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image but increase random counts in the emission scan. This approach of simultaneous 
emission and transmission scans is useful in reducing the patient total scan time. 
Rather than using a source of annihilation radiation and coincidence detection, He and 
Karp [1994] performed a transmission scan using a singles gamma-ray source of 
137CS (662 keY) and collected data in single counting mode. Since the photon energy 
is higher than that of annihilation photons, energy discrimination is used to separate the 
transmission data from the emission data to allow the transmission scan to be 
performed post-injection. Due to the use of single counting mode for the transmission 
data collection, a narrow energy window is needed to reduce the scatter. Since the 
source is shielded from the nearer detectors, a higher source activity can be used to 
decrease the acquisition time for the scan. The use of a different photon energy 
necessitates a correction for the energy dependence of the attenuation coefficients. 
However, both techniques of post-injection scan and simultaneous transmission and 
emission scan, result in that some activity within the patient slice being mixed with that 
from the orbiting source. This contamination needs to be subtracted to produce accurate 
attenuation correction factors. 
Both of the methods discussed above seem to have comparable accuracy with 
respect to the problem of mispositioning. More serious is the effect of assuming 
constant attenuation coefficient throughout the region. Such an assumption introduces a 
relatively small error in imaging the brain, but cannot be justified in imaging the heart, 
since the lungs have much lower attenuation than other soft tissue or bone. 
Furthermore, the outline of the head is easier to identify in a brain scan than that of the 
torso in a cardiac scan. Thus, the former method is clearly applicable only to brain 
imaging [Muehllehner and Colsher, 1982]. 
Transmission scans are now used routinely with most PET studies to correct for the 
attenuation. Improved transmission scan techniques now in use permit these scans to 
be performed rapidly, with insignificant random and scattered events to contaminate the 
attenuation measurement. Orbiting sources are now offered on some PET scanners 
[Thompson et aI, 1991]. Most of such scanners were equipped with a ring of positron 
emitters. 
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Results 
The two methods of attenuation correction in PET have been examined in this 
work. For the case of assuming a constant value of attenuation coefficients, a simple 
multiplication of each raysum is carried out. When the line source is in the uniform 
phantom, a constant value is given for the attenuation of annihilation photons in 
perspex, whereas with the rat's head phantom which incorporates a 5-mm rim of either 
Teflon or calcium orthophosphate to represent the skull or a surrounding fluid with a 
lower attenuation, consideration has been given to account for this. So, the simple 
multiplicative term of [exp JlD] has been modified for more accurate correction to be: 
(6.3) 
where Dp + Dr = D. D is the total path across the phantom, Dp is the path across the 
perspex medium and Dr is the total traversed thickness through the rim material of 
either Teflon or calcium orthophosphate. Jlp and Jlr are the linear attenuation coefficient 
values of 511 keY photons in perspex and the rim material respectively. 
The results of applying the analytical method of attenuation correction by 
employing the above exponential term (equation 6.3) or its simplified form of [exp J.LD] 
have already been given in the previous section (6.4.2) where the results of the scatter 
correction are presented. We have mentioned that in section 6.2 regarding the required 
correction procedures, when measuring the accuracy of the scatter correction, the data 
are to be reconstructed with all necessary corrections whereas the attenuation correction 
is done analytically in order to eliminate potential effects of the transmission scan 
method. 
So, in fact, the results in the previous section provide images with all the required 
corrections that are needed in this work and no further correction is required to be 
carried out. However, with regard to the process of attenuation correction in PET, the 
work in this section deals with only the transmission scan method for attenuation 
correction to evaluate the difference with respect to the analytical method. 
The attenuation through the rat's head phantom has been measured to provide 
the attenuation correction factors (ACFs) that are applied in the second method of 
attenuation correction using the transmission scan, the cavities provided to 
accommodate the line sources had been filled by perspex rods. The two opposing 
collimators, used throughout the entire experimental work (figures 4.1 and 4.3), 
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provide a collimated transmission beam of annihilation photons when replacing one of 
the two detectors by a 22Na disk source. This geometry allows the collection of counts 
from the transmission beam in a single photon mode whereas, with existing or 
commercial PET scanners, such data are collected using the coincidence technique due 
to the absence of the lead collimators. The use of counts for the transmission scan in a 
non-coincident mode, to avoid the limitation caused by the random coincidences, was 
suggested by Derenzo et al [1981] by applying an orbiting source that emits radiation in 
a fan-beam geometry. However, single photon counting as mentioned before, has been 
applied recently for this purpose using 662 ke V photons from 137CS [He and Karp, 
1994]. 
Throughout this work, the problem of spectrum instability (photopeak shift) imposed 
the use of a wide photopeak energy window of 350-670 ke V as discussed in section 
4.4. Wide energy windows are, in fact, useful in situations which encounter low count 
rate detection such as coincidence measurements as with the present system. For the 
transmission scan measurements where accurate attenuation coefficient values are 
required, a narrow energy window of 400-620 ke V has been chosen. It is to minimise 
the contribution of scattered photons in the transmission data that a higher 
discrimination level was set. Even so singly scattered photons are accepted up to a 
scattering angle of 43.7°, whereas with the wide energy window the angle of 
acceptance is up to 57.3°. 
Two transmission scans (narrow and wide energy windows) for the rat's head 
phantom have been carried out. Examination of the projection data-set shows that some 
variations have occurred although the object is symmetrical in shape, figures 6.14 and 
6.15. 
Surprisingly, is the case with the narrow energy window (400-620 keY) (figure 6.15) 
where a periodic pattern of increased and decreased collected counts is observed during 
the course of measurements of 63 hours i.e. 5 minutes (300 s) for each raysum and 
having 36 projections of 21 raysum data this results in 756 raysums in total. Moreover, 
the collected counts within the scatter energy window (180-400 ke V) also shows the 
same periodic variation but in a mirror version, in other words the decrease in the 
number of accumulated counts in the photopeak energy window were met with an 
increase in the scatter energy window of the corresponding raysum and vice versa. 
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Such an observation confinns that the system suffers from a photopeak shift during 
data collection, so when the photopeak region moved towards the lower energy side of 
the spectrum a decrease in the counts in the photopeak window and an increase in that 
of the scatter window occurs. 
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Figure 6.14. The raw projection data-sets o/the transmission scan/or the rat's head 
phantom with the lower attenuation rim. Data-sets are compressed to show all the 36 
projections (756 raysums) in one graph. This is/or the wide photopeak energy 
window (350-670 keY) and its associated scattering energy window 0/200-350 keV. 
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Figure 6.15. The raw projection data-sets 0/ the transmission scan/or the rat's head 
phantom with the lower attenuation rim. This is for the narrow photopeak energy 
window (400-620 keY) and its associated scattering energy window of 180-400 keV. 
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The scattered photon energy window associated with the narrow photopeak energy 
window has been selected to be from 180 to 400 keVin order to have the same width 
as the photopeak energy window of 220 ke V. 
Blank transmission scans also have been collected for both energy windows, figure 
6.16. The maximum variation of the counts around their mean is less than 4% for A 
and C and less than 7% for Band D. 
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Figure 6.16. The compressed raw projection data-sets of the blank transmission scan 
(scan in air) for the photopeak and scatter energy windows. A) wide energy window 
(350-670 keV) and B) its associated scattering energy widow (200-350 keV) , 
C) narrow energy window (400-620 keV) and D) its associated scattering energy 
widow (180-400 keV) . 
Data from the transmission scan in PET are not required to be reconstructed to 
provide the attenuation map as with the case in SPECT where reconstruction is needed 
for the intrinsic attenuation correction. Here, in order to check the quality of the 
obtained transmission scan data, reconstruction is performed and the image quality is 
evaluated with respect to the ideal transmission image that is based on the distribution 
of the attenuation coefficient values within the object. So, such a reconstructed image .. 
reflects how good the measured projections are in providing a representation of the 
attenuation coefficient values and hence the quality of the attenuation correction factors 
(ACFs) that may be obtained across the phantom from the transmitted raysums. 
The inclusion of scattered photons in the raysum causes quantitative effects in the 
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tomographic reconstruction. In the transmission scan, the raysum is taken as the 
natural logarithm of the ratio of the input and output intensities but this assumes good 
geometry without scatter. The presence of scattered information in the counting 
window increases the value of the measured intensity and thus leads to the 
reconstruction of attenuation coefficients which are too low [Sanders, 1982; Digby and 
Hoffman, 1989]. Therefore, the transmission scattered data were subtracted from the 
transmission photopeak data with various fractions from zero up to two (similar to the 
case of the PET experiments). Profiles taken at the centre of the reconstructed 
transmission scans are presented for the rat's head phantom for each rim material and 
for both narrow and wide energy windows, figures 6.17. 
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Figure 6.17. Profiles taken at the centre of the reconstructed images of the rat's head 
phantom with the two different rim materials of calcium orthophosphate A) wide 
energy window and B) narrow energy window and Teflon with C) wide energy 
window and D) narrow energy window. Reconstruction of raw photopeak energy 
window data are in bold, where the other profiles are for various amounts of 
subtracted scatter fractions of 05, 1.0, 15, and 2.0; the higher the subtracted scatter 
fraction the higher the attenuation valu.es. 
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The observations from the profiles of figure 6.17 are as follows: 
1) When no scattered photons are subtracted, the value of the linear attenuation 
coefficientofperspex is equal to (0.0098 +/- 0.0003 rrnn- I ), (0.010 +/- 0.0007 rrnn- I ) , 
(0.0096 +/- 0.0004 rrnn- I ) and (0.0099 +/- 0.0003 mm- I ) for the profiles of A, B, C 
and D in the above figure respectively, whereas the value of the linear attenuation 
coefficient of perspex is (0.0108 +/- 0.0008 mm-1). The above values have been 
obtained from a central region of each image. The rim of calcium orthophosphate with 
a linear attenuation coefficient value of (0.00434 mnrl) is partially resolved. 
2) Subtraction of various fractions of scattered photons from the photopeak data 
results in an increase in the reconstructed values of the attenuation coefficient values. 
Such an increase is not for the whole region but in various parts in such a way that the 
images show large fluctuations. The fluctuations are more severe in the case of a 
narrow energy window. This may be the result of incorrect proportion in subtracting 
the scatter amounts from the corresponding photopeak data since in some cases the 
photopeak counts are at a minimum value and the scatter counts are at a maximum 
value and in other cases it is the reverse as illustrated previously in figure 6.15. 
3) With the increase of the amount of subtracted scattered photons from the 
photopeak data, the representation of the linear attenuation values of Teflon (0.0179 +/-
0.00014 mm-I) can be recovered in the case of the narrow energy window scan. While 
subtracting as much as two times of the scatter amounts as recorded in the lower 
energy window from the wide energy window shows that the value for the linear 
attenuation coefficient of Teflon is still low indicating that scattered photons are still 
present. 
4) All profiles show severe fluctuations in the middle region of the phantom that 
represents perspex when scatter subtraction is performed. 
The calcium orthophosphate rim of 5-mm thickness was not resolved in the 
transmission scan image which is the relative width of the collimator hole size of 3-
mm. Objects may be resolved if the sampling distance (collimator aperture) is equal to 
at most half of the object size. In this study, the 5-mm rim was introduced in the 
phantom to provide a different scattering environment as in the case with the Teflon 
material. For brain studies with humans, a 5-mm skull thickness is usually assumed 
[Siegel and Dahlbom, 1992], therefore, there was no need to exaggerate by having 
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more than 5-mm thickness for a rat's skull which is 2 mm at most [Sa Bennett, 1994]. 
Ideal images have been reconstructed for the purpose of the fidelity test 
calculations. For the transmission scan tomography, the ideal images have been 
extracted from the reconstructed images to represent the distribution of the attenuation 
coefficient values of perspex in the rat's head phantom and the rim that is assumed to 
simulate the surrounding material, figure 6.18. The fidelity test has been applied with 
the transmission scan images for different amounts of subtracted scatter fractions to 
check their image quality, figure 6.19. 
As shown in figure 6.17 the transmission image for the case of calcium orthophosphate 
seems to have less fluctuations compared with that of the Teflon rim. This is also 
confmned from the fidelity test curves of figure 6.19 which show higher values for the 
former. When using a narrow energy window the fidelity starts with a slightly lower 
value than that of wide energy window when no subtraction of scattered photons takes 
place, and then exhibits further degradation as more scattered photons are subtracted. 
Again, this has already been shown in figure 6.17 for four image profiles taken with 
subtracted scatter fractions of 0.5, 1.0, 1.5 and 2.0. 
The statistical fluctuations that are associated with the measured ACFs using the 
transmission scan is one of the main issues in the correction series of PET data. If the 
raw data from the transmission scan is not processed to reduce the noise before 
applying to the emission data, then the attenuation correction data will directly affect the 
noise level of the emission data and will add more noise [Dahlbom and Hoffman, 
1987]. To reduce the noise in the transmission scan, the number of recorded events 
should be increased by either increasing the scan duration, or the intensity of the source 
used in the scan. Alternatively, a smoothing filter can be applied to both the 
transmission and the blank data. However, the result of filtering is an image with lower 
resolution but also much lower noise [Dahlbom and Hoffman, 1987]. So the effect on 
the resolution of the emission image is small. If the ACFs are obtained as the ratios 
between the transmission scan data of the object and the blank scan data, the noise level 
of the blank scan data should be also considered [Huang et aI, 1979]. This is the 
reason why similar processes are carried out for the blank scan data such as filtering. 
In this work only the scatter subtraction has been examined with the 
transmission scans in an attempt to improve the acquired transmission data. However, 
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the profiles of the transmission scan images and the results of the fidelity test suggest 
that the raw transmission data should be used for the calculations of the ACFs. 
A B 
Figure 6.18. The ideal imagesfor the transmission tomography that represent the rat's 
head phantom and are to be used in the calculations of the fidelity test. The rat's head 
phantom is made ofperspex (J1= 0.0108 mm-1) and a rim material of A) calcium 
orthophosphate (J1= 0.00434 mm-1) or B) Teflon (J1=0.0179 mm-1) . The images are 
normalised in this figure to show their shape. 
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Figure 6.19. The value of the fidelity test as the scatter is fraction increased for both 
rim materials and both wide and narrow energy windows. 
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Measured attenuation correction factors (ACFs) 
The ratio of both the blank and transmission scans provides the measured 
attenuation correction factors (ACFs) that are to be used for the attenuation correction 
of the emission scan data of PET. In figure 6.20 are shown the shapes of the ACFs 
derived from the profiles of the transmission images. The measured ACFs in figure 
6.20 are only for one set out of 36 sets (i.e. for one projection only) with each set 
having similar fluctuations. 
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Figure 6.20. The measured ACFs are shown relative to the calculated values. The 
measured values are lower than expected because of scattered photons in the 
transmission scan [Digby and Hoffman, 1989}. 
The attenuation correction process has been applied by multiplying the emission PET 
data by the measured ACFs, and then reconstruction and normalisation are carried out 
to check the image quality with the corresponding ideal images. 
In table 6.2 the values of the fidelity test are given for the attenuation corrected images 
alongside the values obtained in the previous section when attenuation correction was 
applied analytically. As the image quality values show, the difference in quality is very 
small. When applying the ACFs from the narrow energy window transmission scans, 
a slight degradation occurs for the three images where with the ACFs from the wide 
energy windows some improvement is noticed in the case of the calcium 
orthophosphate rim. For the case of the Teflon rim lower values of quality with both 
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sets of ACFs are shown as a result of the lower values of the measured ACFs 
compared to those obtained by calculation. 
Geometry 
5-mm separation 10-mm separation 10-mm separation Rim of calcium Rim of calcium 
orthophosphate orthophosphate Rim of Teflon 
Calculated 
-0.988 -0.458 -0.260 
Measured 
-0.991 -0.467 (N arrow window) -0.263 
Measured 
-0.986 -0.431 (Wide window) -0.261 
Table 6.2. The fidelity test values for the images corrected for attenuation using 
analytical (calculated) and transmission scan corrections. 
6.S Discussion of PET results 
The small amount of activity employed in this work and its being confined in a 
small region, with the use of physical collimation resulted in a negligible random 
contribution. The acquired "total" scattered coincidences seem to be mainly primary 
coincidences since: 
1) the profiles of their images overlap with that of the annihilation coincidences, 
2) the introduction of a scattering medium results in a further reduction in their number, 
3) their subtraction from the annihilation coincidence counts degrades the image quality 
and 
4) their addition to the coincidences in the full energy photopeak window improves the 
image quality as if more counts were collected. However, there must be some scattered 
coincidences recorded within the counts but their contribution is too small to make a 
noticeable effect when electronic collimation is combined with physical collimation. 
When ACFs are obtained by a transmission scan, statistical noise is unavoidable 
[Huang et aI, 1979] and data correction is required such as for subtraction of scattered 
photons. The approach used here to remove the scatter contribution from the projection 
data of the transmission scan before obtaining the ACFs is by reconstructing the 
projections and examining the quality of the image they produce in order to find the 
optimal amount of scattered photons to be subtracted. Due to the problem of spectral 
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instability, this method of scatter subtraction did not prove useful. Instead, the raw 
transmission scans were used to obtain the measured ACFs. The slight improvement in 
image quality as a result of applying attenuation correction by use of transmission scan 
data should not be taken as an advantage for such a method when examining the results 
in this work since the change in quality is very small. However, the effectof applying 
the measured ACFs would be c1earerwith the use of distributed sources rather than 
with two line sources only. 
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6.6 Corrections in SPECl 
In any emission tomography system, a unifonn response from the large number 
of detectors is required. Using only one pair of detectors for positron tomography, the 
detection efficiency is constant since it depends on the product of both detector 
efficiencies. However, when using two opposing detectors for the SPECT study, a 
correction for the difference in the detection efficiency is important in order to obtain a 
unifonn response. With a gamma camera as an example, the variations between the 
PM-tube gains is controlled by the computer while scanning is in progress, since such 
gains may vary from one PM-tube to another and with long running time i.e. due to 
heat. So, a flood source containing low-level activity is scanned for a long period of 
time to provide a large number of counts. Such infonnation is used to correct for the 
experimental and clinical studies. 
With respect to the present system, the problem of the photopeak shift imposed the use 
of a wide energy window which helped to have a sufficiently stable detector response 
to carry out the tomographic scans. However, the outputs from the two opposing 
detectors as counted within the energy windows of the photopeak or scattered photons 
still show variations in their numbers from time to time and, therefore, a correction 
factor for the difference in the detector responses has been found to be difficult 
However, the images when reconstructed from the raw data do not appear to have 
circular or arc artifacts (such type of artifacts are due to the detector nonuniformity). 
We tried to correct for the difference in the response between the two detectors by 
multiplying the data set obtained from one detector by a correction factor to have the 
same response as for the other detector. The correction factors have been obtained from 
the difference in the number of counts from the two detectors before starting each scan, 
table 6.3. 
The results of the SPECT images are presented in the result section after applying both 
scattering and attenuation corrections. The effect when using the correction factor is 
also shown on the fidelity test curves when the reconstructed images are compared 
with their corresponding ideal images. 
In the following sections both scattering and attenuation corrections are 
discussed and the final results are presented at the end of the chapter. 
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Condition 
Line source Line source 5-mm separation 10-mm separation 
in Air in Perspex Rim of calcium Rim of calcium 1 O-mm s~tion 
orthophosphate orthophosphate Rim of etlon 
Photopeak 1.064 0.957 1.008 0.886 1.009 data 
Scatter 1.056 0.954 0.984 0.971 0.969 data 
Table 6.3. The set of the co"ectionfactors that have been applied to the output data 
from the second detector for both photopeak as well as scattered photons. 
6.6.1 Scatter correction 
Scatter correction in SPECT using the dual energy method or any other method 
have been commonly investigated for the case of 140 keY photon energy (99mTc) with 
NaI(Tl) detectors (gamma camera); the clinical situation in nuclear medicine. In 
industrial tomography, Gentle [1990] applied the dual energy method of scatter 
correction with photon energies up to 401 keY from a 75Se source in a titanium 
phantom simulating 137CS source (662 ke V) in a uranium fuel pin of 52 mm in diameter 
(similar to the size of the phantom in this work of 50 mm). Employing a NaI(Tl) 
detector, the scatter angle associated with the lower edge of the photopeak window was 
290 for the 401 keY photon energy, whereas in this work with our BGO detectors and 
energy window of 350-670 keY, photons scattered up 57.30 are counted within the 
annihilation photopeak window. In Gentle's work, the scatter fraction was found to be 
1.65 for the case of four sources with energy of 401 keY in the phantom whereas no 
scatter fraction was required for the case of a single source image due to the lower 
scatter contribution at higher energies. Our present situation is similar in which high 
energy photons of 511 ke V are used with phantoms of similar size, but the energy 
window is slightly wider and photons scattered within a larger angle are counted as 
pnmary. 
6.6.2 Attenuation correction 
The attenuation compensation in single photon emission computed tomography 
(SPECT) is not a simple multiplicative correction of the measured projection data as in 
the case of positron tomography discussed earlier. The line integral equation of SPECT 
IS, 
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P(r,<t» = f A(x, y). exp[- f ~(X/, y/)dS]dS 
r., L(r .•. x.y) 
where A(x,y) denotes the activity concentration at (x,y) and J,1(x", y~ is the linear 
attenuation coefficient at a point (x", y~ and L(r,</>,x,y) is the segment from (x,y) to the 
detector. The problem is more complicated in this case because the integral of the linear 
attenuation coefficient depends on the distance between the point of emission along the 
line and the detector. The influence of the exponential term depends on the magnitudes 
and distribution of the attenuation coefficient, which has such large values for all 
energies used in nuclear medicine that the reconstructed images are seriously affected 
unless correction is made [Budinger et al, 1979]. 
It is possible to examine the magnitude of the attenuation effect on SPECT images 
through the use of simulation programmes. As a simple example, the case or a disk 
source (transverse section through a cylinder) containing a homogeneous concentration 
of single photon emitters and a constant attenuation coefficient. Projections may be 
generated using the Radon transform for different values of attenuation coefficients as 
well as for the ideal case when there is no attenuation [Budinger and Gullberg, 1977]. 
Reconstruction of such projections shows the effect of attenuation on the SPEC!' 
image, figure 6.21. 
Many methods have been used for attenuation correction in SPEC!'. Most are 
based on the assumption that the linear attenuation coefficient at a given energy is 
constant for all body tissues, whereas the more accurate approach considers a variable 
attenuation coefficient determined by a transmission scan for the object 
Similar to positron tomography, attenuation correction may be applied to the measured 
projection data before reconstruction as classified pre-reconstruction, or as part of the 
reconstruction algorithm (intrinsic correction). However, the image may be 
reconstructed first and then corrected in so called post-processing. 
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Figure 6.21. The case of a disk source of 50-mm diameter with constant values of 
attenuation coefficients in water. The projections that result from 511 keV and 140 keV 
photons (for comparison) are generated using the Radon transform and then 
reconstructed to see the SP ECT image of the disk source under the effect of 
attenuation. Profiles are shown taken at the centre of the reconstructed ideal image 
(J1=0), and attenuated images using 511 keV photons and 140 keV photons. 
Preprocessing 
There are several methods which compensate for attenuation by modifying the 
projection data before reconstruction using a constant value for the attenuation. The 
reconstruction algorithm then assumes that the data represents the true unattenuated 
data. The combined response from the two opposed detectors has been found to be 
independent of source position and has a simple dependence on the total attenuating 
path length between the two detectors. Hence, provided an outline of the body can be 
obtained, a simple correction can be applied to the combined opposed projections [Ott 
et aI, 1988]. This group of correction methods consists of approximations that reduce 
the effects of attenuation on the reconstruction. Generally, they apply a correction that 
is exact for some simple class of activity distributions such as uniform sources, but is 
not exact for more general activity distributions [Walters et aI, 1981]. We describe 
below some of these methods which are based on the mean of the opposing views. 
1) Geometric mean: 
Consider a point source of activity (A) in a disk of diameter (L), and assuming 
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a constant attenuation coefficient (Jl), then the two opposite attenuated raysums are, 
P a = A exp (- JlI), and 
Pb = A exp (- Jl(L-I» 
where the point source is at a distance (1) from one edge and (L-I) from the opposite 
edge, The geometric mean raysum is then 
(Pa,Pb )1/2 = Aexp (- J.iL/2) 
The true value is A, hence the projection without attenuation is given by, 
P corrected = ( P a' Pb )1/2 , exp (J.iL/2) .... , ............................................ (1 ) 
This correction is accurate for a point or plane source but it is an approximation when 
applied for simple extended sources such as uniform volume sources [Sorenson and 
Phelps, 1987]. 
2) Average of the minimum and maximum exponential factor: 
Kay and Keyes [1975] suggested the summation of the two opposing views to 
yield a minimum and maximum values for the expression [exp(-Jll) + exp(-Jl(L-I»] as 
follows, 
minimum = 2 exp (-JlU2) 
and maximum = 1 + exp (-JlL) 
The corrected projection data can be obtained by dividing the sum of the opposite 
views by the average of these two values, 
P corrected = 2(P a + Pb) / (1 + e-J.1L + 2eiJ-L/2) ....................................... (2) 
3) If, however, the average of the above expression [exp(-JlI) + exp(-Jl(L-I»] is taken, 
then the result is: 
(4e-J.1L12 / [J1L]) . sinh (JlL/2), then 
P corrected = (Pa + Pb)JlL/ (4e-J.1L12 sinh (J.iL/2» .................................... (3) 
This is known as the Average of the Exponential Factor method. 
A comparison of the above three methods has been done using the simulated 
disk source containing homogeneous distribution of single photon emitters described 
earlier for the case of 511 ke V photons in water. Figure 6.22 shows that the different 
methods may result in under or over correction and method 3 gives more accuracy. 
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Figure 6.22. A simple comparison o/the three attenuation correction metlwds. 
A) Illustration is given to show how each metlwd restores the attenuated image to the 
ideal case. B) Enlarged scale to show the small variation between the thee correction 
methods. 
When comparing different methods of attenuation correction, it is usual to introduce 
noise in the measurements as part of the simulation study in order to get more natural 
representation [Budinger and Gullberg, 1977]. However, we use only an illustration to 
show how each method restores the attenuated data to the condition when there is no 
attenuation. 
With these methods, the attenuation is assumed to be constant throughout the object but 
no assumptions are made about the activity distribution. Other techniques involve in 
their calculations the size of the radioactive region within a large attenuating medium 
i.e. the hyperbolic sine correction [Sorenson, 1974]. 
With these methods of attenuation correction, the combination of the opposing 
projections results in one set of projections which requires a reconstruction over 1800. 
The reason for such a relatively large number of methods is based on the fact 
that no simple method exists for compensation in cases of a variable attenuation 
coefficient distribution. So, it should not be surprising if simple multiplicative 
corrections do not work well for all source distributions [Moore, 1982]. 
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Intrinsic Correction 
In the process of intrinsic attenuation correction, variable or constant values for 
the attenuation may be applied to the data while the reconstruction process takes place. 
It is possible to obtain the variable attenuation coefficients for the object from a 
transmission scan and then using an iterative reconstruction method (Least-Squares) 
for more accurate correction [Gullberg et al, 1985]. 
In principle, the raysum is discretely expressed as the summation of pixel activity 
concentration (fi ) multiplied by the attenuation between the pixel and the edge of the 
object, 
P. = ~f.W .. a .. J L.J 1 1J 1J 
i 
where (Wij) and (aij) are the geometrical weighting and the attenuation factors 
respectively for the pixel (i) and raysum G). 
The attenuation factor a;,j can be represented by a;,j = exp L Li'j Jli'j' where the 
summation is taken over pixels (i') in the raysum line G) from pixel (i) in the direction 
of the measurement to the edge of the object. Li'j is the length of the portion of a line 
centred in the raysum within the pixel (i'). If a map for the distribution of the 
attenuation coefficients is available from a transmission scan, then the activity 
concentration can be reconstructed using a least-squares algorithm. This method is 
superior in results to other methods, however it requires the additional transmission 
scan data to be reconstructed in order to obtain the correction factors [Budinger et aI, 
1979]. The other case is when the distribution of the attenuation is assumed constant 
within the object, then the additional transmission scan is no longer required, therefore, 
Jli'j = Jl. But the boundary of the object needs to be determined for the calculations of 
~'j. One of the techniques, for example, is to reconstruct the emission scan without 
attenuation correction first for a small number of iterations and then use an edge 
detection procedure. 
The above iterative method of least-squares for variable attenuation is more accurate 
than other methods of attenuation correction and is preferred to most of them [Budinger 
and Gullberg, 1977]. More recently, techniques have been developed to record both 
emission and transmission scans simultaneously by using a transmission source with a 
different energy from that employed for the emission scan. While Masoomi [1989] 
used a transmission source with a lower energy (153Gd, 98 and 103 ke V) with the 
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emission scan of 99mTc (140 ke V) in order to avoid the contamination of counts into the 
emission data, Tung et al [1992] used a different combination in which the 
transmission source is 99mTc and the emission source is 2OIT! (73 keY). Corrections are 
required to eliminate scatter from the 99mTc transmission photons into the lower energy 
window of 20lTl. Since the reconstructed attenuation coefficients are energy dependent, 
it is necessary to transform the reconstructed attenuation coefficients of the 
transmission source to that of the emission source. The conversion is based on the 
assumption that the coefficient varies linearly between the two photon energies [Tung 
et aI, 1992]. The attenuation map which is useful to correct for non-uniform attenuation 
(as in cardiac imaging) also provides the aligned anatomical information that helps the 
radiologist interpret the SPECT images [Tung et al, 1992]. 
Alternative to the simultaneous technique, the transmission experiment can be carried 
out before injection of the radionuclides into the patient, but this requires an increased 
scanning time. 
Other intrinsic methods make use of weighted back-projection in which a constant 
coefficient is assumed. 
Postprocessing 
Chang's method [Chang, 1978] is the example used for this correction. In this 
process, the image is reconstructed first without attenuation correction, then a 
correction matrix is calculated using the distance from pixel (i) to the edge of the object 
and a constant attenuation coefficient value. The new projection values are calculated 
by re-projecting the corrected image including an attenuation term. 
The correction methods most frequently offered with commercial SPECT 
systems make use of the preprocessing or postprocessing [Williams, 1985]. A late 
design of the three-headed gamma camera has three radioactive sources, each is 
mounted between two camera heads and thus allows transmission data acquisition with 
the opposing head for simultaneous emission and transmission data collection [Gilland 
et aI, 1992]. 
In this work, since a transmission scan is already performed to provide the 
attenuation correction factors for the attenuation correction in PET, the same data may 
be used as a further application for the intrinsic attenuation correction in SPECf. 
However, the results from the transmission scan (figure 6.17) do not provide a very 
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good representation for the attenuation coefficient map especially in the case of the 
phantom with the Teflon rim where the linear attenuation coefficient value for Teflon 
was found to be less than expected; about the value of 0.014 mm- I rather than 0.0179 
nun-I when considering the case with the minimum fluctuations where no scatter 
fractions were applied (the cases taken to obtain the ACFs for attenuation correction in 
PET). Also the phantom used in this study has a simple circular geometry with 
homogeneous distribution. Thus, with reference to the illustration presented in figure 
6.22, the exponential factor is applied in this work as the pre-reconstruction method for 
attenuation correction. 
The difference between the attenuation of perspex and the rim material has been 
considered in the case of the rat's head phantom for which 
ilL = Ilpr" +Ilh 
where Lp + Lr = L. L is the total path across the phantom, r" is the path across the 
perspex medium and 1;. is the total traversed thickness through the rim material of 
either Teflon or calcium orthophosphate. J.lp and J.lr are the attenuation coefficient values 
of 511 ke V photons in perspex and the rim material respectively. Otherwise J.LL is used 
only in the case of perspex the medium. The study in air does not require attenuation 
correction. 
Results 
The collected singles counts from the two detectors have been combined to 
form 72 projections for reconstruction over 36()O and profiles taken at the centre of the 
reconstructed SPECT images are shown in figure 6.23 for both raw photopeak and 
scattered singles data. The profiles show that in the case of two line sources with the 5-
mm separation (figure 6.23C) it was not possible to resolve the sources and the image 
appears to contain only one source but with a degraded spatial resolution compared to 
the cases of only one line source in air or perspex (figures 6.23A and 6.23B). The 
spatial resolution values from all the studies are presented and discussed in the next 
chapter for both PET and SPECf. 
The SPECT images show only partial spatial resolution when the separation is 10-mm 
between the two sources as in figures 6.23D and 6.23E. In figure 6.23D, the slight 
partial volume effect also appears in the SPECT image as has already been shown 
previously in figure 6.6D with the PET image of the same study case. 
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Figure 6.23. Profiles taken at the centre of the reconstructed SPECT images for both 
RAW data of the photopeak and scattered singles. The images are for A) a line source 
in air, B) a line source in perspex, C) two line sources in the rat's head phantom with 
the calcium orthophosphate rim and a separation between their centres of 5 -mm, D) the 
same but with 10-mm separation, and E) a 10-mm separation where the rim material is 
Teflon. 
The images obtained from the scattered photons show similar information to that of the 
photopeak. Arc or circular artifacts do not appear on the images although the data have 
been reconstructed without any correction factor for the difference between the two 
detector responses (the detection efficiency for the 511 ke V photons is 0.225 +/- 0.008 
and 0.238 +/- 0.009 for detector A and detector B respectively). The cases with a line 
source in air and perspex show that the scattered image of the perspex has less intensity 
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compared with the case when no scattering medium is present as further demonstrated 
in figure 6.24. 
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Figure 6.24. The profiles from the SPECT images infigures 6.23A and 6.23B are 
shown in one graph. The relative heights with the scattered photon images are almost 
the same. The measurement time is different; 600 and 300 seconds for the study in 
perspex and air respectively. 
This situation has occurred with the PET images (figures 6.6A, 6.6B and 6.7) for 
which the explanation is that the reduction of the primary photons has affected the 
"total" scattered coincidence detection, whereas here with single photon detection the 
collection of scattered photons is independent of that of the primary photon data 
collection. When the line source is in air, the source is canned in brass and some 
scattering takes place within the source and its brass holder, therefore, forward 
scattered photons have been detected. With the presence of the perspex scattering 
medium, further single and multiple scattered photons may not be within the solid 
angle of the viewing detector due to the high collimation in use. Therefore, the intensity 
of the detected scattered photons has been reduced since most scattered photons do not 
reach the detector. The advantage of high collimation can be further demonstrated by 
examining the same profiles of the photopeak and scattered images when they are 
normalised to show their relative shape, figure 6.25. 
From figure 6.25, the images of the scattered photons show a relatively increased 
background compared to that of the photopeak photon images. More importantly is that 
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the same structure of the photopeak images is conserved in the scattered photon images 
reflecting the good quality of the collimation and indicating that the detected scattered 
photons were mainly forward scattered and may also be primary photopeak photons 
but recorded as scattered photons by the detector due to the partial absorption of their 
energy. 
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Figure 6.25. The profiles from the photopeak and scattered images infigure 6.23 are 
normalised to show the relative width and shape for both images of each case. 
The scattered SPECT data have been subtracted from the primary SPECT data 
and then correction for attenuation took place. Reconstruction has been applied over 
1800 since the pre-reconstruction attenuation correction method combines the two 
projection data sets into one corrected projection data set. Normalisation and testing the 
168 
image quality with the fidelity test have been applied, figure 6.26. 
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Figure 626. Thefidelity values as the scattered photons are subtracted from the 
photopeak photons. The scatter fraction is in terms of 0.05, from zero up to two times 
of the amount of the scattered photons. The work has been done with and without 
correctionfor the difference in the detection response between the two detectors. The 
images are for A) a line source in air, B) a line source in perspex, C) two line sources 
in the rat's head phantom with the calcium orthophosphate rim and a separation 
between their centres of 5 -mm, D) the same but with 10-mm separation, and E) a 10-
mm separation where the rim material is Teflon. 
The study takes into account the difference in the detector response and the fidelity test 
was applied for the two situations in which no correction factor was applied for the 
difference in response between the two detectors and when appropriate corrections 
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were applied. 
The values of the fidelity test as presented in figure 6.26 show that the closest image to 
its ideal case is for the line source in air whereas the case of a line source in the perspex 
medium shows more degradation. Although it is difficult to resolve the two sources 
with the case of the 5-mm separation (figure 6.23C), the fidelity value is similar to that 
of the lines source in the perspex medium. For the cases of 10-mm separation between 
the two sources, the image with the Teflon rim (figure 6.23E) shows a slight 
improvement which was already found with the corresponding PET image. The 
profiles of both PET and SPECT show the problem due to the partial volume effect for 
the case of the calcium orthophosphate rim. 
With the application of scatter subtraction, the images show improved quality for all 
cases as the amount of subtracted scattered photons increases except for that of a line 
source in air where the optimal amount of scatter fraction is 0.80 when the correction 
factorfor the difference in the detector response was not applied and 0.75 when it was 
applied. The study in air exhibits that very little scattering was included in the SPECf 
image and only a small fraction from the collected scattered photons was required to 
obtain an optimal image while the introduction of a scattering medium such as perspex 
or the rat's head phantom requires a larger fraction of scattered photons to be subtracted 
in order to improve the image quality. The results with the rat's head phantom show 
that in the case of the Teflon rim more scattered photons occurred since the image 
improvement is slightly more sensitive than the case of the calcium orthophosphate rim 
of the lower attenuation medium as appears from the scale of the fidelity curve slopes. 
In figure 6.27, profiles taken at the centre of the reconstructed images are provided to 
show the changes in the images as a result of the scatter subtraction and hence image 
improvement. The result of the scatter subtraction is a reduction in the background 
which leads to smaller differences when evaluated with respect to the ideal image 
where the background is zero, and therefore better image quality. In table 6.4, the 
average pixel values within the background region for the five images are provided for 
both cases before and after scatter subtraction to show the difference in image quality 
(background reduction) quantitatively. 
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Condition Line source Line source 
5-mm separation lO-mm separation 
1 O-mm s~tion in Air in Perspex Rim of calcium Rim of calcium 
orthophosphate orthophosphate Rim of efton 
Before 104 Scatter 
+/-10.7 85 165 157 127 Subtraction +/-4.8 +/-9.4 +/-30.7 +/-19.7 
After 
Scatter 71 18 36 30 26 
Subtraction +/-5.8 +/-14.9 +/-3.3 +/-14.5 +/-21.3 
Table 6.4. The average pixel values in the background region are given to show the 
difference after scattered photons have been subtracted. All cases are for a fraction of 2 
times that of the amount of the scattered photons except for the case of the line source 
in air when the fraction is 0.8 as found optimal for providing an image with the best 
fidelity. All values confirm that a reduction in the background region (of 5x5 pixels) 
has been achieved as a result of scatter subtraction. However, with the scatter 
subtracted images more variations occurred and in some cases negative pixel values 
resultedfor which their values were set to zero. 
It is useful to notice from figures 6.27D and 6.27E of the two sources in the rat's head 
phantom with the 10-mm separation that an improvement in terms of a further 
separation between the two sources has been achieved compared to the reconstructed 
images from the raw photopeak data of figures 6.23D and 6.23E. This is the result of 
combining the opposite projections in the attenuation correction process which 
minimises the variation of the spatial resolution of the system with the distances from 
the collimator [Ott et ai, 1988]. 
In figure 6.28, the SPECT images are presented after the required scattering 
and attenuation corrections have been applied. 
6.7 Discussion of SPECT results 
A correction factor for the difference between the two detectors employed has 
been found not necessary since the difference is already small and the system suffers 
from a photopeak shift and a wide energy window was used. The small difference 
between the two detector responses has been lost within the larger fluctuations of the 
photopeak shift. 
The use of a good collimated system has been demonstrated by the image profiles of 
the scattered photons obtained. With the simple geometry of one and two line sources, 
the scattered photon contribution was clearly seen to result in an increased background. 
Due to the use of a relatively wide energy window, scatter subtraction was found to be 
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useful for the improvement of the collected data and hence a better image qUality. 
Different methods for attenuation correction in SPECT are available and choosing the 
appropriate method may require further examination with simulation studies that 
represent the object distribution. However, the combination of the opposing projections 
data sets within the attenuation correction method helped to improve spatial resolution. 
6.8 Summary 
Tomographic images have been obtained with the scanner employed in this 
work for both PET and SPECT. The major finding is the clear difference between the 
physical and electronic collimation for single photons and annihilation coincidence 
detection and hence the spatial resolution. In the present system where both physical 
and electronic collimation are combined the scattered and random coincidences in the 
PET images have been dramatically reduced in such a way that their presence was 
assumed to be negligible. With single photon counting, the detected primary photopeak 
photons resulted in images showing broader distribution than that of PET and an 
increased background due to the presence of scattered photons. So, fine structure may 
not be resolved especially when compared with annihilation coincidence detection. 
The effect of the spectrum instability has been clearly demonstrated with the 
collection of the transmission scan data. This problem may be solved by replacing the 
electronic parts of the dynode chain with higher quality components. However, the 
count rates of the system characteristics as given in the tables throughout the work 
were collected under a precaution in which the whole system (energy windows) had to 
be recalibrated during the course of measurements, for each tabulated study, to provide 
more accurate experimental settings. Whereas during the tomographic scans such a re-
calibration was not possible to apply and one of the results has already been shown 
with the transmission scan using the narrow energy window. The use of wider energy 
windows is useful to overcome this problem and with situations of coincidence 
measurements the count rate may also be increased. 
The fidelity test used in this work has been found useful to provide a measure 
of the comparative quality between the images. The fidelity test is only applicable when 
there is a 'prior' knowledge about the activity distribution in the measured image. The 
test may also be used on real objects if the object is known accurately. Even though the 
test may provide misleading results if a small misalignment occurs between the 
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measured image and its equivalent ideal image. This is more pronounced when the 
image contains a simple geometry of e.g. point sources in large area images. This is 
why this kind of quality assessment is helpful with simulation studies [Gentle, 1990; 
Masoomi 1989] where the object is pre-defined mathematically and misalignment 
between the two images does not exist. 
However, visual assessment of the images was also carried out in parallel with the 
fidelity test and in most cases it was too difficult to notice the small variations occurring 
as the image quality changes. 
The images provided in this chapter, for PET and SPECf, have been presented 
after the application of the required corrections and the difference between the PET and 
SPECT images has been considered as only a visual assessment. In the next chapter 
the comparison between them is given in more detail. 
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Figure 6.27. Profiles taken at the centre of the reconstructed SPECT images to show 
the changes after the application of scatter subtraction. The profiles are obtained when 
no scatter subtraction was applied (bold) and when thejractionfor the scatter 
subtraction is 2 (best obtained images). For the case o/the line source in air, the 
fraction is 0.80 where the optimal image was obtained, but the two profiles are too 
close to be separated. The order of the images is the same as in the previous figures. 
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Chapter 7 
Comparison of PET and SPEel Images 
7.1 Introduction 
It is known that, the fundamental differences between the detection systems of 
PET and SPECT tomographs result in images with different inherent properties for 
each, for example, such as the advantage of higher spatial resolution for PET. Also, the 
way in which the data are corrected for each imaging technique is different as has been 
shown in the previous chapter. Since our present work of positron tomography 
provides additional data that have been processed to give SPECT images, it is 
worthwhile to examine the properties of both PET and SPECf systems. 
The present images of PET and SPECf in this simultaneous condition show a special 
case of comparison, almost under ideal conditions, and therefore the results we obtain 
may vary from those taken with standard scanners i.e. positron ring tomographs and 
conventional gamma camera or dedicated SPECT systems, they are for PET and 
positron SPECf. 
The special case is due to that both kinds of images, PET and SPECT, are for the same 
radioactive distribution and the data acquisition is taken under exactly the same 
experimental conditions using one scanning system. 
However, the comparison in this chapter is carried out to a greater extent to 
cover not only the fidelity test as has been intensively used in the last chapter but also 
other image parameters to describe the two system images. 
7.2 System specifications 
Before introducing the results of the comparison between both kinds of the 
images we have obtained, it is important to review the limitations of both types of the 
imaging techniques with respect to our system. 
1) The two processes of image fonnation are known to lead to different number 
of counts; in PET there are no lead collimators used and as a result of the electronic 
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collimation, the number of the coincidence lines between the detectors is increased and 
therefore the sensitivity of the PET scanners is significantly high. In SPECf, the lead 
collimation defines the geometrical field of view of the detectors and improves the 
quality of the data collection by stopping a large number of scattered photons from 
reaching the detector but, on the other hand, there is no timing restriction and therefore 
all detected photons are accepted. Regarding this problem, and with reference to our 
experimental set up, this issue is clear to result in a high number of counts for SPECT. 
Another main increase in SPECT sensitivity in this work, is that BGO detectors are 
used which are more efficient than Na(Tl) detectors that are commonly used in single 
photon counting. However, SPECT in this work is for the energy of 511 ke V which is 
higher than that typically used for SPECT studies using a gamma camera. In table 7 .1, 
the collected raw photopeak counts are given for cases of the study of PET and 
SPECT, for comparison. 
Since the image quality is affected by the statistical noise that results from the lower 
number of counts, care must be taken when comparing the two kinds of images. 
Line source Line source 5-mm separation 10-mm separation 10-mm separation Geometry in Air in Perspex Rim of calcium Rim of calcium Rim of Teflon orthophosphate orthophosphate 
PET 71,954 167,230 303,853 235,709 110,678 
SPECT 9,679,179 16,929,862 33,156,600 33,006,400 24,383,200 
Table 7.1. The total number of the collected raw photopeak data, coincidence events 
for PET and singles for SPECT. The reduction in the counts in the case of Teflon rim 
is due to the relative weakness of the source, since this experiment was performed six 
months after the rest of the work. 
The statistical precision in the image is not only dependent on the number of photons 
detected and the spatial resolution required, but also dependent on the reconstruction 
process itself. The calculations of the noise-to-signal (N/S) ratio in a reconstructed 
image assuming Poisson statistics is given by [Budinger et al, 1977]: 
N/S = 1.2 (total number of pixels) 3/4 / (number of detected events) 1/2 
In all cases, the image size is fixed to be 21 x21 = 441 pixels and the only variable is 
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the number of the detected events that were used for image reconstruction. However, 
the N/S ratio improves if the distribution of activity is concentrated in a small region of 
the section, and in the case of a single object in a uniform field, the equation becomes 
[Kouris et aI, 1982a]: 
N/S = 1.2 (total number of events) 1/4 
x (average number of events per pixel in the target) -3/4 7.1 
Since the images are of the same size and the activity is concentrated in a small region, 
the predicted noise-to-signal ratio will be affected by only one variable; the number of 
counts. Thus, as the figures in the previous table indicate, the SPECT images have 
lower noise-to-signal ratios. The relative values of N/S ratios have been calculated 
(using equation 7.1) for the cases of the single sources to show that the SPECT images 
are of better quality than the PET images in terms of the high number of accumulated 
counts, table 7.2. Since it is difficult to show (to resolve) the two sources with the 5-
mm separation, the situation is considered as one source as well. 
2) Using one pair of collimated detectors, the PET image should show more 
uniform spatial resolution throughout the entire field of view, since the problem of 
radiation spillage into adjacent detectors is not present with this system, as has been 
discussed in chapter 2. 
However, the spatial resolution is the physical factor which distinguishes 
between the two modalities of emission computed tomography regardless the biological 
differences. 
7.3 I mage Quality 
Image quality in general is related qualitatively to sharpness and contrast. The 
sharpness refers to the spatial extent of the image representation of a sharp boundary 
between the two different regions of the object. The contrast is expressed in terms of 
the difference in the image density levels of two objects which are physically different 
as regards the properties of interest. 
For the comparison of the two images of PET and SPECT from each study case, we 
explore the subject of image quality in order to involve, in addition to the fidelity test 
used earlier, other important parameters such as the spatial resolution and the 
modulation transfer function. 
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Number Line source Line source 5-rnrn separation 
of pixels in Air in Perspex Rim of calcium 
orthophosphate 
5x5 = 25 1.57 1.618 
+/- 1.08 +/- 1.2l3 
0.77 0.811 
0.245 
3x3 =9 +/- 0.028 
+/- 0.61 +/- 0.542 
PET 0.459 0.569 for 6 pixels 2x2=4 
+/- 0.488 +/- 0.67 (2x3=6) 
lx2=2 0.301 0.39 
+/- 0.12 +/- 0.178 
5x5 = 25 0.241 0.330 +/- 0.144 +/- 0.221 
0.141 
0.141 0.197 3x3 =9 +/- 0.026 
SPECT +/- 0.27 +/- 0.064 
0.124 0.165 
for 6 pixels 
2x2=4 
+/- 0.063 +/- 0.059 
(2x3=6) 
1x2= 2 0.106 0.l39 +/- 0.032 +/- 0.089 
Table 7.2. The NIS ratios have been calculated considering a single object in a uniform 
field. The average pixel values were takenfrom areas with different sizes and hence 
different average pixel values resulted, therefore, the corresponding values of NIS 
change accordingly but all conditions show that the SPECT images have better values. 
The large errors are due to large variations within the pixel values when the area is 
taken to cover more pixels. 
7.3.1 Fidelity test 
This test as carried out earlier for each case study is summarised in table 7.3. 
As a direct comparison, the PET images are closer to their reference images and hence 
show better quality than SPECT. 
7.3.2 Spatial resolution 
Spatial resolution refers to the unsharpness or detail of the image, or to the 
ability of the imaging system to provide such sharpness or detail. The factors that affect 
spatial resolution are discussed below for PET and SPECT in order to review the 
factors behind each case and the limitations that stop further improvements in spatial 
resolution of each system. 
181 
Spatial Resolution in PET 
Two fundamental processes place an ultimate limit on spatial resolution in 
annihilation coincidence detection: 1) the range of positrons in tissue before 
annihilation, and 2) the deviation from 18()O in the angle between the two emitted 
photons (about 0.50). 
Line source Line source 5-mm separation 10-mm separation 10-mm separation Geometry in Air in Perspex Rim of calcium Rim of calcium 
orthophosphate orthophosphate Rim of Teflon 
PET 0.71 0.66 -0.99 -0.44 -0.25 
SPECT 
-1.11 -1.55 -1.60 -2.92 -2.80 
Table 7.3. The results of the fidelity test as which have beenfound throughout the 
study are arranged in one table for a comparison. Attenuation and scattering corrections 
have been applied when necessary as indicated in the previous chapter. 
Phelps et al [197 5b] examined the effect of positron range for a number of positron 
emitters with energies up to 1.74 MeV (150) and found out that the effect was minor 
(the FWHM and FWTM for 150 increased by 2.3% and 7.8% respectively as 
compared with 64CU with Emax =0.656 MeV) with a system having an overall 
resolution of 8.8 mm. They concluded that the range effect in spatial resolution 
becomes significant if high-energy positron emitters are employed with imaging 
systems having a resolution of a few millimetres, and it is rapidly diminished as the 
spatial resolution capabilities of the imaging system are decreased. As an example, 
while the range effect for 150 (Emax = 1.7 4 MeV) causes a small but measurable 
resolution loss in high-resolution tomographs, the effect resulting from IIC (Em ax 
=0.96 MeV) is small enough that it can be ignored with clinical positron tomographs 
[Muehllehner and Colsher, 1982]. 
In an attempt to reduce the effect of the positron range on spatial resolution, !ida et al 
[1986] investigated the use of a strong magnetic field on such charged particles. 
Through Monte Carlo simulations the study was to confine the positron trajectories of 
positrons with Emax up to 3 MeV. A magnetic field of more than 5 Tesla was found to 
be effective in increasing the probability of the annihilation within a limited small 
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region, hence higher spatial resolution in PET. Unfortunately, it is not practical to 
apply this idea due to the high effect of magnetic field on the photomultipliers. Perhaps 
this may be suitable with PET tomographs incorporating photodiodes. 
Another approach was carried out by Derenzo [1986] who investigated the use of 
deconvolution. Using simulated data, it was concluded that it was not important to 
deconvolve the positron range blurring from 18F and HC because such effects are less 
than other factors such as the angular deviation from 18()O emission. 
Derenzo [1979] measured the range effect using llC, 68Ga and 82Sr with end-point 
energies of 0.96, 1.90 and 3.15 MeV respectively, and the measured intensity 
distribution were then converted to water equivalent ranges. It was found that, the 
spatial distribution was sharply peaked and different in shape from a Gaussian 
distribution. Since the most serious resolution degradation is due to the long tails of the 
distribution and therefore the effects are more apparent in the the FWTM than the 
FWHM results, the effects of positron range cannot be estimated by adding in 
quadrature an approximate blurring parameter to the camera resolution as would be 
possible for Gaussian shaped distribution [Palmer and Brownell, 1992]. 
From the model introduced by Palmer and Brownell [1992] that combines the beta-
decay energy spectrum and an empirical formula, for a camera possessing a spatial 
resolution of 3-mm FWHM the positron range effect degrades the resolution by an 
extra 2-mm for a hypothetical 4 MeV isotope. The model also predicts that the higher 
resolution cameras will be less affected by positron range effects, if the loss of 
resolution is considered as the FWHM measure. 
On the other hand, the effect of the angular deviation of 0.50 from exact 18()O 
between the two emitted photons adds additional width to the resolution. This width is 
directly proportional to the separation distance of the pair of the coincident detectors, 
and as given by [Muehllehner and Colsher, 1982]: 
~x = (D/2). tan 0.250 
where D is the ring diameter and ~x is the loss of resolution in the centre of the ring. 
For a 1oo-cm detector separation (whole-body tomographs) the resolution loss is about 
2.2 mm and about 1.1 mm for 50-cm detector separation (head tomographs) and as 
small as 0.30 mm for our scanning system where the detector separation is 137 mm. 
While this effect is more significant than the positron range effect for most positron 
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emitters, it does not seriously degrade the resolution of positron imaging systems 
which have for example a spatial resolution between 8 and 11 mm FWHM 
[Muehllehner, 1976]. 
Depending on the particular detector separation distance, system design, and 
radionuclides employed, the combination of positron range and angular error will 
typically contribute 1-3 mm FWHM to the total system resolution [Phelps and 
Hoffman, 1976]. The spatial resolution also depends on the width of the individual 
detector element, therefore present approaches use small discrete detectors, usually 
BGO crystals. Combining all of these effects, clinical PET systems have in-plane 
tomographic image resolution in the range of 4-8 mm [Sorenson and Phelps, 1987]. 
These effects, positron range and angular deviation, are smaller than the spatial 
resolution of systems presently in use; they may, however, become a factor limiting the 
performance of the next generation of scanners [Ott et aI, 1988]. 
The spatial resolution (R) of the reconstructed images produced by PET can be 
expressed as [Moses and Derenzo, 1993]: 
R(mm) = 1.25 [(d/2)2 + (O.0022D)2 + S2] 1/2 7.2 
where R is the FWHM in mm, d is the crystal width, D is the diameter of the detector 
ring and S is the effective source size. 
The above empirical mathematical formula has been observed within 5 % accuracy for 
PET cameras that utilise BGO scintillators coupled individually to photodetectors. For 
PET cameras with block detectors, the formula includes the effect (b) which is typically 
2-mm FWHM added in quadrature to the other factors. 
Spatial Resolution in SPECT 
The spatial resolution of a rotating gamma camera is affected by two main 
factors; the intrinsic spatial resolution of the gamma camera and the collimator 
performance, and is related to the gamma photon energy in use [Williams, 1985]. The 
collimator defines the geometrical field of view of the gamma camera and essentially 
determines both the spatial resolution and sensitivity of the system. 
The intrinsic spatial resolution (Ri) of the gamma camera, as determined by the position 
encoder, is typically 3-4 mm, but when combined with the geometrical spatial 
resolution of the collimator (RJ, this gives a system spatial resolution (Rs) of 
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Rs = [ (Ri)2 + (Rc)2 ] 1/2 
However, the system spatial resolution is dominated by the collimator at all distances 
, 
and there is little to be gained from improving the intrinsic spatial resolution of the 
gamma camera beyond present values [Ott et al, 1988]. 
In SPECT systems using a parallel-hole collimator, the spatial resolution varies with 
the distance of the source from the collimator. If (L) is the hole length, (d) is the hole 
diameter and (z) is the source-to-collimator distance, then the collimator spatial 
resolution (Rc) is given by: 
7.3 
Hence, the spatial resolution is improved by increasing the hole length or by increasing 
the number of holes per unit area (provided the septal thickness is adequate), so that a 
large number of small-diameter holes can be fitted into the same overall area. In 
addition, and importantly, the spatial resolution can be improved by minimising the 
distance between the source and collimator surface [Ott et aI, 1988]. So increasing the 
radius of rotation will degrade tomographic resolution [Williams, 1985]. As illustrated 
earlier, figures 4.18 and 4.20 show the variations of the point spread function (PSF) 
with depth. 
Usually data from opposite projections are combined in order that the spatial resolution 
in the image can be made to be depth-independent. This is an important feature, which 
is utilised to good advantage in SPECT and has already been demonstrated in the last 
chapter. Typical gamma camera SPECT systems have in-plane spatial resolution in the 
final reconstructed image of 15-20 mm FWHM [Ott et aI, 1988; and Sorenson and 
Phelps, 1987]. 
It is worth mentioning that wobble motion has also been introduced in SPECT, similar 
to that utilised in PET, to improve the spatial resolution [Singh et aI, 1990]. 
Finally, continuous development in emission computed tomography (EeT) 
instruments has resulted in an improvement and a value for the spatial resolution in 
PET achieved of 2.6 mm with the Donner 600-crystal tomograph. On the other hand, 
the need for higher sensitivity and better spatial resolution in SPECT for brain imaging 
has directed the work to the use of multi-head and ring scanners. With this direction in 
design, a spatial resolution of 5.0 mm could be obtained with SPECT. 
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Results 
The profiles as taken at the centre of the reconstructed images for the single line 
source in air or perspex medium are used to provide the values for the spatial 
resolution. The FWHM values of the line sources should be plotted as a function of 
distance from the centre of the field of view to the edge, but since only one position has 
been examined the values are given in a table. In table 7 A, the values of the FWHMs 
are presented for PET and SPEC!', as are also presented the FWTM values to give an 
overall indication of the shape of the response function. 
Study Parameter AIR PERSPEX 
FWHM 3.2 3.7 
PET +/- 0045 +/- 0.45 
FWTM 5.6 5.7 +/- 0.45 +/- 0.45 
FWHM 704 8.0 
SPECT +/- 0045 +/- 0.45 
FWTM 
12.9 14.0 
+/- 0045 +/- 0.45 
Table 7.4 . The values of the FWHMs and FWTMs in (mm)for the 68Ge line source 
in air and perspex. The values in this table are for a Gaussian fit for the profiles taken 
at the centre of the images. 
With reference to the empirical formula (equation 7.2) and considering the 
values of 3-mm for the crystal width (effectivedetectorwidth), 137-mm for the ring 
diameter (distance between the two detectors) and 2-mm for the effective source size, 
the predicted spatial resolution for PET is 3.15 +/ - 0.16 mm (FWHM). 
However, the spatial resolution measurements are commonly performed with 18F or 
22Na for which the positron range is shorter than other positron emitters, also as has 
been mentioned earlier in section 6.2, 68Ga should be avoided in the spatial resolution 
measurements due to its long positron range. In addition, as has been discussed in 
section 6.2, the American measurements represent the intrinsic performance of the 
scanner and carry out the spatial resolution measurements in air. Therefore, we 
presume that such an empirical formula (equation 7.2) is more accurate when 
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considering values obtained using 18F or 22Na. From the name of the authors, the 
fonnula appears to predict the FWHM values for measurements in air. 
However, the value of 3.15 +/- 0.16 mm obtained from the above fonnula is within an 
agreement with our results of table 7.4 for either values of the FWHM in air or perspex 
medium. 
In fact, our situation with the present scanner is rather different from those in practical 
clinical environment due to the following; 
1) For the study in air, the source is canned in brass to ensure that annihilation 
takes place within the source holder not in air. Therefore, the positron range is affected 
by the holder and the source appears with a larger effective size. 
2) Physical collimation was used alongside with the electronic collimation for 
the obtained PET images and, therefore, the spatial resolution capability of the system 
is considered to be enhanced. 
For the spatial resolution of SPECT when referring to equation 7.3 and using 
3-mm for the collimation hole, 40-mm for the hole length and 28.5-mm for the source-
to-collimator distance, the value for the spatial resolution is calculated as 5.14 mm. 
The values obtained and presented in table 7.4 show that there is a degradation in 
spatial resolution compared to the calculated value of 5.14 mm obtained from the 
equation which could be due to the relative larger source size and probably the effect of 
positron range. 
For a complete comparison in tenns of spatial resolution between PET and 
SPECT, profiles of studies are presented in figure 7.1 to show the differences between 
the two systems where it is very clear that the PET images have better spatial 
resolution. 
7.3.3 Modulation transfer function (MTF) 
The unsharpness of the imaging system is another very important parameter and 
can be expressed in a variety of ways. The most general and useful approach is to use 
the modulation transfer function (MTF), which characterises how well the system can 
image information at any spatial frequency [Dance, 1988]. The most detailed 
specification of spatial resolution is provided by the MTF. Also, MTF may be used to 
compare conveniently and accurately the resolutions of imaging systems [Benedetto 
and Nusynowitz, 1977]. 
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Figure 7.1. The profiles taken at the centre o/the reconstructed images/or both PIT 
(in bold) and SPECT to show the relative difference between themfor the case of 
spatial resolution. The images are/or A) a line source in air, B) a line source in 
persp ex , C) two line sources in the rat's head phantom with the calcium 
orthophosphate rim and a separation between their centres 0/5-mm, D) the same but 
with JO-mm separation, and E) a JO-mm separation where the rim material is Teflon. 
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The usefulness of the MTF (or frequency response curve) derives from the fact that 
any image can be described as a summation of sinusoidal waves of different 
frequencies. If the line spread function values are represented by f(x), then the 
modulation transfer function as a function of spatial frequency (v) is 
m 
2,f(xJ cos 2nvxi 
MTF(v) - i=-m 
i=-m 
where the number (-m to m) corresponds to the number of points data of the line 
spread function. 
For an imaging system a flat MTF curve with a value near unity produces an image that 
is a faithful reproduction of the imaged object. Good low-frequency response is needed 
to outline the coarse details of the image, while the higher frequencies are needed to 
portray its fine details i.e. sharp edges. 
In our case, it is useful to compare the effect of the unsharpness from the two different 
situations of 1) physical collimation for SPECT and 2) electronic collimation for PET 
combined with physical collimation. 
The data sets of the profiles that were used to describe the FWHM from the 
reconstructed images for the case when the line source was at the centre of the FOV are 
used for the calculations of the MTF curves. A computer programme suggested by 
Benedetto and Nusynowitz [1977] was written and is used here. 
Results 
In figure 7.2, the MTF curves start with similar response for the low 
frequencies and decrease with the increase in frequency where it is more rapid with the 
case of SPECT. Thus, the images show the coarser details of the distribution faithfully 
but not the fine details particularly in the case of SPECf where edge sharpness, which 
is a function of the high frequency MTF values, is poor when compared with PET. The 
introduction of the perspex medium does not make a significant difference in the spatial 
resolution of the SPECf images whereas the difference is clear with the PET curves. 
PET is more efficient in passing the higher frequencies than SPECT and such an 
efficiency is even more increased demonstrated when the study is in air. 
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Figure 7.2. The MTF curvesfor PET and SPECT in air and perspex medium. The 
family of MTF curves show the typical characteristic performance of nuclear medicine 
imaging systems. With the MTF curves of PET, it is noticed that some variations occur 
in the lower frequency region which could be explained as noise in the line spread 
function data due to the relative lower number of counts. In the case with SPEeT, the 
curves are smoother. 
7.4 Discussion of Image Comparison 
The difference in data acquisition between annihilation coincidence detection for 
PET and single photon detection for SPECT is the very high number of collected 
counts for the SPECT studies with this particular system. This, in fact, has already 
been shown in tables 5.1 and 5.2. Since, the number of acquired data is a very 
significant parameter for achieving images with good quality, studies should be 
performed to have sufficient number of counts so that statistical variations are reduced. 
During this work, the time of measurements was determined in such a way that the 
number of the "total" scattered coincidences was statistically accepted with a 
compromise in order not to exaggerate by making the overall counting time to be too 
long. As a result, the number of photopeak coincidence data for PET (which is more 
than the total scattered coincidences as presented in table 4.1) is sufficiently high where 
for the case of SPECT the number of the acquired data is very high. With such high 
number of counts and their being confined for only one or two closely lying line 
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sources, the images show good structural information in such a way that the PET 
images preserve their advantage and maintain better spatial resolution than SPECf 
although the ratios between the number of the accumulated counts are more than one 
hundred times less for PET. 
The image profiles show the capability of PET in providing better spatial 
resolution than SPECT. Such a difference is further examined by the use of the 
modulation transfer function (MTF) which shows very clearly the differences between 
PET and SPECT where the spatial resolution is the factor of comparison. 
The MTF curve characterises completely and in a quantitative way the spatial resolution 
of an imaging system for both coarse and fine details. And it is useful in the 
comparison between different imaging systems. The difference, for example, in the 
PET spatial resolution for the line source in air and perspex medium has been further 
demonstrated by the MTF curves where the difference becomes significant with higher 
frequencies. 
7.S I mage Combination 
The advantage of having two different images for the object under study is that 
we look at the object of concern from two different views; using annihilation 
coincidence detection (for PET) and single photon detection (for SPECT). Since the 
formation and, hence, the information provided by each image is different, we should 
take an advantage of this by combining the two images in such a way that a hybrid 
image is produced which contains the advantages from both. As far as imaging with 
ionising radiations is concerned, a close example of image combination is when two 
radiographs from gamma rays and neutrons for the same object were combined to 
provide an image with improved quality. Ozek [1975] examined the difference in the 
MTF curves for the two radiographic images from the gamma photons (from 6OCo) and 
thermal neutrons, to find a filter function. Based on the division of the MTF curves, 
the region of the middle frequencies could be increased and an enhanced image was 
obtained. 
However, with respect to the present work, the two images obtained for PET 
and SPECT are different in terms of spatial resolution as has been discussed and 
shown earlier. Nevertheless, the number of the collected data for SPECT is much 
greater than that of PET and this results in smoother SPECT images. Therefore, the 
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combination should result in image which preserves the high resolution capability from 
the PET images with the advantage of the smoother SPECf images. 
Due to the large difference in the number of counts between PET and SPECT, 
normalised images are used for the combination. Two approaches have been 
considered to combine the two images: 1) Averaging and 2) Multiplication, other 
combinations such as division is not possible to apply because the background region 
contains either very small or zero values in the images. 
7.5. 1 Rueraging 
One of the methods which leads to improve the signal-to-noise ratio with 
photographic images taken by an electronic microscope is by image superimposition. 
There are examples of biological particles which seen in a particular orientation show 
n-fold rotational symmetry; that is, a rotation of 3600/n of the particle about its centre 
leaves the appearance of the particle unchanged. By superimposing (n) images of the 
same particle each rotated by 3600/n, the noise, which does not display rotational 
symmetry, is reduced by a factor of (n) If2 [Misell, 1978]. 
This kind of image improvement requires symmetry, and since we have two images for 
the subject of study which are symmetrical but one is with a broader distribution, it is 
useful to adopt the technique of image superimposition and obtain the average in order 
to evaluate this superimposition/averaging approach in our case. 
7.5.2 Multiplication 
Multiplication of the two images is equivalent to introducing an envelope to one 
of the images. Such an envelope is similar to that when two mathematical functions are 
multiplied with the result that one of the curves is predominant and leads to have the 
main general feature of the system but being affected by the other. 
Results 
The effect of image combination is presented by the MTF curves, figure 7.3. 
From the MTF curves, the averaging process provides images with improved quality , 
compared to the SPECT images, and the multiplication process provides images with 
further improvement than any image of either PET or SPECT. 
The MTF curves are only for the case of one line source in air or perspex and the 
presentation is for PET, SPECT and the results of the combined images. However, 
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image profiles are also provided in figure 7.4 for all study cases. 
The PET images have shown a large effect through the multiplication process of the 
image combination as it appears from the profiles of the combined images which are 
very similar to that of PET. The multiplication process resulted in a further reduced 
background region, and an enhanced separation between the two sources of lO-mm 
separation between their centres. The averaging process still provides images with 
improved qUality. 
The second check is to compare the combined images with the ideal images. In 
table 7.5, the fidelity test values are presented for the combined images from either 
multiplication or averaging beside these of the original images of PET and SPECf 
(taken from table 7.3). The results of multiplication are more effective than averaging. 
In the case of two line sources of 5-mm centre-to-centre separation, the combination 
process has not provided images with improved quality. This is due to the fact that 
both techniques of PET and SPECT in this work are unable to resolve the two line 
sources with such small separation. The result of image combination in this case is 
only to confine the distribution and reduce the background region without any 
improvement in terms of spatial resolution. 
For a visual assessment, grey level images are provided for comparison in 
figure 7.5, where for each case of study PET, SPECT, Multiplied and Averaged images 
are presented. 
7.6 Discussion of I mage Combination 
The straight forward approach of multiplication and averaging of the two 
images of PET or SPECT has shown that hybrid images with improved quality may be 
obtained. 
The MTF curves, image profiles and the fidelity test show that the image combination 
applied in this work is useful in providing images with better quality than either image 
of PET and SPECT. The result of multiplication is considerably more effective than 
averaging in obtaining such image improvement. With multiplication, the advantage of 
the image which exhibits better spatial resolution would be translated into effectively an 
envelope image that dominates the overall features in the final image. 
Improvement due to the process of image combination between PET and SPECT is 
limited to the situation where both or either image shows the general features of the 
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radioactive distribution. 
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curves for both PET and SPECT for either study. The multiplication process results 
with an image with better characteristics 
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Figure 7.4 E) the same as figure 7.4D with a 10-mm separation where the rim material 
is Teflon. 
Line source Line source 5-mm separation lO-mm separation 10-mm separation Geometry in Air in Perspex Rim of calcium Rim of calcium Rim of Teflon 
orthophosphate orthophosphate 
PET 0.71 0.66 -0.99 -0.44 -0.25 
SPECf -1.11 -1.55 -1.60 -2.92 -2.80 
Averaging 0.12 -0.15 -1.20 -1.38 -1.20 
Multiplying 0.92 0.86 -0.62 0.09 0.28 
Table 7.5. The results of the fidelity test as have beenfound throughout the study for 
PET and SPECT are presented with the values/or the combined images. 
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Figure 7.5A. The images of a line source in air. 
198 
PET SPECT 
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Figure 7.58. The image of a line source in perspex. 
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Figure 75C. The image o/two line sources in the rat's head phancom with [he calcium 
orthophosphate rim and a separation between (heir centres is 5 -mm. 
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Figure 7.5D. The image of two line sources in the rat's head phantom with the calcium 
orthophosphate rim and a separation between their centres is l O-mm . 
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Figure 7.5£. The image of two line sources in the rat's head phantom where the rim 
material is Teflon and a separation between their centres is lO-mm. 
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Chapter B 
Conclusion and Suggestions for Further Worl< 
B. 1 Conclusion 
PET and SPECT, the two imaging branches of nuclear medicine have been 
under continuous comparison since PET started to appear as a useful tool for clinical 
application. At the beginning, the PET scanners were compared to the conventional 
gamma camera; the common device for single photon tomography in nuclear medicine 
and a higher spatial resolution figure was always reported for PET. As SPECT devices 
were also directed towards brain imaging, high resolution SPECT images have been 
produced in such a way that the distinction between the two imaging techniques in 
terms of spatial resolution has become of less importance. The need for lead 
collimation in SPECT and the relatively large effective surface area of PET detectors 
allow high sensitivity for the latter. So, apart from the need for a cyclotron for the 
generation of most of the required radionuclides for PET, the only main physical 
difference between them in terms of performance remains to be the sensitivity which is 
a priority when considering patient radiation dose. With the three-dimensional PET 
operating without septa, the sensitivity is even greater and good quality images may be 
produced with lower radiation dose to the patients. However, work is in progress to 
improve SPECT sensitivity [Rogulski et al, 1993]. 
With positron emitter distributions, PET images have been traditionally (and 
presently) obtained by applying annihilation coincidence detection, but there is a new 
interest to further utilise the conventional single photon imaging equipment, namely the 
gamma-camera, to perform positron SPECT considering single photon detection with . 
the use of physical collimation. 
Throughout this work, imaging of the positron emitters has been carried out by 
applying both current imaging modes of PET and SPECT using a prototype scanner. 
Such a laboratory-based system allowed the acquisition of the singles events in the 
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PET measurements to provide an additional set of information, for which their 
reconstruction was possible to obtain SPECf images for the same positron distribution 
studies under investigation. It is thus that the title of this project has been adopted. It 
has also been shown how this additional information can improve the quality of PET 
images. 
An outcome from this work is the comparison between both PET and positron SPECf 
for small dimension objects. However, our particular scanner (as employed in this 
laboratory) provides both PET and positron SPECT with some differences from those 
found in common practice. The use of a collimated pair of detectors for positron 
tomography makes the system behave very closely to the ideal case. This was deduced 
from the results of the random and scattered coincidences which were with ignored 
contributions. One the other hand, positron SPECf is performed with gammacameras 
that are equipped with Nal(TI) detectors for better energy resolution with the lower 
photon energies from radionuclides in common use, but in this work BOO scintillators 
are used and, hence, higher detection efficiency is obtained. This provides positron 
SPECT with a relative increase in the number of counts compared with that if Nal(TI) 
detectors were used instead. However, as discussed earlier, the sensitivity of SPECf 
using 99mTc is 20 and even 150 times less than 2D PET and 3D PET, respectively, and 
when using energetic photons of 511 keY with gamma camera the sensitivity of 
positron SPECT is further reduced to only 9% of that when using 140 ke V photons. 
Thus, this great reduction in sensitivity as found in the field of nuclear medicine 
between PET and positron SPECT highlights the major disadvantage of such an 
alternative approach of positron imaging. With regard to the work presented, the very 
high sensitivity for SPECf over PET is only specific for the scanning system we used. 
The SPECT images reconstructed from the same experiments of PET under 
exactly the same conditions show a relatively inferior spatial resolution; the two line 
sources with the separation of 10-mm centre-to-centre are partially resolved whereas 
with the case of PET a sufficient spatial separation has been achieved. The good 
collimation for the single photon counting provided SPECf images from the scattered 
photons with comparable structural information similar to that reconstructed from the 
photopeak singles. Scatter subtraction was found to be useful with SPECT to reduce 
the background counts and improve the image quality. In the final images after the 
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application of scatter and attenuation correction methods, a small improvement in terms 
of spatial resolution has been noticed when the two sources are separated by 10-mm. 
Such an improvement when compared to the image reconstructed from the raw data 
over 36()0, is due to combining the two projection data sets (from the two detectors) 
within the attenuation correction process to provide a corrected projection set which is 
less affected by source depth. 
The PET images show better spatial resolution than that of SPECT in spite of 
the lower number of the acquired data. Beside the advantage of electronic collimation 
with the PET data collection, physical collimation was also in use and thus this effect 
must have been added to further enhance the spatial resolution capability in the PET 
findings. 
The comparison between PET and SPECT as given in this work demonstrates 
the physical limitations of the two systems. It is different from that which is commonly 
given in the literature, it is for the same positron emitter distribution and under exactly 
the same conditions. Such a condition could not be found elsewhere because of the 
necessity for the physical collimation which allows the SPECT studies to be perfonned 
simultaneously with the PET scanner. 
The advantage of this simultaneous technique allowed us to look at the physical 
limitations (spatial resolution and sensitivity) of the employed scanner for both PET 
and positron SPECT. The differences between the two images obtained encouraged the 
examination of image combination which has been found useful to provide a hybrid 
image that contains the advantages from both PET and SPECT. The straightforward 
process of image multiplication resulted in images with significantly improved qUality. 
As a general view for the system instruments, the problem we have encountered 
is the spectrum instability from the detectors. The use of a wide energy window has 
been found useful to avoid this problem. As for the annihilation coincidence 
measurements and when considering the study of the scattering process, an 
investigation was carried out to look at the time spectrum of the scattered coincidences 
and, hence, to apply the appropriate time window accordingly. This was evolved from 
an understanding of the use of the 6OCO source with its high photon energy peaks as a 
reference in timing measurements where the best time resolution for a given system 
may be achieved. With lower photon energies the time resolution is degraded. 
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In areas of uniform attenuation, the measured ACFs can be replaced by calculated 
ACFs [Siegel and Dahlbom, 1992]. The difference between the measured and 
calculated ACFs as presented in our results encourages the use of the analytical 
attenuation correction in PET. Since anaesthesia is applied with animals in a fixed 
position in the field of animal studies [Rajeswaran et aI, 1992], object motion is 
eliminated and thus the choice for analytical attenuation correction is more favourable, 
also the total scanning time is reduced. 
The scanning system we used in this work is only useful for experimental 
demonstrations and to study fundamental work such as the feasibility of simultaneous 
PET and SPECT. Therefore, for studies concerning scattering and random coincidence 
corrections in PET, the coincident detectors should not be collimated so as to represent 
the actual environment one finds in the situations with clinical scanners. Detector 
probes that consist of a block of a number of crystals mounted on a few PM -tubes are 
one of the appropriate choices for simulating part of a tomographic PET ring and to 
consider scattering between adjacent crystals as well as detecting singles events from 
outside the coincidence volume of a given pair of coincident detectors. Then results 
from this type of detection system may prove to be very useful in investigating the 
problem of randoms and scattering contributions for scanners operating with the same 
block of detectors in a clinical or research environment. 
Tomographic scans with the present scanner take a long time to perform. For scans in 
air a period of 2.6 days was required and for studies in perspex the scanning time was 
doubled since the limiting factor was the collection of a sufficient number of counts for 
the "total" scattered coincidences in the PET measurements. So, this type of scanner 
that incorporates only a minimum number of detectors in a scan-rotate data collection 
geometry may be only suitable for industrial applications where sufficiently long lived 
radionuclides may be used. 
Finaly, due to the differences between PET and positron SPECT, it should be 
possible to choose either mode of data collection for the required study. If the spatial 
resolution is of secondary interest, then SPECT rather than PET studies should be 
performed with a narrower collimator aperture (for improved resolution) and still 
collect sufficient SPECT data compared to the number of counts which would be 
obtained in the case of annihilation coincidence detection. However the improvement in 
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PET image quality using combined (multiplicative) images from simultaneous PET and 
SPECT acquired data is significant and may in the future when quantification becomes 
even more important, be adopted on a wider (and commercial) basis. 
8.2 Suggestions for further work 
If the expansion of this study is required to carry out simultaneous PET and 
SPECT with systems incorporating many detectors, a special detector arrangement is 
needed to provide both the high system sensitivity for PET as well as the possibility of 
recording the singles for the SPECT purpose. 
Since physical collimation is necessary to allow the recording of the singles as SPECT 
data, the number of the coincidence detection lines between the opposing detectors is 
limited; each detector cannot be within the field of view of more than one detector due 
to the presence of the surrounding collimation, and as a result the system sensitivity is 
only One-to-One. However, it is possible to design a scanner with many collimated 
detectors and still have many coincidence lines for recording PET data, and at the same 
time the singles are used to provide the SPECT study. 
It is common with circular PET scanners that each detector works in coincidence with a 
number of opposing detectors on the circumference of the ring in a fan beam geometry. 
So when using an experimental scanner with one detector and a number of opposing 
detectors to simulate part of a PET ring, even if lead is used to collimate the opposing 
detectors, the number of the coincidence detection lines is not affected, figure 8.1 A. 
Such collimated detectors may record single photons for SPECT in a similar way to a 
SPECT ring with a focused collimator, and simultaneously all of them record PET data 
with that opposing detector. This type of scanning arrangement requires only rotational 
movement to give sufficient sampling in a fan beam geometry. 
If there is an interest to carry on this technique further and apply it with circular 
PET scanners, the concern is only about the reduction in the number of PET 
coincidence lines. Therefore, an orbiting focused collimator may be used as illustrated 
in figure 8.1B, where the collection of singles passing through this collimatorcan be 
utilised for SPECf, while the rest of the detectors which are not covered by the 
collimator work in coincidence mode as usual to provide the required PET data with a 
high sensitivity. With this proposed design of orbiting focused collimator, electronic 
switching for the detectors is applied in a similar way to that of the simultaneous 
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Positron and Transmission scans presented by Thompson et al [1989]. 
The idea for this suggested design is possible to apply with circular PET tomographs 
since an orbiting transmission source has already been in use with commercial PET 
systems, the difference being only to adopt the rotation motion provided for such a 
source and use it for the focused collimator. 
The field of nuclear medicine imaging involves many different collimator designs to 
suit each particular study including moving collimators such as the rotating slit-
collimator for planar gamma-camera imaging [Webb etal, 1993]. It has been discussed 
that the hybrid PET system designed by Kanno et al [1981] had collimators which 
involved swing movements (during the scanning procedure) driven by a wheel gear 
and a stepping motor. In addition, a stationary multi-crystal SPECT ring system has 
actually been constructed incorporating a multi-hole rotating collimator [Chang et aI, 
1991]. Therefore, the suggestion for a rotating collimator should not be thought as a 
problem when considering our present work. We may say that it is possible to have 
simultaneous PET and SPECT using existing commercial circular PET scanners when 
an orbiting focused collimator is implemented. However, this case will not result in 
high sensitivity for SPECT. 
The concept of electronic collimation also involves the detection of single-
photons, whereas an array of small detectors is placed in the front of the imaging 
detector (Le. 'Y-camera) instead of the lead collimator. Sequences of events between the 
two detectors produced by gamma photons scattered from the front detector onto the 
back detector, are recorded. Valid coincident counts are produced if a partial amount of 
energy is deposited in the first detector and the remaining energy is deposited in the 
second detector. Referring to the kinematics of Compton scattering, the origin of each 
coincident count can be determined [Singh and Doria, 1984]. By comparing the 
detection sensitivity of such electronic collimation to the cone-beam collimation, a gain 
of 62 was obtained for the electronic collimation for the 140 ke V photons with 
computer simulated studies of SPECT imaging [Brechner and Singh, 1988]. 
Therefore, a rotating array of small detectors may also be used instead of the focused 
collimator, if there is a concern about the detection sensitivity of the SPECT data. 
However, in the case of hexagonal systems (i.e. PENN-PET) six large arrays of small 
detectors could be used in front of the six detectors in such a way that the system 
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always record single-photons for SPECT and coincident events for PET 
simultaneously. This will provide the ultimate sensitivity for both PET and SPECT. 
But, the increase in the electronic circuitry will prove to be a difficult task to incorporate 
in a system. 
Likewise the modification of a dual-headed gamma camera system to work as a 
positron camera, a three-headed gamma camera system may also be converted to work 
in coincidence mode by installing three detectors each opposing a camera head, figure 
8.2. Each gamma camera head may record PET data with the opposing detector and 
simultaneously record the singles for SPECT when collimation is used. This design is 
similar to the installation of three radioactive line sources with the three-headed gamma 
camera to enable simultaneous acquisition of transmission and emission data in SPECT 
for attenuation correction. 
The alternative to all of this is to perfonn the work using a simulation computer 
programme. 
A B 
Figure 8.1. The arrangement to carry out simultaneous PET and SP ECT. 
A) Many detectors are in coincidence with one opposing detector to record PET data 
while the physical collimation allow the singles to be recorded as SPECT data. 
B) Rotating collimator to allow the passing through singles to form SPECT data while 
the rest of the detectors are in coincidence to record PET data. 
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DeteCtor 
Figure 8.2. Conventional garruna camera in coincidence with a detector to record PET 
data in afan-beam geometry. A) One garruna camera system B) Three-headed gamma 
camera system. SP ECT data may be recorded when collimation is used. 
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