. The first step is an integer-pel accuracy full-search BMA (FS-BMA). The second step is aimed at improving the estimation accuracy, producing motion vector estimates with ½-pel accuracy.
There are many problems associated with the above two-step motion estimation algorithm.
The FS-BMA is well known for its large computation requirements, which has fueled many research activities. Such activities have produced more efficient algorithms [1, 3] [14, 17, 18] [15, 16, 11, 19, 12] that reduce the motion vector bit rate substantially. Another attractive solution is to code in a non-lossless fashion the motion vectors using, for example, VQ [20, 15, 11] or statistical methods [16, 11] . In this paper, we build on our earlier work [15, 16, 11, 19, 12] , where we employ a Lagrangian (matching error biased by motion vector bit rate) as the search matching measure. Given specific constraints, such a measure yields the best RD tradeoffs. 
rE1,V where r is the spatial index of the image pixels, n is the time index, I(r, n) is the image intensity at position r of the candidate block in the current frame, I(r + d, these values decrease rapidly as we go away from the current block along the spatio-temporal axis, and that spatial dependencies are stronger than temporal ones.
Mean Predictor
The mean predicted motion vector is given by r¢ = _ _'--1 vk, which is the average of the K The two ROS's are shown in Figure 3 . When used in our simple DCT-based framework, the two ROS's performed similarly.
As will be shown later, the 3-block median predictor is better in terms of prediction performance. However, the 5-block median predictor has the additional advantage that it can more effectively hide channel errors. 
Statistical
where Rd,(qR) and Dd,(qR ) _re the DCT coder's average bit rate and mean squared error (MSE), associated with qR E QR. Next, the original 8 × 8 block is intra coded by minimizing the Lagrangian is provided at the end of this section. Tables 1 and 2 It is clear from Tables 1 and 2 that the differences in average entropies are relatively small.
Experimental Results

Introduction
Prediction
This suggests that motion estimation/coding is not sensitive to prediction accuracy. Moreover, as shown in Tables 3 and 4 for MISS AMERICA and CAR PHONE (respectively), prediction-based motion estimation/codingcompares favorably with statistical FSM-based estimation/coding studiedin [15, 16, 11] .In the latter case, an FSMmodelbasedon dynamicVQ is employed for probability-based estimationanddirect codingof the motionvectors(i.e., explicit predictionis not performed).
5.3
Search Area Size
Given a fixed prediction model, Figures 5 and 6 suggest that the two search models (represented by Hypotheses I and II) discussed above lead to more than one order of magnitude reduction in number of computations. The price paid is a relatively small loss in PSNR performance.
For the sequence MISS AMEttICA, the simpler model (Hypothesis I) yields better computationperformance tradeoffs. However, the two models achieve similar tradeoffs for the more active sequence CAR PHONE. It is nonetheless obvious that the two probabilistic models provide a significant advantage over the FS-BMA. Moreover, the model based on Hypothesis I appears to be the better alternative. Finally, besides the computational advantage, an important feature of this approach is that computationM resources are better allocated, depending on the statistics of the input video sequence.
5.4
Video Coder Figure 7 shows a comparison in terms of average PSNR between the our H.263 coder and the TMN5 (using all advanced options) of 150 frames of the MISS AMERICA sequence in the bit rate range of interest. Our coder differs from the TMN5 in that it employs median-based predictive RD optimized motion estimation based on the proposed techniques and RD optimized MB coding mode selection. Our coder performs significantly better than the TMN5, especially at the lower bit rates. Not only the PSNR is higher, but the subjective quality is also superior. For example, we presented many viewers with 150 frames of the decoded color sequence MIss AM_,RICA for several bit rates between 4 and 10 kbps. All the viewers reported that the subjective quality of our coder is noticeably higher.
Not illustrated in the figure is the fact that using the H.263 3-block median for prediction and applying Hypothesis I during the search process yields little or no loss in PSNR performance as compared to the case when the FS-BMA is used. A clear advantage of the new prediction and search techniques, however, is that the number of computations is reduced by approximately 20 : 1. Using our "C" implementation of the resulting coder, encoding requires 10 -40 % of the time required by the TMN5.
6
Conclusions
We have studied and developed motion estimation techniques for very low bit rate video coding. IEEE, vol. 83, pp. 135-340, Feb. 1995. [5] D. Anastassiou, "Current status of the MPEG-4 standardizaton effort," in SPIE Proc.
Visual Communications and Image Processing, vol. 2308, pp. 16-24, 1994 .
[ The comparison is based on the average PSNR of 150 color frames at 10 frames/sec.
