A set X of vertices of an acyclic graph is convex if any vertex on a directed path between elements of X is itself in X. We construct an algorithm for generating all input-output constrained convex (IOCC) sets in an acyclic digraph, which uses several novel ideas. We show that our algorithm is more efficient than algorithms described in the literature in both the worst case and computational experiments. IOCC sets of acyclic digraphs are of interest in the area of modern embedded processor technology.
Introduction
In this paper we consider an algorithm for generating all input-output constrained convex sets in an acyclic digraph N . There is an immediate application for this algorithm in the field of embedded systems design. One of the major design choices for any new processor is the selection of the machine instruction set. In an embedded system, the processor will only execute a single fixed program during its lifetime, and significant efficiency gains can be made by choosing the machine instruction set, and associated hardware, to support the program that will be executed.
In particular there exist extensible general purpose processors such as the ARM OptimoDE, the MIPS Pro Series and the Tensilica Xtensa that can be customized for specific applications by the addition of custom-designed machine instructions and supporting hardware. The approach is to choose a set of application specific machine instructions by examination of the target program; candidate instructions are likely to involve the combination of several basic computations. For example, a program solving simultaneous linear equations may find it useful to have a single instruction to perform matrix inversion on a set of values held in registers.
Candidate instruction identification is carried out on data dependency graphs (DDGs), which are obtained from the application program by first splitting it into basic blocks, regions of sequential computation with no control transfer into their bodies, and then creating vertices for each instruction. There is an arc to each vertex u from those vertices whose instructions compute input operands of u. The resulting DDGs are acyclic and any convex subset of vertices is a candidate for a custom instruction which could be implemented in hardware. (A vertex set X is convex if it has the property that any vertex which lies on a path between vertices in X is itself in X, and convexity ensures that all of the inputs for the proposed instruction are available at the start of the instruction execution.)
We have given [4] an algorithm which efficiently finds all the connected convex vertex sets of an acyclic digraph N . However, in practice a given hardware application will have specific, and usually small, input and output constraints. This significantly reduces the size of the solution space and thus presents an opportunity for a more efficient enumeration algorithm. Furthermore, certain instructions, such as writes to main memory, cannot be combined into a custom instruction, thus certain vertices in the acyclic digraph can be designated as forbidden from the point of view of inclusion in a candidate set. Thus we are interested in finding all convex sets which have specified bounds, n in and n out , on the numbers of input and output vertices and which do not contain any vertices from a specified forbidden set F . For a convex set S, a vertex i ∈ V (N ) − S (o ∈ S) is called an input vertex (output vertex) if there is an arc from i to a vertex in S (there is an arc from o to a vertex not in S).
Bonzini and Pozzi [1] and Chen, Maskell and Sun [2] proved that with the two constraints above there are only polynomial number, O(n nin+nout ), of valid convex sets in an acyclic digraph N with n vertices provided n in and n out are constants (as they are in practice). The algorithm given in [1], the BP algorithm, has running time O(n nin+nout+1 ). For an acyclic digraph N with unique source s (which is a vertex of in-degree zero) and a vertex set Q, a vertex set C is a generalized dominator of Q if each path from s to Q passes through a vertex in C, and for each vertex c ∈ C there is a path from s to Q which contains only c and no other members of C. It was observed in [1] that if C is a generalized dominator of B in N then there is a convex set S in N with the set of input vertices C and the set of output vertices containing B. However, the converse it not true and, as a result, the BP algorithm does not generate all valid convex sets (in our experiments up to 25% of all valid convex sets were not generated by the BP algorithm); for a more detailed discussion, see [6] .
Moreover, the BP algorithm is efficient only when the number c(N ) of valid convex sets in N is close to Θ(n nin+nout ). In practice many acyclic digraphs N have significantly fewer valid convex sets. In such cases our valid convex set generation algorithm A described below, which is of time complexity O(m · n 2 in (c(N ) + n nout ) + m), is significantly faster (m is the number of arcs in N ) than the BP algorithm. More importantly, A generates all valid convex sets.
In computational experiments, we have compared A with the state-of-theart algorithm of Chen, Maskell and Sun [2] (CMS algorithm) and the wellknown algorithm of Atasu, Pozzi and Ienne [5] (API algorithm). Our experiments clearly demonstrate that A is significantly faster than both the CMS and API algorithms.
For more information on modern embedded processors technology and convex set generating algorithms, see, e.g. [1, 2, 3, 4, 5] .
