†a) , Nonmember and Sándor GYŐRI †b) , Student Member SUMMARY A T user multiple access collision channel without feedback is considered where the channel inputs are called packets. The packets take values from non-binary input alphabet. It is supposed that at most M users are active, i.e., are communicating simultaneously (2 ≤ M T ). We are looking for codes and protocol sequences of users of minimum length such that from the output of the channel it can be determined which users were active, what were their synchron positions, and what they sent.
Introduction
The concept of collision channel has been introduced by Massey and Mathys [1] . A T user multiple access collision channel is a deterministic channel without feedback which has T inputs and one output. The traffic to send over this common channel is in the form of packets that we assume take values from the input alphabet I. The time axis is assumed to be partitioned into intervals called slots (slotted channel) whose duration corresponds to the transmission time for one packet. Each user can send an arbitrary packet from the input alphabet I into the channel or if a user want to be silent, then he formally sends the ∅ symbol (cf. Fig. 1 ). The output of the channel can be
• ∅ if all users were silent (idle slot),
• an element of I if exactly one user sent this element and the others were silent (successful transmission in the slot), • the so called collision (erasure) symbol * otherwise (collision happened in the slot).
There is a longer time unit called frame or block which consists of n slots. In [2] frame synchronization was assumed, Collision channel y ∈ I ∪ {∅, * } so frames of the users begin at the same slots (no time shift). In this paper we study the frame asynchronous case. There is no feedback available to inform the senders of the channel outputs in previous slots. If the user population is finite (T ), then the coding can be done by a finite set of protocol sequences assigned in a one-to-one manner to the users. Each user, e.g., the ith user has a protocol sequence q i which is a binary sequence of length n that controls his sending of packets in the following way. When user i becomes active-after some time of inactivity-he can send a packet in the jth slot of this activity frame (1 ≤ j ≤ n) if q i has a 1 in the jth position, and otherwise he must be silent in this slot. He continues to use his protocol sequence periodically in this manner, until he has no more packets to send, when he again becomes inactive. If q i has Hamming weight w(q i ), then user i will send w(q i ) packets in each frame of length n slots where he is active. The protocol sequences can be considered as an outer code.
Let A be the set of messages of the users and suppose that |A| = S . User i encodes each message a j ∈ A into a code word c [1] constructed an optimal code with n = M M for T = M and asynchronous access. Tsybakov and Likhanov [3] extended it for M < T with n = T M . A, Györfi, Massey [4] and Györfi, Vajda [5] presented cyclically permutable codes for collision channel.
On the minimum frame size n we derive lower and upper bounds asymptotically with the following conditions: T → ∞, S → ∞ and log T log S → 0. We denote by and lower and upper bounds, respectively, which holds asymptotically in case of some given conditions.
In this paper we show that both for synchronous and asynchronous access, the best possible throughput is e −1 , and it can be achieved using Reed-Solomon code as an inner code. Concerning the protocol sequences (outer code), the rates of the existing constructions (A, Györfi, Massey [4] and Györfi, Vajda [5] ) are far from e −1 .
Bounds for Binary Packets
Bassalygo and Pinsker [6] considered this problem, even for asynchronous case, for binary packets, |I| = 2.
T 1 (B  P [6]). For fixed M, if T → ∞ and S → ∞, then n(T, M, S
) max M 1 − 1 M 1−M log S , 1 2 M log S + 1 2 M log T M .
T 2 (B  P [6]). For fixed M, if T → ∞, S → ∞ and
Let us introduce the sum-rate
of communication, as usually, and denote by R sum (T, M) the maximum achievable sum-rate for parameters T, M.
Lower Bound for Non-binary Packets
We consider now the case when the input alphabet I contains more than two elements. Here k information packets are encoded, so S = |I| k , therefore the sum-rate is defined as
For getting the lower bound on the minimum block length n(T, M, k), entropy bound will be used. As the minimum block length for asynchronous access is lower bounded by the minimum block length for synchronous access, it is enough to study here the synchronous case.
and for the sum-rate
Proof. For a deterministic channel, the entropy of the channel input block can not be greater than the entropy of the output block of the channel. If the codes can solve the tasks of identification and decoding, then the entropy of the output block is equal to the entropy of the input block. If M users out of T send packets into the channel and each message takes values from a set of size S = |I| k , then the input random variable can take
(Note, that minimum block length needed for at most M users is greater or equal to the minimum block length needed for exactly M users, therefore it is enough to consider here the latter scenario.) Assume that the input variable is uniformly distributed, so the entropy of the input random variable is log T M |I| kM . For the output random variable we can apply the sum of the componentwise entropy as upper bound. All together we have the following inequality 
The entropy of O i can be upper bounded as
log |I|, where we used that
takes its maximum at
For the minimum code length we get by using
Upper Bound for Non-binary Packets
In order to get an upper bound on the minimum block length n(T, M, k), randomly chosen protocol sequences of constant weight w are used, and as an inner code C (i) = C a ReedSolomon code of parameters (w, k) is applied over GF(|I|) (w ≤ |I|). Each active user can send w packets in each frame, that is why the code length should be w. If there is a collision in a time slot, the output of the channel is the erasure symbol * , so the erroneous positions are known. A Reed-Solomon code of parameters (w, k) can correct up to w − k erasure errors. In Fig. 2 the communication scheme is illustrated in the viewpoint of a tagged user. Let us suppose that the inner code is a Reed-Solomon code of parameters (w, k) = (4, 2), and each user has a protocol sequence of length n = 12. In the first step the user encodes its message packets (u 1 , u 2 ) into the code packets (c 1 , c 2 , c 3 , c 4 ) by the Reed-Solomon code. If the user has the protocol sequence 010001100100, then in the second step it sends the encoded packets into the channel according to this protocol sequence. In the figure the time slots where the tagged user can send a packet, i.e., the protocol sequence has 1's, are light gray shadowed, while empty slots are white boxes. Packets of the other active users may erase some of the packets of the tagged user which are represented by black boxes. In the last step the message packets can be decoded if there are at least k = 2 successfully received packets.
T 4. For fixed M, if T
If, in addition, M → ∞, then n(T, M, k) kMe,
The coding method has to ensure the identification, synchronization and decoding. The last one depends on the codes of the users, and the others on the protocol sequences of the users.
We say that a sequence z = (z 1 , . . . , z n ) covers a sequence y = (y 1 , . . . , y n ), denoted by
The detection is done by a two phase algorithm. In the first step a sliding window is used whose length equals to the block length. The successfully transmitted packets and the collision symbol on the output of the channel are transformed to a bit 1, and the ∅ symbol to bit 0. The resulting binary vector is actually the Boolean sum of the protocol sequences of the active users. If, starting at a position, this binary vector covers the protocol sequence of a user, then it is declared as active (identification) beginning at this position (synchronization). In the second step it is already known which users are active in this block, and the task is to decode their messages from the successfully transmitted packets (decoding). Obviously, three different types of error can happen: false identification, false synchronization and false decoding.
Let us choose T protocol sequences randomly. Each one has constant weight w. Protocol sequences are divided into w segments of length n w (integer) and in each segment there is exactly one 1 whose position is uniformly distributed and independent of the others.
Firstly, we consider the identification task.
L 1.
P{false identification}
Proof. Let us fix some arbitrarily shifted interfering protocol sequences (users) such that there are at most M active ones in every time slot. (This can result in at most 2M users.) Choose another (tagged) protocol sequence distinctly from the others. As each protocol sequence has a 1 in a time slot with probability w n , the probability that the tagged user has a covered 1 in a fixed segment is 1 − 1 − , then the probability that there exists a protocol sequence such that all positions of it are covered by the sum of another arbitrarily shifted protocol sequences is at most
where in the last step we applied that ln(1 − x) ≤ −x, for all x ∈ R. Now, we consider the synchronization task.
L 2.
P false synchronization
Proof. Let us choose a tagged protocol sequence and suppose that it is also among the active ones but it is shifted with 0 < s 1 n w + s 2 < n time slots (0 ≤ s 2 ≤ n w − 1), and fix some arbitrarily shifted protocol sequences (users) such that there are at most M active ones in every time slot. We denote by A i (1 ≤ i ≤ w) the event that the 1 of the tagged user in the ith segment is covered (either by the shifted version of itself or by the other active users). The probability of each event A i is
but events A i 's are dependent of each other, because A i depends on the position of the 1 in segments i, i − s 1 − 1, i − s 1 (if these segments are exists). Variables c i 's (1 ≤ i ≤ w) correspond to the encoded packets, so their values tell the position of the 1 in a segment. In Fig. 3 Fig. 3 The dependence of covering events.
B j ∩ B = ∅, and
Let A i 's be the vertices of an undirected graph, in which two vertices are connected if they are in conflict, i.e., if they depend on the same c . The maximum degree of each vertex is at most 6, and the graph is neither a cycle graph with an odd number of vertices, nor a complete graph, so it can be colored with 6 colors (cf. Brooks [7] ). Events within one color class are independent of each other. B j is the class of A i 's of color j. At least one of the B j 's has w 6 elements or more.
, therefore P false synchronization
Next we use the following L 3 (B [8] ). Let X 1 , . . . , X n be independent real-valued random variables, let a, b ∈ R with a < b, and assume that X i ∈ [a, b] with probability one (i = 1, . . . , n). Let
Then, for all > 0,
.
Decoding error occurs if there are less than k successfully transmitted packets (uncovered 1's in the protocol sequence) of an active user.
where
Proof. Let us select some arbitrarily shifted protocol sequences (users), such that there are at most M active ones in every time slot, and call one of them tagged user. Let p be the probability of the event that in a fixed segment the tagged user has an uncovered 1 (i.e., its 1 is not covered by the other M − 1 users), thus
Then the probability that there are exactly i positions where the tagged user has uncovered 1's and the other w − i positions are covered by the other M − 1 users is at most
The probability that the tagged user has at most k uncovered positions is at most
The probability that there is a protocol sequence which has less than k uncovered positions (other positions are covered by the other M − 1 protocol sequences) is at most
Let us apply now Lemma 3 for upper bounding the tail of binomially distributed random variable (which is the sum of indicator variables) P false decoding If T randomly chosen protocol sequences of length n and weight w satisfy the requirements of identification and synchronization, and the decoding of the sent messages is always possible, then the protocol sequences and codes of users can be applied for T users in communication on a multiple access collision channel. Obviously, P{bad code} ≤ P{false identification} + P false synchronization + P false decoding , and we need P{bad code} < 1, since then there is a good code. This gives an upper bound on minimum frame size n. Thus, it is enough if the following probabilities tend to 0
P{false identification} → 0, P false synchronization → 0, P false decoding → 0.
Conclusions
We investigated the collision channel without feedback with asynchronous access. From Theorem 3 and 4 it follows that if the users are communicating by non-binary packets, then the same utilization can be reached as in the case of binary packets, and for synchronous access. If 1 M T , then R sum (T, M) e −1 .
