List of Figures

List of Tables
Abstract
Analysts have found increasing evidence that rate structure has impacts on the economics of solar systems (e.g., Wiser et al. 2007 , Borenstein 2007 . This paper uses 2007 15-minute interval photovoltaic (PV) system and load data from two San Diego City water treatment facilities to illustrate impacts of different rate designs. The comparison is based on rates available in San Diego at the time of data collection and include proportionately small to large demand charges (relative to volumetric consumption), and varying on-and off-peak times.
Findings are twofold for these large commercial systems: 1) transferring costs into demand charges does not result in savings and 2) changes in peak times do not result in a major cost difference during the course of a year. While lessons learned and discussions on rate components are based on the findings, the applicability is limited to buildings with similar systems, environments, rate options, and loads.
Introduction
Solar photovoltaic (PV) systems are touted as beneficial under certain circumstances because of their long-term economic and external benefits (Smeloff 2005) . Long-term system economics depend on geography, available incentives, maintenance practices, competing energy costs, the ability and value of exporting the energy, the rate structure under which the system is operating, and the ratio of system capacity to building load (Wiser et al. 2007 ). While methodologies are developed for understanding many of the factors affecting PV systems, the impact of rate structure varies based on system size, building load, and capacity relative to building load, resulting in a complicated relationship that is difficult to generalize.
The impact of rates on PV systems is increasingly studied as more site-specific data becomes available. While generalizations about rates are still challenging due to the high levels of rate design and system configuration variation, it is likely that the economics of PV that are greatly assisted by rates that reflect the actual value to the utility system and the customer. This paper adds to the body of literature by evaluating different rate structures on two co-located, netmetering eligible, 1 0.5 MW scale, solar PV installations serving two separate buildings, both with mid-day peaks, in San Diego, California.
As of January 2009, the San Diego area has 50 MW of installed PV, all connected to the local utility grid of San Diego Gas and Electric (SDG&E). The City of San Diego has been a regional leader in PV implementation, with 1.4 MW of PV currently installed on city facilities. In San Diego, there is increasing emphasis on solar power as an important source of in-region generation. It's also recognized for its potential to improve reliability, hedge future rate increases, decrease regional carbon emissions, and diversify the resource base. The city has invested in multiple solar PV systems and measurement equipment to evaluate system effectiveness for both cost and energy reliability. To determine the viability of future investments, it is important to understand the impacts of those PV systems on the city's cost of energy, as well as greater impacts on the grid.
A detailed understanding of each rate, combined with load data from particular facilities, provides a solid basis for analysis that can inform energy-management decision making. The wealth of data collected on the San Diego systems will help analyze the relative impact of different rates on the specific solar PV systems and their associated electricity loads, which is vital information for city officials going forward. This paper uses the first year of 15-minute interval load and production data from the systems to identify and determine how rates impact the cost-effectiveness of the system. The comparison is based on rates available in San Diego at the time of data collection and include proportionately small to large demand charges (relative to volumetric consumption), and varying on-and offpeak times.
2
Methodology and Data Sources Tool
The Microsoft Excel-based tool used in this analysis is specifically designed to evaluate the impact of different rates on photovoltaic systems for any location throughout the United States.
By combining the ability to analyze both energy and demand charges, the tool can be used to assess the financial benefit of stand-alone PV systems and PV systems integrated with a specific building or load. The accuracy of the tool, which is developed and housed at the National Renewable Energy Laboratory (NREL), is verified by comparing its data with actual utility bill data from the period of data collection.
The tool requires 15-minute data on building load and system production, as well as energy rate and demand charge information from a utility rate book. The tool precisely aligns the 15-minute load data with the 15-minute PV production to determine the reduction in demand for each 15-minute segment. The tool then matches each 15-minute segment to the electricity rate that is applicable during that time, which is used to determine the energy and demand charges. The tool summarizes the energy, demand, and cost savings for the various time segments, which allows analysts to identify the beneficial components in each rate structure related to the PV system.
System Information and Data
The systems tested here are two independent but co-located systems, which are owned and operated by Sun Edison under a power purchase agreement (PPA) with the City of San Diego. Both systems have PV panels mounted on open racks sloped 15 degrees. The facilities and the systems, identified by their addresses, have the following characteristics:
• 5530 Kiowa: a 495 kW alternating current (AC) system atop water treatment reservoirs that provides power for the water-testing lab building and pumping station. This system faces 45 degrees west of south.
• 5540 Kiowa  : a 450 kW AC system also atop water treatment reservoirs that provides power for a drinking water pumping and pressurization system. This system faces south.
The system data are provided by the City of San Diego, based on a metering system installed at the site. Table 1 summarizes the differences between the building loads and systems. 
Rate Information
San Diego has multiple rates to choose from, which is a major benefit in the analysis. In 2007, SDG&E offered large users the opportunity to choose different peak and semi-peak times. These rates, called the PA-T-1A through PA-T-1D, allow for a detailed analysis of differences in peak times for real systems.
The nine rate structures used in the analysis (Table 1) are publicly available commercial rates for SDG&E. During the data year, SDG&E piloted several rate structures (PA-T-1A through D) that had common electricity and demand charges, but different peak, mid-peak (sometimes called "shoulder"), and off-peak times. The stated purpose of those rates was to allow consumers to optimize their energy costs based on highest periods of use. Both test systems in this analysis used rate PA-T-1-D in 2007. The energy charge rates for all of these time-of-use (TOU) options are the same:
• On-peak: summer $0.113/kWh, winter $0.111/kWh • Semi-peak: summer $0.095/kWh, winter $0.102/kWh.
• Off-peak: $0.077
In addition to the PAT-1 rates, the analysis applies other available rate structures to the data to determine impact of those rates on the economics of the solar installations. Some of these rates were available during the time period for the data collection (2007), but not all were applicable to these systems due to PV system size or building load requirements. Nonapplicable rates include AL-TOU, A6-TOU, A, and DWR. The final rate in Table 2 , DG-R, became available after collecting the testing data. The DG-R rate was analyzed to approximate the impacts of reducing volumetric charges and increasing non-by-passable demand charges. 
Results
5530 Kiowa
Figures 1 and 2 present typical summer and winter building load curves overlaid with solar installation production data for 5530 Kiowa. The building load is a typical mid-day single peak, and PV production has a nearly peak that nearly coincides with peak demand. During the summer, the peak production of the system is generally matched to and greater than the building load peak. Table 3 summarizes the rate-impact results, which show that the rate that the system was functioning on, PA-T-1D & -1E, was the most cost-effective of the available rates at the time of data collection (PA-T-1C-F), for a total cost of about $117,000. Assuming the same rate structure with and without a PV system, the PV system results in a savings of between 43% and 51% of total annual electricity billed costs (Table 4) . Table 5 , however, presents a more realistic scenario for estimating the overall value of the system because the case with no PV system is associated with a single rate -in this case, the PA-T-1D rate.
Tables 4 and 5 illustrate that rates with lower demand charges result in higher bill savings for the PV installation relative to no system. It is clear that the rate approximating DGR (proxy rate) provides the largest savings for a solar installation when measured relative to the same rate without a solar installation. However, the 2007 applicable rates with the largest cost savings relative to no system are the PAT-1-C-E rates. If the building qualified for the DWR rate, that would have the largest positive economic impact on the system over a basic time-of-use rate such as the PAT1D in the absence of a system. The result is that the time-of-use rates with lower demand charges provide more savings for this solar installation than those with higher demand charges. This building load is primarily coincident with peak production, resulting in high levels of demand savings over the course of 2007. For the actual rate option used by the system in 2007 (PA-T-1D), the demand savings resulted in $101,309 in savings, or a 46% total bill reduction for the facility. If the demand-charge reductions remain consistent over the life of the system, the demand savings radically increase the system economics. However, demand is measured every 15 minutes, and charged for the highest point in a month. Therefore, if that peak moment is hit coincident with a low production moment (e.g., a cloud passing over), savings will vary year to year, and could be offset by a few low production days, especially given the stability of the building load.
5540 Kiowa
Figures 3 and 4 represent typical summer and winter building loads for this site. The load at this site has relatively higher average daily load, making the peak relatively smaller than the one at 5530 Kiowa. Figure 5 illustrates the coincidence of the peak periods in the time-of-use rate structure offered to 5540 Kiowa and the solar PV production. This coincidence is critical to the system economics and involves coordinated rate and system design. Table 6 summarizes the rate-impact results, which show that the rate that the system was functioning on, PA-T-1D was the most cost-effective of the available rates at the time of data collection (PA-T-1C-F), for a total cost of about $46,576. Assuming the same rate structure with and without a PV system, the PV system results in a savings of between 63% and 89% of total annual electricity billed costs ( Table 7) . Table 8 , however, presents a more realistic scenario for estimating the overall value of the system because the case with no PV system is associated with a single rate -in this case, the PA-T-1D rate.
Tables 7 and 8 illustrate that rates with lower demand charges result in higher bill savings for this PV installation relative to no system. Similar to the system at 5530 Kiowa, the rate approximating DGR (proxy rate) provides the largest savings for a solar installation relative to the same rate without a solar installation. However, when measuring savings between the rates, assuming a PV system, the PAT-1-C-E rates offer the largest savings. The result for this system as well, then, is that the time-of-use rates with lower demand charges provide more savings for this solar installation than those with higher demand charges. 
Conclusions/Discussion
This report provides analysis of different utility rates on two PV systems in San Diego, California. It provides a study of two relatively same-sized, co-located systems on buildings with different load profiles. Rates available during the time of system measurement, as well as a proxy rate illustrating increased demand charges relative to volumetric charges, are evaluated. Findings indicate that changes in peak timing did not have a major effect on the economics of the system over the course of a year, and that increased demand charges relative to volumetric charges do not increase the economic value of these two solar systems.
The results support existing literature on the importance of relative sizing of PV systems and the load being served (Wiser et al. 2007 ). The system installed at 5530 Kiowa is oversized relative to peak load, and 5540 Kiowa is sized to meet peak demand. As a result, the 5540 Kiowa system, under all rates tested, offsets more of the energy costs of the building.
Regarding the most beneficial rate structures, those that exhibit the greatest benefits all have lower demand charges and time-of-use rates, which peak during peaks in PV production. Typically, a utility will provide a TOU rate that has a high peak charge and a low off-peak charge. Such rate structures encourage customers to shift their electricity use to off-peak times, making it a good demand-side management tool for the utility. Solar PV system owners benefit from TOU rates because of the low off-peak charges and because a PV system typically reduces their electricity imports during peak hours. A rate structure that peaks during the hours of PV production will have the greatest benefit to the system owner.
For a TOU rate to be beneficial, the PV system needs to be designed to provide the bulk of the electricity load for the building. If not, the high-price electricity purchased on-peak will offset the savings provided by the system. It is the combination of low off-peak rates and low energy use during peak hours (due to the PV system's contribution) that results in the savings. However, even if the system is undersized relative to building load, the high peak prices have the benefit of increasing the value of the PV production and reducing system payback periods.
Finally, demand charges are not an effective benefit for PV system owners because the charge is based on the maximum use during a billing period (usually a month). Even one cloud passing over a PV system during peak building load may cancel the effect of demand-charge savings. Consider, for example, a PV system that reduces a building's peak demand 29 days out of a 30-day billing period; the customer will be charged for their peak demand, which occurred on the one day that the PV system had reduced function (perhaps due to cloud cover). Thus, the 29 days that the PV system did reduce the customer's peak load, becomes irrelevant. Only the highest use is billed. In reality, it may only take a 15-minute cloud cover for this effect to be true.
