Introduction
The degenerate affine Hecke algebra (dAHA) of any finite Coxeter group was defined by Drinfeld and Lusztig([Dri] , [Lus] ). It is generated by the group algebra of the Coxeter group and by the commuting generators y i with some relations.
In [AS] , the authors give a Lie-theoretic construction of representations of the dAHA of type A n−1 . They construct a functor from the BGG category of sl N to the category of finite dimensional representations of the dAHA of type A n−1 . They also describe the image of some modules, e.g. the Verma modules, under this functor. In [CEE] , this construction is generalized from the BGG category to the category of sl N -bimodules and is upgraded to a Lie-theoretic construction of representations of degenerate double affine Hecke algebra (dDAHA) of type A n−1 .
In [EFM] , the authors generalize the Lie-theoretic constructions in [AS] and [CEE] to the type BC n root system. They construct a functor:
F n,p,µ : gl N -modules → finite dimensional representations of dAHA of type BC n with special parameters,
where k 0 is the subalgebra of gl p × gl q generated by trace zero matrices and µ ∈ . They also upgrade this construction to the dDAHA of type BC n .
In this paper, we first compute the dimension of the image of the principle series module H π⊗ν under the functor F n,p,µ . Then we construct a family of vectors such that they are common eigenvectors of the commutative generators {y i } of the type BC n dAHA. Then we prove the main result (Theorem 4.7) which descirbes the dAHA module structure of F n,p,µ (H π⊗ν ). In the rank 1 case, we also write down an explicit formula for the generator y 1 in terms of central elements of U (g). We calculate the eigenvalue of y 1 by using the central characters.
The paper is organized as follows. In Section 2, we recall some basic knowledge about principal series modules, representations of unitary groups, representations of symmetric groups and the Schur-Weyl duality. In Section 3, we recall some results in [AS] and [EFM] . In Section 4, we compute the dimension of the image of the functor F n,p,µ for a principal series module of U (p, q), construct a family of common eigenvectors for {y i } and prove the main result of the paper. In Section 5, we consider the case when the rank of type BC n dAHA is 1. We use the central character of the principal series modules to compute the eigenvalue of y 1 .
Preliminaries
2.1. Principal series modules for real reductive Lie groups. Let G be a reductive Lie group and K be its maximal compact subgroup. Let g Ê and k Ê be the real Lie algebras of G and K, respectively. For g Ê , we have the Cartan decomposition g Ê = k Ê ⊕ p. Let a ⊂ p be the maximal abelian algebra in p. Let A be the corresponding connected Lie group. Denote by M the centralizer of A in K. Under the adjoint action of a on g Ê , we have a weight decomposition g Ê = λ g(λ).
The weight λ such that g(λ) = 0 is called a restricted root of a in g. Let ∆ res be the set of all restricted roots. Let n + = ⊕ λ∈∆ res + g(λ) and N be the corresponding Lie group. We have the Iwasawa decomposition G = K × A × N .
For any element ν ∈ a * , we define a character of A by ν(exp X) = exp ν(X), for X ∈ a.
We will denote ν(a) by a ν for any a ∈ A. Let (π, W ) be a finite dimensional irreducible representation of M . Define the space 2.2. Principal series modules for U (p, q). From now on, we will use the following notations. Let p, q be two positive integers and N = p + q. Without loss of generality, we suppose q ≥ p. Let G = U (p, q) and K = U (p) × U (q) be its maximal compact subgroup. Let g Ê be the real Lie algebra of G, and g = gl N . Let k Ê be the real Lie algebra of K, and k = gl p × gl q .
The Cartan decomposition of g Ê is given by g Ê = k Ê ⊕ p, where
Then by direct computation, we can find that
where ∆ :
is the diagonal embedding. Let A be the Lie group corresponding to a. The restricted roots and the basis for the root spaces are given in table 1. 
Remark 2.2. In the future, we will choose ∆ res + = {a j − a i , −a i − a j , −a i , −2a i } as the set of positive restricted roots when p = q. When p = q, we will choose ∆ res + = {a j − a i , −a i − a j , −2a i } as the set of positive restricted roots. We will denote n + = ⊕ λ∈∆ res + g(λ).
2.3. Representation theory for unitary groups. The representation theory of the unitary group U (n) is the same as the representation theory of GL n ( ). All the finite dimensional irreducible unitary representations of U (n) is classified by the dominant weight, i.e. by a sequence of integers ξ = (ξ 1 , . . . , ξ n ) with ξ 1 ≥ ξ 2 ≥ · · · ≥ ξ n . Denote an irreducible module with weight ξ by V (ξ).
We can see the following conclusions immediately.
i) The finite dimensional irreducible representations ofM have the form:
where α i and β i are integers and ξ = (ξ 1 , . . . , ξ q−p ) is a dominant weight. As a representation of M , it is (1) In fact, for each partition λ = (λ 1 , . . . , λ s ) of m, we have an irreducible representation of S m , denoted by S λ , which is called the Specht module. Any finite dimensional irreducible representation of S m is isomorphic to such a module and we have
, where h k (λ) is the hook length of the Young diagram corresponding to λ, and |λ| = s i=1 λ i . For more details, see [Ful] . Let S λ be the Specht module corresponding to the partition λ. Consider the Jucys-Murphy elements L s = j<s S sj , for s = 2, . . . , m, and L 1 = 0.
These elements commute, and Murphy [Mur] constructed a basis of S λ consisting of common eigenvectors for L s . Now let us recall the construction of such basis.
Let
be set of the standard Young tableaux with shape λ. For an element at position (k, l) in a standard Young tableau, its class is defined to be l − k. Let α i,s for i = 1, . . . , n be the class of the position where i sits in T s . For example, if we consider the standard Young tableau T 1 :
and put the class in the boxes, we get:
In fact, in this case, we have:
Let e s = e Ts = σ∈CT s sgn(σ)σ{T s } be the standard basis for S λ , where C Ts is the column permutations of T s which is a subgroup of S m , sgn is the sign function of the permutation σ, and {T s } is the element in S λ corresponding to the standard Young tableau T s . Define
Then we know from [Mur] that {w s |w s = E s e s } is a basis for S λ , and L i w s = α i,s w s . Now define a new family of operators as follows:
We have the following lemma:
2.5. Schur-Weyl duality. Let V = N be the vector representation of G = GL(N, ). Let S m act on V ⊗m by permutation and G act on it diagonally. Then from the duality principle, we have that as an (S m × G)-module,
where S λ is the Specht module of S m corresponding to λ and V (λ) is the highest weight representation of G corresponding to λ.
3. The Lie-theoretic construction of representations of the degenerate affine Hecke algebras 3.1. Degenerate affine Hecke algebras. In this section, let us recall the definition of degenerate affine Hecke algebras. For more details, see [Ch] . Let h be a finite dimensional real vector space with a positive definite symmetric bilinear form (·, ·). Let {ǫ i } be a basis for h such that (ǫ i , ǫ j ) = δ ij . Let R be an irreducible root system in h (possibly non-reduced). Let R + be the set of positive roots of R, and let Π = {α i } be the set of simple roots. For any root α, the corresponding coroot is α ∨ = 2α/(α, α). Let P = Hom (Q ∨ , ) be the weight lattice.
Let W be the Weyl group of R which is generated by Σ, the set of reflections in W. Let S α ∈ Σ be the reflection corresponding to the root α. In particular, we write S i for the simple reflections S αi .
Definition 3.1. For any conjugation invariant function κ : Σ → , the degenerate affine Hecke algebra (dAHA) H(κ) is the quotient of the free product W * Sh by the relations
Here are two examples.
Example 3.2 (dAHA of type A n−1 ). In this case, κ reduces to a complex parameter. The dAHA of type A n−1 , H n (κ), is generated by S n , and y 1 , . . . , y n with relations:
For any c = 0, we have an isomorphism H n (κ) ∼ = H n (cκ).
Example 3.3 (dAHA of type BC n ). The function κ reduces to two parameters κ = (κ 1 , κ 2 ). Let W BCn = S n ⋉ ( 2 ) n be the Weyl group of type BC n . We denote by S ij the reflection in this group corresponding to the root ǫ i − ǫ j , and by γ i the reflection corresponding to ǫ i . Then W is generated by S i = S i(i+1) , i = 1, . . . , n − 1, and γ n . The type BC n dAHA H n (κ 1 , κ 2 ) is generated by y 1 , . . . , y n and W BCn with relations:
3.2. Type A n−1 case. Consider the Harish-Chandra pair (sl N × sl N , sl N ), where sl N ⊂ sl N × sl N is the diagonal. Let g = sl N and let HC(g) be the category of Harish-Chandra bimodules, i.e. the category of g-bimodules which are locally finite under the adjoint action of g.
For any M ∈ HC(g), we define
where g acts on M by the adjoint action and acts on N by the vector representation. Let the A n−1 -type Weyl group S n act on F n (M ) by permutation of the components of ( N ) ⊗n .
Let {b k } be an othonormal basis for g and define
where S ij ∈ S n is the permutation (i, j), and the action of
is defined by letting the first b k act on X and the second one act on the i-th component of ( N ) ⊗n by vector representation. Then we have the following results.
Theorem 3.4 ([AS]). F n defines a functor from the category of Harish-Chandra bimodules to the category of finite dimensional
Remark 3.5. This is not quite the original statement of the paper [AS] . In fact, they constructed a functor from the BGG category for gl(n) to the category of finite dimensional H n (−1)-modules. We can obtain the functor in [AS] by composing the Bernstein-Gelfand functor [BG] (from the BGG category to the category of HarishChandra bimodules) with F n . Arakawa and Suzuki showed that the functor they constructed is exact. They also studied the images of the standard modules in the BGG category under this functor. For more details, see [AS] .
3.3. Type BC n case. Let us recall the construction of the functor F n,p,µ in [EFM] . Let N be the vector representation of g. Let M be a g-module. Define
where k 0 is the subalgebra in k = gl p × gl q consisting of trace zero elements and (k 0 , µ)-invariants means for all x ∈ k 0 , xv = µχ(x)v. Here χ is a character of k defined in [EFM] :
The Weyl group W BCn acts on F n,p,µ (M) in the following way: the element S ij acts by exchanging the i-th and j-th factors, and γ i acts by multiplying the i-th factor by J = I p −I q (here we regard M as the 0-th factor).
Define elementsỹ k ∈ End(F n,p,µ (M)) as follows:
, the first component acts on M and the second component acts on the k-th factor of the tensor product.
Theorem 3.6 ([EFM]).
The above action of W and the elementsỹ k given by (2) combine into a representation of the degenerate affine Hecke algebra H(κ 1 , κ 2 ) on the space F n,p,µ (M ), with κ 1 = p − q − µN 2 , κ 2 = 1 and
So we have a functor F n,p,µ from the the category of g-modules to the category of representations of type BC n dAHA with such parameters.
Since we know that the principal series module H π⊗ν is an admissible G-module, the Harish-Chandra part (or the K-finite part) (H π⊗ν ) HC is a (g, K)-module. So we can apply the functor F n,p,ν to (H π⊗ν ) HC . Since the functor only depends on
In the next several sections, we will study the module F n,p,ν (H π⊗ν ).
4. Images of principal series modules under F n,p,µ
Let K, M be the subgroups of U (p, q) defined in section 2.2. Now let (π, W ) be an irreducible unitary representation of M with the form
where n i 's are integers and ξ = (ξ 1 , . . . , ξ q−p ) is a dominant weight for U (q − p).
, and for any X ∈ u(1) ⊂ k, the action on F n,p,µ (H π⊗ν ) is given by
In order to make µχ lifted to a unitary group character for K, we assume µp, µq ∈ from now on. It is easy to see that
Remark 4.1. We can omit the condition that µp, µq ∈ if we consider the universal covering of the group U (p, q). For simplicity, we assume this condition in the future discussion.
4.1. Dimension of the image. By Frobenius reciprocity and proposition 2.1, we can easily see that 
From (1), we have
and so we have
Now let S n0 be the subgroup of S n generated by permutation of the elements in
From the Schur-Weyl duality, we know that as a (gl(q − p) × S n0 )-module, we have
where P is the set of dominant weights appear in the
Thus we have the following theorem. 
(ii) For generic parameters n i , ξ j satisfying the conditions in (i), the dimension of the vector space
, where h k (ξ µ ) is the hook length of the Young diagram with shape ξ µ = (−ξ q−p − µp + τ, . . . , −ξ 1 − µp + τ ).
Proof. It is easy to see (i). Now we prove (ii). We know that dim
, where h k is the hook length of the Young diagram with the shape ξ µ at position k. Define C µ n1,...,np = #{(α 1 , . . . , β p , n 0 ) ∈ Ψ|α i + β i = −n i + µ(q − p) + 2τ, ∀i = 1, . . . , p}, and we have
.
From now on, we suppose the parameters n i , ξ j for the M -module W are generic and satisfy the conditions in theorem 4.3 (i).
Operatorỹ k .
We use the notation in section 2.2. From the Iwasawa decomposition, we have that for any element X ∈ g Ê , X = X kÊ + X a + X n+ which corresponding to the decomposition g Ê = k Ê + a + n + where n + is defined in the remark 2.2. For any g ∈ G and f ∈ H π⊗ν , g(f )(x) = f (g −1 x) and from lemma 4.2, the vector
⊗v. Thus if we consider the Lie algebra action, we have that
Notice that, for E i,j ∈ g, we have:
From table 1, we have the following identities:
Here we choose positive root as in the remark 2.2. Since n + acts on the principal series module by zero, we have as operators on H π⊗ν ,
So as operators on F n,p,µ (H π⊗ν ), we havẽ
Then using the invariant property, we have (as operators on F n,p,µ (H π⊗ν ))
Here
When q > p, we have
Then
So as operators on F n,p,µ (H π⊗ν ),
When q = p, we have
So as operators on F n,p,µ (H π⊗ν ), 
Common eigenvectors for y
be the subgroup of S n which is generated by permutations of the tensor factors in ( N )
be the subgroup of S n which is generated by permutations of the tensor factors in ( N ) ⊗n µ ξ . From section 4.1, we know that any vector in F n,p,µ (H π⊗ν ) has the form:
where
Now choose a nonzero vector ω ∈ W ⊗ ½ ϑ with the highest weight, and a nonzero
where e i is the vector in N with 1 on the i-th position and 0 elsewhere. It is easy to see that u k ∈ V (n µ i ). Define 
×· · ·×S
Proof. From the construction of u i , we can get (i) easily. Since ∀σ ∈ S n µ ξ we have
we get (ii).
From the construction,
We can see that under the action of W BCn /S n µ ξ , ̟ k generates a vector space
. Two vector spaces generated by different ̟ i and ̟ j do not intersect since the last componentŵ i andŵ j are linearly independent. So the total dimension of the space generated by {̟ i } under the action of W BCn will be
, which equals to the dimension of F n,p,µ (H π⊗ν ) we find in theorem 4.3. This proves (iv).
Remark 4.5. All the above discussions hold for q ≥ p. In fact, when q = p, n µ ξ = 0 and we can still do the above construction of ̟ s . The only difference is that we do not have the V (ξ) ⊗ S 
In the rest of this section, we will prove this theorem. We divide the proof into the following cases corresponding to the range of the index k.
4.3.1. Case 1: m r−1 < k ≤ m r , for r ≤ p and q > p. From the construction of ̟, we know that the k-th factor of the tensor product must be e r or e r+p . Then as an operator on ̟ s ,ỹ k can be written as follows:
Notice that the vector ̟ s can be written as
Then we have
Similarly, for m t−1 < l ≤ m t , and t < s, we can write
By a similar method, we can show that
Now consider the last term. Since p + j > 2p , we have
, where by our construction, all the indices i u > 2p. Then we can write
It is easy to see that
From above discussion, we havẽ
From the construction of ̟ s , we have 1 2
Now let us write ̟ s as
We have
ω⊗(a⊗(e r )⊗b⊗ŵ s +a⊗(e p+r )⊗b⊗ŵ s ).
4.3.2.
Case 2: m r−1 < k ≤ m r , for r ≤ p and q = p. By a similar discussion, we have,ỹ
Thus by a similar discussion as in the q > p case, we have
which proved the theorem 4.6 for the q = p case.
4.3.3. Case 3: k > m p . Now let k > m p and q > p. In this case, as an operator on ̟ s ,ỹ k has the following simple form:
Notice the action of l>k S lk on ̟ s only affects the componentŵ s . From the construction ofŵ s , it is easy to see that l>k S lk (ŵ s ) =α k−mp+1,s (ŵ s ), whereα i,s is defined in lemma 2.3 and only depends on the partition ξ µ . Thus in this case, we have
4.4. Image of the Harish-Chandra modules. We continue to use the setup in section 4.3. Let H n (κ 1 , κ 2 ) be the type BC n dAHA with parameters as in theorem 3.6.
and y mi−1+1 , . . . , y mi . Let
and y mp+1 , . . . , y n . Then
Let P be the Specht module of S n µ ξ . Define a H-module structure on P by letting S n µ i act trivially, We have Theorem 4.7. The image of the Harish-Chandra module H π⊗ν under the functor F n,p,µ is isomorphic toP as H n (κ 1 , κ 2 )-modules.
Proof. Define a linear map
and extend it toP as a H n (κ 1 , κ 2 )-module homomorphism. It is surjective from proposition 4.4. Now compute the dimension ofP. Since
we have
By comparing the dimension, we can see that θ is an isomorphism which proves the theorem.
Corollary 4.8. When n = 1, F n,p,µ (H π⊗ν ) is the principal series module for H 1 (κ 1 , κ 2 ) with character λ 1,1 .
Infinitesimal characters
From now on, we assume the rank of the dAHA n = 1 and q > p. Then the possible M -module W with the form (3) has the following parameters: Case 1: All n i = µ(q − p) + 2τ and γ j = −µp + τ except one n k = µ(q − p) + 2τ − 1 for some 1 ≤ k ≤ p; Case 2: all n i = µ(q − p) + 2τ and γ j = −µp + τ except γ q−p = −µp + τ − 1.
We want to compute y 2 1 by using the infinitesimal character of g = gl N . Most of the computations in this section are done by using the software Mathematica 6.0. 5.1. Casimir elements and y 2 1 . The Casimir elements are a family of elements in Z(g) ⊂ U (g) which are defined by:
Define the action of C k on F n,p,µ (H π⊗ν ) by letting it act on the 0-th component, i.e., on the H π⊗ν part.
Proposition 5.1. Suppose n = 1. As operators on F n,p,µ (H π⊗ν ),
Proof. The proof is based on direct computations. At first, as operators on F n,p,µ (H π⊗ν ), we havẽ
−p(p + µq + τ ) ⊗ 1 − γ 2 + (p + µq + τ )q ⊗ 1 + γ 2 − µpq(p + q)(p + µq + τ ), and
For C 3 , we have:
As operators on F n,p,µ (H π⊗ν ), ijk E i,j E j,k E k,i = (−3(µq + τ ) 2 + 3p(µq + τ )) 1 + γ 2 + (−3(µp − τ ) 2 − 3q(µp − τ )) 1 − γ 2 +p(µq + τ ) 3 − q(µp − τ ) 3 − 1, = 2p(µq + τ )(1 − γ) − 2q(µp − τ )(1 + γ) + 4pq(µp − τ )(µq + τ ).
Thus we have
+(−3(µp − τ ) 2 − 3q(µp − τ ) + 2p 2 + 2pq + 4µp(p + q)) 1 − γ 2 +(−3(µq + τ ) 2 + 3p(µq + τ ) − 4µq(p + q)) 1 + γ 2 + 2pq((µp − τ ) 2 + (µq + τ ) 2 )
+2µpq(p 2 + pq) + p(µq + τ ) 3 − q(µp − τ ) 3 + 4pq(µp − τ )(µq + τ ).
Notice that
So we have (5).
Remark 5.2. Proposition 5.1 also holds when p = q. In that case, we have a simpler formula:
5.2. Infinitesimal characters for principal series modules. Let H π⊗ν be the principal series module associated to the irreducible representation (π, W ) of M and ν ∈ a * . Let m be the complexification of the Lie algebra of M , and t s be its Cartan subalgebra. Let ∆ + (m, t s ) be the set of positive roots with respect to (m, t s ). Let ρ(m) = 1 2 α∈∆ + (m,t s ) α.
Suppose (π, W ) has a highest weight vector with highest weight λ 0 ∈ (t s ) * .
Lemma 5.3 (See [Vog] ). The infinitesimal character of H π⊗ν is (λ, ν), where λ = λ 0 + ρ(m). Moreover, for any z ∈ Z(g), z acts on H π⊗ν by (λ, ν)(ξ(z)),
where ξ is the Harish-Chandra map for G.
Choose the Cartan subalgebra t of g to be the subalgebra consisting of all diagonal matrices. Let ϕ : Z(g) → U (t) be the restriction map. Then we have
