Abstract-We prove the Courtade-Kumar conjecture, for certain classes of n-dimensional Boolean functions, ∀n ≥ 2 and for all values of the error probability of the binary symmetric channel, ∀0 ≤ p ≤ 1 2
I. INTRODUCTION
A recent information-theoretic conjecture, termed the Courtade-Kumar conjecture, was stated in [1] and gives the upper bound on the mutual information between a Boolean function of a random vector of inputs to a memoryless binary symmetric channel and the vector of the outputs. The mutual information is computed between a Boolean function of n independent and identically distributed Bernoulli random variables, with success probability, q = 1 2 , and the output of a memoryless binary symmetric channel, with error probability, 0 ≤ p ≤ 1 2 , when this vector of Bernoulli random variables is passed as its input. The conjecture states that this upper bound is equal to 1 − H(p), where H(p) denotes the binary entropy function. Several proofs have appeared in the literature, for different settings of this conjecture, but the most general case has remained unsolved. We bring further contributions to this effort. Using Karamata's theorem [2] , we prove the CourtadeKumar conjecture [1] , for certain classes of Boolean functions, ∀n ≥ 2 and ∀0 ≤ p ≤ 1 2 . These functions represent particular subclasses of lex functions, as introduced by Kumar and Courtade in [3] . In the context of this conjecture, Karamata's theorem has been used in an earlier version of the preprint [4] , which extends the conjecture to the continous case. The generalization of Karamata's theorem, named Schur convexity, has been employed in [3] .
Our paper is structured as follows: we start the introductory section with the prior results obtained so far in the literature, in the effort to solve the Courtade-Kumar conjecture. We end this section with our contributions. The essence of this paper, the proof of the Courtade-Kumar conjecture for particular classes of Boolean functions, for any dimension n ≥ 2 and any error probability 0 ≤ p ≤ 1 2 , is given in Section II. We present the conclusions of this study in Section III.
A. Prior work related to the Courtade-Kumar conjecture
The proofs that have made the most progress towards solving the Courtade-Kumar conjecture are [5] , [6] . The authors of [5] employ Fourier analysis and the hypercontractivity theorem to prove the bound stated in their Theorem 1, in the case of balanced Boolean functions and p in the range 4 . They show that this new bound performs better than the previously established bound of (1 − 2 · p) 2 of [7] , in the case of [6] proves that the Courtade-Kumar conjecture holds for high noise, that is MI(f (X), Y) ≤ 1 − H(p) holds for any Boolean function and for any noise ǫ ≥ 0, such that
, where δ > 0 is a constant of small value. The author of [6] provides an improvement of Theorem 1 derived by Wyner and Ziv in [8] , known as Mrs. Gerber's Lemma, which was employed in [7] , for the proof of Theorem 4. This strenghtening of Mrs. Gerber's Lemma is employed in the proof of the CourtadeKumar conjecture for high noise [6] .
An extension of the Courtade-Kumar conjecture to two n−dimensional Boolean functions, is hypothesized to hold in [9] , termed Conjecture 3. It states that, for any Boolean functions f, g : {0, 1} n → {0, 1}, the mutual information
For several specific cases of the joint probability mass function of the binary random variables f (X) and g(Y), the authors analytically prove another conjecture, termed Conjecture 4, which implies Conjecture 3. A similar form of Conjecture 4 of [9] is analytically proved in [10] , in a more general context than that of the results of [9] . In section V of [10] , the authors prove that the mutual information MI(B,B) ≤ 1 − H(p), for Boolean functions,
, an estimator of Y, with fixed mean E(B) = E(B) = a and P(B =B = 0) ≥ a 2 . Conjecture 3 of [9] is proved to hold in [11] . The Courtade-Kumar conjecture is generalized to continuous random variables in the preprint [4] . The function f takes as input n−dimensional real vectors, when they are correlated Gaussian random vectors and when they are correlated random vectors from the unit sphere. As output, the function produces values from the set {0, 1}.
B. Our contributions
the result of sending X through a discrete memoryless binary symmetric channel, without feedback and with the error probability 0
n → {0, 1} be an n-dimensional Boolean function, which has any of the following properties: (1) for any
. Let H(p) denote the binary entropy function. Then,
Lemma 1:
k be fixed and
k range over all the 2 k possible values. Then, the following identy holds
There are k j number of vectors X (i) that differ from Y in j positions. As a result, the summation of the joint probabilities
A. Boolean functions from the classes 1 and 2 of Theorem 1
In order to apply Karamata's inequality [2] , we need to transform the mutual information into an algebraic expresion. To this end, we employ concepts from probability mass functions of transformations of random variables [ Ch 5, section 6 of [12] ]. Let X, Y be two n−dimensional discrete random vectors, with ensembles E X , E Y , Z a discrete random variable, with ensemble E Z , and an n-dimensional function f , such that Z = f (X). Let T, U be two random vectors and g be a multidimensional function, such that
From this discussion, we can conclude that the mutual information is identical for all Boolean functions from the class of functions with N 1 = 1 and N 0 = 2 n − 1. Let q = {q i }, p = {p i } and w = {w i }, ∀i ∈ {1, 2 . . . , 2 n }, such that, ∀k ∈ {0, 1, . . . , n},
Let a = 1 − p 2 n−1 and b = p 2 n−1 . We want to prove that
where
We need to transform the element (−n)·(n−1), from the right side of the inequality, into a sum of the type x · log x, such that the number of elements on the right side of the inequality equals that of the left side. That is, we need 
⇒ X and Y are in descending order, which satisfies the first condition of Karamata's theorem [2] . Let g : R + → R, g(x) = x · log x. Then, g is a convex function. 1) We prove that w 2 n ≤ a:
Let SL k and SR k , ∀k ∈ {1, 2, . . . 2 n · (2 n − 1)}, denote the partial sums computed with the elements of the left-hand sequence of the inequality (2) and with the right-hand one, respectively. Let K = 2 n−1 · (2 n − n). Using the binomial theorem [13] 
2) We prove that 2 · w 2 n ≤ a + c:
Using the binomial theorem [13] ,
We prove that the inequalities involving the partial sums from Karamata's theorem hold: . If n = 2, it can be easily verified that SL K+i ≤ 4 · a + i · c = SR K+i , ∀i ∈ {1, 2, 3, 4}. If n ≥ 3, using the binomial theorem [13] , we have that
5) We verify that the final inequalities involving the partial sums from Karamata's theorem hold:
n−1 · (2 n − n) represents the total number of elements equal to b. The partial sum inequalities hold only for 2 n − 1 elements equal to b. We need to determine that the remaining number of elements equal to b, satisfy the partial sum inequalities. We denote them as {SL 2 n ·(2 n −1)−2 n , . . . , SL 2 n ·(2 n −1)−2 n−1 ·(2 n −n)+1 } and {SR 2 n ·(2 n −1)−2 n , . . . ,
III. CONCLUSIONS
In this study, we proved the Courtade-Kumar conjecture, for certain subclasses of Boolean lex functions, for all dimensions, ∀n ≥ 2, and for all values of the error probability, ∀0 ≤ p ≤ 1 2 . We provided an algebraic proof using Karamata's theorem as our main tool. We brought further improvement in the effort to establish this conjecture in its most general form. Our novelty lied in showing that, for several subclasses of Boolean lex functions, the conjecture holds for all dimensions, ∀n ≥ 2, and for all values of the error probability, ∀0 ≤ p ≤ 1 2 . We have tried to apply Karamata's theorem to other types of Boolean functions, in order to solve the conjecture in its most general form. However, we have been unsuccesful in both applying the theorem directly to the mutual information inequality and in finding a suitable algebraic transformation of the original inequality into an expression that can be proved with Karamata's theorem. The majorazation condition from this theorem cannot be verified.
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