Two simple proofs of the triangle inequality for the Jaccard distance in terms of nonnegative, monotone, submodular functions are given and discussed.
written as f (A) = γ + i∈A c i where γ, c i ≥ 0 for all i ∈ X (cf., e.g., [14] ). Examples are set cardinality or degree sum in graphs. Standard examples of nonnegative, monotone, submodular set functions are matroid rank, network flow to a sink, entropy of sets of random variables, and neighborhood size in bipartite graphs.
Let f be a nonnegative, monotone, submodular set function on X. For sets A, B ⊆ X, we define two candidates for submodular Jaccard distances, J δ,f and J ∆ δ,f , as follows:
where
In particular, for f (A) = |A| (i.e., the cardinality of the set A ⊆ X), we obtain the standard Jaccard distance J δ = J δ,f = J ∆ δ,f . First, we give a simple proof of the triangle inequality for J δ,f . Interestingly, this is only possible for modular set functions (see the third remark after Theorem 3). Lemma 1. Let f be a nonnegative, monotone, submodular set function on X. Then, for all sets A, B, C ⊆ X, it holds that
Proof. We easily obtain
and, by swapping A and B, f
Proof. Say that a set A is a null set iff f (A) = 0. Observe that if at least one of the sets is a null set then the inequality is satisfied. So, it is enough to show the equivalent inequality
for arbitrary non-null sets A, B, C ⊆ I. This is seen as follows:
This proves the theorem.
Remarks:
We comment on the proof of the triangle inequality for J δ,f :
1. It follows from Theorem 3 that the triangle inequality is valid for the standard Jaccard distance J δ , the generalized Jaccard distance given for vectors x, y ∈ R n by
max {x i , y i } (with the subcase that x i = µ A (z) and y i = µ B (z) denote multiplicities of (occurrences of) z in multisets A and B; cf. [9] ), and the Steinhaus distance [12, 4] (i.e., any set measures, including probability measures). We mention that all these results can equally easily be proven by the arguments in [5] ; however, for modular functions satisfying f (∅) > 0, these arguments fail.
2. Theorem 3 is true for nonnegative, monotone, modular functions defined over distributive lattices; Lemma 1 and Corollary 2 also hold for nonnegative, monotone, submodular functions defined over distributive lattices. Notice that J ∆ δ,f is not defined over all distributive lattices (see also the third remark after Theorem 4). Concrete examples include linear cost functions with budget restrictions, i.e., f (A) = min{B, i∈A c i }, or the neighborhood size in a bipartite graph G = (U ⊎ V, E), i.e., f (A) = |Γ(A)| where A ⊆ U and Γ(A) = u∈A {v ∈ V |{u, v} ∈ E}.
