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【要 約】乱数検定パッケージ TestU01の BigCrushを用いて，さまざまな次数とビット長の乗算法
乱数を検定した．次数が 3217のように非常に大きいときには，33ビットの乱数がすべての検定に合
格する．しかし 607 次程度のよく利用される次数では，34 ビットが必要である．そして，今回調べ
たすべての次数について，48ビットの乗算法乱数はすべての検定に合格した．これらの検定結果は，
乗算法乱数を 32ビット環境に実装するのに有用である． 
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1 はじめに 
 
 乗算法乱数は乗算型 Lagged Fibonacci 乱数とも呼ばれ，Marsaglia[3] によって提案され
た乱数発生法である．非常に簡潔な漸化式によって長周期で性質の良い擬似乱数を生成できる
ことが知られている．ただし，その数列の最下位ビットは常に 1，すなわち奇数であり，つぎ


















L'Ecuyerらは，TestU01の解説論文 [2] の中で，多くの乱数発生法を TestU01により検定
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2 乗算法乱数 
 
乗算法乱数は正確には乗算型 Lagged Fibonacci 乱数と呼ばれ，Marsaglia[3] によって提案 
された乱数発生法である．p個の初期値 x0, x1,...,xp─1と p次の漸化式 
 
xi = xi─p  * xi─q  mod 2
e 
 
によって定まる eビット整数の数列〈xi〉を乱数として利用する．ここで p, qは p＞qを満たす整 
数で，ラグと呼ばれる．xp + xq +1は GF (2)上の原始 3項式でなければならない．また，p個の 
初期値の最下位ビットはすべて 1（つまり初期値はすべて奇数）であり，つぎのビットはすべ
てが 0 ではいけない（少なくとも 1 つは 1 である）．これらの条件を満たすとき，乗算法乱数






タでは e = 32，64ビットのコンピュータなら e = 64である．ただし，64ビットのコンピュー
















全に不合格になる（おそらく SmallCrush または Crush でも不合格になるであろう）場合の
BigCrush の検定結果も，合格・不合格があいまいな場合の検定のために有益だからである．
この点に関しては，この節で再検定の議論をするとき，詳しく解説する． 
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3.1 BigCrush検定のまとめ 
 
いろいろなサイズのラグ ( p, q) について，ビット数を32ビットから48ビットまで変えながら， 
BigCrushによる検定を行った． 
BigCrush には検定の対象となる 32 ビット乱数を入力する．そこで乱数は，内部的には 64
ビットで生成し，検定に必要な 32ビットを返すようにした．たとえば 40ビット乱数の検定で
は，内部で生成した 64ビットのうち上位 24ビットを捨てて 40ビット乱数とし，さらにその
下位 8ビットを捨てて上位 32ビットを返す． 
検定の結果として出力される p値は，L'Ecuyerらの論文 [2] にしたがって，つぎの 3種類の 
判定のいずれかに分類する． 
  
合格：   [10－4, 1 － 10－4] 
疑わしい： [10－10, 10－4)∪(1 － 10－4, 1 － 10－10] 










表 1に検定の結果を示す．表側の値はラグ ( p, q) である．上から下へ pが小さい順に並べて
あるが，p = 127の場合だけはすべての原始 3項式（5通り）について検定を行った．これは乱
数の性質が qの値にどう依存するかを調べるためである． 
これらの漸化式は L'Ecuyerら [2] が 64ビットの場合について検定した 4種類の乱数( p, q) = 
(17,5), (55,24), (607,273), (1279,861)に Knuthの教科書 [1] にある乱数と，あとは原始 3項式 
の一覧表 [5, 6] から適当に補充したものである．( p, q)と( p, p－q)の漸化式は等価であるが，今回 





F : 少なくとも 1つの検定項目が不合格 
S : （不合格ではないが）少なくとも 1つの検定項目が疑わしい 
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表 1: BigCrush検定のまとめ 
p q 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 
17 5 F F F F F F F F F F F F F S . . . 
55 24 F F F F F F F F . . . . . . . . . 
89 38 F F F F F F F . . . . . . . . . . 
100 37 F F F F F F F . . . . . . . . . . 
127 1 F F F F F F . S . . . . . . . . . 
127 7 F F F F F F . . . . . . . . . . . 
127 15 F F F F F F . . S . . . . . . . . 
127 30 F F F F F F . . . . . . . . . . . 
127 63 F F F F F F . . S . . . . . . . . 
145 52 F F F F F S . . . . . . . . . . . 
201 79 F F F F S . . . . . . . . . . . . 
258 83 F F S . . . . . . . . . . . . S . 
274 67 F F S . . . . . . S . . . . . . . 
300 91 F F S . . . . . . . . . . . . . . 
337 147 F F S . . . . . . . . . . . . . . 
378 107 F F . . S . . . . . . . . . . . . 
607 273 F F . . . . . . . . . . . . . . . 
1279 861 F S . . . . . . . . . . . . . . . 
2281 1029 F S . . . . . . . . . . . . . . . 
3217 576 F . . . . . . . . . . . . . . . . 
9689 4187 F . . . . . . . . . . . . . . . . 
19937 7083 F . . . . . . . . . . . . . S . . 









( p, q) を固定してビット数を増やしていくと徐々に合格する検定項目が多くなっていく．あ
る検定項目について，ビット数が小さいとき不合格だった p値が，ビット数の増加とともに通
常の値をとるようになる． 
たとえば，( p, q) = (15,7) の場合，44ビット以下で「不合格」だったものが，45ビットでは 
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「疑わしい」になり，46 ビットでは「合格」の判定になっている．そこで，45 ビットの場合に
ついて，「疑わしい」結果を出した検定項目について，検定を 5回繰り返したところ，1.7×10－9, 




とえば，( p, q) = (55,24) の場合，39ビット以下の場合「不合格」だったものが 40ビットのと
きは「合格」になっている．しかし，この乱数について 35番目の検定項目（Gap検定の一つ）
を 5回繰返したところ，0.04, 0.04, 7.5×10－3, 0.15, 2.5×10－3という p値を得た．これらは個々 
に見ればいずれも「合格」と判定されるが，全体として見ると明らかに小さい値に偏っている．
実際，100回繰り返してみたところ，5回で「疑わしい」という結果が得られた．確率 10－4で
しか起こらないことが 100回中 5回も起こっているのである．したがって，( p, q) = (55,24) の
40ビットの場合も「不合格」と解釈すべきであろう． 
合否の境界についてのこのような検討と，表 1で「疑わしい」の判定結果のものについての













32 ビットよりビット長を長くして，乗算法乱数を TestU01 の BigCrush で検定した．漸化
式の次数が p = 3217 のように非常に大きいときには，33 ビットの乱数がすべての検定に合格
する．しかし p = 607程度のよく利用される次数では，35ビットが必要である．そして，今回
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今回の検定は，3.0GHzの Intel Core i7 プロセッサ搭載の 64ビット linux PCで，gcc コン




p q 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 
17 5 F F F F F F F F F F F F F f f . . 
55 24 F F F F F F F F f . . . . . . . . 
89 38 F F F F F F F f . . . . . . . . . 
100 37 F F F F F F F f . . . . . . . . . 
127 1 F F F F F F f . . . . . . . . . . 
127 7 F F F F F F f . . . . . . . . . . 
127 15 F F F F F F f . . . . . . . . . . 
127 30 F F F F F F f . . . . . . . . . . 
127 63 F F F F F F f . . . . . . . . . . 
145 52 F F F F F f f . . . . . . . . . . 
201 79 F F F F f . . . . . . . . . . . . 
258 83 F F f . . . . . . . . . . . . . . 
274 67 F F f . . . . . . . . . . . . . . 
300 91 F F f . . . . . . . . . . . . . . 
337 147 F F f . . . . . . . . . . . . . . 
378 107 F F f . . . . . . . . . . . . . . 
607 273 F F f . . . . . . . . . . . . . . 
1279 861 F f . . . . . . . . . . . . . . . 
2281 1029 F f . . . . . . . . . . . . . . . 
3217 576 F . . . . . . . . . . . . . . . . 
9689 4187 F . . . . . . . . . . . . . . . . 
19937 7083 F . . . . . . . . . . . . . . . . 
23209 9739 F . . . . . . . . . . . . . . . . 
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