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Introduction
This corresponds to the S-polynomial x(xy 2 − 1) − (x 2 − 1)y 2 = y 2 − x in the Gröbner basis algorithm (Buchberger, 1998) . After all overlaps or S-polynomials have been considered, both algorithms terminate with the complete rewriting system M = rws({x, y}, {x 2 → ε, y 2 → x, xy → yx}) for M , so the monoid is the cyclic group of order 4.
In Evans (2005) , an alternative method of computing noncommutative Gröbner bases was proposed, using concepts from the theory of commutative involutive bases (Gerdt and Blinkov, 1998a) . We note that much of this theory (and its associated algorithms) carries over with few complications to the noncommutative case; it is the involutive divisions (such as the Janet division and the Pommaret division) that do not carry over, leading to the development of new noncommutative involutive divisions. In this paper we show how these new divisions are used to
give certain involutive rewriting systems, and how the techniques of noncommutative involutive bases are used to compute complete involutive rewriting systems.
One motivating factor for this work is the potential to obtain more efficient reduction paths with respect to complete involutive rewriting systems. To illustrate this, consider the tree of all possible ways of reducing the word xyxy to normal form using the complete rewriting system of Example 1.1.
{ { w w w w w w w w w
| | y y y y y y y y y Compare the number of reductions needed above (between 3 and 5) to the two involutive reductions needed to involutively reduce the same word to normal form using the complete involutive rewriting system computed (later) in Example 3.8. 
Involutive rewriting systems
In any monoid rewriting system, we may apply a rule → r to a word w if and only if w has the form w = u v, where u or v may be the empty word. In this situation, we say that the word w reduces to the word w = urv. A word is reduced if no such reduction applies.
In an involutive monoid rewriting system, we restrict these conventional reductions by imposing a limitation on the letters allowed in u and v -certain letters in u have to be left multiplicative, and certain letters in v have to be right multiplicative. The reduction defined here is called a thin reduction in Evans (2005) , where more general reductions are also defined.
Definition 2.1 An involutive string rewriting system
) with the following properties.
• Let W be the set of all left-hand sides of the rules in B. For each ∈ W choose sets
• A word ∈ W is an involutive divisor of w ∈ A * , written | I w, if w = u v for some u, v ∈ A * ; either u = ε or the last letter of u is left multiplicative for ; and either v = ε or the first letter of v is right multiplicative for .
• If is an involutive divisor of w and ( , r) ∈ B, then w involutively reduces to w = urv, written w → I w . This defines an involutive reduction relation
• The reflexive, symmetric, transitive closure * ↔ I of → I coincides with the congruence ≡ I , and we say that I is an involutive rewriting system for A * / ≡ I . Given an involutive rewriting system and an arbitrary rule b, both sides of b may be reduced until no further reduction is possible, leaving a reduced form for b. This process is specified in Algorithm 1. Notice that the reduction of b may reach a stage where the rule becomes r → r.
Such a trivial rule is equivalent to the empty rule ε → ε, so this is returned as the reduced form. 
Definition 2.4
If an involutive division I determines the left and right multiplicative letters for a word ∈ W independently of the set W , then the division is known as a global involutive division. Otherwise, the division is known as a local involutive division. When I is global it is often appropriate to write 1 | I w or → I r.
Here are three examples of involutive divisions. (a) In each case where a word w j ∈ W is a subword of a (different) word w i ∈ W , so that, for
if w j is not a suffix of w i , assign the letter in position k + deg(w j ) in w i to be right nonmultiplicative for w j .
(b) In each case where a proper prefix of a word w i ∈ W is equal to a proper suffix of a (not necessarily different) word w j ∈ W , so that, for some k,
and w i is not a proper subword of w j or vice-versa, assign the letter in position k + 1 in w i to be right nonmultiplicative for w j .
There are many ways of defining an involutive division, but we will only be interested in those which enable us to construct complete rewriting systems. One such family is the family of strong divisions.
Definition 2.8 (a) Let M, W, I be as in Definition 2.1, and let ∈ W . The involutive cone C I ( , W ) is the set of involutive multiples of ,
When I is based on a global division I, we may simply write C I ( ).
(b) An involutive division I is strong if, for any involutive rewriting system I for M = rws(A, B) based on I, with W the set of left-hand sides in B, the following three conditions are satisfied.
• (Disjoint Cones Condition) If there exist two words 1 = 2 ∈ W such that
• (Unique Divisor Condition) Each word w ∈ C I ( , W ) is involutively reducible by in one way only. This means that, if occurs as a subword of w in more than one way, then only one of these ways allows us to deduce that is an involutive divisor of w.
•
Constructing complete involutive rewriting systems
Whereas the Knuth-Bendix algorithm constructs a complete rewriting system by considering overlaps of left hand sides of rewrite rules, and the noncommutative Gröbner basis algorithm constructs a complete rewriting system by considering S-polynomials, the involutive basis algorithm for monoid rewriting systems uses processes known as prolongation and autoreduction. Definition 3.1 Given an involutive rewriting system I for M = rws(A, B), a left prolongation of b j = j → r j is a rule a i j → a i r j , where a i is left nonmultiplicative for j ; and a right prolongation of b j is a rule j a k → r j a k , where a k is right nonmultiplicative for j .
The involutive autoreduced form IAF I,< (b i , B) of the rule b i ∈ B with respect to I and < is obtained by applying a modified Algorithm 1 in which reductions may only be applied using rules in the set B \ {b i }, but with no change to the sets of multiplicative letters.
The system I (or the set of rules B) is said to be autoreduced if there is no rule
Algorithm 2 iteratively calculates involutively autoreduced forms to obtain an autoreduced form for an involutive rewriting system.
The following example illustrates that IAF I,< (b i , B) is not always the same as IRF I,< (b i , B \ {b i }).
Example 3.2 Suppose we wish to autoreduce the involutive rewriting system
when I is based on the left overlap division O and the word ordering is DegLex. Then O assigns multiplicative letters to W = {xyx, xy} as follows.
Following Algorithm 2, the first step is to find IAF I,< (b 1 , B), the involutive autoreduced form of b 1 , using only b 2 to perform reductions. Since the multiplicative letters for b 2 are taken with respect to W , no reduction of b 1 is possible. After similarly deducing that IAF I,< (b 2 , B) =
Algorithm 2 Autoreduction
Input: An involutive rewriting system
, based on an involutive division I, where A = {a 1 , a 2 , . . . , a n } and B = { 1 → r 1 , 2 → r 2 , . . . , m → r m }; a fixed admissible well-order < on A * compatible with B.
Output: Autoreduce < (I), an autoreduced involutive rewriting system I for I with respect to < and based on I. Multiplicative letters for the set B \ {b 1 } = {b 2 } are now taken with respect to W 1 = {xy}:
This time, x is right multiplicative for b 2 , so there is an involutive reduction xyx → I x. Thus b 1 involutively reduces to a trivial rule and, because we have found that IRF I,< (b 1 , B \ {b 1 }) = ε → ε, we reach the alternative conclusion that I is not autoreduced.
Remark 3.3
With respect to a strong involutive division, the involutive cones of an autoreduced set of rules are always disjoint.
Definition 3.4 Let I be an involutive rewriting system for M = rws(A, B). Then I is locally complete if I is autoreduced and all prolongations of rules in B involutively reduce to the empty rule. Further, I is complete if I is autoreduced and all multiples u v → urv of rules → r in B involutively reduce to the empty rule.
Definition 3.5 Let I be an involutive division; let
) be a fixed involutive rewriting system based on I; and let w be a fixed word. A w-sequence is a sequence (w 1 , w 2 , . . . , w k ) of words in W which are subwords of w, w = u i w i v i say, such that for all 1 i < k, exactly one of the following conditions is satisfied.
(
, and w i+1 | I a i w i , so that a i w i → a i r i is a left prolongation of some rule in B.
, and w i+1 | I w i a i , so that w i a i → r i a i is a right prolongation of some rule in B.
Then (a) I is continuous at w if, for every w-sequence, all the pairs
(b) the system I is a continuous involutive rewriting system if I is continuous at every w ∈ A * ; (c) the involutive division I is a continuous involutive division if every involutive rewriting system based on I is continuous.
Remark 3.6
The reason for introducing the concept of continuity is to enable the deduction that any locally complete involutive rewriting system is a complete involutive rewriting system. It follows that an algorithm to compute a complete involutive rewriting system need only construct a locally complete involutive rewriting system. Proposition 3.7 Let I be a continuous involutive division, and let I be a locally complete involutive rewriting system for M = rws(A, B) based on I. Then I is a complete involutive rewriting system.
To show that I is complete we must show that, given b i ∈ B and words u, v, the rule ub i v involutively reduces to the empty rule using B.
If i | I u i v we are done, as we can use b i to involutively reduce the rule ub i v to obtain the trivial rule ur i v → ur i v. Otherwise, let x 1 ∈ A be such that
Without loss of generality, assume that the first case applies. Since I is locally complete, the prolongation x 1 b i involutively reduces to the empty rule using B. Assuming that the first step of this reduction involves the rule b j ∈ B, we can write
where u 1 , v 1 are words such that j | I x 1 i . Multiplying both sides of equation (1) on the left by u := Prefix(u, deg(u) − 1) and on the right by v, we obtain the equation
v respectively). In the final case, the proof is complete; otherwise we continue by induction, noticing (a) that the left hand side of our new rule will contain the left hand side of some rule in B as a subword (because we know that the prolongation x 1 b i involutively reduces to the empty rule); and (b) the process will terminate because of the admissibility of our word ordering.
Otherwise, if b j does not involutively reduce
. This time (again without loss of generality), assume that the second case applies. Since I is locally complete, the prolongation b j x 2 involutively reduces to the empty rule using B. Assuming that the first step of this involutive reduction involves the rule b k ∈ B, we can write
where u 2 , v 2 are words such that k | I j x 2 . Multiplying both sides of equation (3) , we obtain the equation
and hence , based on an involutive division I, where A = {a 1 , a 2 , . . . , a n } and B = { 1 → r 1 , 2 → r 2 , . . . , m → r m }; a fixed, admissible well-order < on A * compatible with B.
Output: (In the case of termination): a locally complete involutive rewriting system I for I with respect to <. C = ∅; I = Autoreduce < (I); B = set of rules in I;
while (S = ∅) and (s == ε → ε) do Let s be a rule in S whose left hand side is minimal with respect to <; S = S \ {s}; lutive division I. The algorithm starts by autoreducing I using Algorithm 2. We then construct a set S containing all the possible prolongations of elements of the new B, before recursively (a) picking a prolongation s from S such that the left hand side of s is minimal with respect to the chosen word ordering; (b) removing s from S; and (c) finding the involutive reduced form s of s with respect to B. If, during this loop, a reduced form s is found that is not the empty rule, we exit the loop and autoreduce the set B ∪ {s } to form a new I, continuing thereafter to construct a new set S and repeating the above process. If, however, all the prolongations in S involutively reduce to the empty rule then, by definition, the resulting I is locally complete, and we exit the algorithm with this involutive rewriting system. Example 3.8 Let us reconsider M = rws({x, y}, {xy 2 → ε, x 2 → ε}) from Example 1.1. As an involutive rewriting system based on the left division, M is equivalent to I = irws({x, y}, {xy 2 → ε, x 2 → ε}, {{x, y}, {x, y}}, {∅, ∅}). We apply Algorithm 3 to I to obtain a locally complete involutive rewriting system with respect to DegLex with y < x.
Autoreduction does not alter the input system I, so we enter the first while loop and construct the set of prolongations S = {b 1 x, b 1 y, b 2 x, b 2 y}. On entering the second while loop, the element b 2 y = x 2 y → y is considered first, as its left hand side is minimal with respect to DegLex.
This rule is involutively irreducible with respect to {xy 2 → ε, x 2 → ε}, so we exit the second while loop, add the rule b 3 := x 2 y → y to B, and recalculate the sets of multiplicative letters, {{x, y}, {x, y}, {x, y}}, {∅, ∅, ∅}. Again autoreduction does not change anything, so we continue by returning to the beginning of the first while loop and constructing a second set of
This time, the first two prolongations we consider (b 2 y and b 2 x) involutively reduce to the empty rule, while the third prolongation b 4 := b 1 y = xy 3 → y is involutively irreducible and hence is added to B. This enlarged B again gives rise to an autoreduced involutive rewriting system, so
we proceed to construct a third set of prolongations.
What happens during the remainder of the algorithm is summarised below.
• Prolongation b 5 := b 1 x = xy 2 x → x is added to B.
• Autoreduction makes no changes.
• b 1 involutively reduces b 3 y = x 2 y 2 → y 2 , and b 6 := y 2 → x is added to B.
• Autoreduction eliminates b 1 and involutively reduces b 4 as follows: b 4 = (xy 3 → y) → (xyx → y) =: b 7 . We are left with B = {b 2 , b 3 , b 5 , b 6 , b 7 }.
• b 6 involutively reduces b 6 y = y 3 → xy, and b 8 := xy → yx is added to B.
• Autoreduction eliminates b 3 .
• b 2 involutively reduces b 6 x = y 2 x → x 2 , and b 9 := y 2 x → ε is added to B.
• Autoreduction eliminates b 5 , and we are left with B = {b 2 , b 6 , b 7 , b 8 , b 9 }.
• All ten prolongations involutively reduce to the empty rule.
The output is the locally complete involutive rewriting system
{{x, y}, {x, y}, {x, y}, {x, y}, {x, y}}, {∅, ∅, ∅, ∅, ∅}).
Proposition 3.9 If I is a strong involutive division, then any complete involutive rewriting
system I for M = rws(A, B), based on I, is a complete rewriting system.
Proof: By Newman's Lemma, it is sufficient to show that M is locally confluent. Thus consider any two (conventional) reductions of a word w by two (not necessarily different) rules b i = i → r i and b j = j → r j in B, to give two reduced words w 1 and w 2 .
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To show that M is locally confluent, we must show that both w 1 and w 2 reduce to the same word using B. If w 1 = w 2 , then the proof is complete. Otherwise, assuming (without loss of generality) that w 1 > w 2 , we can complete the proof by showing that the rule w 1 → w 2 reduces to the empty rule.
By definition of a complete involutive rewriting system, we can state that the two rules u i i v i → u i r i v i and u j j v j → u j r j v j involutively reduce to the empty rule. It follows that the two words w and w 1 involutively reduce to a common word ω 1 , and the two words w and w 2 involutively reduce to a common word ω 2 . If ω 1 = ω 2 , then the two words w 1 and w 2 involutively reduce to a common word, and so the rule w 1 → w 2 involutively reduces to the empty rule. Otherwise, assume (again without loss of generality) that ω 2 < ω 1 . Because I is strong and I is autoreduced, there is always a unique way of involutively reducing a word with respect to I, so that the word ω 1 must appear whilst involutively reducing the word w to the word ω 2 using B. Therefore ω 1 involutively reduces to ω 2 using I, so that (as before) the two words w 1 and w 2 involutively reduce to a common word. Having shown that the rule w 1 → w 2 always involutively reduces to the empty rule, it remains to show that the same rule always conventionally reduces to the empty rule. One way of doing this is to show that the conventional and the involutive reduced forms of an arbitrary word w with respect to B are identical. For this it is sufficient to show that w is conventionally reducible by M if and only if it is involutively reducible by I.
(⇒) Trivial, as every involutive reduction is a conventional reduction.
(⇐) Let b = → r be an arbitrary rule in B. If a word w is conventionally reducible by b, it follows that w = u v for some words u and v. But I is a complete involutive rewriting system, so there must exist a rule b = → r ∈ B such that | I u v. Thus w is also involutively reducible by I.
The left involutive division Proposition 4.1 The left division is a strong involutive division.
Proof: Recall that was defined in Example 2.5 by assigning every letter to be left multiplicative and right nonmultiplicative for every w. We need to show that the three conditions of Definition 2.8 hold.
• (Disjoint cones condition)
Consider involutive cones C ( 1 ) and C ( 2 ) associated to distinct words 1 , 2 over some alphabet A. If C ( 1 ) ∩ C ( 2 ) = ∅, then there must be some w ∈ A * containing both 1 and 2 as subwords, and (as placed in w) both 1 and 2 must involutively reduce w. By definition of , both 1 and 2 are suffices of w. Assuming, without loss of generality,
Since 1 = 3 2 for some word 3 , it is clear that C ( 1 ) ⊂ C ( 2 ) because any word w ∈ C ( 1 ) must be of the form w = 1 = 3 2 ∈ C ( 2 ).
• (Unique divisor condition)
The word can only be a suffix of w in one way.
(Subset condition)
This is satisfied because the left division is a global division.
Proposition 4.2 The left division is continuous.
Proof: Let w be an arbitrary fixed word, and let (w 1 , w 2 , . . . , w k ) be a w-sequence satisfying the conditions of Definition 3.5 (so that w may be factorised as w = u i w i v i for all 1 i k).
To show that is continuous, we must show that no two pairs (u i , v i ) and (u j , v j ) are the same, where i = j.
Since assigns no left nonmultiplicative letters, condition (1) of the definition can never be satisfied, and condition (2) always applies. Consider an arbitrary word w i from the w-sequence, where 1 i < k. By definition of , the next word w i+1 must be a suffix of the multiple
Remark 4.3 Now that we know that the left division, , is strong and continuous, we can state that, if I is a locally complete involutive rewriting system based on , then I is both a complete involutive rewriting system and a complete rewriting system.
Example 4.4 Let
ε, Y y → ε, yY → ε}) be a monoid string rewriting system for the symmetric group S 3 = grp y, x : x 3 , y 2 , (xy) 2 , where x < y < X < Y is the ordering given to the alphabet. (This rewriting system is obtained from the group presentation by adding X and Y to represent the inverses of x and y.)
If we apply the Knuth-Bendix algorithm to M with respect to the DegLex word ordering, we obtain the 10-element, complete rewriting system M = rws({Y, X, y, x}, {yxy → X, xyx → y, X 2 → x, Xy → yx, Xx → ε,
There are several reduction paths yXY x *
| | y y y y y y y y y y
Let I be the involutive rewriting system for M based on . Applying Algorithm 3 to I, we obtain the 19-element, complete involutive rewriting system I with associated set of rules
There is now a unique involutive reduction for each word to one of the six elements of S 3 . In particular, for yXY x, the unique reduction path using I is Proof: A counterexample is provided by the system I := irws({x, y, z},
The multiplicative letters for I are given by
Now xy / ∈ C I (yz, W ) and yz / ∈ C I (xy, W ), but yzxy ∈ C I (yz, W ) ∩ C I (xy, W ), so the Disjoint Cones condition of Definition 2.8 is not satisfied. Hence O is not a strong involutive division.
Proposition 5.2 The left overlap division O is continuous.
To show that O is continuous, we must show that no two pairs (u i , v i ) and (u j , v j ) are the same, where i = j.
Since O assigns no left nonmultiplicative letters, condition (1) of the definition can never be satisfied, and condition (2) always applies. Consider an arbitrary word w i from the wsequence, where 1 i < k. By definition of O, the next word w i+1 cannot be either a prefix or a proper subword of w i . This leaves two possibilities: (i) w i+1 is a suffix of w i (in which case deg(w i+1 ) < deg(w i )); or (ii) w i+1 is a suffix of the multiple w i v i of w i , where
Example of possibility (i) Example of possibility (ii)
In both cases, it is clear that we have
It follows that no two (u, v) pairs can be the same, because for each subsequence
Remark 5.3 Because the left overlap division O is not strong, Proposition 3.9 cannot be used to deduce that any complete involutive rewriting system based on O is a complete rewriting system. This deduction can be made by other means however; we refer to Evans (2005, Section 5.5.2) for further details.
Example 5.4 Continuing Example 4.4, let I 2 be the involutive rewriting system for M based on O. Applying Algorithm 3 to I 2 , we obtain the 16-element, complete involutive rewriting system I 2 with associated set of rules
Multiplicative letters for I 2 are given by
As before, the word yXY x has a unique involutive reduction path using I 2 . This will not be the case for every word over the alphabet {Y, X, y, x} however (because O is not strong); we illustrate this below by showing all the different ways of involutively reducing the words yXY x and XyY using I 2 . 
.
× A * a whiskered rule. Note that A * has left and right actions
We extend the function pol : B → Z a 1 , a 2 , . . . , a n , defined in the Introduction, to pol : Z(Ω) → Z a 1 , a 2 , . . . , a n by defining
The kernel of pol is the module of identities for I, and its elements are called identities among rules.
The admissible well-order < being used on A * may be extended to elements of Ω in various ways. If the order of the rules is considered most significant, we may specify that u i [b i ]v i < u j [b j ]v j if one of the following holds.
• i > j, or
• i = j and u i v i < u j v j , or
• i = j and u i v i = u j v j and u i < u j .
Alternatively, if we prefer to emphasise the ordering placed on the words u • u i i v i < u j j v j , or
• u i i v i = u j j v j and i < j , or
• u i i v i = u j j v j , i = j and u i < u j , or
• i = j , u i = u j , v i = v j and r i < r j .
We may then write the summands of a particular c ∈ Z(Ω) in decreasing order.
A logged rule is a triple ( , c, r) where → I r, c ∈ Z(Ω), and pol(c) = − r, so that c is a certificate for b = ( , r). The left and right prolongations of β = ( , c, r) by x ∈ A are xβ = (x , xc, xr) and βx = ( x, cx, rx). Given a logged, involutive, rewriting system L and a logged rule β = ( , c, r), reduction of β to logged involutive reduced form proceeds as in the reduction of b = ( , r) using Algorithm 1 but with the following modifications.
• Initially set γ = c.
• When w = and u j v is replaced by ur j v using the logged rule β j = ( j , c j , r j ), subtract uc j v from γ.
• When w = r and u j v is replaced by ur j v using the logged rule β j = ( j , c j , r j ), add uc j v to γ.
• When w and r are swapped (because w < r), replace γ by −γ.
• When the algorithm completes, return the logged rule (λ, γ, ρ).
Similarly, given w ∈ A * , a logged reduction of w is obtained by reducing the right-hand side of the logged rule (w, 0, w) to give (w, c, r), where w → I r and c ∈ Z(Ω) such that pol(c) = w−r. • Prolongation β 2 y gives the logged rule β 3 := (x 2 y, [b 2 ]y, y).
• β 2 x involutively reduces to the root identity rule (ε, ι 1 := −x[b 2 ] + [b 2 ]x, ε).
• Rules β 4 := β 1 y = (xy 3 , [b 1 ]y, y) and β 5 := β 1 x = (xy 2 x, [b 1 ]x, x) are added.
• The prolongation β 3 y involutively reduces as follows: 
