Supervised & unsupervised transfer learning by Vogt, Julia
Supervised & Unsupervised
Transfer Learning
Inauguraldissertation
zur
Erlangung der Wu¨rde eines Doktors der Philosophie
vorgelegt der
Philosophisch-Naturwissenschaftlichen Fakulta¨t
der Universita¨t Basel
von
Julia E. Vogt
aus Deutschland
Basel, 2013
Originaldokument gespeichert auf dem Dokumentenserver der Universita¨t Basel
edoc.unibas.ch
Dieses Werk ist unter dem Vertrag “Creative Commons Namensnennung-Keine kom-
merzielle Nutzung-Keine Bearbeitung 2.5 Schweiz” lizenziert. Die vollsta¨ndige Lizenz
kann unter creativecommons.org/licences/by-nc-nd/2.5/ch eingesehen wer-
den.
	

	


		


	




 

 


	

!"
#




"$


%



&"	""

%





	
"
 '(
)


*

"




#


*





 +	,
"

#
"


 

 %
*


-.


/0.0
	
12234 %0563778
!
"#
%
9%

&*
	

	

.0
.0
	
12234
:0
%
9%

*
	




 ;

*
	



	

."

%
%

<






*
	
9
	9


 "

 %

)

9%
=	


Genehmigt von der Philosophisch-Naturwissenschaftlichen Fakulta¨t
auf Antrag von
Prof. Dr. Volker Roth, Universita¨t Basel, Dissertationsleiter
Prof. Dr. Joachim Buhmann, ETH Zu¨rich, Korreferent
Basel, den 11.12.2012
Prof. Dr. Jo¨rg Schibler, Dekan

Abstract
This thesis investigates transfer learning in two areas of data analysis, super-
vised and unsupervised learning. We study multi-task learning on vectorial
data in a supervised setting and multi-view clustering on pairwise distance
data in a Bayesian unsupervised approach. The aim in both areas is to trans-
fer knowledge over different related data sets as opposed to learning on single
data sets separately.
In supervised learning, not only the input vectors but also the corresponding
target vectors are observed. The aim is to learn a mapping from the input
space to the target space to predict the target values for new samples. In
standard classification or regression problems, one data set at a time is con-
sidered and the learning problem for every data set is solved separately. In
this work, we are looking at the non-standard case of learning by exploiting
the information given by multiple related tasks. Multi-task learning is based
on the assumption that multiple tasks share some features or structures. One
well-known technique solving multi-task problems is the Group-Lasso with
2-norm regularization. The motivation for using the Group-Lasso is to couple
the individual tasks via the group-structure of the constraint term. Our main
contribution in the supervised learning part consists in deriving a complete
analysis of the Group-Lasso for all p-norm regularizations, including results
about uniqueness and completeness of solutions and coupling properties of
different p-norms. In addition, a highly efficient active set algorithm for all
p-norms is presented which is guaranteed to converge and which is able to
operate on extremely high-dimensional input spaces. For the first time, this
allows a direct comparison and evaluation of all possible Group-Lasso meth-
ods for all p-norms in large scale experiments. We show that in a multi-task
setting, both, tight coupling norms with p ￿ 2 and loose coupling norms
with p￿ 2 significantly degrade the prediction performance. Moderate cou-
pling norms for p ∈ [1.5, 2] seem to be the best compromise between coupling
strength and robustness against systematic differences between the tasks.
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The second area of data analysis we look at is unsupervised learning. In un-
supervised learning, the training data consists of input vectors without any
corresponding target vectors. Classical problems in unsupervised learning
are clustering, density estimation or dimensionality reduction. As in the su-
pervised scenario, we are not only considering single data sets independently
of each other, but we want to learn over two or more data sets simultane-
ously. A problem that arises frequently is that the data is only available as
pairwise distances between objects (e.g. pairwise string alignment scores from
protein sequences) and a loss-free embedding into a vector space is usually
not possible. We propose a Bayesian clustering model that is able to operate
on this kind of distance data without explicitly embedding it into a vector
space. Our main contribution in the unsupervised learning part is twofold.
Firstly, we derive a fully probabilistic clustering method based on pairwise
Euclidean distances, that is rotation-, translation-, and scale- invariant and
uses the Wishart distribution in the likelihood term. On the algorithmic
side, a highly efficient sampling algorithm is presented. Experiments indi-
cate the advantage of encoding the translation invariance into the likelihood
and our clustering algorithm clearly outperforms several hierarchical cluster-
ing methods. Secondly, we extend this clustering method to a novel Bayesian
multi-view clustering approach based on distance data. We show that the
multi-view clustering method reveals shared information between different
views of a phenomenon and we obtain an improved clustering compared to
clustering on every view separately.
ii
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Notations
In Identity matrix of size n
0n Zero vector of size n
1n Vector of all-ones of size n
R Real numbers
Rn+ {x ∈ Rn|x ≥ 0}
Rn++ {x ∈ Rn|x > 0}
X Data matrix in Rn×d
XT Transpose of X in Rd×n
S Similarity or dot-product matrix in Rn×n, S = XXT
D Distance matrix in Rn×n, Dij = Sii + Sjj − 2Sij
B Partition matrix in Rn×n
kB Number of blocks present in B
nb Size of block b ∈ B
x A column vector
xT Transpose of a vector x
rank(X) Rank of a matrix X
N(X) Nullspace of a matrix X
tr(X) Trace of a matrix X
Diag(x) n× n diagonal matrix with components of x ∈ Rn on diagonal
N (µ,Σ) Normal distribution with mean µ and covariance matrix Σ
Dir(θ) Dirichlet distribution with parameter vector θ
Wd(Σ) Wishart distribution with covariance matrix Σ and d degrees of freedom
p(y|a, b) Probability of y given parameters a and b
l(·) Likelihood function
L(·, ·) Lagrangian function
￿p p-norm of a vector x ∈ Rn, ￿x￿p = (
￿n
i=1 |xi|p)
1
p
￿1,p Sum of ￿p-norms of sub-vectors xj ,
￿J
j=1 ￿xj￿p
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Chapter 1
Introduction
1.1 General Motivation
Most traditional approaches in machine learning focus on learning on one
single isolated data set. This holds true for supervised as well as for unsu-
pervised learning methods. It is clear that the restriction to learn on isolated
data sets neglects certain fundamental aspects of human learning. Humans
approach a new learning task on the basis of knowledge gained from previ-
ous learned tasks. Learning would be a lot more difficult if knowledge gained
from earlier tasks could not be used to learn a new related task. Thus,
transfer of knowledge is an essential element in learning. The process of
transferring knowledge over related tasks or views of data is called transfer
learning. Examples for transfer learning in human life are when one finds it
easier to learn the rules of a new card game having already learned another
card game or to learn a Romance language like Spanish or French by already
being proficient in Italian. This process of transfer learning across tasks that
is very natural for humans constitutes a major problem in machine learning.
When different tasks are related, it can be advantageous to learn all tasks
simultaneously instead of following the more traditional approach of learning
each task independently of the others.
In this thesis, we present novel methods for transfer learning, both in super-
vised and in unsupervised learning problems.
We approach the problem of learning data representations that are common
across multiple related tasks in a supervised learning setting. Multi-task
learning is one way of achieving inductive transfer between different tasks or
instances. The principle goal of transfer learning is to improve generalization
1
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performance by using information available across all related tasks. Relat-
edness of tasks is the key to the multi-task learning approach. Obviously,
one cannot expect that information gained through the learning of a set of
tasks will be relevant to the learning of another task that has nothing in
common with the already learned set of tasks. When the tasks are related,
joint learning usually performs better than learning each task independently.
Learning jointly over related tasks is of special importance when only few
data points are available per task. In such cases, independent learning is
not successful. Moreover, learning common sparse representations across
multiple tasks or data sets may also be of interest as sparse solutions are
much easier to interpret. While the problem of learning sparse representa-
tions has been extensively studied for single-task supervised learning (e.g.,
using 1-norm regularization), there has been done only limited work in the
multi-task supervised learning setting. In the first part of this thesis we close
this gap. We evaluate a class of regularizers which are used for multi-task
learning in terms of prediction and interpretability of solutions. The class
of regularizers we formally study addresses both problems, coupling of tasks
and enforcing sparsity.
The methods we consider in the first part of the thesis need vectorial data
as input data. Often, however, no access is given to the underlying vectorial
representation of the data, but only pairwise distance are measured, espe-
cially in biological and medical problems. Relational data, or distance data,
is in no natural way related to the common viewpoint of objects lying in some
well behaved space like a vector space. A loss-free embedding of relational
data into a vector space is usually not possible.
In the second part of the thesis we approach this problem and develop un-
supervised Bayesian clustering methods that are able to work on distance
data directly. First, we present a flexible probabilistic clustering method
that is rotation- and translation- invariant. A Dirichlet process prior is used
to partition the data. In a second step we approach the transfer-learning
problem in unsupervised learning: the goal is to learn the common structure
across multiple views of co-occurring samples instead of learning on every
view separately. Here multi-view learning is one way of achieving inductive
transfer between different views of a phenomenon. The aim is to use the re-
lationship between these views to improve the learning process and to learn
simultaneously from two or more data sets with co-occurring observations.
Despite the strong presence of medical and biological applications it is im-
portant to notice that the methods are not restricted to biomedical problems.
The methods are very generic and cover a broad field of application.
2
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1.2 Outline and Contributions
After giving a brief overview of the main ideas of this thesis, we now present
a more detailed roadmap of how this work is organized in the forthcoming
chapters.
This thesis is divided into two parts, the first part addresses supervised data
analysis and the second part unsupervised data analysis. Chapter 2 func-
tions as a general introduction to both areas of data analysis. It consists
of sections that are on some extent detached from each other but provide
necessary background for the thesis.
In the first part of the thesis, we concentrate on the problem of variable se-
lection in supervised learning problems. Chapter 3 lays the foundation for
variable selection in linear regression models. The need for sparse learning
algorithms is explained. A method for single variable selection, the Lasso, as
well as the Group-Lasso for grouped variable selection are introduced. Fi-
nally, the multi-task problem setting is presented and the use of the Group-
Lasso to solve multi-task learning problems is explained.
In Chapter 4 we present one of the main contributions of this thesis: a
complete analysis of the ￿1,p Group-Lasso. We characterize conditions for
solutions of the Group-Lasso for all p-norm regularizations and we present a
highly efficient unified active set algorithm with convergence guarantee. This
new method is then tested on many real-world multi-task data sets where
the main application area lies in the field of biomedical data analysis.
In the second part of the thesis, we look at unsupervised learning problems.
Chapter 5 introduces partition processes and the Gauss-Dirichlet clustering
process which constitute the basis for the subsequent analysis. While the
first part of the thesis concerned vectorial data, the second part concentrates
on a different aspect of data analysis that is of high importance: the focus
is set on data that is not available in vectorial form, but solely in form of
pairwise distances.
In Chapter 6 we present the second main contribution of the thesis: a proba-
bilistic clustering approach to cluster distance data. This Bayesian clustering
method is translation- and rotation- invariant and enables to work on dis-
tance data directly. No embeddings into a vector space are needed. A highly
efficient sampling algorithm is presented. Finally, we even go beyond learning
on single instances and consider the transfer learning problem on distance
data. We extend the novel model in a way that it is able to cluster multiple
views of co-occurring samples.
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In summary, two main types of contributions are presented in this thesis.
First, we present a novel theory in the field of supervised multi-task learning.
Second, we introduce a novel method in the area of unsupervised learning to
cluster distance data which is able to partition data that is either available
as single instances or as multiple views. Figure 1.1 illustrates the topics
discussed in this thesis.
Figure 1.1: Illustration of the organization of the thesis. Discussed topics
are highlighted.
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The following publications have resulted out of the work presented in this
thesis:
• A Complete Analysis of the ￿1,p Group-Lasso.
Julia E. Vogt and Volker Roth.
Proceedings of the 27th International Conference on Machine Learning,
2012.
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Chapter 2
Background
2.1 Supervised Data Analysis
One of the aims in data analysis is to analyze the relationship between mea-
surements and the corresponding responses that belong to each measurement.
The measurements X are referred to as input data and the responses y as
target or response variables. Such a type of learning where not only the input
data but also the corresponding targets are observed is known as supervised
learning. The aim is to learn the “best” mapping f from the input space to
the target space to predict the target values for new unknown data, the test
data, i.e. a function f that generates values y￿ that are close to the ”real”
target values y (see e.g. [Bish 09] for more details). If the target labels are
discrete, then the learning problem is called classification and we want to
predict which category or class a new sample belongs to. In case of contin-
uous labels, we are looking at a regression problem. In regression, the aim
is to find a function that fits the data points best. The inferred function
should predict the correct labels for any new test data. This requires the
estimated function f to be able to generalize from training data to unknown
test data. In standard learning problems, one data set at a time is considered
and the learning problem for every data set is solved separately. An example
for classification and regression is depicted in Figure 2.1.
Application of Supervised Data Analysis in Medicine. We present
a medical example for the case of supervised classification. The input data
consists of gene expression values for various genes measured from various
patients suffering from hepatitis C. Each patient either responded to a special
7
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Figure 2.1: A graphical depiction of classification (left) and regression
(right). In classification, the aim is to predict which category or class a
new sample belongs to whereas in regression one wants to find a function
that fits the data points best.
medical treatment or did not respond. The response in this case is a binary
variable which can take values {0, 1} where 0 and 1 indicate the patients’
response and non-response to treatment respectively. The goal is then to
learn a function which can take the gene expressions as input and accurately
predicts whether a new patient will respond to the treatment or not. Details
to this special problem can be found in [Dill 11].
2.1.1 Linear Regression Models
Linear regression models are, due to its simplicity, amongst the most used
models for analyzing regression problems. The simplest form of a linear
regression model is linear in its input variables and in its parameters and is
defined as
y = β0 + β1x1 + · · ·+ βdxd (2.1)
with input variable x = (x1, . . . , xd)T , parameters β0, . . . , βd and correspond-
ing target value y. The goal is to find the optimal regression coefficients β
which minimizes the difference between the predicted target value y￿ and the
real target value y.
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Ordinary Least Squares (OLS), for instance, is a well-known technique to
solve this minimization problem. In case of OLS, the sum of the squared
difference between observed and predicted response is minimized to find the
optimal values of β. Given a training set with n observations, arranged
as the rows of a data matrix X ∈ Rn×d and the corresponding target values
y = (y1, . . . , yn), the optimization problem that needs to be solved is a convex
one and results in the following:
￿y −Xβ￿22 → min
β
, (2.2)
where β = (β0, . . . , βd)T .
2.1.2 Sparsity in Data Analysis
In the medical classification example mentioned above, one aim was to predict
the correct responses for new unseen data. The other prominent goal the
medical doctors were interested in was to identify a small subset of genes that
are more important in terms of predicting the outcome than the remaining
set of variables. By using hundreds or thousands of genes for data analysis,
interpretation of the result might be difficult. Moreover, selecting genes in
advance is often difficult or might not even be possible. This problem of
preselecting genes leads to a different aspect of data analysis: to determine
the significance of the input variables in terms of predicting the response.
The aim is now to obtain solutions that are easier for the expert to interpret
by identifying a small subset of significant variables. Obtaining a small set
of genes enables the medical doctors to focus their research efforts on those
specific few genes found by the sparse predictor. Sparse learning refers to
methods of learning that seek a trade-of between prediction accuracy and
sparsity of the result. By forcing the solution to be sparse, as in obtaining a
sparse set of genes, better interpretability of the model is expected.
2.1.3 Multi-Task Learning
In standard learning problems one data set is considered and the learning
problem for this single data set is solved. In case one or more related prob-
lems (or tasks) exist, all problems are solved independently of each other.
In the following, we look at the non-standard case of learning by simultane-
ously utilizing the information given by multiple related data sets. Multi-task
learning is based on the assumption that multiple tasks share some features
9
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or structures. By tasks we denote related data sets that share the same set of
features but stem from different measurements. The aim is to profit from the
amount of information given by all data sets together. This is especially im-
portant if every single data set consists of only few data points. Especially in
biomedical applications, often high dimensional data is available but sample
size is small. This problem arises for instance in gene expression measure-
ments by measuring the expression values of tens of thousands of genes of
only a few patients. In multi-task learning the aim is to learn on many related
data sets simultaneously and hence be able to get a better prediction than
on learning on every of these data sets separately. In terms of variable selec-
tion, this means that the problem of joint variable selection across a group of
related tasks is considered instead of single variable selection per task. The
multi-task scenario is illustrated in Figure 2.2. Experimental work showing
the benefits of such transfer learning relative to individual task learning are
given, for instance, in [Caru 97], [Oboz 06], [Yu 07], [Argy 07] or [Bick 04].
Task 1
independent
Task 2
independent
...
independent
Task m
Single-Task Learning
✛
✚
✘
✙✛
✚
✘
✙
✛
✚
✘
✙
Task 1
| coupled
Task 2
| coupled
...
| coupled
Task m
Multi-Task Learning
✛
✚
✘
✙✛
✚
✘
✙
✛
✚
✘
✙
Figure 2.2: Single-task learning versus multi-task learning: In single task
learning, all tasks are solved independently of each other whereas in multi-
task learning the tasks are coupled. This coupling allows to learn over all
data sets simultaneously.
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2.2 Convex Optimization
Convex optimization plays an important role in our work on multi-task learn-
ing. Here, we briefly remind of the basics of convex optimization. For two
convex and continuously differentiable functions f and g the general con-
strained convex optimization problem reads as:
(P )
￿
f(x) −→ min
g(x) ≤ 0
For convex problems some nice properties hold, e.g., every local solution is
also a global solution and if f is strictly convex and an optimum exists, then
the optimum is unique.
The Lagrangian function L to the problem (P ) is defined as a weighted sum
of the objective function and the constraint function, i. e.
L(x, y) := f(x) + λg(x)
for λ ∈ R+. λ is called the Lagrangian multiplier or Lagrangian dual variable.
A problem that is closely related to (P ) is the so-called Lagrange dual func-
tion associated with (P ). The dual problem is defined by:
(D)
￿
ϕ(λ) := inf
x
L(x,λ) −→ max
λ ≥ 0
In general, it is not guaranteed that the dual problem has a solution, even if
the primal problem has a solution, as well as the other way round.
In convex optimization, if Slater’s condition is fulfilled (i. e. if a feasible vector
x˜ exist so that g(x˜) < 0), then strong duality holds, i. e. inf(P ) = sup(D).
Strong duality implies that the constrained primal problem (P ) and the pe-
nalized Lagrangian problem L are related in the following way: any primal
feasible solution (x˜, λ˜) of (D) is also a solution to (P ). On the other hand, if
an optimum x˜ to (P ) exists, then there also exists a λ so that (x˜,λ) optimize
(D). This observation is extremely useful, especially in cases when the dual
problem is easier to solve than the primal problem.
11
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2.3 Bayesian Inference
In the second part of the thesis, a Bayesian clustering model is presented. In
this Section we explain the basics of a probabilistic Bayesian view point of
an optimization problem. The first component of Bayesian analysis consists
of a prior belief over the parameters θ of a model before any data is observed
which might change this prior belief. This prior belief is represented in the
form of a probability distribution p(θ). The second component of Bayesian
analysis is the likelihood function. The observations, denoted by D, are
modeled by the likelihood function p(D|θ), which quantifies how well the
parameters explain the observed data. The goal is to model the effect of the
observations on the prior belief over θ. Such an effect can be obtained using
Bayes theorem:
p(θ|D) = p(D|θ)p(θ)
p(D)
∝ p(D|θ)p(θ)
(2.3)
p(D) denotes the normalization constant. Using Bayes’ theorem, we obtain
p(θ|D), the so-called posterior distribution over θ. The posterior distribution
models the posterior belief in θ based on observed data. The optimal value
of θ can be found by maximizing the posterior distribution over θ.
2.4 Unsupervised Data Analysis
Unsupervised data analysis refers to learning problems where the training
data consists of a set of input vectors without any corresponding target val-
ues like in supervised learning. Unsupervised partitioning or clustering aims
at extracting hidden structure from data. Figure 2.3 illustrates the processes
of supervised and unsupervised learning. An important research area in unsu-
pervised learning is probabilistic modeling. Here the underlying assumption
is that a generative model exists that captures the hidden structure of the
data. In unsupervised clustering, one finds such a probability distribution
that models this hidden structure. We briefly introduce the well known finite
and infinite mixture models in the next Section. We also illustrate with an
application example how these clustering models were used in recent medical
research concerning the treatment of chronic hepatitis C. In Chapter 6, we
extend these well known clustering concepts from vectorial to distance data
and we show how the hidden structure of the data can be learned not only
on single instances but even on multiple data sets.
12
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Supervised Learning
Input data X and y
Learning Algorithm
Inferred Function f New Observarions
Predicted Response
Unsupervised Learning
Input data X
Inferred Model
Identified Patterns
Figure 2.3: A graphical depiction of the supervised and unsupervised learn-
ing problem. The supervised learning problem (left) involves the learning of
a relationship between input and response variables. The observations are
used to train a learning algorithm which is then used for predicting responses
for new inputs. In unsupervised learning, no target values are given. The
aim is to find a model which extracts patterns within the given data.
2.4.1 Finite and Infinite Mixture Models for
Clustering
In this Section we introduce the well-known concept of mixture models for
clustering. A cluster denotes a group of similar data points. From a Bayesian
perspective, one cluster can be interpreted as one component of a mixture
model, and the data points which belong to this cluster are assumed to
be sampled from the same distribution. Learning the underlying clustering
structure basically means learning the parameters for each component distri-
bution of the mixture model. The assumption is that every object, i.e. every
data point, belongs to one class b and that the assignment of an object x to
a class is independent of the assignments of all other objects. For K classes,
i.e. for K clusters and for n d-dimensional observations arranged in a data
matrix X ∈ Rn×d the probability of all n objects reads as
p(X|θ) =
n￿
i=1
K￿
k=1
p(xi|bi = k)θk. (2.4)
where θk denotes the weight of class k and θ = (θ1, . . . , θK) a variable with
a prior distribution p(θ).
13
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By using a Bayesian mixture model, every data point belongs to one clus-
ter with a special probability, the output of the clustering is a probability
distribution. There exist two types of clustering frameworks, the finite and
the infinite mixture models. Finite mixture modeling means that there are a
fixed number K of components in the mixture. This corresponds to learning
a fixed number of clusters for the given data in contrast to infinite mixture
models. The mixture of Gaussians is a well studied example of a finite mix-
ture model, see e.g. [Cord 01]. Popular clustering algorithms like k-means
are special cases of this method. An important question in finite mixture
modeling is how the number of mixture components K is chosen. One way
to handle this question is to use cross-validation, a standard technique for
model selection. However, cross validation often leads to high computational
costs because the model needs to be trained many times with different values
for K. Then, K with the highest likelihood on some held-out data is cho-
sen. This problem can be circumvented by using an infinite mixture model,
where in principle infinitely many clusters are feasible. The extension from
finite to infinite mixture models leads to a Dirichlet process mixture model,
formally discussed in [Ferg 73]. The Dirichlet process denotes a nonparamet-
ric Bayesian framework for mixture models. In the case of infinitely many
classes, equation (2.4) changes to the following for K →∞:
p(X|θ) =
n￿
i=1
∞￿
k=1
p(xi|bi = k)θk (2.5)
Specifically, a distribution on partitions of objects is defined and the probabil-
ity of a partition is independent of the ordering of the objects. We will briefly
explain a process that induces a distribution on partitions, the well-known
Chinese Restaurant process, see for instance [Ewen 72, Neal 00, Blei 06].
The Chinese Restaurant Process
The Chinese restaurant process was introduced by Jim Pitman [Pitm 06]
and relies on the following metaphor: imagine a Chinese restaurant with
countably infinitely many tables. Objects that are supposed to get clustered
correspond to customers and the clusters correspond to tables at which the
customers sit. Customers walk in, one after another and sit down at some
of the tables. A customer chooses a table according to the following random
process:
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1. The first customer always chooses the first table.
2. The n-th customer chooses the first unoccupied table with probability
α
n−1+α where α is a scalar parameter and an already occupied table
with probability cn−1+α , where c denotes the number of people sitting
at that table.
This process continues until all customers are seated and defines a distri-
bution over the allocation of customers to tables. Any seating arrangement
creates a partition. Thereby, the probability of a seating is invariant under
permutations, it is an exchangeable partition process. The Chinese restau-
rant process is an intuitive example that demonstrates how a prior for an
infinite mixture model can be specified and it shows a sequential process
that generates exchangeable cluster assignments. This process is illustrated
in Figure 2.4 on an example of clustering genes.
Figure 2.4: Illustration of the Chinese restaurant process, with genes corre-
sponding to customers and clusters corresponding to chosen tables.
Application of Clustering in Medicine. As an example for clustering,
we again present a medical example. In this study, the pharmacodynamics
of a drug at various time points during the treatment of chronic hepatitis C
were investigated. We used a Bayesian infinite mixture model as explained
in Section 2.4.1 to cluster the gene expression data that was obtained from
liver biopsies. By using a Dirichlet process prior, we did not need to fix the
number of clusters in advance. Based on their expression values over time,
three distinct gene clusters were identified which correlated with tumor dif-
ferentiation grade, tumor size and enrichment of specific signaling pathways.
This work was presented at the International Liver Congress (ILC) 2012 in
Barcelona and a manuscript is in progress.
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2.4.2 Multi-View Learning
In this Section we consider the problem of clustering multiple instances in
parallel instead of single instances independently of each other. The idea is
to get a better representation by jointly using multiple views of the same
underlying phenomenon and improve performance of the learning algorithm.
Clustering data that is available in multiple instances is a problem in the
area of transfer learning. The aim is to learn from two or more data sets
with co-occurring observations and to use all the available information in-
stead of formulating separate problems. Increased performance compared
to traditional single-view learning has been reported in various applications
(see e.g. [Chau 09], [Bick 04] or [Bick 05]). Assume there are two random
vectors x1 and x2 ∈ Rd that each characterize the same object, but in dif-
ferent views. Both vectors are Gaussian distributed x1|z ∼ N (µzx1 ,Γx1) and
x2|z ∼ N (µzx2 ,Γx2), where µzx1 and µzx2 denote the mean vector in view 1
and view 2 corresponding to cluster z. The model (cf. [Klam 06]) then reads:
z ∼ Mult(θ) (2.6)
(x1,x2)|z ∼ N (µz,Γ), (2.7)
which corresponds to a standard mixture of Gaussians. µz and Γ denote the
joint mean vector and covariance matrix. Using a full covariance matrix
Γ =
￿
Γx1 Γx1x2
Γx2x1 Γx2
￿
(2.8)
leads to a model that does not differentiate between dimensions and views.
This coincides to single-view clustering in the augmented space, also called
product space.
A special case of the multi-view setting is the so-called dependency-seeking
clustering [Klam 06]. Here, the underlying assumption is that views are
conditionally independent of each other given some cluster structure. Such
a model is supposed to identify dependencies between data sets and thus
reveals shared information. The idea behind dependency-seeking clustering
is to find a coherent structure among all views that is based on their inter-
dependencies. This is achieved by replacing the previous covariance matrix
(2.8) with the following:
Γ =
￿
Γx1 0
0 Γx2
￿
(2.9)
The dependency-seeking aspect is caused by the off-diagonal zero-entries
which effectively forces the model to uncover between-view dependencies
based on a common cluster structure.
16
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2.5 Summary
In this chapter we introduced some basic concepts of both supervised and
unsupervised learning problems that we will use throughout the following
chapters. The next chapter concentrates on supervised learning and functions
as an introduction to variable selection in linear regression models. The
concepts and ideas we present in Chapter 3 constitute the foundation for our
work on multi-task learning in Chapter 4.
17

Chapter 3
Variable Selection in Linear
Regression Models
3.1 Introduction to Linear Regression
Models
We already mentioned briefly in Chapter 2 how data analysis is accomplished
with the use of regression models. In this section we explain the general setup
of linear regression models. Given a d-dimensional input variable x ∈ Rd the
goal in linear regression models is to predict a corresponding real-valued
response variable y ∈ R. The relationship between these two variables is
defined based on a function which is linear in the regression coefficients
β = (β1, β2, ..., βd)T and possibly nonlinear in its basis functions φ(x) =
(φ1(x),φ2(x), ...,φd(x))T and reads as y = φ(x)Tβ.
If we obtain a set of independent and identically distributed (i.i.d) observa-
tions D = {xi, yi}ni=1, our goal is to find the value of β which best explains
the observations. The estimation of the optimal β is done by defining a like-
lihood function l(β) which quantifies how well the data is explained based
on the given parameter β. The goal of inference is to find the parameter
β which maximizes the likelihood function. This results in the following
maximization problem
l(β)→ max
β
. (3.1)
Often, the equivalent minimization problem
− ln(l(β))→ min
β
(3.2)
19
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is considered instead, where “ln” denotes the natural logarithm function: the
logarithm function is monotonically increasing, hence maximizing a function
is equivalent to maximizing its log or minimizing the negative log.
Hence equation (3.1) and equation (3.2) represent two views of the same
optimization problem. In the following, the objective function − ln(l(β)) is
referred to as cost function.
By inferring an optimal function the aim is to be able to generalize the rela-
tionship between given input and response for unknown data. The objective
is to be able to predict responses for new inputs where the true targets are
unknown. This notion of generalization can be quantified by measuring the
error, called prediction error, made in predicting responses for unseen data.
The lower the error, the better is the generalization capacity of the model.
3.2 Generalized Linear Models
So far we discussed linear regression models where the response variables
consisted of real-valued scalars. To be able to handle other types of response
variables like binary values or count data, we now introduce an extension of
the concept of linear models, the generalized linear model (GLM). According
to [McCu 83], a generalized linear model consists of three elements:
1. The first element is a random component f(y;µ) specifying the stochas-
tic behavior of a response variable y which is distributed according to
some distribution with mean µ.
2. The second part of the model consists of a systematic component of
the model. It is a description of the vector η = xTβ, specifying the
variation in the response variable accounted for by known covariates x
for some unknown parameters β.
3. The third component is described by a link between the random and
the systematic part of the model. The link function ν(µ) = η specifies
the relationship between the random and systematic components.
Classical linear models employ a normal distribution in the random compo-
nent and the identity function as link function.
GLMs allow us to replace the normal likelihood by any exponential family
distribution as random component and to use any monotonic differentiable
function ν as link function.
20
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A distribution from the exponential family has the following form:
f(y; θ,φ) = exp(φ−1(yθ − b(θ)) + c(y,φ)), (3.3)
with natural parameter θ, sufficient statistics y/φ, log partition function
b(θ)/φ and a scale parameter φ > 0.
In model (3.3), the mean of the responses µ = Eθ[y] is related to the nat-
ural parameter θ by µ = b￿(θ). The link function ν can be any strictly
monotone differentiable function. In the following, however, we will consider
only canonical link functions for which ν(µ) = η = θ. We will thus use the
parametrization f(y; η,φ).
From a technical perspective, an important property of this framework is
that log f(y; η,φ) is strictly concave in η. The concavity follows from the
fact that the one-dimensional sufficient statistics y/φ is necessarily minimal,
which implies that the log partition function b(η)/φ is strictly convex, see
[Brow 86, Wain 05].
The standard linear regression model is a special case derived from the normal
distribution with φ = σ2, the identity link η = µ and ν(η) = (1/2)η2. Other
popular models include logistic regression (binomial distribution), Poisson
regression for count data and gamma-models for cost- or survival analysis.
3.3 Regularization in Linear Models
In case of OLS, as introduced in Section 2.1, the problem of minimizing
the cost function for some data matrix X, labels y and coefficients β is the
following:
￿y −Xβ￿22 → min
β
(3.4)
However, often OLS performs poorly, due to over-fitting. This phenomenon
can arise if the space of possible functions over which the optimization is
done, the so-called hypothesis space, allows a very rich set of functions. It
might happen that the resulting optimal function fits the training data per-
fectly, but performs poorly in prediction because the estimation is tuned
specifically for the training data. The reverse problem can happen as well: if
the hypothesis space is chosen to be too restrictive, under-fitting can occur
due to the restrictive choice of possible functions. By introducing some reg-
ularization term, the over- and under-fitting phenomenon can be controlled
21
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and the OLS solution can be improved. A well known regularization tech-
nique called ridge regression consists in adding a penalty term to penalize
large β-values:
￿y −Xβ￿22 + λ￿β￿22 → min
β
(3.5)
λ denotes a Lagrangian parameter that governs the importance of the regu-
larization. Equivalently we can look at the constrained optimization problem
by adding a feasible region to the optimization problem (3.4) and forcing the
coefficients to lie within that feasible region:
￿y −Xβ￿22 → min
β
(3.6)
s.t. ￿β￿22 ≤ κ (3.7)
κ denotes a parameter that defines the size of the feasible set. By adding
this constraint, the coefficients are restricted to small values.
Techniques of this kind that reduce the value of the coefficients are called
shrinkage methods. As mentioned in Section 2.1.2, often it is not only desired
to obtain a low prediction error but also a model that is easy to interpret.
While dealing with large sets of predictor variables, usually it is desirable
to select a small set of significant variables which have a strong effect on
the response variable. The selection of a small subset of variables is espe-
cially important from an application point of view, e.g. when dealing with
gene expression data sets. Often, the expert needs to know which genes are
the most important or significant ones for prediction out of a set of tens of
thousands of genes. This process of selecting significant variables is called
feature selection. Feature selection can be interpreted as estimating a set of
regression coefficients for the significant predictor variables which results in
a sparse vector β. A variable xi in this interpretation is called significant
if the corresponding value βi ￿= 0. Ridge regression is an effective tool to
control the phenomenon of over-fitting by shrinking the coefficients, but it
is not sufficient for variable selection as it does not force the solution to be
sparse. To separate out the more significant variables from lesser significant
ones requires an extra selection step after obtaining the β estimates. This fil-
tering of significant variables can be obtained by using sparse regularization
techniques as will be discussed in the following.
22
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3.4 Single Variable Selection - The Lasso
A promising technique of sparse regularization called the Lasso was proposed
by Tibshirani in [Tibs 96]. The Lasso regularization consists in adding an
￿1-norm regularization to the cost function, as opposed to the ￿2-norm regu-
larization. This regularization has the effect of shrinking the β parameters
as in ridge regression, but in addition it forces the solution to be sparse:
￿y −Xβ￿22 + λ￿β￿1 → min
β
(3.8)
The constrained form of this problem is the following:
￿y −Xβ￿22 → min
β
(3.9)
s.t. ￿β￿1 ≤ κ (3.10)
The main advantage of the Lasso is that it does both, continuous shrinkage
and automatic sparse variable selection. Figure 3.1 shows the least squares
cost function and the constraint region for ridge regression and the Lasso. It
illustrates that the variables selected by ridge regression are shrunk, but not
sparse due to the spheric form of the feasible set and the variables selected
by the Lasso are shrunk and in addition encouraged to be sparse by using
the ￿1-norm constraint.
By using different values for the model parameter κ (or λ in the Lagrangian
version), different models are obtained. Hence κ can be viewed as a model
selection parameter which also has to be inferred as a part of the learning
process which is usually done via cross-validation. In cross-validation, the
training data is divided into two parts, a training set to train the model with
a fixed value of κ and a test set. The test set is used for calculating the
prediction performance of the model. For each κ, this procedure is averaged
out for different divisions of the training set on a range of values for κ. The
value of κ that yields the best accuracy is chosen and the full training data
is then used to obtain the final Lasso estimates.
3.5 Grouped Variable Selection -
The Group-Lasso
The Lasso was extended by Turlach et. al. ([Turl 05]) and by Yuan and Lin
([Yuan 06]) to the problem, where explanatory factors are represented as
23
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Figure 3.1: Left panel: regularization via ridge regression. Right panel:
regularization with the Lasso
groups of variables, leading to solutions that are sparse on the group level.
This method that selects sparse groups instead of single variables is called
Group-Lasso. The Group-Lasso penalty is defined as the sum over the norm
of groups of covariates.
More specifically, the ￿1,2 Group-Lasso problem for OLS for J groups is the
following
￿y −Xβ￿22 + λ(
J￿
j=1
￿βj￿2)→ min
β
(3.11)
or, in constrained form:
￿y −Xβ￿22 → min
β
(3.12)
s.t.
J￿
j=1
￿βj￿2 ≤ κ (3.13)
βj denotes a sub-vector of β which represents all regression coefficients of
group j. The constraint consists in the sum over the ￿2-norm, which is called
24
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￿1,2-norm. The general constraint
￿J
j=1 ￿βj￿p is referred to as ￿1,p-norm. In
principal, any ￿1,p-norm can be used for regularization in (3.13) or (3.11).
While a lot of emphasis has been put on analyzing the ￿1,2- and ￿1,∞-norms,
it remains unclear which general ￿1,p-norm is to be preferred under which
conditions. A formal characterization of the solution for general ￿1,p-norms
is missing, and practical comparison experiments are difficult due to the lack
of efficient algorithms for any p /∈ {2,∞}. One main contribution of this
thesis is to overcome these problems by providing a formal characterization
of the solution and by developing efficient algorithms for all ￿1,p-norms.
In Figure 3.2, the OLS cost function and the ￿1,2 Group-Lasso constraint
region are illustrated in three dimensions for two groups. The feasible set is
a cone and the optimum of the function is most likely found on the tip of the
cone where one group is set to zero which leads to sparsity on the group-level.
Figure 3.3 shows the same scenario with the ￿1,∞ Group-Lasso constraint.
3.6 The Group-Lasso for Multi-Task
Learning
As mentioned in Section 2.1.3, if many related tasks are available, prediction
can be optimized by learning over all tasks simultaneously instead of handling
single tasks separately. One possibility for dealing with multi-task problems
is the Group-Lasso we introduced in Section 3.5. The motivation for using
the Group-Lasso is to couple the individual tasks via the group-structure in
the constraint term.
We will explain the multi-task problem setting as we consider it in this work
on the example of the MovieLens data set.1 MovieLens contains 100,000
ratings for 1682 movies from 943 users. Every user ranks some movies in a
five-point scale (1, 2, 3, 4, 5). The genre information of the movies is used as
features. Every user defines a task, hence we have 943 tasks and 19 features
in this data set, as the information about 19 movie genres is available. Figure
3.4 illustrates the MovieLens data set.
The aim now is to predict how a new movie would be ranked. In standard
learning, this learning problem would be solved for every user separately.
The problem is that every single user only ranks a small number of movies,
hence sample size per user is small. Usually, this leads to poor prediction
1The data is available at http://www.grouplens.org.
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Figure 3.2: ￿1,2 Group-Lasso with constraint
2￿
j=1
||βj||2 ≤ 1: feasible set is a
cone.
accuracy. However, it seems to be reasonable to assume that all users share
some preferences in ranking movies. This explains the great success of some
movies and the flop of others. One alternative to learning on every task
separately could be to simply pool the data to one big data set and to use
the information jointly given by all users. Pooling the data basically means
assuming that there was one single user that ranked all movies. The problem
with this approach is that although we assume that the users are similar
in a way, they are not exactly the same. They differ in age, gender and
movie preferences. Hence, just pooling the data is not a good idea either.
The approach which seems to be most promising is to couple the different
tasks and learn over all tasks simultaneously. This is exactly the multi-task
approach we will explain in more detail in the following.
26
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Figure 3.3: ￿1,∞ Group-Lasso with constraint
2￿
j=1
||βj||∞ ≤ 1: feasible set is
a pyramid.
In general, in multi-task learning we obtain multiple tasks. In the following
we illustrate how the data looks like for m tasks, d features and total sample
size n, where n is split up into sample size ni for every task i, i.e. n =
m￿
i=1
ni.
The data matrix Xi ∈ Rni×d for task i has the following form
Xi =

feature 1 feature 2 · · · feature d
xi11 x
i
12 · · · xi1d
...
... · · · ...
xini1 x
i
ni2 · · · xinid
 := ￿ xi1 xi2 · · · xid ￿
with corresponding target yi =
 yi1...
yini
 and coefficient βi =
 βi1...
βid

In this setting, every feature defines a group, i.e. we consider m tasks and d
groups. The multi-task data matrix XMT ∈ Rn×dm that will be considered
to solve the multi-task learning problem for all m tasks simultaneously by
27
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Figure 3.4: Illustration of the MovieLens data set.
coupling the tasks via the group-lasso has the following form
XMT =

x11 0n1 · · · 0n1
0n2 x
2
1 0n2 · · ·
. . .
0nm 0nm · · · xm1
· · · · · ·
x1d 0n1 · · · 0n1
0n2 x
2
d 0n2 · · ·
. . .
0nm 0nm · · · xmd

where 0ni denotes a vector of zeroes of length ni. The corresponding response
vector yMT ∈ Rn and the coefficients βMT ∈ Rdm have the following form:
yMT =
 y1...
ym
 , βMT =

β11
...
βm1
...
β1d
...
βmd

:=
 β1...
βd

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Hence, the ￿1,p Group-Lasso problem for the OLS likelihood for multi-task
learning reads as the following:
￿yMT −XMTβMT￿22 → min
β
(3.14)
s.t.
d￿
j=1
￿βj￿p ≤ κ (3.15)
The motivation for using the Group-Lasso here is to couple the individual
tasks via the group-structure of the constraint term. By coupling the tasks
we profit from the amount of data given by all tasks together without pooling
the data or without being restricted to handling every task separately and
suffering from low sample size. Thereby the coupling strength between the
tasks heavily depends on the choice of the p-norm.
3.6.1 Coupling Strength of ￿p-Norms
The coupling properties of the different p-norms have a major influence on the
prediction performance of the Group-Lasso variants. The higher the value of
p, the stronger the different tasks will be coupled. For p = 1, the tasks within
one group are barely coupled, as the ￿1,1 regularization only induces a global
coupling over all tasks. For p = 2 there exists an intermediate coupling of
tasks within a group and for p =∞ the coupling of the tasks is very strong.
This is due to the fact that the ￿∞-norm only penalizes the maximum absolute
entry of a group, meaning we can increase all other parameters in this group
to the maximum value without changing the constraint. Hence we can assign
maximum weight to every task in this group. The relation between coupling
strength and value of p is illustrated in Figure 3.5 and Figure 3.6. Figure 3.7
shows a graphical representation of different ￿p-norms.
￿p norms
p = 1
|
p = 2
| |
p =∞
”coupling strength”
within groupsweak intermediate strong
Figure 3.5: Coupling strength of ￿p-norms
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Figure 3.6: For the ￿1,∞ Group-Lasso, all βj in one group can be raised
to the maximum value without changing the value of the constraint. This
explains the strong coupling properties for p =∞.
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Figure 3.7: Different ￿p balls in 2 dimensions: red curve: ￿1, orange curve:
￿1.5, green curve: ￿2, brown curve: ￿3, blue curve: ￿∞.
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3.7 Summary
In this chapter, we introduced variable selection in linear regression models.
The need for regularization and, especially, for sparse regularization was
explained. The well known technique for sparse variable selection, the Lasso,
was presented as well as the Group-Lasso, a method for variable selection on
the level of groups of variables. The regularization term for the Group-Lasso
differs for varying choices of a p-norm. In this chapter, we explained the
use of different ￿1,p regularizers in a multi-task learning scenario where the
aim is to couple different, but related tasks over the group-structure of the
constraint term. The strength of the coupling heavily depends on the choice
of the p-norm. In the next chapter, we will have a close look at the class of
￿1,p regularizers for 1 ≤ p ≤ ∞.
31

Chapter 4
A Complete Analysis of the
Group-Lasso
In recent years, mainly two variants of the Group-Lasso have been proposed:
one uses the ￿1,2-norm and the other one the ￿1,∞-norm as regularization.
The ￿1,2-norm penalizes the sum of the group-wise ￿2-norms of the regression
weight, whereas the ￿1,∞-norm penalizes the sum of maximum absolute values
per group. Both regularizer induce sparsity on the group level. For ￿1,2-
constrained problems, extensive research was done, for example in [Yuan 06],
[Meie 08], [Argy 07] or [Kim 06]. The solution was characterized by analyzing
the optimality conditions by way of subgradient calculus, and conditions
for the uniqueness of the solution were formulated. There exist efficient
algorithms that can handle large scale problems with input dimension in the
millions, see for instance [Roth 08].
Algorithms for the second variant of the Group-Lasso utilizing the ￿1,∞-norm
were studied in [Turl 05, Schm 08, Quat 09]. However, questions about the
uniqueness of solutions were not addressed in detail, and the method still
suffers from high computational costs. Existing algorithms can handle in-
put dimensions up to thousands [Quat 09] or even up to several thousands
[Liu 09], but in practical applications these limits are easily exceeded.
The mixed-norm regularization for the ￿1,p Group-Lasso with 1 ≤ p < ∞
was elaborated recently in [Liu 10a] and [Zhan 10], but conditions for the
uniqueness of the solution were not formulated so far and for p /∈ {2,∞}, the
available algorithms suffer from high computational costs. For large-scale
problems with thousands of groups, existing methods are not efficient. So
far, no unified characterization of the solutions for all ￿1,p constraints with
1 ≤ p ≤ ∞ exists.
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In general, the ￿1,p Group-Lasso estimator with 1 ≤ p ≤ ∞ has several
drawbacks both on the theoretic and on the algorithmic side: (i) in high-
dimensional spaces, the solutions may not be unique. The potential existence
of several solutions that involve different variables seriously hampers the in-
terpretability of “identified” explanatory factors; (ii) existing algorithms can
handle input dimensions up to thousands [Kim 06] or even several thousands
[Meie 08], but in practical applications with high-order interactions or poly-
nomial expansions these limits are easily exceeded. For these reasons, large-
scale comparisons between the different Group-Lasso variants were compu-
tationally intractable; (iii) contrary to the standard Lasso, the solution path
(i.e. the evolution of the individual group norms as a function of the con-
straint) is not piecewise linear, which precludes the application of efficient
optimization methods like least angle regression (LARS) [Efro 04].
In this chapter we address all these issues: (i) we derive conditions for the
completeness and uniqueness of all ￿1,p Group-Lasso estimates, where a solu-
tion is called complete if it includes all groups that might be relevant in other
solutions. This means that we cannot have “overlooked” relevant groups.
Based on these conditions we develop an easily implementable test proce-
dure. If a solution is not complete, this procedure identifies all other groups
that may be included in alternative solutions with identical costs. (ii) These
results allow us to formulate a highly efficient active-set algorithm that can
deal with input dimensions in the millions for all p-norms. This efficient
algorithm enables us to directly compare the prediction performance and in-
terpretability of solutions for all different p-norms. (iii) The solution path
can be approximated on a fixed grid of constraint values with almost no
additional computational costs.
Large-scale applications using both synthetic and real data illustrate the
excellent performance of the developed concepts and algorithms. In particu-
lar, we demonstrate that the proposed completeness test successfully detects
ambiguous solutions and thus avoids the misinterpretation of “identified”
explanatory factors.
For the comparison of the different Group-Lasso methods, we consider two
common application scenarios of the Group-Lasso. On the one hand, the
Group-Lasso is used as a generalization of the standard Lasso for predic-
tion problems in which single explanatory factors are encoded by a group
of variables. Examples of this kind include dummy coding for categorical
measurements or polynomial expansions of input features. In these cases,
the focus is on interpretation, since it may be difficult to interpret a solution
which is sparse on the level of single variables.
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On the other hand, the Group-Lasso is often used in multi-task learning
problems, as explained in Section 3.6, where the likelihood factorizes over the
individual tasks. The motivation for using the Group-Lasso is to couple the
individual tasks via the group-structure of the constraint term. Multi-task
learning is based on the assumption that multiple tasks share some features or
structures. Each task should benefit from the information content of data of
all the other tasks, so that many learning problems can be solved in parallel,
as was shown in [Argy 07]. It should be noticed that in this case the Group-
Lasso cannot be interpreted as a direct generalization of the standard Lasso,
since the latter is unable to couple the individual tasks.
The remainder of this chapter is organized as follows: In Section 4.1, condi-
tions for the completeness and uniqueness of all ￿1,p Group-Lasso estimates
and a simple procedure for testing for uniqueness are given. In Section 4.2,
an active set algorithm is derived that is able to deal with input dimensions
in the millions so that large-scale problems can be handled efficiently. In
Sections 4.3 and 4.4 we report experiments on simulated and real data sets
which demonstrate the behavior of the different ￿1,p Group-Lasso methods.
4.1 Characterization of Solutions for the
￿1,p Group-Lasso
In this Section we follow the main ideas as [Osbo 00], with the difference that
we deal with the ￿1,p Group-Lasso and with a more general class of likelihood
functions from the exponential family of distributions, the generalized linear
models, as introduced in Section 3.2. Theoretical aspects of the ￿1,2 Group-
Lasso have been investigated analogously in [Roth 08]. Our derivations in
this section follow the approach in [Roth 08] closely. Our genuine contribu-
tion consists in the characterization of solutions for all p-norms instead of
the limited case of solely the 2-norm.
On input we are given an i.i.d. data sample {x1, . . . ,xn}, xi ∈ Rd, arranged
as rows of the data matrix X. The rows of X denote the observations that
were made, for instance patients in a medical survey or number of measured
chips in a gene expression experiment. The columns of X denote the variates
such as age or weight of patients, or the genes that were measured and so on.
The set of covariates or explanatory factors is arranged as the n× d matrix
X. By the column vector y = (y1, . . . , yn)T we denote a corresponding vector
of responses.
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In the following, we will consider the problem of minimizing the negative
log-likelihood
l(y,η,φ) = −
￿
i
log f(yi; ηi,φ) (4.1)
where the exponential-family distribution f is the random component of a
generalized linear model (GLM),
f(y; η,φ) = exp (φ−1(yη − b(η)) + c(y,φ)). (4.2)
The GLM is completed by introducing a systematic component η = xTβ
and a strictly monotone differentiable (canonical) link function specifying
the relationship between the random and systematic components: ν(µ) = η,
where µ = Eη[y] is related to the natural parameter η of the distribution f
by µ = b￿(η) = ν−1(η). As mentioned in Section 3.2, an important property
of this framework is that log f(y; η,φ) is strictly concave in η. For the sake
of simplicity we fix the scale parameter φ to 1.
With η = xTβ, the gradient of l(y,η,φ) can be viewed as a function in either
η or β
∇ηl(η) = −(y − ν−1(η)),
∇βl(β) = XT∇ηl(η) = −XT (y − ν−1(Xβ)),
(4.3)
where ν−1(η) := (ν−1(η1), . . . , ν−1(ηn))T . The corresponding Hessians are
Hη = W, Hβ = X
TWX, (4.4)
where W is diagonal with elements
Wii = (ν
−1)￿(ηi) = µ￿(ηi) = b￿￿(ηi).
For the following derivation, we partition X, β and h := ∇βl into J sub-
groups:
X = (X1, . . . , XJ), β =
β1...
βJ
 , h =
h1...
hJ
 =
XT1 ∇ηl...
XTJ∇ηl
 . (4.5)
As stated above, b is strictly convex in η, thus b￿￿(ηi) > 0 which in turn
implies that Hη ￿ 0 and Hβ ￿ 0. This means that l is a strictly convex
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function in η. For general matrices X it is convex in β, and it is strictly
convex in β if X has full rank and d ≤ n.
In the following derivations we follow [Roth 08], with the difference that
we consider all p-norms. Given X and y, the Group-Lasso minimizes the
negative log-likelihood viewed as a function in β under a constraint on the
sum of the ￿p-norms of the sub-vectors βj:
l(β) −→ min
s.t. g(β) ≥ 0, (4.6)
where g(β) = κ−
J￿
j=1
￿βj￿p and 1 ≤ p ≤ ∞. (4.7)
Here g(β) is implicitly a function of the fixed parameter κ.
Considering the unconstrained problem, the solution is not unique if the
dimensionality exceeds n: every β∗ = β0 + ξ with ξ being an element of the
null space N (X) is also a solution. By defining the unique value
κ0 := min
ξ∈N(X)
J￿
j=1
￿β0j + ξj￿p, (4.8)
we will require that the constraint is active i.e. κ < κ0. Note that the mini-
mum κ0 is unique, even though there might exist several vectors ξ ∈ N (X)
which attain this minimum. Enforcing the constraint to be active is essential
for the following characterization of solutions. Although it might be infea-
sible to ensure this activeness by computing κ0 and selecting κ accordingly,
practical algorithms will not suffer from this problem: given a solution, we
can always check if the constraint was active. If this was not the case, then
the uniqueness question reduces to checking if d ≤ n (if X has full rank). In
this case the solutions are usually not sparse, because the feature selection
mechanism has been switched off. To produce a sparse solution, one can then
try smaller κ-values until the constraint is active. In Section 4.2 we propose
a more elegant solution to this problem in the form of an algorithm that
approximates the solution path, i.e. the evolution of the group norms when
relaxing the constraint. This algorithm can be initialized with an arbitrar-
ily small constraint value κ0 which typically ensures that the constraint is
active in the first optimization step. Activeness of the constraint in the fol-
lowing steps can then be monitored by observing the decay of the Lagrange
parameter when increasing κ.
We will restrict our further analysis to models with finite likelihood f < +∞,
i.e. l > −∞, which is usually satisfied for models of practical importance (see
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[Wedd 73] for a detailed discussion). Technically this means that we require
that the domain of l is Rd, which implies that Slater’s condition holds.
In summary, we can state the following theorem:
Theorem 4.1.1 If κ < κ0 and X has maximum rank, then the following
holds: (i) A solution ￿β exists and ￿Jj=1 ￿￿βj￿p = κ for any such solution.
(ii) If d ≤ n, the solution is unique.
Proof: Under the assumption l > −∞ a minimum of (4.6) is guaranteed to
exist, since l is continuous and the region of feasible vectors β is compact.
Since we assume that the constraint is active, any solution ￿β will lie on the
boundary of the constraint region. It is easily seen that
￿J
j=1 ￿βj￿p is con-
vex for 1 ≤ p ≤ ∞ which implies that g(β) is concave. Thus, the region of
feasible values defined by g(β) ≥ 0 is convex. If d ≤ n, the objective function
l will be strictly convex if X has full rank, which additionally implies that
the minimum is unique. ￿
The Lagrangian for problem (4.6) reads
L(β,λ) = l(β)− λg(β). (4.9)
For a given λ > 0, L(β,λ) is a convex function in β.
Under the assumption l > −∞ a minimum is guaranteed to exist, since g
goes to infinity if ￿β￿p →∞.
The vector ￿β minimizes L(β,λ) iff the d-dimensional null-vector 0d is an
element of the subdifferential ∂βL(β,λ).
The subdifferential is
∂βL(β,λ) = ∇βl(β) + λv = XT∇ηl(η) + λv, (4.10)
with v = (v1, . . .vJ)T defined by
￿vj￿q ≤ 1 if ￿βj￿p = 0 (4.11)
and
￿vj￿q = 1 if ￿βj￿p > 0, (4.12)
where 1p +
1
q = 1 for 1 < p <∞ and if p = 1, then q =∞ and vice versa.
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Thus, ￿β is a minimizer for fixed λ iff
0d = XT∇ηl(η)|η=bη + λv, (with ￿η = X￿β). (4.13)
Let dj denote the dimension of the j-th sub-vector βj (i.e. the size of the
j-th subgroup). Hence, for all j with ￿βj = 0dj it holds that
λ ≥ ￿XTj ∇ηl(η)|η=bη￿q. (4.14)
This yields:
λ = max
j
￿XTj ∇ηl(η)|η=bη￿q (4.15)
For all j with ￿βj ￿= 0dj it holds that
λ = ￿XTj ∇ηl(η)|η=bη￿q . (4.16)
Lemma 4.1.2 Let ￿β be a solution of (4.6). Let λ = λ(￿β) be the associated
Lagrangian multiplier. Then λ and ￿h = ∇βl(β)|β=bβ are constant across all
solutions ￿β(i) of (4.6).
Proof: Since the value of the objective function l(η(i)) = l∗ is constant
across all solutions and l is strictly convex in η = Xβ and convex in β, it
follows that ￿η must be constant across all solutions ￿β(i), hence ∇βl(β)|β=bβ =
XT∇ηl(η)|η=bη is constant across all solutions. Uniqueness of λ follows now
from (4.15). ￿
Theorem 4.1.3 Let λ be the Lagrangian multiplier associated with any so-
lution ￿β of (4.6) and let ￿h be the unique gradient vector at the optimum.
Let B = {j1, . . . , jp} be the unique set of indices for which ￿￿hj￿q = λ. Then￿βj = 0dj ∀j ￿∈ B across all solutions ￿β(i) of (4.6).
Proof: A solution with ￿βj ￿= 0dj for at least one j ￿∈ B would contradict
(4.16). ￿
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Completeness of Solutions. Assume we have found a solution ￿β of (4.6)
with the set of “active” groups A := {j : ￿βj ￿= 0}. If it holds that
A = B = {j : ￿￿hj￿q = λ},
then there cannot exist any other solution with an active set A￿ such that
|A￿| > |A|. Thus, A = B implies that all relevant groups are contained in the
solution ￿β, i. e. we cannot have overlooked other relevant groups. Hence the
solution is complete, according to [Roth 08]. If A ￿= B, then the additional
elements in B \ A define all possible groups that could potentially become
active in alternative solutions.
Uniqueness of Solutions. Note that even if A is complete, it might still
contain redundant groups. The question if we have found a unique set A
is not answered yet. The following theorem characterizes a simple test for
uniqueness under a further rank assumption of the data matrix X. With
XA we denote the n × s sub-matrix of X composed of all active groups,
where A is the active set corresponding to some solution ￿β of (4.6). Then
the following theorem holds:
Theorem 4.1.4 Assume that every n×n sub-matrix of X has full rank and
that A is complete, i.e. A = B. Then, if s ≤ n, ￿β is the unique solution of
(4.6).
Proof: Since the set B is unique, the assumption A = B implies that the
search for the optimal solution can be restricted to the space S = Rs. If
s ≤ n, then the matrix XA must have full rank by assumption. Thus, l(βS)
is a strictly convex function on S which is minimized over the convex con-
straint set. This implies that ￿βS is the unique minimizer on S. Since all other￿βj:j /∈A must be zero, ￿β is unique on the whole space. ￿
Figure 4.1 summarizes all theoretical details of this Section in form of a
flow-chart.
40
4.2 An Efficient Active-Set Algorithm 41
A := {j : βj ￿= 0} set of active groups
B := {j : ||hj ||q = λ} Theorem 4.1.1 Solution unique
d > n
add B \ A Theorem 4.1.3
A = B
Solution complete
Theorem 4.1.4
|A| ≤ n
Solution unique
d ≤ n
A ￿= B
Figure 4.1: Flow-chart of the theoretical derivations of Section 4.1
4.2 An Efficient Active-Set Algorithm
The characterization of the optimal solution presented in Section 4.1 allows
us to construct an active set algorithm to solve the constrained optimization
problem (4.6) for all ￿1,p-norms. The algorithm is presented in Algorithm 1. It
starts with only one active group. In every iteration, further active groups are
selected or removed, depending on the violation of the Lagrangian condition.
The algorithm is a straightforward generalization of the subset algorithm for
the standard Lasso problem presented in [Osbo 00]. The main idea is to find
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a small set of active groups. Testing for completeness of the active set will
then identify all groups that could have nonzero coefficients in alternative
solutions.
Algorithm 1: Active Set Algorithm
A : Initialize set A = j0, βj0 arbitrary with
￿￿βj0￿￿p = κ.
B : Optimize over the current active set A.
Define set A+ =
￿
j ∈ A : ￿￿βj0￿￿p > 0￿. Define λ = maxj∈A+ ￿hj￿q. Adjust
the active set A = A+.
C : Lagrangianviolation: ∀j /∈ A, check if ￿hj￿q ≤ λ. If this is the
case, we have found a global solution. Otherwise, include the group
with the largest violation to A and go to B.
D: Completeness and uniqueness. ∀j ￿∈ A, check if ￿hj￿q = λ. If
so, there might exist other solutions with identical costs that include
these groups in the active set. Otherwise, the active set is complete in
the sense that it contains all relevant groups. If XA has full rank
s ≤ n, uniqueness can be checked additionally via theorem 4.1.4. Note
that step D requires (almost) no additional computations, since it is a
by-product of step C.
Analogous to [Roth 08], Algorithm 1 can easily be extended to more practical
optimization routines by stopping the fitting process at a predefined tolerance
level. We can then test for completeness within a ￿-range, i. e. |￿hj￿q−λ| < ￿
in D. ￿ is defined as the maximum deviation of gradient norms from λ in the
active set. This testing procedure identifies all potentially active groups in
alternative solutions with costs close to the actual costs.
The optimization in step B can be performed by the projected gradient
method ([Bert 95]). The main challenge typically is to compute efficient
projections onto the ￿1,p ball. In general this is a hard to solve nonlinear
optimization problem with nonlinear and even non-differentiable constraints.
For the ￿1,2-norm, [Kim 06] presented an efficient algorithm for the projection
to the ￿1,2 ball and the projection to the ￿1,∞ ball can be performed efficiently
by the method introduced in [Quat 09]. The ￿1,1 ball can be seen as a special
case of the projection to the ￿1,2 ball. An efficient projection to the ￿1,p ball
was presented in [Liu 10a].
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In general, the main idea in the projected gradient method is that one does
not optimize problem (4.6) directly but solves a subproblem with quadratic
cost instead. First we take a step s∇βl(β) along the the negative gradient
with step size s and obtain the vector b = β−s∇βl(β). We then project b on
the convex feasible region to obtain a feasible vector. Hence, the minimization
problem we need to solve now reads
min
β
￿b− β￿22 + µ
￿
J￿
j=1
￿βj￿p − κ
￿
(4.17)
with Lagrangian multiplier µ. Algorithm 2 shows the projection for all ￿1,p
norms with 1 < p <∞.
Algorithm 2: Optimization Step B for p ∈ (1,∞)
B1 : Gradient :
At time t− 1, set b = βt−1 − s∇βl(βt−1) and A+ = A, where s is the
step size parameter.
Initialize Lagrangian multiplier µ within the interval (0, µmax).
B2 : Projection :
For all j ∈ A+ minimize (4.17):
while
J￿
j=1
￿βtj￿p ￿= κ do
B˜ : Compute projection as in [Liu 10a]:
for j ∈ A+ do
solve min
βj
￿bj − βj￿22 + µ￿βj￿p:
Compute c∗, the unique root of φ(c) = µψ(c)− c, c ≥ 0 where
ψ(c) = ||ω−1(c)||1−pp and ω−1i (c) is the inverse function of
ωi(x) = (bji − x)/xp−1, 0 < x ≤ bji for i = 1, .., dj.
Obtain optimal β∗j as the unique root of ϕ
b
c∗ where
ϕbc(x) = x+ cx
(p−1) − b,0 < x < b.
Adapt Lagrangian multiplier µ via interval bisection.
B3 : New solution: ∀j ∈ A+, set βtj=β∗j
Note that the projection to the ￿1,1 ball can be seen as a special case of the
projection to the ￿1,2 ball, hence one can use Algorithm 2 for these cases as
well. The only case that has to be handled separately is the projection to
the ￿1,∞ ball, which is given in Algorithm 3.
43
44 CHAPTER 4. A COMPLETE ANALYSIS OF THE GROUP-LASSO
Algorithm 3: Optimization Step B for p =∞
begin
B1 : Gradient: At time t− 1, set b∗ := βt−1− s∇βl(βt−1) where s
is the step size parameter, A+ = A and bji := |b∗ji| for i = 1, ..., dj.
B2 : Projection: Calculate vector θ = (θ1, ..., θJ) according to
[Quat 09].
B3 : New solution :
if bji ≥ θji then βtji = θji;
if bji ≤ θji then βtji = bji;
if θji = 0 then βtji = 0.
B4 : Recover sign: sgn(βtji) := sgn(b
∗
ji)
end
During the whole active set algorithm, access to the full set of variables is
only necessary in two steps which are outside the core optimization routine,
that is in steps C and D. As the need to access to all variables is outside the
main optimization, Algorithm 1 is rather efficient in large-scale applications.
Note that the Group-Lasso does not exhibit a piecewise linear solution path.
But we can still approximate the solution path by starting with a very small
κ0 and then iteratively relaxing the constraint. This results in a series of
increasing values of κi with κi > κi−1. Completeness and uniqueness can be
tested at every step i. As it holds that κ(i) > κ(i−1), every previous solution
β(κ(i−1)) is a feasible initial estimate. Then, to find β(κ(i)), usually only few
further iterations are needed.
Convergence of Interval Bisection in Algorithm 2. It remains to
show that the interval bisection within Algorithm 2 converges. This is our
main technical contribution in this Section: the efficient combination of a
constrained optimization problem with the Lagrangian form of an optimiza-
tion problem. The projection algorithm proposed in [Liu 10a] needs the La-
grangian representation of the problem while we work with the constrained
form in the active set algorithm. The combination of these two optimization
problems is not trivial, as finding the appropriate Lagrangian multiplier µ
could be arbitrarily sensitive to the step length s what leads to extremely
slow convergence of the algorithm. Our contribution is to show that we can
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combine these two methods by using an interval bisection for finding the
Lagrangian multiplier µ that is guaranteed to converge rapidly.
Theorem 4.2.1 The interval bisection in Algorithm 2 is guaranteed to con-
verge.
To prove Theorem 4.2.1, we first need the following Lemma.
Lemma 4.2.2 Suppose two Lagrangian functions
L1(β, µ1) := f(β) + µ1(
J￿
j=1
￿￿βj￿￿p − κ1) (4.18)
L2(β, µ2) := f(β) + µ2(
J￿
j=1
￿￿βj￿￿p − κ2) (4.19)
with convex function f , Lagrangian multipliers µ1 and µ2 ∈ R+ and param-
eters κ1 and κ2 ∈ R+. Then, it holds that: µ1 < µ2 ⇐⇒ κ2 < κ1.
Before we prove Lemma 4.2.2, we first remind of some basics of perturbation
and sensitivity analysis, see e.g. [Fors 10] or [Bert 95] for more details.
In the following, let f and g denote convex functions and assume that Slater’s
constraint qualification is fulfilled. Consider the primal problem (P ):
(P )
￿
f(β) −→ min
β
g(β) ≤ 0
The Lagrangian function L to (P ) is defined by
L(β, µ1) := f(β) + µ1g(β) (4.20)
with Lagrangian multiplier µ1 and the dual function to (P ) reads
ϕ(µ1) := inf
β
L(β, µ1). (4.21)
The dual problem (D) to (P ) has the following form:
(D)
￿
ϕ(µ1) −→ max
µ1
µ1 ≥ 0.
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Now, consider the “perturbed” primal problem (Pu) for u ∈ R
(Pu)
￿
f(β) −→ min
β
g(β) ≤ u.
The Lagrangian to (Pu) is the following:
L(β, µ2) := f(β) + µ2(g(β)− u) (4.22)
with Lagrangian multiplier µ2 and the dual function to (Pu) reads
ϕ(µ2) := inf
β
L(β, µ2). (4.23)
The dual problem (Du) to (Pu) is
(Du)
￿
ϕ(µ2) −→ max
µ2
µ2 ≥ 0.
Let p(0) denote the optimal value for (P ) and p(u) the optimal value for
(Pu) and µ1 resp. µ2 the corresponding Lagrangian multipliers, i.e.,
p(0) = inf
β
{f(β) + µ1g(β)} (4.24)
p(u) = inf
β
{f(β) + µ2(g(β)− u)} (4.25)
As the Slater constraint qualification is fulfilled and the problem is convex
strong duality holds. This implies that µ1 denotes the dual optimal solution
to (D) and µ2 the dual optimal solution to (Du).
With these derivations we can now prove Lemma 4.2.2:
Proof: In the derivations above, for the choice of g(β) :=
￿J
j=1
￿￿βj￿￿p − κ1
and u := κ2 − κ1 we obtain the constraint
￿J
j=1
￿￿βj￿￿p ≤ κ1 in problem (P )
and
￿J
j=1
￿￿βj￿￿p ≤ κ2 in problem (Pu). Hence, it holds that
p(0)− p(u) = inf
β
{f(β) + µ1g(β)}− inf
β
{f(β) + µ2(g(β)− u)}
= inf
β
{f(β) + µ1g(β)}− inf
β
{f(β) + µ2(g(β)− κ2 + κ1)}
= inf
β
{f(β) + µ1g(β)}− inf
β
{f(β) + µ2g(β)}+ µ2(κ2 − κ1)
≥ µ2(κ2 − κ1)
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The last inequality follows because µ1 is the optimum for (D), i.e.,
inf
β
{f(β) + µ1g(β))} ≥ inf
β
{f(β) + µ2g(β)}
On the other hand,
p(0)− p(u) = inf
β
{f(β) + µ1g(β)}− inf
β
{f(β) + µ2(g(β)− u)}
= inf
β
{f(β) + µ1(g(β)− u)}− inf
β
{f(β) + µ2(g(β)− u)}+ µ1u
= inf
β
{f(β) + µ1(g(β)− u)}− inf
β
{f(β) + µ2(g(β)− u)}+ µ1(κ2 − κ1)
≤ µ1(κ2 − κ1)
The last inequality follows because µ2 is the optimum for (Du), i.e.,
inf
β
{f(β) + µ1(g(β)− u)} ≤ inf
β
{f(β) + µ2(g(β)− u)}
This yields
µ2(κ2 − κ1) ≤ p(0)− p(u) ≤ µ1(κ2 − κ1)
Hence, we have
κ2 < κ1 ⇐⇒ µ1 < µ2
￿
With these results we now present a proof for Theorem 4.2.1:
Proof: Let
g˜(µ) :=
J￿
j=1
￿￿βj(µ)￿￿p − κ.
We denote with β(µ) := argmin
β
L(β, µ) the optimal β for the Lagrangian
function L(β, µ) as defined in Lemma 4.2.2. Then we get with Lemma 4.2.2
and because we know that the solution lies on the boundary of the feasible
set for µ1 < µ2:
g˜(µ1) =
J￿
j=1
￿￿βj(µ1)￿￿p￿ ￿￿ ￿
=κ1
−κ >
J￿
j=1
￿￿βj(µ2)￿￿p￿ ￿￿ ￿
=κ2
−κ = g˜(µ2).
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Hence g˜ is a monotonically decreasing function in the interval [0, µmax] where
µmax := ￿β￿q (see [Liu 10a] for details about µmax). For f(β) := ￿b− β￿22 it
holds that
g˜(0) =
J￿
j=1
￿bj￿p − κ > 0,
since we assume that the constraint is active. Further it holds that (see
[Liu 10a], Theorem 1)
g˜(µmax) =
J￿
j=1
￿0￿p − κ < 0.
In addition, g˜ is a continuous function, what we prove by contradiction:
Assume there exists a step discontinuity that crosses zero, i.e.
￿µ : g˜(µ) = 0, and hence ￿µ :
J￿
j=1
￿￿βj(µ)￿￿p = κ.
This, however, would contradict Theorem 4.1.1, hence g˜ must be continuous.
According to the Intermediate Value Theorem, g˜(µ) has a unique root in
(0, µmax), hence the interval bisection converges. ￿
After each iteration of the bisection method, the size of the interval that
brackets the root decreases by a factor of two. As the interval bisection
is guaranteed to converge, we know that we will achieve a solution within
a pre-defined tolerance interval in a logarithmic number of iterations (see
e.g. [Pres 07] for more details). The convergence of the active set algorithm
follows immediately:
Theorem 4.2.3 The active set algorithm (Algorithm 1) is guaranteed to
converge.
Proof: If an obtained solution is not optimal, the solution of the augmented
system will be a descent direction for the augmented problem and also for the
whole problem, as primal feasibility is maintained and the constraint quali-
fications are fulfilled. This implies that the algorithm as a whole converges.
￿
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4.3 Multi-Task Applications
By using the efficient unified active set algorithm which we have presented
in Section 4.2, we are now able to experimentally compare the prediction
performance of all p-norms for large scale experiments with thousands of
features.
We address the problem of learning classifiers for a large number of tasks. In
transfer or multi-task learning, we want to improve the generalization ability
by solving many learning problems in parallel. Each task should benefit
from the amount of information that is shared by all tasks, and such transfer
learning is expected to yield better results. The motivation for using the
Group-Lasso in problems of this kind is to couple the individual tasks via
the group structure of the constraint term, based on the assumption that
multiple tasks share a common sparsity pattern. Due to our efficient active
set algorithm we are now able to handle data sets with thousands of features
in reasonable time.
4.3.1 Synthetic Experiments.
The synthetic data for a classification problem was created in the following
way: we consider a multi-task setting with m tasks and d features (￿= d
groups) with a d × m parameter matrix B = [β1, ...,βm], where βi ∈ Rd
denotes a parameter vector for the i-th task. Further, we assume we have
a data set D = (z1, ..., zn) with points z belonging to some set Z, where
Z is the set of tuples (xi, yi, li) for i = 1, ..., n. Each xi ∈ Rd is a feature
vector, li ∈ 1, ...,m is a label that specifies to which of the m tasks the
example belongs to and yi ∈ {−1, 1} is the corresponding class label. First,
we generated the parameter matrix B by sampling each entry from a normal
distribution N (0, 1). We selected 2% of the features to be the set V of
relevant features and zeroed the other matrix entries.
We ran four rounds of experiments where we changed the shared sparsity
pattern across the different tasks. In the first round all tasks have exactly the
same sparsity pattern, just the values of βi differ. In the second experiment,
the tasks share 75% of the sparsity pattern, in the third experiment 50% and
in the last experiment only 30%. For the training set, we sampled n-times a
d×m matrix, where each entry of the matrix was sampled from the normal
distribution N (0, 1). The corresponding labels y ∈ Rnm are computed by
yk = (sgn((βk)Txk1), ..., sgn((β
k)Txkn))
T ∈ Rn for k = 1, ...,m. The test data
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was obtained by splitting the training data in three parts, a training set, a
validation set used for model selection in the cross-validation loop and an
“out-of-bag” set used as a final test set. We fixed the number of tasks m to
50, the number of features d to 500 and the number of examples n per task
to 200.
We compared different approaches to solve the multi-task learning problem.
One approach is to pool the data, i.e. combine all tasks to one ”big” task.
Then, we conducted single-task learning on every task separately, and we
compared different ￿1,p Group-Lasso methods where we used the same active
set algorithm, the only difference lying in the projection step. The statistical
significance of the pairwise comparisons was tested with the Kruskal-Wallis
rank-sum test, and post-hoc analysis was performed using the Dunn post
test with Bonferroni correction [Dunn 61].
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Figure 4.2: Prediction error of the different regularizers. Left panel: every
cross-validation split is plotted on x-axis. Right panel: boxplot of the dif-
ferent Group-Lasso methods. Magenta curve and box: learning on pooled
data, red curve and box: single ￿1, cyan curve and box: ￿1,1, orange curve
and box: ￿1,1.5, brown curve and box: ￿1,3, blue curve and box: ￿1,∞, green
curve and box: ￿1,2. In this Figure we have 100% shared sparsity pattern.
Figure 4.2 shows the result for the data set with 100% shared sparsity pattern.
The left panel in Figure 4.2 displays the prediction error of the different
Group-Lasso methods for every cross-validation split, whereas the right panel
shows a boxplot representation of the same results. One can see that the
pooled data performs worst and that single-task learning performs almost
50
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exactly the same as the ￿1,1 Group-Lasso. As the ￿1,1-norm barely couples
the tasks, this result is not surprising. We perceive that single-task learning
is significantly worse than multi-task learning. Between all Group-Lasso
methods there is no statistical significant difference. As we have exactly the
same sparsity pattern in every task, even the very strong coupling of the
￿1,∞-norm leads to good results. In Figure 4.3 the results for 75% shared
sparsity pattern are plotted.
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Figure 4.3: 75% shared sparsity pattern.
As in the experiment with the same sparsity pattern, pooling the data is
worst and multi-task learning outperforms single-task learning. Here we can
see that the strong coupling of the ￿1,∞-norm yields inferior results compared
to the experiment before, because the sparsity pattern is not exactly the
same across the different tasks anymore. There is no significant difference
between the ￿1,2-norm and the ￿1,1.5-norm. By further reducing the joint
sparsity pattern we observe that the very tight coupling of the ￿1,∞-norm
leads to even worse results than single-task learning and we see a statistical
significant advantage of the weak coupling norms ￿1,2 and ￿1,1.5 over all other
methods, as shown in Figure 4.4. If we reduce the shared sparsity pattern to
only 30%, we can nicely see that in this case the weak coupling norm ￿1,1.5
shows a clear advantage and the strong coupling norms ￿1,3 and ￿1,∞ are even
worse than single-task learning. These results are collected in Figure 4.5.
In all experiments, there is not one single case where the strong coupling
￿1,∞-norm performs better than the weak coupling regularizations. For all
values of p with 1 ≤ p ≤ ∞, values for p ∈ [1.5, 2] seem to be the best
compromise between no coupling and very strong coupling.
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Figure 4.4: 50% shared sparsity pattern.
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Figure 4.5: 30% shared sparsity pattern.
There exists a plausible explanation for the better overall performance of the
weak coupling variants: the different tasks are connected with each other only
over the constraint term. In practice, the assumption of a shared sparsity
pattern among all tasks might be too restrictive, and the low-p-norms will
benefit from their increased flexibility.
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4.3.2 Efficiency of the Algorithm
We test the efficiency of our active set algorithm by comparing our method
with the ￿1,p-norm-regularization introduced in [Liu 10a]. To our knowledge,
the method proposed in [Liu 10a] is the only existing method that can com-
pute Group-Lasso solutions for all ￿1,p-norms. We created synthetic data in
the same way as explained in Section 4.3.1 and compared the run time of our
algorithm and the algorithm proposed by [Liu 10a] for a fixed number of rel-
evant features. The code for ([Liu 10a])’s method is publicly available1. The
results are summarized in Figure 4.6. The dashed lines show the run time
in log-log scale for the algorithm in [Liu 10a], the lines show the run time
for our proposed active set algorithm. We plotted the run time for the ￿1,1.5,
￿1,3, ￿1,∞, and ￿1,2 Group-Lasso methods in Figure 4.6. It is obvious that our
active set method is significantly faster if the data set contains many groups.
For [Liu 10a]’s algorithm, the steep increase between 10000 and 20000 groups
is due to numerical problems in their optimizer. This comparison shows the
huge advantage of using an active set method due to the explicit focus on
the relatively small sect of active groups.
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Figure 4.6: Run time in log-log-scale for our efficient active set algorithm
(lines) and the algorithm proposed in [Liu 10a] (dashed lines). We plotted
the run time for the ￿1,1.5, ￿1,3, ￿1,∞, and ￿1,2 Group-Lasso methods.
1http://www.public.asu.edu/ jye02/Software/SLEP/index.htm
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4.3.3 MovieLens Data Set
We applied different Group-Lasso methods on the MovieLens data set that
was already introduced in Section 3.6. MovieLens contains 100,000 ratings
for 1682 movies from 943 users.2 The “genre” information of the movies is
used as features and the ratings of the users are given on a five-point scale
(1, 2, 3, 4, 5). In the terminology of multi-task learning, every user defines
a task, hence we have 943 tasks in a 19-dimensional space defined by 19
different movie genres.
Similar to the synthetic experiments we compared different approaches to
solve the regression problem, including single-task learning and different ￿1,p
Group-Lasso variants. The statistical significance of differences among the
pairwise comparisons was again tested with the Kruskal-Wallis rank-sum test
and the Dunn post test with Bonferroni correction. From the results in Figure
4.7 we conclude that there is a statistically significant advantage of multi-
task learning over single-task learning. Among the Group-Lasso methods,
the very strong coupling of the ￿1,∞-norm yields the worst result. Between
￿1,1.5, ￿1,3 and the ￿1,2 Group-Lasso there is no significant difference.
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Figure 4.7: Prediction error of the different regularizers for the MovieLens
data set: red curve and box: single ￿1, orange curve and box: ￿1,1.5, blue
curve and box: ￿1,∞, green curve and box: ￿1,2.
2The data is available at http://www.grouplens.org.
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4.3.4 Prostate Cancer Classification
A second real-world data set we looked at is a prostate cancer set that consists
of two tasks. The gene measurements in either task stem from prostate
tumor and non-tumor samples. The goal is to predict a patients’ risk of
relapse following local therapy. The idea is that by a better prediction of the
outcome for men with prostate cancer, improved personalized treatment for
every patient is possible.
The first data set from [Sing 02] is made up of laser intensity images from
microarrays. The RMA normalization was used to produce gene expression
values from these images. The second data set from [Wels 01] is already
in the form of gene expression values. Although the collection techniques
for both data sets were different, they share 12,600 genes which are used as
features in this experiment.
We used the same experimental setup as in [Zhan 10], i.e. we used 70% of
each task as training set. The results of 20 cross-validation splits are shown in
Figure 4.8. Even with only two tasks, we observe that single task learning is
significantly outperformed by multi-task learning. In this experiment, again
the ￿1,1.5-norm Group-Lasso yields the best result.
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Figure 4.8: Classification error of the different Group-Lasso norms on the
prostate cancer data set. Again, the ￿1,1.5-norm (in orange) gives the best
result. Single-task learning (in red) is significantly worse than all multi-task
Group-Lasso methods.
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4.4 Standard Prediction Problems
4.4.1 Splice Site Detection
In order to investigate the interpretability of Group-Lasso solutions, in a
third real-world experiment we considered the splice site detection problem
as it was discussed in [Roth 08] for the ￿1,2 Group-Lasso. We compare the
￿1,2 Group-Lasso with the extreme case of the ￿1,∞ Group-Lasso.
The prediction of splice sites plays an important role in gene finding algo-
rithms. First, we briefly explain what splice sites are: the DNA can be seen
as a long string of characters. Every character in this string is chosen from
the alphabet {A,C,T,G}, like for example ”ACAAGATGCCATTGTCCC”
and represents a particular type of nucleic acid: A - Adenine, C-Cytosine, T-
Thymine and G-Guanine. Within such long strings there are sections which
are known as genes which are responsible for the creation of proteins. There
exist two types of sub-sections within genes which are of special interest,
the exons and the introns. Exons and introns alternate in a given DNA se-
quence. The role of exons is to produce proteins. Introns are the non-coding
regions within a gene that separate neighboring exons. Introns always have
two distinct nucleotides at either end. At the 5’ end the DNA nucleotides
are “GT” and at the 3’ end the DNA nucleotide are “AG”. A splice site is
the position within a DNA that separates an intron from an exon. The 5’
end of an intron is called donor splice site and the 3’ end acceptor splice site.
During the protein generation process, the introns are first identified and
then removed. By identifying the exons and introns a problem that arises is
to identify genuine splice sites from “false” splice sites.
The MEMset Donor dataset3 consists of a training set of 8415 true and
179438 false human donor sites. An additional test set contains 4208 true
and 89717 “false” (or decoy) donor sites. A sequence of a real splice site is
modeled within a window that consists of the last 3 bases of the exon and
the first 6 bases of the intron, c.f. Figure 4.9.
Decoy splice sites also match the consensus sequence at position zero and one.
Removing this consensus “GT” results in sequences of length 7, i.e. sequences
of 7 factors with 4 levels {A,C,G, T}.
The goal of this experiment is to overcome the restriction to marginal proba-
bilities (main effects) in the widely used Sequence-Logo approach by exploring
3Available at http://genes.mit.edu/burgelab/maxent/ssdata/.
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Figure 4.9: Sequence Logo representation of the human 5’ splice site. The
overall height of the stack of symbols at a certain position represent the
sequence conservation at that position. The height of symbols within a stack
represent the relative frequency of each nucleic acid. The consensus “GT”
appears at position 0, 1.
all possible interactions up to order 4. Every interaction is encoded using
dummy variables and treated as a group. [Roth 08] considered one experi-
ment with a small window size and one with a bigger window size, resulting
in a huge number of dimensions. We used the identical experimental setup
to ensure that the results are comparable and obtained almost the same re-
sults. Contrary to the previous results in Section 4.3, in this case we see
no significantly different behavior of the strong coupling ￿1,∞-norm and its
weaker-coupling counterparts. We elaborate the results for the problem with
a larger window size where the experiment shows that the interpretation of
the Group-Lasso might be complicated. The problem is the discrimination
between true and false splice sites at the 3’ end, see Figure 4.10.
Figure 4.10: Sequence Logo representation of the human 3’ splice site. The
consensus “AG” appears at position -2, -1.
As in [Roth 08], we look at all interactions up to order 4, use windows of
length 21 and have in total 27896 groups which span a 22,458,100-dimensional
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feature space. Figure 4.11 shows our results, that are very similar to the
results obtained in [Roth 08] for the ￿1,2 Group-Lasso. For the ￿1,∞-norm,
the optimal model at κ = 60 has correlation coefficient 0.625 (left picture
of figure 4.11), compared with κ = 66 and correlation coefficient 0.631 for
the ￿1,2-norm. Hence, in terms of prediction, there is almost no difference
in using the ￿1,∞ Group-Lasso. Among the 10 highest-scoring groups the
main effects are at positions −3, −5 and 0, i.e we obtain exactly the same
results as in [Roth 08]. In terms of interpretation of the solution, the ￿1,∞
case brings no advantage as well. The right picture in Figure 4.11 shows
the results of the completeness tests. All solutions with κ > 46 are difficult
to interpret, since an increasing number of groups must be added to obtain
complete models. This is again almost the same result as in [Roth 08]. The
number of groups that must be included in the optimal model (κ = 60) to
obtain a complete model is 900, in the ￿1,2-norm experiment the number of
groups to include is 300 for the optimal κ = 66. Hence one can conclude
that using the ￿1,∞ Group-Lasso brings no advantage, neither in terms of
prediction, nor in terms of interpretability.
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Figure 4.11: Left: Correlation coefficient as a function of κ. Red curve:
correlation on the separate test set. Black curve: correlation on the validation
set. Right: Acceptor splice site prediction: groups that must be included in
the Group-Lasso estimates to obtain complete models (gray values stand for
different orders of interactions).
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4.5 Summary
We have presented a unified characterization of Group-Lasso solutions and a
highly efficient active set algorithm for all ￿1,p-variants of the Group-Lasso.
With these results, we were able to directly compare all ￿1,p Group-Lasso
methods, both in terms of prediction accuracy and interpretability of so-
lutions in large-scale experiments. To summarize, our contribution in this
chapter is threefold:
(i) On the theoretical side, we characterized conditions for solutions for all
￿1,p Group-Lasso methods by way of subgradient calculus. Our theoretical
characterization of solutions is used to check both optimality and complete-
ness/uniqueness.
(ii) We were able to present an active set algorithm that is applicable for all
￿1,p Group-Lasso methods and we proved convergence to the global optimizer.
The main theoretical contribution consists in presenting a convergence proof
of the interval bisection used to combine a constrained optimization problem
and the Lagrangian form of an optimization problem in the inner optimiza-
tion loop what leads to a fast update scheme.
(iii) On the experimental side we compared the prediction performance and
the interpretability of the solutions of different Group-Lasso variants and
demonstrated the efficiency of our method compared to an existing one.
We studied the interpretability of the solutions with the splice-site predic-
tion example in a real-world context, where the inclusion of high-order factor
interactions helps to increases the predictive performance but also leads to
incomplete and, thus, potentially ambiguous solutions. The active set algo-
rithm was able to approximate the solution path of the logistic Group-Lasso
for feature-space dimensions up to ≈ 2 ·107 within a reasonable time, and the
completeness test helped to avoid mis- or over-interpretations of identified
interactions between the nucleotide positions. However, we could not see
clear differences between the different group-norms.
The situation changes significantly when assessing the prediction perfor-
mance in a multi-task setting. In a multi-task setting where the different
tasks are coupled via a Group-Lasso constraint we observed clear differences
in the prediction performance by using different regularizers. We examined
the prediction performance of many ￿1,p variants and compared the different
methods on synthetic data as well as on various real-world data sets.
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Our experiments indicate that both the very tight coupling of the “high-p”
norms with p ￿ 2 and the too loose coupling of the “low-p” norms with
p ￿ 2 significantly degrade the prediction performance. The weak-coupling
norms for p ∈ [1.5, 2] seem to be the best compromise between coupling
strength and robustness against systematic differences between the tasks.
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Chapter 5
Bayesian Variable Grouping
In the previous chapters we dealt with supervised learning problems. In
Chapter 4 we presented a complete analysis for the ￿1,p Group-Lasso and
compared the prediction performance of many variants of the Group-Lasso
in a multi-task learning setting, i.e., we have concentrated on supervised
transfer learning so far. In the remainder of this work, we will now focus on
the second aspect of this thesis, that is, on unsupervised learning problems.
In this chapter, we will first present some basic background on Bayesian
variable grouping before we switch to the special problem of learning on
distance data directly instead on vectorial data. Then, in Chapter 6, we
will present a probabilistic model that is translation- and rotation-invariant
for clustering distance data. Finally, we tackle the problem of unsupervised
transfer learning by extending this novel model in a way that it is able to
cluster multiple views of a phenomenon.
5.1 Partition Processes
In this Section we will briefly introduce the concept of a partition process.
Let [n] := {1, . . . , n} denote an index set, and Bn the set of partitions of
[n]. The set Bn is called the “partition lattice”. A partition B ∈ Bn is an
equivalence relation B : [n]× [n]→ {0, 1} that may be represented in matrix
form as
B(i, j) = 1 if y(i) = y(j)
B(i, j) = 0 otherwise,
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with y being a function that maps [n] to some label set L. Alternatively, B
may be represented as a set of disjoint non-empty subsets called “blocks” b.
For n ≤ 4, the sets Bn are the following:
B2 : 12, 1|2
B3 : 123, 12|3 [3], 1|2|3
B4 : 1234, 123|4 [4], 12|34 [3], 12|3|4 [6], 1|2|2|4
With 12|3 we denote the partition {{12}, {3}} and the number in squared
brackets in 12|3 [3] means that there are three partitions
12|3 [3] = {12|3, 13|2, 23|1}.
The partition lattice for B3 is shown in Figure 5.1.
123 1|2|31|23 13|2 12|3
1 block 3 blocks2 blocks
Figure 5.1: Example of the partition lattice for B3.
A partition process is a series of distributions Pn on the set Bn in which Pn
is the marginal distribution of Pn+1. Such a process is called exchangeable if
each Pn is invariant under permutations of object indices, as it was explained
in detail in [Pitm 06].
5.2 Gauss-Dirichlet Clustering Process
A well-known method to partition data is the Gauss-Dirichlet clustering
process. This process consists of an infinite sequence of points in Rd, to-
gether with a random partition of integers into k blocks. A sequence of
length n can be sampled as follows (see e.g. [MacE 94, Dahl 05, McCu 08b]
for more details): fix the number of mixture modes k and generate mix-
ing proportions π = (π1, . . . ,πk) from an exchangeable Dirichlet distribution
Dir(ξ/k, . . . , ξ/k), generate a label sequence {y(1), . . . , y(n)} from a multi-
nomial distribution and forget the labels introducing the random partition B
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of [n] induced by y. Integrating out π, one arrives at a Dirichlet-Multinomial
prior over partitions
Pn(B|ξ, k) = k!
(k − kB)!
Γ(ξ)
￿
b∈B Γ(nb + ξ/k)
Γ(n+ ξ)[Γ(ξ/k)]kB
, (5.1)
where kB ≤ k denotes the number of blocks present in the partition B and
nb is the size of block b. The limit as k → ∞ is well defined and known as
the Ewens process (a.k.a. Chinese Restaurant process, which was explained
in Section 2.4.1). Given such a partition B, a sequence of n-dimensional
observations xi ∈ Rn, i = 1, . . . , d is arranged as columns of the (n × d)
matrix X, and this X is generated from a zero-mean Gaussian distribution
with covariance matrix ￿ΣB = In ⊗ Σ0 +B ⊗ Σ1,
with cov(Xir, Xjs|B) = δijΣ0rs +BijΣ1rs,
(5.2)
where Σ0 is the usual (d×d) “pooled” within-class covariance matrix and Σ1
the (d× d) between-class matrix, respectively, and δij denotes the Kronecker
symbol.
Since the partition process is invariant under permutations, one can always
think of B being block-diagonal. For spherical covariance matrices (i.e. scaled
identity matrices), Σ0 = αId,Σ1 = βId, the covariance structure reduces to￿ΣB = In ⊗ αId +B ⊗ βId
= (αIn + βB)⊗ Id =: ΣB ⊗ Id,
with cov(Xir, Xjs|B) = (αδij + βBij)δrs.
(5.3)
Thus, the columns of X contain independent n-dimensional vectors xi ∈ Rn
distributed according to a normal distribution with covariance matrix
ΣB = αIn + βB.
Figure 5.2 shows an example of a data matrix X given a partition B, con-
structed in the way as described above.
Further, the distribution factorizes over the blocks b ∈ B. Introducing the
symbol ib := {i : i ∈ b} defining an index-vector of all objects assigned to
block b, the joint distribution reads
p(X,B|α, β, ξ, k) = Pn(B|ξ, k) ·
￿￿
b∈B
d￿
j=1
N (Xibj|αInb + β1nb1tnb)
￿
, (5.4)
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B X
Figure 5.2: Example for a matrix X given a partition B where X|B ∼
N (0,ΣB).
where 1nb is a nb-vector of ones. In the following, we will use the abbreviations
1b := 1nb and Ib := Inb to avoid double subscripts. Note that this distribution
is expressed in terms of the partition without resorting to labels, that means
that label switching cannot occur.
5.3 From Vectorial to Distance Data
Traditional machine learning methods usually depend on geometric infor-
mation of the data. In the medical application example for unsupervised
learning presented in Section 2.4.1, the input data was gene expression val-
ues, i.e., vectorial data. But for several applications the data is only available
as scores of pairwise comparisons, since frequently no access is given to the
underlying vectorial representation of the data but only pairwise similarities
or distances are measured. Examples of data sets of this kind include all
types of kernel matrices, be it string alignment kernels over DNA or protein
sequences or diffusion kernels on graphs.
Especially in biomedical data analysis, often only distance data is available,
as for instance by measuring the similarity of DNA sequences or protein
sequences. One concrete example where distance data is obtained consists
in the analysis of a certain type of human proteins, the so-called proteases.
Proteases are cellular enzymes that conduct proteolysis, i.e. the directed
degradation (digestion) of proteins. Proteases are important in a medical
point of view since they play a key role in the development of metastatic
tumors. To analyze proteases, the similarity of the enzymes’ amino acid
sequences is measured. The sequence alignment of the amino acid sequences
results in a distance matrix without an underlying vectorial representation.
Pairwise data, or distance data, is in no natural way related to the common
viewpoint of objects lying in some well behaved space like a vector space.
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Partitioning proximity data is considered a much harder problem than par-
titioning vectorial data, as the inherent structure of n samples is hidden
in n2 pairwise relations. A loss-free embedding into a vector space is usu-
ally not possible. Hence, grouping problems of this kind cannot be directly
transformed into a vectorial representation by means of classical embedding
strategies like e.g. multi-dimensional scaling.
In the remainder of this thesis we will develop new machine learning methods
based on distance data that do not require direct access to an underlying
vector space. We propose that even if an underlying vectorial representation
exists, it is better to work directly with the dissimilarity matrix to avoid
unnecessary bias and variance caused by embeddings.
In Chapter 6 we introduce the translation-invariant Wishart-Dirichlet clus-
tering process, a Bayesian clustering approach that works on distance data
directly. Based on this probabilistic clustering process we then extend the
model to situations when two or more views of distance data is available.
This relates to the scenario of the first part of the thesis, where we consid-
ered multiple (vectorial) data sets and the aim was not to learn on every data
set separately but to transfer available knowledge over related data sets and
profit from the amount of data given by all data sets together. The same
idea of transferring knowledge over data sets with co-occurring samples is
now applied to distance data by extending the single-view learning model to
a multi-view learning model.
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Chapter 6
Translation-invariant Wishart
Dirichlet Clustering Processes
The Bayesian clustering approach presented in this chapter aims at identify-
ing subsets of objects represented as columns/rows in a dissimilarity matrix.
The underlying idea is that objects grouped together in such a cluster can
be reasonably well described as a homogeneous sub-population. Our focus
on dissimilarity matrices implies that we do not have access to a vectorial
representation of the objects. Such underlying vectorial representation may
or may not exist, depending on whether the dissimilarity matrix can be em-
bedded (without distortion) in a vector space. One way of dealing with such
clustering problems would be to explicitly construct an Euclidean embed-
ding (or possibly a distorted embedding), and to apply some more traditional
clustering methods in the resulting Euclidean space. However, even under
the assumption that there exists an Euclidean embedding it is better not
to explicitly embed the data. Technically speaking, such embeddings break
the symmetry induced by the translation- and rotation-invariance which re-
flects the information loss incurred when moving from vectors to pairwise
dissimilarities. We introduce a clustering model which works directly on dis-
similarity matrices. It is invariant against label- and object permutations
and against scale transformations. The model is fully probabilistic in nature,
which means that on output we are not given a single clustering solution,
but samples from a probability distribution over partitions. If desired, a
“representative” solution can be computed. Further, by using a Dirichlet
process prior, the number of clusters does not need to be fixed in advance.
On the algorithmic side, a highly efficient sampling algorithm is presented.
Costly matrix operations are avoided by carefully exploiting the structure
of the clustering problem. Invariance against label permutations is a com-
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mon cause of the so-called “label switching” problem in mixture models.
By formulating the model as a partition process this switching problem is
circumvented.
In Section 6.2 we present a probabilistic model for combined clustering of
objects that are represented via pairwise dissimilarities and occur in mul-
tiple views. In this Bayesian clustering approach, we assume the data to
arrive in T different views. Each view is thought to be a conditional inde-
pendent sample for one common cluster structure. The aim is to obtain a
combined clustering of all views and benefit from the amount of data given
by all views together. Due to its nature, the approach is permutation-, scale-
and translation- invariant. As in the TIWD process, the number of clusters
is inferred automatically. The advantage of this multi-view approach com-
pared to clustering on every view separately is that one can benefit from the
amount of information given by all views, in the same manner as we used
this information in the supervised multi-task learning setting in Chapter 4.
It might be that the cluster structure of the data is not obvious in every
single view. Hence clustering on these views separately leads to poor results.
But, by combining all available viewpoints one can profit from the shared
structural information in the different views and hence significantly improve
the cluster performance.
6.1 Wishart-Dirichlet Clustering Process
In this Section, the Gauss-Dirichlet clustering process that was introduced in
Section 5.2 is extended to a sequence of inner-product and distance matrices.
The underlying assumption is that the random matrix Xn×d follows the zero-
mean Gaussian distribution specified in (5.2), with Σ0 = αId and Σ1 = βId.
Then, conditioned on the partition B, the inner product matrix S = XXT/d
follows a (possibly singular) Wishart distribution in d degrees of freedom,
S ∼ Wd(ΣB) ([Sriv 03]). Figure 6.1 shows an example of a data matrix
S given a partition B with spherical covariance matrices, i.e. the observed
matrix S is explained as Wd(ΣB) where ΣB = αI + βB.
If one directly observes the dot products S, it suffices to consider the condi-
tional probability of partitions, Pn(B|S), which has the same functional form
for ordinary and singular Wishart distributions:
Pn(B|S,α, β, ξ, k) ∝Wd(S|ΣB) · Pn(B|ξ, k)
∝ |ΣB|−
d
2 exp
￿
−d
2
tr(Σ−1B S)
￿
· Pn(B|ξ, k).
(6.1)
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B S X
Xt
Figure 6.1: Example for a matrix S given a partition B where S|B ∼
Wd(ΣB).
In Figure 6.2 the inference of the partition B from the inner product matrix
S is illustrated.
White noise
full rank
Partition
rank k
Observed S
+explained as
βα
Figure 6.2: Inferring the partition B from the inner products S.
For the following derivation it is suitable to re-parametrize the model in terms
of (α, θ) instead of (α, β), where θ := β/α, and in terms of W := Σ−1B . Due
to the block structure in B, Pn(B|S) factorizes over the blocks b ∈ B:
Pn(B|S,α, θ, ξ, k) ∝ Pn(B|ξ, k)
·
￿￿
b∈B
|Wb|
d
2
￿
exp
￿
−
￿
b∈B
d
2
tr(WbSbb)
￿
,
(6.2)
where Wb, Sbb denote the submatrices corresponding to the b-th diagonal
block in B or W , as explained in Figure 6.3.
The above factorization property can be exploited to derive an efficient infer-
ence algorithm for this model. The key observation is that the inverse matrix
Wb = Σ
−1
b can be analytically computed as
Wb = (αIb+β1b1
T
b )
−1 =
￿
α(Ib + θ1b1
T
b )
￿−1
=
1
α
￿
Ib − θ
1 + nbθ
1b1
T
b
￿
. (6.3)
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Figure 6.3: Example of the block structure of B and W (left) and the
definition of sub-matrices in S and D (right) for kB = 3.
Thus, the contribution of block b to the trace is
tr(WbSbb) =
1
α
￿
tr(Sbb)− θ
1 + nbθ
S¯bb
￿
, (6.4)
where S¯bb = 1Tb Sbb1b denotes the sum of the b-th diagonal block of S. A
similar trick can be used for the determinant which is the product of the
eigenvalues: the kB smallest eigenvalues of W are given by
λb = α
−1(1 + θnb)−1.
The remaining n − kB eigenvalues are equal to α−1. Thus, the determinant
reads
|W | =
￿
b∈B
λb = α
−n￿
b∈B
(1 + θnb)
−1. (6.5)
6.1.1 Scale Invariance
The re-parametrization using (α, θ) leads to a new semantics of (1/α) as a
scale parameter: α is excluded from the partition-dependent terms in the
product over the blocks in (6.5), which implies that the conditional for the
partition becomes
Pn(B|•) ∝ Pn(B|ξ, k) ·
￿￿
b∈B
(1 + θnb)
−1
￿d/2
· exp
￿
− 1
α
d
2
￿
b∈B
tr(WbSbb)
￿
.
(6.6)
(1/α) simply rescales the observed matrix S, and we can make the model
scale invariant by introducing a prior distribution and integrating out α. The
conditional posterior for α follows an inverse Gamma distribution
p(α|r, s) = s
r
Γ(r)
￿
1
α
￿r+1
exp
￿
− s
α
￿
, (6.7)
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with shape parameter r = n ·d/2−1 and scale s = d2(tr(S)−
￿
b∈B
θ
1+nbθ
S¯bb).
Using an inverse Gamma prior with parameters r0, s0, the posterior is of the
same functional form with rp = r + r0 + 1 and sp = s + s0, and we can
integrate out α analytically. Dropping all terms independent of the partition
structure we arrive at
Pn(B|•) ∝ Pn(B|ξ, k)|W |d/2(α=1)(s+ s0)−(r+r0+1), (6.8)
where |W |(α=1) =
￿￿
b∈B(1 + θnb)
−1￿ follows from (6.5).
6.1.2 The Centering Problem
In practice, however, there are two problems with the model described above:
(i) S is often not observed directly, but only a matrix of distances D. In the
following the assumption holds that the (suitably pre-processed) matrix D
contains squared Euclidean distances with components Dij = Sii+Sjj−2Sij;
(ii) even if one observes a dot-product matrix and the assumption of an under-
lying generative Gaussian process appears reasonable, usually no information
about the mean vector µ is given. The underlying assumption was that there
exists a matrixX withXXT = S such that the columns ofX are independent
copies drawn from a zero-mean Gaussian in Rn: x ∼ N (µ = 0n,Σ = ΣB).
This assumption is crucial, since general mean vectors correspond to a non-
central Wishart model [Ande 46], which can be calculated analytically only
in special cases, and even these cases have a very complicated form which
imposes severe problems in deriving efficient inference algorithms.
Both of the above problems are related in the way that they have to do with
the lack of information about geometric transformations: assume one only
observes S without access to the vectorial representations Xn×d. Then the
information about orthogonal transformations X ← XO with OOT = Id is
lost, i.e. there is no information about rotations and reflections of the rows
in X. If only the distance matrix D is observed, one has additionally lost the
information about translations of the rows, X ← X + (1nvT + v1Tn ), with
v ∈ Rd. A graphical illustration of the information loss due to rotations and
translations is given in Figure 6.4.
The sampling model implies that the means in each row are expected to
converge to zero as the number of replications d goes to infinity. Thus, if
one had access to X and if it is not clear that the above zero-mean assump-
tion holds, it might be a plausible strategy to subtract the empirical row
means, Xn×d ← Xn×d − (1/d)Xn×d1d1Td , and then to construct a candidate
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Figure 6.4: By obtaining a similarity matrix S the information about rota-
tions and reflections of the rows of X are lost. If distances D are obtained,
additionally the information about translations of the rows are lost: one D
matrix leads to a whole equivalence class of S matrices, the transformation
from D to S is not unique.
matrix S by computing the pairwise dot products. This procedure should
be statistically robust if d￿ n, since then the empirical means are probably
close to their expected values. Such a corrected matrix S fulfills two im-
portant requirements for selecting candidate dot product matrices: first, S
should be “typical” with respect to the assumed Wishart model with µ = 0,
thereby avoiding any bias introduced by a particular choice. Second, the
choice should be robust in a statistical sense: if we are given a second obser-
vation from the same underlying data source, the two selected prototypical
matrices S1 and S2 should be similar. For small d, this correction procedure
is dangerous since it can introduce a strong bias even if the model is correct:
suppose we are given two replications from N (µ = 0n,Σ = ΣB), i.e. d = 2.
After subtracting the row means, all row vectors lie on the diagonal line in
R2, and the cluster structure is heavily distorted.
Consider now case (ii) where we observe S without access to X. Case (i)
needs no special treatment, since it can be reduced to case (ii) by first con-
structing a positive semi-definite matrix S which fulfills Dij = Sii+Sjj−2Sij.
For “correcting” the matrix S just as described above we would need a pro-
cedure which effectively subtracts the empirical row means from the rows of
X. Unfortunately, there exists no such matrix transformation that operates
directly on S without explicit construction of X. It is important to note
that the “usual” centering transformation S ← QSQ with Qij = δij − 1n as
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used in kernel PCA and related algorithms does not work here: in kernel
PCA the rows of X are assumed to be i.i.d. replications in Rd. Conse-
quently, the centered matrix Sc is built by subtracting the column means:
Xn×d ← Xn×d − (1/n)1n1TnXn×d and Sc = XXT = QSQ. Here, we need to
subtract the row means, and therefore it is inevitable to explicitly construct
X, which implies that we have to choose a certain orthogonal transforma-
tion O. It might be reasonable to consider only rotations and to use the
principle components as coordinate axes. This is essentially the kernel PCA
embedding procedure: compute Sc = QSQ and its eigenvalue decomposition
Sc = V ΛV T , and then project on the principle axes: X = V Λ1/2. The prob-
lem with this vector-space embedding is that it is statistically robust in the
above sense only if d is small, because otherwise the directions of the principle
axes might be difficult to estimate, and the estimates for two replicated obser-
vations might highly fluctuate, leading to different row-mean normalizations.
Note that this condition for fixing the rotation contradicts the above condi-
tion d ￿ n that justifies the subtraction of the means. Further, row-mean
normalization will change the pairwise dissimilarities, Dij = Sii + Sjj − 2Sij
, and this change can be drastic if d is small.
The cleanest solution might be to consider the dissimilarities D (which are
observed in case (i) and computed as Dij = Sii+Sjj−2Sij in case (ii)) as the
“reference” quantity, and to avoid an explicit choice of S and X altogether.
Therefore, we propose to encode the translation invariance directly into the
likelihood, which means that the latter becomes constant on all matrices S
that fulfill Dij = Sii + Sjj − 2Sij.
6.1.3 The Translation-invariant WD-Process
A squared Euclidean distance matrix D is characterized by the property
of being of negative type, which means that xTDx = −12xTSx < 0 for
any x with xT1 = 0. This condition is equivalent to the absence of neg-
ative eigenvalues in Sc = QSQ = −(1/2)QDQ. The distribution of D
has been formally studied in [McCu 09], where it was shown that if S fol-
lows a standard Wishart generated from an underlying zero-mean Gaus-
sian process, S ∼ Wd(ΣB), −D follows a generalized Wishart distribution,
−D ∼ W(1, 2ΣB) = W(1,−∆) defined with respect to the transformation
kernel K = 1, where ∆ij = ΣBii + ΣBjj − 2ΣBij. To understand the role
of the transformation kernel it is useful to introduce the notion of a gener-
alized Gaussian distribution with kernel K = 1: X ∼ N(1,µ,Σ). For any
transformation L with L1 = 0, the meaning of the general Gaussian notation
73
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is:
LX ∼ N (Lµ, LΣLT ). (6.9)
It follows that under the kernel K = 1, two parameter settings (µ1,Σ1)
and (µ2,Σ2) are equivalent if L(µ1 − µ2) = 0 and L(Σ1 − Σ2)LT = 0,
i.e. if µ1 − µ2 ∈ 1, and (Σ1 − Σ2) ∈ {1nvT + v1Tn : v ∈ Rn}, a space
which is usually denoted by sym2(1 ⊗ Rn). It is also useful to introduce
the distributional symbol S ∼ W(K,Σ) for the generalized Wishart dis-
tribution of the random matrix S = XXT when X ∼ N(K,0,Σ). The
key observation in [McCu 09] is that Dij = Sii + Sjj − 2Sij defines a lin-
ear transformation on symmetric matrices with kernel sym2(1⊗ Rn) which
implies that the distances follow a generalized Wishart distribution with ker-
nel 1: −D ∼ W(1, 2ΣB) = W(1,−∆). In the multi-dimensional case with
spherical within- and between covariances we generalize the above model to
Gaussian random matrices X ∼ N (µ,ΣB ⊗ Id). Note that the d columns
of this matrix are i.i.d. copies. The distribution of the matrix of squared
Euclidean distances D then follows a generalized Wishart with d degrees
of freedom −D ∼ Wd(1,−∆). This distribution differs from a standard
Wishart in that the inverse matrix W = Σ−1B is substituted by the matrix￿W = W − (1TW1)−1W11TW and the determinant | · | is substituted by a
generalized det(·)-symbol which denotes the product of the nonzero eigen-
values of its matrix-valued argument (note that ￿W is rank-deficient). The
conditional probability of a partition then reads
P (B|D, •) ∝W(−D|1,−∆) · Pn(B|ξ, k)
∝ det(￿W ) d2 exp￿d
4
tr(￿WD)￿ · Pn(B|ξ, k). (6.10)
Note that in spite of the fact that this probability is written as a function
of W = Σ−1B , it is constant over all choices of ΣB which lead to the same
∆, i.e. independent under translations of the row vectors in X. For the pur-
pose of inferring the partition B, this invariance property means that we can
simply use our block-partition covariance model ΣB and assume that the (un-
observed) matrix S follows a standard Wishart distribution parametrized by
ΣB. We do not need to care about the exact form of S, since the conditional
posterior for B depends only on D.
Scale invariance can be built into the model with the same procedure as
described above for the simple (i.e. not translation invariant) WD-process.
The posterior of α again follows an inverse Gamma distribution, and after
introducing a prior with parameters (s0, r0) and integrating out α we arrive
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at an expression analogous to (6.8) with s = d4tr(
￿WD):
P (B|•)∝Pn(B|ξ, k) det(￿W(α=1)) d2 (s+s0)−(n d2+r0) . (6.11)
6.1.4 Efficient Inference via Gibbs Sampling
In Gibbs sampling one iteratively samples parameter values from the full
conditionals. Our model includes the following parameters: the partition B,
the scale α, the covariance parameter θ, the number k of clusters in the pop-
ulation, the Dirichlet rate ξ and the degrees of freedom d. We propose to fix
d, ξ and k: the degrees of freedom d might be estimated by the rank of S,
which is often known from a pre-processing procedure. Note that d is not a
very critical parameter, since all likelihood contributions are basically raised
to the power of d. Thus, d might be used as an annealing-type parameter
for “freezing” a representative partition in the limit d → ∞. Concerning
the number k of clusters in the population, there are two possibilities.
Either one assumes k =∞, which results in the Ewens-process model, or one
expects a finite k. Our framework is applicable to both scenarios. Estima-
tion of k, however is nontrivial if no precise knowledge about ξ is available.
Unfortunately, this is usually the case, and k = ∞ might be a plausible
assumption in many applications. Alternatively, one might fix k to a large
constant which serves as an upper bound of the expected number, which can
be viewed as truncating the Ewens process. The Dirichlet rate ξ is diffi-
cult to estimate, since it only weakly influences the likelihood. Consistent
ML-estimators only exist for k =∞ with ξˆ = kB/ log n, and even in this case
the variance only decays like 1/ log(n), cf. [Ewen 72]. In practice, we should
not expect to be able to reliably estimate ξ. Rather, we should have some
intuition about ξ, maybe guided by the observation that under the Ewens
process model the probability of two objects belonging to the same cluster is
1/(1+ ξ). We can then either define an appropriate prior distribution, or we
can fix ξ. Due to the weak effect of ξ on conditionals, these approaches are
usually very similar.
The scale α can be integrated out analytically (see above). The distribution
of θ is not of recognized form, and we propose to use a discretized prior set
{p(θj)}Jj=1 for which we compute the posteriors {p(θj|•)}Jj=1. A new value of
θ is then sampled from the categorical distribution defined by {p(θj|•)}Jj=1.
In our implementation we use a uniform prior set ranging from p(θj) = 2/d
to p(θ100) = 200/d. We define a sweep of the Gibbs sampler as one complete
update of (B, θ). The most time consuming part in a sweep is the update
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of B by re-estimating the assignments to blocks for a single object (charac-
terized by a row/column in D), given the partition of the remaining objects.
Therefore we have to compute the membership probabilities in all existing
blocks (and in a new block) by evaluating equation (6.11), which looks for-
mally similar to (6.8), but a factorization over blocks is no longer obvious.
Every time a new partition structure is analyzed, a naive implementation
requires O(n3) costs for computing the determinant of ￿W and the product￿WD. In one sweep of the sampler we need to compute kB such probabilities
for n objects, summing up to costs of order of O(n4kB).
Theorem 6.1.1 Assuming kB blocks in the actual partition and a fixed max-
imum iteration number in numerical root-finding, a sweep of the Gibbs sam-
pler for the translation-invariant WD model can be computed in O(n2+nk2B)
time.
Proof: Assume we want to compute the membership probabilities of the l-th
object, given the partition of the remaining objects and all other parameter
values. We first have to downdate all quantities which depend on object l and
the block to which it is currently assigned, assign it to each of the existing
blocks (and to a new block), and compute the probabilities of these events.
With “downdate” we denote the reverse procedure to “update”, i.e. we revert
an assignment. From the resulting categorical distribution we then sample a
new assignment (say block c) and update all quantities depending on object
l and block c. We repeat this procedure for all objects l = 1, . . . , n. Since
downdating and updating are reverse to each other but otherwise identical
operations, it suffices to consider the updating situation in which a new
object with index l has to be assigned to a block in a given matrix B, or to
a new block. To compute the membership probabilities we have to assign
the new object to a block and evaluate (6.11) for the augmented matrix D∗,
which has one additional column and row. For notational simplicity we will
drop the subscript ∗, since we will always consider the augmented quantities.
Eq. (6.11) has two components: the prior P (B|ξ, k) and the likelihood term
which requires us to compute det(￿W(α=1)) and tr(￿WD). Using the identity
Γ(x+1) = xΓ(x) in (5.1), the contribution of the prior is nc+ξ/k for existing
clusters and ξ(1 − kB/k) for a new cluster (one simply sets k = ∞ for the
Ewens-process).
For the likelihood term, consider first the generalized determinant det(￿W )
in (6.11). Since ￿W = W − (1TW1)−1W11TW , we have to compute ρ :=
(1TW1)−1 for the augmented matrix W after assigning the new object l to
block c. Analyzing (6.3) one derives ρ−1 =
￿
b∈B nbλb, where λb = (1+θnb)
−1
are the kB smallest eigenvalues of W(α=1), see eq. (6.5).
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Thus, we increase nc, recompute λc and update ρ. Given ρ, we need to
compute the eigenvalues of W − ρW11TW =: W − ρvvT , where the latter
term defines a rank-one update of W . Analyzing the characteristic poly-
nomial, it is easily seen that the (size-ordered) eigenvalues λ˜i of ￿W fulfill
three conditions, see [Golu 89]: (i) the smallest eigenvalue is zero: λ˜1 = 0;
(ii) the largest n − kB eigenvalues are identical to their counterparts in W :
λ˜i = λi, i = kB + 1, . . . , n; (iii) for the remaining eigenvalues with indices
λ˜2, . . . , λ˜kB it holds that if λi is a repeated eigenvalue of W , λ˜i = λi. Other-
wise, they are the simple roots of the secular equation f(y) = ρ+
￿kB
j=1
njλ2j
y−λj
fulfilling the relations λi < λ˜i+1 < λi+1. Note that f can be evaluated in
O(kB) time, and with a fixed maximum number of iterations in the root-
finding procedure, det(￿W ) can be computed in O(kB). A sweep involves n
“new” objects and kB blocks. Thus, the costs sum up to O(nk2B), summarized
in Algorithm 4.
Algorithm 4: Cost for computing the likelihood in one sweep
for i = 1 to n do
for c = 1 to kB do
nc ← nc + 1, recompute λc and update ρ ￿ O(1)
Find roots of secular equation ￿ O(kB)
For the trace tr(￿WD) we have to compute
tr(￿WD) = tr(WD)− ρ · tr(W11TWD)
= tr(WD)− ρ · 1TWDW1. (6.12)
We first precompute ∀a ∈ B: D¯ia =
￿
j∈aDij, which induces O(n) costs
since there are n summations in total. The first term in (6.12) is tr(WD) =￿
b∈B tr(Dbb)− θ1+nbθD¯bb, so we first update D¯ by recomputing its c-th row/column:
update γc = ncλc and ∀a ∈ B : D¯ac ← D¯ac + D¯ia + Diiδa,c ￿ O(kB)
time, and update the c-th summand in tr(WD) in constant time. Defin-
ing D¯ab := 1TaDab1b and γa :=
naθ
1+naθ
, the second term in (6.12) reads
ρ
￿
ab∈B
1TaWaDabWb1b =: ρ
￿
ab∈B
Φab,
Φab = D¯ab − γaD¯ab − γbD¯ab + γaγbD¯ab.
(6.13)
Since we have already updated γ and D¯, it requires O(kB) time to update
the c-th row.
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Algorithm 5: Cost for computing the trace in one sweep
for i = 1 to n do
∀a ∈ B: D¯ia =
￿
j∈aDij ￿ O(n)
for c = 1 to kB do
Update D¯ ￿ O(kB) Recompute c-th summand in tr(WD) ￿
O(1) Compute ∀a ∈ B : Φac = Φca ￿ O(kB)
In a sweep, the costs for the trace sum up to O(n2+nk2B), see Algorithm 5.
The sweep is completed by resampling θ from a discrete set with J levels
which induces costs of O(k2B). Computing the discrete posterior involves J
evaluations of both the determinant and the trace ￿
From the above theorem it follows that the worst case complexity in one
sweep is O(n3) in the infinite mixture (i.e. Ewens process-) model, since
kB ≤ n, and O(n2) for the truncated Dirichlet process with kB ≤ k < ∞.
If the “true” k is finite, but one still uses the infinite model, it is very un-
likely to observe the worst-case O(n3) behavior in practice: if the sampler is
initialized with a one-block partition (i.e. kB = 1), the trace of kB typically
shows an “almost monotone” increase during burn-in, see Figure 6.6 in the
experiments section.
One possible extension of the TIWD cluster process is to include some pre-
processing step. From the model assumptions S ∼W(ΣB) it follows that
if ΣB contains kB blocks and if the separation between the clusters (i.e. θ) is
not too small, there will be only kB dominating eigenvalues in S. Thus, one
might safely apply kernel PCA to the centered matrix Sc = −(1/2)QDQ,
i.e. compute Sc = V ΛV T , consider only the first k˜ “large” eigenvalues in Λ
for computing a low-rank approximation S˜c = V Λ˜V T , and switch back to
dissimilarities via D˜ij = (S˜c)ii + (S˜c)jj − 2(S˜c)ij. Such preprocessing might
be particularly helpful in cases where Sc = −(1/2)QDQ contains some nega-
tive eigenvalues which are of relatively small magnitude. Then, the low-rank
approximation might be positive semi-definite so that D˜ contains squared
Euclidean distances. Such situations occur frequently if the dissimilarities
stem from pairwise comparison procedures which can be interpreted as ap-
proximations to models which are guaranteed to produce Mercer kernels.
A popular example are classical string alignments which might be viewed
as approximations of probabilistic alignments using pairwise hidden Markov
models. We present such an example in Section 6.1.5. The downside of kernel
PCA are the added costs of O(n3), but randomized approximation methods
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have been introduced which significantly reduce these costs. In our TIWD
software we have implemented a “symmetrized” version of the random pro-
jection algorithm for low-rank matrix approximation proposed in [Vemp 04]
which uses the idea proposed in [Bela 07].
Another extension of the model concerns semi-supervised situations where
for a subset of nm observations class labels, i.e. assignments to km groups,
are known. We denote this subset by the set of row indices A = {1, . . . , nm}.
Traditional semi-supervised learning methods assume that at least one la-
beled object per class is observed, i.e. that the number of classes is known.
This assumption, however, is questionable in many real world examples. We
overcome this limitation by simply fixing the assignment to blocks for objects
in A during the sampling procedure, and re-estimating only the assignments
for the unlabeled objects in B = {nm + 1, . . . , n}. Using an Ewens process
model with k = ∞ (or a truncated version thereof with k = k￿ > km), the
model has the freedom to introduce new classes if some objects do not resem-
ble any labeled observation. We present such an example below, where we
consider protein sequences with experimentally confirmed labels (the “true”
labels) and others with only machine predicted labels (which we treat as
unlabeled objects).
6.1.5 Experiments
In a first experiment we compare the proposed TIWD cluster process with
several hierarchical clustering methods on synthetic data, generated as fol-
lows: (i) a random block-partition matrix B of size n = 500 is sampled with
kB = 10; (ii) d = 100 samples from N (0n,Σ) are drawn, and arranged as
the columns of the matrix X(n×d), with Σ = αIn + αθB, α = 2 and different
θ-values; (iii) squared Euclidean distances are stored in the matrix D(n×n);
(iv) this procedure is repeated 20 times.
A two-dimensional kernel PCA projection of an example distance matrix is
shown in the left panels of Fig. 6.5 (large θ ↔ clear cluster separation in the
upper panel, and small θ ↔ highly overlapping clusters in the lower panel).
5000 Gibbs sweeps are computed for the TIWD cluster process (after a burn-
in phase of 2000 sweeps), followed by an annealing procedure to “freeze” a
certain partition, cf. Section 6.1.4. For comparing the performance, several
hierarchical clustering methods are applied: “Wards”, “complete linkage”,
“single linkage”, “average linkage”, (see [Jain 88]), and the resulting trees
are cut at the same number of clusters as found by TIWD. The right panels
show the agreement of the inferred partitions with the true labels, measured
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in terms of the adjusted rand index. If the clusters are well-separated, all
methods perform very well, but for highly overlapping clusters, TIWD shows
significant advantages over the hierarchical methods.
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Figure 6.5: TIWD vs. hierarchical clustering (“Wards”, “complete linkage”,
“single linkage”, “average linkage”) on synthetic data (k = 10, n = 500,
d = 100, repeated 20 times).
In a second experiment we investigate the scalability of the algorithm to
large data sets. The “small θ”-experiment above (lower panels in Fig. 6.5) is
repeated for a large D-matrix of size (8000 × 8000). Figure 6.6 depicts the
trace of the number of blocks kB during sampling. The sampler stabilizes
after roughly 500 sweeps. Note the remarkable stability of the sampler (com-
pared to the usual situations in “traditional” mixture models), which follows
from the fact that no label-switching can appear in the TIWD sampling al-
gorithm. On a standard computer, this experiment took roughly two hours,
which leads us to the conclusion that the proposed sampling algorithm is
so efficient (at least for moderate k) that memory constraints are probably
more severe than time constraints on standard hardware.
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Figure 6.6: Trace-plot of the number of blocks kB during the Gibbs sweeps
for a large synthetic dataset. (10 clusters, n = 8000).
In a next experiment we analyze the influence of encoding the translation
invariance into the likelihood (our TIWD model) versus the un-normalized
WD process and row-mean normalization as described in Section 6.1.2. A
similar random procedure for generating distance matrices is used, but this
time we vary the number of replications d and the mean vector µ. If µ = 0n,
both the simple WD process and the TIWD process are expected to perform
well, which is confirmed in the 1st and 3rd panel (left and right boxplots).
Row-mean subtraction, however, introduces significant bias and variance.
For nonzero mean vectors (2nd and 4th panel), the un-normalized process
completely fails to detect the cluster structure, and row-mean subtraction can
only partially overcome this problem. The TIWD process clearly outperforms
the other models.
In a last experiment we consider a semi-supervised application example. In
this experiment we study all globin-like protein sequences from the UniPro-
tKB database with experimentally confirmed annotations and the TrEMBL
database with unconfirmed annotations [UniP 10]. The former set consists
of 1168 sequences which fall into 114 classes. These sequences form the
“supervised” subset, and their assignments to blocks in the partition ma-
trix are “clamped” in the Gibbs sampler. The latter set contains 2603 se-
quences which are treated as the “unlabeled” observations. Pairwise local
string alignment scores sij are computed between all sequences and trans-
formed into dissimilarities using an exponential transform. The resulting
dissimilarity matrix D is not guaranteed to be of negative type (and in-
deed, −QDQ has some small negative eigenvalues). We overcome this prob-
81
82
CHAPTER 6. TRANSLATION-INVARIANT WISHART DIRICHLET
CLUSTERING PROCESSES
●
WD WD_R TIWD
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
ad
jus
te
d 
ra
nd
 in
de
x
●
●
WD WD_R TIWD
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
ad
jus
te
d 
ra
nd
 in
de
x
●
●
●
●
WD WD_R TIWD
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
ad
jus
te
d 
ra
nd
 in
de
x
●
●
WD WD_R TIWD
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
ad
jus
te
d 
ra
nd
 in
de
x
Figure 6.7: Comparison of WD and TIWD cluster process on synthetic data.
”WD”: WD without any normalization, ”WD R”: WD with row mean sub-
traction. Left to right: (i) d = 3,µ = 0; (ii) d = 3, µi ∼ N(40, 0.1); (iii) and
(iv) same for d = 100.
lem by using the randomized low-rank approximation technique according
to [Vemp 04, Bela 07], cf. Section 6.1.4, which effectively translates D into
a matrix D˜ which is of negative type. The Ewens process model makes
it possible to assign the unlabeled objects to existing classes or to newly
created ones. Finally, almost all unlabeled objects are assigned to existing
classes, with the exception of three new classes which have a nice biological
interpretation. Two of the new classes contain globin-like bacterial sequences
from Actinomycetales, a very special group of obligate aerobic bacteria which
have to cope with oxidative stress. The latter might explain the existence of
Redox domains in the globin sequences, like the Ferredoxin reductase-type
(FAD)-binding domain observed in all sequences in one of the clusters and the
additional nicotinamide adenine dinucleotide (NAD)-binding domain present
in all sequences in the second new cluster, see Figure 6.8. Some of the latter
sequences appear to be similar to another class that also contains Actino-
mycetales (see the large “off diagonal” probabilities surrounded by the blue
circle) which, however, share a different pattern around some heme binding
sites in the globin domain. The third newly formed class contains short se-
quence fragments which all show a certain variant of the Hemoglobin beta
subunit. With the exception of the above mentioned similarity of one of the
Actino-bacterial classes to another one, the three new classes show no simi-
larity to any of the other classes, which nicely demonstrates the advantage of
a semi-supervised learning model that is flexible enough to allow the creation
of new groups.
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Actinomycetales (FAD/NAD−binding)
Actinomycetales (FAD−binding) Hemoglobin beta subunit variant
Actinomycetales (FAD/NAD−binding domain,
different globin domain sub−structure)
Figure 6.8: Co-membership probabilities of globin proteins. Three new
classes which have a nice biological interpretation are detected. Two of
the new classes contain globin-like bacterial sequences. The third new class
contains short sequence fragments which all show a certain variant of the
Hemoglobin beta subunit. All the three newly detected classes show no sim-
ilarity to any of the other classes.
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6.2 Multi-View Clustering of Distance Data
In this section we consider the problem of clustering multiple instances of
pairwise distances D. We extend the single-view clustering model introduced
in Section 6.1 to cluster different views of co-occurring samples. We think
of each view as one realization of a distance matrix. The aim is to obtain
a combined clustering of all views and benefit from the shared structural
information in the different views.
The particular challenges arising here are the following: In the single-view
model introduced in Section 6.1, the data was assumed to be distributed
according to a normal distribution with covariance matrix ΣB = αIn + βB
where α and β denoted a scalar value and B a block matrix. The geometric
interpretation for such a covariance matrix is that all clusters have the same
between-class variance, i.e. all clusters are equidistant. If we assumed this for
the multi-view case, we would restrict the geometric cluster configurations
to be identical across all views, which would be a serious limitation. Hence,
for the multi-view clustering scenario, we want to encode more degrees of
freedom to be able to differentiate between geometric cluster arrangements
over different views. Therefore, the covariance matrix is chosen to be a full,
symmetric block matrix, where every diagonal/upper diagonal block may
have a separate β-value, allowing for maximum flexibility. In addition, a
novel translation-invariant likelihood has to be chosen.
We introduced the concept of multi-view learning in vector spaces in Sec-
tion 2.4.2. As our focus in this work lies on (dis)similarity data, we first
generalize the vector-space approach step by step to inner-product spaces in
Section 6.2.1 and then advance to incorporating invariances that are crucial
for dealing with pairwise distances. In Section 6.2.2 we propose our new
model for partitioning distance data that is available in multiple views. We
call this model Multi-View Translation-invariant Dirichlet (MVTID) Clus-
tering Process. More precisely, we aim at modeling dependencies between
co-occurring data sets, i.e. we concentrate on a subfield of multi-view clus-
tering, the so-called dependency-seeking clustering, as explained in Section
2.4.2. Finally, in Section 6.2.4 we present results of both synthetic and real
world experiments.
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6.2.1 Generalization of Vector Spaces to Inner-Product
Spaces
Assume that the rows of the data matrix X are ordered according to cluster
assignments, i. e. X ∼ N (M, In⊗Γ) for X ∈ Rn×d and covariance matrix Γ ∈
Rd×d with mean matrix M ∈ Rn×d that has cluster-specific block structure.
For non-zero mean,XΓ−1XT is distributed according to a non-central Wishart
distribution, which causes severe computational problems due to the appear-
ance of the hypergeometric function (c.f. [Gupt 00]).
However, we are able to approximate the non-central Wishart by a central
Wishart distribution, yielding
XΓ−1XT ∼Wd( 1nMMT + In￿ ￿￿ ￿
=:Σ
). (6.14)
which corresponds toX ∼ N (0,Σ⊗I). By using this approximation, the first
order moments of the Wishart and the noncentral Wishart distribution are
identical, whereas the second order moments differ in terms of order O(n−1).
See [Gupt 00] for more detailed information.
Given X ∼ N (0,Σ⊗Γ), [McCu 08a] states that the log likelihood in its most
general form is written as
l(Σ,Γ;X) = −12 log det(Σ⊗ Γ)− 12 tr(XTΣ−1XΓ−1)
= −d2 log |Σ|− n2 log |Γ|− 12 tr(XTΣ−1XΓ−1). (6.15)
As in the Sections above, we again use the symbolW := Σ−1 for convenience.
In order to see that (6.15) is formulated in the inner-product space, it suffices
to apply cyclic permutation inside the trace arriving at the termWXΓ−1XT .
For the choice of Γ = Id, i.e. XΓ−1XT = XXT =: S, we arrive at the
central Wishart model like in Section 6.1. However, spherical covariances
are an extreme case: all dimensions within one view are treated separately,
meaning we cannot distinguish between dimensions and views.
Up to this point, we formulated the model for inner-product spaces. But, as
we only observe pairwise distances, we cannot recover any information about
scaling and the origin of X, i.e. translations or column shifts. This is why
the model is further required to be invariant against transformations of such
kind.
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Now we assume a general, positive-definite Γ. For a fixed covariance matrix
Σ, the log likelihood is maximized at ΓˆΣ =
1
nX
TWX. Hence, the profile log
likelihood lp is written as the following (see [McCu 08a], Model III):
lp(Σ;X) = −d2 log |Σ|− n2 log |XTWX|. (6.16)
We refer to this as Model A. It was shown in [McCu 08a] that in this case,
the profile likelihood (6.16) is a “true” likelihood.
It is important to stress that the likelihood (6.16) is only informative if d < n:
for d = n the determinant |XTWX| = |WXXT | splits into |W | · |XXT |,
which completely removes Σ from the likelihood.
The assumption of a general, positive-definite Γ leads to the product-space
setting introduced in (2.8). In order to perform dependency-seeking cluster-
ing, we now impose a constraint on Model A, where Γ is positive definite,
but additionally has a block diagonal structure:
Γ =

Γ1 0 · · · 0
0 Γ2 · · · 0
...
...
. . .
...
0 0 · · · ΓT
 . (6.17)
Here, each Γt, t ∈ {1, . . . , T}, is a positive-definite matrix of arbitrary size
dt× dt, where
￿T
t=1 dt = d. By using such a block diagonal Γ matrix, the log
likelihood (6.16) can be split into T terms:
l(Σ;X) =
T￿
t=1
−dt2 log |Σt|− n2 log |XTt WtXt|. (6.18)
We call this Model B. Note that this model allows T different data sets Xt
and Σt, which leads to a new interpretation: We may imagine T different
data sets observing the same n objects, but originating from different sources
or methods of measurement. This is exactly what was previously introduced
as view and, in accordance to (2.9), the model is dependency-seeking.
Translation Invariance
The step from Model A to Model B is necessary to capture dependencies
between views. Still, operating only on pairwise distances D leads to the
problem of not being able to recover any translation. Therefore, analog to
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Section 6.1, the likelihood is altered to be invariant against arbitrary column
shifts of the data. [McCu 08a] showed that if there is a whitened, shift-
invariant data matrix X = X − 1µT with some shift vector µ, then the log
likelihood of Model A is given by
lˇ(Σ;X) = d2 log det(WQ)− n−12 log det(XTWQX). (6.19)
Q = In − 1n(1TnW1n)−11TnW denotes a projection matrix and det(·) is the
product of non-zero eigenvalues. Note that equation (6.19) can also be for-
mulated in terms of distances D where Dij = Sii + Sjj − 2Sij :
lˇ(Σ;D) = d2 log det(WQ)− n−12 log det(−12WQD). (6.20)
For Model B, this yields
lˇ(Σ;X) =
T￿
t=1
lˇ(Σt;Xt) (6.21)
=
T￿
t=1
dt
2 log det(WtQt)− n−12 log det(XTt WtQtXt). (6.22)
With Qt = In−1n(1TnWt1n)−11TnWt there exists a separate projection matrix
for each view. Again, this likelihood can be written in terms of D:
lˇ(Σ;D) =
T￿
t=1
dt
2 log det(WtQt)− n−12 log det(−12WtQtDt) (6.23)
With these theoretical results we are now able to extend the original TIWD
model by using the likelihood introduced above to a dependency-seeking
clustering approach. We call this model the Multi-View translation-invariant
Dirichlet clustering process for clustering distance data.
6.2.2 The Multi-View Clustering Process
The assumption in this model is that the data is available in T different views.
Xt, St and Dt denote the corresponding data-, similarity- and distance- ma-
trices for a view t with t ∈ {1, ..., T}. In the TIWD clustering process
introduced in Section 6.1, the columns of X were independent n-dimensional
vectors distributed according to a normal distribution with covariance matrix
ΣB = αIn+βB where β denoted a scalar value. The geometric interpretation
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Figure 6.9: Example for three blocks with spherical between-class covari-
ance matrix and a scalar value for β: cluster centers need to have the same
distances δ.
for such a covariance matrix is that all clusters have the same between-class
variance, i.e. all clusters are equidistant. This scenario is illustrated in Figure
6.9.
This means, using a covariance matrix ΣB = αIn+βB for the multi-view case,
we would restrict the geometric cluster configurations to be identical across
all views, which would be a serious limitation. Hence, for the multi-view clus-
tering scenario, we want to encode more degrees of freedom that enable to
differentiate between geometric cluster distances over different views. There-
fore, the between-class covariance matrix Σ = MMT + In is chosen to be a
full, symmetric n × n block matrix, allowing for arbitrary geometric cluster
configurations. A graphical example for this scenario is depicted in Figure
6.10.
Figure 6.10: Exemplary cluster configuration with a between-class covariance
matrix in full block form: all clusters are allowed to have different distances
to each other.
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For formulating a construction principle, we propose an intermediate step,
namely introducing a smaller matrix Kt of size kB × kB that stores only one
single β value per block. Having distinct β values, we now expand Kt into
covariance matrices
￿
MMT
￿
t
∈ Rn×n by duplicating elements according to
the block sizes defined in the partition matrix B. The scheme can most easily
be explained by the following example:
Assume kB = 3 blocks, n1 = 2, n2 = 2 and n3 = 1. Then, B is a block-
diagonal matrix with 3 blocks of ones on the diagonal.
￿
MMT
￿
t
is received
by filling the first diagonal block of B with βt11 , the second with βt22 , the
third with βt33 and the off-diagonals with corresponding βtij :
B =

1 1 0 0 0
1 1 0 0 0
0 0 1 1 0
0 0 1 1 0
0 0 0 0 1
 , Kt =
 βt11 βt12 βt13βt12 βt22 βt23
βt13 βt23 βt33

=⇒ ￿MMT ￿
t
=

βt11 βt11 βt12 βt12 βt13
βt11 βt11 βt12 βt12 βt13
βt12 βt12 βt22 βt22 βt23
βt12 βt12 βt22 βt22 βt23
βt13 βt13 βt23 βt23 βt33

In general, the symmetric block matrix
￿
MMT
￿
t
can also be computed with
the help of a matrix Z:
Z =

1n1 0n1 · · · 0n1
0n2 1n2 · · · 0n2
...
... . . .
...
0nb 0nb · · · 1nb
 ∈ R(n×kB),
where 1nb denotes a nb-vector of ones and 0nb a nb-vector of zeros. Using
this, we have ￿
MMT
￿
t
= ZKtZ
T . (6.24)
Thus, the columns of the data matrixXt we consider in the MVTID clustering
process are n-dimensional vectors xi ∈ Rn, i = 1, . . . , d, distributed according
to a zero-mean Gaussian with covariance matrix Σt = αIn +
￿
MMT
￿
t
.
Despite the additional degrees of freedom given by Σt, it can not account
for the problem of translation invariance, meaning, we still need a likelihood
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that is constant over all similarity matrices S. The reason for this can be
seen by going back to the definition of squared pairwise distances D ∈ Rn×n
Dij = Sii + Sjj − 2Sij. (6.25)
As explained in Section 6.1, a distance matrix D does not carry any informa-
tion about the origin of the coordinate system anymore. As a consequence,
going in reverse and constructing S does not yield just one matrix, but a
whole equivalence class
S :=
￿
S|S = S˜ + 1vT + v1T , S ￿ 0,v ∈ Rn
￿
(6.26)
that maps to D. Here, v is a vector of n unknown parameters, effectively
shifting all columns of Xt. If all parameters vi, i = 1 . . . n, have different
values, the resulting S completely loses the block structure of S˜. Hence,
even a full block matrix Σt on its own can not infer the exact form of S. We
need a model that is independent under column shifts in X, which is why we
encode the translation invariance directly into the likelihood.
6.2.3 Efficient Inference via Gibbs sampling
As mentioned above, all views are assumed to be independent given a parti-
tion B, hence the likelihood for B and Kt factorizes for all views:
p(B,K1, . . . , Kt|X1, . . . , Xt, •)
∝
T￿
t=1
exp
￿
lˇ(Σt;Xt)
￿
P (Kt)P (B|ξ, k),
(6.27)
In order to compute the posterior, we propose to apply Gibbs sampling.
Consider the following conditional distribution at view t
p(B,Kt|Xt, •) ∝ exp
￿
lˇ(Σt;Xt)
￿
P (Kt)P (B|ξ, k). (6.28)
P (Kt) is given by a Wishart distribution and updated via a Metropolis-
Hastings sampling in every iteration of the Gibbs sampler.
As in the original TIWD model, the prior for block matrix B is defined to be
Dirichlet-Multinomial over partitions, see equation 5.1. Algorithm 6 explains
90
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the full sampling scheme in detail.
Algorithm 6: Gibbs sampler for multi-view clustering.
A : Initialize set K1 = sIn1 , s > 0, kB = 1.
for i = 1 to iteration do
for j = 1 to n do
for k = 1 to kB do
assign object j to an existing cluster k or a new one
update kB
for t = 1 to T do
sample new Kt matrix using Metropolis Hastings
compute likelihood (6.27)
Metropolis-Hastings Update Step. In the Metropolis-Hastings algo-
rithm (see [Robe 05] for more details), a sequence of random samples is ob-
tained from a probability distribution for which direct sampling is difficult.
In Algorithm 6, at the end of every iteration of the Gibbs sampler, the matrix
Kt is updated for every view. In the following explanation, we will skip the
index t for simplicity and consider the Metropolis Hastings update for one
view t, i.e. in this paragraph we define K := Kt. A new matrix denoted by
Kp is proposed via the proposal distribution q(Kp|Kold) with Kp ∼W(Kold)
where Kold denotes the current K matrix before the update. Using the con-
ditional density q, a Markov chain is produced as shown in Algorithm 7.
Algorithm 7: Metropolis-Hastings
Given Kold.
Take
Knew =
￿
Kp if Unif(0, 1) ≤ p(Kold, Kp)
Kold otherwise
where p(Kold, Kp) = min
￿
f(Kp)
f(Kold)
q(Kold|Kp)
q(Kp|Kold) , 1
￿
Thereby, p(Kold, Kp) is called Metropolis-Hastings acceptance probability and
f(K) := exp(lˇ(Σ;X))W(K|IkB).
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It is important to note that we always have to construct a positive definite￿K matrix that consist of the current K matrix with one additional row and
column to account for a new cluster, i. e.
￿K = ￿ K11 K12
K21 K22
￿
(6.29)
with K11 = K ∈ RkB×kB , K21 ∈ R1×kB , K12 = KT21 and K22 ∈ R.
To ensure the positive definiteness of ￿K, the additional row and column are
computed by the following (see [Bilo 99] for details):
K12|K11 ∼ N (0, K11 ⊗ s) (6.30)
K22.1 ∼ W1(d− kB, s) (6.31)
K22 = K22.1 +K21K
−1
11 K12. (6.32)
Complexity Analysis of Model B For reasons of simplicity, we only
analyze one view t throughout this section as well and thus drop the index
from all view-dependent terms (Xt, dt, St, Σt,Wt, Qt andKt). Since we know
the total number of views beforehand, T is a constant factor and therefore
disregarded.
In its simplest form, computing the likelihood for one Gibbs sweep consists
of assigning all n objects to kB existing blocks and 1 new block, each step
involving the inverse of the full n×n covariance matrix Σ. In total, this adds
up to a cost of O(kBn4), although, due to the block structure of Σ and W ,
we may employ several computational shortcuts that reduce the complexity.
To ensure the data does not violate the model constraint d < n, we first
calculate X as a low-rank PCA projection of S in a O(n3) pre-processing
step. While this embedding is needed to ensure d < n, we may as well use
the computational benefits of the likelihood in X, instead of recomputing S
or D. Still, the likelihood is constructed to incorporate scale and transla-
tion invariance, which means that lˇ(Σ;X) is fully equivalent to lˇ(Σ;S) and
lˇ(Σ;D).
Theorem 6.2.1 Given X of size n× d, the computational cost of one com-
plete Gibbs sweep in Model B can be computed in O(nkBd3 + nk4B + nk3Bd+
nk2Bd
2) time.
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Proof: The translation-invariant likelihood (6.21) reads
lˇ(Σ;X) = d2 log det(WQ)− n−12 log det
￿
XTWQX
￿
.
[McCu 09] showed that det(WQ) can be reformulated in terms of W
det(WQ) = n(1TW1)−1 det(W ) (6.33)
leading to
lˇ(Σ;X) = d2 log
￿
n(1TW1)−1 det(W )
￿−
n−1
2 log det
￿
XTWX − (1TW1)−1XTW11TWX￿ .
As the covariance matrix has block structure, its inverse shares the exact
same block structure, although with different values. Hence, W can be for-
mulated as
W = ZLZT + γIn (6.34)
with a a symmetric kB × kB matrix L and scaling factor γ. It holds:
In = ΣW = ZKZ
TZLZT + γZKZT + αZLZT + αγIn (6.35)
Solving (6.35) yields: L = − 1α
￿
KZTZ + αIkB
￿−1
K and γ = 1α .
Efficient updating scheme: During Gibbs sampling, we either move an
object from one cluster to another or open a new one. All products involving
Z can therefore be updated instead of fully recomputed. For instance, ZTZ
is a diagonal kB × kB matrix, whose elements count the current number of
objects per block. In the Gibbs sampler, we start with kB = 1 and ZTZ = n,
which involves no cost at all.
Using an updating scheme, the computation of L consumes only O(k3B) due
to a kB × kB matrix inversion. The computation of
1TW1 = 1TZLZT1+ 1αn, (6.36)
costs O(k2B), because ZT1 simply is the diagonal of ZTZ. In order to find
det(W ) = det(Σ)−1, we first decompose K into K
1
2K
1
2 in O(k3B) and write
ZKZT = ZK
1
2K
1
2ZT , (6.37)
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which has the same non-zero eigenvalues as the kB×kB matrixA := K 12ZTZK 12 .
A singular value decomposition of A = UCV T in O(k3B) finally leads to
det(Σ) = αn−kB
kB￿
i=1
Cii + α. (6.38)
For the remaining terms in the likelihood, we have
XTWX = XTZLZTX + 1αX
TX (6.39)
and
XTW1 = XTZLZT1+ 1αX
T1. (6.40)
Here, XTZ is a d×kB matrix, where each column j ∈ {1, . . . , kB} is the sum
of all (XT )-columns i ∈ {1, . . . , n} that Z assigns to block j. This means that
switching one object from one block to another actually means subtracting
its (XT )-column from its currently assigned (XTZ)-column and adding it to
a different one. In a nutshell, updates of XTZ are computed with constant
cost. Initially, all objects are assigned to one cluster, so XTZ = XT1, which
involves O(nd).
XTX does not change throughout the sampling process and is hence pre-
computed in O(nd2). Consequently, equation (6.39) and (6.40) are of cost
O(k2Bd+d2kB) and O(k2Bd), and XTW11TWX =
￿
XTW1
￿ ￿
XTW1
￿T
takes
O(k2Bd+d2). The determinant of a d×dmatrix is computed as the product of
non-zero eigenvalues, involving O(d3). In total, computing the full likelihood
one single time has cost O(d3 + k3B + k2Bd+ d2kB). A complete sweep of the
Gibbs sampler requires the likelihood to be calculated nkB times, arriving at
O(nkBd3 + nk4B + nk3Bd+ nk2Bd2). ￿
Due to the low-rank PCA projection, d is a constant smaller than n, so
we have a cost O(nk4B) for one Gibbs sweep. If we further use a truncated
Dirichlet process, the complexity reduces to only O(n).
6.2.4 Experiments
Synthetic Experiment. In a first experiment, we test our method on
synthetic data. Here, T = 2 views are considered, which both have kB = 3
clusters of n = 200 objects in d = d1 = d2 = 2 dimensions. The data is
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generated in the following way: A random n× (Td = 4) matrix A is sampled
from a zero-mean multivariate Normal distribution with covariance matrix
K = I(Td). We sort column 1 and 3 from low to high values and then divide
them into kB randomly-sized subsets. This effectively introduces coupling be-
tween both columns concerning low/medium/high values. Afterwards, each
subset is permuted randomly to reverse the sorting effect. View 1 with n× d
matrix X1 is chosen to be column 1 and 2 of A, view 2 with n × d matrix
X2 consists of column 3 and 4. The rightmost plot of Figure 6.11 shows
the explicitly constructed correlation between view 1 and 2 that is used for
determining the true labels. The two remaining plots visualize the labeling
applied to both views.
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Figure 6.11: Exemplary synthetic dataset with n = 200 objects, kb = 3 clus-
ters in T = 2 views. The colors correspond to the true labeling. View 1 and
2 are constructed to show no (significant) correlation when seen individually
(single view) or when combined into one data matrix (product space). Only
the multi-view setting can dissolve the inter-view dependency structure of
the rightmost plot and adjust the clustering accordingly.
This whole procedure is repeated 100 times to generate multiple data sets,
each of which is subsequently clustered using i) only view 1, ii) only view 2, iii)
the product space of view 1 and 2 and iv) view 1 and 2 jointly (multi-view).
For all methods, we use the same implementation running with one identical
set of parameters for 1000 Gibbs sweeps and then compute the adjusted Rand
index to the true labeling of each data set. The final results can be seen in
Figure 6.12. As expected, both single view clusterings only see non-correlated
data and thus on average assign all objects to one big cluster, leading to
an adjusted Rand index of zero. Clustering of the product space takes both
views into account, however by discarding which dimensions come from which
view. In that case, the views lose their semantic meaning and reduce to
additional dimensions. Only if we enforce inter-view independency by writing
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Figure 6.12: Boxplot of the adjusted Rand index between the true labels and
clustering assignments, repeated 100 times, 1000 Gibbs sweeps each.
the likelihood as a sum of independent terms l(Σt;Xt), we intentionally create
a model mismatch. As a result, the model compensates this via adjusting the
intra-view covariances, which eventually leads to introducing more clusters.
This is why, in contrast to all previous methods, multi-view treatment of the
data is the only approach to successfully recover the dependency structure.
Real World Experiment. In this experiment we focus on clustering a
certain type of human proteins, namely the so-called proteases. Proteases
are cellular enzymes that conduct proteolysis, i.e. the directed degradation
(digestion) of proteins. Proteases are interesting from a medical viewpoint,
since they play a key role in the development of metastatic tumors and in
the reproductive cycle of certain viruses like HIV. Within the so-called En-
zyme Commission number nomenclature, the proteases form the class 3.4,
which again is further hierarchically subdivided into 14 subclasses. These
subclasses are defined according to the type of catalyzed reaction and struc-
tural properties of the active center (which is the part of an enzyme where
substrates bind and undergo a chemical reaction). It is well known that the
class definition in the EC-system is problematic, since these classes do not
take into account evolutionary relations between the enzymes. Such evolu-
tionary relations, on the other hand, should be reflected in the similarity of
the enzymes’ amino acid sequences. Therefore, when it comes to detecting
the underlying structure of proteases enzymes by way of clustering, it seems
to be promising to use a multi-view approach where structural features form
one view, and sequential features form a second view.
In our clustering experiment we collect all known protein structures of human
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proteases in the PDB database1 (view 1), as well as the corresponding amino
acid sequences (view 2). To remove (near) duplicates we select the subset of
193 proteins with less than 95% sequence identity. In order to derive pair-
wise distances for the structures in view 1, we use an information-theoretic
approach: Given two strings x and y and denoted by K(·) the Kolmogorov
complexity, the Normalized Information Distance is defined as
NID(x, y) =
K(xy)−min{K(x), K(y)}
max{K(x), K(y)} , (6.41)
where K(xy) is the binary length of the shortest program that produces the
pair x, y. As a computable approximation it has been proposed in [Cili 05]
to use the Normalized Compression Distance:
NCD(x, y) =
C(xy)−min{C(x), C(y)}
max{C(x), C(y)} , (6.42)
where C(xy) represents the size of the file obtained by compressing the con-
catenation of x and y. In our setting the strings x, y are vectorized contact
maps computed from the protein structures. A schematic overview is shown
in Figure 6.13.
Figure 6.13: Computing pairwise distances between protein structures by
first calculating binary contact maps. Contact maps are binary matrices in
which the (i, j)-the element is 1 if two residues are closer than a predeter-
mined threshold, and 0 otherwise. The contact maps are then transformed
into binary strings (by column-wise vectorization), which finally are used to
compute the compression distances using the bzip2 text compressor.
1http://www.rcsb.org/pdb/home/home.do
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For pairs of amino acid sequences (ai, aj) in view 2, we compute length-
normalized string alignment scores snormij = sij/min{l(ai), l(aj)}, where sij
is the Smith-Waterman alignment score and l(ai) is the length of sequence
ai. These scores were transformed into pairwise distances according to dij =
exp(−c ·snormij ). From the two distance matrices D1 (view 1) and D2 (view 2)
we compute two representative matrices by using the centering transforma-
tion Sc = −12Dc = −12QIDQTI . A low-rank approximation of each of these
S matrices via kernel-PCA finally yields X1 and X2 with 20 columns each.
product space multi view
Figure 6.14: Clustering of protein sequences. The left box refers to the
partition matrix B of the product-space clustering. By using the multi-view
setting, many clusters benefit from the added information and are further
refined. The enlarged area shows a uniform cluster that can now be divided
into 2 distinct blocks.
In terms of the 3D structure (view 1), we could find as many as 9 clusters,
whereas the amino acid sequence alignment (view 2) revealed 7 clusters, al-
though presumably separating different types of groups. Since we want to
highlight the benefit of multi-view clustering, we also construct the product
space by concatenating the dimensions of both data matrices and treating it
as a single view. This approach yields 8 stable clusters. Multi-view cluster-
ing is expected to further distinguish properties compared to the baseline of
the product-space results. Indeed, in our experiment we receive a total num-
ber of 15 clusters, some of which show a clear refinement of already existing
clusters. Figure 6.14 depicts one such case where product-space clustering
identifies one seemingly uniform group of proteins and multi-view clustering
further divides this into 2. From a biological standpoint, this is a feasible
choice: One cluster only contains proteins that are responsible for negative
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regulation of biological processes and the other contains proteins correspond-
ing to positive regulation, as illustrated in Figure 6.15 and Figure 6.16. This
demonstrates that dependency-seeking clustering is able to detect correlation
in the data that is caused by a ’sign flip’ of the biological processes. Figure
6.15 and Figure 6.16 were produced with “GOrilla”, which is a “Gene On-
tology enRIchment anaLysis and visuaLizAtion” tool. GOrilla identifies and
visualizes enriched GO terms in ranked lists of genes.2
2http://cbl-gorilla.cs.technion.ac.il/.
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Figure 6.15: Biological process of proteins in cluster 8 found by multi-view
clustering: The proteins define positive biological processes.
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Figure 6.16: Biological process of proteins in cluster 9 found by multi-view
clustering: The proteins define negative biological processes.
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6.2.5 Outlook
The multi-view clustering model introduced above suffers from one serious
limitation: the likelihood is only informative for d < n. For d = n the
covariance matrix Σ completely vanishes from the likelihood. In practice, the
assumption d < n is often not feasible. A possibility to avoid this problem
consists in replacing the maximum likelihood estimate for Γ with a Bayesian
estimate, as explained in the following.
We exploit that the matrix t-distribution is the distribution that results from
the following marginal distribution (see e.g. [Kotz 04] for more details)
￿
Nn,d(X|0,Σ,Γ)IWd(Γ|Id)dΓ = tn,d(δ,0,Σ, Id) (6.43)
where tn,d is a matrix-variate t-distribution with δ degrees of freedom and
IW denotes the inverse Wishart distribution.
The matrix-variate t-distribution of a n× d matrix X is given by:
X|Σ ∼ tn,d(0, δ,Σ, Id) ∝ |Σ|− d2 |In + Σ−1XXT |− δ+n+d−12 (6.44)
In the model introduced in 6.2.1, we used the maximum likelihood estimator
for Γ and arrived at the likelihood 6.16:
l(Σ;X) = −d2 log |Σ|− n2 log |XTWX|
The problematic part in this likelihood is the second term n2 log |XTWX|, as
for d = n it holds that n2 log |XTWX| = n2 log |W ||XXT |.
By replacing the maximum likelihood estimator with the Bayesian estimator
6.44, we obtain the following likelihood:
l(Σ;X) = −d2 log |Σ|− δ+n+d−12 log |In +WXXT | (6.45)
The likelihood term − δ+n+d−12 log |In +WXXT | will never split up, due to
the added term In. Hence, by using the Bayesian estimator, the model is
feasible for all X matrices independent of the rank of X.
Further work includes a thorough elaboration of the problem sketched above.
The downside with this model is that sampling is very costly, as in every
update the determinant of a n × n matrix has to be computed instead of a
d× d matrix.
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The first contribution in this chapter consists in introducing a very flexi-
ble probabilistic model for clustering dissimilarity data. It contains an ex-
changeable partition process prior which avoids label-switching problems.
The likelihood component follows a generalized Wishart model for squared
Euclidean distance matrices which is invariant under translations and rota-
tions of the underlying coordinate system, under permutations of the object-
and cluster- indices, and under scaling transformations. We call the final
clustering model the Translation Invariant Wishart-Dirichlet (TIWD) clus-
ter process. The main contributions in Section 6.1 are threefold:
(i) On the modeling side, we propose that it is better to work directly on
the distances, without computing an explicit dot-product- or vector-space-
representation, since such embeddings add unnecessary noise to the infer-
ence process. Experiments on simulated data corroborate this proposition
by showing that the TIWD model significantly outperforms alternative ap-
proaches. In particular if the clusters are only poorly separated, the full
probabilistic nature of the TIWD model has clear advantages over hierarchi-
cal approaches.
(ii) On the algorithmic side we show that costly matrix operations can be
avoided by carefully exploiting the inner structure of the likelihood term.
We prove that a sweep of a Gibbs sampler can be computed in O(n2 + nk2B)
time, as opposed to O(n4kB) for a naive implementation. Experiments show
that these algorithmic improvements make it possible to apply the model to
large-scale data sets.
(iii) A semi-supervised experiment with globin proteins revealed the strength
of our partition process model which is flexible enough to introduce new
classes for objects which are dissimilar to any labeled observation. We could
identify an interesting class of bacterial sequences, and a subsequent analysis
of their domain structure showed that these sequences indeed share some
unusual structural elements.
The second contribution in this chapter consists in the extension of the model
to a transfer-learning scenario. Often, pairwise distances are not only ob-
served in one, but in multiple views, resulting from different measurement
techniques and/or different similarity measures. Hereby the term view refers
to one realization of a distance matrix that gives a semantic meaning to the
dimensions involved. The multi-view scenario can naturally be derived from
the general likelihood when restricting the model to only allow a T -block
diagonal correlation matrix Γ (Model B). Hereby, the likelihood splits into
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t = 1, . . . , T separate terms, each responsible for an exclusive set of dimen-
sions. The underlying assumption that the views are independent given the
cluster structure forces the model to uncover dependencies between views.
This process is called Multi-View Translation Invariant Dirichlet (MVTID)
clustering process. The main contributions in Section 6.2 are the following:
i) Compared to the original TIWD model, the MVTID has dramatically in-
creased degrees of freedom due to the new translation invariant likelihood
and a full block matrix Σ. These changes enable the model to be flexible
enough to cluster over multiple views and to detect dependencies between
views. Synthetic experiments showed that the MVTID process implicitly
expresses dependencies by introducing new clusters, and thus reveals hidden
information. The straight-forward approach of clustering the product space
of all views completely fails to achieve this, simply because it cannot detect
dependencies between views. Even in cases where inter-view dependency is
known to be non-existent, it is worse to cluster in the product space since at
some point we definitely will violate the model assumption d < n by simply
concatenating many views. In contrast to this, multi-view clustering enables
us to jointly work on theoretically arbitrary high numbers of views without
ever exhausting the allowed range of d. In practice, one might also observe
small signal to noise ratios in single views that quickly grow to be problem-
atic for accumulation: Summing up noisy S matrices is prone to produce a
matrix where the joint block structure is not visible anymore.
ii) In terms of complexity, our algorithm requires a cost of O(n3) for pre-
processing and O(n) for one full sweep of the Gibbs sampler, if we use a
truncated Dirichlet process. This improved run time is achieved by utilizing
the block structure of all matrices involved on the one hand and by exploiting
the computational benefits of the likelihood in X.
iii) In a real world experiment on clustering proteases that are available in two
views our multi-view clustering yields a clear refinement of already existing
clusters. The refinement of the clusters makes sense from a biological point
of view and this example illustrates that the multi-view clustering approach
is able to detect hidden correlation between views.
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7.1 Conclusion
The lack of sufficient training data is the limiting factor for many machine
learning techniques. If data is available for several different but related prob-
lems, transfer learning learning can be used to learn over many related data
sets. In this thesis we introduced new approaches in the area of transfer
learning, both for supervised and for unsupervised data analysis as well as
for vectorial data and for pairwise distance data. In both areas, we intro-
duced novel methods and efficient algorithms which are applicable for a broad
range of applications. In summary, we made the following contributions:
• In the first part which deals with supervised learning problems we con-
sider vectorial data. We filled an existing gap in the Group-Lasso re-
search by introducing a complete analysis of the ￿1,p Group-Lasso for all
p-norms. The proposed active set algorithm is applicable to all p-norms
with 1 ≤ p ≤ ∞. We presented a theoretical and empirical comparison
of various Group-Lasso methods that yield solutions that are sparse on
the group-level.
• The main theoretical contribution in Chapter 4 consist in a unified
characterization of all ￿1,p Group-Lasso methods by way of subgradient
calculus. A simple testing procedure is presented to check for com-
pleteness and uniqueness of solutions.
• For the unified active set algorithm, a convergence guarantee to the
global optimum is given. The main technical contribution in this part
consisted in the convergence proof of the proposed interval bisection.
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• With these technical derivations, a complete comparison of all Group-
Lasso methods in large-scale experiments was possible for the first time.
Both, the prediction performance in a multi-task learning scenario and
the interpretability of solutions was investigated on synthetic and real
world data sets.
* In the second part which deals with unsupervised learning problems
we consider the common problem of solely obtaining pairwise distances
without access to an underlying vector space. We face the problem of
clustering distance data and to perform transfer learning on distance
data. The application areas cover any data sets in form of pairwise
distances.
* First, we introduce a Bayesian clustering model that is able to cluster
on distance data directly. By avoiding unnecessary and possibly noisy
embeddings, better performance of the clustering is observed. By en-
coding the translation-invariance directly into the likelihood, the model
is very flexible.
* The model is fully probabilistic in nature, i.e. as output one obtains
samples from a probability distribution over partitions and not just one
single clustering solution. We use a Dirichlet process prior to partition
the data.
* On the algorithmic side, a highly efficient Gibbs sampling procedure
that exploits the block structure of the partition process is presented.
* By introducing more flexibility into the covariances and by adapting
the likelihood, a transfer learning approach is presented. The method
is able to cluster multiple, co-occurring views of the same phenomenon
and to reveal structures that are shared between these data sets.
* Finally, both clustering methods are tested on synthetic and real world
data sets and the advantage of encoding the translation-invariance di-
rectly into the likelihood becomes obvious. Several hierarchical clus-
tering methods are clearly outperformed by our new clustering method
and in the multi-view scenario, dependencies between different views
are revealed.
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Transfer learning constitutes an important research area in the field of ma-
chine learning. In this thesis, some of the problems occurring in transfer
learning are approached, but still many open questions remain. Further direc-
tions of research in multi-task learning include for instance the use of the so-
called “0-norm” for inducing sparsity in Group-Lasso methods. The 0-norm is
defined as the sum over the non-zero entries of x, i.e. ||x||0 = #{xi : xi ￿= 0}.
Mathematically, however, the 0-norm is not a norm and the resulting problem
is not convex. It was shown in [Moha 12] that by using a spike-and-slab prior
that matches the 0-norm, better prediction performance was obtained than
by using the ￿1 norm. In a Group-Lasso setting it is still an open question if
it is feasible to use a ￿q,p Group-Lasso for multi-task learning for 0 ≤ q < 1
and 1 ≤ p ≤ ∞. Many problems arise. For instance, the problem is not
convex anymore, hence local minima can exist. Moreover, for p → 0 the
problem becomes a discrete optimization problem.
The second important aspect we approached in this thesis is the problem of
learning on distance data directly without explicit embeddings into vector
spaces. Many extensions of our TIWD model are imaginable. The develop-
ment of new machine learning methods based on distance data are of high
importance for many areas of application, especially in the biomedical field.
Concrete extensions of methods of this kind are planned. Examples include a
clustering method that allows to model overlapping clusters: so far, the basic
approach is to cluster data into mutually exclusive partitions. In many appli-
cations, however, it is more realistic that data points may belong to multiple,
overlapping clusters. If, for instance, a gene has many different functions,
it might belong to more than one cluster. The aim is to build a model for
overlapping clusters where the objects are available as distance data. The
crucial part here is that instead of a Dirichlet process prior (a.k.a. Chinese
Restaurant Process prior) on a partition matrix defining a partition process,
a Beta-Binomial prior (a.k.a. Indian Buffet Process) is used. By abandon-
ing the block structure, variational approximation methods ([Bish 09]) need
to be developed to obtain an efficient algorithm that is suitable for high-
dimensional data sets.
A further interesting extension consists in inferring networks directly from
distance data. The idea is to use the translation-invariant Wishart likelihood,
however, instead of partitioning the data by using a Dirichlet process prior, a
Bayesian selection prior is used to infer sparsely connected networks. A suit-
able prior construction has to be chosen among the rich class of distributions
over symmetric positive definite matrices that allows for network inference.
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The prior should be flexible enough to provide a unique parametrization
of the correlation matrix and to allow unconstrained values on the interval
(−1, 1). However, sampling models of this kind suffer from high computa-
tional costs and are hardly applicable to large networks. Therefore the use-
fulness of variational approximations and expectation propagation methods
[Mink 01] have to be investigated. Additionally, as an alternative approach
to network inference models within a Bayesian framework, classical neigh-
borhood selection techniques based on lasso estimators might be investigated
and extended to distance data. The idea is to use a penalized Wishart like-
lihood for network inference on distance data.
The extensions mentioned so far rely on static data. However, often data is
obtained at different points in time and dynamic models that take a time
component into account are needed. Frequently in biomedical applications,
genes are measured at different points in time, for instance in order to exam-
ine the efficiency of a medication over time. In such situations it is important
to generalize network inference methods to account for possible time varia-
tions in the association structure. Time-varying network inference of this
kind for vectorial data has been proposed for instance in [Kola 12] and in
[Zhou 10]. Hence, as a further extension, the problem of dynamic network
inference on distance data might be investigated. A model has to be devel-
oped that is not only able to recover networks from distance data but also
from distance data that arrives in different epochs. The aim is to estimate
time-varying networks from distance data.
As mentioned in Section 5.3, pairwise distances are obtained for example
from string alignment scores or from Mercer kernels. Mercer kernels can
encode similarities between many different kinds of objects as for instance
kernels on graphs, images, distributions, structures or strings. Hence, the
clustering methods proposed in Chapter 6 as well as the possible extensions
mentioned here cover a broad scope of application, not only in the biomedical
field but in a variety of fields where distance- or kernel matrices are obtained.
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