Stong, R., Hamilton decompositions of Cartesian products of graphs, Discrete Mathematics 90 (1991) 169-190. Let G1 and G2 be graphs that are decomposable into Hamilton cycles. Bermond (1978), generalizing Kotzig (1973), has conjectured that G, X Gz is decomposable into Hamilton cycles. We will show that this conclusion holds under mild additional assumptions. We will extend some of our results to multigraphs.
Introduction
The Cartesian product G x H of two multigraphs G and H is the multigraph with vertex-set V(G X H) = V(G) x V(H) and with A edges joining (x1, yI) to (x2, y2) whenever x1 =x2 and [yl, y2] E E(H) has multiplicity A or y, = y, and [x1, x2] E E(H) has multiplicity A. A multigraph is said to be decomposable into Hamilton cycles, or Hamilton decomposable, if the edge-set can be partitioned into Hamilton cycles.
Let C,, denote a cycle of length it. Let K,, denote the complete graph on IZ vertices. Let K& denote the graph obtained from KZn by deleting a l-factor. Let K,,, denote the complete bipartite graph on n and m vertices. Let ICI = IV(G)l.
Our main result will be the following.
Theorem. Let G, and G2 be graphs that are decomposable into n and m Hamilton cycles, respectively, with n s m. Then G1 X G2 is Hamilton decomposable if one of the following holds :
(1) m S 3n, (2) n 2 3, This result subsumes most of the known results of Kotzig [5] , Foregger [4] and Aubert and Schneider [l-2] . Our method is an adaptation of the method of Foregger, Aubert and Schneider.
Before we begin, note that the sufficiency of condition (2) of the theorem follows from the sufficiency of condition (4). Dividing G2 into II graphs each decomposable into at most [m/n] Hamilton cycles the theorem reduces to the case n = 1. Our proof will be divided into two cases, ]G,l even and 1 G1] odd, and two steps. The first step will be to show that under certain graph theoretic conditions on G, the product is decomposable. The second step will be to give counting arguments that show that these conditions hold for IG,] sufficiently large.
Product with an even cycle
Definition 1. A d-matching in a multigraph G is a set of d edges no two of which have a common vertex. A d-semimatching in a multigraph G is a set of d edges such that
(1) none is adjacent to more than one other of the d edges, and (2) there is an edge adjacent to no other of the d edges.
Condition (2) in the definition may seem unnatural but it is tailored to our needs. Definition 2. If C', . . . , C" is a decomposition of a multigraph into Hamilton cycles, an m-matching or m-semimatching M is said to be orthogonal to the decomposition if (M rl C'l = 1 for i = 1, . . . , m.
Proposition 1. Let G be a multigraph that admiti a Hamilton decomposition and
an orthogonal m-semimatching. Then G x CZk (k 2 2) is decomposable into m + 1 Hamilton cycles.
Proof. Let M = ]GI and fix a Hamilton decomposition
and an orthogonal m-semimatching N. Order the Hamilton cycles so that the edge C" II N is adjacent to no other edge of N. Let Cj be vi,, vi,, . . . , v'h, ZJ{ with Cj rl N = [Vi,, &I. Consider the following two Hamilton cycles in G x CZk (see Fig. 1 ):
and ci, = (Vi,, l), (v',, l) , . . . ) (v',, l), (v',, 2) (vi,_,, 2) . . . ) (vi,, 3, (v&3), . . . , (vj,, 2k) , (6 1)
Ci, = (vi,, l) , (vi,, l) , . . . , (II',, l), (v',, 2k), (I&-~, 2k), . . . , (vi,, 2k), (vi,, 2k -l), . . . , (vi,, 2) (v',, 1). 
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If [vi,, &] and [vi, &] are not adjacent, Ci, and Cg are clearly edge-disjont (a; /3 = 1 or 2). If ZY< = vi or v'h = &, Ci, and C:_, are edge-disjoint. If vi = vfu or vJ$,, = vi, then Ci, and C', are edge-disjoint. Fix (to be further constrained later) a choice of a; such that the CL, are edge-disjoint and let & = ((Uj)i"=l. Consder the multigraph G x CZk -lJi"=;' Cij = T i ;
is!J
;-l-v5 m r,. We need only show that for some choice of h, as above, rG is decomposable into two Hamilton cycles. The muligraph & may be viewed as being obtained from CM x C,, (identifying C" with CM) by a series of rearrangements; each rearrangement adds [(v',, r) , (II',, r)], 1 s r G 2k, and deletes CL, tl (Cm x C&. We will give a Hamilton decomposition of C,. x Czk (M' s M) and show how to alter it, for some h, to obtain a decomposition of rG by showing how to handle each rearrangement.
We will first consider rearrangements associated to isolated edges of N (as opposed to pairs of adjacent edges in N). Let m, be the number of isolated edges of N. Consider the decomposition of C,,._-m,+l X CZk given in Fig. 2 . The basic operation for this stage will be as follows: Let C,,,--m,+l = wr, w2, . . . , WM-m,+l, Wl.
Select a vertex Wi and an edge [w,, wr+J (i # 1 or M -m, + 1, I # M-m, + 1) and replace the edges [(Wi, r) , (wi, r + l)] and [(We, r), (w,+r, r)], 1 G r G 2k, as indicated in Fig. 3 , (note that this replacement will fix one of the components of &). For further isolated edges of N we repeat this construction lowering m, and with more restrictions on i (so that w, is not a previously used vertex or the new vertex added on some earlier [We, w,+J) . It is clear that any pattern of the ml -1 isolated edges of N in the first m -1 cycles may be accounted for by some choices of i's and 1's. Next consider the pairs of adjacent edges of N. Consider the three vertices of Cm = C,,., incident on the pair and adjust the graph and Hamilton decomposition as indicated by Figs. 4 and 5. Fig. 4 gives the basic substitutions and Fig. 5 gives the symmetries that reduce all adjustments to these three cases. Note that each operation fixes two components of & and obeys the constraints imposed by non-intersection. This completes the proof. Cl
Product with an odd cycle
The case of a product with an odd cycle is similar to the case of an even cycle; however, the absense of a cycle as simple as Ci, in C,,, x Czk+i adds a few complications. 
Consider the following Hamilton cycles in G x Czk+, (see Fig. 6 ):
and
As in Proposition 1, CL and CL are edge-disjoint for j #I. Consider the multigraph m-l &= G x C,,,, -IJ CL, for &= (aj)pI. 
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Counting arguments
To apply the preceding two propositions we will need convenient conditions that imply the hypotheses of the preceding propositions.
The following counting arguments provide such conditions. . By the maximality of j, these cannot meet A' in an isolated edge; by the maximality of k, they cannot meet a pair of adjacent edges in A' except at the common vertex. This gives 2j 5 2(M -2k -j). Equivalently, either k + j 2 +M or j = k -1. In the latter case
Since we assumed G did not admit an orthogonal m-semimatching we have m>k+jor
This is impossible if m 2 3 and M 2 2m.
If m = 1, the result is trivial. If m = 2 and M > 5, the result follows by an easy count. If m = 2 and M = 4, the result follows by checking both multigraphs. 0
This proof can be strenghtened slightly to M 2 2m -1 for m 2 3 fairly easily. Clearly M 2 &3m + 1) is necessary for G to admit an orthogonal m-semimatching and M 3 m + 1 is necessary for G X Czk to be Hamilton decomposable, so there is still substantial room for improvement.
Proposition 4. Let G be a multigraph that is decomposable into m Hamilton cycles. G admits an orthogonal collection if one of the following condition holds:
(1) ), (2) G is a graph and ICI 3 6m -3, or (3) G is a graph, m <8andIGl~6m-5orm=%lOandIG(~6m-4.
Proof. Let [Cl = M and fix a Hamilton decomposition {C', C2, . . . , Cm}. Let A be a collection of k vertex-disjoint 2-paths such that each 2-path lies in a different Hamilton cycle. Assume k is maximal. If k 2 m -1 and M 2 6m -5 then a simple count shows that we may add one or two edges from the remaining cycle, as necessary, to produce an orthogonal collection. Therefore it is sufficient to show that any of the conditions (l)-(3) above implies k 2 m -1. Let B be the M -3k vertices not in A. We will first count the number L of 2-paths in the m -k cycles with JA fl Cjl = 0, that meet A in one vertex. From the above lemma we know L 2 (m -k)(2M -9k). Next we will bound the number of such 2-paths that intersect a particular 2-path in A.
Lemma 6. Let Z be a multigraph decomposable into j Hamilton cycles, (Y a subset of V(T) and S a three element subset of IX. Let P be the set of 2-paths, in any of the j cycles, that meet a in exactly one vertex, with that vertex in S. If IPI > max(9, 6j) then there are two vertex-disjoint 2-paths contained in different cycles in P. Zf Z is a graph and (PI > max(12, 3j) (or j = 1 and IPI > 9) then the same conclusion holds.
Proof. The lemma follows from a tedious checking of cases, the details of which may be obtained from the author. Basically, assume P contains no such pair. If at least seven 2-paths (or four 2-paths for r a graph) come from one cycle, then this assumption greatly restricts the 2-paths from other cycles. The bound for r a multigraph stated is not strong; some evidence suggests P < max(9, 3j + 4) but the author has not checked this. Cl
Applying the lemma to r the union of the j = m -k cycles that miss A, a the 3k vertices in A and S the vertices of one of the 2-paths in A, we see that if (PI > max(9, 6j) we can trade a 2-path in A for two other 2-paths in different cycles. This contradicts the maximilaity of k. Therefore we obtain
Assume k < m -2. Then the above gives M s i(15m -30). So if condition (1) holds, we obtain a contradiction and conclude that k L m -1. Suppose now that G is a graph and k s m -4. Then as above 3k(m -k) 2 L 3 (m -k)(2M -9k) so we conclude M 6 6m -24. Therefore if either condition (2) or (3) holds, then ksm-3.
The argument above relies on the maximality of k under either adding a 2-path to A or replacing a 2-path in A by two 2-paths that previously met A. We will -k)(2M -9k) . Therefore for this S and P, there are two 2-paths in P from different cycles and meeting S in different vertices. These 2-paths must meet so their union together with S gives a set T containing at most six vertices that contains a 2-path in any of three cycles. Applying Lemma 6 to r the union of the four cycles missing A -S, a = A U T and S' any of the 2-paths in A -S as above, one finds by the maximality of k the bound JPJ 6 12 (otherwise one could exchange a 2-path in A -S for two others and choose one of the three 2-paths in T). Now we count the number L' of 2-paths in these four cycles meeting A U T in exactly one vertex. By Lemma 5,
By the above bound at most 12(m -4) of these meet A -S in one vertex. By checking cases (and using the maximality of k), if I TI = 6 at most 9 meet T in one vertex and if (TI = 5 at most 13 meet T in one vertex. Thus 4(2M -9(m -4) -18) + 3 G 12(m -4) + 9, i.e., M G 6m -15. We conclude that if either condition (2) or (3) holds then k>m-2.
Suppose that k = m -2. As a first case, suppose one can choose 2-paths from each of the two remaining cycles that meet A in vertices on only one 2-path. Then the union of these three 2-paths gives a set T2 with at most seven vertices from which we can choose a 2-path in any one of three cycles. Assume T2 is chosen so IT21 is minimal. Let L, be the number of 2-paths in these three cycles that meet A U T2 in exactly one vertex. By Lemma 5, L2 2 3(2M -9(m -3) -3 I T,I) + 3. If IT21 = 7, then (checking cases) at most 3 of these meet T2 in one vertex (at most 9 if IT21 = 6 and at most 13 if IT21 = 5).
if M 3 -3, at least 9m 2-paths meet A -G in one vertex and miss G. Hence there is a 2-path S in A -& meeting 10 such 2-paths and as above we can choose a set T of at most six vertices containing S from which we can choose a 2-path from any one of three cycles. Thus from T U T2 we can choose vertex-disjoint 2-paths from any two of four cycles. Let L' be the number of 2-paths in these four cycles that meet A U T U T2 in one vertex. By Lemma 5, i.e., M < 6m -4. We conclude that in this case condition (2) implies k 2 m -1. Now suppose that no such pair of 2-paths exists for any possible choice of A.
Let cycles c and d be the cycles not meeting A. Consider the 2-paths in c and d meeting A in one vertex. By assumption, any 2-path in A is met by such 2-paths from only one of c and d. Therefore we may label a 2-path in A by C or D according to which it meets (if it meets none label it X). Let x denote the number of 2-paths labelled X, r the number labelled C and s the number labelled D. Without loss of generality, we may assume s <r. We will first show that if M 2 6m -5, there is a 2-path in d meeting A in two vertices both of which are in 2-paths labelled C. Assume this is not the case. Let L be the number of 2-paths in c and d meeting A in one vertex. By Lemma 5 9(r + s) 3 L 2 2(2M -9(m -2)) 2 6m + 16. Therefore x < fm -3 < r. Imagine traversing the cycle d and recording the labels encountered.
We obtain a cycle of length M of letters C, D, X and u (for vertices not in A) that does not contain any of: uuu, UUC, uCu, Cuu, uuX, uXu, Xuu, CCu, CuC or uCC. This contradicts our assumption, so there is a 2-path in d meeting A in two vertices both of which are in (necessaily different) 2-paths labelled C. Let R consist of the vertices on the 2-path in d built above together with the two 2-paths in A it meets and 2-paths in c meeting each of these (such as Fig. 9a ). From the set R (with at most eleven vertices) one may choose either a 2-path from cycle d or 2-paths from any two of cycles a, b and c. By a calculation similar to the above, if M 26m -3, we may choose a 2-path S in A -R and vertex-disjoint 2-paths from two of cycles a, b and c that meet A U R only in two (distinct) vertices of S. Let T be the union of the (seven) vertices in these three 2-paths, (such as in Fig. 9b ). From T one may choose a 2-paths from cycle e or vertex-disjoint 2-paths from each of cycles LY and p, where {(u, p} are two of {a, b, c}. If possible, we assume that LY and /I are a and b; let S be the third element of {a, b, c}. From the set R U T, one may choose vertex-disjoint 2-paths from (Y, p and any one of (6, d, e}. Let A' be the 2-paths in A missing R U T. Fix The sufficiency of condition (3) follows from an easier count. Suppose k = m -2. Preceding exactly as for the case k = m -3, if M > i(27m -54), then we may choose five or six vertices from which we can choose a 2-path from any one of three cycles. We can do the exchange and obtain a contradiction if M > $(13m -18). Therefore, if M 2 max(a(27m -53), 4(13m -18)), we have k 3 m -1. This gives the sufficiency of condition (3). q (Proposition 4) As in the preceding case there is still potential for improvement in this count (particularly not multigraphs). It would be very useful to reduce the bound to M z= 4m -1, since this would cover the case n = 2 in our main theorem. Alternately, it would be interesting to know if all bipartite graphs admit orthogonal collections (one can easily check that K2m,2m admits an orthogonal collection for some Hamilton decomposition, see also Lemma 11).
The cases m=2 and m=3
The results of the last section complete the proof of our main theorem except for the cases m = 2 and m = 3 for G2 a graph. The case m = 2 is contained in Aubert and Schneider [2] . For an alternate proof note that our work so far has reduced us to the case lG,( c 6. Therefore we need only check the graphs G2 = K5
and G2 = Kz. These are easily handled (see either Aubert and Schneider [l] or Section 7).
Proposition 7. If G is a graph that is decomposable into three Hamilton cycles, then G x C, is decomposable into four Hamilton cycles.
Proof. Our previous results reduce us to the case k odd and lGl< 12. The two graphs with ICI s 8, K, and K,*, are easily handled (see either Aubert and Schneider [l] or Section 7). The four graphs with lG1 = 9 and the 22 graphs with JGl = 10 all admit Hamilton decompositions with orthogonal collections. For explicit constructions of these please write to the author. If ICI = 11 or 12 we will give careful arguments to show that the graph admit an orthogonal collection. Suppose ICI = 11, fix a Hamilton decomposition and suppose G does not admit an orthogonal collection. Fix one cycle and choose a 2-path S from a second cycle. Using the first cycle to order the vertices, S determines a partition of 8 = ICI -3 into three pieces. For any chaise of S there are at least two choices of a 2-path T,, T2 from the third cycle that are vertex-disjoint from S. We will use this to argue that no partition is acceptable. The partition (8,0,0) cannot occur for a graph. For the partitions (7,1,0), (6,2,0), (5,3,0), (4,4,0) and (4,2,2) at least one of the S U T is vertex-disjoint from an edge in the first cycle. Therefore these partitions cannot occur. Since we are free to choose different first cycles etc., this implies that G cannot contain a triangle that lies in two cycles. This disallows the partition (6, 1, 1). If the partition (5,2,1) occurs, then there are at most two choices of the second 2-path that are acceptable (i.e., such that S U T is not vertex-disjoint from any edge in the first cycle). Therefore these must be TI and T2; however, this implies that there is a triangle in two cycles, a contradiction.
If the partition (3,3,2) occurs, then the third cycle is forced to contain two 2-paths, as above. Both these 2-paths give the partition (3,3,2). Iterating this result leads to a contradiction. This leaves only the partition (4,3,1); however, no graph can give rise to only this partition, so we are done. Assume finally that ICI = 12 and fix a Hamilton decomposition. Suppose there is a triangle lying in two cycles, say with two edges in cycle a and one in cycle b. Let the third cycle be cycle c. Use cycle c to order the vertices and the 2-path S from cycle a in the triangle as the starting 2-path. Then there are at least five 2-paths T, 1 s i s 5, in cycle b that are vertex-disjoint from S. As above S gives a partition of 9 = ICI -3 into three pieces. The partition (9,0,0) is not allowed and for any other partition, except (7,1, l), at least one of the S U K is vertex-disjoint from two edges in c. For the case (7,1, l), see Fig. 10a (8, l,O), (7,2,0), (7,1, l), (6,3,0) or (5,4,0) .
If the partitions (6,2, l), (5,2,2), (5,3,1) or (4,4,1) occur, then there are at most two acceptable choices of the second 2-path, a contradiction. This leaves only the partitions (4,3,2) and (3, 3, 3) . One may easily check that no graph G can result in only these two partitions.
This completes the proof. Cl
Clearly for any fixed m, our previous results reduce us to finitely many graphs Gz. For m 2 4 the number of cases makes the checking intractable.
Products of three or more graphs
Our results so far imply some strong result for products of three or more graphs. These results will follow easily from the following lemma. we may add all the additional Gj's. If m2 = 2 and k 3 3, then G2 x G3 is Hamilton decomposable and we may replace Gi by Gz x G3 in the above to complete the proof. If m2= 1 and k 24, then we may use G2 x G3 x G4, completing the proof. 0
As an application of these theorems and using results of Aubert and Schneider [l] or Section 7 we can prove the following. The proof of Proposition 10 requires two easy lemmas whose proofs we now
give.
Lemma 11. The graph K,i X K, is decomposable into Hamilton cycles and admits an orthogonal collection.
Proof. Label the vertices of KZi by 1, 2, . . . , 2i. A Hamilton cycle in Kzi x K2 is (see Fig. 11) (1, I), (2, I), (26 I), (3, I), (2i -1, I ), . . . , G + 2, 11, G + 1, 11, G + 1, 2), . . . , (2, 21, (1, 21, (1, 1) . Proof. Fix a decomposition of G into m Hamilton cycles, {C', C2, . . . , Cm}, and an orthogonal m-matching. Let Cj be v ',, v',, . . . , vi,, v< and let [vi, vJi] be the edge in the m-matching.
The cycles (4, I), (4, I), . . . 7 (44, 11, (df, 21, (&-I, 9,. . . 9 (vi,, 21, (4 1) are edge-disjoint in G x K2 and their complement is a l-factor. 0
The same proof works if we assume G admits m edge-disjoint Hamilton paths whose endvertices are distinct.
Proof of Proposition 10.
Since K2 x K2 = C4, we may assume that K, occurs at most once as a factor of G. First assume K2 does not occur. If C i, -m is odd, take any Kzi factor of G and delete from G all copies of a l-factor in K,,. We can rewrite the remaining graph as Gi X G, x --. X Gk, where each Gi is one of Kzi+l> C,, KZi x K, or K~i. If k = 1 or k 2 4, we are done. Suppose k = 2. We are done if G2 = KZi x K, or G2 = Kj since these give ]G,] even. If G, = Kzi x K,, we are done since G, admits an orthogonal collection. This leaves the cases Kzi+i X KTj+l, Kz+i X Czj+l, Czi+l X Czj+i, Kg X Kzj+i and KZ X Czj+,. All of these follow from Aubert and Schneider [l] or Section 7. If k = 3, we are done for G1 = KZi x K, as above.
The remaining cases are K2i+l X Czj+l x C,,,, , c2i+1 x c2j+lc21+1 and Kj X Czj+i X C,,+,. In each case the product of the first two factors is Hamilton decomposable and by Lemma 8 admits an orthogonal collection, hence we are done. Suppose K2 occurs once as a factor of G. If C i1 -m is even, then we merely allow a factor of Kzi x K2 in the above. This graph has a Hamilton decomposition and an orthogonal collection by Lemma 11 and has lKzi x K21 even. In this section we will give a rather strange condition on G that implies that G x C,,,, is Hamilton decomposable. This criterion, which can be checked for Kzi+l, Kzj and the graphs obtained from these by deleting one cycle from a particular Hamilton decomposition, is essentially the crux of Aubert and Schneider [l] . As yet the author knows of no graph without this property and no useful conditions that imply that it holds. Let {Cl, C*, . . . , Cm} be a Hamilton decomposition of G and consider the 2-factors Cj x V(C,,+,) and V(G) x C2k+l. We will alter these 2-factors to give a Hamilton decomposition. Consider CM X V(C2k+1). We will call a +-operation Suppose we alter C,,, x V(C2k+l) by performing +, -or O-operations on some of the edges of CM. The resulting 2-factor is a Hamilton cycle if the following conditions hold:
(1) There are edges on which + and --operations are performed and the edges on which + and --operations are performed alternate in the natural cyclic order on CM, and (2) Between any two edges on which 0 operations are performed there is an edge on which either a + or --operation is performed. (1) The union of all edges on which + and -operations are performed is a union of paths of even length, and (2) The union of all edges on which operations are done forms a tree which spans V(G).
If this lengthy construction is possible for a graph G we will say that G admits a tree construction.
The above constitutes a sketch of the proof of the result.
Proposition 13. Zf G admits a tree construction, then G x C,,,, is decomposable.
The reader may check that this propery holds for the graphs claimed may consult the author.
Conclusion following

Hamilton earlier or
In the preceding sections we have studied Hamilton decompositions of Cartesian products of Hamilton decomposable multigraphs. Many of our results are summarized by the following theorem.
