Perturbative and non-perturbative aspects of QED_{3} by Moroz, Sergej
ar
X
iv
:0
71
0.
48
80
v2
  [
he
p-
ph
]  
18
 N
ov
 20
08
Charles University in Prague
DIPLOMA THESIS
Sergej Moroz
Perturbative and non-perturbative aspects
of QED3
Diploma supervisor: Jiˇr´ı Hosˇek
Department of Theoretical Physics
Nuclear Physics Institute
Academy of Sciences of the Czech Republic, Rˇezˇ
2007
Contents
1 Introduction 1
2 Classical physics 4
2.1 Classical electrodynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2 Maxwell-Chern-Simons classical theory . . . . . . . . . . . . . . . . . . . . 7
3 Lorentz group and Dirac equation 11
4 Poincare´ group M(2,1) 16
4.1 Classification of the unitary irreducible representations . . . . . . . . . . . 16
4.2 Covariant fields . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
5 Field quantization 28
6 Discrete symmetries of QED3 40
6.1 Naive approach to discrete symmetries . . . . . . . . . . . . . . . . . . . . 40
6.2 Systematic approach to discrete symmetries . . . . . . . . . . . . . . . . . 42
7 Perturbative Maxwell-Chern-Simons QED3 47
7.1 Feynman rules and power counting . . . . . . . . . . . . . . . . . . . . . . 47
7.2 Vacuum polarization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
7.3 Fermion propagator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
7.4 Running coupling constant . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
8 Effective action 64
8.1 One-loop effective action and perturbative expansion . . . . . . . . . . . . 64
8.2 Non-perturbative ”proper time” method . . . . . . . . . . . . . . . . . . . 67
9 Non-perturbative Maxwell-Chern-Simons QED3 75
9.1 Pauli equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
9.2 Breit equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
9.3 Bound states . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
i
10 One-loop calculations in the Chern-Simons theory 82
10.1 Basics of the Chern-Simons theory . . . . . . . . . . . . . . . . . . . . . . 82
10.2 Non-relativistic Pauli field theory . . . . . . . . . . . . . . . . . . . . . . . 85
10.3 Non-relativistic limit of the Chern-Simons theory . . . . . . . . . . . . . . 91
11 Quantum Hall Effect 99
11.1 Basics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
11.2 Quantum dynamics of 2DEG . . . . . . . . . . . . . . . . . . . . . . . . . 101
11.3 IQHE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
11.4 FQHE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
11.5 Anyons in FQHE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
12 Conclusions 112
A Aspects of classical and quantum mechanics 115
B Quantum electron in external magnetic field 119
ii
Abstract
In this work we review various findings in the planar quantum physics with the
special emphasis on the two-component quantum electrodynamics in three-dimensio-
nal spacetime (QED3) with the Chern-Simons (CS) term. First the classical electro-
dynamics is briefly outlined. Then we construct and classify the unitary irreducible
representations of the Poincare´ group and connect them to various covariant fields.
Subtleties with discrete symmetries arising in QED3 are also discussed. Quantiza-
tion of the free gauge field with and without the CS term is performed in Coulomb
gauge. Subsequently we discuss the ultraviolet behavior of the theory in perturbative
regime and perform some one-loop calculations. The induced CS term is examined
using the effective action formalism. The non-relativistic e−-e− interactions are con-
sidered in the MCS theory and the possibility of bound states is briefly discussed.
We also examine the non-relativistic scattering of two anyons in the pure CS theory
to one-loop order.
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Chapter 1
Introduction
Studying physics in two spatial dimensions is a great intellectual challenge. There are
numerous differences between the well-known three-dimensional world and the world in the
plane. Some distinctions occur already on classical level, but the most drastic differences
take place in quantum physics. Due to the odd dimensionality of spacetime novel striking
effects are generated in this theory.
In this thesis we review some basic findings made in planar physics. We pay special
attention to classical and quantum electrodynamics (QED3). It is possible to introduce
two types of quantum electrodynamics in the plane, which have different properties. Here
we develop the most natural version of QED3 from our point of view, which is called the
Maxwell-Chern-Simons quantum field theory with two-component fermions [1]. There is,
however, an alternative formulation of planar QED3, where one uses the four-component
fermion fields. In this formalism one doubles the number of fermions. Two fermions of
two different flavors are described by one four-component object and the Dirac matrices
become four dimensional. In this formulation chiral symmetry is possible and one may
investigate an interesting question of dynamical chiral-symmetry breaking [2, 3, 4].
Electrodynamics in the plane has many unusual properties already on the classical
level. There are some rather obvious ones such as that the magnetic field is a pseudoscalar
quantity in this theory and that the static potential is logarithmic, i.e., confining. More
subtle distinction is that the well-known Huygens principle is violated in the plane. This
fact yields rather interesting consequences.
The basics of relativistic quantum theory in two spatial dimensions are rather unusual.
Spin is a pseudoscalar operator and the spin Hilbert space of a particle is always one-
dimensional. Free fields acquire different spin quantum numbers with respect to the three-
dimensional world. For example, the electron has spin 1/2, its antiparticle positron has
spin −1/2 and massless photon has spin 0. These findings have deep connection with
the analysis of unitary irreducible representations of the Poincare´ group [5]. Another
interesting fact is that particles with generalized statistics, called anyons, are theoretically
possible in the plane [6, 7].
QED3 is a superrenormalizable field theory, i.e., all couplings have positive dimension
of mass and there are only a few Feynman diagrams, which have ultraviolet divergences.
1
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These divergences may be cured by the renormalization procedure of parameters of the
Lagrangian. However, QED3 suffers from severe infrared divergences [8].
The most interesting thing about electrodynamics in two spatial dimensions, however,
is that it is possible to introduce a new term into the Lagrangian, called the Chern-
Simons term (CS), which is Lorentz-invariant, bilinear in the gauge field and does not spoil
the gauge invariance and renormalizability [1]. This extended version of electrodynamics
is called the Maxwell-Chern-Simons theory (MCS). Classically, this new term generates
a magnetic field in the form of a tube in the vicinity of a point charge [9]. It is not
straightforward to quantize the Maxwell-Chern-Simons theory because it is a gauge theory
and gauge fixing is needed. Working in Coulomb gauge and using Dirac quantization
procedure yields the rewarding result- MCS is a theory of massive photons with spin one
[10]. Massiveness of photon partially solves the infrared problems of QED3, but some
subtleties persist. One-loop quantum corrections lead to a gauge variance of the physical
mass. In order to get rid of all infrared divergences we have to work in a special type of
gauge (Landau gauge). It is possible to show that the Chern-Simons term is generated
perturbatively by the fermion mass term, even if it is absent in the original Lagrangian [1].
One also may investigate the pure CS theory coupled to fermions and it was shown that
this theory has anyon degrees of freedom [6].
Two-body bound states were also studied in the frame of the non-relativistic quantum-
mechanical reduction of QED3 with the CS term. It was conjectured that the electron-
electron bound states are possible for some values of the mass and the coupling parameters
[11].
Although it is not apparent at the first sight, the planar physics has numerous ap-
plications. First, it may be considered as a toy model for investigating confinement [12].
Second, three-dimensional superrenormalizable field theories may be considered as the ef-
fective theories of the 4d world at high temperature, i.e., some equilibrium properties of
high-temperature 4d field theory may be calculated from the 3d effective theory [13, 14].
Third, the pure CS theory, which is anyonic, possibly describes the high Tc superconduc-
tivity [15, 7]. And finally the most prominent physical application is the quantum Hall
effect. Anyons play an important role in explaining the fractional quantum Hall effect [7].
It is really encouraging that the experimental evidence of the existence of the anyons has
been recently published [16, 17, 18].
This thesis is organized as follows: In Chapter 2 we discuss various properties of classical
electrodynamics with and without the Chern-Simons term. In Chapter 3 Lorentz group
and Dirac equation are briefly reviewed. In Chapter 4 we closely follow [5] analyzing the
unitary irreducible representations of the Poincare´ group M(2,1). Field quantization of
free fields (with main emphasis on the MCS gauge field) is performed in Chapter 5. There
are subtleties with discrete symmetries in the planar world and they are considered in
Chapter 6. The following Chapter 7 is devoted to some one-loop perturbative calculations
in the MCS QED3. We follow [19] in elegant calculation of the one-loop effective action
employing the ”proper time” method due to J. Schwinger in Chapter 8. In Chapter 9
we have a look at a possible formation of the bound states in the MCS theory [11]. In
the subsequent Chapter 10 spin transmutation (fermions become anyons due to one-loop
Introduction 3
vertex correction) is examined in the pure CS theory. We also calculate non-relativistic
anyon-anyon scattering to the one-loop order and discuss the result. The last Chapter 11
is devoted to the quantum Hall effect, arguably the most successful physical application of
the planar physics. In the Appendix A some interesting aspects of classical and quantum
mechanics are briefly discussed. The Appendix B is devoted to the solution of the Landau
problem in the symmetric gauge.
Chapter 2
Classical physics
In order to investigate quantum electrodynamics in three-dimensional spacetime we should
first understand the classical version of the theory. This Chapter is devoted to this task.1
First the basic properties of the Maxwell electrodynamics are briefly reviewed. We de-
rive the retarded propagator of the theory and demonstrate that the Huygens’ principle is
violated. Subsequently, we introduce the the Chern-Simons extension of the Maxwell elec-
trodynamics, which is specific for the three-dimensional spacetime. The retarded Green’s
function and electromagnetic field generated by the static point source are calculated.
2.1 Classical electrodynamics
The electromagnetic tensor is:
F µν = ∂µAν − ∂νAµ =
 0 −E1 −E2E1 0 B
E2 −B 0
 .
Magnetic and electric fields can be expressed as:
B = −ǫij∇iAj Ei = −∂A
i
∂t
−∇iφ, (2.1)
thus the magnetic field B is a pseudoscalar field in contrast to four-dimensional world.
The Lorentz force equation may be written in the following form:
p˙i = eEi + eBǫi jv
j. (2.2)
The dynamics of the electromagnetic field is described by the well-known relativistic La-
grangian:
L = −1
4
F µνFµν − jµAµ. (2.3)
1 Few words to notation: we introduce a 3-potential Aµ = (φ,A) and a 3-current jµ = (ρ, j). We
also define the gradient symbol as ∇j ≡ ∂
∂xj
. The Levi-Civita tensor is defined as totally antisymmetric
tensor with ǫ012 = 1. The permutation symbol in two dimensions is ǫjk ≡ ǫ0jk. The metric tensor is
gµν = diag(1,−1,−1).
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Using the Euler-Lagrange equations and the antisymmetry property of the electromagnetic
tensor F µν we readily obtain the Maxwell equations in the covariant form:
∂µF
µν = jν ǫνρσ∂νFρσ = 0. (2.4)
In our notation they can be written as three 2-dim equations (there is no analogy of
∇ ·B = 0 in two spatial dimensions)2:
∇ · E = ρ − ǫ ij ∇jB = ji +
∂Ei
∂t
− ∂B
∂t
+ ǫjk∇jEk = 0. (2.5)
As in the three-dimensional theory the electromagnetic waves can propagate in space.
The wave equation is (we use the special Lorentz gauge ∇ ·A = 0 and φ = 0):
∆A− ∂2tA = 0.
The plane wave is transverse:
E · n = 0.
The magnetic field in the plane wave can be written as:
B = −ǫijEjnk.
It is a well known fact that in odd-dimensional spacetimes the Huygens’ principle is
violated. By that we mean that the retarded Green’s function GβγR (x, x
′) support is not
restricted (as a function of x′ for fixed x) to the light cone. As the result there is no analogue
of the Lienard-Wiechert formula. Let us show it. In the Maxwell electrodynamics in (2+1)
dimensions the retarded Green’s function GβγR (x, x
′) is a function of only x − x′, which is
due to translation invariance. It also must solve the following equation (with the boundary
condition GβγR (x− x′) = 0 for t′ > t ):
(✷xgαβ − ∂α∂β)GβγR (x− x′) = −δγαδ(x− x′). (2.6)
The operator acting on GβγR (x− x′) is singular, so it is not possible to invert it. Thus we
are dealing with a singular theory. This fact forces us to introduce the gauge fixing term
(e.g., − 1
2ξ
(∂ ·A)2) into the Lagrangian of the theory which makes the operator regular, i.e.,
invertible: (
✷xgαβ − (1− 1
ξ
)∂α∂β
)
GβγR (x− x′) = −δγαδ(x− x′). (2.7)
We must impose a subsidiary condition (in our case it is the Lorentz condition ∂ · A = 0)
on the solutions of the field equations to recover the original Maxwell theory.
To solve (2.7) it is convenient first to write the retarded propagator as a Fourier integral:
GβγR (x− y) =
∫
d3p
(2π)3
e−ip(x−y)GβγR (p). (2.8)
2It is now easy to obtain the well-known results: relativistic invariant is E2−B2, the energy density of
the electromagnetic field is ω = E
2
+B2
2
and Poynting vector is Si = BǫijE
j .
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The differential equation (2.7) transforms into the algebraic equation for GβγR (p):(
p2gαβ − (1− 1
ξ
)pαpβ
)
GβγR (p) = δ
α
γ . (2.9)
After inverting (2.9) we finally obtain:
GβγR (p) =
p2gβγ − pβpγ
p4
+ ξ
pβpγ
p4
. (2.10)
In denominators of (2.10) we understand p2 = (p0 + iǫ)
2 − p2, where ǫ is a tiny positive
number. This pole prescription imposes the retarded boundary condition. Classically
the electromagnetic field of a given current distribution jµ(y) is (up to a homogeneous
solution):
Aµ(x) = −
∫
d3yGµνR (x, y)jν(y). (2.11)
We can drop terms proportional to pβpγ in (2.10) in classical calculations because the
current jµ(x) is conserved. Now we should make the inverse Fourier transformation of
(2.10) to get our final result:
GµνR (x, x
′) = gµν
∫
d3p
(2π)3
e−ip·(x−x
′) 1
p2︸ ︷︷ ︸
G2+1(x−x′)
= −gµνΘ(x
0 − (x′)0)
2π
∫ ∞
0
dpJ0(p|x− x′|) sin(p[x0 − (x′)0]), (2.12)
where J0(x) is a zeroth order Bessel function of the first kind. It is possible to calculate
the one-dimensional integral in (2.12) and our result is:
GµνR (x, x
′) = −g
µν
2π
1√
(x− x′)2Θ(x
0 − (x′)0), (2.13)
for
√
(x− x′)2 ≥ 0 and GR(x, x′) = 0 otherwise. We realize that the retarded Green’s
function is located not only on the light cone, but also inside of it. Hence there is no
analogy of the Lienard-Wiechert potential of a point charge. The field Aµ(x) depends not
only on retarded position of a point source x′(τR) 3 , but on the whole history of its motion
for τ < τR!
Let us now calculate the static Coulomb potential of a point charge q using the method
of Green’s functions. A point charge moving on the world line z(t) generates the current
distribution:
jµ(y) = q
∫ +∞
−∞
dtz˙µ(t)δ(2+1)(y − z(t)). (2.14)
3 where (x− x′(τR)) is a null 3-vector.
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The static potential is created by a charge with 3-velocity z˙µ(t) = (1, 0). Now we can
substitute the current distribution (2.14) into (2.11). The integral diverges so we must
regulate it by cutting it off at some large τ . In the limit τ →∞ we obtain:
A0(r, t) = − q
2π
ln(r) +
q
2π
lim
τ→∞
(ln |τ +
√
τ 2 − r2|). (2.15)
We can drop the second divergent term because it does not depend on r and merely shifts
the scalar potential. The vector potential A is absent in the static case.
2.2 Maxwell-Chern-Simons classical theory
It is an amazing feature of the three-dimensional spacetime that it is possible to introduce
a novel term (called the Chern-Simons term) to the Lagrangian of electrodynamics, which
does not violate gauge symmetry [1]. Our new Lagrangian is:
L = −1
4
F µνFµν +
m
2
ǫµνρAµ∂νAρ − jµAµ, (2.16)
where m is a real parameter, absolute value of which will be identified with the mass of
photon in the quantum version of the theory. This Lagrangian describes the celebrated
Maxwell-Chern-Simons (MCS) theory because it contains both the Maxwell and the Chern-
Simons terms. The Lagrangian is not gauge invariant but changes up to a divergence under
gauge transformations (if the current is conserved). This leads to the gauge-invariant
action, assuming that the fields decrease sufficiently fast at infinity and the surface term
may be neglected.
The quantum version of the MCS theory will be of our main interest in this thesis.
That it is why it is worth to spend some time with the classical version of this theory. We
will follow closely [9], where this analysis was made. The Euler-Lagrange equations for the
Lagrangian (2.16) are:
∂ρF
ρν +mǫνρµ∂ρAµ = j
ν . (2.17)
Assuming that the current is conserved and taking the divergence of (2.17) we get the
Bianchi identity for the dual field strength, which alternatively follows from the antisym-
metry of Fµν :
∗F µ ≡ 1
2
ǫµνρFνρ (2.18)
∂µ
∗F µ = 0. (2.19)
Let us now construct the retarded Green’s function of the MCS theory. We shall follow
the same steps as in the pure electrodynamics: add the gauge fixing term − 1
2ξ
(∂ · A)2,
perform the Fourier transformation of the field equations, invert the algebraic operator in
p-representation. Going through this procedure we obtain the propagator GµνR (p):
GµνR (p) =
p2gµν − pµpν − imǫµνρpρ
p2(p2 −m2) + ξ
pµpν
p4
,
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where the retarded pole prescription is understood; i.e., p2 = (p0+iǫ)
2−p2 in denominators
of (2.20). We can drop the terms proportional to pµpν as before, but the inverse Fourier
transform is more complicated now:
GµνR (x− y) = gµν
∫
d3p
(2π)3
e−ip·(x−y)
1
p2 −m2︸ ︷︷ ︸
Gmass(x−y)
+
+
m
m2
∫
d3p
(2π)3
e−ip·(x−y)
[
1
p2
− 1
p2 −m2
]
ǫµνα(ipα)
= gµνGmass(x− y) + m
m2
ǫµνα(∂y)α
[
G2+1(x− y)−Gmass(x− y)] ,(2.21)
where G2+1(x−y) was defined in (2.12). The retarded Green’s function is used in integrals
like (2.11). The current jν(y) in (2.11) is usually well localized, so it is possible to perform
integration by parts in (2.21). Our final result is:
GµνR (x− y) = Gmass(x− y)gµν +
m
m2
[
Gmass(x− y)−G2+1(x− y)] ǫµνρ(∂y)ρ, (2.22)
where G2+1(x− y) was calculated in (2.13), thus it remains to calculate Gmass(x− y) now.
From this point let us focus our attention on the case m > 0:
Gmass(t, r) =
∫
d2p
(2π)2
eip·r
∫
dp0
2π
e−ip
0t 1
p2 −m2 , (2.23)
where t = x0− y0 and r = x−y. First, we perform the p0 integration. Using the retarded
pole prescription we find that the integrand of the inner integral (2.23) has two poles
p0 = ±
√
p2 +m2 − iǫ, which both lie under the real axis. We may enclose the contour of
integration in the lower half of the complex p0-plane and use the Cauchy theorem. Doing
so we obtain the integral, written in polar coordinates as follows:
Gmass(t, r) = −θ(t)
∫ ∞
0
dp
(2π)2
∫ 2π
0
dθeipr cos θ
p√
p2 +m2
sin(t
√
p2 +m2), (2.24)
where p ≡ |p| and r ≡ |r|. The angular integration can be easily performed using the
following integral representation of the Bessel function:
J0(x) =
1
2π
∫ 2π
0
dθeix cos θ. (2.25)
Thus it remains to perform the radial integration:
Gmass(t, r) = −θ(t)
2π
∫ ∞
0
dpJ0(pr)
p√
p2 +m2
sin(t
√
p2 +m2). (2.26)
Classical physics 9
To calculate the last integral we use the general result due to Sonine [20]:∫ ∞
0
Jµ(rp)
Jν(t
√
p2 +m2)
(p2 +m2)ν/2
pµ+1dp = 0 t < r (2.27)∫ ∞
0
Jµ(rp)
Jν(t
√
p2 +m2)
(p2 +m2)ν/2
pµ+1dp =
rµ
tν
{√
t2 − r2
m
}ν−µ−1
Jν−µ−1
{
m
√
t2 − r2
}
t > r,
where Re(ν) > Re(µ) > −1 and r and t must be positive. Now let us substitute µ = 0
and ν = 1/2 into the last expression and recall that:
J1/2(x) =
√
2
πx
sin(x) J−1/2(x) =
√
2
πx
cos(x) (2.28)
this gives us: ∫ ∞
0
dpJ0(pr)
p√
p2 +m2
sin(t
√
p2 +m2) =
cos(m
√
t2 − r2)√
t2 − r2 . (2.29)
Our final result for (2.26) is:
Gmass(x− y) = − 1
2π
θ((x− y)2) cos(m
√
(x− y)2)√
(x− y)2 θ(x
0 − y0) (2.30)
and is in accordance with [9].
The Huygens principle is violated in the MCS electrodynamics, but it is rather natural
here because, as we will show in quantum version of the theory, the photons are massive.
Retarded Green’s functions of the massive theories in (3+1) dimensions violate the Huygens
principle, too.
Now we can calculate the Coulomb potential of a point charge. We anticipate novel
effects. Taking the zeroth component of (2.17) and writing it in an integral form we get
the Gauss law:
rE(r) +m
∫ r
0
dr′r′B(r′) =
q
2π
. (2.31)
Maybe a magnetic field is generated by a static object in this theory! Let us compute
Ei(x) and B(x) created by a static charge using the Green’s function (2.22) and (2.11).
The computation is straightforward but tedious ( for more details see [9]). The result is:
Φ(x) = q
2π
K0(m|x|) Ai(x) = q2π 1m e
ijxj
|x|
(
1
|x| −mK1(m|x|)
)
Ei(x) = q
2π
mxi
|x| K1(m|x|) B(x) = q2πmK0(m|x|) = mΦ(x),
(2.32)
where K0(x) and K1(x) are the modified Bessel functions of the second kind, which
are positive, monotonically decreasing functions. Their asymptotic behavior is roughly
e−|mx|/
√|mx|. We see that the magnetic field is indeed generated by a point charge. It is
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easy to demonstrate that the Gauss law (2.31) is really satisfied. Loosely speaking static
point charge generates a magnetic tube of width m−1 and strength q/m. Although the
static charge generates both magnetic and electric fields, it is easy to show that it does not
radiate: the flux of the Poynting vector is zero.
Substituting the Green’s function (2.22) and the static current distribution (2.14) (with
z˙(t) = (1, 0)) into (2.11) we easily see that under the transformation m → −m the static
potential Φ(x) remains unchanged and the vector potential Ai(x) changes its sign. Thus
using (2.1) we conclude that m→ −m yields B(x)→ −B(x) and E(x)→ E(x).
We can rewrite the field equation in the dual form to illustrate that the quantum version
of the theory will describe massive particles. Using (2.18) and (2.17) we can write:
(✷+m2)∗Fα = (gαγm+ ǫαβγ∂β)jγ . (2.33)
The dual field strength solves the massive Klein-Gordon equation with the nontrivial right-
hand side.
The energy-momentum tensor Θµν has the form of the pure Maxwell electrodynamics
[1] because the new Chern-Simons term contains no explicit metric factors. Using Lan-
dau prescription Θµν(x) = 2√−g
δ
δgµν(x)
∫
d3x
√−gL we obtain no additional terms to the
electrodynamic energy-momentum tensor:
Θµν = −F µαF να +
1
4
gµνF αβFαβ. (2.34)
Chapter 3
Lorentz group and Dirac equation
In this Chapter we shall discuss some properties of the Lorentz group SO(2,1) and its finite-
dimensional representations. This will help us to construct the covariant fields, which are
the building blocks of the local field theories. The Dirac equation will be also examined
and the non-relativistic Pauli equation will be derived.
The Lorentz group has two antihermitian boost generators N1, N2 and one hermitian
rotation generator M . The so(2, 1) algebra is defined by its commutation relations:
[N1, N2] = −iM [M,N1] = iN2 [M,N2] = −iN1. (3.1)
There is only one Casimir operator C:
C = −(N21 +N22 ) +M2.
We obtain the group element Λ by exponentiating its algebra:
Λ(a, b1, b2) = exp(i(aM + b1N1 + b2N2)),
where bi are the boost parameters (rapidity) and a is a rotation parameter (angle).
Same relations could be written in a somewhat different form. Let us define an anti-
symmetric matrix of the generators:
I12 = −I21 = M I0k = −Ik0 = Nk.
Commutation relations (3.1) take the form:
[Iαβ , Iγδ] = i(gαδIβγ − gαγIβδ + gβγIαδ − gβδIαγ). (3.2)
Let us also define an antisymmetric matrix ωµν :
ω12 = −ω21 = a ω0k = −ωk0 = bk.
General group element Λ may be written as:
Λ(ω) = exp(
i
2
ωµνI
µν). (3.3)
11
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The low-dimensional irreducible representations of so(2, 1) are of particular interest in
planar physics. Hence let us first construct the fundamental irreducible representation of
so(2, 1), which is a two-component spinorial representation. First, we define the Dirac
matrices γµ as a set of matrices, which satisfy
{γα, γβ} = 2gαβ. (3.4)
In (3+1) dimensions this definition fixes γ matrices up to a regular transformation; i.e., if
two sets γµ and γ
′
µ satisfy (3.4), than γ
′
µ = UγµU
−1 for some regular U and they are in the
same equivalence class. We also assume that:
γ†0 = γ0 γ
†
i = −γi. (3.5)
Thus the matrix U must be unitary to preserve (3.5). In (2+1) dimensions there are two
equivalence classes of γ-matrices (see Appendix of [21]). If {γ} is in the first equivalence
class than {−γ} is in the second. We shall prove this assertion later.
In two spatial dimensions it is possible to find three 2× 2 matrices, which satisfy (3.4)
and (3.5). Different equivalent realizations of γ matrices are used in the literature:
γ0 = σ3 γj = σ3σj Dirac
γ0 = σ3 γj = iσj Jackiw
γ0 = σ2 γ1 = iσ3 γ2 = iσ1 Appelquist
(3.6)
Two-dimensional γ-matrices satisfy the commutation relations:
[γµ, γν] = −2iǫµνργρ, (3.7)
hence from (3.7) and (3.4) it follows that it is possible to reduce the number of γ matrices
in different products, e.g.:
γµγν = gµν − iǫµνργρ. (3.8)
If we define Σµν :
Σµν ≡ i
2
[γµ, γν ] = ǫµνργρ, (3.9)
it is straightforward to show that Σµν/2 satisfy (3.2). Thus we have constructed the
generators of the fundamental representation of SO(2, 1) group. A general group element
Λ(ω) (3.3) may be written in the fundamental representation as:
Λ(ω) = exp(
i
4
ωµνΣ
µν). (3.10)
Boost generators Ni and the rotation generator M in the fundamental representation can
be identified from (3.9) :
M =
γ0
2
N1 =
γ2
2
N2 = −γ1
2
. (3.11)
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Let us go back to the proof of the existence of two equivalence classes of γ matrices in
(2+1) dimensions. First we introduce the matrix γ4:
γ4 ≡ γ0γ1γ2, (3.12)
which due to (3.4) commutes with all γ matrices. Furthermore, it also commutes with
the generators of the Lorentz group (3.9), therefore due to the Schur’s lemma it must be
a multiple of the unit matrix. Imagine now that there is a unitary matrix U with the
property:
UγµU
−1 = −γµ (3.13)
and hence
Uγ4U
−1 = (−1)3γ4 = −γ4. (3.14)
However, this is in contradiction that γ4 is a multiple of the unit matrix, hence there is no
such a matrix U with the property (3.13). And at least two equivalence classes exist.
In two spatial dimensions the two-component spinorial fields are used as building blocks
of the Dirac theory. The Dirac equation looks exactly the same as in the (3+1) theory:
(i/∂ −m)ψ(x) = 0, (3.15)
where ψ(x) is a two-component field, which transforms under the Lorentz transformations
as a fundamental spinorial representation of SO(2, 1) group. For example for the rotation
by an angle φ:
ψ′(x′) = exp(−iφM)ψ(Λ−1x), (3.16)
where the spin matrix M in Dirac and Jackiw realizations is:
M =
γ0
2
=
1
2
(
1 0
0 −1
)
.
Thus the Dirac particles have spin ±1/2.
Now we shall explicitly find the plane-wave solutions of the free Dirac equation (3.15).
Let us work in the Dirac realization of γ-matrices. Positive-energy solutions are:
ψ(x) = u(p)e−ipx p2 = m2 p0 > 0
(γµpµ −m)u(p) = 0 u+(p)u(p) = 2E
u1 =
p1 − ip2√
E −m u2 =
√
E −m. (3.17)
Negative-energy solution can be easily found:
ψ(x) = v(p)eipx p2 = m2 p0 > 0
(γµpµ +m)v(p) = 0 v
+(p)v(p) = 2E
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v1 =
p1 − ip2√
E +m
v2 =
√
E +m. (3.18)
In the non-relativistic region u1 >> u2 and v1 << v2, thus the Dirac realization is useful
for non-relativistic calculations. In order to illustrate this fact we shall derive the Pauli
equation, which is a first non-relativistic approximation of the Dirac equation for electron
in an external electromagnetic field. External electromagnetic field is introduced into the
free Dirac equation (3.15) by the minimal coupling:
∂µ → Dµ = ∂µ + ieAµ Aµ = (Φ,−A), (3.19)
where e is the charge of the electron.
The Dirac equation is now (here we explicitly write ~ and c):
i~
∂
∂t
ψ = eΦψ + αj (−ic~ ∂
∂xj
− eAj)︸ ︷︷ ︸
πj
ψ + βmc2ψ, (3.20)
where αj = γ0γj and β = γ0. Now we write ψ =
(
φ′
χ′
)
and substitute it into (3.20):
i~ ∂
∂t
φ′ = eΦφ′ + (π1 − iπ2)χ′ +mc2φ′
i~ ∂
∂t
χ′ = eΦχ′ + (π1 + iπ2)φ′ −mc2χ′. (3.21)
To perform the non-relativistic approximation we write ψ =
(
φ
χ
)
e−imc
2t/~ in order to
subtract the relativistic rest energy. The coupled system of equations (3.21) now takes the
form:
i~ ∂
∂t
φ = eΦφ+ (π1 − iπ2)χ
i~ ∂
∂t
χ = eΦχ+ (π1 + iπ2)φ− 2mc2χ. (3.22)
In the weak external electromagnetic field (mc2 >> eΦ and mc2 >> e|A|) we anticipate
that χ is a small component; i.e., χ << φ so from the second equation (3.22):
χ ≈ 1
2mc2
(π1 + iπ2)φ. (3.23)
Now we substitute the last expression into the first equation (3.22) and obtain:
i~
∂
∂t
φ = eΦφ+
1
2mc2
(π1 − iπ2)(π1 + iπ2)φ. (3.24)
The second term on the RHS of the last equation may be rewritten as:
1
2mc2
((π1)2 + (π2)2 + i[π1, π2]) =
1
2mc2
(cp− eA)2 − e~c(∂A2∂x1 − ∂A1∂x2 )︸ ︷︷ ︸
−B
 .
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Thus we obtained the well-known Pauli equation:
i~
∂
∂t
φ = eΦφ+
(p− e
c
A)2
2m
φ+
e~
2mc
Bφ, (3.25)
which is a one component equation for electron in an external electromagnetic field.
There is no chiral γ5 matrix in two-component spinorial representation: It is not pos-
sible to find a 2 × 2 matrix γ5, which satisfies {γµ, γ5} = 0 for µ = 0, 1, 2. Here are some
useful relations for traces of γ matrices, which will be useful for us later:
Trγµ = 0 Tr(γµγν) = 2gµν Tr(γµγνγρ) = −2iǫµνρ
Tr(γµγνγργφ) = 2(gµνgρφ − gµρgνφ + gµφgνρ)
γµγµ = 3 γ
µγνγµ = −γν
γµγνγφγµ = 2g
νφ − γφγν
γµγνγφγργµ = −2γνgφρ − γνγργφ + 2γφγργν .
(3.26)
Note that the trace of the odd number of γ matrices does not vanish identically! It is
not surprising for us because the proof of this statement in (3+1) dimensions uses the γ5
matrix, which is absent here. Projectors on the states with definite momentum p are:
u(p)u¯(p) = /p+m v(p)v¯(p) = /p−m.
For the future references we note that the (2+1)-dimensional Gordon identity holds:
u¯(p′)γµu(p) = u¯(p′)
{
pµ + p
′
µ
2m
+ iǫµνρ
qνγρ
2m
}
u(p), (3.27)
where the fermions are on the mass shell (p2 = (p′)2 = m2) and q = p′ − p.
It is useful to construct explicitly the irreducible 3-vector representation of the Lorentz
group. Let us introduce a set of 3× 3 matrices:
(Iαβ)µν = i(g
αµgβν − gανgβµ). (3.28)
It is easy to show that these matrices satisfy the commutation relations (3.2) and therefore
are the generators of SO(2, 1) in vector representation.
Chapter 4
Poincare´ group M(2,1)
In this Chapter we shall classify the unitary irreducible representations (UIRs) of the
Poincare´ group M(2,1). Also we shall connect the UIRs of the Poincare´ group with the
local covariant fields, which are used in quantum field theories. The detailed analysis was
made in [5] and we will entirely follow this analysis here.
4.1 Classification of the unitary irreducible represen-
tations
The Poincare´ group is defined as a six-parameter group of real spacetime transformations:
(Λ, a) : xµ → Λµνxν + aµ, (4.1)
where aµ are the translation parameters and Λµν is a matrix of the Lorentz transformation.
Due to translation and Lorentz invariance of the relativistic quantum theory the Poincare´
group forms a symmetry group of the quantum system. That is why the Hilbert space
of the quantum system is a representation space of the M(2,1). Elementary particles of
the theory can be classified by the UIRs of the M(2,1). The group M(2,1) is a semidirect
product of the (2+1)-dimensional translations and the Lorentz group L ≡ SO(2, 1). All
Lorentz transformations form four disjoint sets, but only one of them will be of our interest
here:
L++ = {Λ ∈ L, det Λ > 0,Λ00 > 0}.
L++ is the largest connected subgroup of L. In our further calculations we will restrict
ourselves to the Poincare´ subgroup π++, which is a semi-direct product of the spacetime
translations and of the L++ group.
It is possible to relate L++ to SL(2, R) group. First, let us define the basis of the vector
space M of real hermitian matrices:
τ0 =
(
1 0
0 1
)
τ1 =
(
1 0
0 −1
)
τ2 =
(
0 1
1 0
)
.
16
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To each xµ from the (2+1) Minkowski spacetime M there exist χ ∈ M :
χ = x · τ =
(
x0 + x1 x2
x2 x0 − x1
)
.
It is worth noting that the determinant of the χ matrix is simply the spacetime interval:
detχ = (x0)2 − (x1)2 − (x2)2. (4.2)
Now we define a transformation:
χ→ χ′ = ΩχΩ⊤ Ω ∈ SL(2, R), (4.3)
which does not change the interval (detχ′ = detχ), hence it must correspond to some
Λ ∈ L++. It is possible to show that:
L++ = SL(2, R)/Z2 (4.4)
because for arbitrary Ω ∈ SL(2, R) the matrix −Ω yields the same transformation (4.3).
All pµ ∈M fall into six disjoint classes:
O+m = {p ∈M ; p2 = m2, p0 > 0},
O−m = {p ∈M ; p2 = m2, p0 < 0},
O+0 = {p ∈M ; p2 = 0, p0 > 0},
O−0 = {p ∈M ; p2 = 0, p0 < 0},
Oim = {p ∈M ; p2 = −m2},
O0 = (0, 0, 0).
(4.5)
All elements of the class can be connected to each other by some Λ ∈ L++.
The Poincare´ algebra is defined by its commutation relations:
[Jµ, Jν ] = iǫµνρJρ [J
µ, P ν] = iǫµνρPρ [P
µ, P ν] = 0, (4.6)
where we introduced P µ ≡ (H,P) and Jµ ≡ (−M, ǫijNj) (see 3.1). It is possible to classify
UIRs by the eigenvalues of the Casimir operators. It is straightforward to show that P ·P
and P · J commute with every generator of the Poincare´ group as well as with each other.
That is why the vectors from the representation space |p, j〉 (p is the three-momentum and
j is a spin quantum number) satisfy the mass-shell condition:
(P · P −m2)|p, j〉 = 0 (4.7)
and the Pauli-Lubanski condition:
(P · J + jm)|p, j〉 = 0. (4.8)
Now we shall construct the UIRs of the Poincare´ group using the Wigner method. First
we should choose from every class (4.5) a standard reference vector pˆ. Each vector p of
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the given class is connected to pˆ by some Lorentz transformation, but this connection is
not unique. We should choose some standard transformation L(p) such that p = L(p)pˆ.
Lorentz transformations, which leave pˆ fixed form the group called the stability group.
Finding each UIR Dξξ′ of the stability group we form the UIR of π++ by:
Uˆ(Λ)|p, ξ〉 = N
∑
ξ′
Dξξ′(W (Λ, p))|Λp, ξ′〉, (4.9)
where W (Λ, p) = L−1(Λp)ΛL(p) and is an element of the stability group. The factor N =√
EΛp
Ep
is a normalization factor due to the normalization of the creation and annihilation
operators used in the text.
In order to find the UIRs of the π++ we should construct UIRs Dξξ′ of the stability
groups, which are different for different classes (4.5). Hence now we shall identify stability
groups for each class:
O+m
We choose the standard vector as pˆ = (m, 0, 0). The stability subgroup can be found by
imposing the stability condition:
Ω
(
m 0
0 m
)
Ω⊤ =
(
m 0
0 m
)
.
This condition implies that the stability group is homomorphic to SO(2). It is not simply
connected. In fact, it is infinitely connected. We take its universal covering group R, which
is an additive group of real numbers, in order to take all multivalued representations of
SO(2). The UIRs of R are labeled by an arbitrary real number j:
Dj : θ → e−ijθ j ∈ R.
These representations of stability group induce UIRs of the π++, which we shall label:
Um,+,j j ∈ R. (4.10)
O−m
Our standard vector is pˆ = (−m, 0, 0). The analysis is completely the same as in the
previous case. We label the UIRs by j ∈ R:
Um,−,j j ∈ R. (4.11)
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O+0
Here we take pˆ = (1/2, 1/2, 0). Imposing the stability condition:
Ω
(
1 0
0 0
)
Ω⊤ =
(
1 0
0 0
)
,
we get a solution:
Ω = ±
(
1 a
0 1
)
,
which can be parametrized by (a,±1). We realize that the the stability group in this case
is homomorphic to Z2 ⊗ R. There are two inequivalent irreducible representations of Z2:
D0Z(±1) = 1 D1Z(±1) = ±1.
Finally we find the UIRs of the stability group:
Dǫ,j = D ǫZ ⊗D jR ǫ = 0, 1 j ∈ R.
These representations induce the UIR of the π++, which we shall call:
U0,+,ǫ,j ǫ = 0, 1 j ∈ R. (4.12)
O−0
We choose pˆ = (−1/2,−1/2, 0). Repeating the analysis from the previous subsection we
get the representations:
U0,−,ǫ,j ǫ = 0, 1 j ∈ R. (4.13)
Oim
The standard vector can be chosen as pˆ = (0, m, 0). This class is not of interest because it
describes tachyons: the particles with space-like 3-velocity.
Not every UIR of π++ is physically interesting. Representations used in the literature
are:
Um,+,j m > 0 j ∈ R massive particles (4.14)
U0,+,ǫ,0 m = 0 ǫ = 0, 1 j = 0 massless particles (4.15)
The stability group of a massive particle (4.14) is SO(2), thus every particle has only one
spin state j. Spin j is an arbitrary real number. This fact rises an interesting theoretical
possibility for anyons ; i.e., particles with fractional statistics in planar physics [7]. In the
massless case we shall limit ourselves to j = 0 in (4.15).
Now we shall explicitly construct the operators of infinitesimal rotations and boosts for
the physical UIRs (4.14) and (4.15):
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Um,+,j
In order to construct the operators of symmetry we have to specify the standard transfor-
mation L(p). We can choose L(p) as a pure boost, which takes pˆ into p. It is not difficult
to show that for a pure rotation Λ = R(θ):
L−1(R(θ)p)R(θ)L(p) = R(θ). (4.16)
For a pure boost Λ = B(u,n) = exp(iun ·N) in the direction n with rapidity u = arctan v
(v is the magnitude of the velocity vector) we find:
L−1(B(u,n)p)B(u,n)L(p) = R(θb) θb =
u(p1n2 − p2n1)
Ep +m
(4.17)
for details see [22]. From (4.16) and (4.17) we see that the Wigner transformation is always
a rotation, which we denote R(Λ,p).
Following [22] we shall rewrite these results in a covariant form. In an arbitrary repre-
sentation of the Lorentz group the transformation may be written as Λab = exp(iω · j)ab,
where jµ are the Lorentz generators in a given representation. These generators satisfy the
commutation relations (4.6). The Wigner rotation R(Λ,p) for the infinitesimal transforma-
tion Λab may be written as:
R(Λ,p) =
(
L−1(Λp)ΛL(p)
)a
b
= δab + i(j · η)abω ·∆(p) ∆µ(p) =
pµ + ηµm
p · η +m , (4.18)
where η = (1, 0, 0). It is easy to show that (4.18) is a generalized compact form of (4.16)
and (4.17).
For an infinitesimal transformation Λ it is true that (Λp)µ = pµ − ǫµνρωνpρ. Using this
fact we can write:
L−1(Λp) = exp(−ǫµνρωνpρ ∂
∂pµ
)L−1(p) ≈ (1− ǫµνρωνpρ ∂
∂pµ
)L−1(p). (4.19)
With (4.18) and (4.19) it is now straightforward to get a relation, which will be useful
for us later:
L−1(p)(−iǫµνρpν ∂
∂pρ
+ jµ)L(p) = j · η∆µ. (4.20)
Due to (4.9) we can now write for the infinitesimal rotation operator:
Rˆm,+,j(θ)|p, j〉 = NDj(θ)|R(θ)p, j〉 = N
(
1− ijθ + θ(p1 ∂
∂p2
− p2 ∂
∂p1
)
)
|p, j〉. (4.21)
Infinitesimal boost operator Lˆm,+,j(u,n) can be also obtained:
Lˆm,+,j(u,n)|p, j〉 = NDj(θb)|B(u,n)p, j〉 =
N
(
1− ijθb − u[(p · n) ∂∂p0 + p0n1 ∂∂p1 + p0n2 ∂∂p2 ]
)
|p, j〉, (4.22)
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where θb is from (4.17).
It is possible to find an elegant and unified form of (4.21) and (4.22) [22]. Let us define
the generators Jµ = (−M, ǫijNj) of the Lorentz subgroup in Um,+,j . From (4.21) and
(4.22) we obtain:
Jµ = −iǫµνρpν ∂
∂pρ
− j∆µ(p), (4.23)
where j is the spin of the representation Um,+,j . These generators Jµ satisfy the commuta-
tion relations (4.6). Jµ is an operator in the one-particle Hilbert space. Its generalization
to the many-particle Fock space is straightforward:
Jµ =
∫
d2paˆ†p
(
−iǫµνρpν ∂
∂pρ
− j∆µ(p)
)
aˆp. (4.24)
U 0,+,0,0
This representation has spin zero, thus we can immediately write the infinitesimal rotation
operator:
Rˆ0,+,0,0(θ)|p〉 = N
(
1 + θ(p1
∂
∂p2
− p2 ∂
∂p1
)
)
|p〉 (4.25)
and the boost operator:
Lˆ0,+,0,0(u,n)|p, j〉 = N
(
1− u[(p · n) ∂
∂p0
+ p0n1
∂
∂p1
+ p0n2
∂
∂p2
]
)
|p, j〉. (4.26)
U 0,+,1,0
This representation transforms almost as the previous one. Its infinitesimal rotation opera-
tor and boost operators are the same as (4.25) and (4.26), but finite rotations are different.
We know that Ω(θ + 2π) = −Ω(θ), that is why we have:
Rˆ0,+,1,0(θ)|p〉 =
{
N |R(θ)p〉 0 ≤ θ ≤ 2π
−N |R(θ)p〉 2π < θ < 4π. (4.27)
Let us summarize the results obtained so far. Following Wigner we have constructed
and classified the unitary irreducible representations of the Poincare´ group by construct-
ing the representations of the stability subgroups. We have also identified the standard
transformation with a pure boost. This fact helped us to construct the infinitesimal rota-
tion and boost operators for various physically interesting representations. In field theory,
however, we work with various field operators, which are some special linear combinations
of creation and annihilation operators. In the next section we shall concentrate on the
connection of the field operators with the UIRs.
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4.2 Covariant fields
It is common to introduce the covariant field operators φ(x), which transform under the
Poincare´ transformation as follows:
(a,Λ) : U(a,Λ)φ(x)U−1(a,Λ) = D(Λ−1)φ(Λx+ a), (4.28)
where U(a,Λ) is a unitary operator in the Hilbert space of the particles, which accomplishes
the Poincare´ transformations of the state vectors between two Lorentz frames. D(Λ) is
a finite-dimensional representation of the Lorentz group (instead of representation of a
stability group). Now we can Fourier-transform the field operators φ(x):
φ(p) =
∫
d3x exp(−ip · x)φ(x). (4.29)
The Poincare´ transformation can now be written as:
(a,Λ) : U(a,Λ)φ(p)U−1(a,Λ) = e−ip·aD(Λ−1)φ(Λp). (4.30)
The covariant fields are not generally irreducible. The field equation (and a subsidiary
condition perhaps) is needed to remove unphysical degrees of freedom. The solution of the
field equation provides a unitary irreducible representation of π++ or is decomposable into
these representations. We shall show this on examples of scalar, Dirac and vector fields.
Scalar fields
This field is the simplest. Its transformation properties and wave equation in p-representa-
tion are:
U(Λ)φ(p)U−1(Λ) = φ(Λp) (p2 −m2)φ(p) = 0. (4.31)
From these properties we conclude that a massive scalar field belongs to Um,+,0, while
a massless scalar field belongs to U0,+,0,0. Thus the scalar fields describe massive and
massless particles with zero spin.
Dirac fields
ψ(p) transforms according to the fundamental representation of SO(2, 1):
U(Λ)ψ(p)U−1(Λ) = exp(−1
2
iω · γ)ψ(Λp), (4.32)
where ωρ = 1
2
ωµνǫ
µνρ (see (3.9) and (3.10)), and satisfies the Dirac field equation:
(p · γ −m)ψ(p) = 0. (4.33)
We shall deal with massive and massless case separately:
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Massive case
The Hamiltonian in p-representation is:
H = α · p+ γ0m,
where α = γ0γ . This Hamiltonian can be diagonalized by means of the well-known Foldy-
Wouthuysen unitary transformation U :
U = exp
(
λp · γ
2|p|
)
λ = arctan(
|p|
m
).
The transformation acts as:
H ′ = UHU−1 = ǫpγ0
Uψ(p) =
(
φ+(p)
φ−(p)
)
H ′φ±(p) = ±ǫpφ±(p),
where ǫp =
√
p2 +m2.
Let us now find out how positive-energy φ+(p) and negative-energy φ−(p) solutions
transform under the infinitesimal Lorentz transformations. First we shall transform the
infinitesimal rotation generator:
R′ = URU−1 = exp(λp·γ
2|p| )
(
1− 1
2
iθγ0 + θ(p1
∂
∂p2
− p2 ∂∂p1 )
)
exp(−λp·γ
2|p| ) =
=
(
1− 1
2
iθγ0 + θ(p1
∂
∂p2
− p2 ∂∂p1 )
)
,
(4.34)
where the relation:
[
p · γ
|p| , R] = 0
was used. We see that the energy eigenstates transform as:
φ±(p)→
{
1∓ 1
2
iθ + θ(p1
∂
∂p2
− p2 ∂
∂p1
)
}
φ±(p). (4.35)
From (4.21) we see that φ+(p) ∈ Um,+,1/2 and φ−(p) ∈ Um,+,−1/2. Our final result is that
the massive Dirac fields describe particles with spin ±1/2.
Massless case
The analysis is very similar. The massless Hamiltonian is:
H = α · p
and the Foldy-Wouthuysen transformation is now:
U = exp
(
πp · γ
4|p|
)
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Transforming the infinitesimal rotation operator we get as before:
φ±(p)→
{
1∓ 1
2
iθ + θ(p1
∂
∂p2
− p2 ∂
∂p1
)
}
φ±(p).
So far it seems that we are dealing with the particles with spin ±1/2. It is possible and
necessary, however, to make the redefinition of the fields:
Φ±(p) ≡ (p1 ± ip2)1/2φ±(p), (4.36)
which was not possible in the massive case because this redefinition would be singular.
By saying this we mean that for the massive field every momentum vector pµ satisfies the
mass-shell condition p2 = m2. This implies that it is always possible to find a reference
frame, where pµ = (m, 0, 0). In this reference frame the redefinition (4.36) is singular for the
selected pµ. The transformation properties of the new fields Φ±(p) under the infinitesimal
rotation are:
Φ±(p)→ Φ±(Rp), (4.37)
while under finite rotations the new field transforms as:
Φ±(p)→ { Φ
±(Rp) 0 ≤ θ ≤ 2π
−Φ±(Rp) 2π < θ < 4π, (4.38)
due to double-valuedness of (p1±ip2)1/2. We see that massless Dirac field is connected with
Φ+(p) ∈ U0,+,1,0 and Φ−(p) ∈ U0,−,1,0 representations which are almost scalars. One may
rightfully ask why we chose to make the redefinition (4.36) for the massless Dirac particles.
As for rotation it seemed that φ±(p) are the particles with spin ±1/2. The answer lies
in infinitesimal boost generators. After the redefinition (4.36) the boosts take the correct
form (4.22) with j = 0 [5].
Vector fields
A vector field Aν(p) transforms as follows:
U(Λ)Aν(p)U
−1(Λ) = (Λ−1) µν Aµ(Λp). (4.39)
Real massive case
Massive vector field Aµ satisfies the field equation:
(p2 −m2)Aν(p) = 0 (4.40)
and the subsidiary condition:
pνA
ν(p) = 0. (4.41)
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Let us now try to extract the UIRs following [5]. First we shall explicitly solve the subsidiary
condition. We redefine our field as follows:
Bµ = [L
−1(p)] νµ Aν(p), (4.42)
where as always L(p)pˆ = p. It is easy to show, that (4.41) implies:
B0(p) = 0
and the transformation properties from (4.39) are:
U(Λ)Bν(p)U
−1(Λ) = [W (Λ−1,Λp)] µν Bµ(Λp), (4.43)
where W (Λ−1,Λp) = L−1(p)Λ−1L(Λp). Now we shall construct an infinitesimal rotation
by an angle θ. From (4.16) we conclude that:
U(θ)BρU
−1(θ) = [R−1(θ)] µρ Bµ(Rp) (4.44)
and:
U(θ)B0(p)U
−1(θ) = 0. (4.45)
Writing (4.44) infinitesimally for the spatial components we get:
U(θ)Bi(p)U
−1(θ) =
{
δij − θǫij + δijθ(p1 ∂
∂p2
− p2 ∂
∂p1
)
}
Bj(p).
The transformation properties of the hermitian fields Bi(p) do not coincide with (4.21).
Now we shall define a complex combination:
Φ(p) ≡ B1(p)− iB2(p). (4.46)
The transformation properties of this field under infinitesimal rotations are:
U(θ)Φ(p)U−1(θ) =
{
1− iθ + θ(p1 ∂
∂p2
− p2 ∂
∂p1
)
}
Φ(p),
so Φ(p) ∈ Um,+,1. Thus the real vector field describes massive particles with spin 1.
Massless case
Massless vector field satisfy the Maxwell equation:
p2Aµ(p)− pµpλAλ(p) = 0. (4.47)
Our aim is to identify the UIR, so we have to remove the gauge ambiguity. To do it let us
fix the gauge covariantly taking the Lorentz condition:
pµA
µ = 0. (4.48)
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From (4.47) and (4.48) it is easy to see that A(p) 6= 0 only if p2 = 0. Due to (4.47) and
(4.48) the general form of A(p) is:
Aµ = pµα(p) + pµ⊥β(p), (4.49)
where pµ⊥ = (0, p
2,−p1) is orthogonal to p; α(p) and β(p) are the scalar functions. Obvi-
ously the Lorentz condition does not remove the gauge freedom completely and pµα(p) is
a residual gauge freedom left after imposing the Lorentz gauge condition (4.48). Conse-
quently, the field has only one degree of freedom. Let us now connect it with the UIR. To
do it we define a scalar field φ(p) as:
pµφ(p) = ǫµνρp
νAρ(p). (4.50)
This new field does not change under any gauge transformation and solves the Klein-
Gordon equation:
pµpµφ = p
µ(p)ǫµνρp
νAρ(p) = 0. (4.51)
As a result we have found the transformation, which connects Aµ(p) field to the scalar field
φ(p) that belongs to U0,+,0,0 and has zero spin.
MCS theory
We began our discussion of the classical MCS theory in Chapter 2. It would be interesting
to find out what type of particles this theory describes in its quantum version. For this
reason we shall follow [22] closely. Let us remind that the covariant field equations for the
free MCS theory is (2.17):
∂ρF
ρν +
m
2
ǫνρµFρµ = 0. (4.52)
In p-representation the field equations in the dual form are:
ipµǫµνρ ∗Fρ +m∗F ν = 0, (4.53)
where ∗F ν = 1
2
ǫναβFαβ. This implies the transversality condition:
∗F µpµ = 0. (4.54)
In oder to get the UIR we shall solve the field equations (4.53). The solution is:
∗F µ =
1√
2
 01
i
 + p1 + ip2
m(E +m)
 E +mp1
p2
Ψ(p), (4.55)
where Ψ(p) is an unknown function. We shall now show that Ψ(p) transforms as a massive
spin-1 particle under the Lorentz transformation.
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First, we know how the pseudovector field ∗F α(p) transforms under the Lorentz trans-
formation. Lorentz generators for a pseudovector field are well-known:
(jµ)αβ = −iǫµνρpν
∂
∂pρ
δαβ + iǫ
αµ
β. (4.56)
The question is now how the function Ψ(p) transforms under Lorentz transformation. To
answer this question it is useful first to represent ∗F µ(p) in the following form:
∗F µ(p) = B(p)µνN
ν
ρ(
∗F ρ0 (p)), (4.57)
where B(p)µν is a boost transformation in the 3-vector representation, which takes pˆ → p
and N is the numerical unitary matrix:
Nνρ =
 √2 0 00 1 1
0 −i i
 (4.58)
and ∗F ρ0 (p) is:
∗F ρ0 (p) =
 00
Ψ(p)
 . (4.59)
The representation (4.57) is convenient because the transversality condition (4.54) is
satisfied manifestly.
The Lorentz generator acts on ∗F ρ0 (p) as:
(Jµ)αβ =
(
N−1B−1(p)jµB(p)N(p)
)α
β
. (4.60)
Now we can substitute (4.56) into (4.60) and use the relation (4.20). Straightforward
calculation lead us to:
(Jµ)αβ = −iǫµνρpν
∂
∂pρ
 1 0 00 1 0
0 0 1
+∆µ
 0 0 00 1 0
0 0 −1
 , (4.61)
where ∆µ is defined in (4.18). The action on Ψ(p) is:
Jµ = −iǫµνρpν ∂
∂pρ
−∆µ. (4.62)
We notice readily that it is exactly the transformation of spin-1 particle with nonzero mass
(4.23). Thus we conclude that photons are massive spin-1 particles in the MCS theory!
Chapter 5
Field quantization
In this Chapter we shall quantize various free fields. We shall pay special attention to
quantization of the gauge fields (with and without the Chern-Simons term). The Coulomb
gauge will be used to fix the gauge freedom.
Scalar field: We shall not carry out the canonical quantization procedure for the
real scalar field in three dimensions because it is completely analogous to the conventional
four-dimensional case. Here we shall only summarize the results. The field Lagrangian is:
L =
1
2
∂µφ∂
µφ− 1
2
m2φ2. (5.1)
The free Heisenberg scalar field φ(x, t) can be written as the following linear combination
of the creation operators a†p and annihilation operators ap:
φ(x, t) =
∫
d2p
(2π)
1√
2Ep
(ape
−ip·x + a†pe
ip·x) (5.2)
and it solves the Klein-Gordon equation:
(✷+m2)φ = 0.
For the future references the Feynman propagator DF = 〈0|Tφ(x)φ(y)|0〉 is
DF (x, y) =
∫
d3p
(2π)3
i
p2 −m2 + iǫe
−ip·(x−y). (5.3)
Massive Dirac fields: Quantization of the free massive Dirac field ψ(x, t) in three di-
mensions follows completely the same lines as in four dimensions. For the future references
we shall only write the results of this procedure here. The Dirac Lagrangian is
L = ψ¯(i/∂ −m)ψ. (5.4)
The field ψ may be written as a linear combination of the electron annihilation operators
ap and positron creation operators b
†
p:
ψ(x, t) =
∫
d2p
(2π)
1√
2Ep
(apu(p)e
−ip·x + b+†p v(p)e
ip·x). (5.5)
28
Field quantization 29
The Feynman propagator SF = 〈0|Tψ(x)ψ¯(y)|0〉 is
SF (x, y) =
∫
d3p
(2π)3
i(/p+m)
p2 −m2 + iǫe
−ip·(x−y). (5.6)
Real massive vector field: We shall only sketch quantization of a free massive vector
field Bµ following [23]. The Lagrangian we start with is:
L = −1
4
FµνF
µν +
1
2
m2BµB
µ. (5.7)
Using the Euler-Lagrange equations it is easy to obtain the field equations:
∂µF
µν +m2Bν = 0, (5.8)
which are equivalent to the following two equations:
(✷+m2)Bµ = 0 ∂µB
µ = 0. (5.9)
The first equation tells us that the field Bµ describes some massive particles. The second
equation in (5.9) is a constraint, so a massive vector boson has only two degrees of freedom
in (2+1) physics. Let us find the plane wave solutions of (5.9) now:
Bµ(x) = ǫµ(k)e
−ik·x.
Substituting this plane wave into (5.9) we obtain:
k2 = m2 kµǫ
µ = 0. (5.10)
There are two independent solutions of (5.10), which satisfy the normalization condition:
ǫ(k) · ǫ∗(k) = −1. (5.11)
They are:
ǫµ(k, λ = 1) = ǫµT (k) = (0, ǫ (k)) ǫ
µ(k, λ = 2) = ǫµL(k) = (
|k|
m
,
k0
m
k
|k|), (5.12)
where ǫ (k) · k = 0. We can also write the completeness relation:
2∑
λ=1
ǫµ(k, λ)ǫ
∗
ν(k, λ) = −gµν +
1
m2
kµkν . (5.13)
Now the field Bµ(x) can be written in terms of a plane-wave expansion:
Bµ(x) =
2∑
λ=1
∫
d2k
(2π)
√
2Ek
[
a(k, λ)ǫµ(k, λ)e
−ik·x + a†(k, λ)ǫ∗µ(k, λ)e
ik·x] (5.14)
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and the commutation relations for the creation and the annihilation operators follow from
the canonical quantization procedure:
[a(k, λ), a+†(k′, λ′)] = δλ,λ′δ(2)(k− k′). (5.15)
Thus we are dealing with bosons, which is in accordance with our previous result from
Chapter 4.
For the future references we write here the covariant version of the Feynman propagator
(for more details [23]):
(DF )µν(q) = i
−gµν +m−2qµqν
q2 −m2 + iǫ . (5.16)
Massless gauge vector field in Coulomb (radiation) gauge: In this subsection
our main aim is to quantize the free electromagnetic gauge field without the Chern-Simons
term. We closely follow the treatment of [24] here. It is nontrivial to quantize the elec-
tromagnetic field because there are more variables than there are degrees of freedom. The
Maxwell Lagrangian is:
L = −1
4
FµνF
µν . (5.17)
In order to perform the canonical quantization we first construct the conjugate momenta:
π0 =
∂L
∂A˙0
= 0 πk =
∂L
∂A˙k
= −A˙k − ∂A0
∂xk
= Ek. (5.18)
We have obtained the primary constraint π0 = 0, due to the fact that the Lagrangian
(5.17) does not depend on A˙0. We can find the secondary constraint in the theory if we
calculate the Euler-Lagrange field equation for the time component of the electromagnetic
field:
∂k
∂L
∂(∂kA0)︸ ︷︷ ︸
Ek
=
∂L
∂A0
= 0, (5.19)
which does not contain the second order time derivative. We easily recognize the Gauss
law.
Let us now construct the Hamiltonian:
H =
∫
d2x(πkA˙k −L ) =
∫
d2x
1
2
(E2 +B2). (5.20)
We attempt to follow the canonical quantization procedure imposing the following equal-
time commutators:
[Aµ(x, t), Aν(x′, t)] = 0 (5.21)
[πk(x, t), πj(x′, t)] = 0 (5.22)
[πk(x, t), A0(x′, t)] = 0. (5.23)
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It is evident that A0 is a c-number because it commutes with both πk (5.23) and Aµ (5.21).
Thus it is not a physical degree of freedom. According to the canonical quantization
procedure the commutator of πi and Aj should take the following form:
[πi(x, t), Aj(x
′, t)] = [Ei(x, t), Aj(x′, t)] = −iδijδ(x− x′). (5.24)
There is a difficulty, however, that the last relation does not satisfy the Gauss constraint
(5.19). Taking the divergence ∇ix from the RHS of (5.24) we do not get zero:
− iδij ∂
∂xi
∫
d2k
(2π)2
exp (ik · (x− x′)) = δij
∫
d2k
(2π)2
exp(ik · (x− x′))ki. (5.25)
Thus we should modify the RHS of the last commutator to be consistent with the Gauss
law. In order to achieve this aim we introduce the transverse delta function:
δtrij (x− x′) =
∫
d2k
(2π)2
eik·(x−x
′)
(
δij − kikj
k2
)
. (5.26)
It is straightforward to show that this modification is consistent with the Gauss constraint.
Thus our final result for the last commutator (5.24) is:
[πi(x, t), Aj(x′, t)] = iδtrij (x− x′). (5.27)
Acting with ∇x′ on (5.27) we see that the operator∇·A is a c-number because it commutes
with the canonical fields (5.21) and the conjugate momenta (5.27). It is possible to find
a gauge, where ∇ · A = 0 and A0 = 0. This gauge is called the radiation or Coulomb
gauge. It has an advantage that only one real transverse degree of freedom appears in the
formalism. The problem is, however, that it is not manifestly covariant, so we must check
the covariance of the theory. To do so we should find the transformation properties of the
field under the Poincare´ transformations and show that it transforms as a 3-vector up to
gauge terms.
To accomplish this aim we shall construct the generators of the Lorentz and translation
transformations with the help of Noether’s theorem working in the radiation gauge. For
temporal translations we obtain:
P 0 = H =
∫
d2xH (x) =
1
2
∫
d2x((A˙)2 +B2), (5.28)
which is our Hamiltonian. For spatial translations Noether’s theorem yields:
P i = −
∫
d2x
2∑
j=1
(A˙j∂
iAj), (5.29)
which is the momentum of the field. It can be explicitly verified that the operators Aµ(x)
transform as fields under the infinitesimal translations:
i[P µ, Aν(x)] =
∂Aν(x)
∂xµ
. (5.30)
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Let us find the generator of spatial rotations in the radiation gauge:
M =
∫
d2x
(
2∑
j=1
A˙j(x1
∂
∂x2
− x2 ∂
∂x1
)Aj
)
︸ ︷︷ ︸
MI
+
∫
d2x(A˙1A2 − A˙2A1)︸ ︷︷ ︸
MII
. (5.31)
It can be shown that under an infinitesimal spatial rotation characterized by the infinites-
imal parameter ǫµν (ǫij = −ǫji, ǫµ0 = 0 µ = 0, 1, 2 ) the electromagnetic potential A
transforms as a 2-vector field:
U(ǫ)AjU−1(ǫ) = Aj(x′)− ǫjkAk(x′) = [S−1]ji(ǫ)Ai(x′),
where x′ i = (δij + ǫ
i
j)x
j and S−1(ǫ)ji = (δ
j
i − ǫji).
There are two boost generators, which can be found by Noether’s theorem:
Bk =
∫
d2x
(
t
2∑
r=1
A˙r
∂Ar
∂xk
− xkH (x)
)
. (5.32)
Infinitesimal boosts with the parameters ǫµν (e0µ = −eµ0, eij = 0, i, j = 1, 2) are:
U(ǫ)Aµ(x)U−1(ǫ) = Aµ(x′)− ǫµνAν(x′) + ∂Λ(x
′, ǫ)
∂x′µ
, (5.33)
where the gauge term is:
∂Λ(x′, ǫ)
∂x′µ
= ǫ0k
∂
∂x′µ
∫
d2x
2π
ln(|x− x′|)∂A
k(x, t)
∂t
. (5.34)
Thus the electromagnetic field transforms under the Lorentz transformation as a 3-vector
up to the gauge term (5.34). It is also possible to show [24] that the radiation gauge is
invariant under the Lorentz transformations and that the commutators (5.21)-(5.27) are
also invariant. Hence the quantization procedure is covariant.
Maxwell equations for A(x) in the radiation gauge take the form ✷A = 0, so we can
make the expansion:
Ai(x, t) =
∫
d2k
2π
√
2ω
ǫi(k)[a(k)e−ik·x + a+†(k)eik·x], (5.35)
where ǫi(k) is a real transverse polarization vector, which satisfies ǫ(k) ·k = 0 and ω = |k|.
With the relation (5.35) and an analogous decomposition for the conjugate fields πi, the
operators a(k) and a†(k) can be expressed in terms of A(x) and π(x). Using the relations
(5.21)-(5.27) we easily get:
[a(k), a(k′)] = [a†(k), a†(k′)] = 0 [a(k), a†(k′)] = δ(k− k′), (5.36)
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which are the well-known commutation relations for the creation and annihilation operators
of bosons.
Now we shall demonstrate that photons have zero spin in the free Maxwell theory in
three dimensions. To do so, let us calculate:
Ma†(k)|0〉 = [M, a†(k)]|0〉,
where M is given by (5.31). The operator M consists of two terms, the first of them MI ,
which contains partial derivatives of the electromagnetic field, can be identified with the
orbital part of the angular momentum operator. The second term MII =
∫
d2x(A˙1A2 −
A˙2A1) can be identified with the spin part of the angular momentum. Now writing MII in
terms of a(k) and a†(k) and using (5.36) we get:
[MII , a
†(k)] = 0.
This means that the spin of photon is zero. This result agrees with our findings in Chapter
4 that the real gauge field describes a particle with zero spin.
Now we will construct the Feynman propagator in the radiation gauge. Using (5.3) we
obtain:
DF (x, y)µν = 〈0|T (Aµ(x)Aν(y))|0〉 =
∫
d3k
(2π)3
i
k2 + iǫ
e−ik·(x−y)ǫµ(k)ǫν(k). (5.37)
In the reference frame, where we performed the quantization let us define two vectors ηµ
and kˆµ:
ηµ = (1, 0, 0) kˆµ =
kµ − (k · η)ηµ√
(k · η)2 − k2 .
These two vectors and the polarization vector ǫµ(k) = (0, ǫ(k)) form a complete set of unit
orthogonal vectors in the Minkowski space. We can write:
ǫµ(k)ǫν(k) = −gµν + ηµην − kˆµkˆν
Using the last relation in (5.37) the Feynman propagator in the Coulomb gauge is:
DF (x, y)µν = gµνDF (x, y) + i
∫
d3k
(2π)3
e−ik·(x−y)
(k2 + iǫ)
k2ηµην − (k · η)(kµην + ηµkν) + kµkν
(k · η)2 − k2 .
(5.38)
Free Maxwell-Chern-Simons theory: Here we shall quantize the free Maxwell-
Chern-Simons theory in the Coulomb gauge following closely [1] and [10]. First we shall
implement the Coulomb gauge condition explicitly into the Lagrangian, which we write
here in the noncovariant form:
L = −1
4
FlnF
ln − 1
2
F0lF
0l +
1
4
mǫln(FlnA0 + 2F0lAn)−G∂lAl, (5.39)
where l, n = 1, 2, the Einstein summation is assumed and G is a new auxiliary canonical
variable. Using the Euler-Lagrange equation we easily obtain the field equation (2.17) and
Field quantization 34
the Coulomb gauge condition ∇ · A = 0. To construct the Hamiltonian the canonical
momenta are first calculated:
Πi = −F0i − 1
2
mǫinAn Π0 = 0 ΠG = 0. (5.40)
It turns out that only Ai are the canonical variables with nontrivial conjugate momenta.
The remaining fields A0 and Gmust be the solutions of some constraints. We also recognize
two primary constraints C1 = Π0 and C2 = ΠG. So the total Hamiltonian in the Coulomb
gauge takes the form:
HTc =
∫
d2x(ΠiA˙i −L − U1C1 − U2C2) =
=
∫
d2x[
1
2
ΠlΠl +
1
4
FlnFln + A0∂iΠi +
1
8
m2AlAl +G∂lAl −
1
4
mǫlnFlnA0 +
m
2
ǫlnΠlAn − U1C1 − U2C2], (5.41)
where U1 and U2 are yet unknown functions of spacetime. Primary constraints must be
satisfied at all times, which implies that
∂0Ci = [H
T
c , Ci]P = 0, (5.42)
where [, ]P denotes the Poisson bracket. This condition might imply secondary constraints
and it is indeed the case. Using (5.42) for C1 yields a Gauss constraint C3:
C3 = ∂lΠl − 1
4
mǫlnFln (5.43)
and for the evolution of C2 we obtain the gauge constraint C4
C4 = ∂lAl. (5.44)
Now we must apply (5.42) to secondary constraints C3 and C4. For C3 a new constraint is
obtained:
C6 = ∂l∂lG. (5.45)
For the gauge constraint C4 we readily get:
C5 = ∂lΠl − ∂l∂lA0 + 1
4
mǫlnFln, (5.46)
hence the scalar part of the vector potential A0 can be expressed as follows:
A0 =
1
∇2 (∂lAl +
1
4
mǫlnFln). (5.47)
Now we should repeat the procedure for the new secondary constraints C5 and C6, but
it is straightforward to show that they do not generate any new constraints but fix two
unknown functions U1 and U2.
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Now we shall construct the matrix Mij(x,y) = [Ci(x), Cj(y)]P that will be useful for
us later. This matrix is:
M (x− y) =

0 0 0 0 ∇2 0
0 0 0 0 0 −∇2
0 0 0 −∇2 0 0
0 0 ∇2 0 ∇2 0
−∇2 0 0 −∇2 0 0
0 ∇2 0 0 0 0
 δ
(2)(x− y). (5.48)
It has the following inverse Y (x− y):
Y (x− y) =

0 0 1∇2 0 − 1∇2 0
0 0 0 0 0 1∇2
− 1∇2 0 0 1∇2 0 0
0 0 − 1∇2 0 0 0
1
∇2 0 0 0 0 0
0 − 1∇2 0 0 0 0
 δ
(2)(x− y). (5.49)
The existence of the nonsingular matrix M implies that the theory has only the second-
type constraints and we can employ the Dirac-Bargmann procedure to work in the Hamil-
tonian formalism. Following Dirac the equation of motion for the canonical variables
z(x) = {Ai(x),Πi(x)} is:
z˙(x) = [z(x), Hc]D, (5.50)
where Hc is the constrained Coulomb Hamiltonian and [, ]D denotes the Dirac bracket
defined by the following relation:
[F (x), G(y)]D = [F (x), G(y)]P −
∫
dz1dz2
∑
i,j
[F (x), Ci(z1)]PYij(z1, z2)[Cj(z2), G(y)]P .
(5.51)
We construct the constrained Coulomb Hamiltonian applying all the found constraints
C1 − C6 and the relation (5.47) to the unconstrained Hamiltonian (5.41). The result is:
Hc =
1
2
∫
d2x
[
(ΠT )2 + ATi (−∇2 +m2)ATi
]
, (5.52)
where ΠTi and A
T
i are the transverse parts of the canonical momentum and the field:
ΠTi = (δij −
∂i∂j
∇2 )Πj A
T
i = (δij −
∂i∂j
∇2 )Aj . (5.53)
Thus the theory possesses only one dynamical degree of freedom, which is the transverse
part of the field. To quantize the theory we simply make the substitution:
i[A,B]D → [Aˆ, Bˆ]. (5.54)
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Using (5.51) it is not difficult to obtain the following equal-time canonical commutators:
[ATi (x), A
T
j (y)] = 0, (5.55)
[ΠTi (x),Π
T
j (y)] = 0, (5.56)
[(AT )i(x),ΠTj (y)] = i(δ
i
j −
∂i∂j
∇2 )δ(x− y). (5.57)
The last commutator is identical to (5.27) that we obtained for the free Maxwell Lagrangian
without the Chern-Simons term. Having the canonical commutators at hand, we are now
able to construct the Heisenberg equations of motion for the canonical variables:
(A˙T )i = −i[(AT )i, Hc] = ΠTi Π˙Ti = −i[ΠTi , Hc] = (∇2 −m2)(AT )i. (5.58)
Now we can combine these two equations to obtain a field equation for the massive physical
transverse field AT :
(✷+m2)AT = 0. (5.59)
In Chapter 4 it has already been shown that the Maxwell-Chern-Simons field carries
spin 1. It is instructive, however, to derive the same result in a somewhat different fashion.
We shall closely follow [1] here. The transverse field AT satisfies (5.59), which can be
explicitly solved:
AT =
∫
d2p
(2π)
√
2Ep
(ǫpape
−ip·x + ǫ∗pa
†
pe
ip·x), (5.60)
where the dispersion relation for a massive photon is Ep =
√
p2 +m2. The Coulomb gauge
constraint and the normalization condition ǫp · ǫp = 1 almost determine the polarization
vector ǫp. Thus, our first guess for it is:
ǫip =
ǫijpj
p2
. (5.61)
Similar to the pure Maxwell theory the operators a†p and ap satisfy the canonical com-
mutation relations for Bose particles. It is tempting to identify these operators with the
creation and annihilation operators of a massive photon. We have to be cautious, how-
ever. For the identification to be correct, the particles must transform correctly under
translations and Lorentz transformations.
We begin with the translation symmetry. Using Noether’s theorem the canonical
energy-momentum tensor is obtained:
T µν = −gµνL + (
m
2
ǫµραAα − F µρ)∂νAρ. (5.62)
The total momentum operator is P µ =
∫
x0=t
d2xT 0µ(x, t) and we shall write it in terms of
a†p and ap. According to (5.62) the Hamiltonian is:
H = P 0 =
1
2
∫
d2x(E2 +B2) =
∫
d2x(−1
2
F 0jF0j +
1
4
F ikFik). (5.63)
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Our next aim is to express the Hamiltonian H in terms of the creation and annihilation
operators. For this purpose it is convenient to introduce the spatial Fourier transformation:
F˜ αβ(p, t) =
∫
d2xF αβ(x, t)e−ip·x. (5.64)
The Hamiltonian is now:
H =
∫
d2p
[
−1
2
F˜ 0j(p)F˜0j(−p) + 1
4
F˜ ik(p)F˜ik(−p)
]
. (5.65)
The following relations will be useful in the subsequent calculation:
F˜ ik = i(piA˜k − pkA˜i)
F˜ 0k = ∂0A˜k − ipkA˜0)
A˜i(p) = 1√
2Ep
(apǫ
i
pe
−ip0t + a+†−p(ǫ
∗)i−pe
ip0t)
A˜0 = m
eB
p2
,
(5.66)
where the last relation is simply the Fourier transformation of (5.47). Substituting (5.66)
into (5.65) we obtain:
H =
∫
d2pEpa
†
pap. (5.67)
Very similar calculations yield the spatial momentum operator P i:
P i =
∫
d2p pia†pap. (5.68)
So far we have obtained the anticipated results, so let us look at Lorentz symmetry.
The Lagrangian (5.39), which we used for the quantization is not Lorentz-invariant. It
is so because we introduced the auxiliary variable G to implement the Coulomb gauge. The
real theory is covariant, so we shall use (2.16) with jµ = 0 as our covariant Lagrangian.
Noether’s theorem for Lorentz symmetries leads to the existence of the conserved currents
M µ(αβ):
M
µ(αβ) = xαT µβ − xβT µα − i ∂L
∂(∂µAφ)
(Σ(αβ))φρA
ρ, (5.69)
where (Σ(αβ))µν are the generators of the Lorentz group in the vector representation (3.17).
The rotation generator M may be written as:
M =
∫
x0=t
d2xM 0(12)(x) =
∫
d2x
(
x1T 02 − x2T 01 − F 01A2 + F 02A1 + m
2
AiAi
)
. (5.70)
Now we substitute A0 from (5.47) into the last expression. We also assume that the fields
are so small at infinity that the surface term can be neglected in integrations by parts.
Doing so we readily obtain:
M =
∫
x0=t
d2xA˙j(x2∂1 − x1∂2)Aj . (5.71)
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Repeating techniques we used in the calculation of the total momentum P µ, the rotation
generator can be written as follows:
M =
∫
d2pa+†p
1
i
∂
∂θ
ap, θ = arctan(
p2
p1
). (5.72)
Looking at (4.24) it might seem that photon has zero spin in the MCS theory. We should,
however, construct the boost generators first. From (5.69) they are:
Nj =
∫
x0=t
d2xM 0(j0) =
∫
x0=t
d2x
(
xjH − x0Pj − ∂0(Aj)A0) , (5.73)
where H = T 00 and P i = T 0i. Now we would like to express the boost generators in
terms of a†p and ap. First we take t = 0, so the second term in the previous formula can
be dropped. It is convenient to separate the boost generator Nj into two distinct parts
N Ij =
∫
d2x(−∂0(Aj)A0) and N IIj =
∫
d2x(xjH ). We shall calculate them separately. Let
us start with N Ij . Fourier-transforming and using (5.66) we get:
N Ij = −
∫
d2p∂0(A˜j(p))
mB˜(−p)
p2
= −m
∫
d2p
ǫjkpk
p2
a†pap. (5.74)
Now we can proceed with N IIj . Using (5.52) and (5.58), Fourier-transforming and then
using (5.66):
N IIj =
∫
d2xxjH =
1
2
∫
d2xxjAi(m2 − ∂20 −∇2)Ai =∫
d2p(−i∂jA˜i(p))E2pA˜i(−p) =
i
2
∫
d2pEp(a
†
p∂jap − [∂ja†p]ap).
(5.75)
Our final expression for the boost generator is:
Nj =
i
2
∫
d2pEp
(
a†p∂jap − ∂j [a†p]ap
)−m ∫ d2pǫjkpk
p2
a†pap, (5.76)
which poses a problem: The last formula for the boost generator does not coincide with
our previous result (4.24)! Let us remind that for a general spin j particle we obtained in
(4.24):
Nj =
i
2
∫
d2pEp
(
a†p∂jap − ∂j [a†p]ap
)− j ∫ d2p ǫjkpk
Ep +m
a†pap (5.77)
that does not coincide with (5.76) for any value of j.
Something must be wrong. The problem can be solved by a redefinition of the creation
and annihilation operators [1]. Let us define new operators a˜†p and a˜p by:
a˜†p ≡ e−i(m/|m|)θa†p a˜p ≡ ei(m/|m|)θap, (5.78)
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where θ is defined in (5.72). The redefinition does not change the canonical commutation
relations. Let us substitute the new operators into (5.67), (5.68), (5.72) and (5.76):
P µ =
∫
d2p pµa˜†pa˜p
M =
∫
d2pa˜†p
1
i
∂
∂θ
a˜p +
m
|m|
∫
d2pa˜†pa˜p
Nj =
i
2
∫
d2pEp
(
a˜†p∂j a˜p − ∂j [a˜†p]a˜p
)
+ m|m|
∫
d2p ǫ
jkpk
Ep+|m| a˜
†
pa˜p.
(5.79)
The boost generators are now the same as those in (4.24) with j = m|m| . So we conclude that
a˜†p and a˜p are the proper creation and annihilation operators. Photon is indeed massive
and has non-vanishing spin 1 or -1 depending on the sign of the mass parameter m. One
may ask what is a weak point of our initial derivation (5.60)-(5.76)? The answer resides in
the definition of the polarization vector ǫip (5.61)[25]. Obviously our original guess:
ǫip =
ǫijpj
p2
(5.80)
is wrong. The Coulomb gauge constraint and the normalization condition do not specify
the complex phase of ǫip. The correct formula for the polarization vector is:
ǫip = e
−i m
|m|
θ ǫ
ijpj
p2
(5.81)
and θ-dependence of this additional phase leads to the non-vanishing spin.
Chapter 6
Discrete symmetries of QED3
In this Chapter we try to construct the operators of parity P and time inversion T for
Dirac fermions with some reasonable properties. While for the massless fermions P and T
can be constructed, it turns out that for the massive fermions there is no good parity and
time reversal transformation in three-dimensional spacetime. We define the combined PT
and charge-conjugate C transformations, which work well for both massive and massless
fermions. The question of the invariance of QED3 with respect to these symmetries is also
addressed in this Chapter.
6.1 Naive approach to discrete symmetries
Parity in two spatial dimensions is defined as an operation, which inverts only one spatial
direction. It is a reasonable definition because inversion of both spatial directions is a
rotation by the angle π. Jackiw and Templeton [8], [1] introduced the following realization
of the parity operator P in the Hilbert space of the vector and the fermion fields:
PA0(t, r)P−1 = A′0(t, r) = A0(t, r′),
PA1(t, r)P−1 = A′1(t, r) = −A1(t, r′), (6.1)
PA2(t, r)P−1 = A′2(t, r) = A2(t, r′),
Pψ(t, r)P−1 = ψ′(t, r) = σ1ψ(t, r′), (6.2)
r = (x, y) r′ = (−x, y).
By stating that some equation (e.g., the Dirac equation) is invariant under some symmetry
operation we mean that if the fields ψ(x) and A(x) satisfy the given equation in some
coordinate system S then the transformed fields ψ′(x′) and A′(x′) also satisfy the equation
in a transformed system S ′. For example, for the Dirac equation the invariance means:
(i/∂ + e /A(x)−m)ψ(x) = 0⇒ (i/∂′ + e/A′(x′)−m)ψ′(x′) = 0.
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It is easy to show that the massless Dirac and Maxwell equations are invariant under parity
transformation (6.1), (6.2). It is important to note, however, that the mass term in the
Dirac equation is odd under the parity transformation. It is then tempting to work with
massless fermions in order to have a parity-conserving theory.
Jackiw and Templeton also introduced their realization of the time-inversion operator
T in the Hilbert space of the vector and the fermion fields [8], [1]:
TA0(t, r)T−1 = A0(−t, r),
TA(t, r)T−1 = −A(−t, r), (6.3)
Tψ(t, r)T−1 = σ2ψ(−t, r), (6.4)
where σ2 is understood as an antilinear operator in the last equation. It is also not difficult
to show that the massless Dirac and Maxwell equations are invariant under T-inversion.
Let us investigate parity more closely and consider only fermions. Where did the
transformation (6.2) come from? We may take (5.5) and ask ourselves how does parity act
on the creation operators b†p and the annihilation operators ap? According to Chapter 4
the massless fermion is ”almost” scalar, so it would be natural if:
PapP
−1 = ηaap′ PbpP−1 = ηbbp′ , (6.5)
where p′ = (−p1, p2) and ηa and ηb are some complex phases. We assume also that the
parity operator is linear and unitary. Implementing our intuitive definition we get for the
field ψ(x):
Pψ(x)P−1 =
∫
d2p
(2π)2
1√
2E
(
ηaap′u(p)e
−ip·x + (ηb)∗b
†
p′v(p)e
ip·x
)
=
=
∫
d2p
(2π)2
1√
2E
(
ηaapu(p
′)e−ip·x
′
+ (ηb)
∗b†pv(p
′)eip·x
′
)
,
where x′ = (t,−x1, x2). It would be nice, if a momentum-independent matrix O existed
such that:
ηau(p
′) = Ou(p) (ηb)∗v(p′) = Ov(p). (6.6)
In that case we could write Pψ(x)P−1 = Oψ(x′). Positive and negative solutions u(p)
and v(p) can be easily found for the Dirac equation in the Jackiw realization (3.6) of γ
matrices (it is valid for both the massive and the massless cases) [26] :
u(p)e−ip·x =
1√
ǫp +m
(
ǫp +m
ip1 − p2
)
e−ip·x u¯(p)u(p) = 2m u+(p)u(p) = 2E, (6.7)
v(p)eip·x =
1
i
√
ǫp +m
(
ip1 + p2
−ǫp −m
)
eip·x v¯(p)v(p) = −2m v+(p)v(p) = 2E, (6.8)
where ǫp =
√
p21 + p
2
2 +m
2. Having this at hand we can easily show that there is no p-
independent matrix O, which would satisfy (6.6). The argumentation may be reversed. If
Discrete symmetries of QED3 42
we take (6.2) as a definition of parity action on the fields, we get nonlinear action on the
annihilation and the creation operators:
Pψ(t, r)P−1 = σ1ψ(t, r′) =
∫
d2p
(2π)2
1√
2E
(
apσ
1u(p)e−ip·x
′
+ b†pσ
1v(p)eip·x
′
)
=
=
∫
d2p
(2π)2
1√
2E
(
ap′σ
1u(p′)e−ip·x + b†p′σ
1v(p′)eip·x
)
=
=
∫
d2p
(2π)2
1√
2E
(
−ap′v(p)e−ip·x − b†p′u(p)eip·x
)
,
where we used σ1u(p′) = −v(p) and σ1v(p′) = −u(p). Thus we see that our natural
definition (6.5) of parity is in contradiction with the definition of Jackiw and Templeton.
The same contradiction exists for T-inversion. Something must be wrong with our analysis
of the massless Dirac theory.
6.2 Systematic approach to discrete symmetries
Here we shall take more systematic approach to the discrete symmetries.
P-inversion
Let us now try to introduce the operator P on the UIRs of the Poincare´ group π++,
which satisfies general requirements for the reasonable parity operator. The UIRs were
constructed by us in Chapter 4. The operator P is defined by its commutation relations:
{P, J} = {P,N1} = [P,N2] = 0 (6.9)
[P,H ] = {P, P 1} = [P, P 2] = 0. (6.10)
The operator P must be linear because it satisfies P exp(−iHt)P−1 = exp(−iHt). From
now on we shall distinguish two different cases: m 6= 0 and m = 0.
Massive case
Let us denote the standard vector of Um,+,j by |k, j〉, where the three-vector k = (1, 0, 0).
Using the relations (6.9) and (6.10) we get:
P |k, j〉 = ηP |k,−j〉, (6.11)
where ηP is a complex phase. Our next question is how does the P act on a general state
|p, j〉? Let us define the standard transformation L(p) = R(θ)B2(|p|) (we remember that
p = L(p)k in the Wigner construction). By this we mean that first we perform a boost
in the y-direction in order the particle to have right magnitude of the momentum |p|.
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Next we make an appropriate rotation in order the particle to have right direction of the
momentum p. From the relations (6.9) and (6.10) we see that:
P |p, j〉 = ηP |p′,−j〉, (6.12)
where p′ = (p0,−p1, p2). Thus we see that it is not possible to introduce P acting within
the given Um,+,j . We need two representations Um,+,j and Um,+,−j in order to define the
P . Parity would then transform a state vector from the Um,+,j to the Um,+,−j . Applying
it to the massive Dirac fields we obtain:
Pa†pP
−1 = ηPab
†
p′ Pb
†
pP
−1 = ηPba
†
p′ . (6.13)
So parity transforms electrons into positrons and vice versa! Assuming that P is a linear
operator of symmetry leads us to the fact that the field ψ(x) (5.5) does not transform
into itself. We do not obtain (6.2)! Thus loosely speaking in the massive QED in three
dimensions there is no good parity transformation. In literature this fact is formulated as
a statement that the mass term in the Dirac equation is parity violating [1]. We prefer to
say that parity is not well defined for massive particles. Let us turn our attention to the
massless case.
Massless case
Let us take now the representation U0,+,1,0. A standard vector is now denoted as |k〉, where
k = (1, 1, 0). From the commutation relations (6.9) and (6.10) we obtain:
P |k〉 = ηP |k′〉. (6.14)
Taking the same standard transformation L(p) as in the massive case we get for an arbitrary
vector |p〉:
Pˆ |p〉 = ηP |p′〉. (6.15)
We observe that P can be defined in U0,+,1,0. Let us now apply our results to the massless
Dirac theory. The decomposition (5.5) is also valid in the massless Dirac theory, but from
(4.36) we know that ap and b
†
p do not transform by the UIR U
0,+,1,0. Their transformation
rules under P-inversion are more complicated (see (4.36)). We start with the decomposition
of massless fermion field:
ψ(x, t) =
∫
d2p
(2π)2
1√
2Ep
(apu(p)e
−ip·x + b†pv(p)e
ip·x) (6.16)
and perform the Fourier transformation due to (4.29):
ψ(q) =
∫
d3x exp(−iq · x)ψ(x)
=
2π√
2Eq
(
a−qu(−q)δ(
√
q2 +m2 + q0) + b†qv(q)δ(
√
q2 +m2 − q0)
)
. (6.17)
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Now in accordance with (4.36) we make the redefinition of the massless fermion fields:
ψ+(q)→ Ψ+(q) = 2π√
2Eq
(q1 + iq2)
1/2a−q︸ ︷︷ ︸
ea−q
u(−q)δ(
√
q2 +m2 + q0) (6.18)
ψ−(q)→ Ψ−(q) = 2π√
2Eq
(q1 − iq2)1/2b†q︸ ︷︷ ︸
eb†q
v(q)δ(
√
q2 +m2 − q0). (6.19)
Due to (4.36) the operators a˜†q and b˜
†
q are identified as the correct creation operators; i.e.,
|q〉 = a˜†q|0〉 in the Hilbert space of the massless electron and |q〉 = b˜†q|0〉 in the Hilbert
space of the massless positron. According to (6.15) the action of the parity operator on
these creation operators is:
P a˜†qP
−1 = ηPa a˜
†
q′ P b˜
†
qP
−1 = ηPb b˜
†
q′ (6.20)
and using (6.18):
a˜q = i(q1 + iq2)
1/2aq b˜
†
q = (q1 − iq2)1/2b†q (6.21)
we easily get the action of the parity operator on aq and b
†
q:
PaqP
−1 = η∗Pa
iq1 + q2
ǫq
aq′ Pb
†
qP
−1 = ηPb
iq1 − q2
ǫq
b†q′ . (6.22)
So our ”natural” definition (6.5) was wrong. Straightforward calculation leads us to the
transformation law of the field operator (we take η∗Pa = −1 and ηPb = 1):
Pψ(x)P−1 = σ1ψ(x′) (6.23)
that coincide with the definition (6.2) of the P-inversion for the massless fermion field. It
is easy to show that PL (x)P−1 = L (x′), so parity is a symmetry of the massless Dirac
theory.
T-inversion
Now we shall try to introduce an operator T of time-reversal on the UIRs of π++. The T
operator must be antilinear because time inversion reverses time evolution, i.e., we have
T exp(−iHt)T−1 = exp(iHt). The commutation relations are:
{T, J} = [T,N1] = [T,N2] = 0 (6.24)
[T,H ] = {T, P 1} = {T, P 2} = 0. (6.25)
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Massive case
We shall construct the action of T on the massive UIRs Um,+,j. Using our commutation
relations it is not difficult to show that:
T |k, j〉 = ηT |k,−j〉, (6.26)
where ηT is a complex phase. For a general state |p, j〉 taking the same standard transfor-
mation as in the previous subsection yields:
T |p, j〉 = ηT |p˜,−j〉, (6.27)
where p˜ = (p0,−p). As parity the operator T mixes two massive representations. Specially
for the massive Dirac field we get:
Ta†pT
−1 = ηTab
†
−p Tb
†
pT
−1 = ηTba
†
−p. (6.28)
For the transformation of the field operator ψ(x) we have the same problem as before. The
field does not transform into itself ; i.e., the relation (6.4) is not satisfied.
Massless case
The action of the T in U0,+,1,0 on a standard state vector |k〉 and a general vector |p〉 is
(we are using relations (6.24) and (6.25)):
T |k〉 = ηT |k˜〉 T |p〉 = ηT |p˜〉, (6.29)
where p˜ = (p0,−p). Thus the T is well-defined in U0,+,1,0. Now we shall apply our results
to the massless Dirac theory. From (4.36) we know that ap and b
†
p do not transform under
the irreducible representations. Following the same steps as for parity we get:
TapT
−1 = η∗Ta
p1 + ip2
ǫp
a−p Tb†pT
−1 = ηTb
p1 − ip2
ǫp
b†−p, (6.30)
where ηTa and η
T
b are complex phases. Applying the T operator to the field operator ψ(x)
we obtain:
Tψ(t,x)T−1 = σ2ψ(−t,x), (6.31)
so we recovered the definition of Jackiw (6.4) of time-reversal for massless fermions. Ap-
plying T to L we obtain that time-reversal is a symmetry of the massless Dirac theory.
Combined symmetry O
In preceding subsections we showed that there are no reasonable parity and time-reversal
operators for the massive fermion field. However, it is possible to define an operator
O = TP . We shall call it a combined symmetry. For the massive fermions we have:
Oa†pO
−1 = ηOab
†
−p′ Ob
†
pO
−1 = ηOba
†
−p′ . (6.32)
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It is straightforward to show that the massive fermion field ψ(x, t) transforms as:
Oψ(x, t)O−1 = γ0ψ(x′,−t), (6.33)
if we choose ηOa = 1 and η
O
b = −1. The combined symmetry O is a good symmetry of
massive fermions.
Charge conjugation
We should note that there are no difficulties in defining the charge conjugation symmetry
C for both the massive and the massless fermions. The operator C is defined by its action
on the creation operators:
Ca†pC
−1 = ηCa b
†
p Cb
†
pC
−1 = ηCb a
†
p, (6.34)
where ηCa and η
C
b are complex phases. This definition works well for both the massive and
the massless fermions because the charge-conjugation operator C is the internal symmetry
operator and does not transform spacetime coordinates. From (6.34) and the linearity of
C we get the transformation of the fields ψ(x):
Cψ(x, t)C−1 = γ1ψ∗(x, t), (6.35)
where we used (ηCa )
∗ = ηCb = 1.
Chapter 7
Perturbative Maxwell-Chern-Simons
QED3
In this Chapter few one-loop perturbative results in the MCS theory is presented. We
start with the Feynman rules and the UV structure of the theory. It turns out that the
theory is superrenormalizable. Subsequently, the one-loop vacuum polarization diagram
and electron self-energy are calculated in the bare perturbation theory. We finish this
Chapter calculating the transverse running coupling to the one-loop order.
7.1 Feynman rules and power counting
In this Chapter we shall study QED3, which is the Maxwell-Chern-Simons theory cou-
pled minimally to the two-component Dirac fermions, in its perturbative regime. The
Lagrangian of the theory is1:
L = −1
4
F µνFµν +
µ
2
ǫµνρAµ∂νAρ − 1
2α
(∂µA
µ)2︸ ︷︷ ︸
LG
+ ψ¯(i/∂ −m)ψ︸ ︷︷ ︸
Lψ
−eψ¯γµψAµ︸ ︷︷ ︸
LI
, (7.1)
where − 1
2α
(∂µA
µ)2 is a gauge fixing term, m is the fermion bare mass and µ is an axial
photon parameter, the absolute value of which is the bare photon mass. First we write
the Feynman rules for this Lagrangian; i.e., we calculate the photon and the fermion free
propagators and the bare interaction vertex.
Although it was illuminating to quantize the MCS theory in the Coulomb gauge, for
calculation it is more convenient to use the covariant version of the free photon propagator
Dµν(x, y). In order to find it, we start with the Lagrangian LG (7.1).
1Note that we have changed the notation here. The photon mass parameter is denoted by µ instead of
m.
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The Euler-Lagrange equations for the Lagrangian LG are:
(−✷gνρ + (1− 1
α
)∂ν∂ρ + µǫνρφ∂
φ)︸ ︷︷ ︸
Oνρ
Aρ = 0. (7.2)
The propagator is a Green’s function Gβρ(x− y) of this equation:
Oαβx Gβρ(x− y) = −igαρ δ(x− y). (7.3)
It is convenient to perform the Fourier transformation of Gβρ(x− y):
Gβρ(x− y) =
∫
d3p
(2π)3
eip(x−y)Gβρ(p). (7.4)
The differential equations (7.3) transform into the algebraic equations for Gβρ(p):
[p2gνρ − (1− 1
α
)pνpρ + iµǫνραpα](iGρµ(p)) = g
ν
µ. (7.5)
Solving it and introducing the Feynman pole prescription we end up with the Feynman
covariant propagator for the electromagnetic field Dµν(p):
Dµν(p) =
−i
p2 − µ2 + iǫ [Pµν(p)−
iµǫµνρp
ρ
p2 + iǫ
]− iαpµpν
(p2 + iǫ)2
, (7.6)
where µ is the bare photon mass, P µν(p) = gµν − pµpν/p2 and α is the gauge parameter.
← pν µ
Figure 7.1: Free photon propagator Dµν(p)
The Feynman graph for the photon propagator is shown in Fig. 7.1. The direction of
the momentum arrow is important here because the axial part of the propagator (7.6) is
odd in the momentum variable pµ. The free fermion propagator is conventional:
S (p) =
i
/p−m+ iǫ =
i(/p+m)
p2 −m2 + iǫ , (7.7)
where m is the free fermion mass. Fig. 7.2 illustrates the bare vertex and its Feynman
prescription.
Next we examine the ultraviolet (UV) properties of various Feynman diagrams. It is
sufficient to study the amputated 1PI Feynman diagrams because the external lines do
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−ieγµ
Figure 7.2: Bare vertex
not affect the UV properties and the reducible diagrams are the simple products of the
1PI diagrams. For a large momentum k the photon propagator behaves as 1/k2 and the
fermion propagator as 1/k. Every loop yields a three dimensional integration over the loop
momentum and effectively brings three powers of momentum p into the numerator of the
Feynman integral. We define the superficial degree of divergence D of a Feynman diagram
as:
D = 3L− Pe − 2Pγ, (7.8)
where L is a number of loops, Pe is a number of the electron propagators and Pγ is a
number of the photon propagators. For a momentum cutoff Λ we anticipate that the
diagram diverges as ΛD for D > 0, diverges as log Λ for D = 0 and is convergent for
D < 0. These naive expectations might be often wrong due to the divergent subdiagrams
and symmetries.
For further analysis it is worth to write D as a function of number of the vertices V ,
external electron lines Ne and external photon lines Nγ . To do so we use the formulas:
L = Pe + Pγ − V + 1 Pγ = 1
2
(V −Nγ) Pe = V − 1
2
Ne (7.9)
and obtain our final result:
D = −1
2
V −Ne − 1
2
Nγ + 3. (7.10)
The theory is superrenormalizable because the presence of vertices decreases the superficial
degree D. We can also show that the MCS is superrenormalizable by calculating the mass
dimension of the couplings. From the free part of the Lagrangian (7.1) we get:
[A] =
1
2
[ψ] = 1, (7.11)
where [x] denotes the mass dimension of the quantity x. Now it is easy to calculate the
mass dimension of the couplings:
[m] = 1 [µ] = 1 [e] =
1
2
. (7.12)
All couplings have positive dimension of mass, thus the theory is superrenormalizable.
At this point we should make a remark about the mass dimension of the interaction
coupling in the MCS theory. As we have already shown the theory is superrenormalizable.
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To do reasonable perturbative expansion we need to find some dimensionless small param-
eter. What is this parameter in the superrenormalizable MCS theory? First, let us analyze
the process of scattering of two-particle initial state into two-particle final state in the pure
massless QED3, i.e., m = 0 and µ = 0. It is easy to show that the invariant amplitude
Mfi of scattering 2-particle initial state into n-particle final state in d dimensions has the
mass dimension:
[Mfi] = 4− n(d− 2), (7.13)
In our special case we get Mfi = 2. The naive perturbative expansion can be now written
for Mfi:
Mfi =
∞∑
k=1
ak(e
2)k, (7.14)
where ak has mass dimension 2−k. We shall rewrite last expansion using the dimensionless
quantities. In the massless QED3 there is no parameter with dimension of mass in the
Lagrangian, so the only dimensionful parameter, which can compensate the dimension of
e2 in the expansion is the energy ECMS =
√
s. Thus (7.14) takes the form:
Mfi = s
∞∑
k=1
(
e2√
s
)ka˜k, (7.15)
where a˜k are dimensionless. We factored out s in the last expression to guarantee the
correct dimension of Mfi. In this case the dimensionless perturbative parameter can be
identified with e
2√
s
. Thus at sufficiently low energy it seems that the theory becomes strongly
coupled. It is believed that the mass is generated non-perturbatively in this case [27]. It
was shown [8] that the naive perturbative expansion (7.14) leads to infrared divergences
even for arbitrary s. These divergences can be cured solving the truncated Schwinger-
Dyson equations. This procedure leads to non-analytic (logarithmic) terms in the coupling
constant in the expansion (7.14). In the MCS theory we have two additional mass scales
in the Lagrangian: the photon mass µ and the fermion mass m. Due to kinematics
√
s >
min(m,µ). It is reasonable to assume that the series (7.14) organizes itself in such a way
that e
2
m
and e
2
µ
are dimensionless expansion parameters, which are found in (7.14). We
shall see that it actually happens in perturbative results obtained in this Chapter.
There are only a few Feynman diagrams, which have D ≥ 0. For the vacuum bubble
diagrams with Ne = 0 and Nγ = 0 we get D = 4 − L. Thus the vacuum bubble diagrams
with no more than four independent loops have nonnegative D. For the vacuum polariza-
tion diagrams with Ne = 0 and Nγ = 1 the relations (7.9) and (7.10) give D = 2− L, i.e.,
the diagrams with no more than two independent loops superficially diverge. Finally, for
the corrections to the electron propagator with Ne = 2 and Nγ = 0 we get D = 1 − L,
which gives rise to a single one-loop superficially divergent diagram. All other types of
Feynman diagrams have D < 0. The only one-loop diagrams with D ≥ 0 are depicted in
Fig. 7.3- they are the vacuum polarization (D = 1) and the electron self-energy diagram
(D = 0).
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Figure 7.3: Vacuum polarization (a), fermion self-energy (b)
The vacuum bubble does not contribute to the S-matrix, so we shall now explicitly
calculate the only two remaining divergent one-loop 1PI diagrams in the MCS theory.
7.2 Vacuum polarization
Let us start with the vacuum polarization diagram. The inverse of the full photon propa-
gator Dµν(p) may be expressed as:
(D−1)µν(p) = (D−1)µν(p)− iΠµν(p), (7.16)
where Πµν is the polarization tensor, which includes all 1PI corrections to the free photon
propagator. The Ward identity pµΠµν = 0 helps us to specify the tensor structure of the
polarization tensor:
Πµν(p) = PµνΠ
(1)(p2) + imǫµνρp
ρΠ(2)(p2), (7.17)
where we factored outm in the second term of the last expression for the later convenience.
The second axial term in (7.17) is obviously absent in the case of (3+1) dimensions. Let us
now calculate the scalar functions Π(1)(p2) and Π(2)(p2) to the order O(e2). In the one-loop
approximation Πµν(p), denoted here by Πµν2 (p), is:
Πµν2 (q) = −ie2
∫
d3k
(2π)3
tr
(
γµ
i
/k −mγ
ν i
/k + /q −m
)
. (7.18)
It can be readily simplified by computing the traces with the help of (3.26), introducing
the Feynman parameter and performing a shift in the integration variable. The result is:
Πµν2 (p) = 2ie
2
∫
d3l
(2π)3
∫ 1
0
dy
−gµνl2 + 2lµlν
(l2 −∆)2 + (7.19)
2ie2
∫
d3l
(2π)3
∫ 1
0
dy
2y(y− 1)pµpν + gµν(m2 − y(y − 1)p2)− imǫµνρpρ
(l2 −∆)2 ,
where ∆ = m2 − y(1− y)p2 − iǫ. By power-counting the first integral (ΠI)µν2 (p) in (7.19)
is linearly divergent and the second integral (ΠII)
µν
2 (p) is convergent. Some regularization
procedure is necessary to regularize the first integral. We prefer to use the dimensional
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regularization. It is not a priori clear how to generalize the Levi-Civita ǫ-tensor to d
dimensions [28]. Fortunately, we do not need to do it because the axial part of (7.19) is
convergent. After the Wick rotation the integral (ΠI)
µν
2 (p) in d dimensions is:
(ΠI)
µν
2 (p) = −2e2
∫
ddlE
(2π)d
∫ 1
0
dy
gµνl2E(1− 2d)
(l2E +∆)
2
. (7.20)
To calculate it we shall use the general integration formulae:∫
ddlE
(2π)d
1
(l2E +∆)
n
=
1
(2π)d/2
Γ(n− d
2
)
Γ(n)
(
1
∆
)n−
d
2∫
ddlE
(2π)d
l2E
(l2E +∆)
n
=
1
(2π)d/2
d
2
Γ(n− d
2
− 1)
Γ(n)
(
1
∆
)n−
d
2
−1. (7.21)
From the second formula in (7.21) it appears that the integral (7.20) in the limit d→ 3 is
perfectly convergent! The result is:
(ΠI)
µν
2 (p) =
2e2
8π
∫ 1
0
dy∆1/2gµν . (7.22)
It is a known fact [29] that the generalized integrals may have another type of divergences
than the original integrals. In this case the dimensional regularization changed the linearly
divergent integral into the convergent integral. Using the first formula in (7.21) it is
straightforward to calculate also (ΠII)
µν
2 (p). The total result is in accordance with (7.17)
and two scalar functions of our interest are:
Π(1)(p2) =
−e2p2
4π
∫ 1
0
dy
2y(1− y)√
∆
+O(e4)
Π(2)(p2) =
e2
4π
∫ 1
0
dy
1√
∆
+O(e4). (7.23)
These integrals are elementary and for p2 > 0 and p2 < 4m2 we obtain [28]:
Π(1)(p2) =
e2
16π
[
ln(
2m+
√
p2
2m−
√
p2
)(
√
p2 +
4m2√
p2
)− 4m
]
+O(e4)
Π(2)(p2) =
e2
4π
√
p2
ln
(
2m+
√
p2
2m−
√
p2
)
+O(e4). (7.24)
For p2 < 0 the result (7.24) is also correct if we analytically continue the logarithm and
the square root functions to the complex plane. For future needs we compute the limits of
Π(1)(p2) and Π(2)(p2) as p2 → 0:
Π(1)(p2 → 0) = e
2p2
12πm
Π(2)(p2 → 0) = e
2
4πm
. (7.25)
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First we would like to examine the case when m = 0 and µ = 0. In this special
case we drop the Chern-Simons and fermion mass terms from the Lagrangian (7.1); i.e.,
we are working with massless bare fermions and photons. The relation (7.17) reduces to
Πµν(p) = PµνΠ(p
2), where Π(p2) is given by (7.24):
Π(p2) = Π(1)(p2) =
e2
√
−p2
16
. (7.26)
This result is in accordance with [8]. Inverting (7.16) we easily obtain the corrected prop-
agator:
Dµν(p) =
−iP µν
p2 −Π(p2) −
iαpµpν
p4
. (7.27)
The propagator has a pole at p2 = 0, so the photon remains massless and quantum correc-
tions do not generate the photon mass. Instead, the quantum correction renormalizes the
field. We expand the gauge-independent part of the propagator near the pole at p2 = 0,
i.e., write it in the form:
−iP µνZG
p2
+ c.c., (7.28)
where ZG denotes the gauge field renormalization and c.c. denotes continuum contributions.
The gauge-independent part of the propagator can be written as:
−iP µν
p2 − Π(p2) =
−iP µν
p2 −Π(0)− p2Π′(0) +O(p4) =
−iP µν(1 + Π′(0))
p2
+ c.c., (7.29)
where we used Π(0) = 0. The gauge field renormalization factor ZG = 1+Π
′(0) is divergent,
so it must be regularized.
Now we shall calculate the corrected propagator in the general case m 6= 0 and µ 6= 0.
According to (7.16) we should first calculate the inverse of the bare propagator (7.6). The
propagator has a general tensor form:
Dµν(p) = APµν(p) +B
µǫµνρp
ρ
p2
+ C
pµpν
p2
, (7.30)
where A, B and C are the scalar functions of p2 with the mass dimension -2. We assume
that the inverse of the propagator has the same tensor form:
D
−1
µν (p) = XPµν(p) + Y
µǫµνρp
ρ
p2
+ Z
pµpν
p2
, (7.31)
where X , Y and Z are the yet unknown scalar functions of p2 with the mass dimension 2.
To determine these functions we substitute (7.30) and our ansatz (7.31) into the following
relation:
Dµν(p)(D
−1)νρ(p) = δρµ. (7.32)
This yields:
X =
Ap2
A2p2 +B2µ2
Y = −BX
A
= − Bp
2
A2p2 +B2µ2
Z =
1
C
. (7.33)
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Using these results we get the inverse bare propagator:
D
−1
µν (p) = ip
2Pµν(p)− p2µǫµνρp
ρ
p2
+
ip2
α
pµpν
p2
. (7.34)
Now according to (7.16) and (7.17) the inverse of the corrected propagator is:
D−1µν (p) = [ip
2 − iΠ(1)(p2)︸ ︷︷ ︸
A′
]Pµν(p) +
[
m
µ
Π(2)(p2)p2 − p2
]
︸ ︷︷ ︸
B′
µǫµνρp
ρ
p2
+
ip2
α︸︷︷︸
C′
pµpν
p2
. (7.35)
Now we must solve the same problem as we were facing above. The corrected propagator
has the general tensor form:
Dµν(p) = X
′Pµν(p) + Y ′
µǫµνρp
ρ
p2
+ Z ′
pµpν
p2
. (7.36)
Using the primed version of (7.33) we obtain the final result:
X ′ =
i(p2 − Π(1))
p2(mΠ(2) − µ)2 − (p2 − Π(1))2
Y ′ = −B
′X ′
A′
=
1
µ
µ−mΠ(2)
(mΠ(2) − µ)2 − p2(1− Π(1)/p2)2
Z ′ = −iα
p2
. (7.37)
These functions are the complicated functions of p2, so we shall extract the pole structure
of the corrected propagator. We anticipate that the vacuum polarization renormalizes the
mass and the wave function. We are interested in the pole structure of X ′, so let us write
it in the following form:
X ′ =
−iZG
p2 − µ2ph
+ c.c., (7.38)
where ZG is a residue of the pole, µph is renormalized mass of photon and c.c. denotes
continuum contributions. In order to calculate these quantities we write X ′ as:
X ′ =
−i
p2 − (Π(1) + p
2(mΠ(2) − µ)2
p2 − Π(1) )︸ ︷︷ ︸
g(p2)
. (7.39)
The results obtained by one-loop calculations are valid only to O(e2), that is why we
expand g(p2) in powers of e2 (note that Π(1)(p2) and Π(2)(p2) are already of the first order
in e2):
g(p2) = µ2 +Π(1) − 2µmΠ(2) + µ
2
p2
Π(1) +O(e4). (7.40)
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So the square of the physical mass to the first order in e2 is:
µ2ph = g(µ
2
ph) ≈ g(µ2) = µ2 + 2Π(1)(µ2)− 2µmΠ(2)(µ2) +O(e4). (7.41)
For the physical mass we finally obtain:
µph = µ
(
1− m
µ
Π(2)(µ2) +
Π(1)(µ2)
µ2
)
+O(e4). (7.42)
To get ZG we expand X
′ near the pole:
X ′ =
−i
p2 − g(p2) ≈
−i
p2 − µ2ph − g′ |p2=µ2ph (p2 − µ2ph)
≈
−i(1 + g′ |p2=µ2
ph
)
p2 − µ2ph
. (7.43)
That is why the result for ZG is:
ZG = 1 + g
′ |p2=µ2 +O(e4). (7.44)
We must also extract the pole structure of Y ′. Using the same expansion in e2 we readily
get:
Y ′ = −B
′X ′
A′
=
−µphZG
p2 − µ2ph
+ c.c. (7.45)
Our result is an expansion near the pole for the corrected propagator:
Dµν(p) =
−iZG
p2 − µ2ph
[
Pµν(p)− iµphǫµνρp
ρ
p2
]
− iαpµpν
p4
+ c.c., (7.46)
so our guess was actually correct. The only effect of the one-loop corrections is the mass
and the wave function renormalization. It is important that the generic structure of the
corrected propagator is the same as for the free propagator. We should mention here that it
was shown in [1] that the Pauli-Villars regularization procedure yields the different result
for the physical mass µph (7.42) in terms of bare mass µ.
The last aspect we shall address here is a special case of m 6= 0 and µ = 0, i.e., inter-
acting theory with massive bare fermions and massless bare photons. The bare propagator
in this case is:
Dµν(p) =
−i
p2 + iǫ
Pµν(p)− iαpµpν
(p2 + iǫ)2
. (7.47)
According to (7.37) in this case we obtain:
X ′ =
i(p2 − Π(1))
p2m2(Π(2))2 − (p2 − Π(1))2
Y ′ = −B
′X ′
A′
=
m
µ
ip2Π(2)
p2 − Π(1)X
′. (7.48)
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Using these results the corrected propagator may be rewritten in more elegant form [1]:
Dµν(p) =
−i
p2 −Π(p2)
[
Pµν(p)− iǫµνρp
ρ
p2
M (p2)
]
(7.49)
Π(p2) = Π(1)(p2) +
[mΠ(2)(p2)]2
1− Π(1)(p2)/p2 (7.50)
M (p2) = − mΠ
(2)(p2)
1 −Π(1)(p2)/p2 . (7.51)
The crucial observation is that the axial part of the propagator was generated by the fermion
loop. The question arises: does the correction generate a non zero photon mass? To answer
this question we shall use our results from (7.25). To the first order in α:
µ2ph = Π(0) = (
e2
4π
)2 +O(e4) M = − e
2
4π
+O(e4). (7.52)
Thus the corrected propagator has the following pole structure:
Dµν(p) =
−iZG
p2 − µ2ph
[
Pµν(p) +
iµphǫµνρp
ρ
p2
]
− iαpµpν
p4
+ c.c., (7.53)
where µph =
e2
4π
. The fermion loop indeed generates the photon mass in this case, although
initially photon was massless. The calculation reveals a deep connection between the
Chern-Simons term in the gauge part of the Lagrangian and the fermion mass term in the
matter part of the Lagrangian. If one of them is present in the bare Lagrangian, the second
will be generated by quantum corrections even in the case it was absent in the original
bare Lagrangian2. The fact that the mass parameter of photon is negative in (7.52) is not
a problem. According to (5.79) it means only that the particle has mass |µph| and spin −1.
The corrected propagator has the form (7.46) with a real mass |µph| = e24π .
7.3 Fermion propagator
Now we shall calculate the first quantum corrections to the fermion propagator. In general
the inverse of the corrected fermion propagator S(p) may be written as:
S−1(p) = S −1(p) + iΣ(p), (7.54)
where S (p) is given in (7.7) and Σ(p) is a 2× 2 matrix called the electron mass operator,
which includes all 1PI corrections to the free fermion propagator. Inverting (7.54) yields:
S(p) =
i
/p−m− Σ(p) + iǫ . (7.55)
2We shall elucidate this finding in Chapter 8 using the effective action formalism.
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The one-loop approximation for Σ(p), denoted here as Σ2(p), is given by the last Feynman
graph given in Fig. 7.3 and may be analytically written as:
Σ2(p) = −ie2
∫
d3k
(2π)3
γµS (p+ k)γνD
µν(k). (7.56)
The free gauge propagator Dµν (7.6) has three distinct parts, so we can write Σ2(p) natu-
rally as:
Σ2(p) = Σ
I
2(p)︸ ︷︷ ︸
transverse
+ΣII2 (p)︸ ︷︷ ︸
axial
+ΣIII2 (p)︸ ︷︷ ︸
gauge
. (7.57)
The transverse part ΣI2(p) is:
ΣI2(p) = −ie2
∫
d3k
(2π)3
γµ
i
/p+ /k −m+ iǫγν
−i
k2 − µ2 + iǫP
µν(k), (7.58)
where P µν(k) = gµν − kµkν
k2
. Power-counting tells us that the transverse integral is UV
logarithmically divergent. We shall show, however, that the integral is in fact convergent
due to the symmetric integration. We shall use the dimensional regularization:
ΣI2(p) = −ie2
∫
ddk
(2π)d
(
2pµ − (/p+ /k −m)γµ
)
γν
[(p+ k)2 −m2 + iǫ][k2 − µ2 + iǫ]
[
gµν − k
µkν
k2 + iǫ
]
. (7.59)
In the numerator of the last expression we used the anticommutation relations for γ ma-
trices. After introducing the Feynman parameters and shifting the integration variable
we find that the only potentially UV divergent terms in the integrand are linear or trilin-
ear in the integration variable. Obviously, due to the symmetric integration we can drop
them. The final integral is convergent and after standard calculations we obtain a rather
complicated result written as a sum of three parametric integrals:
ΣI2(p) =
e2
8π
[∫ 1
0
dx
2x/p+ 2m√
(x− 1)xp2 + xm2 + (1− x)µ2 − iǫ−
−/p
∫ 1
0
dx
∫ 1−x
0
dy
1√
x(x− 1)p2 + xm2 + yµ2 − iǫ+
+/pp
2
∫ 1
0
dx
∫ 1−x
0
dy
x2
[x(x− 1)p2 + xm2 + yµ2 − iǫ]3/2
]
. (7.60)
Next we calculate the axial part ΣII2 (p):
ΣII2 (p) = −ie2
∫
d3k
(2π)3
γµ
i
/p+ /k −m+ iǫγν
−µǫµναkα/k2
k2 − µ2 + iǫ . (7.61)
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By power-counting this integral is UV convergent, so the standard techniques including
the Feynman parameters, shift of the variable and Wick rotation yield the final result:
ΣII2 (p) =
e2
8π
[∫ 1
0
dx
∫ 1−x
0
dy
3µ√
(x− 1)xp2 + xm2 + yµ2 − iǫ−
−µ
∫ 1
0
dx
∫ 1−x
0
dy
mx/p + x(x− 1)p2
[(x− 1)xp2 + xm2 + yµ2 − iǫ]3/2
]
. (7.62)
For future needs it is important to know how ΣI2(p) + Σ
II
2 (p) behave as the functions of
the momentum p. For p2 < m2 the integrals in (7.60) and (7.62) are obviously convergent
because the expressions in the denominators under the square roots are positive. On the
mass shell p2 = m2 two suspect integrals I1 and I2 arise, which may spoil the convergence:
I1 =
∫ 1
0
dx
∫ 1−x
0
dy
1√
x2 + y µ
2
m2
− iǫ
I2 =
∫ 1
0
dx
∫ 1−x
0
dy
x2
(x2 + y µ
2
m2
− iǫ)3/2 . (7.63)
These integrals are elementary and convergent, so ΣI2(m) + Σ
II
2 (m) is finite. For p
2 > m2
the analysis is not so straightforward, but the integrals are also convergent because at
most the integrable singularities are encountered. Thus the sum ΣI2(p) + Σ
II
2 (p) is finite
for arbitrary value of p2.
Finally we calculate the gauge part ΣIII(p):
ΣIII2 (p) = −ie2
∫
d3k
(2π)3
γµ
i
/p+ /k −m+ iǫγν
(
− iαk
µkν
(k2 + iǫ)2
)
. (7.64)
At the first sight it seems that the integral is logarithmically UV divergent, but due to the
symmetric integration we encounter no UV divergences in this integral and the final result
written as a parametric integral is:
ΣIII2 (p) =
αe2
16π
[∫ 1
0
dx
(1− x)[3m− (1 + 5x)/p]√
(x− 1)xp2 + xm2 − iǫ − p
2
∫ 1
0
dx
x2(1− x)[m+ (1− x)/p]
[(x− 1)xp2 + xm2 − iǫ]3/2
]
.
(7.65)
It is interesting to examine the last expression for different values of the momentum p. For
p2 < m2 both integrals in (7.65) are convergent because the denominators in (7.65) are
positive for x ∈ [0, 1]. On the mass shell p2 = m2 we can easily calculate ΣIII(m) and
obtain:
ΣIII2 (m) = −
αe2
8π
. (7.66)
For p2 > m2, however, there are problems with the second integral in (7.65). The integrand
has nonintegrable pole at x = 1− m2
p2
and the integral is infrared divergent !
The formulae (7.60), (7.62) and (7.65) may be simplified in the special case of the
massless QED3, i.e., m = 0 and µ = 0. The integrations in (7.60) and (7.65) are now easy
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and we obtain:
Σ2(p) = −e
2α
16
/p√
−p2 − iǫ . (7.67)
The result is gauge-dependent and is in accordance with [8].
At this point we explore the pole structure of the corrected fermion propagator in
order to find the mass and the wave function renormalizations of the fermion. The matrix
structure of Σ(p) may be written as:
Σ(p) = A(p2) +B(p2)/p, (7.68)
where A(p2) and B(p2) are the scalar functions of p2 and are are at least O(e2). The
corrected propagator (7.55) is now (we do not write explicitly the iǫ term here):
S(p) =
i
/p−m− A(p2)− B(p2)/p =
i(/p(1− B(p2)) + (m+ A(p2)))
p2[1−B(p)]2 − [m+ A(p2)]2 . (7.69)
To find the location of the propagator’s pole we set the denominator of (7.69) equal zero:
0 =
[
p2(1− B(p))2 − (m+ A(p2))2] |p2=mph = p2 − [m2 + 2A(m2) + 2m2B(m2)]︸ ︷︷ ︸
m2
ph
+O(e4).
(7.70)
The last relation tells us that to the first order in e2 the physical mass may be written as:
mph = m+ A(m
2) +mB(m2) +O(e4) = m+ Σ2(m) +O(e
4), (7.71)
so we showed here that the one-loop corrections shift the mass by:
δm = Σ2(m). (7.72)
We could have calculated δm performing the parametric integrals in (7.60), (7.62) and
using (7.66), but the result is rather lengthy and is not illuminating. For us the important
observation is that δm is a gauge-dependent quantity3.
Now we are ready to expand the corrected propagator (7.55) near its pole:
S(p) =
i
/p−m− Σ(p) ≈
i
/p−m− Σ(mph)− (/p−mph)Σ′(p)|p=mph
. (7.73)
Our final result reads:
S(p) =
iZψ
/p−mph + c.c. Zψ = 1 + Σ
′(p)|p=m +O(e4). (7.74)
We should emphasize at this point that there were two types of difficulties in the cal-
culations of the corrected fermion propagator. First, according to (7.66) and (7.71) the
3See (7.66)
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renormalized fermion mass is gauge-dependent. This result seems alarming because the
physical mass should not depend on the choice of gauge. Second, we encountered the in-
frared divergences for p2 > m2, which might be a problem in some higher order calculations.
In their original paper [1] Deser, Jackiw and Templeton proposed to work in the Landau
transverse gauge (α = 0). This special choice of gauge solves our infrared problems. It
was shown in [30] and [31] that all Feynman diagrams are infrared-finite in the transverse
gauge. It seems unnatural, however, that we should prefer some special type of gauge in our
calculations. For the general choice of the gauge parameter α we must deal with infrared
divergences, so some regularization procedure is needed. In [30] and [31] Tyutin and Zeitlin
introduced this regularization as a Proca term θ
2
2
AµAµ directly into the Lagrangian. The
virtue of the new term is that it cures the infrared divergences in any gauge α, makes the
renormalized mass a gauge-invariant quantity and the Greens functions are gauge-invariant
for the external fermions on the mass shell. The regularization may be taken off by θ → 0.
By doing so we come back to the Landau gauge of original theory. This lengthy procedure
justifies the exceptional status of the Landau gauge.
7.4 Running coupling constant
Now we calculate the running coupling e(p) in the MCS theory with the Lagrangian (7.1):
One-loop corrections modify the tree level-interaction. Some of these modifications may
be absorbed into the coupling, which makes the coupling momentum-dependent. We
have seen already (7.46), (7.74) that the one-loop corrections generate the field strength-
renormalizations and shift the masses of the particles. Here we shall work in the renormal-
ized perturbation theory, however, so we introduce the renormalized fields ψr = Z
−1/2
ψ ψ
and Aµr = Z
−1/2
G A
µ into the Lagrangian:
L = −1
4
ZGF
µν
r (Fr)µν +
µ
2
ZGǫ
µνρ(Ar)µ∂ν(Ar)ρ+Zψψ¯r(i/∂−m)ψr−Zψ
√
ZGeψ¯rγ
µψr(Ar)µ.
(7.75)
We also write the Lagrangian in terms of the physical parametersmph, µph and the physical
electric charge eph, measured at zero momentum transfer (q
2 = 0):
L = −1
4
F µνr (Fr)µν +
µph
2
ǫµνρ(Ar)µ∂ν(Ar)ρ + ψ¯r(i/∂ −mph)ψr − ephψ¯rγµψr(Ar)µ−
−1
2
δAF
µν
r (Fr)µν + δµǫ
µνρ(Ar)µ∂ν(Ar)ρ + ψ¯r(iδψ /∂ − δm)ψr − δeephψ¯rγµψr(Ar)µ,
(7.76)
where δA, δµ, δψ, δm and δe are the position-independent counterterms, which are at least
O(e2). In order to simplify the notation we write Aµ instead of (Ar)
µ and ψ instead of
ψr. We shall also drop the subscript ph and write simply m, µ and e for the physical
parameters. The Feynman rules for these counterterms are depicted in Fig. 7.4. Each of
these five counterterms must be now fixed by the renormalization conditions, which demand
that m, µ and e are the real physical parameters and that ZG = 1 and Zψ = 1 holds for
the renormalized fields. The following renormalization conditions fix three counterterms
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−ieγµδe (7.77)
i(/pδψ − δm) (7.78)
→ pµ ν −iδA(g
µνp2 − pµpν) + δµǫµρνpρ (7.79)
Figure 7.4: Feynman rules for the counterterms
δψ, δm and δe:
Σ(/p = m) = 0
d
dp
Σ(/p)|/p=m = 0
Γµ(p, p) = γµ, (7.80)
where Γµ(p, k) is a corrected vertex function. It is depicted in Fig. 7.5, where the gray
blob denotes a bare vertex plus all 1PI corrections to it.
p
k
−ieΓµ
Figure 7.5: Amputated vertex function Γµ(p, k)
It remains to fix the counterterms δA and δµ. As it follows from (7.17) the polarization
tensor Πµν(p) can be expressed in terms of two scalar functions Π
(1)(p2) and Π(2)(p2) as:
Πµν(p) = PµνΠ
(1)(p2) + imǫµνρp
ρΠ(2)(p2). (7.81)
These functions were calculated explicitly in the bare perturbation theory to one loop in
(7.24). Photon’s counterterm vertices from Fig. 7.4 modify the scalar functions Π(1)(p2)
and Π(2)(p2) as follows:
Π(1)(p2)→ Π(1)(p2)− δAp2 Π(2)(p2)→ Π(2)(p2) + δµ
m
. (7.82)
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The corrected photon propagator has been already calculated (7.36, 7.37) in the bare per-
turbation theory. We demand now that ZG = 1 and µph = µ in (7.38) for the renormalized
field; i.e., the transverse part of the corrected photon propagator X ′ (7.46), (7.48) takes
the form:
X ′ =
i(p2 − Π(1))
p2m2(Π(2))2 − (p2 −Π(1))2 =
−i
p2 − µ2 + c.c., (7.83)
where the last equality holds near the pole. From (7.39), (7.43) and (7.44) these require-
ments lead to the following renormalization conditions, which are valid to the first order
in e2:
mµΠ(2)(µ2) = Π(1)(µ2)
Π(1)(µ2) = −µ2
(
2mµ
dΠ(2)
dp2
|µ2 − 2dΠ
(1)
dp2
|µ2
)
. (7.84)
These conditions fix the remaining counterterms δA and δµ. It is straightforward, but
rather tedious to extract the counterterms from (7.84), (7.82) and (7.24):
δA =
e2
4π
[
4m2
µ2(2m+ µ)
− m(2m− µ)
µ3
ln
2m+ µ
2m− µ
]
(7.85)
δµ =
e2
4π
[
24m3 − 4m2µ− 6mµ2 + µ3
4(2m+ µ)µ2
ln
2m+ µ
2m− µ −
6m2 +mµ
(2m+ µ)µ
]
. (7.86)
The result looks quite cumbersome mainly because of the existence of two mass scales m
and µ in the theory.
Finally, let us calculate the running coupling e(p) to the first order in e2. In Fig. 7.6 we
illustrate the notion of the running coupling to the first order in e2 for the fermion-fermion
scattering.
e(p) e(p) = e e + e e + e e
Figure 7.6: Running coupling for the transverse part of the photon propagator
As mentioned before the quantum corrections to the photon propagator are absorbed
into the coupling. For the transverse part of the propagator we get:
e2(p)
−i
p2 − µ2 = e
2X ′ = e2
i(p2 − Π(1))
p2m2(Π(2))2 − (p2 −Π(1))2 . (7.87)
We should remark here that in the MCS theory we should have introduced, in fact, two
different running couplings one for the transverse part (7.87) and another for the axial
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part. These two running couplings are distinct, because they flow differently. We shall not
do it here and we shall examine only the transverse running coupling.
With the help of the mathematical program Maple we obtained e2(p) for general pa-
rameters m and µ to O(e2), but the result is cumbersome. Instead we look closer at the
special case of massless photons, i.e., µ → 0. Assuming this we get rid of the mass scale
µ. For p2 < 0, which is of our interest for fermions on the mass shell in Fig. 7.6 we obtain
(with the help of Maple) a rather compact formula:
e2(r)
e2
= 1 +
e2
4π
(
m
r2
− 1
3m
− 4m
2 − r2
2r3
arctan(
r
2m
)
)
, (7.88)
where r is a real positive parameter such that r2 = −p2. In Fig. 7.7 we plotted e2(r)
in units of e2 for m = 1 and α = e
2
4πm
= 1
100
. We see that for zero momentum transfer
1
0,9995
0,999
0,9985
0,998
0,9975
0,997
r
20151050
Figure 7.7: Running coupling e2(r)
r = 0 the running coupling e(r) equals the physical charge e from the Lagrangian. Then
for increasing r the running coupling decreases and asymptotically tends to:
e2(∞)
e2
= 1− e
2
12πm
, (7.89)
which makes sense only for sufficiently large fermion mass, where the perturbation theory
works well.
It seems that the MCS theory with the light photon µ → 0 remains in the perturbative
regime for an arbitrary energy of collision if the theory was set into the perturbative regime
(i.e., α = e
2
4πm
<< ∞) for zero momentum transfer. The statement holds at least in the
first order of the perturbation theory.
Chapter 8
Effective action
It was demonstrated in Chapter 7 using the one-loop calculation that the massive fermions
generate the CS term even if it is absent in the original Lagrangian. In this Chapter we
elaborate on these matters more thoroughly. To that end the concept of the one-loop
effective action will be introduced. We also develop the perturbative expansion of the
effective action 1 in the coupling constant e. Using the result of Chapter 7 we convince
ourselves that the CS term is really present in the effective action. Subsequently, the
powerful non-perturbative ”proper time” method due to J. Schwinger will be introduced
and employed in the case of the electrodynamics with quantized massive fermions.
8.1 One-loop effective action and perturbative expan-
sion
Let us consider the massive QED3 without the CS term. The generating functional for
the electromagnetic Greens’ functions Z[j] is given by the following functional integral:
Z[j] =
∫
DADψDψ exp
[
i(−1
4
F µνFµν + ψ(i/∂ −m− e /A)ψ + jµAµ)
]
. (8.1)
In order to take into account the quantum fluctuations, which come from the virtual
fermions, we integrate out the fermion fields in Z[j] and obtain:
Z[j] =
∫
DA exp
[
i(−1
4
F µνFµν + Γ
1loop[A] + jµA
µ)
]
, (8.2)
where the one-loop effective action Γ1loop[A] is given by:
Γ1loop[A] = −i lnDet(i/∂ − e /A−m), (8.3)
where Det denotes the functional determinant of the Dirac operator. Relation (8.2) suggests
that we can treat Γ1loop[A] as a modification of the classical electromagnetic action due to
the quantum fermion fluctuations. Whence the name effective action makes a good sense.
1in the theory of quantized fermions interacting with the background classical electromagnetic field
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The superscript 1loop originates from the perturbative diagrammatic expansion of (8.3),
which we are now going to construct. Let us start with the determinant in (8.3) and first
factor out its ”free” part:
Det(i/∂ −m− e /A) = Det(i/∂ −m)Det(1− e
i/∂ −m /A). (8.4)
Assuming that the well-known matrix identity (by Tr we denote here the trace operation
for the discreet indices and integration for the continues indices):
DetA = exp(Tr ln(A)) (8.5)
applies also to infinite-dimensional matrices we end up with the following expression:
Det(1− e
i/∂ −m /A) = exp
(
Tr
[
−
∞∑
n=1
1
n
{
i
−ie
i∂ −m /A
}n])
, (8.6)
where we used the power expansion of ln(1+x) near x = 1 and assumed that the coupling
constant e is sufficiently small to make the expansion valid.
Putting all peaces together the one-loop effective action is:
iΓ1loop[A] = lnDet(i/∂ −m)−
∞∑
n=1
1
n
Tr
{
i
i/∂ −m(−ie /A)
}n
. (8.7)
The sum in the last expression has a beautiful diagramatic interpretation. Indeed, recall
that the free Feynman propagator solves the following equation with appropriate boundary
condition:
(i/∂ −m)SF (x− y) = iδ(x− y) (8.8)
and Tr denotes in (8.7) the spacetime integration and spinor tracing. The effective action
thus can be written as:
iΓ1loop[A] = lnDet(i/∂ −m) +
∞∑
n=1
.
.
.
(8.9)
The electromagnetic field is treated as a classical c-field in the last diagram. The elctro-
magnetic vertex used in the previous expression is illustrated in Fig 8.1. The minus sign
in front of the sum in (8.7) is compensated by the minus sign from the loop in (8.9). The
factor 1
n
in the sum in (8.7) is exactly the symmetry factor of the digram with n external
photon lines in (8.9). Hence, albeit the trivial A-independent term in (8.9), the effective
action is given by the sum of all fermion one-loop diagrams with arbitrary number of
photon legs. The superscript 1loop is well-justified.
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− eiγµ
∫
d3xAµ(x) (8.10)
Figure 8.1: Interaction vertex
Having developed the perturbative expansion for the one-loop effective action, we are
now in position to calculate some few lowest terms. The tadpole diagram gives the linear
contribution to the Γ1loop[A]:
= ie
∫
d3xAµ(x)
∫
d3k
(2π)3
tr
[
γµ
i(/k +m)
k2 −m2 + iǫ
]
, (8.11)
which vanishes due to the symmetric integration in k. The next step is the quadratic
contribution to Γ1loop[A]:
=
1
2
∫ ∫
d3xd3yAµ(x)Π
µν
2 (x− y)Aν(y) =
=
1
2
∫
d3pAµ(−p)Πµν2 (p)Aν(p). (8.12)
The polarization tensor Πµν(p) was defined in (7.16) and has the tensor structure:
Πµν(p) = PµνΠ
(1)(p2) + imǫµνρp
ρΠ(2)(p2). (8.13)
At this stage we shall take only the axial part of the polarization tensor and work in the
region of the p-space, where m2 >> p2. In this region according to (7.23) we have:
Πµν(p)A = imǫµνρp
ρΠ(2)(p2) ≈ i e
2m
4π|m|ǫ
µνρpρ. (8.14)
Substituting this result into (8.12) we finally obtain the axial quadratic contribution to the
effective action: (
iΓ1loop
)
2,axial
=
ie2
8π
m
|m|
∫
d3pAµ(−p)ǫµνρAν(p)pρ
=
e2
8π
m
|m|
∫
d3xǫµνρAµ(x)∂νAρ(x). (8.15)
This is nothing else but the CS term. We have just demonstrated that the massive fermions
generate at one-loop order the CS term in the effective action. It must be noted here that
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there is an inconsistency in our calculations: the expression (8.14) works only for p2 << m2,
but we substituted it into (8.12) and integrated over the whole p spacetime. To our defense
it seems that the procedure works well for the slowly varying external fields Aµ(x). Using
(7.23), the correct integral takes the form:
(
iΓ1loop
)
2,axial
=
ie2
8π
∫ ∞
0
dy
∫
d3p
m√
m2 + y(1− y)p2 − iǫAµ(−p)ǫ
µνρAν(p)pρ. (8.16)
For p2 << m2 we get essentially the integrand of (8.15), while for large pµ we expect
the Fourier components Aµ(p) to be sufficiently small and we can drop this part of the
integration domain. In the next section we use completely different technique to obtain
the same result (8.15) for the slowly varying external electromagnetic field.
8.2 Non-perturbative ”proper time” method
So far we have performed only the perturbative calculations of the one-loop effective action
in the planar electrodynamics with massive quantized fermions. We demonstrated that
the CS term appears in the effective action even if it is absent in the original Lagrangian.
However, more than fifty years ago J. Schwinger developed a famous ”proper time” method
for doing exact calculations of the one-loop effective action in the constant background
electromagnetic field [32]. It is plausible to assume that the effective action, obtained in this
way, is a good approximation of the effective action for the slowly varying electromagnetic
field. In this section we shall demonstrate how the CS term appears in the ”proper-
time” approach [19]. The result will coincide with our finding from the last section. In
addition the non-perturbative Maxwell part of the effective action will be also deduced [19].
Calculation of the effective action forQED3 in the external inhomogeneous electromagnetic
field can be found in [33, 34].
As has already been shown in the last section the one-loop effective action of the
electrodynamics in two spatial dimension with massive quantized electrons is given by2:
Γ1loop[A] = iTr ln( /D +m), (8.17)
where Tr denotes the trace over spinor indices and the spacetime integration, the covariant
derivative is defined by:
/D ≡ −i/∂ − e /A. (8.18)
Let us introduce the background gauge c-field Aµ with the constant field strength tensor
Fµν = const. The gauge can be found, in which the electromagnetic potential is expressed
as:
Aµ =
1
2
xαFαµ = −1
2
xαǫµαβ
∗F β, (8.19)
where the field strength dual is given by ∗F µ = 1
2
ǫµνρFνρ.
2The notion of the covariant derivative is introduced for the convenience in the subsequent computations
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The gauge invariance dictates the possible appearance of both the Maxwell (some func-
tion of F αβFαβ) and the CS (some function of ǫ
αβγAαFβγ) parts in the effective action for
the general field Aµ. For the constant electromagnetic field, however, the possible CS term
vanishes identically:
ǫαβγAαFβγ =
∗ F αǫαβγ ∗F βxγ ≡ 0, (8.20)
where (8.19) was used. Thus, it is not sufficient to calculate only (8.17) for the constant
field in order to obtain the CS-dependent part of the effective action. On the other hand,
by calculating (8.17) we shall obtain the Maxwell part of the effective action. In order
to get the CS part, we shall also calculate the vacuum expectation value of the modified
Dirac current jµ(x), defined by the relation:
jµ(x) ≡ 1
2
e(γµ)ab[ψa(x), ψb(y)], (8.21)
where a, b are spinor indices. The modified current differs from the standard Dirac current
by x-independent, however, divergent term. The virtue of the modified current is that it
can be conveniently expressed in terms of the T-product:
jµ(x) = eγablimy→xT [ψa(x)ψb(y)], (8.22)
where T is a conventional time-ordering operation and limy→x denotes the average of two
limits: one with y approaching x from the future and the other with y approaching x from
the past. The vacuum expectation value can be neatly expressed as follows:
< jµ(x) >= −elimy→xtr[γµ< Tψ(x)ψ¯(y) >︸ ︷︷ ︸
−iG(x,y)
], (8.23)
where tr denotes here the trace over the spinor indices and G(x, y) is the Feynman Green’s
function, which solves the equation:
( /D +m)G(x, y) = δ(x− y). (8.24)
From the last section it is clear that the vacuum expectation value (8.23) can be expressed
as a functional derivative of the one-loop effective action:
< jµ >=
δΓ1loop
δAµ
. (8.25)
It has already been demonstrated in the last section that the CS term is present in the
effective action of the massive QED3. At the same time it cannot be obtained from (8.17)
for the constant background field. To deduce the presence of the CS term in the effective
action we note that the part of < jµ >, corresponding to the CS term, is non-vanishing.
Thus, functionally integrating (8.25) we shall get the CS part of the effective action. On
the other hand, the Maxwell part of Γ1loop[A] cannot be obtained from (8.25), because
the functional derivative (8.25) of the Maxwell part vanishes for the constant field. To
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summarize, in order to get both parts of the Γ1loop[A] we must calculate both (8.17) and
(8.25) for the constant electromagnetic field. To that end it is convenient to introduce the
operator notation at this stage. The Green’s operator is defined by its matrix elements in
x-representation:
G(x, y) = (x|G|y) = (x| 1
/D +m
|y) (x|y) = δ(3)(x− y), (8.26)
where m has infinitesimal negative imaginary part. We can exploit this fact by writing G
in the elegant integral form:
G = i
∫ ∞
0
ds exp
[−is(− /D /D +m2)] (− /D +m). (8.27)
Thus, substituting the last relation into (8.23) we obtain a useful expression for < jµ >:
< jµ(x) >= −elimy→x
∫ ∞
0
ds(x|tr{γµ exp [−is(− /D /D +m2)] (− /D +m)}|y). (8.28)
As far as Γ1loop[A] is concerned it is advantageous to express it as follows:
Γ1loop[A] = i
∫
d3xtr ln( /D(x) +m) = i
∫
d3xtr ln(− /D(x) +m)
=
i
2
∫
d3xtr ln(− /D(x) /D(x) +m2) =
∫
d3xLeff (x), (8.29)
where the second equality holds because /D(x) = − /D(−x) for the field (8.19). It is useful
now to write Leff in the integral form:
Leff(x) =
i
2
tr(x|
∫ ∞
0
ds
s
[
exp(−is[− /D /D +m2])− exp(−is[−✷+m2])] |x), (8.30)
which can be easily verified. We introduced the second term in the integrand of the last
relation to make Leff vanish for zero electromagnetic background field.
We are approaching the main point of the Schwinger’s method. Note that both (8.28)
and (8.30) contain in the integrands a nontrivial factor of the form (x| exp(i /D /Ds)|y). If we
now identify H = − /D /D with a one-particle Hamiltonian operator and s with the ”time”,
the factor is expressed as:
(x| exp(i /D /Ds)|y) = (x|U(s)|y) ≡ (x, s|y, 0) U(s) = exp(−iH s). (8.31)
In our new language (8.28) and (8.30) can be expressed as:
< jµ(x) > = −etrγµ
∫ ∞
0
ds exp(−im2s)limx→y(x, s|(− /D(0) +m)|y, 0) (8.32)
Leff(x) =
i
2
∫ ∞
0
ds
s
exp(−im2s)
[
lim
x→y
tr(x, s|y, 0)− 1
4π3/2
e3iπ/s
s3/2
]
, (8.33)
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where we calculated the second term in the integrand of (8.30) using p-representation and
and analytical continuation. It is evident from the last two equations that it is sufficient
to find both (x, s|y, 0) and (x, s|Dµ(0)|y, 0) and then to substitute them into (8.32) and
(8.33). Exploiting the properties of γ-matrices we are able to simplify the Hamiltonian H :
H = − /D /D = −DµDµ − e
2
Fµνσ
µν σµν =
i
2
[γµ, γν ]. (8.34)
The Heisenberg equations of motion for the operators xµ and Dµ are:
dxµ
ds
= i[H , xµ] = −2Dµ (8.35)
dDµ
ds
= i[H , Dµ] = −2eFµνDν − ie∂Fνµ
∂xν
+
e
2
σρν
∂F ρν
∂xµ
(8.36)
for the general background field. For the constant field only the first term on the RHS of
(8.36) is present.
The matrix element (x, s|y, 0) solves the following partial differential equation:
i∂s(x, s|y, 0) = (x|H U(s)|y) = (x|U(s)U †(s)H U(s)|y) =
= (x, s|H (x(s), D(s))|y, 0) (8.37)
with the boundary condition:
(x, s|y, 0)→s→0 δ(x− y). (8.38)
If we are lucky enough we can solve the Heisenberg equations (8.35) and (8.36) and express
the Hamiltonian as a function of appropriately ordered x(s) and y(0). The equation (8.37)
then takes the form:
i∂s(x, s|y, 0) = f(x, y, s)(x, s|y, 0), (8.39)
where f(x, y, s) is a c-function. Thus the equation can be readily integrated:
(x, s|y, 0) = C(x, y) exp(−i
∫ s
0
ds′f(x, y, s′)). (8.40)
The s-independent function C(x, y) can be found by solving the following partial differential
equations:
(−i∂xµ − eAµ(x))(x, s|y, 0) = (x, s|Dµ(s)|y, 0) (8.41)
(i∂yµ − eAµ(y))(x, s|y, 0) = (x, s|Dµ(0)|y, 0) (8.42)
the second equation (8.42) follows form the first (8.41) by complex conjugation.
Let us apply the aforementioned general procedure to the special case of the constant
background electromagnetic field. The operator equations of motion (8.35) and (8.36)
simplify considerably in this case:
dxµ
ds
= i[H , xµ] = −2Dµ (8.43)
dDµ
ds
= i[H , Dµ] = −2eFµνDν (8.44)
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The solutions of these equations are:
D(s) = exp(−2esF )D(0) (8.45)
x(s)− y(0) = exp(−2esF )− 1
eF
D(0), (8.46)
where the matrix notation is used and we do not write explicitly the spacetime indices.
Solving the last equation for D(0) and substituting it in (8.45) we get:
D(s) = −e
2
F exp(−esF ) sinh−1(esF )(x(s)− y(0))
= −e
2
F (x(s)− y(0)) exp(esF ) sinh−1(esF ), (8.47)
where the second equality holds because of antisymmetry property Fµνx
ν = −xνFνµ. We
are now ready to express the Hamiltonian H (s) in terms of x(s) and y(0):
H (s) +
e
2
σF = −D(s)D(s) = −(x(s)− y(0))K(x(s)− y(0)), (8.48)
with K given by
K =
e2
4
F 2 sinh−2(esF ). (8.49)
The Hamiltonian in (8.48) is not ordered correctly. We need to move all x(s) to the left
and y(0) to the right. The correct form is achieved exploiting the commutation relation:
[yµ(0), xν(s)] = i
(
exp(−2esF )− 1
eF
)
νµ
, (8.50)
whence the Hamiltonian looks:
H (s) +
e
2
σF = −x(s)Kx(s) − y(0)Ky(0) + 2x(s)Ky(0)− i
2
tr [eF coth(esF )] . (8.51)
The Schro¨dinger equation (8.39) now takes the form:
i∂s(x, s|y, 0) =
[
−e
2
σF − xKx− yKy + 2xKy − i
2
tr [eF coth(esF )]
]
(x, s|y, 0), (8.52)
which can be easily integrated with the outcome:
(x, s|y, 0) = C(x, y)s−3/2 exp
(
−1
2
L(s)
)
exp
[
−ie
4
(x− y)F coth(esF )(x− y)
]
exp
{
ie
2
sσF
}
,
(8.53)
where L(s) is defined by
L(s) = tr
[
ln
{
(esF )−1 sinh(esF )
}]
. (8.54)
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It remains to fix the s-independent function C(x, y), which we shall achieve using (8.41) and
(8.42). First we substitute our solution (8.53) into (8.41) and (8.42) to get the differential
equations for C(x, y):
(−i∂xµ − eAµ(x)−
e
2
Fµν [x− y]ν)C(x, y) = 0 (8.55)
(i∂yµ − eAµ(y)−
e
2
Fµν [x− y]ν)C(x, y) = 0 (8.56)
The solution of the first equation (8.55) is expressed as a contour integral:
C(x, y) = C˜(y) exp
(
i
∫ x
y
dzµe{Aµ(z) + 1
2
Fµν(z − y)ν}
)
(8.57)
with C˜(y) yet unspecified function. The integral under the exponential is path-independent
because the integral has a vanishing rotation. The path of integration in the contour
integral, thus, can be taken arbitrary and we use it choosing the path as a straight line
between y and x. Due to the antisymmetry of the constant field strength Fµν we end up
with:
C(x, y) = C˜(y) exp
(
i
∫ x
y
dzµeAµ(z)
)
. (8.58)
Following exactly the same lines we can solve the second equation (8.56) with the result:
C(x, y) = C˜(x) exp
(
i
∫ x
y
dzµeAµ(z)
)
. (8.59)
Two solutions must be multiplicatively equivalent, so we deduce that C˜(x) = C˜(y) = C:
C(x, y) = C exp
(
i
∫ x
y
dzµeAµ(z)
)
. (8.60)
To fix the constant C we exploit the boundary condition (8.38). In the limit s → 0 we
integrate (8.53) over the variable x and obtain:
C =
e3iπ/4
(4π)3/2
. (8.61)
It is now easy to calculate (x, s|Dµ(0)|y, 0) using (8.46):
(x, s|Dµ(0)|y, 0) = −
[
eF
2
(coth(esF ) + 1)
]
µν
(x− y)ν(x, s|y, 0). (8.62)
Finally, we have calculated both (x, s|y, 0) and (x, s|Dµ(0)|y, 0), which are given by for-
mulae (8.53), (8.54), (8.60), (8.61) and (8.62). We are ready to substitute our results into
(8.32) and (8.33) to calculate < jµ(x) > and Leff (x):
< jµ(x) > = −emC
∫
ds
s5/2
e−im
2se−L(s)tr
[
γµ exp(
ies
2
σF )
]
(8.63)
Leff(x) = iC
∫ ∞
0
ds
s5/2
e−im
2s
[
1
2
e−L(s)tr
{
exp(
ies
2
σF )
}
− 1
]
. (8.64)
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The traces in (8.63) and (8.64) can be calculated using the properties of the γ-matrices:
tr exp(
ies
2
σµνF
µν) = 2 cos(es|∗F |) (8.65)
tr exp(γρ
ies
2
σµνF
µν) = 2i sin(es|∗F |)
∗F ρ
|∗F | , (8.66)
where |∗F |2 =∗ F ∗µ F µ. Last but not least, it remains to compute e−L(s):
e−L(s) = exp
(
−1
2
tr
[
ln
{
sinh(esF )
esF
}])
= det
({
sinh(esF )
esF
}−1/2)
. (8.67)
Equivalently the determinant can be written as:
e−L(s) =
[
sinh(esλ1)
esλ1
sinh(esλ2)
esλ2
sinh(esλ3)
esλ3
]−1/2
, (8.68)
where λi are the eigenvalues of the constant field strength matrix, i.e., solutions of:
F νµ ψ
(i)
ν = λiψ
(i)
µ , (8.69)
where ψ
(i)
µ are corresponding eigenvectors. The eigenvalues λi are found with the help
of the following trick, which works in three dimensions. Consider the third power of the
eigenvalue equation:
F ρµ F
σ
ρ︸ ︷︷ ︸
−|∗F |2δµν
F νσ ψ
(i)
ν︸ ︷︷ ︸
λiψ
(i)
σ
= λ 3i ψ
(i)
µ , (8.70)
whence
λ 3i + |∗F |2λi = 0, (8.71)
with the solutions λi = {0,±i|∗F |}. Substitution of λi into (8.68) gives us:
e−L(s) =
es|∗F |
sin(es|∗F |) . (8.72)
The last step in our quite lengthy calculations is to perform s-integration in (8.63) and
(8.64). The current < jµ(x) > is given by:
< jµ(x) >= −2ie2mC
∫ ∞
0
ds
s1/2
e−im
2s ∗F µ =
e2
4π
m
|m|
∗F µ. (8.73)
The functional integration of the equation (8.25) yields:
Γ1loopCS =
e2
8π
m
|m|
∫
d3xǫµνρA
µ∂νAρ. (8.74)
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We readily recognize the CS term with the photon parameter µ = e
2
4π
m
|m| . The result
coincides with the perturbative derivation (8.15) from the last section.
Substituting (8.65) and (8.72) into (8.64) we get the integral expression for the Leff :
Leff = iC
∫ ∞
0
ds
s5/2
e−im
2s [es|∗F | cot(es|∗F |)− 1] =
=
1
8π3/2
∫ ∞
0
ds
s5/2
e−m
2s [es|∗F | coth(es|∗F |)− 1] , (8.75)
where we made a substitution s → −is and used cot(−ix) = i coth(x) to get the second
equality. The computation of the above integral is a bit more involved than the previous
one. First we introduce a substitution l = es|∗F | and use the following series expansion:
l coth(l)− 1 = 2
∞∑
n=1
l2
l2 + (πn)2
. (8.76)
The Maxwell part of the effective Lagrangian Leff takes the form:
Leff =
(
e|∗F |
4π
)3/2 ∫ ∞
0
dl
∞∑
n=1
e−αl√
l[l2 + (πn)2]
, (8.77)
where α = m
2
e|∗F | . Assuming we can interchange the sum and the integral, we first calculate
the integrals In:
In =
∫ ∞
0
dl
e−αl√
l(l2 + (πn)2)
=
1 + i
2
√
πin3/2
{cos(απn)− sin(απn)} , (8.78)
where initially a substitution r =
√
l was performed and then the residue theorem was
employed. We are able to sum the series in the special case α = 0, i.e., in the limit of zero
fermion mass m = 0:
Leff =
1
2π2
(
e|∗F |
2
)3/2 ∞∑
n=1
1
n3/2︸ ︷︷ ︸
ζ(3/2)
, (8.79)
where ζ(x) is the Riemann zeta function. Recall that in three dimensions 3|∗F |2 = FµνF µν ,
whence we have just calculated the Maxwell part of the effective Lagrangian. For the slowly
varying background field the Maxwell part of the effective action Γ1loopM [A] for the massless
fermions is given by:
Γ1loopM [A] =
1
2π2
ζ(3/2)
∫
d3x
(
e|∗F |
2
)3/2
. (8.80)
Let us stress that the dependence on the coupling constant e is non-polynomial, hence the
result is non-perturbative. The complete effective action in the limit of massless fermions,
obtained by the Schwinger ”proper time” method is finally:
Γ1loop[A] =
1
2π2
ζ(3/2)
∫
d3x
(
e|∗F |
2
)3/2
± e
2
8π
∫
d3xǫµνρA
µ∂νAρ. (8.81)
Chapter 9
Non-perturbative
Maxwell-Chern-Simons QED3
In this Chapter we consider some non-perturbative phenomena in the Maxwell-Chern-
Simons QED3. In particular we are interested in non-relativistic electron-electron inter-
actions. It was shown in Chapter 2 that classically a static point charge generates in
its vicinity not only the electric field, but also a magnetic tube of width µ and strength
e/µ, where µ is a photon mass parameter. Let us now consider a system of two inter-
acting electrons. In accordance with the Lorentz force law (2.2) the two electrons feel
not only the Coulomb repulsion, but also the magnetic interaction, which might be at-
tractive. So classically an interesting theoretical possibility of the electron-electron bound
states arises. Inspired by this classical motivation we shall investigate the problem of the
electron-electron effective interaction first by using the quantum-mechanical Pauli equation
(3.25). Then we shall examine the problem field-theoretically using the Breit approach.
Having the effective potential at hand we shall try to find the electron-electron bound
states.
9.1 Pauli equation
The non-relativistic electron-electron interaction in the MCS theory was first addressed by
Kogan in [35]. The two-body problem may be transformed into the problem of a particle
with the reduced mass m
2
in an external electromagnetic field. Pauli Hamiltonian (3.25)
takes the form (here we use ~ = c = 1 ):
H = eΦ +
1
m
(i∂i − eAi)2 + e
m
B. (9.1)
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We derived the electromagnetic field of a static point charge in the MCS theory in Chapter
2 and for the positive photon parameter it reads:
Φ(x) =
e
2π
K0(µ|x|) Ai(x) = e
2π
1
µ
eijxj
|x|
(
1
|x| − µK1(µ|x|)
)
Ei(x) =
e
2π
µxi
|x|K1(µ|x|) B(x) =
e
2π
µK0(µ|x|) = µΦ(x). (9.2)
We also demonstrated in section 2.2 that under the transformation µ → −µ both B(x)
and Ai(x) change their signs while Φ(x) and Ei(x) remain unchanged. As will be obvious
further in order to get a possible attraction we must take the negative photon parameter.
In this Chapter we investigate the MCS theory with the negative photon parameter and by
µ we denote the absolute value of the photon parameter, thus µ > 0. Using the expression
(9.2) and the last remark we can rewrite the Hamiltonian (9.1) as:
H = e(1− µ
m
)Φ +
1
m
(i∂i + eAi)
2, (9.3)
where Φ and Ai are given in (9.2). Let us rearrange the second term of (9.3):
(i∂i − eAi)2 = −∇2 + e2AiAi + 2ieAi∂i + i[∂i, eAi]. (9.4)
The axial structure of Ai(x) in (9.2) implies that the commutator in the last expression
vanishes. The Laplacian in polar coordinates (r, θ) is:
∇2 = ∂
2
∂r2
+
1
r
∂
∂r
+
1
r2
∂2
∂θ2
(9.5)
and the second term in (9.4) is:
e2AiAi = e
2r2f 2(r) f(r) = − e
2π
1
r2µ
(1− µrK1(µr)) . (9.6)
Finally the third term in (9.4) may be rewritten in polar coordinates as:
2ieAi∂i = −2ief(r)∂θ. (9.7)
Combining all these terms together we get the Hamiltonian in polar coordinates:
H = e(1− µ
m
)Φ +
1
m
[
− ∂
2
∂r2
− 1
r
∂
∂r
− 1
r2
∂2
∂θ2
+ e2r2f 2(r)− 2ief(r)∂θ
]
(9.8)
or written in the general X-representation:
Hˆ = −∇
2
m
+ e(1− µ
m
)Φ +
1
m
[
e2r2f 2(r) + 2ef(r)lˆ
]
, (9.9)
where lˆ is the angular momentum operator corresponding to the relative motion.
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It is straightforward to show that [Hˆ, lˆ] = 0. That is why we try to get the solutions
of the stationary Schro¨dinger equation HψE = EψE as the eigenfunctions of the orbital
angular momentum with eigenvalues l:
ψE,l(r, θ) = ψl,E(r) exp(ilθ). (9.10)
After inserting this form into the Schro¨dinger equation we obtain the l-dependent effective
Hamiltonian for ψE,l(r):
Hl = − 1
mr
∂
∂r
(
r
∂
∂r
)
︸ ︷︷ ︸
kinetic
+
(
1− µ
m
)
eΦ︸ ︷︷ ︸
electromagnetic
+
1
mr2
l2(r)︸ ︷︷ ︸
centrifugal
l(r) = l − e
2
2πµ
(1− µrK1(µr)) Φ(r) = e
2π
K0(µr). (9.11)
Every term in (9.11) has a clear physical interpretation: the first one is simply the kinetic
term. The second term comes from the electrostatic and Pauli interactions. For µ < m
the Coulomb repulsion dominates over the magnetic attraction. For µ > m, however, the
second term changes its sign and this opens a possibility for the existence of bound states.
We must be careful, however, because the Pauli equation was derived under the assumption
that eB << m2 ((3.25)). It is not clear if the given assumption is satisfied in our case.
The third term is a well-known centrifugal barrier, which is, however, r-dependent in our
case. For r →∞ we get the effective angular momentum quantum number leff = l− e22πµ .
The same result may be obtained for arbitrary r in the so called anyon limit [11], that is
e2 →∞, µ→∞ with k = 2πµ
e2
fixed. In this special limit the first term in (9.3) becomes an
attractive delta function − 2π
km
δ2(r) and the effective angular momentum quantum number
shifts by a real constant l → leff = l − 1k . Thus the effective Hamiltonian (9.11) takes the
form:
Hl = − 1
mr
∂
∂r
(
r
∂
∂r
)
− 1
km
1
r
δ(r) +
1
mr2
(
l − 1
k
)2
. (9.12)
As was shown in Chapter 4 the existence of massive particles with an arbitrary spin is
acceptable in the plane. While the canonical angular momentum l in (9.12) must be
integer (in the theory of bosons) or half-integer (in the theory of fermions), the kinetic
angular momentum l − 1
k
may take non-integral values. It was shown in [36] that exactly
the kinetic angular momentum may be identified as the angular moment of the composite
particle. Here we have just encountered the quantum mechanical Chern-Simons realization
of anyons [7].
9.2 Breit equation
In this section we rederive the effective Hamiltonian (9.9) by means of the quantum field
theory. We shall start with the relativistic amplitude Mfi of the process e + e → e + e
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(Møller scattering). Tree-level contributions are depicted in Fig. 9.1 and Mfi is given by:
Mfi = M
t
fi −Mufi, (9.13)
where the minus sign is due to the Fermi statistics.
p
k
p′
k′
p
k
k′
p′
Figure 9.1: Tree-level ee → ee interaction: t-channel and u-channel diagrams
In the non-relativistic approximation the amplitude Mfi is simply the first Born am-
plitude, which is proportional to the Fourier transform of the effective interaction. So let
us first calculate M tfi:
iM tfi = −e2u¯(p′)γµu(p)u¯(k′)γνu(k)Dµν(q) q = p− p′, (9.14)
where Dµν(q) is a free photon propagator in covariant gauge
1:
Dµν(q) =
−i
q2 − µ2 [Pµν(q) + iµǫµνρq
ρ/q2]− iαqµqν
q4
. (9.15)
The terms in the propagator which are proportional to qµqν will not contribute to the
amplitude because they are contracted with the conserved currents. The Dirac spinors
u(p) in Jackiw realization were calculated in (6.7) and we shall need the non-relativistic
O(( p
m
)2) approximation here:
u(p) =
1√
ǫp +m
(
ǫp +m
ip1 − p2
)
→
√
2m
(
1 + p
2
8m2
ip1−p2
2m
)
. (9.16)
Let us also calculate the non-relativistic O(( p
m
)2) approximation for the currents:
u¯(p′)γ0u(p) → 2m
[
1 +
p2
2m2
+
q2
8m2
− p · q
2m2
+
iǫijpiqj
4m2
]
u¯(p′)γiu(p) → −2pi + qi − iǫijqj
u¯(p′)u(p) → 2m
[
1 +
q2
8m2
− iǫijpiqj
4m2
]
, (9.17)
1Note that the axial part of the propagator has opposite sign to (7.6). If we limit ourselves to µ > 0 it
describes the massive photon with mass µ and spin s = −1.
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where q = p − p′. Now we can substitute (9.17) into (9.14) in order to calculate the
non-relativistic approximation of the t-channel amplitude. The symmetric part of the
propagator (9.15) contributes by:
iM tIfi = −
4im2e2
q2 + µ2
(
1− p · k
m2
+
q · (k− p)
2m2
− iǫijkiqj
2m2
+ i
ǫijpiqj
2m2
)
, (9.18)
where we used q2−µ2 = (p−p′)2−µ2 ≈ −q2−µ2. The axial part of the photon propagator
contributes to the amplitude by:
iM tIIfi = −
4m2e2µ
q2(q2 + µ2)
(
−iq
2
m
+ ǫij
(k − p)iqj
m
)
. (9.19)
Having these results at hand we finally obtain the t-channel amplitude M tfi:
M tfi =M
tI
fi +M
tII
fi = −
4m2e2
q2 + µ2
(
1− µ
m
)
− 4ie
2µm
q2(q2 + µ2)
ǫij(pi − ki)qj , (9.20)
where only terms O( p
m
) were taken into account. Now we are able to get the effective
interaction potential using the well-known Born formula:
V˜ (q) = −M
t
fi
4m2
, (9.21)
where V˜ (q) is a Fourier transform of the non-relativistic potential. All we need to do now
is to perform the inverse Fourier transformation. The first term on the RHS of (9.20)
transforms into:
V I(r) =
∫
d2q
(2π)2
V˜ (q)eiq·r = e2
(
1− µ
m
)∫ d2q
(2π)2
1
q2 + µ2
eiq·r︸ ︷︷ ︸
1
2pi
K0(|µ|r)
. (9.22)
The second term on the RHS of (9.20) is more tricky:
V II(r) =
ie2µ
m
ǫij(pi − ki)
∫
d2q
(2π)2
qj
q2(q2 + µ2)
eiq·r︸ ︷︷ ︸
Ij
, (9.23)
where we introduced Ij , which will be calculated as follows:
Ij = i
∂
∂rj
∫
d2q
(2π)2
1
q2(q2 + µ2)
eiq·r
= i
∂
∂rj
(
− 1
2πµ2
ln(r) +K0(µr)
)
=
i
2πµ2r2
(1− rµK1(µr))rj, (9.24)
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where we used the following relations:∫
d2q
(2π)2
1
q2(q2 + µ2)
eiq·r = − 1
2πµ2
ln(r) +K0(µr)
d
dr
K0(µr) = −µK1(µr). (9.25)
Now we substitute (9.24) into (9.23) to obtain the final result:
V II(r) = − 1
mr2
e2
2πµ
(1− rµK1(µr)) ǫij(pi − ki)rj︸ ︷︷ ︸
2l
, (9.26)
where l is a relative angular momentum of two particles in their CMS. Thus the effective
interaction potential is (9.22), (9.26):
V (r) = e2(1− µ
m
)
1
2π
K0(|µ|r)− 1
mr2
e2
πµ
[1− rµK1(µr)] l =
=
(
1− µ
m
)
eΦ +
2ef(r)l
m
. (9.27)
We may now compare the last formula with the Hamiltonian obtained via the Pauli equa-
tion (9.9). The electrostatic term and the l-dependent term are reproduced by the field-
theoretic methods, but the first term in brackets in (9.9) is lacking. It is no surprise for
us because the given term is proportional to e4 and can not be reproduced by tree level
calculations. It may be obtained only from higher order diagrams. The non-relativistic
Hamiltonian (9.1) is quadratic in momenta and this term is desperately needed to guarantee
the gauge invariance of the Hamiltonian [11].
A remark is in order here. So far we have calculated only the t-channel diagram and
thus we obtained the effective non-relativistic Hamiltonian (9.9) for two distinguishable
particles. To take into account that the fermions in the process are indistinguishable we
should have also calculated the u-channel diagram. There is no need to do it, however.
In non-relativistic quantum mechanics the interaction of the indistinguishable particles is
given by the same operator as for distinguishable ones, but we must only antisymmetrize
the wave function.
9.3 Bound states
We have already shown that for µ
m
> 1 the electromagnetic interaction in (9.11) becomes
attractive and this opens a possibility for the existence of electron-electron bound states.
This question was first examined by Kogan [35] for the effective Hamiltonian (9.11). It was
shown that there are bound states for different values of l in the strong coupling domain
e2
µ
>> 1.
It is easy to show that for l = 1 and e
2
µ
= 2π the centrifugal barrier disappears at large
distances and the effective potential takes the form:
V (r) =
µ2
m
[
K21 (µr)−
µ−m
µ
K0(µr)
]
. (9.28)
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It was shown in [35] that there is a bound state for this potential with the exponential
binding energy:
E ∝ µ
2
m
exp
[
−c(1 − m
µ
)−2
]
(9.29)
for µ−m << µ and c ∝ 1.
We should be careful at this point. The effective potential (9.11) is only approximate.
It was obtained using only tree and one-loop Feynman diagrams for electron-electron scat-
tering. As we have already mentioned in Chapter 7 we can trust perturbation theory only
if the dimensionless parameter e
2
µ
<< 1. The bound states found in [35] do not satisfy this
condition. The question of the existence of the electron-electron bound states was studied
numerically in [11] (slightly different effective potential was used there, however) using the
WKB approximation. It was shown that no electron-electron bound states can be formed
in the perturbative regime e
2
µ
<< 1 in the non-relativistic limit.
Chapter 10
One-loop calculations in the
Chern-Simons theory
As was mentioned at the end of the section 9.1 the effective quantum mechanical Hamil-
tonian in the anyon limit looks simple and is given by (9.12). In this section we show that
the field theory, which describes the anyon limit is the pure Chern-Simons (CS) theory. We
also calculate the scattering amplitude of two distinguishable fermions up to one loop in
the non-relativistic (Pauli) version of this theory. Subsequently, one-loop calculation of the
non-relativistic scattering is also performed in the fully relativistic Chern-Simons theory.
The amplitudes, obtained by these two different approaches, differ by a term, which comes
from the modification of the spin of the fermion 1.
10.1 Basics of the Chern-Simons theory
Let us take the MCS Lagrangian (7.1) (without the gauge-fixing term) and perform the
anyon limit, i.e., take e2 → ∞, µ → ∞ and hold e2
2πµ
fixed. To do so we first rescale the
electromagnetic field:
A˜µ ≡ e
eCS
Aµ, (10.1)
where a finite Chern-Simons charge eCS was defined. The Lagrangian (7.1) now looks:
L = −1
4
e2CS
e2
F˜ µνF˜µν +
µe2CS
2e2
ǫµνρA˜µ∂νA˜ρ + Lψ − eCSψ¯γµψA˜µ, (10.2)
where Lψ denotes the Dirac Lagrangian, which is unaffected by the rescaling. In the anyon
limit the first Maxwell term in (10.2) vanishes, while
µe2
CS
e2
is finite and we shall call it simply
µCS. Thus we end up with the pure Chern-Simons Lagrangian with finite parameters eCS
and µCS. From now on we shall drop subscript CS and write the rescaled electromagnetic
field simply as Aµ. Thus the Lagrangian is:
LCS =
µ
2
ǫµνρAµ∂νAρ + Lψ − eψ¯γµψAµ. (10.3)
1This is a celebrated spin transmutation, which occurs in the pure Chern-Simons theory.
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The Chern-Simons theory is interesting and intriguing in its own right [6, 7]. To see this
we first derive the classical field equations:
µ
2
ǫµνρFνρ = j
µ, (10.4)
where jµ is the electromagnetic matter current. The source-free solutions F µν = 0 are
pure gauges Aµ(x) = ∂µω(x), where ω(x) is an arbitrary scalar field. These solutions are
not physical and it follows that there are no electromagnetic waves in the vacuum in this
theory. Thus the CS field has no its own, independent dynamics. Its dynamics is governed
by the matter field. To understand this statement better we rewrite the field equations
(10.4) in components:
ρ = µB (10.5)
ji = µǫijEj . (10.6)
For a point charge with ρ(y, t) = eδ(y−x(t)) and ji(y, t) = eui(t)δ(y−x(t)), where x(t) is
a trajectory of the point charge and ui(t) are spatial components of the 3-velocity vector,
we obtain from the last expression:
B(y, t) =
e
µ
δ(y − x(t)) (10.7)
Ei(y, t) =
e
µ
ǫijuj(t)δ(y − x(t)). (10.8)
Thus, the infinitely thin magnetic tube, which carries the finite magnetic flux e
µ
, is attached
to the point charge and the electric field follows exactly the motion of the charge.
Let us find the electromagnetic potential Aµ(y, t) of the point source. The pure Chern-
Simons theory is a gauge theory, thus the vector potential Ai(y, t) is not a gauge-invariant
quantity and we should fix the gauge first in order to get Ai(y, t). Here we shall work in
the Coulomb gauge (∂iA
i = 0). From (10.5) and (10.7) we get:
eδ(y − x(t)) = µ [∂2A1(y, t)− ∂1A2(y, t)] . (10.9)
Now we differentiate the last expression ( ∂
∂yi
) and use the Coulomb condition ∂
∂y1
A1(y, t)+
∂
∂y2
A2(y, t) = 0 to get:
eǫij
∂
∂yj
δ(y − x(t)) = µ∇2yAi(y, t). (10.10)
Recalling that the Green’s function of the two-dimensional Laplace equation is:
∇2y
(
1
2π
ln |y − z|
)
= δ(2)(y − z) (10.11)
we are able to express the vector potential from (10.10):
Ai(y, t) =
e
2πµ
ǫij
yj − xj(t)
|y − x(t)|2 . (10.12)
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It is important to note that this potential can be expressed as a gradient. To see this
we recall that ∂iarg(y) = −ǫij yj|y2| , where the argument function is defined as arg(y) ≡
arctan(y
2
y1
). Hence (10.12) can be written as:
Ai(y, t) =
e
2πµ
∂
∂yi
arg(y− x(t)). (10.13)
At first sight Aµ(y, t) represents a pure gauge, which can be transformed away using the
following gauge transformation:
Ai(y, t) → Ai(y, t)− ∂
∂yi
ω(y, t)
ψ(y, t) → exp[−ieω(y, t)]ψ(y, t)
ω(y, t) =
e
2πµ
arg(y− x(t)), (10.14)
where ψ(y, t) is a non-relativistic matter field. For the general value of e
2
µ
the transformed
matter field becomes the multivalued function of the angle. To summarize, the gauge
transformation (10.14) helps us to get rid of the gauge field, but in this case the presence
of the Chern-Simons term in the Lagrangian manifests itself by multi-valuedness of the
matter field ψ.
Now we shall show how the fractional statistics comes into play. Let us imagine two
identical point particles (I and II), which interact through the Chern-Simons field. Consider
the adiabatic circular motion of the particle I around the static particle II. Due to Aharonov
and Bo¨hm [37] the wave function acquires the magnetic phase φAB after one rotation:
exp(iφAB) = exp(ie
∮
A · dy). (10.15)
Using (10.13) we can easily calculate φAB to get:
φAB = −e
2
µ
. (10.16)
On the other hand we can interpret one rotation as double interchange of two identical
particles. Thus under one interchange of two particles we get the change of phase:
∆φ = − e
2
2µ
. (10.17)
For general choice of e2 and µ we can get an arbitrary real exchange phase. In the sub-
sequent sections we show that the particles, interacting through the Chern-Simons field,
have fractional spin and that the spin-statistics theorem, which connects spin of the parti-
cle with the phase exchange, is satisfied. Hence, the Chern-Simons theory coupled to the
non-relativistic matter describes anyons, i.e., particles with arbitrary spin.
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10.2 Non-relativistic Pauli field theory
After this brief excursion into the Chern-Simons physics let us go back to our initial aim
to describe the interaction of two anyons in the non-relativistic domain. The effective
potential is given by (9.12):
Vl = − 1
km
1
r
δ(r) +
1
mr2
(
l − 1
k
)2
, (10.18)
where k = 2πµ
e2
. It is important to remark here that the scattering of a particle in this
potential in the non-relativistic quantum mechanics (the Aharonov-Bo¨hm effect of particles
with spin 1/2) was studied by Hagen [38, 39] and the exact solution for the scattering
amplitude f(φ) was obtained. The Hagen’s result for the CS photon with the negative
µ-parameter and spin s = −1 (this choice is in accord with our footnotes in sections 9.1,
9.2) is:
f(φ) = −i
(
i
2πp
)1/2 sin ( e2
2µ
)
sin
(
φ
2
) e−iφ2 , (10.19)
where p is the magnitude of the non-relativistic initial momentum and we assume that the
incident wave is coming from the left.
It is interesting and instructive to derive the scattering amplitude of two distinguishable
anyons using the perturbative methods of quantum field theory and to compare the result
with (10.19). This aim was accomplished in [40, 41] and we generally follow the same line
here. First, we shall construct a non-relativistic field theory (second-quantized version of
the Pauli Lagrangian) and calculate the tree-level and the one-loop contributions to the
scattering process. In the next section, the same process will be examined in the fully
relativistic CS theory defined by (10.3) in its non-relativistic sector.
The non-relativistic field theory is defined by the Pauli Langrangian2:
LP = φ
†
(
i
∂
∂t
− eA0
)
φ− 1
2m
(∇φ− ieAφ)† · (∇φ− ieAφ)
− e
2m
Bφ†φ− µ
2
ǫαβγAα∂βAγ , (10.20)
where φ is the anticommuting one-component fermionic field and B = F 12 is the magnetic
CS field. The Lagrangian is invariant under the Galilean transformations (assuming that
A0, φ and φ† are scalar fields and Ai is a vector field). The Euler-Lagrange field equations
for the fermionic field φ† lead to the Pauli equation (3.25).
To make a perturbative analysis of the scattering of two anyons in the non-relativistic
field theory (10.20), we should first find the Feynman rules for the propagators and the
vertices. The fermionic quantum field φ satisfies the canonical equal-time anticommutation
relations:
{φ(x, t), φ†(y, t)} = δ(2)(x− y) (10.21)
2Note that in accordance with our previous calculations the photon parameter is negative and µ denotes
its absolute value.
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and can be decomposed into the plane waves:
φ(x, t) =
∫
d2p
2π
ap exp
[
−i( p
2
2m
t− p · x)
]
(10.22)
with:
{ap, a†k} = δ(2)(p− k). (10.23)
The Feynman propagator can be easily found:
GF (x− y) = 〈0|Tφ(x)φ†(y)|0〉
=
∫
d3p
(2π)3
i
p0 − p2/2 + iǫ exp[−ip
0(x0 − y0 − η) + ip · (x− y)],(10.24)
where we introduced the infinitesimal positive η to regulate the ambiguity of time-ordering
operation for x0 = y0. With our choice η > 0 (which is motivated by the fact that in the La-
grangian (10.20) the fields always appear in the order φ†φ and of course 〈0|φ†(x, t)φ(y, t)|0〉 =
0) the propagator (10.24) vanishes at x0 = y0. The fermionic Feynman propagator is de-
picted in the Fig. 10.1.
As far as the photon propagator is concerned, the anyonic limit of its covariant gauge
version is given by the relation:
Dµν(p) = −1
µ
ǫµνρp
ρ
p2 + iǫ
. (10.25)
In the non-relativistic calculations it is more convenient, however, to use the Coulomb
version of the propagator [41]:
Dµν(p) =
1
µ
ǫµνρ
p¯ρ
p2 − iǫ , (10.26)
where p¯ρ = (0,p) (see Fig. 10.1).
Finally, it is convenient to define the following two-body Green’s function:
∆B(x) = 〈B(x)A0(0)〉 = − i
µ
δ(3)(x), (10.27)
The Green’s functions of the magnetic field with the spatial components of the electro-
magnetic potential vanish due to antisymmetry of the photon propagator. The Feynman
rules for the interaction vertices can be read off from the Lagrangian. They can be found
in the Fig. 10.2.
Now, having Feynman rules of the Pauli theory at hand, we first calculate the scattering
of two destinguishable anyons in their center of mass frame in tree level, which is described
by four Feynman diagrams of Fig. 10.3 (with our momenta definitions illustrated in the
Figure).
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p
GF (p) =
i
p0−p2/2m+iǫ (10.28)
p
µ ν Dµν(p) =
1
µ
ǫµνρ
p¯ρ
p2−iǫ (10.29)
∆B(p) = − iµ (10.30)
Figure 10.1: Feynman rules for the propagators in the non-relativistic Pauli theory
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p
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i
j
− ie2
m
δij
Figure 10.2: Feynman rules for the interaction vertices in the non-relativistic Pauli theory
It is straightforward to calculate the invariant amplitude:
Mtree = − e
2
mµ
(
1− 2ip× q
q2
)
, (10.31)
where q = p−p′. The real part of the last expression originates from the Pauli interaction
term in the Lagrangian (10.20), while the imaginary part describes the Aharonov-Bo¨hm
interaction. Expressing (10.31) in terms of the scattering angle φ, we obtain:
Mtree = − ie
2
mµ
e−i
φ
2
sin(φ
2
)
. (10.32)
At this point it is worth noting that the scattering amplitude is in fact (up to some angle-
independent factors) the first term in the expansion in powers of e2 of the exact quantum
mechanical result (10.19).
Now we shall discuss the one-loop corrections to the tree-level scattering. First, we
make a very important observation that the one-loop corrections to the propagators and
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q
p
k
p′
k′
i
0
+
0
i
+
0
B
+
B
0
(10.33)
Figure 10.3: Tree-level scattering of two distinguishable anyons, q = p− p′
the vertex vanish in the Pauli theory. To illustrate this fact the corrected photon propagator
D0i will be calculated. The one-loop vacuum-polarization Feynman diagrams can be found
in Fig. 10.4. It is important to note that the fermion loop is given by the expression:
(−1)
∫
d3l
(2π)3
i
l0 − l2/2m+ iǫ
i
(p+ l)0 − (p+ l)2/2m+ iǫ , (10.34)
where l is the momentum, which circulates in the loop. We perform the l0-integration
using the residue theorem and easily realize that the integral vanishes. This is due to the
fact that both poles of the integrand lie in the lower part of the complex plane and we can
enclose the integration contour in the upper part of the complex plane. This particular
result can be generalized to the statement that every closed fermion loop is zero in the Pauli
theory. This useful finding originates from the fact that the denominator of the fermionic
propagator is linear in the energy, which reflects the classical (non-relativistic) nature of
the Pauli theory. By very similar calculations we find that the general components of the
vacuum polarization vanish, i.e., Dαβ(p) = Dαβ(p) for α, β = 0, 1, 2
3. One may convince
himself that the same arguments (and the antisymmetry of the photon propagator) lead to
the vanishing of the one-loop correction to the fermion propagator and the vertex diagram.
p p
0 i
j 0 p
0 i
0B
(10.35)
Figure 10.4: Vacuum polarization diagrams for D0,i(p)
The absence of the above-mentioned corrections substantially reduces the number of
Feynman diagrams, which contribute to the one-loop anyon scattering. The remaining
3where by Dαβ we denote the corrected photon propagator and by Dαβ free photon propagator
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diagrams can be found in the Fig. 10.5. Not all of them, however, have non-trivial
contribution. All the crossed diagrams (E-H, Fig. 10.5) give zero, exactly for the same
reason as in the case of the propagator corrections, i.e., both loop fermionic propagators
have their k0-poles in the lower complex half-plane. As for the mixed diagrams (C and
D, Fig. 10.5), it can be shown, summing all the contributions for various possible vertex
assignments (00iB,
0B
i 0 ,
i 0
0B,
iB
00 for the diagram C), that they vanish either. Thus, the only
non-vanishing one-loop Feynman diagrams, which contribute to the scattering of two non-
identical anyons, are the photon box diagram (A, Fig. 10.5), the magnetic box diagram (B,
Fig. 10.5) and the two triangle diagrams (I and J, Fig. 10.5). We shall now calculate these
diagrams in the center of mass frame of the anyons.
Let us start with the box photon diagram (A, Fig. 10.5). We assign the momenta
p1 = (p
0,p), p2 = (p
0,−p) to the initial anyons and p′1 = (p0,p′), p′2 = (p0,−p′) to the
final anyons. The scattering amplitude Mγ✷ is:
iMγ✷ = 4
e4
4m2
∫
d3k
(2π)3
GF (k)GF (p1 + p2 − k)(p+ k)iDi0(p1 − k)(p′ + k)jDj0(k − p′1)
= 4i
e4
mµ2
∫
d2k
(2π)2
1
k2 − p2 − iǫ
p× k
(p− k)2
p′ × k
(p′ − k)2 , (10.36)
where a×b = ǫijaibj and we performed k0 integration in the second line using the residue
theorem. Obviously, we have summed four photon box diagrams with various vertex as-
signments (ij00,
0j
i0 ,
i0
0j ,
00
ij for the diagram A), which happened to contribute equally. The
factor 4 in (10.36) reflects this fact. Now we go to the polar coordinates and perform first
the angular integration:
Mγ✷ =
e4
mµ2
∫ ∞
0
d(k2)
4π
1
k2 − p2 − iǫ
(
−1 + (k
2 + p2)|k2 − p2|
(k2 − p2eiφ)(k2 − p2e−iφ)
)
, (10.37)
where φ is a scattering angle, i.e., cos(φ) = p·p
′
|p||p′| . To get (10.37) we made use of the
following two-dimensional vector identity:
(a× b)(c× d) = (a · c)(b · d)− (b · c)(a · d) (10.38)
and the two angular integrals:∫
dθk
(k+ p)2
=
2π
|k2 − p2|∫
dθk
(k + p)2(k+ p′)2
=
2π
|k2 − p2|
p2 + k2
(p2 − k2e−iφ)(p2 − k2eiφ) . (10.39)
Finally, it remains to perform the radial part of the integration in (10.37). We use the
formula:
1
y − iǫ = P
1
y
+ iπδ(y) (10.40)
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Figure 10.5: One-loop anyon scattering diagrams
and after straightforward, but tedious calculations we come to the result:
Mγ✷ = − e
4
4πmµ2
(
ln
q2
p2
+ iπ
)
. (10.41)
We proceed with the magnetic box diagram (B, Fig. 10.5). The scattering amplitude
MB✷ is given by:
iMB✷ = −4 e
4
4m2µ2
∫
d3k
(2π)3
GF (k)GF (p1 + p2 − k), (10.42)
which is UV-divergent and the UV cutoff Λ is used to regulate the expression. The factor
4 has the similar origin as in the case of the photon box diagram. The integration is
straightforward with the final result:
MB✷ =
e4
4πmµ2
(
ln
Λ2
p2
+ iπ
)
. (10.43)
Finally, the two triangle diagrams (I and J, Fig. 10.5) are calculated. Both diagrams
have an equal contribution MI = MJ =
1
2
M△. The total amplitude is given by:
iM△ = 2
ie4
m
∫
d3k
(2π)3
GF (k)D0i(p1 − k)Di0(p′1 − k). (10.44)
It is straightforward to perform k0-integration and we end up with the spatial integral:
M△ = − e
4
mµ2
∫
d2k
(2π)2
k · (k− p+ p′)
k2(k− p+ p′)2 . (10.45)
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Using (10.39) and the integral:∫
dθk
k · q
(k+ q)2
= π − π(k
2 + q2)
|k2 − q2| (10.46)
it is easy to calculate the angular part of the integration in (10.45):
M△ = − e
4
mµ2
[∫
dk
2π
k
|k2 − q2| +
1
2
∫
dk
2π
1
k
{
1− k
2 + q2
|k2 − q2|
}]
. (10.47)
It seems that the final integral diverges near k = 0 and k =∞, thus we introduce the UV
cutoff Λ and the IR cutoff δ. The outcome of the radial integration is:
M△ =
e4
4πmµ2
ln
q2
Λ2
, (10.48)
thus the IR divergences in (10.47) were in fact artificial.
We are now ready to state the final result. The total one-loop corrections M1l to the
non-relativistic anyon-anyon scattering vanish:
M1l =Mγ✷ +MB✷ +M△ =
e4
4πmµ2
[
ln
p2
q2
− iπ + ln Λ
2
p2
+ iπ + ln
q2
Λ2
]
= 0. (10.49)
The obtained result is not a surprise for us. The expansion in e2 of the exact quantum-
mechanical amplitude (10.19) has no e4 term. Hence we obtain zero one-loop correction in
the non-relativistic Pauli field theory in accordance with quantum mechanics.
10.3 Non-relativistic limit of the Chern-Simons the-
ory
In previous section we examined the problem of the non-relativistic anyon-anyon scattering
using the Pauli field theory, i.e., we first performed the classical limit going from the
relativistic Chern-Simons theory to the Pauli theory and subsequently we calculated the
scattering amplitude up to one-loop order. We demonstrated that the loop diagrams
do not contribute in the Pauli theory. In this section we tackle the same problem in
a slightly different fashion: we shall first consider one-loop diagrams, which contribute
to the amplitude in the fully relativistic Chern-Simons theory, which is defined by the
Lagrangian:
L = −µ
2
ǫµνρAµ∂νAρ + Lψ − eψ¯γµψAµ (10.50)
and calculate the non-relativistic (neglecting O( p
2
m2
, q
2
m2
) terms) limit of the scattering am-
plitude of two anyons in their center of mass frame. The Feynman rules of the pure
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Chern-Simons theory coincide with the rules of the MCS theory, except for the photon
propagator, which is given by:
Dµν(q) = −1
µ
ǫµνρp
ρ
p2 + iǫ
(10.51)
in the covariant Landau gauge. The diagrams, which contribute non-trivially to the scat-
tering amplitude of the two distinguishable anyons can be found in Fig. 10.6.
A B C
D E F
Figure 10.6: Chern-Simons scattering diagrams
Contrary to the classical Pauli theory in the relativistic Chern-Simons theory there is
no reason for absence of the quantum corrections to the propagators and the vertex. Let us
calculate these corrections. First, we calculate the one-loop correction to the Chern-Simons
vertex δΓ′µ(p, p
′) (see Fig. 10.7):
δΓ′φ(p, p
′) = −e2
∫
d3l
(2π)3
Dµν(l)γ
ν
S (p′ − l)γφS (p− l)γµ
= −e
2
µ
∫
d3l
(2π)3
ǫµνρl
ργν(/p′ − /l +m)γφ(/p− /l +m)γµ
[l2 + iǫ][(p′ − l)2 −m2 + iǫ][(p− l)2 −m2 + iǫ] . (10.52)
The vertex correction has a logarithmic UV divergence, hence we employ the dimensional
regularization. First, using the identity (3.8) for the product of the γ-matrices and the
fact that the external fermions are on the mass shell (p2 = (p′)2 = m2) we perform the
reduction of the numerator of the integrand of (10.52):
Numφ = 2il
2(p+ p′)φ︸ ︷︷ ︸
I
− 2il2lφ︸ ︷︷ ︸
II
− 2il · (p+ p′)lφ︸ ︷︷ ︸
III
+4ǫµνρpµp
′
νlργφ︸ ︷︷ ︸
IV
+2l2ǫφλβγ
λ(p− p′)β︸ ︷︷ ︸
V
− 2(p− p′) · lǫφλβγλlβ︸ ︷︷ ︸
V I
. (10.53)
It is now straightforward to calculate all the integrals (I-VI) in the non-relativistic limit
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q = p′ − p
l
p
p′
Figure 10.7: One-loop vertex correction δΓµ(p, p
′) in the Chern-Simons theory
employing the standard techniques. For the illustrative reason we calculate here explicitly
the integral III. After introducing the Feynman parametrization we get:
I
III
φ =
4ie2
µ
(p+ p′)µ
{∫
d3r
(2π)3
r2gµφ
3[r2 −∆]3 +
∫
d3r
(2π)3
(p′x+ py)µ(p′x+ py)φ
[r2 −∆]3
}
, (10.54)
where ∆ = (xp′+ yp)2− iǫ. The first integral I IIIφ (A) in (10.54) after the loop integration
takes the form:
I
III
φ (A) = −
e2
8πµm
(p+ p′)φ
∫ 1
0
dx
∫ 1−x
0
dy
1√
(x+ y)2 − δxy , (10.55)
where δ = q
2
m2
. It is possible to calculate this integral exactly, but we are interested only
in the non-relativistic limit δ << 1, hence the power expansion in δ suffices:
I
III
φ (A) = −
e2
8πµm
(p+ p′)φ
(
1 +
1
12
δ +O(δ2)
)
. (10.56)
Similarly, for the second integral I IIIφ (B) in (10.54) after the loop integration we obtain:
I
III
φ (B) =
e2
4πµm
(p+ p′)φ
(
1− 1
4
δ
)∫ 1
0
dx
∫ 1−x
0
dy
(x+ y)x
[(x+ y)2 − δxy]3/2 , (10.57)
expanding in δ we get
I
III
φ (B) =
e2
8piµm
(p+ p′)φ[1 +O(δ3)]. (10.58)
The remaining integrals can be handled in the similar fashion. The final result for the
unrenormalized vertex function Γ′φ(p, p
′) = γφ+δΓφ(p, p′) can be obtained by calculating the
remaining integrals and exploiting the (2+1)dimensional Gordon identity (3.27). Dropping
the relativistic corrections O(δ) we obtain:
Γ′φ(p, p
′) =
(
1 +
e2
4πµ
)
γφ − ie
2
4πmµ
ǫφµνq
µγν , (10.59)
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where q = p′ − p. We can use the Gordon identity (3.27) once again to get rid of the γ
matrix in the axial term in (10.59):
Γ′φ(p, p
′) =
(
1 +
e2
4πµ
)
γφ − ie
2
4πµ
ǫφµν
qµ
m
pν
m
. (10.60)
To renormalize the vertex we use the condition Γφ(p, p) = γφ, hence the renormalized
vertex Γφ(p, p
′) and the renormalization constant Z1 are up to one-loop order:
Γφ(p, p
′) = γφ − ie
2
4πµ
ǫφµν
qµ
m
pν
m
Z1 = 1− e
2
4πµ
. (10.61)
In (3+1) dimensions the one-loop vertex correction leads to the celebrated Schwinger
anomalous magnetic moment of the electron. Having (10.61) at our disposal we are ready
to calculate the magnetic moment in the Chern-Simons theory. Consider the interaction
of the quantized electron field with the classical background electromagnetic field. The
invariant amplitudeM of the scattering of the electron from the classical static background
electromagnetic field Aµ(x) = (0,A(x)) is given by:
iM(q) = −ieu¯(p′)Γi(p′, p)u(p)
∫
d2xe−iq·xAi(x)︸ ︷︷ ︸
eAi(q)
, (10.62)
where q = p′ − p. We are interested only in the anomalous contribution, which we shall
denote Ma, which comes from the second term in (10.61):
Ma(q) =
ie3
4πµ
ǫij
qj
m
p0
m
u¯(p′)u(p)A˜i(q), (10.63)
where we used that q0 = (p′ − p)0 ≈ 0. Using p0 ≈ m, (9.17) and our definition of the
magnetic field (2.1) we obtain the following expression for the anomalous interaction:
V˜ a(q) = −M
a
2m
= − e
3
4πmµ
∫
d2xe−iq·xB(x)︸ ︷︷ ︸
eB(q)
, (10.64)
where the first equality comes from the relativistic normalization (9.17). In the coordinate
space we arrive at:
V a(x) =
eg
2m
− e24πµ︸ ︷︷ ︸
Sin
B(x), (10.65)
where we introduced the g-factor equal 2. Recalling the Pauli equation (3.25) we readily
identify the expression in the brackets Sin with the induced spin. Why do we claim that
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the anomalous magnetic moment arises from the induced spin and not from the correction
to the g-factor (analogously to the (3+1)case)? The answer resides in the spin statistics
relation. Recall that due to (10.17) the adiabatic interchange of two identical anyons in
the Chern-Simons interaction generates the Aharonov-Bo¨hm phase4:
∆φ =
e2
2µ
. (10.66)
Assuming the standard spin-statistics relation the Aharanov-Bo¨hm phase:
exp(i∆φ) = exp(−2iπSin), (10.67)
where Sin is an induced spin of the anyon, we recover the identification from (10.65).
Hence the axial part of the vertex correction (10.61) comes from the Pauli interaction of
the induced spin of the anyon with the external magnetic field. The total spin S and the
spin magnetic moment µS of the anyon are, respectively:
S =
1
2
+ Sin =
1
2
− e
2
4πµ
µS =
e
m
(
1
2
− e
2
4πµ
)
. (10.68)
The induced spin Sin can be understood as an orbital angular momentum of the classical
flux-charge composite particle. Imagine a point magnetic flux situated in the origin, which
we are turning on adiabatically from Φ0 = 0 to some final value Φ. Consider also a charged
particle, confined to the circle of some radius R with its center at the origin, which can
move without friction on the circle. The motion of the particle is governed by the Newton
and the Maxwell equations:
p˙ = eE
∂B
∂t
= ǫjk∇jEk =⇒ dΦ
dt
=
∮
dr ·E, (10.69)
where e denotes the charge of the orbiting particle and we used the Stokes theorem in the
second expression. The change of the magnetic flux generates the angular electric field,
which accelerates the charged particle and gives it a relative angular momentum L:
L = r× p = eΦ
2π
. (10.70)
In the Chern-Simons theory (10.50) the magnetic flux Φ = − e
µ
is attached to every particle,
thus for the spin of the composite we obtain:
L = − e
2
2πµ
, (10.71)
This result differs by a factor of 2 from (10.65). This subtlety was resolved in [42].
4The difference in the signs between (10.66) and (10.17) comes form the difference in the signs of the
CS terms in the Lagrangians (10.50) and (10.3)
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In general the inverse of the corrected fermion propagator is given by (7.54) with Σ(p):
Σ2(p) = −ie2
∫
d3k
(2π)3
γµS (p+ k)γνD
µν(k)
=
−e2
µ
∫
d3k
(2π)3
ǫµνρkρ
γµ(/p+ /k +m)γν
[(p+ k)2 −m2 + iǫ][k2 + iǫ] (10.72)
at the one-loop level. The integral is UV divergent, so we use the dimensional regularization
to calculate it. The result is:
Σ2(p) =
e2
4πµ
(
2m− (/p−m) /
p
m
[
m2
p2
+
2m
p
(
1− m
2
p2
)
ln
(
1 + p
m
1− p
m
)])
, (10.73)
where p =
√
p2. Due to (7.74) the unrenormalized corrected fermion propagator S ′(p) near
the pole is:
S ′(p) =
iZ2
/p−mph Z2 = 1 +
Σ2(p)
dp
|p=m +O(e4). (10.74)
Straightforward calculations lead us to:
Z2 = 1 +
e2
4πµ
+O(e4), (10.75)
hence we have verified that up to one loop Z1 = Z2, which is the celebrated Ward identity.
Finally, the inverse of the unrenormalized corrected Chern-Simons propagator is given
by (7.16). The polarization tensor Πµν in the MCS theory was calculated to one-loop order
in Chapter 7 (7.17), (7.23) and it equals the polarization tensor in the pure Chern-Simons
theory. The corrected unrenormalized CS propagator D′µν(q) to one-loop order is:
D′µν(q) =
−iΠ(1)(q)
µ2q2
(
gµν − qµqν
q2
)
−
(
1− m
µ
Π(2)(q)
)
ǫµνρq
ρ
µq2
, (10.76)
with Π(1)(q) and Π(2)(q) given by (7.23). The one-loop corrections generate the transverse
part of the Chern-Simons propagator. The renormalization is performed by the substitution
(7.82), where the counterterms δA and δµ are fixed by some renormalization conditions.
For example the renormalization condition might be:
Dµν(q)|q2→0 = −1
µ
ǫµνρq
ρ
q2
, (10.77)
where Dµν(q) is the renormalized Chern-Simons propagator. In our problem, we are in-
terested in the behavior of the renormalized propagator for the small momentum transfer
q2 < 0,q2 << m2. The scalar functions Π(1)(q) and Π(2)(q) from (7.23) can be easily
expanded up to the order O(q4):
Π(1)(q) =
e2q2
12πm
+O(q4) Π(2)(q) =
e2
4πm
(
1 +
q2
12m2
)
+O(q4). (10.78)
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The first terms in the expansion, of course, coincide with (7.25) and are compensated by
the counterterms. Thus for the renormalized Chern-Simons propagator for q2 << m2 we
get:
Dµν(q) = −
(
1− e
2
48πµ
q2
m2
)
ǫµνρq
ρ
µq2
+O(q2). (10.79)
Let us remind at this point that our main aim in this section is to calculate the non-
relativistic limit (neglecting P
2
m2
terms, where P = p,p′,q) of the scattering amplitude of
two distinguishable anyons in their center of mass frame. The diagrams are given in Fig
10.6. As we have already demonstrated, the renormalized version of the full CS propagator
(10.79) receives quantum corrections from the fermion loop, which are of order q
2
m2
. These
are negligible in the classical limit, hence the diagram F (Fig. 10.6) does not contribute.
We shall calculate the diagrams A-C (Fig. 10.6) all together by substituting the bare vertex
−ieγµ with the renormalized corrected vertex −ieΓµ. The contribution of the diagrams
A-C to the scattering amplitude MA−C can be written in the following form:
MA−C = −ie
2
µ
Jµ(p, p
′)
ǫµνρqρ
q2
Jν(k, k
′), (10.80)
where q = p′ − p and the currents Jµ(p, p′) ≡ u¯(p′)Γµ(p, p′)u(p) with Γµ(p, p′) given by
(10.61). It is easy to compute the currents Jµ(p, p
′) using (9.17) and substituting it into
(10.80) we get for the non-relativistic scattering amplitude fA−C :
fA−C ≡ −MA−C
4m2
= − e
2
µm
[(
1 +
e2
2πµ
)
+
2ip× q
q2
]
. (10.81)
Last but not least are the ladder diagrams D and E from Fig. 10.6. The computations
of these diagrams are tedious, hence here we only present the result obtained in [43].
In [43] the authors investigated the radiative corrections to the non-relativistic anyon-
anyon scattering. It was demonstrated in [43] that the ladder diagrams contribution is
MD,E = O(
P2
m2
), where P = p,p′,q. This is negligible in the non-relativistic limit.
To summarize, the scattering of two anyons up to one loop is described by the Feynman
diagrams in Fig. 10.6. The non-relativistic scattering amplitude is given by:
f ≡ − M
4m2
= − e
2
µm
[(
1 +
e2
2πµ
)
+
2ip× q
q2
]
, (10.82)
which entirely comes from the diagrams A, B and C. The diagrams D, E and F do not
contribute in the non-relativistic limit. The last expression almost coincides with the
scattering amplitude (10.31), obtained in the Pauli theory. The only difference is in its
real part. Recall that the real part of (10.31) had its origin in the Pauli term in the
Lagrangian (10.20). As we have just shown, the one-loop vertex corrections modify the
spin and the magnetic moment of the fermion (10.68). The real part of (10.82) corresponds
exactly to this modifications, i.e., it comes from the Pauli interaction term eg
2m
BµS with µS
given by (10.68).
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In conclusion, in this chapter we computed the one-loop corrections to the non-relativistic
two-anyon scattering. In the Pauli theory these corrections vanish, while in the low energy
limit of the Chern-Simons theory there is non-trivial correction coming from the modi-
fied magnetic moment. Hence, we see that taking the non-relativistic limit (Pauli) of the
classical relativistic-invariant theory (CS) and then quantizing it yield a different result to
quantizing the theory first and then taking the low energy limit.
Chapter 11
Quantum Hall Effect
The final chapter of this thesis is devoted to a review of the most successful application of
the planar quantum physics- the quantum Hall effect1. First we briefly describe this inter-
esting quantum phenomenon. Subsequently the dynamics of a two-dimensional electron
gas is examined in some detail. We present the heuristic understanding of both the integer
(IQHE) and ν = 1
m
fractional (FQHE) quantum Hall effects2. The special attention is
paid to the Laughlin quasiparticles in the FQHE. Using the Berry’s phase technique it is
demonstrated that these particles are anyons. The review is based on the excellent sources
[7, 44, 45, 46].
11.1 Basics
Consider a two-dimensional electron gas (2DEG), i.e., electrons confined to the xy plane,
in a homogeneous external magnetic field3 B = (0, 0,−B⊥) and a homogeneous external
electric field E. Let us assume that the stationary current j = const flows in the system
and neglect the internal interaction between the electrons. The equation of motion of an
electron is:
0 = ma = −eE− ev ×B, (11.1)
where the charge of electron was denoted by −e. The stationary current j can be expressed
in terms of the density ρ of the 2DEG and its velocity v as:
j = −eρv. (11.2)
1Note that at first sight this Chapter is only vaguely connected to the rest of the work. It describes the
phenomenon governed by the non-relativistic many-body Hamiltonian. The main reason we have included
it in the thesis is that it provides clear and experimentally confirmed evidence of anyons, which popped
up here and there throughout the previous chapters.
2Let us stress that in this work we do not consider FQHE with more general fractions ν = n
m
, which
were found experimentally. More refined theory is needed to understand these more general fractions.
3Although QHE is described effectively by the planar physics, it belongs to the realm of the real world
with three spatial dimensions. For this reason we use the three-component spatial vectors in this Chapter.
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Substituting it into (11.1) we obtain the Ohm’s law:
Ek = −B⊥
eρ
ǫkl︸ ︷︷ ︸
rkl
jl, (11.3)
where ǫij is the two-dimensional antisymmetric Levi-Civita symbol and rkl is the resistivity
tensor, which has the following matrix form:
r =
B⊥
eρ
(
0 −1
1 0
)
. (11.4)
The current flows perpendicular to the direction of the external electric field, i.e., rxx =
ryy = 0. The absolute value of the non-diagonal element rxy = −ryx called the Hall
resistivity rH grows linearly with B⊥. This effect was discovered by E. Hall in 1879.
The conductivity tensor σkl is defined by:
jk = σklEl σ = r−1 (11.5)
and in our case looks as:
σkl =
eρ
B⊥
(
0 1
−1 0
)
. (11.6)
Due to the non-vanishing Hall resistivity the system seems to be the perfect conductor
(rxx = ryy = 0) and the perfect insulator (σxx = σyy = 0) at the same time.
The experiments performed with the 2DEG in the strong magnetic field at low temper-
atures show remarkably different behavior of the Hall resistivity. The experimental data
are shown in Fig.11.1. The Hall resistivity RH :
RH =
B⊥
eρ
=
1
ν
2π~
e2
ν =
2π~ρ
eB⊥
(11.7)
exhibits a series of plateaus at the special values of ν. The Hall plateaus are associated
with the dips in the dissipative resistivity. It is worth mentioning that the dissipative
resistivity R decreases by 13 orders of magnitude in the plateau regions (see Fig. 11.1).
Quite remarkably the special ”magic” values of ν are the integers (with precession 10−10).
This is known as the integer quantum Hall effect (IQHE). The IQHE was experimentally
discovered by K. von Klitzing in 1980, who was awarded the Nobel prize in 1985 for this
finding. The plateaus are found also for fractional values of ν = n
m
with n integer and
m odd integer. This is the so called fractional quantum Hall effect (FQHE). It was first
observed in 1982 by D. Tsui, H. Sto¨rmer and A.C. Gossard and B. Laughlin proposed
the theoretical description of the phenomenon (for special fractions) in 1983. D. Tsui, H.
Sto¨rmer and B. Laughlin received the Nobel prize in 1998.
Two remarks are in order at this point. First, the QHE is a very universal phenomenon-
it does not depend on the microscopic structure of the system. Due to this fact and the
high precision of the quantum Hall quantization it is now used for exact determination of
the fine structure constant α. Second, although it might seem at the first sight that the
IQHE and FQHE have similar theoretical explanation this is not the case. In the following
sections we demonstrate it describing the theory of the IQHE and FQHE.
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Figure 11.1: The Hall resistivity RH and dissipative resistivity R as functions of the external
magnetic field [44]
11.2 Quantum dynamics of 2DEG
Let us try to find a quantum description of the N-electron 2DEG in the external magnetic
field B = (0, 0,−B⊥). The total Hamiltonian of the system H consists of the kinetic part
HK , the Coulomb part HC and the Zeeman part HZ :
H = HK +HC +HZ , (11.8)
HK =
1
2m
N∑
i=1
(pi + eA(xi))
2, (11.9)
HC =
e2
2
∫
d2xd2x′
ρ(x)ρ(x′)
4πǫ|x− x′| , (11.10)
HZ = −1
2
gµBB⊥
∫
d2x(ρ+(x)− ρ−(x)), (11.11)
where ρ(x), ρ+(x) and ρ−(x) are the total, the up-spin and the down-spin electron densities
respectively; µB is the Bohr magneton and g is a g-factor of the electron. To simplify the
analysis we assume that the Zeeman gap ∆Z = gµBB⊥ is much larger than all other energy
scales involved and thus the electrons are frozen in the up-spin states. The Hamiltonian
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H (without HZ) is a very complicated many-body Hamiltonian. It is sufficient to describe
both IQHE and FQHE.
To warm up we neglect the Coulomb interaction and look at the one-particle Hamilto-
nian:
H =
1
2m
(p+ eA(x))2 =
1
2m
{
(px + eAx(x))2 + (py + eAy(x))2
}
. (11.12)
To find the eigenstates it is necessary to fix the gauge, but as we shall show now a large
amount of work can be done before gauge fixing. Let us introduce the mechanical momenta
Px, Py and the new coordinates X , Y :
P
x = px + eAx(x) Py = py + eAy(x)
X = x+
1
eB⊥
P
y
Y = y − 1
eB⊥
P
x (11.13)
These operators satisfy the following commutation relations:
[Px,Py] = i
~
2
l2B
[X ,Y ] = −il2B (11.14)
[X ,Px] = [X ,Py] = [Y ,Px] = [Y ,Py] = 0, (11.15)
where lB =
√
~
eB⊥
is the magnetic length- the natural length scale in the system. Two
pairs of the hermitian conjugate operators can now be defined:
a =
lB√
2~
(Px + iPy) a† =
lB√
2~
(Px − iPy)
b =
1√
2lB
(X − iY ) b† = 1√
2lB
(X + iY ) . (11.16)
These operators satisfy the commutation relations of two independent pairs of creation and
annihilation operators:
[a, a†] = 1 [b, b†] = 1 [a, b] = 0 [a, b†] = 0. (11.17)
The Hilbert space of the system is obtained by multiple application of the creation operators
a† and b† on the vacuum state |0〉. The Hamiltonian H can be expressed in terms of the
creation and annihilation operators:
H = ~ωC(a
†a+
1
2
), (11.18)
where ωC =
~
mlB
is the so called cyclotron frequency. We obtained the celebrated equidis-
tant Landau levels. These are infinitely degenerate because application of b† on an arbitrary
state does not change the energy.
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It is instructive to give the physical interpretation to the operators X and Y . The
position operators are decomposed as in (11.13):
x = X − 1
eB⊥
P
y︸ ︷︷ ︸
Rx
y = Y +
1
eB⊥
P
x︸ ︷︷ ︸
Ry
. (11.19)
This decomposition has a physical meaning because (X , Y ) part is the constant of motion:
i~
dX
dt
= [X ,H ] = 0 i~
dY
dt
= [Y ,H ] = 0 (11.20)
and the expectation values < X > and < Y > do not evolve in time. On the other hand,
the (Rx,Ry) is a dynamical part of the coordinates. Their equations of motions are:
dRx
dt
=
~
ml2B
R
y dR
y
dt
= − ~
ml2B
R
x (11.21)
H =
~ωC
2lB
R
2. (11.22)
Hence the expectation value of (Rx, Ry) perform the circular motion with the cyclotron
frequency with the center at (< X >,< Y >):
< Rx >=
√
2n+ 1lB cos(ωct) < R
y >=
√
2n+ 1lB sin(ωct) (11.23)
for the states from the nth Landau level.
If we switch on the planar homogeneous electric field, the one-particle Hamiltonian H
is modified:
H → H + ex · E. (11.24)
The Heisenberg equations of motion for the operators X and Y now read:
dX
dt
= −E
y
B⊥
dY
dt
= −E
x
B⊥
(11.25)
and the non-vanishing drift velocity appears in the system. The current density flowing in
the electron gas is:
jx ≡ −eρX˙ = eρ
B⊥
Ey jy ≡ −eρY˙ = − eρ
B⊥
Ex, (11.26)
which looks exactly the same as the classical results (11.5),(11.6).
As has been already mentioned above, to find the eigenstates of the Hamiltonian (11.12)
it is necessary to fix the gauge. Two choices of gauge are especially convenient for the
computations- the symmetric gauge and the Landau gauge. The Landau quantization is
well-known [47]. One-particle quantization in the symmetric gauge, which is particularly
suitable for the QHE analysis, is reviewed in Appendix B.
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Having succeeded in analysis of the one-particle problem with the Hamiltonian (11.12)
let us move one step forward and take a look at the kinetic part HK (11.9) of the total
many-particle Hamiltonian. We limit our considerations to the lowest Landau level (LLL)
states. What is the density of states of the LLL? Due to symmetry the symmetric gauge
is useful for analysis of the QHE of the disk geometry, hence imagine that we are putting
electrons on the disk of some macroscopic radius R. In the Appendix B we show that
in the symmetric gauge the one-particle states with definite angular momentum n have
non-vanishing probability density located on the ring-bands with the radius rn =
√
2nlB
and the width of the order lB. Thus the mean density of states for the fully filled Landau
level is:
ρDS =
N
S
=
R2
2l2BπR
2
=
1
2πl2B
, (11.27)
where N = R
2
2l2
B
is a maximum number of electrons in the LLL, which can be put on the
disk of radius R and S = πR2. It is worth noting here that the ”magic” numbers ν were
defined in (11.7) as:
ν =
2π~ρ
eB⊥
=
ρ
ρDS
. (11.28)
Hence the ”magic” number ν has a physical meaning. It is a Landau level filling factor of
the many-body state.
11.3 IQHE
The tower of plateaus in the IQHE starts at ν = 1, i.e., it corresponds to the filled LLL
state4. In order to understand the phenomenon, it is desirable to construct the many-body
wave function of this state. The construction is straightforward in the symmetric gauge,
if we neglect the Coulomb interaction. The unnormalized wave function Ψ(z1, z2, ..zN) is
given by the Slater determinant, constructed from the one-particle wave functions ψnL=0(z)
(B.8):
Ψ(z1, z2, ..zN ) =
∣∣∣∣∣∣∣∣∣∣
1 z1 . . z
N−1
1
1 z2 .
. .
. .
1 zN . z
N−1
N
∣∣∣∣∣∣∣∣∣∣︸ ︷︷ ︸
V
exp(−
N∑
i=1
|zi|2), (11.29)
where N is a maximum number of electrons in the LLL. The determinant V is the well-
known Vandermonde determinant, which equals V =
∏
i>j(zi − zj). Hence the wave
function of the filled LLL Ψ can be written as:
Ψ(z1, z2...zN ) = N
∏
i>j
(zi − zj) exp(−
N∑
k=1
|zk|2), (11.30)
4More precisely it corresponds to the fully-filled up-spin frozen LLL.
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where N is a normalization factor. The wave function (11.30) plays the central role in
understanding of the IQHE. Although we have constructed (11.30) neglecting the Coulomb
interaction among the electrons, it, quite amazingly, takes into account the interaction: the
polynomial part of (11.30) holds electrons apart, while the exponential factor is small, if
the electrons are spread too much. It is possible to show (using plasma analogy [7, 44]) that
the wave function (11.30) favors (in the sense of the probability density) the configurations
with the homogeneous density distribution ρDS =
1
2πl2
B
. Now we are in a position to ask
the main questions of the IQHE and to comment on them. The questions are:
• Why is the Hall resistance at ν = 1 quantized to very high accuracy?
• Why there is a dip in the dissipative resistivity at ν = 1?
• Why does a plateau appear around ν = 1?
Here we present short answers and refer the reader to the relevant literature:
• There are various quite different reasonings, which are used to answer this question.
We shall describe neither of them, but refer the reader to the relevant literature. It
is believed that the exactness is due to the ”edge states” [44]. Alternatively, the
topological reasons are used to explain the accuracy of the Hall resistance [48].
• The wave function (11.30) describes the filled Landau level. Thus for electrons it
is not possible to scatter inelastically (all states are filled)- this corresponds to the
vanishing dissipative resistivity [46].
• Two previous answers worked only for the exact filling ν = 1. The experiments
show, however, the existence of a plateau: the Hall resistivity does not change by
small variation of the filling factor around ν = 1 (by changing either magnetic field
B⊥ or the electron density ρ). It is believed that the Hall plateaus are explained by
impurities (disorder) in the sample. In the presence of impurities the one-particle
states of electrons can be divided into two groups: extended states and spatially
localized states, which sit at the impurities. The localized states, of course, do not
carry the current. If the Fermi energy level of the sample is among the localized
states, the variation of the Fermi energy level do not change the Hall current. As the
result a plateau appears around ν = 1[7, 45, 44].
It should be mentioned here that the IQHE with ν > 1 is described in a similar fashion
using as a ground state the state with ν filled Landau levels.
11.4 FQHE
In the previous section the ground state (11.30) for ν = 1 IQHE was constructed by
combining antisymmetrically all possible one-particle wave-functions ψnL=0 from the lowest
Landau level. It has eventually turned out that (11.30) takes into account the Coulomb
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interaction. We argue that neglecting the states from the higher Landau levels5, the many-
body state (11.30) is a ground state for every reasonable potential energy. The reason is
simple: the N -particle fermionic state is given uniquely in the N -dimensional LLL Hilbert
space.
Experiments, however, show that the Hall plateaus also appear for some fractional
filling factors ν. The Coulomb interaction plays a decisive role in understanding of the
FQHE. It is obvious that the ground state of the kinetic part of the Hamiltonian HK of
the partially filled LLL is degenerate. Therefore the Coulomb interaction determines the
ground state of the total Hamiltonian H .
R. Laughlin [49] proposed a trial function for the ground state of the FQHE for ν = 1
m
:
Ψm(z1, z2...zN ) = N
(m)
∏
i>j
(zi − zj)m exp(−
N∑
k=1
|zk|2), (11.31)
where N (m) is a normalization factor. Antisymmetry forces m to be an odd integer,
i.e., m = 1, 3, 5, .... Using plasma analogy Laughlin demonstrated [49] that the state
(11.31) prefers highly homogeneous probability distribution density ρ = 1
2πl2
B
m
, which really
corresponds to the filling factor ν = 1
m
. Moreover, the numerical simulations of systems
with small number of electrons displayed excellent overlap of the Laughlin trial function
(11.31) with the real ground state.
The angular momentum operator for a many-body state with all electrons in the lowest
Landau level is given by:
L =
∑
i
~b†ibi, (11.32)
where b†i and bi act on the i
th electron. The Laughlin trial wave-function (11.31) is the
eigenstate of the operator (11.32) with the eigenvalue:
L(m) = ~m
N(N − 1)
2
. (11.33)
The maximal angular momentum of individual electrons lemax is:
lemax = ~m(N − 1), (11.34)
which defines the spatial size and the filling factor of the system. According to (B.13) the
electrons occupy the disk of radius R =
√
2m(N − 1)lB with the mean density:
ρ =
N
2πm(N − 1)l2B
→ 1
m
ρDS N >> 1 (11.35)
with ρDS denoting the mean density of the filled LLL. Thus, we have convinced ourselves
that (11.31) really corresponds to the filling factor ν = 1
m
.
5which can be done if the characteristic potential energy V ∼ e
2
lB
is much less than the gap between the
Landau levels ~ωC
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Experiments and numerical studies indicate the uniqueness of the FQHE ground state
and the finite-energy excitation gap. We shall assume this is true and follow the ingenious
Gedankenexperiment due to R. Laughlin to derive the charged excitation6 wave function
from (11.31). Imagine an infinitely thin solenoid piercing the quantum Hall system at the
origin of the coordinate frame with adiabatically7 increasing magnetic flux Φ from Φi = 0
to Φf = ±2π~e . Due to its uniqueness, the ground state (11.31) evolves as the eigenstate of
the changing Hamiltonian. The solenoid does not produce any magnetic field in the plane,
but its flux produces the Aharanov-Bo¨hm (AB) phase change. However, if the flux of the
solenoid is equal to ±2π~
e
(the Dirac flux quantum), the existence of the solenoid is totally
unobservable. The AB phase shift in this case is ±2π. Hence, the final Hamiltonian is
equivalent to the initial quantum Hall Hamiltonian (11.8) and the ground state (11.31) has
evolved into the excited state.
Putting the Dirac quantum flux by hand (without the adiabatic evolution) is equivalent
to the singular gauge transformation of the one-particle wave-function ψ(r, φ):
ψ(r, φ)→ exp[iqφ]ψ(r, φ), (11.36)
where q = +1 for Φf = +
2π~
e
and q = −1 for Φf = −2π~e . For the polynomial part of the
LLL function ψnL=0(z) (B.8) the transformation yields:
zn → exp[iqφ]zn, (11.37)
which is not analytic and hence does not belong to the LLL. The LLL analyticity (B.6)
requires that for the adiabatic evolution of the flux:
zn → zn+1 q = 1
zn → ∂
∂z
zn q = −1 (11.38)
The last transformation acts on the Laughlin trial state (11.31) as:
|Ψm〉 →
∏
r
b†r|Ψm〉 q = 1 (11.39)
|Ψm〉 →
∏
r
br|Ψm〉 q = −1. (11.40)
The transformation increases (resp. decreases) the angular momenta of all electrons in
(11.39) (resp. (11.40)) by one unit. The RHS of (11.39) (resp. (11.40)) are called quasiholes
(resp. quasielectrons) centered at the origin. We shall explain these names shortly by
6There appear to be also neutral collective gapful excitations [44], but we shall not discuss them in this
work.
7Adiabatically means that the flux changes at the time scale τ >> ~
∆
, where ∆ is the excitation energy
gap of the spectrum
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calculating the charge of the excitations. Using (B.3) the last expressions can be rewritten
as:
Ψm(z1, z2, ..., zN )→ exp(−
N∑
k=1
|zk|2)
∏
r
zr
∏
i>j
(zi − zj)m q = 1
Ψm(z1, z2, ..., zN)→ exp(−
N∑
k=1
|zk|2)
∏
r
∂
∂zr
∏
i>j
(zi − zj)m q = −1. (11.41)
The excitations in (11.41) are localized around the origin of the coordinate system
frame, but in fact their center can be shifted. The quasihole Ψm+Z0 (resp. quasielectron
Ψm−Z0 ) with the center at Z0 = x0 + iy0 is given by:
Ψm+Z0 (Z1, Z2, ..., ZN) = exp(−
∑N
k=1 |Zk|2
4l2B
)
∏
r
(Zr − Z0)
∏
i>j
(Zi − Zj)m (11.42)
Ψm−Z0 (Z1, Z2, ..., ZN) = exp(−
∑N
k=1 |Zk|2
4l2B
)
∏
r
(2
∂
∂Zr
− Z
∗
0
l2B
)
∏
i>j
(Zi − Zj)m, (11.43)
where the dimensionful variables are used Zi = xi + iyi and
∂
∂Zi
= 1
2
( ∂
∂xi
− i ∂
∂yi
) instead
of our definition (B.4). Numerical studies of systems with few electrons showed that the
states (11.42) and (11.43) have a good overlap with the real localized excited states.
What is the charge of the quasihole (11.41)? To answer this question let us examine
the gauge fields at large distance L in our Gedankenexperiment. The changing flux Φ
generates the circulation of the electric field Eφ in accordance with the Faraday’s law (see
Fig. 11.2):
2πLEφ = − ∂
∂t
Φ, (11.44)
where we take L >> lB. The circulating electric field generates the radial Hall current (see
Fig. 11.2):
Jr =
e2ν
2π~
Eφ. (11.45)
Substituting (11.45) into (11.44) and integrating in time (from Φi to Φf ) we readily get:
2π~
e2ν
∆q = ΦD ⇒ ∆q = νe, (11.46)
where ∆q is a change of charge inside the circle of radius L during the adiabatic evolution,
i.e., ∆q is the charge of the excitation. The surprising fact is that the charge of the
quasihole makes only a fractional part of the absolute value of the electron charge! Similar
consideration leads to the value ∆q = −νe for the quasielectron. It is encouraging that the
Laughlin quasiparticles with the fractional electric charge have been recently discovered
experimentally [16, 18].
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Figure 11.2: Electric field and the Hall current due to the gedanken flux change [44]
11.5 Anyons in FQHE
In this final section we examine the main question of this chapter: What is the statistics
of the Laughlin quasiparticles (11.42,11.43)? The answer to this question can be found by
calculating the Berry’s phase [50] during the adiabatic transport of the quasiparticle.
Imagine that a quantum system is governed by the Hamiltonian HR(t), which depends
on some time-dependent parameter R(t). In the case of interest R(t) will be identified
with the position of the quasihole Z0(t) (11.42). Assume that the solution of the time-
independent Schro¨dinger equation can be found:
HR(t)ψ
i
R(t)(x) = ǫ
i
R(t)ψ
i
R(t)(x), (11.47)
where ǫi
R(t) is an element of the discrete spectrum and by x we denote a full set of the
coordinates. Both ǫiR(t) and ψ
i
R(t)(x) implicitly depend on time t. Imagine also that we
are interested in the evolution of some state ψ(t, x), which is the ith eigenstate of the
Hamiltonian HR(t) at initial time t = 0:
ψ(t = 0, x) = ψiR(t)(x). (11.48)
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If the Hamiltonian HR(t) evolves adiabatically
8 then the state ψ(t, x) is given by:
ψ(t, x) = ψiR(t)(x)e
iγ(t)e
− i
~
R t
0 ǫ
i
R(t′)
dt′
, (11.49)
i.e., is the ith eigenstate of the Hamiltonian HR(t) at any time. The phase − 1~
∫
ǫi
R(t′)dt
′ is
an ordinary dynamical phase, while the phase γ(t) is an additional correcting phase. The
phase γ(t) is not physical, because it is gauge-variant: we can choose the phases of the
eigenstates ψi
R(t)(x) (11.47) differently as time grows and this non-physical choice definitely
affects the phase γ. However, in the special case of the closed path in the parameter space:
R(t = 0) = R(t = T ) (11.50)
the Berry’s phase γB = γ(T ) is physical (gauge-invariant) and is given by the integral:
γB = i
∫ T
0
〈ψ(t)| d
dt
ψ(t)〉dt = i
∮
〈ψ(t)| d
dR
ψ(t)〉dR, (11.51)
where the last relation expresses the Berry’s phase as a contour integral in the parameter
space.
Let us calculate the Berry’s phase γB for a quasihole (11.42), the center of which
traverses the circular loop of radius R >> lB in the clockwise direction. Denoting by N
m+
the normalization factor9 of the quasihole state (11.42):
γB = i|Nm+|2
∫ T
0
dt〈Ψm+Z0(t)|
d
dt
Ψm+Z0(t)〉 =
= i|Nm+|2
∫ T
0
dt〈Ψm+Z0(t)|
d
dt
∑
r
ln(Zr − Z0(t))|Ψm+Z0(t)〉 =
= −i|Nm+|2
∮
dZ0〈Ψm+Z0(t)|
∑
r
1
Zr − Z0(t) |Ψ
m+
Z0(t)
〉 =
= −i|Nm+|2
∮
dZ0
∫
dxdy〈Ψm+Z0(t)|
∑
r
δ(Z − Zr) 1
Z − Z0(t) |Ψ
m+
Z0(t)
〉, (11.52)
where Z = x+iy and in the last relation we introduced the integration of the delta function.
Note that the mean electron density ρm+Z0(t) in the state Ψ
m+
Z0(t)
is given by:
ρm+Z0(t) = |Nm+|2
∫
dxdy〈Ψm+Z0(t)|
∑
r
δ(Z − Zr)|Ψm+Z0(t)〉. (11.53)
Substituting this expression into (11.52) we readily get:
γB = −i
∮
dZ0
∫
dxdyρm+Z0 (Z)
1
Z − Z0 . (11.54)
8Adiabatically means that the flux changes at the time scale τ >> ~
∆
, where ∆ is the excitation energy
gap of the spectrum
9The wave functions (11.42), 11.43) are unnormalized.
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At this point we divide the integral into two parts writing the mean electron density
ρm+Z0 (Z) as ρ
m+ δρm+Z0 (Z), where ρ
m = ν eB
2π~
is a homogeneous mean electron density of the
Laughlin ground state function (11.31) and δρm+Z0 (Z) is a correction due to the presence of
the quasihole. The first part of the integral (11.54) with ρm can be easily calculated using
the residue theorem with the result:
γ
(1)
B = −ν|e|BS, (11.55)
where S = πR2. The second part of the integral (11.52) γ
(2)
B vanishes due to symmetry. Due
to Aharanov and Bo¨hm the particle with charge q acquires the magnetic phase ∆φAB =
−qBS (10.15) encircling the area S in the magnetic field. Hence we recover our old result
that the quasihole has the charge ν|e|.
We examine the statistics of the quasiholes in the similar fashion: we take the state
Ψm++
Z0, eZ0 with two quasiholes with centers at Z0 and Z˜0:
Ψm++
Z0, eZ0 =
∏
r
(Zr − Z0)(Zr − Z˜0)Ψm (11.56)
and perform the adiabatic transport of one quasihole (located at Z0) around another static
quasihole (located at Z˜0). The calculation of the Berry’s phase goes through the same lines
here with the result similar to (11.54):
γB = −i
∮
dZ0
∫
dxdyρm++
Z0, eZ0(Z)
1
Z − Z0 , (11.57)
where the mean electron density can be decomposed now into three parts ρm++
Z0, eZ0(Z) =
ρm + δρm+Z0 + ρ
m+
eZ0 . The first part gives us the Aharanov-Bo¨hm phase (11.55), the second
part vanishes due to symmetry as before. Finally, the third part, which corresponds to the
presence of the static quasihole produces an additional phase shift:
γ
(3)
B = 2πν. (11.58)
The rotation can be interpreted as a double exchange of the two quasiholes (see
Chapter 10). The statistical exchange phase ∆φ is thus given by:
∆φ = πν. (11.59)
Finally we come to the conclusion: the Laughlin quasiholes with ν = 1
m
, m = 3, 5, ... are
the physical realization of anyons. It is important to remark that the fractional statistics
of the quasiparticles is deeply connected with their fractional charge.
Chapter 12
Conclusions
In this diploma thesis we investigated the electrodynamics in the plane. The theories
of our main interest were the pure QED3, defined by the Maxwell Lagrangian, and its
extended version called the Maxwell-Chern-Simons theory. The celebrated Chern-Simons
term is characteristic only for odd-dimensional spacetimes and gives rise to non-zero photon
mass. We tried to make a general review of the basic findings made in this part of the
planar physics and paid special attention to the differences between four-dimensional and
three-dimensional physics. At this point we should mention that the literature about the
three-dimensional quantum electrodynamics and the Chern-Simons term in particular is
very vast and the subject is active. The review is by no means comprehensive. Reason
for presenting the (slightly extended) diploma thesis publicly is simple: It gave us much
pleasure to collect the knowledge on this intriguing subject, and we optimistically believe
that this little work might convey it also to others.
In Chapter 2 the classical version of the electrodynamics was briefly considered. We
showed that the Huygens’ principle is violated by both the pure Maxwell and the MCS
electrodynamics. This indicates the difficulties in calculations of classical radiation of
a point charge. The electric potential of the static point charge in the pure Maxwell
electrodynamics is logarithmic, i.e., confining. In contrast in the Maxwell-Chern-Simons
theory the point charge generates the electric and the magnetic fields in its vicinity.
In Chapter 3 we developed the Dirac formalism in the plane. First we constructed
the minimal 2 × 2 realization of the Dirac γ matrices in three-dimensional spacetime.
The Dirac algebra is, in fact, realized by the Pauli matrices. There is no γ5 matrix in
this 2 × 2 realization; i.e., there is no place for continuous chiral symmetry in the theory.
Consequently we explicitly found the plane wave solutions of the Dirac equation and derived
the Pauli equation for a charged particle in the electromagnetic field.
In the following Chapter 4 we investigated the unitary irreducible representations of
the Poincare´ group in three-dimensional spacetime. We found out that the stability group
for massive and massless particles are SO(2) ∼ R and Z2 ⊗ R respectively. These groups
are Abelian and their unitary irreducible representations, which are one-dimensional, are
labeled by an arbitrary real number. The striking consequence of this fact is that the spin
Hilbert space of relativistic particles is one-dimensional and that spin may take arbitrary
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real values. It opens up the possibility of the existence of anyons in the plane, i.e., particles
with arbitrary spin and statistics. Subsequently we also connected various free covariant
fields with the unitary irreducible representations of the Poincare´ group, which provides a
particle content to various field theories.
Chapter 5 was devoted to the quantization of free fields with the special emphasis on
quantization of the gauge fields in the Coulomb gauge. We demonstrated that the pure
Maxwell electrodynamics is the theory of massless photons with zero spin. As far as the
Maxwell-Chern-Simons theory is concerned, exploiting the well-known Dirac procedure,
we showed that it describes massive photons with spin one.
In Chapter 6 we were dealing with the subtleties of discrete transformations for massless
and massive particles in three-dimensional spacetime. First we illustrated the problems,
which arise after employing the naive definitions. Subsequently the general approach was
developed, which relies on basic commutation relations. We showed that parity and time-
reversal are well-defined for massless particles. For massive particles, however, we were not
able to find meaningful parity and time-reversal operators. After that combined symmetry
was introduced and it was shown that this is a good symmetry for massive particles.
We also demonstrated that there are no difficulties in defining the charge-conjugation
transformation for both massive and massless particles.
In Chapter 7 some perturbative calculations were performed in the MCS theory. The
theory is superrenormalizable (e2 has dimension of mass) and it has only a few diagrams
with non-negative superficial degree of divergence D. We calculated two of them (one-loop
vacuum polarization diagram and one-loop electron self-energy diagram) using dimensional
regularization. The vacuum polarization renormalizes the mass and the wave function, but
preserves the generic structure of the photon propagator. As for the electron self-energy
is concerned we demonstrated that the renormalized fermion mass is a gauge-dependent
quantity. We also showed that the infrared divergences may be encountered in higher-
order calculations. These problems are cured by using the Landau gauge. We discussed
the reasons why this gauge is exceptional. Finally, the running coupling constant was also
calculated in the MCS theory in the framework of renormalized perturbative theory with
the light photon µ → 0. It was shown that to one-loop order it has the regular behavior
for all energy scales.
In the following Chapter 8 we examined more thoroughly the CS term induced by
massive fermions. First, the notion of the one-loop effective action was introduced. We
developed the perturbative expansion of the effective action in the coupling constant e
and demonstrated the emergence of the CS term for the slowly varying background elec-
tromagnetic field. Subsequently, the powerful non-perturbative ”proper-time” technique
developed by J. Schwinger was employed for calculation of the effective action in the con-
stant background gauge field.
Chapter 9 was devoted to non-relativistic electron-electron interaction in two spatial
dimensions. With classical heuristic consideration in mind we showed that it is plausible
to assume the existence of bound states. Using first the Pauli equation and then the
non-relativistic reduction of the tree-level Feynman diagrams we showed that the presence
of the Chern-Simons term in the Lagrangian opens the possibility of an attraction of two
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electrons. We also briefly discussed the possibility of the existence of non-relativistic bound
states in the theory.
The pure Chern-Simons theory (without the Maxwell term) also attracts a lot of atten-
tion because it describes anyons. In Chapter 10 we introduced and investigated the pure
Chern-Simons theory. The one-loop calculations of the non-relativistic scattering of two
fermions was performed first in the Pauli theory and then in the fully relativistic Chern-
Simons theory. The amplitudes, obtained by these two different approaches, differ by a
term, which comes from the modification of the spin of electron. It is a manifestation of
the spin transmutation, which arises in the pure Chern-Simons theory due to the one-loop
vertex correction digram.
The final Chapter 11 was devoted to arguably the most prominent application of the
planar physics- the quantum Hall effect. First we briefly introduced this quantum phe-
nomenon. We presented the theoretical explanation of the integer quantum Hall effect and
1
m
fractional quantum Hall effect. Subsequently, the charge and the statistics of the Laugh-
lin quasiparticles were examined using the Berry’s phase technique. As the main outcome
of this Chapter, it turned out that the quasiparticles have fractional charge and are the
anyons. Although QHE definitely belongs to the realm of the non-relativistic quantum
physics, which was not the main topic of this thesis; it provides clear and experimentally
confirmed realization of the anyons, particles which we met few times in this work.
Appendix A
Aspects of classical and quantum
mechanics
Classical mechanics
Let us assume that the classical gravitation potential φ(x) in the plane solves the Poisson
equation:
∆φ(x) = ρ(x), (A.1)
where ∆ is the two-dimensional Laplace operator and ρ(x) is a matter density field. Solving
this equation for a point particle with mass M in two spatial dimensions we readily obtain
the logarithmic gravitational potential φ(r):
φ(r) =
M
2π
ln r. (A.2)
The logarithmic potential does not have an asymptote for r → ∞, so every two massive
particles are bound by gravity. It is a well-known fact that there are only two types of
central potentials (φ ∼ 1
r
and φ ∼ r2) in classical mechanics, which create closed orbits for
general finite motions. In the case of the logarithmic potential general orbits are not closed.
That is why it is not possible to find an explicit solution of the Kepler problem- motion of
a point mass in the central logarithmic field. We can try to derive Rutherford’s formula
for the scattering experiment, but some difficulties arise. First we shall try to calculate
a scattering angle δα as a function of initial(=final) distance R between a scattering test
particle and a source of the mass M . Total energy is conserved so we obtain:
v20 +
M
π
ln(R) = v2 +
M
π
ln(r), (A.3)
where v20 resp. R are the initial velocity of the scattering particle resp. the initial distance
between the particle and the source. Angular momentum is a pseudoscalar quantity in the
planar world:
L = xpy − ypx (A.4)
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and is also conserved in the central field:
v0b =
dα
dt
r2, (A.5)
where b is an impact parameter and α is a polar angle of the particle. Combining (A.3)
and (A.5) we obtain:
dα
dr
=
v0b
r2
√
v20 +
M
π
ln R
r
− (v0b
r
)2
. (A.6)
This equation can be formally integrated for the initial distance rin = R and the final
distance rf = R:
δα = 2
R∫
rmin
v0b
r2
√
v20 +
M
π
ln R
r
− (v0b
r
)2
dr, (A.7)
where rmin is a minimal distance between the particle and the source. It can be easily
calculated from (A.3). We were not able to calculate this integral. As was mentioned before
the logarithmic potential does not have an asymptote for r → ∞, so it is meaningless to
take R→∞ limit in (A.7) because for sufficiently large R we enter relativistic domain, so
(A.7) is not applicable anymore.
Some aspects of non-relativistic quantum mechanics
Here we shall review some interesting aspects of quantum mechanics in the plane. In
analogy with (A.4) the angular momentum Lˆ operator is a pseudoscalar quantity:
Lˆ = xˆ1pˆ2 − xˆ2pˆ1, (A.8)
which acquires the compact form in polar coordinates:
Lˆ = −i ∂
∂φ
. (A.9)
Eigenfunctions of Lˆ are:
ψ(m)(φ) =
1
2π
eimφ, (A.10)
where the eigenvalue m is an integer for single-valued polar functions. We know that Lˆ is a
generator of plane rotations (SO(2)) in the Hilbert space of the particle. SO(2) is infinitely
connected space with universal covering group R, the additive group of real numbers. So
SO(2) has multivalued representations. If we also want to take multivalued representations
into our consideration, m may be any real number1.
1This corresponds to quantum-mechanical realization anyons
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The group SO(2) is Abelian, so the coupling of two angular momenta is trivial:
|M = m1 +m2〉 = |m1〉|m2〉, (A.11)
where |M〉 is an eigenfunction of the total angular momentum and |m1〉 resp. |m2〉 are the
eigenfunctions of the angular momentum of the first resp. second particle. Let us now find
stationary states of a free particle; i.e., we would like to solve the stationary Schro¨dinger
equation:
Hˆ|ψE〉 = E|ψE〉. (A.12)
The Hamiltonian H in polar coordinates is:
Hˆ =
Pˆ2
2M
= − ~
2
2M
(
∂2
∂r2
+
1
r
∂
∂r
+
1
r2
∂2
∂φ2
)
. (A.13)
This Hamiltonian Hˆ commutes with Lˆ, so we can seek the stationary state with definite
angular momentum m:
ψ(E,m)(r, φ) = f (E,m)(r)
1
2π
eimφ, (A.14)
where f (E,m)(r) is a radial function, that solves:
z2f ′′(z) + zf ′ + (z2 −m2)f(z) = 0, (A.15)
where z = κr and κ2 = 2ME
~
. In the last equation we recognize the well-known Bessel
equation, which has the general solution for integer m:
f(κr) = C1Jm(κr) + C2Nm(κr), (A.16)
where Jm(κr) resp. Nm(κr) are the Bessel (of the first kind) resp. the Neumann function
(Bessel function of the second kind) and Ci are some constants. Neumann functions,
however, are singular in the origin:
Nm(z) ∼ ln(z) m = 0
Nm(z) ∼ z−m m 6= 0, (A.17)
so they do not solve the original equation (A.12). Our final solution is:
ψm,κ(r, φ) = CJm(κr)
1
2π
eimφ. (A.18)
These solutions are normalized to delta function δ(E − E ′). This normalization condition
fixes the unknown constant C. The spectrum is continuous and non-degenerate.
If we add a central potential Vˆ (r) to the Hamiltonian Hˆ we obtain the new Hamiltonian:
Hˆ =
Pˆ2
2M
+ Vˆ (r), (A.19)
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which also commutes with Lˆ. The stationary states may be written as:
ψ(E,m)(r, φ) =
1√
r
f (E,m)(r)
1
2π
eimφ, (A.20)
where the radial function f (E,m)(r) solves the 1-dimensional Schro¨dinger equation:[
d2
dr2
+
2M
~2
(E − Vef(r,m))
]
f (E,m)(r) = 0 (A.21)
in the interval r ∈ (0,∞). The function 1√
r
f (E,m)(r) must be regular in the origin in order
to solve the Schro¨dinger equation (A.12). The effective potential is:
Vef(r,m) = V (r) +
~
2
2M
m2 − 1
4
r2
, (A.22)
where the second term is a m-dependent centrifugal barrier. The bound states must satisfy
the normalization condition: ∫ ∞
0
drf (E,m)(r)f (E ′m)(r) = 1 (A.23)
and the states from the continuous part of the energy spectrum must be normalized to
δ(E − E ′): ∫ ∞
0
drf ∗(E,m)(r)f (E ′m)(r) = δ(E − E ′). (A.24)
The central potential V (r) ∼ ln(r) is of particular interest because it is a Coulomb
potential in the plane. It’s not possible, however, to find an explicit analytical solution for
the spectrum and the eigenfunctions for this kind of potential[51].
It is shown in [47], that the scattering amplitude in the plane can be expressed as
follows:
ψ(ρ, φ) = eikx + f(φ)
eikρ√−iρ f(φ) =
1
i
√
2πk
+∞∑
m=−∞
(e2iδm − 1)eimφ,
where δm are the phase factors.
Appendix B
Quantum electron in external
magnetic field
The quantum evolution of a charged particle in an external magnetic field is governed by
the Hamiltonian:
H =
1
2m
(p+ eA(x))2 =
1
2m
{
(px + eAx(x))2 + (py + eAy(x))2
}
. (B.1)
In Chapter 11 the spectrum of this Hamiltonian was found exploiting the general algebraic
relations. To find the eigenstates it is necessary, however, to fix the gauge. In this Ap-
pendix we use one particular gauge, which plays a central role in the QHE calculations-
the symmetric gauge. In this gauge both components of the vector potential are treated
symmetrically:
Ax =
1
2
B⊥y Ay = −1
2
B⊥x, (B.2)
which describes a homogeneous magnetic field B = (0, 0,−B⊥). The two sets of the
creation and annihilation operators introduced in (11.16) take the following form in the
symmetric gauge:
a = − i√
2
[
z +
∂
∂z∗
]
a† =
i√
2
[
z∗ − ∂
∂z
]
b =
1√
2
[
z∗ +
∂
∂z
]
b† =
1√
2
[
z − ∂
∂z∗
]
, (B.3)
where we introduced the dimensionless complex variables, which are very useful in this
treatment:
z =
1
2lB
(x+ iy) z∗ =
1
2lB
(x− iy)
∂
∂z
= lB(
∂
∂x
− i ∂
∂y
)
∂
∂z∗
= lB(
∂
∂x
+ i
∂
∂y
), (B.4)
lB =
√
~
eB⊥
is the magnetic length.
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Recalling that a is the annihilation operator of the Landau levels, the lowest Landau
level (LLL) condition a|ψL=0〉 = 0 looks in the symmetric gauge as:(
z +
∂
∂z∗
)
ψL=0(z, z
∗) = 0, (B.5)
where by ψL=0 we denote the general state from the lowest Landau level. This condition
can be solved:
ψL=0(z, z
∗) = f(z)e−|z|
2
=
∞∑
n=0
fn z
ne−|z|
2︸ ︷︷ ︸
ψ¯n
L=0
, (B.6)
where f(z) is some general function of z (only), i.e., f(z) is the analytic function of z. The
analytic function f(z) can be expanded in the Taylor series around z = 0 and the general
LLL wave function can be written as a linear combination of unnormalized wave functions
ψ¯nL=0. What is a physical meaning of the number n? To answer this question, we express
ψ¯nL=0 in the polar coordinates:
ψ¯nL=0(r, φ) = e
inφ
(
r
2lB
)n
exp(− r
2
4l2B
), (B.7)
where φ is the polar angle. The physical meaning of n is now clear: ψ¯nL=0 are the unnor-
malized eigenstates of the angular momentum operator and n is the angular momentum
quantum number, which differentiates the states in the LLL. Taking care of the normal-
ization, we obtain the LLL eigenstates of angular momentum ψnL=0(z, z
∗):
ψnL=0(z, z
∗) =
√
2n
2πl2Bn!︸ ︷︷ ︸
Nn
zne−|z|
2
. (B.8)
Using (B.3) it is easy to demonstrate that:
b†ψnL=0 =
√
n + 1ψn+1L=0 bψ
n
L=0 =
√
nψn−1L=0 (B.9)
and hence b† increases the angular momentum of the state by one unit and b decreases it
by the same amount.
The whole LLL Hilbert space can now be easily constructed: just take the vacuum
state |0〉 = ψ0L=0 and act gradually on it with the creation operators b†. The result is:
ψnL=0 =
1√
n!
(b†)n|0〉 = 1√
2n+1πl2Bn!
(
z − ∂
∂z∗
)n
exp(−|z|2). (B.10)
The whole one-particle Hilbert space can be constructed applying both the angular
momentum creation operators b† and the energy creation operators a† on the same vacuum
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as before:
ψnL=m =
1√
(n+m)!m!
(a†)m(b†)n+m|0〉
=
im√
2n+2m+1πl2Bm!(n +m)!
(
z∗ − ∂
∂z
)m(
z − ∂
∂z∗
)n+m
exp(−|z|2).(B.11)
This state lies in the mth Landau level and has the angular momentum n. Note that the
creation operator a† not only increases the energy level by one unit, but also simultaneously
decreases the angular momentum by one unit. It can be easily understood, expressing the
angular momentum operator L in terms of the creation and the annihilation operators:
L = xpx − ypy = ~(b†b− a†a). (B.12)
To gain the physical intuition we go back to the LLL and calculate the probability
density of the state ψnL=0:
|ψnL=0|2(r) = N2n
(
r
2lB
)2n
exp(− r
2
2l2B
) (B.13)
The probability density is angle-independent and as a function of r has a sharp peak at
rn =
√
2nlB. The radius rn defines the center of the ring-band, where the probability is
non-vanishing. The width of the ring-band is of order lB.
We also calculate the probability density current, given by the formula:
ji = − ie~
2m
[
ψ∗(Diψ)− (Diψ)∗ψ] Di = ∇i + ie
~
Ai. (B.14)
Substituting ψnL=0 into the last relation we obtain that only the angular part of the current
is non-vanishing:
jφ(r) = N2
e~
2m
[
2n
r
− r
l2B
]( r
2l
)2n
exp
(
− r
2
2l2B
)
. (B.15)
The current circulates in the clockwise direction (for r > rn) and in counterclockwise
direction (for r < rn) in the ring-band of radius rn.
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