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Abstract
The melting of a spherical or cylindrical nanoparticle is modelled as a Stefan problem by includ-
ing the effects of surface tension through the Gibbs-Thomson condition. A one-phase moving
boundary problem is derived from the general two-phase formulation in the singular limit of
slow conduction in the solid phase, and the resulting equations are studied analytically in the
limit of small time and large Stefan number. Further analytical approximations for the temper-
ature distribution and the position of the solid-melt interface are found by applying an integral
formulation together with an iterative scheme. All these analytical results are compared with
numerical solutions obtained using a front-fixing method, and are shown to provide good ap-
proximations in various regimes. The inclusion of surface tension, which acts to decrease the
melting temperature as the particle melts, is shown to accelerate the melting process. Unlike
the classical one-phase Stefan problem without surface tension, the solid-melt interface exhibits
blow-up at some critical radius of the particle (which for metals is of the order of a few nanome-
tres), a phenomenon that has been observed experimentally. An interesting feature of the model
is the prediction that surface tension drives superheating in the solid particle before blow-up
occurs.
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1. Introduction
During the past several decades, nanoparticles (nanowires, nanodisks, nanofilms and
nanotubes) have attracted a great deal of interest because of their unique physical and
chemical properties [1]. One of the most interesting phenomena is that some thermal
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properties of the material, such as the melting temperature, show size-dependent charac-
teristics at the nanoscale. Many experiments on the metallic nanoparticles, such as gold,
bismuth, tin and lead, indicate that the melting point of nanoparticles decreases with
decreasing particle size [2-5]. Pawlow [6] derived an expression for the melting point of a
spherical nanoparticle
T ∗f (R
∗) = T ∗m (1− ω/R∗) , ω = 2[γs − γl(ρs/ρ`)2/3]/ρsL, (1)
which is the well-known Gibbs-Thomson effect [7]. Here T ∗m is the bulk melting temper-
ature of the material, T ∗f (R
∗) is the melting point of a nanoparticle with a radius R∗, L
is the latent heat of fusion, ρs and ρ` are the mass density of the material in the solid
and liquid state, respectively. The parameters γs and γl are the surface tensions of the
solid and liquid phases, respectively. The Gibbs-Thomson effect has also been studied via
molecular dynamics simulations (see [8,9] for recent examples of such studies for both
spherical and non-spherical nanoparticles).
The present study is concerned with modelling the melting process of a nanoscaled
sphere or cylinder by assuming that heat flows through conduction only, and by sup-
posing that the melting temperature depends on the surface tension coefficient ω and
the particle size R∗ through the Gibbs-Thomson condition (1). The resulting moving
boundary problem is a subset of a wide class of problems that are generally referred to
as Stefan problems.
Classical Stefan problems without surface tension have received considerable attention
during the past century. As exact analytical solutions, such as the Neumman solution [10,
page 102], are available only in the most simple cases, many semi-analytical, approximate
and numerical methods have been developed. For example, for spherical or cylindrical
geometries, a small-time perturbation approach has been utilized by Davis & Hill [11],
Hill & Dewynne [12], Kucera & Hill [13] and McCue et al. [14], while large Stefan number
asymptotics have been described by Pedroso & Domoto [15], Riley et al. [16], Soward
[17], Stewartson & Waechter [18] and McCue et al. [14]. Of particular relevance to the
present study, Savino & Siegel [19], Shih & Tsay [20], Shih & Chou [21] and Dewynne
[22] employ an integral formulation and apply an iterative scheme to obtain a series
of successive approximate solutions, while Dewynne & Hill [23] and Dewynne & Hill
[24] use the integral formulation to derive some simple bounds on the temperature and
the solid-melt interface. We emphasise that these radially symmetric classical Stefan
problems without surface tension are well posed with solutions that exist for all times
up to complete melting.
Much less attention has been given to Stefan problems that include the effects of
surface tension (through the Gibbs-Thomson condition (1)), although many detailed
discussions are contained in Gupta [7], for example. For spherical particles, a small-
time series expansion (similar to that given in [11]) is employed by Wu et al. [25] for
the single-phase version of the problem, but the Stefan condition used in [25] does not
conserve heat at the solid-melt interface. In the present paper we also study the effect
of surface tension on the melting of spherical particles, and for completeness we consider
cylindrical particles as well. However, in Section 2 we follow closely the argument by
Evans & King [26,27], and derive the appropriate one-phase problem with the correct
Stefan condition. Solutions to this problem in the limits of small time and large Stefan
number are detailed in Sections 3 and 4, while in Section 5 we extend the method
presented in [19-24] (which is for constant melting temperature) to apply to the case in
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Fig. 1. Schematic of particle melting
which there is non-zero surface tension. We compare the various analytical results with
numerical values obtained from both enthalpy and front-fixing schemes in Section 6.
An interesting prediction of our model is that the speed of the solid-melt interface
becomes unbounded at a finite time before the particle has melted completely, and these
ideas are discussed in Section 7. This form of finite-time blow-up may be consistent with
the phenomenon of abrupt melting [28], observed when nanoscaled particles are melted.
However, there are limitations of using the present model for nanoscaled melting, such
as the nature of the one-phase formulation, and the natural restrictions of continuum
hypotheses on the nanoscale. These issues are discussed in Section 8. Attention is also
given to the prediction that melting on the nanoscale leads to superheating within the
solid particles. Time-reversal and higher-dimensional problems are also discussed.
2. Derivation of one-phase limit
2.1. Two-phase problem
The geometry for the melting process in question is shown in Fig. 1. The temperature,
thermal conductivity and specific heat of different phases are denoted by T ∗i (r
∗, t∗), ki
and ci, respectively (i = l refers to the liquid phase and i = s refers to the solid phases).
The mass density of the two phases are assumed to be constant and the same value.
The initial temperature of the particle is U∗s (r
∗). At time t∗ = 0 the temperature on the
surface is suddenly raised to T ∗a , which is higher than the melting point, and subsequently
remains unchanged. The particle begins to melt, with the evolving solid-melt interface
position denoted by r∗ = R∗(t∗).
The problem is scaled by introducing the nondimensional variables
r =
r∗
a∗
, R(t) =
R∗(t∗)
a∗
, t =
k`
ρc`a∗2
t∗, ∆T = T ∗a − T ∗m
(
1− ω
a∗
)
,
T`(r, t) =
T ∗` (r
∗, t∗)− T ∗m(1− ω/a∗)
∆T
, Ts(r, t) =
T ∗s (r
∗, t∗)− T ∗m(1− ω/a∗)
∆T
.
The non-dimensional two-phase Stefan problem now reduces to solving the heat conduc-
tion equations
3
∂T`
∂t
=
∂2T`
∂r2
+
m
r
∂T`
∂r
in R(t) < r < 1, (2)
∂Ts
∂t
=
κ
δ
(
∂2Ts
∂r2
+
m
r
∂Ts
∂r
)
in 0 < r < R(t), (3)
where m is a parameter which takes the value m = 1 for a cylindrical particle, and m = 2
for a spherical one. The governing equations are subject to the boundary conditions
T` = 1 on r = 1, (4)
T` = Ts = σ
(
1− 1
R
)
on r = R(t), (5)
∂T`
∂r
− κ∂Ts
∂r
= −dR
dt
[(1− δ)T` + α− σ(1− δ)] on r = R(t), (6)
∂Ts
∂r
= 0 on r = 0, (7)
and initial conditions
Ts(r, 0) = Us(r), R = 1, at t = 0. (8)
The four dimensionless parameters in the problem are defined by
κ =
ks
k`
, δ =
cs
c`
, σ =
ωT ∗m
a∗∆T
, α =
L
c`∆T
.
These are the ratio of thermal conductivities, the ratio of specific heat capacities, the
surface tension parameter and the Stefan number, respectively. The other input is the
dimensionless initial temperature Us(r). For many application Us is considered constant
and acts as another dimensionless parameter.
2.2. One-phase problem for σ = 0 and Us(r) ≡ 0
In Section 2.3 we shall be concerned with deriving an approximate one-phase limit
from the full two-phase problem (2)-(8). However, we first note that when the surface
tension σ = 0, an exact one-phase problem arises if the solid is initially at the melting
temperature (that is, if Us(r) ≡ 0). In this case heat flows in the liquid phase only, and
the one-phase problem is to solve (2) subject to the boundary conditions (4) and
T` = 0,
∂T`
∂r
= −αdR
dt
on r = R(t), (9)
together with the initial condition R(0) = 1. We observe there is only one parameter in
this problem, the Stefan number α, and that this one-phase problem results regardless of
κ and δ. The one-phase problem (2), (4) and (9) has received considerable attention in
the literature, as mentioned in the Introduction. Of particular note, asymptotic solutions
for small time [11-13] and large Stefan number [15-18] have been derived, and further
approximations have been detailed using an iterative scheme [17-19]. We shall extend all
these approaches to include the effects of surface tension in Sections 3-5 below.
4
2.3. One-phase limit for σ 6= 0
For the case in which σ 6= 0, there can never be a true one-phase problem, even if
Us(r) ≡ 0, since the temperature at the solid-melt interface changes as the interface
evolves, meaning there will always be temperature gradients in the solid phase. However,
in the limit κ ¿ 1, which corresponds to slow conduction in the solid phase, a self-
consistent one-phase limit can be derived, as desribed by Evans & King [26,27], and
repeated below for completeness.
It is worth noting that in the past, a number of researchers have considered one-phase
problems with surface tension that arise by simply ignoring (3) and setting κ = 0 in
(6). See, for example, Wu et al. [25] and Herraiz et al. [29], who both consider one-phase
Stefan problems for spheres. As explained in some detail by Evans & King [26,27], this
practise does not conserve heat at the interface, and should be avoided. Further, we
reiterate that even if σ = 0 then the one-phase problem (2), (4) and (9) only arises if
Us(r) ≡ 0. If Us(r) 6≡ 0 then a one-phase limit can only be derived under the assumption
κ¿ 1 (see Struckmeier & Unterreiter [30]) as described below.
For κ ¿ 1 we have from (3) that Ts ∼ Us(r) in the solid away from the moving
boundary r = R(t). This means there must be an interior layer in the solid near r = R(t)
where the temperature changes rapidly roughly from Us(r) (away from r = R(t)) to
σ(1− 1/R) (on r = R(t)).
The interior layer is for
r = R(t)− κr˜,
where r˜ = O(1). To leading order we write Ts ∼ T˜s(r, t), so that
∂2T˜s
∂r˜2
= δ
dR
dt
∂T˜s
∂r˜
.
We solve this equation subject to the boundary conditions
T˜s = T`(R(t), t) on r˜ = 0, T˜s → Us(R(t)) as r˜ →∞, (10)
where the second condition in (10) comes from matching back into the region away from
the moving boundary. The result is that
T˜s ∼ Us(R(t)) + [T`(R(t), t)− Us(R(t))]eδR˙(t)r˜. (11)
This solution is valid provided R˙(t) < 0, which is true in the present melting context
(but not in the ill-posed case of crystal growth from a seed in a supercooled liquid). We
now have from (11) a quantitative description of how the temperature rapidly changes
near the moving boundary.
To derive the correct boundary conditions for the liquid phase we note that on the
moving boundary r = R(t) we have r˜ = 0, and so
−κ∂Ts
∂r
= δR˙(t)[T`(R(t), t)− Us(R(t))]
there. This expression can be directly substituted into (6) to eliminate Ts. Thus, in
summary, when κ¿ 1 the appropriate one-phase limit involves solving
5
∂T`
∂t
=
∂2T`
∂r2
+
m
r
∂T`
∂r
in R(t) < r < 1, (12)
T` = 1 on r = 1, (13)
T` = σ
(
1− 1
R
)
on r = R(t), (14)
∂T`
∂r
= −dR
dt
(T` + α− σ(1− δ)− δUs) on r = R(t), (15)
with the initial condition R(0) = 1. In the solid region away from the interface we have
Ts ∼ Us(r), while for the interior region the temperature is given by (11). As discussed
above, the correct Stefan condition (15) does not arise by naively setting κ = 0 in (6),
and can only be derived by carefully considering the singular limit κ→ 0.
The following points are worth mentioning. First, we note that this entire one-phase
model must break down at times for which R(t) = O(κ), when the size of the solid region
is of the same order as the interior layer. Furthermore, when σ 6= 0 the solution to the
one-phase problem equations (12)-(15) ceases to exist before the limit R = 0 is reached.
From (14)-(15) we see that the velocity of the interface dR/dt→ −∞ as R→ R+c , where
the critical radius Rc is the root of the equation
Rc =
σ
σδ + α− δUs(Rc) . (16)
The corresponding temperature on the interface is
lim
R→R+c
T`(R(t), t) = −[α− σ(1− δ)− δUs(Rc)], (17)
which forms a lower bound on the temperature (in the liquid) generally. Thus the model
predicts there will be a form of blow-up before the particle melts completely (see Sec-
tion 7 for further discussions). A phenomenon very similar in nature has been observed
experimentally, and is referred to as abrupt melting [28].
Second, while in general the boundary conditions (14)-(15) depend on σ, α, and δUs(r),
the commonly assumed initial condition Us ≡ constant implies that the only important
parameters are σ and the combination β = α− σ(1− δ)− δUs, where here β acts as an
effective Stefan number.
Finally, we note that for the case Us ≡ 0, corresponding to the entire solid being
initially at the melting temperature, the limiting one-phase problem (12)-(15) does not
depend on κ (as is the case for the classical one-phase problem (2), (4) and (9)), but this
parameter is required to describe the interior layer through (11).
3. Small-time behaviour
The small-time behaviour of the solution to the one-phase problem (12)-(15) is briefly
described here by extending the approach of Davis & Hill [11] and Hill & Dewynne [12],
which was applied to the case σ = 0. An equivalent procedure was detailed in Wu et al.
for σ 6= 0 with different boundary conditions to (14)-(15).
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3.1. Spherical geometry
We anticipate self-similar leading order behaviour as t→ 0+, and look for solutions of
the form
T`(r, t) ∼ 1
r
{
A0(X) +A1(X)Y
}
as Y → 0, (18)
where
X =
1− r
1−R and Y = 1−R (19)
are similarity and time-like variables, respectively. The functions A0 and A1 satisfy cer-
tain ordinary differential equations with boundary conditions
A0 = 1, A1 = 0, on X = 0,
A0 = 0, A1 = −σ, on X = 1.
The solutions are
A0(X) = 1−
erf
(√
γ
2 X
)
erf
(√
γ
2
) , A1(X) = −σX + c1X (1− eγ(1−X2)/2) , (20)
where γ is the real root of the well-known transcendental equation [10, page 103]
[α− σ(1− δ)− δUs(1)]
√
piγ
2
eγ/2erf
(√
γ
2
)
= 1,
and c1 is the constant
c1 =
γ[α+ δσ − δUs(1)− δU ′s(1)] + σ
γ + 3
.
The location of the free boundary is found to be given implicitly by
t ∼ 1
2γ
(1−R)2 − c2
γ(3 + γ)
(1−R)3 +O((1−R)4), as R→ 1−,
and where the constant c2 is given by
c2 = 1 +
(γ + 1)σ − γδU ′s(1)
α− σ(1− δ)− δUs(1) , (21)
with the dash denoting a derivative with respect to R. Thus we see that for small time
the melting process is only weakly dependent on the surface tension σ. In particular,
with δ = 1 the effects of σ appear in the correction terms only.
3.2. Cylindrical geometry
Again we expect self-similar behaviour at leading order, and thus write
T`(r, t) ∼ B0(X) +B1(X)Y as Y → 0,
7
where X and Y are given in (19). The function B0 turns out to be the same function as
A0, given in (20)1, while B1 is
B1(X) = −σX + X6
{
3B0(X) + d1
(
1− e(1−X2)γ/2
)}
,
where d1 denotes the constant
d1 =
6[γ(σ − δU ′s(1)) + σ]
γ + 3
.
The location of the solid-melt interface is found to be given implicitly by
t ∼ 1
2γ
(1−R)2 − c2 − 1
γ(3 + γ)
(1−R)3 +O((1−R)4), as R→ 1−,
where the constant c2 is defined in (21). As with the spherical case, we see that the
surface tension has a weak effect during the initial stages of the melting process.
4. Large Stefan number limit
We present here a summary of the limiting behaviour of the one-phase problem (12)-
(15) as the Stefan number α → ∞. This limit is particularly relevant for melting nano-
scaled particles, since in typical experiments the temperature imposed at the surface
of a particle is not much higher than the melting point, leading to high Stefan num-
bers. In [28], for example, where gold particles, whose radius is of the order of tens to a
hundred nanometres, are melted, they have L = 63718 J/kg, cl = 129 J/(kg· K), when
∆T = 100 K, which gives α = 4.94. Of course smaller values of ∆T produce larger Stefan
numbers.
In what follows we have left the initial temperature profile Us(r) arbitrary, but we
recall that for the situation in which Us = constant, the one-phase problem depends only
on surface tension σ and the effective Stefan number β = α − σ(1 − δ) − δUs. Thus, in
this special (but frequently assumed) case, we may set Us = 0, δ = 1, in the following
formulae, and replace α with β.
4.1. Time-scale t = O(α)
The first time-scale is for t = O(α). Here the details are a simple extension of that
given in Pedroso & Domoto [15] and Riley et al. [16]. The appropriate rescaling of time
is t = αtˆ, where tˆ = O(1), and so by choosing to employ R as the time-like independent
variable, the location of the moving boundary is described by the function tˆ(R).
In the limit α→∞ we seek solutions to (12)-(15) of the form
T ∼ Tˆ0(r,R) + 1
α
Tˆ1(r,R) +
1
α2
Tˆ2(r,R) +O(α−3), (22)
tˆ ∼ tˆ0(R) + 1
α
tˆ1(R) +
1
α2
tˆ2(R) +O(α−3), (23)
so that the leading order problem is
∂2Tˆ0
∂r2
+
m
r
∂Tˆ0
∂r
= 0 for R < r < 1, Tˆ0 = 1 on r = 1, (24)
8
Tˆ0 = σ
(
1− 1
R
)
, tˆ′0
∂Tˆ0
∂r
= −1 on r = R, (25)
where the dash denotes a derivative with respect to R. We note that (24)-(25) also
describes the radially-symmetric problem of contracting bubbles of air in Hele-Shaw cells
(m = 1) or in porous media (m = 2), otherwise filled with viscous fluid (see [32-33], for
example). In that case the function Tˆ0 represents fluid pressure, and the (averaged) fluid
velocity is recovered by q = −∇Tˆ0.
The problems for Tˆ1 and Tˆ2 are
∂2Tˆ1
∂r2
+
m
r
∂Tˆ1
∂r
=
1
tˆ′0
∂Tˆ0
∂R
for R < r < 1, Tˆ1 = 0 on r = 1,
Tˆ1 = 0, tˆ′1 = tˆ
′
0
(
tˆ′0
∂Tˆ1
∂r
+ Tˆ0 − σ(1− δ)− δUs(R)
)
on r = R,
and
∂2Tˆ2
∂r2
+
m
r
∂Tˆ2
∂r
= 0 for R < r < 1, Tˆ2 = 0 on r = 1,
Tˆ2 = 0, tˆ′2 = tˆ
′
0
(
tˆ′0
∂Tˆ2
∂r
+ tˆ′1
∂Tˆ1
∂r
)
on r = R,
respectively. After some lengthy but straight-forward calculations we find that
Tˆ0 =
1
r
[
1−
(
1− r
1−R
)]
− σ(1−R)
r
(
1− r
1−R
)
, (26)
tˆ0 =− σ
2
(1− σ)3 (1−R) +
1− 2σ
2(1− σ)2 (1−R)
2 − 1
3(1− σ) (1−R)
3
− σ
2
(1− σ)4 ln [R+ σ(1−R)] , (27)
Tˆ1 = −R+ σ(1−R)6rR2
(
1− r
1−R
)[
1−
(
1− r
1−R
)2]
, (28)
tˆ1 =
σ(1− 4σ)
3(1− σ)3 (1−R) +
1− σ − 3σ2
6(1− σ)2 (1−R)
2 − σ
3(1− σ) (1−R)
3
+
σ(1− 4σ) ln [R+ σ(1−R)]
3(1− σ)4 − σ(1− δ)tˆ0 − δ
1∫
R
ξ2(1− ξ)
ξ + σ(1− ξ) Us(ξ) dξ, (29)
for the sphere, with Tˆ2 and tˆ2 given in Appendix A, and
9
Tˆ0 = 1− [R+ σ(1−R)] ln r
R lnR
, (30)
tˆ0 =
1−R2 + 2R2 lnR
4(1− σ) −
σ(1−R+R lnR)
(1− σ)2
+
σ2
(1− σ)3
{
ln
[
R+ σ(1−R)
σ
]
+ dilog
[
R+ σ(1−R)
σ
]
lnR− dilog(1/σ)
}
,(31)
for cylinders, with Tˆ1 and tˆ1 given in Appendix A. Here dilog(z) is the dilogarithm
function defined by
dilog(z) =
z∫
1
ln t
1− t dt.
We recall that for σ 6= 0, solutions to the full one-phase problem (12)-(15) have solid-
melt interfaces which exhibit blow-up at the critical radius R = Rc, given by (16). We
discuss the limiting behaviour of (12)-(15) as R→ R+c in Sections 4.3 and 7, but for now
note that the large Stefan number expansions (22)-(23) do not predict the existence of
this critical radius, since Rc → 0+ as α→∞. Instead, as α→∞, the one-phase problem
(12)-(15) predicts that the temperature on the interface becomes unbounded as R→ 0+
(which, of course, is not physically realistic).
All the solutions (26)-(31), (A46)-(A50) agree with the corresponding ones given in
[15-16] in the limit σ → 0 with r and R fixed, as expected. Furthermore, the leading
order behaviour of each of the above solutions is found to be independent of σ as R →
1−, confirming that the small-time behaviour is only weakly dependent on the surface
tension, as established in the previous section. To take an example, for the sphere with
Us constant we have
tˆ0 ∼ 12 (1−R)2 − 13 (1 + σ)(1−R)3 +O((1−R)4),
tˆ1 ∼
(
1
6 − 12σ(1− δ)− 12δUs
)
(1−R)2 − ( 49σ + 13 (1 + σ)(σ(1− δ) + δUs)) (1−R)3
+O((1−R)4)
tˆ2 ∼− 145 (1−R)2 − 145
(
1 + 13σ
)
(1−R)3 +O((1−R)4) as R→ 1−,
the surface tension σ appearing in the correction terms only.
On the other hand, for times just before complete melting, the qualitative behaviour
of the solutions Tˆi, tˆi for σ 6= 0 is different to that for σ = 0, even for σ ¿ 1. This
is because, for the case in which σ 6= 0, the melting temperature T`(R, t) ∼ −σ/R as
R → 0+, meaning the Gibbs-Thomson model predicts the temperature on the interface
becomes unbounded in this limit (whereas for σ = 0 we have T`(R, t) = 0, a constant).
Such qualitatively different behaviour manifests itself in the above large-Stefan number
expansion when observing the limiting forms of the solutions at each order as R → 0+.
We see by taking the limit R → 0+ in tˆ0, that a first approximation for the complete
melting time tc (or the exact extinction time for the corresponding shrinking bubble
problem) is given by
tc ≈ βtˆ0(0) = β
{
1− 5σ − 2σ2
6(1− σ)3 −
σ2 lnσ
(1− σ)4
}
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for the sphere, and
tc ≈ βtˆ0(0) = β
{
1− 5σ
4(1− σ)2 −
σ2dilog(1/σ)
(1− σ)3
}
for the cylinder. In the limit σ → 0, these expressions agree with the σ = 0 results
βtˆ0(0) = 16β (sphere) and βtˆ0(0) =
1
4β (cylinder) found in [15-16]; however, the limiting
behaviour
tˆ0(0)− tˆ0 ∼ 13σR
3 +O(R4) as R→ 0+ (32)
for the sphere, and
tˆ0(0)− tˆ0 ∼ 1− 3 lnR9σ R
3 +O(R4 lnR) as R→ 0+
for the cylinder, give different scalings to the case σ = 0, namely
tˆ0(0)− tˆ0 = 14 (1− 2 lnR)R2 (sphere), tˆ0(0)− tˆ0 = 12R2 − 13R3 (cylinder).
In context of the studying shrinking bubbles in Hele-Shaw cells, these simple results
imply that including surface tension in the two- and three-dimensional studies in [32-33]
will lead to very different scalings, and may destroy the elliptic/ellipsoidal nature of the
bubble shape just before extinction.
4.2. Further time-scales for sufficiently small σ
As detailed in [16-18], the above expansions (22)-(23) for the case σ = 0 fail to pro-
vide a valid approximation at times close to complete melting. Physically, the solid-melt
interface speeds up as R → 0+, and thus there is a limit at which the process is no
longer quasi-steady, even though α À 1. The appropriate time-scale for this behaviour
is tc − t = O(1), where tc is the complete melting time (recall that tc = O(α)). By
considering carefully where the expansion (22)-(23) breaks down, it can be shown that
R = O(α−1/2) on this time-scale for the sphere, while R = O(²) for the cylinder, where
here ² is a small positive number related to the Stefan number α by 1 = α²2 ln(1/²) (see
[16-17]).
For sufficiently small surface tension, namely σ ¿ α−1/2 for the sphere and σ ¿ ² for
the cylinder, we expect that the same structure to arise on a second time-scale tc − t =
O(1) as the σ = 0 case mentioned above (we would have R À Rc on this time-scale,
where Rc is the critical radius given by (16)). In a narrow region near the solid-melt
interface the temperature will rise very quickly from approximately zero (since | − σ/R|
will be small on this time-scale) to roughly unity, while away from the interface analysis
is required to account for the order-one temporal variations in the temperature field (see
[16-18] for details).
For the case σ = 0 the analysis on second time-scale breaks down when R is ex-
tremely small, and further treatment is required on a third exponentially short time-scale
[17,18,31]. When σ 6= 0, however, we expect a rather different near-complete-melting
limit (regardless of how small σ is), as the increasingly large magnitude of the melting
temperature as R decreases will eventually dominate the process near the interface.
11
4.3. Near-complete-melting limit
For larger values of the surface tension (σ = O(α−1/2) or larger for the sphere and
σ = O(²) or larger for the cylinder as α → ∞) we expect the melting process to lose
its quasi-steadiness before R = O(α−1/2) for the sphere or R = O(²) for the cylinder,
so that the analogy with the σ = 0 case treated in [16]-[18] will no longer be relevant.
Furthermore, as we have mentioned above, the solid-melt interface exhibits finite-time
blow-up, meaning that the interface velocity dR/dt → −∞ as R → R+c , where R = Rc
is the root to (16). Thus for surface tensions with these orders of magnitude we expect
completely different scalings in the extinction limit t → t−c (where now tc denotes the
finite blow-up time) to the previously studied cases for σ = 0. We discuss this issue
further in Section 7.
5. An integral formulation that leads to an iterative scheme
A number of researchers [19-22] have obtained approximate analytical solutions for
one-phase Stefan problems without surface tension through an iteration scheme derived
from an integral formulation. Here we extend this approach to the radially symmetric
one-phase problem including surface tension effects.
5.1. Integral formulation
In what follows we make use of the function Km(x, y), defined by
Km(x, y) =
x∫
y
ξ−m dξ, m = 1, 2,
where we recall that m = 1 corresponds to cylinders while m = 2 corresponds to spheres.
By multiplying (12) by rm and integrating the resulting equation with respect to r from
R(t) to r, we arrive at
rm
∂T`(r, t)
∂r
= Rm
∂T`(R, t)
∂r
+
r∫
R(t)
ξm
∂T`(ξ, t)
∂t
dξ,
which can be simplified to
∂T`(r, t)
∂r
= −R
m
rm
(T`(R, t) + α− σ(1− δ)− δUs(R)) dR
dt
+
1
rm
r∫
R(t)
ξm
∂T`(ξ, t)
∂t
dξ
by utilising the Stefan condition (15). We integrate this equation with respect to r, again
from R(t) to r, to yield
T`(r, t)− T`(R(t), t) = ∂
∂t
r∫
R(t)
Km(r, ξ)ξm[T`(ξ, t) + α− σ(1− δ)− δUs(ξ)] dξ, (33)
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and apply the fixed boundary condition (13) to give
1− σ
(
1− 1
R(t)
)
=
∂
∂t
1∫
R(t)
Km(1, ξ)ξm[T`(ξ, t) + α− σ(1− δ)− δUs(ξ)] dξ. (34)
Equations (33) and (34) represent the key equations in what follows.
It proves useful to again treat R as an independent variable, and describe the moving
interface by t = t¯(R). Further, we make use of the dependent variable T defined by
T (r,R) = T`(r, t). After applying the chain rule in (34) we find
dt¯
dR
=
∫ 1
R
Km(1, ξ)ξm
∂T (ξ,R)
∂R dξ − [α− σ(1− δ)− δUs(R) + T (R,R)]Km(1, R)Rm
1− σ (1− 1/R) ,(35)
which provides an expression for the speed of the interface in terms of the temperature
T and R. By again applying the chain rule and eliminating dt¯/dR from (33), we find
T (r,R) = F (r,R)
[
1− σ
(
1− 1
R
)]
+ σ
(
1− 1
R
)
, (36)
where the function F (r,R) is defined by
F (r,R) =
∫ r
R
Km(r, ξ)ξm
∂T (ξ,R)
∂R dξ − [α− σ(1− δ)− δUs(R) + T (R,R)]Km(r,R)Rm∫ 1
R
Km(1, ξ)ξm
∂T (ξ,R)
∂R dξ − [α− σ(1− δ)− δUs(R) + T (R,R)]Km(1, R))Rm
.
Thus (36) provides an equation with the temperature T on both sides. Together with
(35), this expression will form the basis of an iterative scheme, described in the following
section.
5.2. Iterative procedure
The iterative scheme works as follows. Given an expression for the temperature distri-
bution at a particular iteration, we can substitute it into (36) to obtain the distribution
for the next iteration, and into (35) to obtain an updated relationship between time t¯
and solid-interface position R. Thus for each integer value n we have
Tn+1(r,R) = Fn(r,R)
[
1− σ
(
1− 1
R
)]
+ σ
(
1− 1
R
)
,
with Fn(r,R) defined by
Fn(r,R) =
∫ r
R
Km(r, ξ)ξm
∂Tn(ξ,R)
∂R dξ − [α− σ(1− δ)− δUs(R) + Tn(R,R)]Km(r,R)Rm∫ 1
R
Km(1, ξ)ξm
∂Tn(ξ,R)
∂R dξ − [α− σ(1− δ)− δUs(R) + Tn(R,R)]Km(1, R)Rm
,
and
dt¯n+1
dR
=
∫ 1
R
Km(1, ξ)ξm
∂Tn(ξ,R)
∂R dξ − [α− σ(1− δ)− δUs(R) + Tn(R,R)]Km(1, R)Rm
1− σ (1− 1/R) .
We begin the iteration process by choosing T−1 ≡ 0.
For the spherical case (m = 2), the first three results for the temperature are given by
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T0 =
1
r
[
1−
(
1− r
1−R
)]
− σ(1−R)
r
(
1− r
1−R
)
, (37)
T1 = T0 − R+ σ(1−R)2rR[3σ(R− 1) + 3(α− σ(1− δ)− δUs(R))R+ 1]
(
1− r
1−R
)[
1−
(
1− r
1−R
)2]
,(38)
T2 = T0 − [R+ σ(1−R)]h1(r,R)8rR(R− 1)2h2(R)
(
1− r
1−R
)[
1−
(
1− r
1−R
)2]
, (39)
where the functions h1(r,R) and h2(R) are given by (A51)-(A52) in Appendix B. The
corresponding results for the motion of the interface are given by
t¯0 = (α− σ(1− δ))tˆ0(R) +
1∫
R
δUs(ξ)(ξ − 1)ξ2
(1− ξ)σ + ξ dξ,
t¯1 = (α− σ(1− δ))tˆ0(R) + tˆ1(R),
t¯2 =
1∫
R
(1− ξ)h2(ξ)
15ξ[(1− σ)ξ + σ][3(σ + α− σ(1− δ)− δUs(ξ))ξ + 1− 3σ]2 dξ,
where the functions tˆ0 and tˆ1 are defined in (27) and (29), and h2(ξ) is given in (A52).
Clearly there is a strong correspondence between these results and the ones derived in
Section 4. In terms of the solutions Tˆi given in (26), (28), (A46), we have T0 = Tˆ0,
T1 = Tˆ0 +
1
α
Tˆ1 +O(α−2) as α→∞, (40)
T2 = Tˆ0 +
1
α
Tˆ1 +
1
α2
h3(r,R)Tˆ1
60R3(R− 1)2 +O(α
−3) as α→∞,
where the function h3(r,R) is defined in (A53), so that clearly these approaches agree
well in that limit. It is hoped that the iteration method also produces accurate analytical
results for α = O(1).
For cylindrical particles (m=1) the first two iterations give
T0 = 1− [R+ σ(1−R)] ln r
R lnR
,
T1 = T0 +
(−R+ σR− σ)
Rh4(R)
{[
r2 −R2 + R
2 − 1
lnR
]
ln r + 1− r2
}
,
t¯0 = (α− σ(1− δ))tˆ0(R) +
1∫
R
δUs(ξ)ξ2 ln ξ
(1− ξ)σ + ξ dξ,
t¯1 =
1∫
R
h4(ξ)
4ξ(ln ξ)2[(ξ − 1)σ − ξ] dξ.
where h4(R) is defined in Appendix B by (A54) and tˆ0 is given in (31). Again, there is
a strong relationship with the large Stefan number solutions presented in Section 4. We
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have T0 = Tˆ0, where Tˆ0 is the leading order solution (30) from the large Stefan number
expansion, and furthermore, (40) holds with Tˆ1 given in (A48).
In principle, this iterative scheme can be applied to obtain higher order approxima-
tions. Indeed, Dewynne [22] found that the second- or third-order approximations can
provide reasonable results for the one-phase Stefan problem without surface tension, but
lose their validity at times close to complete melting. However, as noted in Dewynne
& Hill [23], there is no proof of convergence, and higher order iterations may lead to
unphysical singularities. We present some numerical results using this method in the
following section.
6. Results
In this section we compare the analytical results of Sections 3-5 with numerical solu-
tions found using a front-fixing method proposed by Murray & Landis [35]. This numerical
scheme is chosen over the commonly used enthalpy method [10,34], which has proved to
be an efficient method for classical Stefan problems without surface tension, since the
application of the enthalpy method involves characterising the liquid phase by the value
of the temperature (or enthalpy) only. With the addition of surface tension effects, the
temperature on the solid-melt interface is not constant, and thus this characterisation
is no longer applicable. On the other hand, the front-fixing method, which works by
transforming the moving boundary problem to a fixed-boundary problem, is relatively
easy to apply, and produces acceptable results provided the timestep is properly chosen
according to the Neumann method [36].
We note that only results for the sphere are shown here. It is found that the qualitative
behaviour for cylinders was the same as for spheres, and it is only the scalings that are
found to differ in some instances.
6.1. Check of numerical scheme for σ = 0, Us ≡ 0
As a check on the front-fixing scheme used to compute solutions for σ 6= 0, results
obtained using this method for σ = 0, Us ≡ 0 were compared with results computed
using the enthalpy method (which, as mentioned above, is straightforward to apply for
σ = 0, Us ≡ 0). It was found that, regardless of the Stefan number, the numerical results
produced by the two methods were in excellent agreement, with temperature profiles
essentially indistinguishable when plotted on the scale 0 ≤ T ≤ 1 with 0 ≤ r ≤ 1.
As an example, we have included in Fig. 2 profiles drawn for the two different Stefan
numbers α = 1 (corresponding to moderately fast melting) and α = 10 (corresponding
to slow melting). The only exception in this close agreement was for very small values of
R (corresponding to times close to complete melting). In this regime, a slight difference
between results produced by the two methods was noticed, as can be seen by Fig. 3,
which contains the dependence of R on time t for Stefan numbers α = 1, 2 and 5.
Thus, except for in the very final stages of melting, we are confident that the front-fixing
scheme is accurate, provided the proper time-step is chosen to ensure the stability of the
scheme [36]. It may be that for times near complete melting that the enthalpy method is
more accurate than the front-fixing scheme, and to take an example, we note that that
for the value α = 10 used in Fig. 2(b), the calculated time for complete melting using
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Fig. 2. Plots of the temperature profiles computed numerically for σ = 0, Us = 0: part (a) is for α = 0.1;
part (b) is for α = 10.
the front-fixing scheme was tc = 1.85, while the corresponding time using the enthalpy
method was tc = 1.81. Using the large Stefan number approximation taken from [16-18],
namely
tc ≈ α+ 16 −
√
2ζ(3)
pi5/2α1/2
,
where ζ(z) is the Riemann zeta function, we see that the complete melting time is ap-
proximately tc ≈ 1.80, which is in closer agreement with that found using the enthalpy
scheme. For the reasons given above, however, all numerical solutions for σ 6= 0 cited in
the rest of the paper have been computed using the front-fixing scheme.
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6.2. Comparison of small-time series and large Stefan number expansion with numerical
results
In Figs 4 and 5 typical temperature profiles and interface positions (for σ 6= 0) com-
puted with the front-fixing scheme are compared with corresponding results from the
small time series (Section 3.1) and the large Stefan number expansion (Section 4.1, in-
cluding all three terms) for a surface tension value σ = 0.15. The thin solid curve in Fig. 4
denotes the melting temperature (14), which for nonzero σ is dependent on both the sur-
face tension σ and the location of the solid-melt interface r = R. For these plots the
initial temperature Us is assumed to be constant, meaning the melting process depends
only on the effective Stefan number β = α− σ(1− δ)− δUs.
In Figs 4(a) and 5(a), which are for effective Stefan number β = 1, there is very
good agreement between the numerical results and the small time solution during the
early stages of the melting process, with each of these two methods producing noticeably
different results for late times. Of course this behaviour is to be expected, since terms
of order Y 2 ignored in (18) become more important as R decreases in value. The large
Stefan number solution in Fig. 4(a) agrees much less well with the numerical solution
than the small time series, and indeed we have left out the curve for R = 0.2 since does
not fit in the scale of the figure. This behaviour is not unsurprising, since the the value
β = 1 is not large.
On the other hand, Figs 4(b) and 5(b) are drawn for β = 10, which can be considered
large. Here both analytical approximations agree extremely well with the numerical so-
lutions for the temperature profiles, but not quite as well for the interface position. It is
remarkable that the small time series produces such accurate results for the temperature
profiles, especially for later times. Any disagreement between the large Stefan number
approximation and the numerical results for small values of R is due to the nature of
the expansion (22)-(23), which implies that the interface is moving relatively slowly, and
is not valid near complete melting (recall that increasing the Stefan number slows the
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Fig. 4. Plots of the temperature profiles for surface tension σ = 0.15: part (a) is for β = 1; part (b) is for
β = 10. The three approaches used are the numerical scheme (dashed), the large Stefan number expansion
(solid) and the small time series (dot-dashed). Included as a thin curve is the melting temperature.
melting process).
6.3. Comparison of iterative scheme with numerical results
Fig. 6 shows a comparison of the temperature profiles obtained from the three iterations
(37)-(39) and the numerical front-fixing method for an effective Stefan number β = 2.
In Fig. 6(a), which is for surface tension σ = 0.05, the profiles corresponding to each
subsequent iteration agree more closely with the numerical result, suggesting the scheme
may be converging to the exact solution. Indeed, the results from the third iteration
are in excellent agreement with the numerical results for most of the melting process.
Temperature profiles for a larger value of surface tension, namely σ = 0.15, are shown
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expansion (solid) and the small time series (dot-dashed).
in Fig. 6(b). In this case it is evident that, at least for larger times, the iterative scheme
is not converging. For R = 0.2 we see that the third iteration is much further away from
the numerical results than the second. This suggests that the iterative scheme derived in
Section 5 is a less effective tool for producing analytical results than the small time series
and the large Stefan number expansion given in Sections 3 and 4. Similar conclusions
can be drawn by observing plots showing the dependence of the interface position R on
time t.
We make the comment that, as well as working better for smaller values of surface
tension σ, it was found that the iterative scheme agreed well with numerical results for
large values of the Stefan number. Of course this is not unexpected, given that in the
limit α→∞ we have shown in Section 5.2 that the iterative scheme approaches the large
Stefan number expansion, and in Section 6.2 we have seen that the large Stefan number
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Fig. 6. Plots of the temperature profiles for effective Stefan number β = 2: part (a) is for σ = 0.05; part
(b) is for σ = 0.15. The numerical solution is compared with results obtained using the iterative scheme.
expansion gives an excellent approximation to the numerical results in that limit.
6.4. Effect of surface tension on the solid-melt interface
As an illustration of the effect of varying the surface tension parameter σ, the rela-
tionship between the velocity of the solid-melt interface dR/dt and the particle radius R
is shown in Fig. 7 for three typical values of σ (all results are found using the numerical
scheme). It is clear that for small time, varying surface tension does not have a significant
effect on the curves, which is consistent with the finding that σ does not appear in the
leading order term A0 in the small time series (18). However, as R decreases surface
tension becomes more important, and has a dramatic effect on the speed of the interface.
Of course the critical radius Rc given in (16) increases as σ increases, which explains why
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Fig. 7. Dependence of the interface speed dR/dt on R for σ = 0 (solid curve), σ = 0.1 (dashed curve)
and σ = 0.2 (dot-dashed curve). Each curve is drawn for β = 2.
blow-up occurs for each curve in this figure at different values of R.
7. Near blow-up behaviour
The qualitative behaviour exhibited in Fig. 7 is typical for all parameter values, with
the speed of the solid-melt interface decreasing initially, then reaching a minimum when R
is roughly one half of the original particle radius. For later times the interface accelerates
until blow-up occurs (dR/dt→ −∞ as R→ R+c ).
As noted in Section 2.3, the use of the boundary condition (9) instead of (15) is
commonplace in the literature (see [25] and [29], for example); however, this approach
does not conserve heat at the solid-melt interface, and should be avoided (at least for
well-posed melting problems; (9) is only appropriate for the ill-posed process of outward
solidification into a undercooled melt). In Fig. 8 the dependence of the interface velocity
dR/dt on the particle radius R is shown for α = 2, σ = 0.2, by applying each boundary
condition separately (each solution is found numerically using the front-fixing method).
The solid curve denotes the solution with (15), while the dashed curve corresponds to
(9). We see that for small time both solutions are in agreement, but for later times the
interface for the correct solution speeds up more quickly, and will eventually blow-up as
R→ R+c .
A generic near-complete-melting analysis, valid for α = O(1) and σ ¿ 1, has been
attempted by Herraiz et al. [29] with (9) instead of (15). Herraiz et al. find that T` ∼
−σ/r for r −R¿ 1 as R→ 0+, with the interface behaving like
tc − t ∼ α3σR
3 as R→ 0+; (41)
this result agrees with the leading-order large Stefan number result (32) for the sphere
(the analysis of Herraiz et al. [29] is for both spheres and cylinders, and does not lead
to finite-time blow-up). With the more appropriate boundary conditions (14)-(15), for
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α = O(1) and σ ¿ 1 we also have T` ∼ −σ/r for r − R ¿ 1 as R → R+c , but this time
the solid-melt interface scales like
tc − t ∼ 12 (R−Rc)2 as R→ R+c ; (42)
this leading order behaviour is independent of the surface tension, and completely differ-
ent to that given by Herraiz et al. [29].
Returning to Fig. 8, we have included a thin dot-dashed curve, which shows the asymp-
totic behaviour (42). It is expected that as R → R+c the solid curve will approach the
dot-dashed curve. Also included in the figure as a dotted curve is the asymptotic be-
haviour (41), derived by [29] using the condition (9). We expect the dashed curve to
approach the dotted one in the limit R → 0+. In closing we note that the difference
between the curves drawn for (9) and (15) will become more obvious for smaller values
of the Stefan number.
8. Further discussion
This paper deals with the one-phase Stefan problem for melting spherical and cylindri-
cal particles with the assumption that the melting temperature depends on both surface
tension and particle radius through the Gibbs-Thomson effect. Analytical solutions for a
small-time series, a large Stefan number expansion and an integral iteration scheme are
obtained, and they show good agreement with numerical solutions under certain condi-
tions, particularly when melting is slow, which often happens in real experiments with
nanoscaled particles.
It is found that the addition of surface tension tends to accelerate the melting process.
This effect is only weak for small time, but increases as the solid-melt interface evolves
towards the centre of the particle. We find that the one-phase problem (12)-(15) predicts
that ultimately a form of blow-up will occur, with the speed of the interface becoming
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infinite at a finite particle radius and a finite time. Furthermore, we note the one-phase
derivation in Section 2.3 implies that the leading order temperature at the centre of
the particle would be Us(Rc) at blow-up, whereas the temperature at the interface at
that time is given by (17). Thus, provided that the Stefan number is sufficiently large
(that is, α > −(1−δ)Us(Rc)), the solid particle becomes superheated during the melting
process (by superheated, we mean that the temperature within the solid particle at a
given time is higher than the melting temperature at the surface of the particle, which
is of course dependent on the particle radius; we do not mean that the temperature in
the solid is higher than the bulk melting point). This is remarkable because the addition
of surface tension to a Stefan problem is often motivated by the desire to regularise the
ill-posed problem of melting a superheated solid (or, equivalently, freezing a supercooled
liquid). In the present study, however, the problem without surface tension is already
well-posed, and it is the addition of surface tension that drives both the superheating
and the eventual blow-up. For related discussions of blow-up in the context of (zero
surface tension) superheated Stefan problems, see [27,37], for example, and the many
references therein.
Further comments regarding time-reversal are worth mentioning. The opposite process
to the one considered in this paper, namely the outward solidification of an undercooled
melt from a solid crystal, is ill-posed, as mentioned above, with slight deviations from
radial symmetry leading to the formation of tree-like structures or dendrites. Even under
the idealised conditions of radially symmetry, the outward solidification problem is not
the time-reversal of the inward melting problem, due to the temporal derivative in the
heat equation and also the fact that in the outward solidification case (15) should be
replaced with (the more commonly used) (9)2. This idealised problem has been treated
for small time by Wu & Chen [38], while the more realistic (higher dimensional) problem
which includes the dendrite growth is expected to be significantly more complicated. The
reader is referred to [7] for discussions on the physics behind solidification problems with
undercooled melts and related modelling issues.
The prediction that melting nanoscaled particles leads to superheating and a form
of finite-time blow-up may well be an artifact resulting from manner in which the free
boundary problem (12)-(15) was derived; we comment on this derivation below. How-
ever, we note with interest that a phenomenon referred to as abrupt melting has been
observed in experiments dealing with melting nanoscaled particles [28]. Here a nano-
scaled (near-spherical) cluster continues to melt until the radius reaches some critical
value Rc, at which time complete melting suddenly occurs. Whether or not this quali-
tatively similar behaviour can be described by our model is open to debate; however, it
would be interesting to measure the temperature inside the core of a nanoscaled cluster,
even using molecular dynamics simulations, to detect the presence or otherwise of su-
perheating. There are, of course, other possible limitations of the continuum model used
in the present study. For example, heat conduction modelled by (3) may not be relevant
for extremely small solid particles. Further, the interface between the solid and liquid
phases becomes less well defined when the radius of the particle is of the order of a few
nanometres.
The one-phase problem (12)-(15) considered in this paper is derived in Section 2.3
by considering the two-phase problem in the singular limit κ = ks/kl → 0. Although
this limit may be appropriate for some insulators and semiconductors [39], and also
for analogous problems arising in mass transfer, for most metals it is usually the case
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that κ = O(1). However, the problem (12)-(15) still provides a useful approximation for
melting nanoparticles, since in typical experiments the Stefan number α is large, and in
the limit α À 1 the temperature in the liquid phase is only weakly dependent on the
solid-phase, even for κ = O(1).
As an illustration, we consider the two-phase problem (2)-(8) for the sphere with Us ≡
constant and αÀ 1. On the time-scale t = O(α) we scale time as t = αtˆ, and apply the
expansion (22) for the liquid phase. Further, we write
Ts = v(r,R;α) + w(r,R;α)
for the solid phase, where
v ∼ vˆ0(r,R) + 1
α
vˆ1(r,R) +O(α−2), w ∼ e−αg(R)
(
wˆ0(r,R) +O(α−1)
)
(43)
as α → ∞, and describe the location of the solid-melt interface by (23). Preliminary
calculations reveal that
vˆ0 = σ
(
1− 1
R
)
, vˆ1 =
σδ(r2 −R2)
6κtˆ′0R2
, (44)
wˆ0 =
2RUs
pir
sin
(pir
R
)
, g = −pi
2κ
δ
1∫
R
tˆ′0
R2
dR, (45)
which implies that on the solid-melt interface ∂Ts/∂r = O(α−1), so that, to leading order,
the Stefan condition (6) is approximated by (25)2. Thus, at least for Us ≡ constant and for
1−R = O(1), the one-phase problem (12)-(15) should provide a reasonable approximation
to the two-phase problem (2)-(8) when the Stefan number α is large, even for κ = O(1).
(Ideas which lead to similar conclusions are stated in the Appendix of [40], where the
three different regimes α À 1 with κ = O(1), α À 1 with κ ¿ 1 and α = O(1) with
κ¿ 1 are noted for the two-phase problem. The resulting boundary conditions given for
the latter regime do not conserve heat for well-posed melting problems, and so are only
valid for ill-posed crystal growth problems.) For α = O(1) and κ = O(1), however, the
melting process may be studied more comprehensively by considering the full two-phase
problem; such analysis will appear elsewhere.
We close by noting the melting of genuinely two- and three-dimensional objects may
exhibit certain characteristics not displayed in the present study, which has been confined
to radially-symmetric particles. For example, a natural question is to ask how the shape
of the solid-melt interface evolves when a two- or three-dimensional particle is melted,
and for the one-phase limit this question is addressed for the zero surface tension case
using large-Stefan-number and near-complete-melting asymptotics in [41-43]. It is shown
there that the interface evolves to an ellipse or ellipsoid in shape just before complete
melting, regardless of the initial geometry. In the present study, we argue in Section 7
that the final stages of melting are significantly affected by surface tension, to the extent
that for the more general two- and three-dimensional problem, the scalings used in [41-43]
would not be appropriate if σ 6= 0. Furthermore, there is experimental evidence [44-45]
that suggests surface tension acts to force the elliptic or ellipsoidal interfaces to become
circular or spherical at very small times just before complete melting. Thus the task of
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generalising [41-43] to include the effects of surface tension would seem to provide an
interesting and nontrivial problem for future research.
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Appendix A
Here we present solutions associated with the large Stefan number expansions. For the
spherical case the second-order solutions are
Tˆ2 =
R+ σ(1−R)
6rR5
(
1− r
1−R
){(
R+ 2σ(1−R)(1−R− 3R2)
6
−R3(σ(1− δ) + δUs(R))
)
[
1−
(
1− r
1−R
)2]
+
R(4R− 1) + 2σ(1−R)(2R− 1)
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[
1−
(
1− r
1−R
)4]}
(A46)
tˆ2 = − (1−R)(2−R)45R +
1
45(1− σ)
{
σ lnR+
1
σ
ln
[
R+ σ(1−R)
R
]}
, (A47)
while the first-order solutions for the cylindrical case are
Tˆ1 =
R+ σ(1−R)
4R4 ln2R
[
R+ σ(1−R)
lnR
+ σ
]{
1− r2 +
[
r2 −R2 − 1−R
2
lnR
]
ln r
}
,(A48)
tˆ1 =
1
4
[
(1 +R)2 +
1−R2
lnR
]
− σ(1− δ)tˆ0 + δ
1∫
R
ξ2 ln ξ
ξ + σ(1− ξ) Us(ξ) dξ (A49)
+
σ
4
1∫
R
[
4ξ2 ln ξ − 2ξ − 2ξ ln ξ + ξ
ln ξ
− 1
ξ ln ξ
]
dξ
ξ + σ(1− ξ) . (A50)
This last integral may be simplified somewhat, but these details are not included here.
Appendix B
The following functions are used in the iteration scheme:
h1 = 3(R− 1)2[(R− 1)2(60R2 − 8R+ 7) + 3(r − 1)2(4R− 1)]σ2
+(R− 1){6R[(R− 1)2(60R2 − 4R+ 7) + 3(r − 1)2(2R− 1)](α− σ(1− δ)− δUs(R))
+(R− 1)2(144R2 −R+ 7)− 3(r − 1)2(12R2 − 3R+ 1)}σ
+3R2{(R− 1)2[60R2(α− σ(1− δ)− δUs(R))2 + (48R− 7)(α− σ(1− δ)− δUs(R)) + 7]
+3(r − 1)2[(1− 4R)β − 3]}+ 3R2(1−R)[σ(R− 1)−R]
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×[3(r − 1)2 − 7(R− 1)2]δ dUs(R)
dR
, (A51)
h2 = 135R2(R− 1)3σ3 + 3(R− 1)2[135(α− σ(1− δ)− δUs(R))R3 + 45R2 +R+ 1]σ2
+(R− 1)[405(α− σ(1− δ)− δUs(R))2R4 + 270(α− σ(1− δ)− δUs(R))R3
+3(α− σ(1− δ)− δUs(R))R2 + 42R2 + 6(α− σ(1− δ)− δUs(R))R+ 2R+ 1]σ
+3R2[1 + 45R3(α− σ(1− δ)− δUs(R))3 + 45R2(α− σ(1− δ)− δUs(R))2
+(−1 + 14R)(α− σ(1− δ)− δUs(R))] + 3R2(R− 1)[(R− 1)σ −R]δ dUs(R)
dR
,(A52)
h3 = 2(R− 1)[(R− 1)2(−30R2 − 4R+ 7) + 3(r − 1)2(2R− 1)]σ
−R[(R− 1)2(12R+ 7) + 3(r − 1)2(4R− 1)] + 60(σ(1− δ) + δUs(R))R3(R− 1)2,(A53)
h4 = [2R3 lnR−R2 lnR− 2R2(lnR)3 −R3 +R2 +R− 1
− lnR− 2R3(lnR)2 + 4(lnR)3R3]σ + 2R3(lnR)2 −R
−2R3 lnR+R3 + 4(lnR)3R3(α− σ(1− δ)− δUs(R)). (A54)
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