Abstract-Multifocal multiphoton laser scanning microscopy (mfMPLSM) in the biological and medical sciences has the potential to become a ubiquitous tool for obtaining high-resolution images at video rates. While current implementations of mfMPLSM achieve very high frame rates, they are limited in their applicability to essentially those biological samples that exhibit little or no scattering. In this paper, we report on a method for mfMPLSM in which whole-field detection with a single detector, rather than detection with a matrix of detectors, such as a charge-coupled device (CCD) camera, is implemented. This advance makes mfMPLSM fully compatible for use in imaging through scattering media. Further, we demonstrate that this method makes it possible to simultaneously obtain multiple images and view differences in excitation parameters in a single scan of the specimen.
generation [4] [5] [6] [7] , and nonlinear scattering processes [8] , [9] . Each of these mechanisms allows one to gain insight into the structure and function of the sample under study via the localization of nonlinear response.
Since it was first introduced in 1998 [10] , [11] , multifocal MPLSM (mfMPLSM) has been a useful extension of MPLSM for high-speed image acquisition. By separating a single excitation focus into several foci, the area each focus must scan may be decreased, thereby increasing the speed with which successive frames may be acquired. Unfortunately, multifocal systems suffer from several disadvantages often associated with wide-field microscopes, thereby reducing or eliminating the advantages gained by MPLSM. The largest restriction in mfMPLSM setups is the need to use imaging detectors to accurately map the nonlinear signal generated by each focus [12] , resulting in a reduction in resolution in scattering samples, and negating other advantages of MPLSM for highly scattering media.
In this paper, we report on a system for imaging with multiple foci that does not require an imaging detector. Instead, a single-element detector, e.g., a photomultiplier tube (PMT), is used to collect the nonlinear signal generated by each focus inside the sample. The signal measured by the PMT is electronically demultiplexed to attribute photons to the appropriate focus, or voxel. This allows one to collect images from multiple foci while maintaining the whole-field detection typical of MPLSM, making it possible to image through highly scattering media. Further, we show that the nature of this optical system leads to a new type of microscopy, dubbed differential MPLSM (dMPLSM), that makes it possible to simultaneously obtain multiple images and view differences in excitation parameters in a single shot. In the dMPLSM setup described here, the beams that generate each foci are spatially separated, making it possible to control the modality of each focus individually. The result is a set of simultaneous images that highlight the differences resulting from varied excitation parameters.
The dMPLSM system that we describe contains a number of advancements, which are of relevance for imaging in dynamic biological systems. These include the following.
1) Whole-field detection of multiple modalities with multiple foci. This is especially useful for imaging deep into living brain tissue that is tagged with multiple fluorophores [13] , or where multiple nonlinear modalities, such as harmonic generation and nonlinear fluorescence, are of interest [14] .
2) The use of an electronic z-axis control with a simple piezoelectric controller.
3) Simultaneous excitation at multiple wavelengths. 4) Simultaneous acquisition of multiple frames at video rates. Each of these imaging modalities is highly beneficial for numerous assays.
II. MULTIFOCAL MULTIPHOTON MICROSCOPY (MFMPLSM)
mfMPLSM has been implemented in a number of configurations for biological imaging applications. In all previous cases, a single femtosecond laser pulse is split into multiple pulses, each of which is relayed to the sample plane in the microscope. By careful design of the image relay optics, each focus is spatially, and in some cases temporally, offset from the others to prevent interference and preserve spatial resolution. Thus, instead of a single focus in the specimen plane of the microscope, an array of foci is generated, each of which has sufficient energy to generate nonlinear contrast. While the methods used to generate multiple foci in a microscope can vary, the use of mfMPLSM is motivated by two shortcomings of MPLSM systems.
First, a typical MPLSM setup is extremely inefficient when used with optically thin preparations so that the loss of incident power as a result of scattering can be ignored. The femtosecond laser source is driven by an optical pump beam and operates at somewhere around 20%-30% efficiency. In the case of most commercial titanium-doped sapphire (Ti:Al 2 O 3 ) oscillators, for example, 2 W of average power in the femtosecond beam requires the cavity to be pumped with green laser light at ∼10 W. The overall efficiency is further degraded by the fact that 2 W of power is far too high for biological preparations. Several published accounts have indicated that the peak intensity that can be tolerated by most biological tissues is roughly 200 GW/cm 2 for pulses 200 fs in duration [15] , [16] ; therefore, only a small portion of the available pulse energy may be used for imaging. For example, with laser pulses 200 fs in duration arriving at 80 MHz, 2 W of average power will result in a peak power of ∼80 kW. If the objective used for imaging focuses the laser to 1 μm 2 in the specimen, an average power of just ∼50 mW is needed to generate 200 GW/cm 2 in the sample plane (cf., Appendix), implying that only about 2.5% of the oscillator power is used to image. If a throughput efficiency of 50% is assumed for the relay optics from the laser cavity to sample plane, then just 5% of the laser power available at the focal plane may be used. Clearly, this is a waste of excitation photons. mfMPLSM uses excess laser power to split a single focus into multiple foci, thereby placing the maximum average power into N beams. If, for example, one images with 16 foci, then the average power incident on the sample may be increased 16-fold, resulting in 770 mW of average power in the sample plane. As long as this amount of average power does not adversely affect the specimen by heating in the sample plane, excitation photons may be used much more efficiently, ∼80% of the 1-W throughput in this case instead of ∼5%.
A complementary reason for switching to an mfMPLSM setup from a standard MPLSM setup is to improve imageacquisition speeds.Biological samples are inherently 4-D, which requires that a 3-D data stack be obtained with enough temporal resolution to resolve dynamic processes occurring within the sample. This is the ultimate goal of mfMPLSM in the biological sciences-to study the 4-D behavior of a specimen with high spatial and temporal resolution, all without damaging the sample.
All laser scanning microscopes are limited in their imageacquisition time by the read time of the detector, the scan rate of the beam-rastering mechanisms, and the photon yield of the nonlinearity used to generate image contrast. To acquire a 3-D image in a typical MPLSM apparatus, the focal volume must be rastered across the sample in a 2-D plane, and then either the sample or the excitation objective is translated and another 2-D image is acquired. This process is continued until the desired volume within the sample has been imaged. In a common imaging scheme with galvometric scan mirrors, frame rates of ∼10 Hz are typically achieved for 200 × 200 pixel images with 0.5 ms line speeds. As line speeds in the axial direction are typically an order of magnitude slower, it is difficult to resolve dynamic processes that span 3-D in living tissues. Many examples of solutions to this fundamental limit in acquisition speed have been proposed, such as nonlinear holographic microscopy, and nonlinear wide-field microscopy [17] . While these methods improve the 3-D acquisition rate by either imaging a 3-D field of view (FOV) or by negating the need for 2-D scanning in the lateral plane, they suffer from some disadvantages that are circumnavigated by MPLSM with single-point excitation.
Until recently, all mfMPLSM setups reported on have generated a laterally dispersed 2-D array in the focal plane of a multiphoton microscope. While this is a very effective means of greatly reducing the scan time required in the lateral plane, and thus improving total volume image-acquisition times, these setups are still limited by the speed at which the specimen or excitation objective may be translated to achieve axial scanning. Recently, we reported on several variations of a simple optical multiplexing scheme using a single beam splitter to generate two foci for mfMPLSM [14] , [18] [19] [20] . However, instead of spatially orienting our foci in the lateral plane, we make the two foci collinear and offset them axially to achieve volumetric imaging. The unique photon-counting and electronic demultiplexing used to attribute signal photons to their proper point of origin in the sample make it possible to simultaneously collect images from multiple planes. While this system was developed with the intent of performing mfMPLSM in volumetric imaging modality by generalizing to N foci, the two-foci system has the distinct advantage that the various excitation parameters of each focus, such as polarization and spectral content, may be varied independently to enable dMPLSM and many new experimental assays.
The greatest advantage of the dMPLSM system outlined in this paper is its ability to characterize these differences in a single scan of the beam rastering mechanism. While it is possible to, for example, image with varying polarization states by taking one image, changing the polarization state and imaging again, this is an impractical method in dynamic specimens. By allowing for these differences to be visualized simultaneously, dMPLSM makes it possible to observe such differences in vivo, or as a sample undergoes a phase or conformational change.
A. Antecedents to mfMPLSM
One of the first methods demonstrated for improving the 2-D image-acquisition time in MPLSM was line scanning [21] , in contrast with point scanning, in which the excitation source is focused with cylindrical optics to create a line-focus within the sample, negating the need for scanning in one lateral direction. This allows one to scan above video rates in the sample with typical scanning mechanisms. Although this greatly reduces the 2-D image-acquisition time, the axial resolution suffers due to the fact that fewer high-spatial-frequency components are included in the cone of focused light [11] , [22] . Therefore, while it is possible to attain diffraction-limited resolution in the laterally focused direction, the axial resolution is worse than could be obtained with spherical focusing optics.
One means to restore the inherent optical sectioning capability of MPLSM is to simultaneously focus the excitation source in both space and time [23] . This is accomplished by spatially dispersing the spectral content of the beam prior to the focusing objective such that the duration of the pulse is shortest only in the spatial focus of the laser. Since the intensity of the focused beam strongly depends on the pulse duration, appreciable nonlinear absorption or scattering occurs only where the pulse is short, reducing the axial extent of the nonlinear interaction. This method has been demonstrated to result in axial resolutions of 1.5 μm, with image-acquisition time of approximately 100 ms [24] . However, the axial resolution is gained at the expense of lateral resolution, since the excitation objective cannot be overfilled in one lateral direction at its back aperture, and the images obtained are essentially wide-field MPLSM images.
Wide-field MPLSM is another method for solving the imageacquisition time problem by negating the need for scanning in the lateral dimension. By underfilling the excitation objective in both lateral directions to obtain a large focus within the specimen plane, Fittinghoff et al. demonstrated wide-field MPLSM [17] . By negating the need for scanning in the lateral dimensions, image acquisition at video rates (30 Hz) were attained.
Finally, MPLSM by multipoint excitation was proposed and demonstrated by two separate groups in 1998 [10] , [22] . Since then, mfMPLSM has developed steadily and is becoming a standard tool for high-speed image acquisition.
B. mfMPLSM: The Current State of the Art
As stated earlier, mfMPLSM is most often implemented to reduce scan times and improve image-acquisition speeds. By scanning an array of foci in the specimen, the area that an individual focus must scan in order to obtain an image of the same FOV with a single focus is drastically reduced. As a consequence, the scanning mechanism, such as galvometric scan mirrors, must map out only a fraction of the area that they do with a single focus. In practice, the area is reduced from the whole FOV to FOV/N , where N is the number of foci, and the time required to image the same FOV is thereby decreased.
In the first demonstration of mfMPLSM by Bewersdorf et al. [10] , [15] , a spinning disk containing an array of microlenses was used to rapidly scan the specimen at 225 Hz. While Bewersdorf et al. were able to scan the FOV at this rate, they were limited by the readout time of the charge-coupled device (CCD) camera used to image the nonlinear signal to 32 Hz for a 480 × 640 pixel image, and 67 Hz for a 384 × 384 pixel image. Both of these acquisition rates are greater than the video rate of 30 Hz, and consequently a real-time image could be viewed either on the CCD, or in the eyepiece of their multiphoton microscope [10] . Soon after the demonstration, another use of microlens arrays was reported in which real-time image acquisition under two-photon-excited fluorescence (TPEF) was observed. This strategy involved using a stationary microlens array instead of an array on a rotating disc, and rapidly scanning the 2-D array of foci generated by the lens array with a pair of galvometric scan mirrors [11] . Again, a CCD camera was used and made it possible to view an image of the specimen under study in real time.
When adjacent laser pulses arrive at the same time, interference enhances off-axis components of the electric field and degrades the spatial resolution of many mfMPLSM setups [11] . Since MPLSM is performed with ∼100-fs-duration pulses, a small temporal delay between pulses that overlap spatially mitigates this effect and permits diffraction-limited mfMPLSM to be performed. In one such implementation, picosecond delays were generated between adjacent pulses in the scanning disc microlens array method by addition of small delay plates on each lens of the disc [25] . Another solution generated delays between pulses by the use of cascaded beam splitters, thereby using the optical path length difference of each pulse to generate delay [26] [27] [28] . Both methods were successful in achieving diffraction-limited mfMPLSM at or beyond video rates. An additional advantage of the beam splitter setup, however, is the ability to easily adjust the spacing between adjacent foci within the sample. In principle, it is possible to space the temporally delayed pulses so close to one another that scanning can become unnecessary, allowing for wide-field detection by multipoint excitation [28] .
Another solution for optical multiplexing mfMPLSM was to use diffractive optical elements (DOE) to generate multiple foci in the sample plane [29] , [30] . This method has the tremendous advantage of adjustable focal densities by simply modifying the period of the diffractive mask, which can be accomplished electronically with various DOEs. On the down side, this method produces unequal intensities in the array of foci that result from the variation in the spatial-intensity profile of the incident excitation beam. Thus, differences in signal intensity must be numerically or electronically corrected to obtain a homogenous response in the sample plane.
Despite the advantages of these mfMPLSM setups for imageacquisition speed, an inherent disadvantage is the need to optically image the nonlinear signal to a multipoint detector, such as a CCD camera for spatial registration.
C. Drawbacks to mfMPLSM in Biological Tissues
One of the main advantages of MPLSM over conventional linear microscopy in the biological sciences is its ability to produce high-resolution images through highly scattering media [1] , [2] , [12] . While it is often sufficient to image in vitro samples by histologically constructing a 3-D dataset of the specimen, for many applications, this method is unacceptable. An example of such a case is in vivo imaging of blood-flow restoration following a targeted insult to the vasculature of cortical tissue in live rodents [31] . By imaging deep within the tissue, one has the ability to study how blood flow is redirected during stroke or aneurism.
Currently, imaging depths are limited to approximately 600 μm with conventional femtosecond oscillator sources (i.e., Ti:Al 2 O 3 oscillators centered at 800-950 nm), although depths of up to 1 mm have been achieved with amplified systems [32] , and by use of sources with wavelengths further into the nearinfrared spectrum [33] .
Several aspects of scattering limit the imaging depth in biological samples. First, the only photons from the excitation source that are able to contribute to nonlinear excitation are the so-called ballistic photons [2] , that is, the photons that undergo no scattering between the objective lens and the geometric focus of the laser beam. Thus, any excitation light that is scattered reduces the amount of nonlinear signal generated by reducing the intensity of the excitation source at focus. The decay in power reaching the focus decreases exponentially with penetration depth in a scattering sample [2] . Given the nonlinear dependence of the generated contrast signal on the intensity of the excitation source, this can cause a significant reduction in the number of signal photons generated deep within scattering media.
Furthermore, the signal photons are subject to scattering as well. Due to conservation of energy in both two-photon excitation and harmonic generation, the wavelength of signal photons is always shorter than that of the excitation light in MPLSM. Since the mean scattering length, that is the average length a photon travels in a medium before it is scattered, is reduced with decreasing wavelength, signal photons in highly scattering tissues are subject to significant amounts of scattering that degrades the measured signal further.
In all of the mfMPLSM implementations discussed in the previous section, imaging detection is required to map the origin of a signal photon to the region of origin, as small as 0.5 fL (see Appendix) within the sample plane. This is done by simple relaying optics to image the specimen to a 2-D detector, such as a CCD camera [10] , [15] . While this method is very straightforward and has the advantage that very fast frame rates can be achieved, the ability to attain high-spatial-resolution images deep within scattering tissues is greatly reduced [34] [35] [36] . In highly scattering media, signal photons that are scattered appear to originate from a position other than that of the focal volume, and thus appear out of focus [2] , [12] . This is not, however, an issue in weakly scattering tissue, or at shallow depths within strongly scattering specimens. Several published reports have demonstrated that as one images deeply into strongly scattering media, the resulting image begins to blur [34] [35] [36] . While there are methods such as confocal detection arrays to reduce this effect, it is still an undesirable method for imaging deep in biological tissues.
One solution to the spatial mapping problem in scattering media is to use multiple-anode PMT detectors with the number of anodes matched to the number of foci [36] . By descanning the nonlinear signal, each focus is essentially treated like a singlefocus MPLSM system would be, each anode integrating signal from a large FOV. While this study demonstrated that blurring due to scattered photons is indeed greatly reduced, this method is still limited by image blurring due to crosstalk between anodes from scattered photons. While this can be effectively removed to achieve deep imaging within brain tissue, it requires postprocessing deconvolution techniques [36] .
By approaching the problem of mfMPLSM in a different manner, we have demonstrated that it is possible to collect nonlinear signal photons from multiple foci by electronically demultiplexing the signal from single-element detectors, such as a single-element PMT or avalanche photodiode, eliminating the need to spatially register each signal photon by image relay optics. Using this method, we have shown for the first time that it is possible not only to achieve mfMPLSM with an MPLSM detection scheme, but that postprocessing is no more necessary in our mfMPLSM system than in a typical MPLSM system. Furthermore, by negating the need for imaging optics or descanning, we are able to simultaneously measure multiple modalities [14] , [20] . Although multimodal mfMPLSM has been performed by imaging second-harmonic generation (SHG) in the transmissive direction and fluorescence in the epi-direction [37] , no other method of mfMPLSM has achieved MPLSM detection in multimodal experiments. Given the shorter wavelength of harmonic generation, the signal photons in such an experiment are subject to more scattering, and therefore, blurring, than the fluorescence photons. Thus, this system is capable of not only collecting images from multiple foci in a single shot, but also from multiple modalities while maintaining the whole-field detection inherent in MPLSM.
III. DIFFERENTIAL MULTIPHOTON LASER SCANNING MICROSCOPY (DMPLSM): A NEW APPROACH TO MFMPLSM
We view the problem of data acquisition in MPLSM from a different perspective, and consequently have developed a mfM-PLSM scheme that not only improves imaging rates, but also opens the door for direct comparisons of varying excitation parameters to be visualized in a single shot. Instead of approaching the problem of mfMPLSM by generating an array of foci in the lateral focal plane, we generate multiple foci in the axial plane. By then extending the delay between adjacent pulses to nanosecond instead of picosecond durations, and employing photon-counting detection, we are able to electronically demultiplex the nonlinear contrast signal from the specimen to obtain multiple images simultaneously, the basis of dMPLSM.
A. Optical Multiplexing
There are several methods for generating multiple foci in an mfMPLSM system. In our implementation, we generate two foci that are spatially collinear, but we temporally delay one pulse by one-half of the period of the oscillator. This is accomplished by constructing an interferometer-like setup with a polarizing beam splitter (PBS) and two retroreflecting mirrors [see Fig. 1(a) ]. By Fig. 1 . Comparison of (a) optical demultiplexing used for the dMPLSM system and (b) traditional MPLSM imaging system. Generating two collinear beams to achieve two orthogonally polarized foci in the sample plane is done with straightforward optical components, and optical delay by path length modification is used to achieve interlacing of pulse trains.
careful alignment of these elements, it is possible to achieve collinear laser pulse trains. For comparison, the corresponding diagram for a typical single-point MPLSM system is represented in Fig. 1(b) . In both diagrams in Fig. 1 , the scan optics include a beam rastering mechanism, and can contain beam expanding telescopes or other optics for proper telecentric scanning.
Since a single pulse is split into two using a PBS, a λ/4 waveplate is inserted into each beam path such that the polarization state of the beam is rotated by 90
• upon double passing the waveplate. This ensures that each pulse will be transmitted through the PBS toward that scan optics. By using polarization state to split our single beam into two, the pulse train in the scan optics consists of an interlaced train of pulses from each arm of the interferometer, every pulse being orthogonally polarized with respect to those adjacent to it. This pulse train is focused into a specimen as though it were a single-focus MPLSM system [see Fig. 1(a) ].
To date, we have used two sources for this method, one an extended cavity Ti:Al 2 O 3 oscillator with a repetition rate of 21.7 MHz [14] , [18] , and the other a Yb:KGd(WO 4 ) 2 oscillator with a repetition rate of 56 MHz [20] . One pulse from the beam splitter is delayed with respect to the other by either 23 ns or 9 ns, depending on the excitation source. Due to the additional path length experienced by one of the two beam paths, which corresponds to one full cavity length of the oscillator, each beam focuses to a slightly different depth within the specimen. This is due to the additional divergence experienced by the beam with a longer optical path length. While this can be overcome by the addition of a simple telescope to the longer arm, we have found it more useful to insert user-defined divergence control into one arm of the interferometer, as shown in Fig. 1(a) . This can be done in any number of ways, including passive telescopes [20] , deformable mirrors [14] , [18] , and image relaying with objective lenses [38] . This allows for programmable control of the axial spacing between the two foci in the specimen plane.
Altogether, the foci in the specimen are separated in time by tens of nanoseconds, have orthogonal polarization states, and can be separated axially by a user-defined amount. The temporal separation and orthogonal polarization states make it possible to spatially overlap the foci within the sample without interference. Since the beams are collinear, the same 2-D plane is scanned in the specimen by each focus. Furthermore, we are able to modify other properties of each pulse separately. As we will demonstrate later, this can be greatly advantageous for many assays in biological MPLSM.
B. Electronic Demultiplexing
In order to avoid the limitations of most mfMPLSM setups due to imaging detection, we take advantage of the nanosecond separations between pulses to electronically demultiplex the nonlinear signal measured by a single-element detector. Detailed electronic layouts and demultiplexing procedures are discussed at length in [20] . In brief, the laser pulse train is incident on a dichroic mirror that transmits the excitation light, and reflects the nonlinear signal toward the PMT in the epidirection [see Fig. 2(a) ]. At a point before the scan mirrors, a glass slide is inserted into the pulse train to reflect a small portion of the laser intensity to a photodiode detector. The analog signal from the photodiode is denoted the laser clock (LC) and serves as the phase reference for demultiplexing. Since we may safely assume that at most we generate one signal photon per laser pulse [39] , there is no need to consider multiple signal photons for a clock pulse. This allows us to use the interlaced pulse train as a clock signal for an electronic demultiplexer.
Both the LC and PMT signals are thresholded, and converted to TTL logic pulses [see Fig. 2(b) ], which are then fed into a field-programmable gate array (FPGA). The FPGA is programmed to contain two counters, one for each focus. As each signal photon occurs under the envelope of a LC pulse, it is possible to rapidly switch between counters to attribute signal photons from each focus to their appropriate position in the sample. For every pixel in the image, the counters are set to zero, and signal photons are incrementally counted for each focus in the specimen. Once the dwell time is reached, both counters are reset to zero and the scan mirrors move to the next position in the sample. During scanning, the count for each pixel of each image is stored in the memory of the FPGA, and is downloaded to a computer after each frame is scanned. By electronically demultiplexing the nonlinear signal out of a single-element PMT, we are able to simultaneously acquire two images from a single scan. This is the heart of dMPLSM, as it allows us to vary the excitation parameters of each foci to visualize the difference in specimen response simultaneously. This detection scheme is easily scalable to multimodal detection by additional detection pathways in the microscope and additional FPGAs for each detector.
Beyond electronic demultiplexing, photon counting has additional advantages. It yields an improved SNR compared with analog detection, as noise associated with single-photon variability in the output of the PMT, i.e., pulse-height variability, is negated. We have obtained noise levels on the order of 10-50 counts in a 1-s image. For a 512 × 512 pixel image, this amount of noise per pixel is nearly negligible, resulting in a very good SNR. Second, photon counting allows for quantitative imaging assays with mfMPLSM to be performed. In particular, the num- ber of signal photons measured at one focus may be compared to the number measured with the other.
IV. RESULTS
We consider four proof-of-principle demonstrations of our dMPLSM setup.
A. Depth dMPLSM
We are able to simultaneously extract two planes, while simultaneous imaging of up to six planes has been demonstrated [19], [40] . This allows for volumetric imaging in the wholefield MPLSM detection scheme by obtaining data from a 3-D volume in a single scan. This is demonstrated for two foci in Fig. 3 , where two planes in a transgenic maize plant expressing enhanced yellow fluorescent protein were acquired simultaneously. Due to the relatively small two-photon action cross section over the bandwidth of the Ti:Al 2 O 3 laser oscillator used to acquire the images shown in Fig. 3 (approximately 2.5-8.0 Göppert-Mayers over the range 790-825 nm; [41] ), the TPEF intensity is largely due to endogenous fluorescence from the maize plant. Not only does depth dMPLSM allow for the sample to be viewed in multiple axial planes simultaneously, but it also makes it possible to perform rudimentary particle-tracking measurements in 3-D, both of which are useful for many biological assays.
In order to obtain depth dMPLSM images, the two foci must be offset axially with some method of divergence control. We accomplish this with a setup based on relaying an image of the focus from an external objective to the excitation objective [38] . By placing an objective lens in the short arm of the DMM setup and image relaying the back aperture of that lens to the back aperture of the excitation objective, a piezoelectric mirror in the short arm of the dMPLSM setup can be used to control the axial position of the focal plane of the short arm in the specimen (see Fig. 4 .) This allows us to quickly control the spacing between the two foci, as the response time of the piezoelectric actuators is on the order of milliseconds.
To test the axial scanning capability of this system, we measured the third-harmonic-generation (THG) signal from two cover slips separated by 90 μm of wax film. The axial response for THG from cover slips has been well characterized [6] , [7] ; therefore, we may use this sample to perform a characterization of the axial scanning capabilities of this system. The THG response shows us not only how far the system can scan, but allows us to see if the excitation point spread function (PSF) degrades as the axial position is changed. Fig. 5 shows the results of this axial scan over a range of 120 μm. The full-width at half-maximum (FWHM) of the axial THG response at the second interface was fit with a Gaussian envelope and found to be approximately 7.5 μm, a value in good agreement with the theoretical value of 6.9 μm, calculated following the mathematical formalism outlined in [42] for an excitation wavelength of 1039 nm, numerical aperture of 0.65, and assuming nBK7 as the glass type. Note also that the first peak in the axial THG response is broader and asymmetric, a result of spherical aberration in the focusing system [6] .
We compared 3-D datasets acquired with specimen scanning and by scanning the piezoelectric mirror (see Fig. 6 ). There is very good agreement between the two datasets, over a total axial range of 42 μm in this image set, which indicates that we are capable of scanning a large area axially in scattering media. Moreover, the resolution of the dataset is nearly identical for both methods when imaging deeper in the tissue, confirming that one can maintain tight focusing with this scheme. One important point to note when comparing the image series in Fig. 6 is that the piezoelectric scanning and specimen scanning do not necessarily scan the same axial planes in the specimen. We can correlate the maximum and minimum depths in the specimen, but the axial spacing in the piezoelectric scanning dataset differs from those in the specimen-scanning set.
Finally, this method could easily be extended to achieve arbitrary scan planes in the specimen by coupling the scan mirrors for the lateral plane with the piezoelectric mirror in the appropriate manner to achieve the desired pattern. This would allow one to rotate the 2-D scan plane in a specimen by simply programming the scanning electronics for all three degrees of freedom, a capability that could be greatly advantageous in a myriad of biological MPLSM applications.
B. Polarization dMPLSM
Many processes in nonlinear optics are highly dependent upon the polarization state of the excitation source. For harmonic generation, this is a result of the phase-matching conditions necessary to give an appreciable signal. Phase matching in MPLSM can be a very valuable tool for determining orientation of structures within biological specimens without the need for an exogenous fluorophore. In particular, SHG from fibrous structures such as rat tail tendon [43] and crystalline cellulose strands [20] , [44] , [45] have been shown to not only have a strong dependence upon the orientation of excitation polarization, but also have been used to show that the harmonic signal generated in the forward-and backward-propagating directions are dependent on factors, such as sample density, mean scattering length, and structural size and orientation. This allows one to not only visualize intensity maps of the specimen to gain insight into the structure of a sample, but also to understand phase-matching conditions within the structure by collecting images with varying polarization states.
One example of such a polarization-dependent sample is simple corn starch [14] . Amylopectin chains in corn starch grains, the molecule responsible for SHG, are arranged azimuthally along the grain. Since only those molecules that are parallel to the input polarization state satisfy the phase-matching conditions necessary to generate SHG, one does not see the entire grain in an SHG image of corn starch. Moreover, the central portion of the grain is centrosymmetric, meaning that SHG cannot occur from this region regardless of the polarization state of the excitation source. Consequently, when images are taken with orthogonal linearly polarized beams, two different sets of lobes of each starch grain are activated. This is demonstrated in Fig. 7 , in which the SHG response of corn starch grains is demonstrated through composite images at each polarization; Fig. 7(a) was taken in the transmissive direction, while Fig. 7(b) was taken in the epi-direction. Note that both panels are composites of two images acquired simultaneously, and thus each panel is a polarization dMPLSM image.
The usefulness of polarization-sensitive dMPLSM for quantitative biological applications is demonstrated in Fig. 8 . Here, images of fixed murine cranial nerve are imaged in TPEF and SHG simultaneously. Fluorescence in these images is due to green fluorescent protein (GFP) that is expressed in the cytoplasm of the cell; owing to the random orientation of the dipole moment of each fluorophore, the fluorescence is nominally polarization independent. The SHG response, however, is strongly dependent on the amount of coupling between the incident laser polarization and fiber orientation, particularly, as these fibers are myelinated. Thus, when activated with two differing polarizations, different structures within the sample can be visualized [see Fig. 8(d) ].
C. Excitation Wavelengths
To fully observe the behavior of complex biological systems, multiple fluorophores can be introduced, each tagging to a different feature of interest within a cell. The different fluorophores often have widely varying cross sections centered at a given wavelength, and thus may not be efficiently excited by a center frequency of the femtosecond oscillator. One option is to direct multiple lasers into the microscope, using dichroics to select which wavelength to image with at a given time [46] . The difficulty of precisely matching laser repetition rates, except for identical oscillators that are designed to be locked, The false color intensity applied to each image was chosen such that when the response from each polarization was the same, the resulting color is white. All four images comprising this figure were taken in a single scan with a Ti:Al 2 O 3 oscillator, focused by a 0.75 NA/40x objective (Olympus, UPlanFL). Scale bars are 10 μm. prevents interlacing two pulse trains for simultaneous imaging. An elegant solution is to utilize a photonic crystal fiber (PCF) to generate the bandwidth needed to activate multiple fluorophores, filtering out different portions of the resulting spectrum to be used in a two-focus dMPLSM apparatus. These fibers can generate bandwidths of 500 nm or more with modest input pulse energies (1-10 nJ) [47] , [48] . They have been used in many imaging applications, including optical coherence tomography [49] , [50] and coherent anti-Stokes Raman scattering microscopy [51] [52] [53] [54] . Additionally, the output of a PCF can directly be used as a source for multiphoton imaging without postfiber compression [55] [56] [57] [58] [59] .
We modified our dMPLSM system to include a PCF that was pumped by a 1040-nm femtosecond laser oscillator (see Fig. 9 ). By interlacing the broadband pulse train with our 1040-nm pulse train, we enable simultaneous dual-color imaging. The 1040-nm pulse train from one arm is redirected into a 0.45-NA aspheric lens (New Focus), which focuses the pulse train into a 6-cm-long PCF [955-3.7 NL (Crystal Fibre)].The output of the PCF is then collected with a matching aspheric lens that is on a translation stage to allow the collimation of a chosen wavelength of light. In practice, the position of the aspheric collimating lens is adjusted by placing an interference filter with the desired transmission characteristics after the lens, and then manipulating the lens until the passband of the filter is collimated. With the Fig. 9 . Schematic of the dMPLSM system with a PCF inserted into the long arm of the interferometer. By carefully adjusting the delay of this arm, the timing is maintained to allow for electronic demultiplexing to be performed in the typical manner. Interference filters placed after the PCF allow for certain portions of the spectrum to be selected.
PCF, we are able to generate a pulsed supercontinuum with sufficient energy in wavelengths from 760-1200 nm to activate SHG.
To determine the imaging viability of the light generated from the PCF, without compression, we directed the pulse train from the PCF into our IX-71 microscope, and imaged corn starch granules, which are known to strongly generate second-harmonic light [60] . We detected SHG from 380 nm to 600 nm, with scans at selected wavelengths (see Fig. 10 ). In this case, we were limited by the detector efficiency as a function of wavelength, as well as available optical filters.
Whereas the SHG images of corn starch, shown earlier (cf., Fig. 7 ), showed only two lobes lighting up from the linear polarization, we note that the corn starch images obtained with the PCF result in annular images from the starch. This is because the PCF does not maintain the linear input polarization; therefore, the resulting images are obtained with randomly polarized light, activating all portions of the corn starch except the central portion of the grain in which the harmoniphores are centrosymmetric.
D. Spatial Profile
A means to achieve resolution enhancement, albeit not superresolution [61] [62] [63] [64] [65] , is spatial filtering of the excitation beam by annular pupils [66] [67] [68] . Annular pupil filters have been used in confocal microscopy to enhance the lateral spatial resolution. Essentially, the annular filter can be viewed as a high-pass filter, as only the highest spatial frequency components are allowed to pass the objective lens. Consequently, the lateral resolution is enhanced. Since spatial resolution in MPLSM is determined only by the spatial extent of the excitation PSF, this simple method may be used to gain lateral resolution in any nonlinear contrast modality. An example of such improvement is shown in Fig. 11 , in which crystalline cellulose fibers were sequentially imaged in epi-SHG with one arm of the dMPLSM system. Fig. 11(a) shows the fibers imaged with the beam filling the full numerical aperture (NA) of the excitation beam, while Fig. 11(b) shows the result when an annular pupil filter is applied. Clearly, there is an improvement in the lateral resolution of the resulting images.
Improvement in lateral resolution, however, comes at the cost of axial resolution. The axial component of the PSF is dramatically increased in annular aperture focusing because fewer k-vectors are included in the focusing cone, resulting in less cancellation of out-of-focus components. One can imagine the limiting case in which only two k-vectors are focused at NA = 1 in air, corresponding to a semiaperture angle of 90
• . In such a case, the PSF is defined by the interference of two counterpropagating plane waves, causing the axial extent of the PSF to extend to infinity. This decrease in axial resolution is not an issue in confocal microscopy, as the confocal pinhole in the detection arm samples only a small region near the focus. However, in the whole-field detection inherent in MPLSM, the axial resolution is severely degraded. Often this is advertised as increased depth of focus, since one can detect features from a large 3-D volume, but for most applications of biological microscopy, it is imperative that the axial resolution be maintained.
The dual beams in the interferometric setup [see Fig. 1(a) ] are spatially separated; therefore, it is possible to modify the spatial profile of one beam while leaving the other unaffected, similar to the axial scanning method already presented (see . 4) . However, instead of modifying the divergence of only one beam by image relaying the focal spot, we propose applying an annular pupil filter to one beam, while leaving the other beam unaffected. Thus, a 3-D dataset may be acquired with enhanced lateral resolution offered by the annular aperture beam, while the axial sectioning capability can be maintained by the fullaperture beam. The simultaneous imaging capability offered by the dMPLSM system would allow one to obtain both datasets simultaneously, making it possible to perform a deconvolution of the data to obtain a single high-resolution 3-D dataset.
V. BEYOND TWO FOCI
So far, all of the dMPLSM results we have demonstrated were obtained by two foci in the specimen plane. One of the great advantages of the dMPLSM concept presented earlier, i.e., optical multiplexing and electronic demultiplexing, is the ability Fig. 12 . Configuration of six-foci dMPLSM system using a polygonal scan mirror for imaging the flow in a microfluidic channel. The red arrows in the inset indicate scan direction of the beam array, which corresponds to left-to-right scanning in the images displayed in Fig. 13 .
to extend the concept beyond two foci. In principle, the shortest duration that may be generated between two pulses in the LC is ∼2 ns. As long as the temporal separation between adjacent pulses in the pulse train is at or above this threshold, electronic demultiplexing with the FPGAs is attainable. This sets an upper limit on the number of foci that may be used with a single FPGA, but it is feasible that multiple FPGAs be used to extend the capabilities of this method to any number of foci desired.
A. Six-Foci Yb:KGd(WO 4 ) 2 System
To demonstrate the use of more than two foci, we constructed a unique Yb:KGd(WO 4 ) 2 oscillator that outputs 6-fs laser beams, each appropriately time-delayed, from a single extended cavity [19] . The net output of the laser is six spatially and temporally separated beams. Temporal offset is generated purely by the round-trip time in the cavity, since each pulse is outputted from the cavity as it bounces off of the output coupler. Thus, the pulse train that is output from the cavity is a burst of six pulses, each separated by 6 ns, occurring at a repetition rate of 18.6 MHz. The pulses are 250 fs in duration and contain 19 nJ of energy per pulse.
The principle of our dMPLSM system as described in Section III is directly extended to this novel laser; only now the FPGA is programmed to contain six counters instead of two. In this system, each scan of the galvometric scan mirrors results in six simultaneously acquired images. Again, we can use multimodal detection to achieve 12 or 18 images per scan for bi-and trimodal detection, respectively.
Multimodal imaging with the six-beam Yb:KGd(WO 4 ) 2 system was demonstrated in [19] , where 12 images of the trigeminal nerve in murine neocortical tissue were obtained in a single scan of the galvometric mirrors.
B. Video-Rate Imaging
One clear advantage of the six-foci system is the ability to acquire images at least six times faster than a traditional MPLSM system without increasing the scan speed. The Yb:KGd(WO 4 ) 2 system presented here has the ability to image at well above video rates by acquiring multiple images per scan. We thus replaced one of the galvometric mirrors in our six-beam system with a rotating polygonal mirror to image at video rates for each focus in the system (see Fig. 12 ). We imaged nonfluorescent polystyrene beads flowing in a microfluidic channel in a solution of Rhodamine 6G dye. Since the foci in the six-beam system are arranged in a linear pattern within the sample, we arranged the system such that the linear array was parallel to the direction of flow in the specimen, and oriented the polygonal mirror such that we scanned the array of foci perpendicular to the direction of flow. By scanning the polygonal mirror as the beads flowed in the channel, we were able to obtain six simultaneous images of the channel (see Fig. 13 ). Since the foci are separated in the direction of flow, each image has the spatial coordinate along the horizontal axis, while the vertical axis represents time. We scanned the sample and acquired data at 30 Hz, resulting in pixel dwell times of 0.9 μs. Note that this rate is for each of the six foci such that the true acquisition rate of the electronics is 180 Hz. With this method, we were able to determine the flow rate of the beads in the microfluidic channel to be approximately 2.5 μm/ms.
VI. CONCLUSION
We have presented a simple scheme for simultaneous image acquisition in multiphoton microscopy with whole-field detection by a single-element detector based on optical multiplexing and electronic demultiplexing. The simultaneous imaging capability allows us to perform differential multiphoton microscopy measurements in a single shot for the first time, an advantage for in vivo dMPLSM assays in dynamic samples. Moreover, the spatially separated beam paths in our optical multiplexing scheme allow for various parameters to be varied independent of the other beam(s). This has allowed us to perform simultaneous imaging with two pulses of varying spectral content for the first time. Due to the widely varied two-photon absorption spectra of fluorophores and fluorescent proteins commonly used in MPLSM, the ability to vary the central wavelength of one excitation pulse with respect to the other allows for a wide array of fluorophores to be used with the same excitation source.
The orthogonal polarization states of each beam in the twofoci dMPLSM system also make it possible to perform polarization dMPLSM simultaneously for the first time. By performing polarization dMPLSM in this manner, it is possible to visualize not only the structure under study, but also to infer the phasematching conditions within the specimen. Furthermore, exciting fluorescent specimens with orthogonal linearly polarized beams should make it possible to perform anisotropy measurements in a single shot as well, thereby extending the polarization capabilities of the system.
We have also demonstrated simultaneous dMPLSM beyond two foci with a novel six-beam Yb:KGd(WO 4 ) 2 oscillator, and showed that this system is capable of video-rate imaging. Another advantage of this system is the possibility of performing stereo imaging with this microscope. Since the six foci are laterally offset from one another, it should be possible to obtain up to three stereographic images in a single shot by proper orientation of the foci in the specimen plane.
APPENDIX CALCULATING TPE VOLUME AND PEAK INTENSITY IN FOCUS
The full vectorial calculation for the PSF near the focus of a lens has been rigorously derived by Richards and Wolf [69] . According to Zipfel et al. [43] , fitting a Gaussian to the TPE PSF, where the TPE PSF is the intensity PSF squared, results in the following expressions for the e −1 point in the intensity envelope for a Gaussian spheroid: 
where λ is the wavelength of incident light, NA is the numerical aperture of the lens, and n is the index of refraction of the surrounding medium. By integrating the TPE PSF, Zipfel et al. show that the volume in which TPE occurs can be approximated as 
The peak power of a pulsed laser source can be calculated from the average power, pulse duration τ , repetition rate f , and shape factor g p according to the relation
The factor g is known as the second-order temporal coherence of the pulse [70] , defined as
where I(t) is the intensity of the pulse. The shape factor g p for a Gaussian pulse is 0.664, which is what we assume throughout this manuscript. Since intensity is defined as power per area, the peak power of the pulse and the radius of the spot size can be used to estimate the peak intensity in the focal plane of the microscope with the expression I peak = P peak A xy = P peak π ω 2 xy = g P ave = g p τ f π ω 2 xy P ave . (6) Note that the area used in (6) indicates the area of the intensity PSF, not the TPE PSF. Note also that it is straightforward to convert from the area at the 1/e point to other points along the Gaussian intensity by multiplicative factors. If, for example, we wished to calculate the area using the FWHM of the intensity envelope, we simply multiply the radius at e −1 by √ 2 ln 2, resulting in a factor of (2 ln 2) −1 in front of the preceding expression.
