This paper aims to improve probability-based ranking (e.g.AUC) under decision-tree paradigm. We observe the fact that probability-based ranking is to sort samples in terms of their class probabilities. Therefore, ranking is a relative evaluation metric among those samples. This motivates us to use a lazy learner to explicitly yield a set of unique class probabilities for a testing sample based on its similarities to the training samples within its neighborhood. We embed lazy learners at the leaves of a decision tree to give class probability assignments. This results in the first model, named Lazy Distancebased Tree (LDTree). Then we further improve this model by continuing to grow the tree for the second time, and call the resulting model Eager Distance-based Tree (EDTree). In addition to the benefits of lazy learning, EDTree also takes advantage of the finer resolution of a large tree structure. We compare our models with C4.5, C4.4 and their variants in AUC on a large suite of UCI sample sets. The improvement shows that our method follows a new path that leads to better ranking performance.
Introduction
Traditionally, classification accuracy has been used as the main evaluation criterion for the performances of learning models in the areas of machine learning and data mining. However, in some decision-making scenarios, probability-based ranking is more desirable than categorical classification. For instance, university scholarship granting is based on the rank of top x% students in terms of their different likelihoods of winning it, instead of simply classifying the applicants into qualified or 2. Related Work
Probability Estimation with Decision Trees
A trained decision tree can be easily adapted to be a probability estimator by using the absolute class frequencies at leaves. For instance, if a leaf has a set of absolute class frequencies n 1 , n 2 , . . . , n k , the estimated probability for each class membership at this leaf is represented asp
But this estimation is poor for two reasons [14] : uniform class probability assignment (assign one priori class probabilityp(c i ) to any testing sample that falls into the same leaf) and tree pruning (traditional tree inductive algorithms may remove some branches that contribute little to classification accuracy but much more to the ranking performance). With the goal of better ranking performance, Provost and Domingos [13] introduced two methods to improve the class probability estimation of decision tree. First, by using Laplace correction at leaves, class probabilities can be systematically smoothed towards the priori class distribution. Second, by turning off pruning and collapsing mechanisms, decision tree can keep some branches that are crucial for accurate class probability estimation. The final model is called C4. 4 . However, C4.4 still has two contradictions that are:
• Turning off pruning may result in a fairly large tree. Therefore, within some leaves that contain only few training samples, the class probability estimation is unreliable.
• A large tree usually over-fits training sample sets, and the yielded class probabilities could be still doubtable even using the Laplace correction.
Besides, values of class probabilities can easily repeat, which may decrease the ranking quality as well. Some researchers have noticed that the information used to estimate the class probabilities for a testing sample should not be limited to the leaf where the testing sample falls. Ling and Yan [11] proposed the Confusion Factor Tree (CFT) by using a factor s (s < 1) to denote the amount of "confusion" among the children of the node. It can be regarded as the probability of errors that alter the attribute value. Thus when a testing example is classified by a CFT, it has a small probability s of going down to other branches. Therefore, CFT produces the class probabilities for a testing sample e via the class probabilities from all other leaves as well as the leaf into which e falls. The contribution of each leaf is determined by the number of unequal parent attribute values (parent attributes of a leaf are defined as the attributes on the path from this leaf to the root) that the leaf has, compared with e. The final class probabilities for e are the weighted averages of the contributions ws-ijait 4 
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from all of the leaves in a tree, as Eq. (2) depicts.
wherep Lj (c i ) is the class probability at leaf j calculated as in Eq. (1), and q is the number of unequal attribute values. Although CFT produces distinct class probabilities for the testing samples at the same leaf, choosing the optimal confusion factor could still be a difficult task. Furthermore, CFT has to go through the whole tree to compute the contribution of each leaf. Consequently, the time complexity of CFT tends to be relatively high.
Ferri et al. [6] introduced a smoothing method, called m-Branch. M -Branch is a recursive, root-to-leaf extension of the m probability estimation, in which, for each leaf, the class probabilities are generated by propagating the class probabilities of each of its parent nodes from the root down to itself. Eq. (3) is the formal expression of m-Branch method:p
wherep parent is the class probability smoothed from the root to its direct parent node, k represents the number of class values and parameter m is adjusted by the depth and cardinality (the number of training samples associated with the node) of the current node. Although the authors have noticed that the information from other paths should be utilized, they still assign the same class probabilities to the testing samples at the same leaf. The ranks of these samples with equal class probabilities are generated randomly and thus the AUC value tends to decrease. Bootstrap Aggregating (bagging), an ensemble approach to aggregate the class probabilities from a suite of base learners, is used on decision tree to overcome the instability of its class probability estimation [9] . This method creates an ensemble of trees from a given training sample set. Each tree is generated with a different bootstrap replicate of the original set. The final output is formed by use of a plurality vote among those trees. Recently, bagging has been applied to improve the ranking performance of decision tree [1] [13] . One drawback of using bagging is that the generated results are not easily comprehended.
Boosting was introduced by Schapire [17] as an approach for scaling up the accuracy of a learning model. Adaptive Boosting (AdaBoost) is an improvement of boosting proposed by Freund and Schapire [7] . Like bagging, AdaBoost also generates a set of base learners and adopts the voting mechanism among them. However, AdaBoost also changes the weights of the training samples provided as input to every learner at each iteration. It focuses on those training samples that have been misclassified in the previous iteration and therefore minimizes the training errors. In addition, AdaBoost generates base learners sequentially but bagging generates them in parallel. AdaBoost has been proved to be able to improve classification of unstable learning models, such as decision tree.
Su and Zhang [19] proposed to understand decision tree from a probabilistic perspective. They use C4.5 without pruning and the product rule in probability theory to calculate class probabilities, as shown in Eq. (4) .
wherep(c j ) is the priori probability distribution of class c j andp(
is the conditional probability of A i given the path attributes A p (e.g. from the root to the current node A i ) and c j . α is a normalization factor. The proposed model is called Probabilistic Inference Tree (PIT). As one can see that a decision tree can represent the probability distribution instead of its traditional role as a decision boundary-based model. However, PIT also could not generate different class probabilities for the testing samples at the same leaf. The learning methods previously designed for probability-based ranking are either sophisticated or with high computational complexity. Is there a simple and efficient way to improve decision tree for ranking? Aiming at this goal, we focus on lazy learning and deploy a lazy model at each tree leaf to generate distinct class probabilities for different testing samples.
AUC as a Metric of Ranking
Probability-based ranking sorts a set of samples according to the probabilities that the samples belong to one class. If we aim to obtain a more precise ranking from a model, one might naturally consider that we must know the true ranking in the training samples [4] . In most situations, however, what we are given is only a set of samples with class labels. Thus, providing classification labels in training and testing sample sets, are there better approaches than accuracy to evaluate learning models that achieve good ranking quality? The answer is Receiver Operating Characteristics (ROC) curve.
ROC curve has been introduced to machine learning relatively recently, in response to classification tasks with varying class distributions or misclassification costs [18] . Its key feature is the distinction between hit rate (true positive rate or TP) and false alarm rate (false positive rate or FP) as two separate performance measures. For a binary-class problem, assuming that the threshold t is the probability of randomly chosen negative points belonging to the positive class. Therefore, a ROC curve is constructed by plotting different points (FP,TP) as we move the threshold t between the extreme points 0 and 1 [10] . For a specific threshold t, T P (t) is the probability that a randomly chosen positive point will have a larger probability of belonging to the positive class than t. We suppose that the probability density function of the probability that a randomly chosen negative point will have a larger probability of belonging to the positive class than t is f p(t). Thus, we can obtain a ROC curve for a learning model by moving the threshold t to cover the whole FP distribution. The Area Under the ROC Curve, or simply AUC, has been used to provide a good "summary" for the performance of the ROC curves. A simple approach to calculate the AUC value for a binary-class sample set is shown as below [8] :
where n + and n − are the numbers of positive and negative samples respectively, and S + = |+| r i , where r i is the i th positive sample in the ranking list. In an extreme situation, the AUC value of a model could reach one if all positive samples are ranked behind any negative sample. For multi-class situations, we separately calculate the AUC value for each pair of classes (regarding each pair of classes as a binary-class situation) and average all the values [8] .
3. Using Lazy Learners to Improve Tree-Based Ranking
The Lazy Learner
We observe that probability-based ranking is exactly a relative evaluation metric where a decent ranking depends on the relative position of a sample among others. More specifically, the ranks of samples {e i } for a class value c i (where e i ∈ E and E is a sample set) are determined by sorting the class probabilities {p(c|e i )}. Thus, a correct rank for a binary-class problem means placing a negative sample e − preceding a positive sample e + , i.e.p(+|e − ) <p(+|e + ) (orp(−|e − ) >p(−|e + )). In contrast, in classification, a learning model makes a decision for a testing sample with reference to its assigned class probabilities without comparing with other testing samples, i.e. for the positive sample e + , ifp(+|e + ) >p(−|e + ), its classification is correct. It is reasonable that if a learning model is accidentally an approximation of the class distribution function, we will have the most accurate class probabilities and could obtain a perfect ranking. For most practical applications, unfortunately, it is almost impossible to get the true class distributions. But if we review the definition of ranking again, we could know that it is the order of the relative positions among the samples, not their estimated class probabilities, that plays a vital role in the ranking quality. 
Now let us re-examine AUC more carefully. The extreme value of AUC is one if all the testing samples that belong to one class are sorted after all the testing samples that belong to other classes. This is demonstrated by the case of Model1 in Table 1 • It is worse that placing a testing sample into a higher rank in a wrong class than placing it to a lower rank in the wrong class.
• Separating the cluster of samples in one class from the rest of the testing samples can scale up the AUC value.
From above, it is clear that AUC is a discriminating measure. Notice that high AUC and high classification accuracy do not imply each other. One difference between them is that classification accuracy is based on 1-0 loss function that any misclassified testing sample is weighted equivalently, while the position of any misplaced testing sample affects AUC differently. In summary, AUC is a more discriminating measure than classification accuracy. Therefore, we focus on developing an approach that could determine the relative positions of testing samples directly. We propose to use a probability estimator to explicitly compute the class probabilityp(c j |e t ) based on the similarities of a testing sample s t to the training samples at the leaf into which e t falls. A probability estimator is defined as: Definition 3.1. Given a set of testing samples E and a set of class values C = {c i }, ∀e t ∈ E, a Probability Estimator is a set of functionsp(c i |e t ) → (0, 1) such that cj ∈Cp (c i |e t ) = 1.
Using the probability estimator can produce a set of unique class probabilities for a testing sample instead of assigning a set of identical ones as in C4.5. Secondly, and more essentially, we have observed that probability-based ranking is indeed a relative evaluation measurement where the rightness of ranking depends on the relative position of a sample among others. These issues inspire us to use a lazy approach on decision tree. Lazy learning simply store some of the training samples and postpone any generalization effort until a testing sample must be classified. It can thus create many sample-specific local approximations, which attempt to fit the training samples only within the neighborhood of the testing sample. The lazy learner calculates the class probabilities for a testing sample based on its neighbors. It finds n closest neighbors at a leaf (we define that the neighbors are all the training samples at a leaf) for a testing sample and generates a weight for each neighbor using a new weighting function.
Assume that sample e can be represented by an attribute vector as a 1 (e), a 2 (e), ..., a m (e) , where a i (e) denotes the value of i th attribute. The dis-tance between sample e 1 and e 2 is calculated as in Eq. (6) .
where δ(a i (e 1 ), a i (e 2 )) outputs zero if a i (e 1 ) is equivalent to a i (e 2 ), otherwise it outputs one. The distance evaluates the degree of similarity between e 1 and e 2 . For a testing sample e t and a set of training samples {e i |i = 1, ..., n} in its neighborhood, we assign a weight to each e i based on its distance to e t , as in Eq. (7).
where
is the maximum (minimum) distance to e t at a leaf. For any two samples e i and e j , the shorter the distance to e t (assuming
, the larger weight the sample (w i ≥ w j ) gets. This indicates that the sample nearest to e t will contribute most when calculating the class probabilities for e t .
The final class probability of e t is a normalization of all the weights of the training samples in terms of their class values, as described in Eq. (8) .
where n represents the number of training samples in the leaf, m is the number of training samples in class c j and w j r is the weight of a training sample that belongs to class c j within the neighborhood. |C| is the number of class values. Eq. (8) implies that the more training samples belonging to c j , the bigger the sum of their weights and the more possibly that e t is in c j .
Induce Lazy Distance-based Tree
We deploy a lazy learner at each leaf of a decision tree and call this model Lazy Distance-based Tree (LDTree). Compared with classic tree models, LDTree assigns a distinct class probabilityp(c|e t ) to a testing sample e t instead of giving the uniform one as C4.5 does. As a result, testing samples could be greatly distinguished, which is much important for a good quality of ranking. Although lazy learning usually needs much time in computation, we deploy lazy learners at the sample subspaces of the leaves where they spend less computing time.
To induce the tree, we use a typical C4.5 algorithm. However, the expansion of the tree terminates when it satisfies that each of its leaves contains about 30 samples. It is suggested by [5] that when the goal is to yield good ranking performance, AUC as the splitting criterion is better than other splitting criteria that are aimed at increasing classification accuracy, such as Gain Ratio and GINI. But in order to show the improvement caused by lazy learners, we still use Gain Ratio as the splitting criterion.
Assume there is a decision tree T and a set of its leaves L. In each leaf l ∈ L, there is a set of leaf training samples S l . Algorithm 1 returns a set of class probabilities {p(c j |e t )} for each class value ∀c j ∈ C using T . In detail, {p(c j |e t )} are initialized as zeros at the beginning. A testing sample e t is dispatched into a leaf l according to the values of its attributes. All the training samples at that leaf are regarded as the neighbors of e t . At that leaf, a lazy learner will assign a set of class probabilities to e t according to Eq. (6), Eq. (7) and Eq. (8).
Algorithm 1 LDT ree(T, e t ) returns {p(c j |e t )} T : a tree with a set of leaves L l: a leaf S l : the training samples at leaf l e t : a testing sample {p(c j |e t )|c j ∈ C}: a set of class probabilities of e t Dispatch e t to a leaf l according to its attributes for each training sample e l ∈ S l do Use Eq. (6) to compute the distance d l between e l and e t Use Eq. (7) to compute a weight w l for e l for each class value c j ∈ C do Use Eq. (8) to compute {p(c j |e t )} Return {p(c j |e t )} for the testing sample e t LDTree is actually a mixture of lazy learning and eager learning. The model is half built before a testing sample feeds. Despite the improvement shown in Section 4, we see that the testing phase of LDTree is much longer than an eager algorithm. This drives us to explore a novel way to improve LDTree.
Double Raise Decision Tree for Ranking
Classic decision trees are designed for classification and have been observed to prune the branches, which do not contribute to classification accuracy but are crucial to class probability estimation. By extending each of its branches, the resulting tree could improve the probability-based ranking. But as reviewed in Section 2, large trees also have their own drawbacks. Therefore, we consider to take advantage of large tree structure and solve its deficiencies using distance-based smoothing. Instead of directly averaging the class probabilities generated from the leaves or internal nodes as m-Branch or CFT does, our method links the final class probability estimation for a testing sample to the weights of the training samples on the path of the leaf into which the testing sample falls. The training samples with higher weight to the testing sample will have more effect. The tree inductive algorithm experiences two growth phases and is finally transformed into an eager model. Thus, we call it Eager Distance-based Tree (EDTree).
The first growth is conducted to get the weights for the training samples on tree pathes. This phase is the same with LDTree. A typical tree algorithm with Gain Ratio as the splitting criterion is used, and we stop developing the tree when its leaves have enough samples. Now we will calculate the weight for each leaf training sample in a leave-one-out manner. At a leaf, we pick up a training sample e 0 and assume its class value is c x . Ignore this class value first and use Eq. (6), Eq. (7) and Eq. (8) to predict a set of class probabilities that e 0 belongs to any class in C. We use the class probabilityp(c x |e 0 ) as the weight of e 0 in terms of c x , and discard others. The weight of e 0 is defined as below:
We enumerate all the leaf training samples to compute their weights. The weights directly reflect the relative positions of the samples. If there exists a cluster of samples that have identical attribute values to e 0 , their w x (e 0 ) will be close to one. We then continue to grow the tree until either its new leaves are pure or there are no more attributes to split. This process ends with a new treeT and a set of new leaves L new . At each leaf l new ∈ L new , there is a set of training samples S lnew associated with it. These samples in S lnew bring the weights computed at the first growth with them. We generate the probability estimation for each class value by normalizing all the weights of the training samples at leaf l new in terms of their class values. Eq. (10) is almost the same as Eq. (8), except for one point that the yielded class probabilities are prepared for leaf l new instead of a testing sample:
Algorithm 2 specifically describes how EDTree works. In the testing period, given a testing sample e t , EDTree dispatches it into a leaf and assigns the estimated class probabilities of that leaf to e t as its final class probabilities. Note that, although both EDTree and C4.4 take advantage of large tree structures and Laplace correction, EDTree treat each leaf training sample discriminatively by referring to its weight. As a result, the number of values of yielded class probabilities should be richer than C4.4 does (C4.4 regards all leaf training samples equivalently when estimating class probabilities), and its corresponding AUC value will be reasonably higher than C4.4.
Experimental Methodology and Results
We evaluate learning models by using 34 UCI sample sets [2] recommended by Weka [20] , a machine learning platform. These sample sets are extracted from different application domains and represent a variety of data characteristics. Table 2 presents a brief summary of the sample sets. All experiments were performed on a Pentium 4 with 2.0 GHz CPU and 512 MB RAM.
The preprocessing stages of sample sets mainly include four steps as follows:
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Algorithm 2 EDT ree(E) returnT , {p(c j )} E: a sample set T : a tree with a set of leaves L w: a learned weight l: a leaf S l : the training samples at leaf ĺ T : eager distance-based tree {p(c j )}: a set of class probabilities at a leaf grow a tree T using training sample set E and employing Gain Ratio as the splitting criterion. Stop developing until there are around 30 training samples at each leaf.
for each leaf l ∈ L do for each training sample e l ∈ S l do compute w(e l ) using Eq. (9) to the number of samples in a sample set, this attribute does not contribute any information to classification. So we used the filter of Remove to delete these attributes. Three occurred within the 34 sample sets, namely Hospital Number in sample set Horse-colic.ORIG, Instance Name in sample set Splice and Animal in sample set Zoo. (4) Due to the relatively high time complexity of LDTree during the testing period, we applied the filter of unsupervised Resample to re-select sample set Letter and generate a new one named Letter-2000. The selection rate is 10%.
We conducted three groups of experiments with respect of probability-based ranking, measured by AUC. In each group, the AUC value on each sample set was measured via a five-fold cross validation five times. Runs with various models were carried out on the same training sets and evaluated on the same testing sets. Finally, we performed two-tailed t-tests [12] with a significantly different probability of 0.95 to compare our models with others. That is, we speak of two results for a sample set as being "significantly different" only if the difference is statistically significant at the 0.05 level according to the corrected two-tailed t-test. Besides, in all t-test tables, each entry w/t/l means that the model in the corresponding row wins w sample sets, ties in t sample sets, and loses l sample sets, in contrast with the model in the corresponding column. As mentioned in previous sections, we used the Laplace correction on all tree models to avoid the zero-frequency problem. More specifically, assume there are n c samples that have the class value as c, t total samples, and k class values in a sample set. The Laplace correction calculates the probabilityp(c) asp(c) = The abbreviations used in tables are described below.
LDTree-B: using bagging [9] with LDTree as the base learner. C4.5: the traditional decision-tree model [16] . C4.5-L: C4.5 with Laplace correction applied at leaves. C4.5-M: C4.5 with m-Branch [6] applied. CFT4.5: C4.5 with the confusion factor algorithm [11] applied. C4.5-B: using bagging with C4.5 as the base learner. C4.5-Ada: using AdaBoost with C4.5 as the base learner. C4.4: an improved decision tree for better probability estimation [13] . In the first group of our experiments (Table 3) , EDTree and LDTree were compared with C4.5 and its single-tree variants (C4.5-L, C4.5-M and CFT4.5). In the second group (Table 5) , we compared EDTree and LDTree with C4.4 and its singletree variants (C4.4-NL, C4.4-M and CFT4.4). In the last group (Table 7) , we made comparisons between LDTree-B and the ensemble PETs that contain bagged or boosted decision trees (C4.5-B, C4.4-B, C4.5-Ada and C4.4-Ada).
We implemented EDTree, LDTree, AUC metric, m-Branch and CFTs within Weka and used the current implementations of other models, bagging and AdaBoost methods in Weka. For multi-class AUC situations, M -measure [8] had been adopted. Furthermore, we observed that, although [11] indicated that CFTs are not sensitive to the confusion factor setting, we found that using the percentage of the subset as the confusion factor was slightly better than the proposed optimal parameter 0.3. Thus, we used a different confusion factor in our experiments. The highlights of our observations are listed as below:
• In Table 3 and Table 5 , EDTree has better AUC values than LDTree. Compared with LDTree, EDTree wins 10 sample sets and loses no sample set. As we have discussed in Section 3, after constructing a LDTree, EDTree continues to develop the tree into a large size. This is because a large tree has the natural inherit of discerning samples. The average AUC values of EDTree is 89.35%, the highest among all the competitive models in our experiments. Furthermore, results show EDTree has less variance than LDTree reflected by their average standard deviations, which proves that it is efficient to use the training sample weights that are learned when the tree size is relatively small and there are sufficient training samples at its leaves, to relieve the high variance of a large tree. In the fairly large tree, the approach of weighting samples can also avoid the problem of over fitting the training sample sets.
• EDTree and LDTree achieve remarkably good performances in AUC among C4. 5 and its single-tree variants showed in Table 3 and Table 4 . Compared with C4.5, EDTree wins 26 sample sets and loses no sample set. On the 26 winning sample sets, there are 11 sample sets in which the AUC values of EDTree are 10% higher than C4.5. LDTree wins C4.5 in 24 sample sets and also never loses. Although the variants of C4.5 could also improve its AUC values, our models still tremendously outperform them all measured by AUC.
• C4.4, the improvement version of C4.5 on ranking, has better AUC values than C4.5 presented in Table 5 and Table 6 . Compared with C4.4, EDTree (LDTree) wins 17 (8) sample sets and loses 0 (1) sample set. Compared with C4.4 singletree variants, EDTree tremendously outperforms others and LDTree is also better than most of them. Although C4.4-M slightly outperforms LDTree in AUC, C4.4-M sacrifices the tree size to improve class probability estimation, which could incur the "over-fitting" problem and would be sensitive to noise data. LDTree preserves a small tree and is better than C4.4-M in classification accuracy (we did not present the empirical results due to the space limitation). Besides, decision trees with m-Branch could not generate multiple class probabilities for the testing samples that fall into the same leaf. This is different from LDTree in which each testing sample will be assigned a set of unique class probabilities based on its leaf training samples. Thus, in the applications where both high classification accuracy and accurate ranking are required, LDTree is a better model than C4.4-M.
• In Table 7 and Table 8 , LDTree-B outperforms C4.5-B in 14 sample sets and loses no sample set. It proves that deploying lazy learners at leaves could be a good way to weight each leaf training sample in terms of its differences with a testing sample. As a result, bagged trees with training samples weighted result in better AUC values. Having fewer branches, LDTree-B is also slightly better than C4.4-B in 2 sample sets with no sample set lost. Note that, from this comparison, we can learn that lazy learners could approximately discriminate testing samples just the same as turning off pruning does, except for the point that lazy learners do not change the tree structure with the risk of over-fitting the sample set. In aspect of boosted PETs, LDTree-B works as competitively as C4.5-Ada or C4.4-Ada does. LDTree-B wins in 4 sample sets and loses 3 sample sets, compared with them both. We also notice that boosting seems to be more effective than bagging when applied to C4.5 and C4.4, which supports the conclusions draw by [3] . For instance, C4.5-Ada is superior to C4.5-B in 9 sample sets and inferior on 3 ones. • Other than having good AUC results, our models also have better robustness and stability than their counterpart comparators. EDTree's average standard deviation in AUC is 3.21, which is one of the lowest in all models. The average standard deviation of LDTree (3.47) is also the best in its groups. Besides, the AUC values of LDTree-B are more stable than most of other ensemble PETs.
From the above comparisons, we conclude that EDTree works better than LDTree due to its extension of tree size. Actually, EDTree could be regarded as a trade-off between the quality of probability-based ranking and the comprehensibility of results in model selection. EDTree has theoretically fully expressed the representation of decision trees via its large tree structure. However, in order to overcome some intrinsic obstacles to build an accurate PET under the paradigm of a large tree, we develop a tree in two stages and calculate a weight for each leaf training sample when the tree still has enough training samples on its leaves. One another interesting observation is that CFTs work well in a relatively small tree compared with a large one and m-Branch works consistently in any tree size.
Conclusions
In this paper, we reveal the fact that probability-based ranking is a relative evaluation metric that the relative positions of the samples determine its performance. We also observe that when using AUC as the ranking criterion, the best practice is to assign class probabilities that completely separate samples that belong to different classes. Therefore, we focus on improving the ranking performance of decision tree by assigning a class probability to a testing sample via evaluating its relative position among its neighbors. We design a lazy learner to explicitly compute the class probability for a testing sample based on its similarities to the training samples within its neighborhood. Two new models are generated with lazy learners applied. Empirical results proved our expectation. We believe that our try has opened a new path to improve the probability-based ranking performance of decision tree. In future work, we propose to combine lazy learners with other models, such as Bayesian network, to improve the ranking quality of these models. 
