by replacing the type B of Weyl groups with the type A. In §10 and 11, a certain similarity of properties between generalized notions and standard operations are introduced.
This paper assumed readers' knowledge of Weyl groups, e.g.) a book [11] . It is preferable to be able to read a paper [24] . A part of this paper §9 was presented a symposium ISIT(The IEEE International Symposium on Information Theory) 2017 [10] .
Bit Sequences and Minuscule Elements of Type B
A bit sequence is a sequence over a binary set {0, 1}. If a bit sequence belongs to {0, 1} n for some non-negative integer n, the sequence is called of length n. In stead of a notation x := (x 1 , x 2 , . . . , x n ) ∈ {0, 1} n , we may allow to denote x by x 1 x 2 . . . x n in the paper. For example, 01001 is a bit sequence of length 5. Throughout this paper, bold letters denote bit-sequences, i.e., x, y and z.
In this section, let us construct bijections between bit sequences, a set of orbits of a vector by a Weyl group, minuscule elements and a set of right cosets defined below. For defining minuscule elements, we start with a definition of root system of type B. For n ≥ 2, Π(B n ) denotes the following set, as a subset of R n with the standard basis 1 , 2 , . . . , n , Π(B n ) := { 1 } ∪ { 2 − 1 , 3 − 2 , . . . , n − n−1 }. 1 The set Π(B n ) is known as a simple root system of type B n . For simplicity, set α 1 := 1 and α i := i − i−1 for 2 ≤ i ≤ n. Hence Π(B n ) = {α 1 , α 2 , . . . , α n }.
For Π(B n ), the associated root system Φ(B n ) is
Similarly, the positive system Φ(B n ) + is
A Weyl group W (B n ) of type B n is defined as a group generated by reflections s i : R n → R n associated to α i , i.e.,
1 A standard choice of a simple root system of type Bn is { 1 − 2, 2 − 3, . . . , n−1 − n} ∪ { n}. However, the choice Π(Bn) is suitable for connecting to insertion/deletion codes.
where (, ) is the standard inner product of R n . An element w ∈ W (B n ) is called a λ-minuscule for λ ∈ R n , if there exists a reduced expression s i 1 s i 2 . . . s ir of w such that s i j s i j+1 . . . s ir λ = λ − α ir − · · · − α i j+1 − α i j , for any 1 ≤ j ≤ r. [24] Example 2.1. Set λ B := (1/2, 1/2, . . . , 1/2) ∈ R n . For a subset J := {j 1 , j 2 , . . . , j t } of {1, 2, . . . , n}, where j 1 < j 2 < · · · < j t , let us define an element w J ∈ W (B n ) as follows:
w J := w jt . . . w j 2 w j 1 , where w j i := s j i s j i −1 . . . s 1 for 1 ≤ i ≤ t. Note that if J is empty, let us define w J as the identity element. Indeed, a reduced expression of w J is obtained if we replace w j i with s j i s j i −1 . . . s 1 from w J = w jt . . . w j 2 w j 1 . (See [24] .) Then w J is a λ B -minuscule element. The j + 1th entry of a vector w J λ B is −1/2 if j ∈ J and 1/2 otherwise. Hence 2 n λ B -minuscule elements are obtained by the construction above.
Let us denote the set of λ B -minuscule elements constructed from Example 2.1 by M n . It will be explained soon that any λ B -minuscule element belongs to M n . (See Remark 2.2.)
Let us consider a maximal parabolic subgroup of W (B n ) that is generated by {s i | 1 ≤ i ≤ n − 1} and denote the subgroup by W (A n−1 ). Then W (A n−1 ) is a Weyl group of type A n−1 and hence its cardinality is n!. Therefore the cardinality of W (B n )/W (A n−1 ) is #W (B n )/W (A n−1 ) = #W (B n ) #W (A n−1 ) = 2 n n! n! = 2 n .
Remark 2.2. Since W (A n−1 ) is the stabilizer subgroup of W (B n ) for λ B , any λ B -minuscule elements is a minimal coset representative of a right coset W (B n )/W (A n−1 ). In particular, M n is a subset of the set of minimal coset representatives. By comparing the cardinalities, M n is the set of minimal coset representatives.
We have seen that the following sets are of cardinality 2 n :
• {0, 1} n .
•
• M n .
• W (B n )/W (A n−1 ).
Remark that the cardinality of the set of subsets of {1, 2, . . . , n} is also 2 n . Here four bijections whose domain is the power set J n of a set {1, 2, . . . , n} are introduced as follows:
where x i := 1 if i ∈ J and x i := 0 otherwise.
where λ i := −1/2 if i ∈ J and λ i := 1/2 otherwise.
where w J is defined in Example 2.1.
.
Proof. (i) follows from 1/2 − 0 = 1/2 and 1/2 − 1 = −1/2. Similarly (iii) follows from 1/2 − 1/2 = 0 and 1/2 − (−1/2) = 1.
For
On the other hand, set λ := w J λ B . By the definition of w J , λ i = −1/2 if i ∈ J and λ i = 1/2 otherwise. It implies f 1/2 (J) = λ and hence
For (vii), remember that there uniquely exist w J ∈ M n and v ∈ W (A n−1 )
A Moment Function of Levenshtein Codes and a Length Function
Definition 3.1 (Levenshtein Codes L n,a and a Moment Function ρ). For a positive integer n and an integer a, a set L n,a is defined as
is called a Levenshtein code [14] and ρ a moment function.
In coding theory, L n,a is invented by Varshamov and Tenengolts for correcting asymmetric error, that is a noise over a Z-channel [26] . Hence this code is called a VT code in some literatures [2] or a Varshamov code [22] . However the code has not been known that it is available to correct a single insertion/deletion. The first person who discovered insertion/deletion error-correction property is Levenshtein. Therefore the code is called a Levenshtein code in this paper since the main research interests are relations between insertion/deletion and Weyl groups.
The function l is called a length function.
where
, and l is the length function associated with s 0 , s 1 , . . . , s n−1 . In other words, for any x ∈ {0, 1} n ,
Theorem 3.4 enables us to define Levenshtein codes in terms of Weyl group:
M n,a := {w ∈ M n | l(w) ≡ a (mod n + 1)} Therefore, we obtain corollaries of statements which are described by binary sequences and the moment function.
Example 3.5. Let us observe a generator polynomial of ρ, equivalently l, from both sides of bit sequences and minuscule elements. From the side of bit sequences, we can directly calculate:
On the other hand, from the side of minuscule elements, we have
(1 + X i ).
Insertions and Insertion Spheres
For a binary sequence x := x 1 x 2 . . . x n , an operation I (n) i,b that maps x to x 1 x 2 . . . x i bx i+1 . . . x n for some 0 ≤ i ≤ n and b ∈ {0, 1} is called an insertion. For a case i = 0 (resp. i = n), the insertion maps x to bx (resp. xb). Hence an insertion increases the length of a sequence.
An insertion sphere iS(x) for x is a set of binary sequences defined as
. In other words, iS(x) is the set of sequences which are obtained by all (single) insertions to x. Example 4.1. Insertion spheres iS(000) and iS(010) are iS(000) = {0000, 1000, 0100, 0010, 0001}, iS(010) = {0010, 0100, 1010, 0110, 0101}. 4,0 (000) = 0000. By allowing multiplicity, an insertion sphere iS(x) consists of the following 2n + 2 sequences:
. . .
From here, let us define a set of operations to define insertions and an insertion sphere in terms of Weyl groups of type B n . Recall that λ B = (1/2, 1/2, . . . , 1/2) ∈ R n and M n is the set of λ B -minuscule elements in W (B n ). The orbit W (B n )λ B is equal to a set {1/2, −1/2} n and hence the cardinality is 2 n . Let us introduce a map ι that maps a real vector v to v(1/2). The map is regarded as an embedding map from
For 0 ≤ j ≤ 2n + 1, we denote the following element in W (B n+1 ) by I (n) j :
In other words, I
(n) j is the consecutive right subword of
By combining ι and I
(n) j , we obtain
Remember that we have seen a bijection f 01 • f 
. The action inspires us to introduce an action of W (B n ) on M n as vw := the minimal coset representative of [vw] .
Note that this action makes a map 
Proof. The statement is equivalent to
For clarifying the argument below, the length n of λ B is described as λ
here.
Let w be an element of M n and set λ := wλ
Theorem 4.4 encourages us to call
Similarly we define an insertion sphere for w ∈ M n as iS(w) := {I
Deletions and Perfect Codes
Opposite operations to insertions are deletions. For a binary sequence x := x 1 x 2 . . . x n , an operation D i that maps x to x 1 x 2 . . . x i−1 x i+1 . . . x n for 1 ≤ i ≤ n is called a deletion. Hence a deletion decreases the length of a sequence.
A deletion sphere dS(x) for x is a set of binary sequences defined as
In other words, dS(x) is the set of sequences which is obtained by all (single) deletions to x.
Example 5.1. Deletion spheres dS(0000) and dS(0101) are dS(0000) = {000},
The next lemma shows that a deletion sphere can be defined by using an insertion sphere.
Lemma 5.2. For any positive integer n and any binary sequence x ∈ {0, 1} n , dS(x) = {y ∈ {0, 1} n−1 | x ∈ iS(y)}.
Proof. Let us set
For any y ∈ dS(x), there exists i such that y = D i (x). In other words, y = x 1 x 2 . . . x i−1 x i+1 . . . x n . Then x = I i−1,x i (y). In other words, x ∈ iS(y). Hence y ∈ R.H.S.
(dS(x) ⊃ R.H.S.) : The assumption x ∈ iS(y) implies that there exists i and b such that I i,b (y) = x. In other words, y 1 y 2 . . .
Definition 5.3 (Perfect Codes for Deletions).
A set C ⊂ {0, 1} n is called a perfect code (for deletions) if
In other words, {dS(c) | c ∈ C} is a partition of {0, 1} n−1 .
The following is proven by Levenshtein.
Theorem 5.4 (Theorem 2.1 in [16] ). For any positive integer n and any integer a, L n,a is a perfect code for deletions.
A sketch of a proof different from [16] is given here.
Proof. Let ψ be the inverse of a function from {0, 1, . . . , n − 1} × {0, 1} to {0, 1, . . . , 2n − 1}: (i, b) → n + b + (−1) b+1 i. Then for any x ∈ {0, 1} n−1 , it is easy to see
Hence {ρ(I (n−1)
In other words, for any a, there uniquely exists y ∈ iS(x) such that y ∈ L n,a . Lemma 5.2 enables us to rewrite the definition of perfect codes by using iS() instead of dS():
Remember that insertion spheres iS() are defined in terms of Weyl groups. Hence perfect codes are defined in terms of Weyl groups.
Definition 5.5 (Perfect Codes). A set C ⊂ M n is called a perfect code if
• for any different w, w ∈ C, dS(w) ∩ dS(w ) = ∅,
In other words, {dS(w) | w ∈ C} is a partition of M n−1 . Corollary 5.6. For any positive n and any integer a, M n,a is a perfect code.
Generalizations for Insertions and Deletions
Based on the previous sections, a generalization for insertions is proposed as follows: Definition 6.1 (Generalized Insertions). Let X and Y be finite sets, f a function on Y , and I j maps from X to Y for j = 0, 1, . . . , r for some r.
I j (0 ≤ j ≤ r) are called generalized insertions if (I1) for any x ∈ X and for any 0 ≤ j < r,
there exists an integer S such that for any x ∈ X,
In this section, I denotes the set of generalized insertions, i.e. 
Lemma 6.5. Let x ∈ X and y ∈ Y . The following are equivalent.
(2) y = I(x) for some I ∈ I. Lemma 6.7. 1) For any x ∈ X, {f (y) | y ∈ iS(x)} is a set of consecutive integers
2) For any x ∈ X, #iS(x) = S + 1.
3) For any x ∈ X, a restriction f |iS(x) of f to iS(x) is injective.
For any integer a, let us set
Lemma 6.8. For any integer a, the following set C a is a perfect code for generalized deletions.
Proof. First we show dS(c) ∩ dS(c ) = ∅ implies c = c where c, c ∈ C a . Assume there exists x ∈ dS(c) ∩ dS(c ). By the definition of deletion sphere, c, c iS(x). In other words, there exists insertions I, I such that c = I(x) and c = I (x).
As is mentioned in Lemma 6.7, {f (w) | w ∈ iS(x)} is a set of consecutive S + 1 integers and that has a unique element that is equivalent to a module S + 1. Therefore f (c) = f (c ). By the injectivity of f |iS(x) , c = c holds.
Second we show X = ∪ c∈Ca dS(c). As is shown, for any x ∈ X there exists c ∈ C a such that c ∈ iS(x). By the definition of a deletion sphere, it is equivalent to x ∈ dS(c). Hence for any x ∈ X, x ∈ ∪ c∈Ca dS(c). Namely X ⊂ ∪ c∈Ca dS(c). Therefore, X = ∪ c∈Ca dS(c). For an v-elements subset J :
) as follows:
for −v ≤ k ≤ −1. Note that if j k ≤ k, w k,j k is defined as the identity element. Indeed, a reduced expression of w J is obtained if we replace all of
(See [24] .) Then w J is a λ v,h -minuscule element. On the entries of a vector • Y v,h := {x ∈ {0, 1} v+h | wt(x) = h}. Note that the minimum (resp. maximum) index is −v (resp. h − 1).
• W (A v,h )λ v,h = {λ ∈ {1/2, −1/2} v+h | there are v-entries of 1/2 in λ},
Here four bijections whose domain is the power set J n of a set {−v, −(v− 1), . . . , h − 1} are introduced as follows:
where x i := 0 if i ∈ J and x i := 1 otherwise.
where λ i := 1/2 if i ∈ J and λ i := −1/2 otherwise.
where g J is defined in Remark 7.1. Figure 2 .
Furthermore, by embedding a Young tableau into an area of a lattice rectangular from (0, 0) to (h, v) and tracing its rim, a lattice path is obtained. Remark that the lattice path for g M (J) is related to x J for J. The relation is bitwise replacement "0" with a vertical line "|" and "1" with a horizontal line "−". Proof. By the definition of w J ,
On the other hand,
By the definition of x J , x j k is the left (−k)th zero. It implies that there are In fact, the word is the unique reduced expression of a reflection of the highest coroot for Φ(B n+1 ). From this point of view, our generalized insertions for Y v,h are introduced by using the highest coroot −(v+1) − h for Φ(A v+1,h+1 ). As is different from a case of type B, a reduced expression of the reflection is not unique. However here, we focus on the following choice:
By the choice of this reduced expression, the related operations
Additionally let κ (v,h) be a map from Y v,h to Y v+1,h+1 that maps y to 0y1 and set K . . .
j+1 (y) is equivalent to y h+1−j 1 = 1y h+1−j , i.e., y h+1−j = 0. In this case, it is easy to check inv
v+h+2 (y) holds. In this case, it is also easy to check inv
j+1 (y) is equivalent to 0y j−2v−h−2 = y j−2v−h−2 0, i.e., y j−2v−h−2 = 1. In this case, it is also easy to check inv • K 
=inv(y), and inv(z)
Hence (I2) holds.
By the observation for actions on a bit sequence by K (v,h) in the proof above, K (v,h) is the set of standard two insertions of bits x i , x j (i < j) with i = 1 and x i = x j . Then a set E (v,h) is defined as the set of standard two deletions of the first bit y 1 and another bit y j with y 1 = y i . Conditions (D1) and (D2) in Definition 6.4 clearly holds on E (v,h) with K (v,h) . By Lemma 6.8, Y v+1,h+1,a is perfect by E (v,h) . Regarding Y v+1,h+1,a as a set of lattice paths, the following is obtained. For any path y ∈ Y v+1,h+1,a , dS P AT H (y) denotes the set of paths in Y v,h obtained by
• If y begins with a horizontal step y 1 , delete y 1 and a vertical step y j .
• If y begins with a vertical step y 1 , delete y 1 and a horizontal step y j . A main goal of this section is to show the following:
Theorem 9.1. For any non-negative integers v and h and any integer a,
is perfect for "balanced deletions," where σ is an azby permutation 2 defined as σ(x 1 x 2 x 3 . . . x n−1 x n ) := x 1 x n x 2 x n−1 x 3 . . .
for any positive integer n and balanced adjacent deletions (BADs) are deletion for 01 or 10.
Example 9.2. Since Y 3,3,1 = {001011, 110010, 101100}, a set B 3,3,1 is {010110, 101100, 100011} By the definition of BADs, dS(010110) = {0110, 0101}, dS(101100) = {1100, 1010}, dS(100011) = {0011, 1001}. Hence any pair of deletion spheres has no common elements and dS(010110) ∪ dS(101100) ∪ dS(100011) = Y 2,2 .
To show Theorem 9.1, we continue to study Y v,h (or Y v+1,h+1 ) and generalized insertions but with a different reduced expression for the reflection related to the highest coroot.
Our new choice of a reduced expression in W (A v+1,h+1 ) is
For example in a case v = 2, h = 3, the reduced expression is
Hence by similar argument to prove Theorem 8.1, we can show the following: 
Remark 9.4. Readers may find that any reduced expression of the reflection for the highest coroot provides us with generalized insertions. Once we fix a reduced expression, observation of the action on bit-sequence helps us to prove (I1) and (I2). For preparation of observation, a characterization of reduced expressions is required. Since such a characterization is far from the main aim of this paper, the paper focuses on only two reduced expressions.
As opposite operations to BADs, we call two bits 01 or 10 insertions balanced adjacent insertions (BAIs). Composition of the azby permutation σ will clear a connection between the generalized insertions H (v,h) i and BAIs.
. . . Therefore Theorem 9.1 is obtained.
Similarity of Cardinalities
This paper discussed insertion, deletion and perfectness related to minuscule elements of type B and A, in particular, Levenshtein codes L n,a , lattice paths Y v,h,a and sets B v,h,a . Here a similarity among the cardinalities of these sets are shown. In this section, µ denotes a möbius function, φ the Euler's totient function, (d, a) the greatest common divisor of d and a.
A formula for the cardinality of L n,a has been obtained by Ginzburg and independently by Stanley and Yoder and by Sloane. #L n,a , = 1 2(n + 1)
(See [6, 22, 21] .)
On the other hand, a similar formula for #B v,h,a and #Y v,h,a to #L n,a is obtained as follows.
Theorem 10.2.
Proof. The equality between #B v,h,a and #Y v,h,a is obvious since the defi-
Our strategy to show the second equality is similar to [22] . Set a polynomial f with a variable q as
By the definition of Y v,h,a , the following holds
where v + h h is a q-binomial. Therefore for a (v + h)th primitive root ζ of 1 and an integer j,
It is easy to rewrite as
Therefore for any integer j,
It implies that
By the same argument in [22] , , a) )
. It concludes this proof.
Similarity of Insertion Sphere
This section discusses the size of insertion sphere with three insertions that have already appeared in this paper. For a non-negative integer t ≥ 0, a binary sequence x ∈ {0, 1} n , let us define the (standard) insertion sphere of degree t as iS (t) (x) := {x} if t = 0,
If we replace standard insertions with path insertions (resp. BAIs), iS
BA (x)) denotes its insertion sphere. The following implies that the size of an insertion sphere for x ∈ {0, 1} n depends on only its length n and its degree t not but entries of x.
Fact 11.1 (Proposition 2 in [5] ). For any integers n, t ≥ 0 and any binary sequence y ∈ {0, 1} n ,
Remark 11.2. To the best of the author's knowledge, it is said that Theorem 11.1 was firstly proven in a paper [15] . Since the author could not acquire the paper, another paper [5] is cited here. In [5] , Theorem 11.1 is proven as a more general statement: a sequence is not restricted to a binary sequence but a sequence over any finite set.
One of questions is what happens to the fact if iS (t)
P AT H (x) and iS
BAI (x) are considered. Answers are Theorems 11.3 and 11.4. Theorem 11.3. For any non-negative integers n and t, and x ∈ {0, 1} n ,
P AT H (00) = iS (2) P AT H (01).
Proof. For a case t = 0, it follows from the definition of #iS The last equality follows from Fact 11.1.
At the last, for a case t = 2, #iS
P AT H (00) = 15 = 16 = iS (2) P AT H (01).
Furthermore, iS
P AT H (00) = {110000, 101000, 100100, 100010, 100001, 011000, 010100, 010010, 010001, 001100, 001010, 001001, 000110, 000101, 000011}, and iS Theorem 11.4. For any non-negative integers n and t, and x ∈ {0, 1} n ,
For proving Theorem 11.4, Lemmas 11.5, 11.7, and 11.8 are given.
Lemma 11.5. For any positive integers n, t and any y ∈ Y n+t,t , there exists BAIs H 1 , H 2 , . . . , H t such that
where 0 n = 00 . . . 0 ∈ {0, 1} n .
Proof. Remark that for any y ∈ Y n+t,t , 01 or 10 is a subword of y. In other words, there exists a BAD D t such that D t (y) ∈ Y n+t−1,t−1 . Therefore by repeating this remark, there exist BADs
By using the condition (D1) for generalized deletions repeatedly, there exists BAIs H t , . . . ,
From the proof above, the following is obtained.
Corollary 11.6. For any non-negative integers n and t,
For a non-negative integer c and a bit y, let DYC(c, y) denote the set of bit-sequences of length 2c with
• the first bit is equal to y,
An element of DYC(c, y) is regarded as a Dyck path. It is known that the cardinality of DYC(c, y) is a cth Catalan number.
Lemma 11.7. For any l ∈ iS (t) (null) and any bit y, there exist s, p and l such that s is a non-negative integer, p ∈ DYC(s,ȳ), l ∈ iS (t−s) (null), and
where null is the null word, i.e. the unique element of {0, 1} 0 , andȳ is the flipped bit for y, i.e.0 = 1 and1 = 0.
Proof. For any bit sequence x, let h(x) denote
where |x| is the length of x. In other words, h(x) = the number of 0 − the number of 1 of x.
Since h(x x ) = h(x ) + h(x ) for any bit sequences x and x , we can claim that
Here we prove the statement for a case y = 1. The other case y = 0 is proven in a similar argument.
Let p be a left subword of ly such that
and p ends with 1. Such p exists since ly is an instance. We chose p as the shortest left subwords. Note that p is written as py for some bit sequence p. Since h(y) = h(p ) = h(py) = h(p) + h(y), h(p) = 0 holds. On the other hand, h(q) ≥ 0 holds for any left subword q of p. If not, it contradicts the choice of p. Note that h(q) ≥ 0 is equivalent to the number of 0 is greater than or equal to the number of 1 in q, In other words, p ∈ DYC(s,ȳ), where s := |p|/2. Set l as the right subword of ly that is obtained by deleting py. Then the length |l | is |l | = |ly| − |py| = (2t + 1) − (2s + 1) = 2(t − s).
Since h(l) = h(ly) − h(py) = h(y) − h(y) = 0, l ∈ Y t−s,t−s = iS (t−s) (null).
Lemma 11.8. y = y 1 y 2 . . . y n ∈ {0, 1} n . For any x ∈ iS (t) (y), there exists c 1 , c 2 , . . . , c n+1 ≥ 0 with c 1 + c 2 + · · · + c n+1 = t such that x = p 1 y 1 p 2 y 2 . . . p t y t l t+1 , whereȳ i := 1 − y i , p i ∈ DYC(c i ,ȳ i ) (for 1 ≤ i ≤ n), and l t+1 ∈ Y c n+1 ,c n+1 .
Proof. Since x is obtained by t-BAIs to y, x is written as x = l 1 y 1 l 2 y 2 . . . l n y n l n+1 .
By applying Lemma 11.7 repeatedly, x = l 1 y 1 l 2 y 2 . . . l n y n l n+1 = p 1 y 1 l 1 l 2 y 2 . . . l n y n l n+1 = p 1 y 1 p 2 y 2 l 2 . . . l n y n l n+1 . . . = p 1 y 1 p 2 y 2 . . . l n−1 l n y n l n+1 = p 1 y 1 p 2 y 2 . . . p n y n l n l n+1 = p 1 y 1 p 2 y 2 . . . p n y n l n+1 .
The last equation holds by setting l n+1 := l n l n+1 .
By defining c i := |p i |/2, the statement is proven.
Lemma 11.8 guarantees existence of a sequence of non-negative integers c 1 , c 2 , . . . , c n+1 for any element of iS (t) (y) with the property in the Lemma. By considering lexicographic ordering, there uniquely exists the minimum c 1 , c 2 , . . . , c n+1 . Let DYC(y; c 1 , c 2 , . . . , c n+1 ) be the set of such elements.
Proof for Theorem 11.4. By Corollary 11.6, #iS (t) (0 n ) = #Y n+t,t = n+2t t . Next, we prove #iS (t) (0 n ) = #iS (t) (y).
It is clear that DYC(y; c 1 , c 2 , . . . , c n+1 ) ⊂ iS It is easy to check that 0x 2 . . . x 2c ∈ DYC(c, 0) if and only if 1x 2 . . .x 2c ∈ DYC(c, 1). This implies that #DYC(y; c 1 , c 2 , . . . , c n+1 ) = #DYC(0 n ; c 1 , c 2 , . . . , c n+1 ) for any y ∈ {0, 1} n . Hence the cardinality is independent on the choice of y.
Furthermore the cardinality is #iS and #Y c n+1 ,c n+1 = 2c n+1 c n+1 .
Conclusion
This paper pointed out a connection between standard insertions for bits and action by right subwords of the reduced expression of a reflection related to the highest coroot on minuscule elements of type B. Inspired by the connection, generalized insertions, path insertions and balanced adjacent insertions are defined. Furthermore, similar combinatorial properties to standard insertions and ID codes are obtained. The author expect that more similar properties will be found to generalized insertions. Various interesting properties of standard insertions have been found since 1960's. The generalized insertions introduced in this paper are related to minuscule elements only of type A. The author is trying to generalize insertions to other types, for example D. A general argument that does not depend on a type of Weyl group will be future work while it seems to be difficult.
