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Zusammenfassung
Der junge Bereich der Attosekundenphysik beabsichtigt die zeitliche Erforschung und
letztendlich die Kontrolle von Elektronendynamiken in Materie (Atome, Moleküle
oder Festkörper) auf ihrer wahren Zeitskala, der zeitliche Bereich der Attosekun-
den (10−18 s). Kürzliche experimentelle Beispiele sind die Charakterisierung der
zeitlichen Verzögerung bei der Photoionisation von Kernelektronen in Neonatomen
oder die Photoemissionsverzögerung zwischen Valenz- und Kernzuständen von Mag-
nesium. Solche Experimente basieren auf der Erzeugung von Attosekundenpulsen im
extremen ultravioletten bis weichen Röntgenbereich, über hoher harmonischen Erzeu-
gung in Gasen, was heutzutage ein bewährtes Verfahren ist und durch verbesserte
Lasersysteme zu immer höheren Photonenenergien getrieben wird. Irgendwann wird
der wichtige Spektralbereich im Wasserfenster mit ausreichenden Photonenzahlen er-
reicht werden. Dies wird die Attosekundenphysik auf biologisches Gewebe erweitern,
was bahnbrechende Ergebnisse auf dem Gebiet der Biophysik ermöglichen könnte.
Neben der Quellenentwicklung besteht ein starker Bedarf an entsprechender Optiken-
twicklung um Attosekundenpulse zu kontrollieren. Multilagenspiegel sind Schlüs-
selkomponenten in der Attosekundenphysik, welche beispielsweise das Maßschneidern
von Attosekundenpulsparametern ermöglichen. Diese Arbeit widmet sich dem De-
sign, der präzisen Herstellung und der Charakterisierung von periodischen als auch
aperiodischen Multilagenspiegeln, hauptsächlich aus Chrom (Cr) und Scandium (Sc)
Schichten. Die extrem genaue Kontrolle des Ionenstrahlbeschichtungsprozesses er-
möglichte die Realisierung der ersten frequenzmodulierten Multilagenspiegel für das
Wasserfenster mit genauer Phasenkontrolle, welche zur Pulskompression (τ=69 as)
verwendet werden können. Der Reflexionsgrad der Spiegel wurde durch polieren
der Zwischenschichten mit Ionenstrahlen wesentlich verbessert, was beispielsweise zu
einem Reflexionshöchswert (21% an der Sc L3-Kante) unter normalem Einfallswinkel
führte, einer der höchsten gemessenen Werte für einen reinen Cr/Sc Spiegel. Ein
Transmissionsmultilagensystem wurde entworfen, hergestellt und charakterisiert um
linear polarisierte Attosekundenpulse in elliptisch polarisierte Pulse umzuwandeln,
was die Untersuchung von ferromagnetischen Materialien oder chiralen Molekülen
mit hoher Zeitauflösung ermöglicht. Weiterhin wurden verschiedene Multilagen-
spiegel verwendet um Strahlung von einer Laserplasma getriebenen Undulatorquelle
spektral zu selektieren, was beispielsweise die Isolierung und Charakterisierung von
Femtosekundenpulsen im Wasserfenster nahe 300 eV ermöglichte. Die höchste je
gemessene Photonenenergie von solch einer Quelle. Die Attosekundenzeitskala war
durch die Verwendung von optimierten Multilagenspiegel, zur Erzeugung von isolierten
Attosekundenpulsen im weichen Röntgenbereich bei 145 eV, erreichbar. Die bis jetzt
höchste Zentralenergie für charakterisierte Attosekundenpulse.
Die Ergebnisse dieser Arbeit erweitern die Kontrolle von Attosekundenpulsen mit
Multilagenoptiken auf höhere Photonenenergien (ins Wasserfenster), auf eine bessere
Pulsdispersionskontrolle (für kürzere Pulse) und auf Polarisationskontrolle. Dies wird
den Weg für völlig neue Experimente in der Attosekundenphysik ebnen.
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Abstract
The emerging field of attosecond physics aims for the temporal investigation and
eventually the control of electron dynamics in matter (atoms, molecules or solids) on
its genuine time scale, the temporal range of attoseconds (10−18 s). Recent experi-
mental examples are the characterization of the photoionization time delays of core
electrons in neon atoms or the photoemission time delay between valence and core
states of magnesium. Such experiments are based on the generation of attosecond
pulses in the extreme ultraviolet to soft x-ray range by high harmonic generation in
gases, which is nowadays a well established method and is constantly pushed toward
ever higher photon energies by improved laser systems. It will eventually reach the
important water window spectral range with adequate photon numbers in the fore-
seen future. This will extend attosecond physics to biological specimens and may
facilitate groundbreaking results in the field of biophysics. Besides the source de-
velopment, there is a strong demand for corresponding optics development to steer
and control attosecond pulses. Multilayer mirrors are key components in attosecond
physics with a high degree of freedom, facilitating e.g. the tailoring of attosecond
pulse parameters. In this thesis, the design, the accurate nano-fabrication and the
characterization of periodic (regular layers) as well as aperiodic (irregular stack de-
sign) multilayer mirrors, mainly based on chromium (Cr) and scandium (Sc) layers, is
presented. The extremely precise control of the ion beam deposition process enabled
the realization of the first chirped multilayer mirrors for the water window with a
precise phase control, which can be used for pulse compression (τ=69 as). The mir-
ror’s reflectivity performance was additionally improved by ion beam polishing of
the interfaces, resulting e.g. in a peak normal incidence reflectivity (21% at the Sc
L3-edge) which is among the highest measured reflectivities of a pure Cr/Sc mul-
tilayer mirror. A transmission multilayer quarter wave retarder has been designed,
fabricated and characterized to transform linearly polarized attosecond pulses to el-
liptically polarized pulses, which could allow for the investigation of ferromagnetic
materials or chiral molecules with a high temporal resolution. Furthermore, different
multilayer mirrors have been applied to spectrally select and shape radiation from
a laser-plasma driven undulator source, which enabled e.g. the successful isolation
and characterization of femtosecond pulses in the water window close to 300 eV, the
highest measured photon energy from such a source so far. Finally, the attosecond
timescale was accessible utilizing optimized multilayer mirrors for the generation of
isolated attosecond pulses in the soft x-ray range at 145 eV, up to now the highest
central energy for characterized (by attosecond electron streaking) table-top attosec-
ond pulses.
With the results presented in this thesis, the control of attosecond pulses by multi-
layer optics has been extended to higher photon energies (into the water window), to
a better pulse dispersion control (for shorter pulses) and polarization control. This
will pave the way for entirely new experiments in attosecond physics in the near
future.

Chapter 1
Introduction: Attosecond physics on
the way from the extreme ultraviolet
to the soft x-ray water window
spectral range
Multilayer optics are key components in attosecond science and advanced laser sources
all around the world. Their spectral field of advanced applications nowadays ranges
from the IR, for example as stretcher and compressor components in CPA systems
[1], across the extreme ultraviolet XUV range, as a control element in attosecond
science [2], up to the soft/hard x-ray regime, as a focusing [3] or monochromatizing
[4] element. The described spectral ranges, together with the corresponding photon
energies and wavelengths, are illustrated in figure 1.1. This broad field of applications
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Figure 1.1: The electromagnetic spectrum from IR to hard x-rays. The upper axis
shows the wavelength and the lower axis the corresponding photon energy. The spectral
range of the water window, defined by the K-shell absorption edges of carbon (C) and
oxygen (O), is highlighted (figure adapted from [5]).
is attributed to their consecutive development which started already in the 1950s/60s
[6, 7]. Multilayer mirrors are used as beam steering elements, for focusing or can be
2 1. Introduction: Toward attosecond physics in the water window
used in their advanced application pulse shaping. Multilayer mirrors allow for a high
degree of freedom, in terms of spectrally shaping and controlling the spectral phase
upon reflection, which becomes more important the shorter the pulses are. The short-
est flashes of light are nowadays generated and used in attosecond (1 as=10−18 s)
physics [8]. Due to bandwidth and electric field requirements, attosecond science
takes place in the XUV/soft x-ray range. These high energy regions are of great
interest as e.g. inner shell electrons are strongly bound within an atom at these en-
ergy scales and their transitions happen on the few fs down to the as time scale.
Attosecond physics aims the time resolved investigation of electron dynamics in mat-
ter with a never before achieved temporal resolution utilizing, for example, isolated
attosecond pulses in pump-probe experiments [9]. This physical field investigates
fundamental theories of electron processes like charge transport [10], photoionization
[11], nanoplasmonic field oscillations [12] or even cascaded atomic Auger decay [13].
This fundamental research paves the way toward an ever deeper understanding of
electron dynamics and finally ends up in their control [14]. With improved laser
sources [15] and optics [16] the accessible energy range was pushed to ever higher
energies over the past few years, nowadays facilitating attosecond physics at the in-
tersection to the soft x-ray range [17]. A further extension of the energy range to
the water window spectral range will pave the way toward attosecond physics on bi-
ological specimens. The water window spectral range is defined between the K-shell
absorption edges of carbon (284.2 eV) and oxygen (543.1 eV). Its location in the
electromagnetic spectrum is highlighted in figure 1.1. The water window serves as
an almost perfect spectral range for the investigation of biological processes as the
carbon or nitrogen atoms of a cell tissue are highly absorbent, while their natural
aqueous environment is transparent in comparison. Figure 1.2 illustrates the impor-
tance of this spectral range due to the different penetration distances of x-rays and
electrons dependent on their energy. In the 400–500 eV range carbon-rich protein
has a far shorter penetration distance than water, thus providing natural contrast of
biological material in 10 µm of water, the thickness of a typical cell [5]. Figure 1.2
also shows the big advantage of x-rays in comparison to electrons, since their pene-
tration distance is larger and a higher contrast can be achieved. Thus, much thicker
samples can be imaged in-vivo whereas in electron microscopy samples are usually
dehydrated and have to be thin (but electrons exhibit a shorter de Broglie wavelength
and consequently a higher spatial resolution). All these properties make the water
window an attractive region for soft x-ray microscopy, which is already possible to-
day [19], or in the near future for time resolved attosecond pump-probe spectroscopy.
Every attosecond pump-probe spectroscopy experiment requires tailored pulses be-
ing synchronized in central energy and dispersion, in addition to a certain spectral
or temporal resolution appropriate to investigate the underlying process of interest.
This asks for sophisticated attosecond optics which are mainly multilayer mirrors. It
has been mentioned that multilayer mirrors are key components in attosecond science
due to their pulse shaping and focusing properties which have been used in attosecond
experiments from the very beginning, the first characterization of isolated attosecond
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Figure 1.2: Penetration distance in the water window range. Penetration distances
in water and protein for electrons and x-rays dependent on their energy. For electrons, the
mean free paths λ for elastic and inelastic scattering are shown. The gray area shows the
water window range (figure taken/adapted from [18]).
pulses (τ=650 as) in 2001 [20]. The importance of multilayer mirrors increases with
the extension of attosecond science to the water window as a higher photon energy
puts stringent demands on their realization. This thesis presents the realization,
optimization and characterization of the first attosecond multilayer mirrors in the
water window and shifts the state-of-the-art optics technology below 120 eV to a
three times higher energy regime. Their application by the first characterization of
water window pulses from a laser-plasma driven undulator, in addition to the first
characterization of isolated attosecond pulses at the up till now highest table-top soft
x-ray photon energy at 145 eV, prove their implementation. Attosecond physics is
thus on the way toward the soft x-ray water window spectral range.

Chapter 2
Theoretical background
2.1 XUV/soft x-ray sources
There has been a growing interest in applications utilizing ultrafast XUV/x-ray pulses
during the past decades. It is prompted by the perspective of getting new physical
insights on dynamics in atoms, molecules or solid surfaces. There are various sources
generating radiation in this spectral range like electron-impact [21], Cherenkov [22],
laser produced plasma (LPP) [23] or the famous synchrotron [24]. Indeed the follow-
ing sections will focus on three prominent techniques with the potential for a coherent
table-top source size combined with a high brightness.
2.1.1 Laser Wakefield Acceleration
Electron acceleration by laser-driven plasma waves is capable of producing ultra-
relativistic, quasi-monoenergetic electron bunches, with orders of magnitude higher
accelerating gradients and much shorter electron pulses than state-of-the-art RF ac-
celerators [25, 26]. The concept of a laser wakefield accelerator (LWFA) is based on
ultrashort few-cycle laser pulses with intensities up to the petawatt range that are
focused into a gas target [27, 28]. The concept is illustrated in figure 2.1. The atoms
of the gas are ionized by the laser which additionally excites a plasma wave. This
plasma wave trails the laser pulse at its group velocity and generates an electric field,
the so-called wakefield. This field can be more than three orders of magnitude larger
than in conventional accelerators ranging up to the GV/m range. A high laser inten-
sity allows for the plasma wave to break, which results in trapped electrons surfing
these accelerating fields. Thus the electrons reach relativistic energies within dis-
tances of only a few millimeters compared to tenth of meters at RF accelerators [30].
The pulse duration of these electron bunches is in the 10 fs regime with charges of
several hundred pC [31]. This large amount of charge in ultrashort electron bunches
results in extremely high peak currents, a key prerequisite for the realization of a
table-top FEL [32] which is described next.
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Figure 2.1: Laser wakefield acceleration. The laser pulse (white) propagates (gray
arrow) through the gas flowing out of the nozzle (blue arrows). The gas is immediately
ionized and the laser expels most of the electrons (red) transversely, while the ions (light
blue) stay at their position during the transit of the laser. The electrons move around
the bubble (turquoise trajectories) to the point of trajectory crossing, where the electron
density is high. Some electrons are injected into the bubble to be accelerated (figure and
caption taken from [29]).
2.1.2 Table-top FEL
A free electron laser (FEL) is considered to be the next generation in the evolution of
radiation sources. While large facilities are already in operation (LCLS, FLASH), the
realization of small powerful table-top systems is still on the status of investigation
but first steps are demonstrated [33]. The electrons from the LWFA exit the plasma
and are collimated as beam by means of magnetic quadrupole lenses. This highly
intense electron beam propagates through an undulator, an array of periodic aligned
dipole magnets, which forces the electrons on a sinusoidal trajectory whereby they
oscillate transversely to their direction of propagation. This process is illustrated in
figure 2.2. This acceleration causes the electrons to emit spontaneous radiation with
the wavelength
λ =
λu
2nγ2
(
1 +
K2
2
+ γ2θ2
)
, (2.1)
where n is the number of the emitted harmonic, γ is the total electron energy in
terms of the electron rest mass E=m0c2, θ is the angle of the emitted radiation with
respect to the direction of propagation of the electrons. The deflection parameter
K∝B0·λu is proportional to the product of the on-axis undulator magnetic field B0
and its period λu. If the electron beam and the generated radiation are very intense
the electron motion is modified by the electric field of its own emitted light. The
undulator radiation acts on the electrons in the bunch, accelerating and decelerat-
ing some of them. This results in a periodic density modulation that are separated
by a distance equal to the wavelength of the emitted radiation, the so-called mi-
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Figure 2.2: Undulator radiation. Highly-relativistic electrons (yellow) are forced on a
sinusoidal trajectory by the periodic magnetic field of an undulator. As a result they emit
short-wavelength radiation (red) (figure and caption taken from [34]).
crobunches. These microbunches begin to radiate as if they were single particles
with enormous charge, the self amplified spontaneous emission (SASE) [35]. Conse-
quently the overall emission is coherent because the distance between two electrons
within these microbunches is smaller than the wavelength they emit. This described
combination of an undulator, together with LWFA, is used as concept for a table-top
FEL. The emitted radiation has to be referred to as table-top undulator radiation
rather than table-top FEL radiation because the emitted radiation is incoherent and
the realization of coherent emission still deserves research. The first experimental
realization of monochromatized table-top undulator radiation in the water window
was done in collaboration with the group of Prof. Florian Grüner (LMU, UHH) and
Prof. Stefan Karsch (MPQ, LMU). The results are presented in section 4.7.
2.1.3 High Harmonic Generation
High-order harmonic generation (HHG) is a very useful source for coherent radiation
in the extreme ultraviolet (XUV) and soft x-ray regime. HHG is a non-linear process
which occurs when an intense (>1013 W/cm2) [36] laser pulse is focused into a target
(gas [9], solid [37] or liquid [38]). An illustration of the process is shown in figure
2.3. The generated pulses are laserlike coherent, directional and ultrafast with photon
energies in the eV–keV spectral range [40]. High harmonic generation is a prerequisite
of attosecond physics due to the coherent nature of the process. Attosecond physics
will be described in the next section.
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Figure 2.3: Illustration of high harmonic generation. Extreme nonlinear upconver-
sion of a femtosecond laser light to shorter wavelengths. Phase-matched (coherent) addition
of the high harmonic x-ray fields emitted by many atoms in the medium is shown (figure
and caption taken from [39]).
2.2 The background of attosecond physics
2.2.1 Time scales of physical processes
Structure and dynamics in the microcosm are inherently connected by the laws of
quantum mechanics. If a particle is put in a superposition of its ground state φ0(x)
of energy W0 and the first excited state φ1(x) of energy W1, the superposition state
is referred to as wave packet [41]. Solution of the Schrödinger equation for the par-
ticle’s wave function ψ(x) yields an oscillatory motion with the oscillation period
Tosc=2pi(~/∆W ), where ∆W=W1-W0. The larger the energy separation ∆W be-
tween the two eigenstates, the faster the motion of the particle in the superposition
state. An energy spacing of meV implies that the fundamental time scale for the
motion of molecules is on the order of tens to hundreds of femtoseconds [42]. This
timescale is the motion of the chemical bond [43] and of the vibrational states of
atoms in a crystal lattice [44]. The motion of individual electrons in semiconductor
nanostructures, molecular orbitals or the inner shells of atoms occurs on progressively
shorter intervals of time ranging from tens of femtoseconds down to attoseconds. Mo-
tion within nuclei is predicted to unfold even faster, typically on a zeptosecond time
scale. An overview of observable physical processes is depicted in figure 2.4. A bound
electron has a time scale in the attosecond range. A time scale often given is the
time it takes an electron to complete one rad of its orbit in the ground state of
hydrogen [45]: τatomic=~/2UH≈ 24 as (often called the atomic unit of time), where
UH is the binding energy of the hydrogen atom (13.6 eV). The oscillation period of
valence electron wave packets in bound atomic or molecular systems is on the order
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Figure 2.4: Attosecond physics is the science of electrons in motion. Characteristic
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electrons and for the collective motion of an electronic ensemble (lower panel)(figure and
caption taken from [41]).
of 100 as. Thus the motion of electrons inside atoms, in molecular orbitals, or con-
fined in nanometer-scale potentials in semiconductors, like the collective dynamics of
free electrons in high-density ionized gases, solid-density plasmas, or fusion targets,
is naturally measured in attoseconds [41]. The generation of attosecond pulses is
accessible in the XUV/soft x-ray energy range and will be described in the following
section.
2.2.2 The generation of attosecond pulses
The discovery and realization of the laser [46] in 1960 was the starting point for
achieving ever shorter pulses in order to resolve the dynamics of atomic processes.
Most technological developments were based on mode-locking [47] or Q-switching
[48]. Kerr lens mode locking [49] nowadays enables the generation of few fs pulses
utilizing diode pumped Ti:sapphire crystals. They can be tuned in a large wavelength
range of 650–1100 nm but are mainly used at the most efficient wavelengths near
800 nm. Smaller wavelengths and a large spectral bandwidth are necessary in order
to decrease the pulse duration significantly down to the attosecond regime. This
can be obtained by HHG (section 2.2.2.1) and for isolated pulses it is very beneficial
to drive the HHG process with close to single-cycle pulses. Pulse energies in the
µJ–mJ range are necessary for a reasonable photon flux at kHz repetition rates,
since HHG is a very nonlinear and quite inefficient process. This prerequisite for
HHG is realized by chirped pulse amplification (CPA) [50], the consecutive spectral
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pulse broadening by propagation through a gas-filled hollow-core fiber [51] and the
pulse compression afterwards by aperiodic chirped multilayer mirrors [52], nowadays
enabling the generation of nearly single-cycle IR laser pulses with pulse durations
below 4 fs [53] and mJ pulse energies. This high intense pulses are phase stabilized
and are nowadays mainly used for HHG [15], a process which is described in the
following section.
2.2.2.1 High harmonic generation in gases
Up until now a common laser based on population inversion for the XUV is not
realizable. The stimulated absorption rate B1,2 and the stimulated emission rate B2,1
strongly decreases for short wavelengths, in comparison to the spontaneous emission
rate A2,1 [54]:
B1,2 = B2,1 ∝ A2,1 · λ3. (2.2)
Other sources have to be found for the generation of coherent radiation in the
XUV/soft x-ray range with isolated pulse durations in the fs or sub-fs range. The
most prominent are FEL (section 2.1.2) and HHG. The following sections will focus
on HHG as it is to date the only technique for the stable generation of attosecond
pulses in the XUV with ≈109 photons. HHG is the frequency up-conversion in non-
linear multi-photon processes where N photons of the fundamental frequency ω0 are
converted to one XUV photon with the frequency N ·ω0. It was first demonstrated
in solids [55] and a few years later in gases [56]. The generation of attosecond pulses
in the XUV/soft x-ray range using HHG in gases was first observed in 1988 [57] and
is nowadays the most spread technique. It requires laser intensities on the gas target
of >1013 W/cm2 [36] and allowed up to now the generation of the shortest pulses of
67 as [58] and 80 as [8]. HHG in gases can be explained with the semi-classical three
step model [59, 60] and its principle, as shown in figure 2.5(a). The model describes
light-matter interaction, where the electric field strength of the laser is comparable
in its magnitude to the electronic binding field in the atom. The strong electric field
(Keldysh parameter γ≤1 [62]) from the laser bends the atomic binding potential. The
lowered binding potential can now be tunneled by the electron because the proba-
bility for this purpose was strongly increased (1st step). The freed electron senses
immediately the electric field of the laser and gets accelerated. With the oscillating
electric field changing its sign the electron gets accelerated in the opposing direction
and is thus redirected in space back to its parent ion (2nd step). There is a probability
of about 10−5 [63] that the electron recombines with its parent ion and emits a single
XUV photon with an energy, equal to the kinetic energy the electron has picked up
from N laser photons during the acceleration process (3rd step):
~ωXUV = N~ωlaser. (2.3)
The electron follows different trajectories depending on the time (phase of the laser
field) when the ionization occurs (figure 2.5(b)). When the electron ionizes at a phase
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Figure 2.5: The semi-classical three step model. (a) Illustration of the three-step
mechanism of HHG that leads to the creation of attosecond pulses. (b) Trajectories of the
electrons involved in HHG as a function of the time (phase of the driving field) when the
ionization occurs. When the electron ionizes at a phase of +0.3 radians with respect to
the laser field maximum, the highest XUV photon energy is produced. Electrons emitted
after and before this time follow so-called short and long trajectories, respectively. The
dependence of the XUV photon energy on the instance of recombination implies that the
attosecond pulses are chirped (figure and caption taken/adapted from [61]).
of +0.3 radians, with respect to the laser field maximum, the highest XUV photon
energy is produced. This is referred to as the cutoff energy and is defined as:
Ecutoff = IP + 3.17 · UP , (2.4)
with the target atom ionization potential IP and the ponderomotive potential of the
laser Up= Ie
2
2m00cω2L
. Electrons emitted after and before this time follow short and
long trajectories, respectively. The short ones result in positively chirped low energy
pulses, whereas the long ones result in negatively chirped pulses but with a lower re-
combination probability compared to the short ones. One can experimentally choose
the preferred sort of trajectories by the position of the gas target in respect to the
laser focus [41]. However, phase matching over the complete generation volume is
required in order to avoid destructive interference of generated harmonics. High har-
monic radiation is usually positively chirped because short trajectory high harmonics
have a higher efficiency compared to the long ones. The GD scales linearly with en-
ergy and steepen when the cutoff is reached [64]. The resulting spectrum of gas
harmonics show individual harmonics being spaced by 2·ω0 with a steep drop in pho-
ton number within the first few harmonics (the perturbative regime). It is followed
by a plateau region which ranges up to the cutoff region. Typical measured high
harmonic spectra dependent on the CEP of the laser are shown in figure 2.6. The
perturbative regime and part of the plateau region is suppressed in the measurement
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Figure 2.6: High harmonic generation in helium. Measured XUV photon spectra
generated in helium shown in blue and green for different CE-phases and in black unsta-
bilized. The theoretical detection efficiency is given by the dotted gray line (figure and
caption taken/adapted from [65]).
due to the usage of a 150 nm thick Mo filter.
If the laser intensities are too large (γ« 1), the electric laser field bends the bind-
ing potential such that the electrons can leave the core freely without tunneling. A
plasma is generated and the probability for recombination, thus the probability for
HHG gets highly suppressed as most electrons miss their parent ion spatially due
to non-vanishing kinetic energies at their release [66]. This limits a possible higher
cutoff energy (equation 2.4) in terms of higher laser intensities. One must either
use a gas target where the atoms have a higher binding energy (a higher ionization
potential IP ) or reduce the fundamental frequency ω0. A smaller frequency ω0 comes
along with a longer laser wavelength λL. Recently a 3.9 µm laser at high intensities
was used to generate a high harmonic spectrum up to ≈1.6 keV which corresponds to
approximately the 5000th harmonic [40]. The individually measured high harmonic
spectra dependent on the driving wavelength are shown in figure 2.7.
2.2.2.2 Pulse trains and isolated attosecond pulses
High harmonics are generated every half cycle of the laser field (peaks in the electric
field) generating a train of attosecond pulses [67] (figure 2.8). These pulses are spaced
by τ= 2pi
2ω
which corresponds from Fourier analysis to a peaked spectrum with spaced
harmonics by ∆ω=2ω. Due to the spatial symmetry of gases only odd harmonics
occur. Solids or liquids also show the even harmonics in the generated spectrum
[37], since their spatial symmetry is broken. Absolute delay measurements of pho-
toemission originating from different states [9] or the direct observation of electron
propagation [17] require single attosecond pulses, since the observation should be
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Figure 2.7: Bright coherent ultrahigh harmonics in the keV x-ray regime. Ex-
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related to one unique event. In principle there are two different techniques to isolate
single attosecond pulses from the HHG process. One can either use temporal gating
[68] by limiting the HHG process to a small time window that only one pulse is
sine laser ﬁeld
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XUV pulses
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spectral bandpass
Figure 2.8: Attosecond pulse train generation and trajectories. Attosecond pulse
generation in dependence of the CEP. The maximum pulse energy is indicated by its height
and depends on the laser field amplitude of the half cycle before recombination. In case of a
sine CEP pulse (a) this leads to two maximum energy pulses whereas for a cosine CEP pulse
(b) only one single pulse with maximum energy is generated. An isolated single attosecond
pulse can now be achieved by filtering the spectral cutoff region which originates from the
left pulse in the right panel (dashed black).
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generated or isolate one single pulse from the train (figure 2.8(b)) by spectral gating
[69]. Focused few cycle laser pulses with a distinct CEP into a HHG gas target is the
prerequisite for the stable generation of isolated attosecond pulses. The CEP is usu-
ally stabilized and strongly determines the electric field shape of the laser for short
pulses. Furthermore the electric field strongly influences the temporal and spectral
structure of the nonlinear HHG process, as can be seen in figure 2.8, where a compar-
ison of a sine field (a) to a cosine field (b) is shown. In case of an unstabilized CEP
one usually measures the CEP of each pulse with a phasemeter and assigns it to the
pulses afterwards. It is known as single-shot carrier-envelope phase tagging [70]. In
the case of a cosine electric field the maximum field of the central half cycle exceeds
that of the neighboring oscillations which means that the cutoff region is from one
single attosecond pulse. The usage of a spectral bandpass (black dashed lines in
figure 2.8(b)) allows to isolate a single attosecond pulse from the HHG process.
Setup of an typical attosecond beamline
A typical normal incidence beamline setup for the generation and characterization of
attosecond pulses is shown in figure 2.9. A high intensity few cycle phase-stabilized
Figure 2.9: Setup of a normal incidence attosecond beamline. Typical collinear
single attosecond generation setup (figure taken from [71]).
laser pulse is focused into a gas target for HHG. The generated high harmonic
radiation propagates together with the laser which has, due to its lower frequency, a
larger divergence than the harmonic beam. A thin metal mounted at the center of
an IR transmissive pellicle is used to block the laser from the inner XUV traveling
path but does a part of the harmonic spectrum transmit. One has to introduce an
adjustable time delay between the now separated XUV pump and IR probe beam in
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order to measure attosecond pulses by the attosecond streak camera (section 2.2.4.1).
This is realized by a double mirror which reflects and focuses both the XUV and the
laser beam under an angle of about 5 degree normal incidence into a target. An
alternative 45 degree setup, which is used at the AS2 beamline at MPQ, can be
found in [72]. The harmonic beam is there separated in space from the laser beam by
means of a perforated mirror. This allows two independent shaping paths before both
pulses are combined again afterwards by a second perforated mirror. A consecutive
toroidal mirror focuses both pulses into a target. This beamline setup has not been
used for the results in this thesis but should be mentioned as a powerful alternative
option.
The double mirror
The double mirror is shown in the box in the upper right of figure 2.9 and is a key
component in this type of setup. Its inner part is coated with an XUV multilayer
and is movable with respect to the outer part (which reflects the laser) by means of
a precision piezo stage allowing the insertion of a time delay between both pulses.
A schematic sketch and the time delay purpose is shown in figure 2.10(a) and (b),
respectively. There are three tasks for the mirror which have to be fulfilled:
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Figure 2.10: Double mirror for attosecond experiments. (a) Sketch of the double
mirror. The XUV is reflected from the core (a metal filter was previously used to block the
laser from the inner part) while the IR is reflected from the outer ring due to the different
divergence of both beams. (b) Introduced time delay between both pulses dependent on
the core position in respect to the outer ring. (c) Photograph of a coated double mirror
(courtesy of Thorsten Naeser).
1. Focusing both the attosecond and laser pulse into the target. Usually a spherical
substrate with a radius of curvature of ROC=25 cm, resulting in a focal length
of f=12.5 cm, is used for this purpose.
2. Introducing a delay between the attosecond and laser pulse by moving the inner
core (diameter in the 3–5 mm range) with respect to the outer ring. This delay
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is used for the measurement of attosecond pulses by attosecond streaking [73]
(section 2.2.4.1).
3. Shaping of attosecond pulses, mainly in terms of the central energy and the
pulse length.
The third point will be described in the following section.
2.2.3 Shaping attosecond pulses
Shaping the attosecond pulse(s) is one of the main tasks of an optic in attosecond
experiments. Attosecond optics should be in principle designed such that in the best
case an absolute control of all relevant attosecond pulse parameters is achieved. These
parameters are mainly the central energy, the spectral shape, the spectral phase and
the pulse duration. Thus one has to know how the temporal and the spectral pulse
properties are connected to each other. This connection is mathematically given by
the Fourier transform, which allows a transformation of the electric field from the
spectral into the temporal domain and vice versa. The one dimensional electric field
of a light wave in the spectral and temporal domain is
E(ω) = Eωe
−iφω respectively E(t) = Ete−iφt (2.5)
with an amplitude Eω and Et and the phase terms φω, φt. One representation can
be converted into the other by the Fourier transform F+ and its inverse F−:
E(ω) = F+(E(t)) =
∞∫
−∞
E(t)eiωtdt (2.6)
and
E(t) = F−(E(ω)) =
1
2pi
∞∫
−∞
E(ω)e−iωtdω. (2.7)
The most important influence on the pulse duration possesses the spectral bandwidth
and the spectral phase which will be addressed in the following sections.
2.2.3.1 Time-bandwidth product
For almost all calculations, a good first approximation for any ultrashort pulse is
the Gaussian pulse (with zero phase). The electric field of a Gaussian pulse in its
temporal representation reads like
E(t) = Ete
− t2
2σ2 e−iω0te−iφt , (2.8)
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where Et is the field amplitude, σ defines the width, ω0 is the central frequency and
φt is the phase term. Instead of using σ to express the electric field, one usually
chooses the FWHM pulse length which is defined in terms of the pulse intensity:
τ0 = FWHM
(|E(t)|2) = 2σ√ln 2. (2.9)
Inserting this relation in equation (2.8) yields the Gaussian FWHM form:
E(t) = Ete
−2 ln 2 t2
τ20 e−iω0te−iφt . (2.10)
In case of a vanishing phase term (φt=0), the Fourier transform of equation (2.6) can
be used to retrieve the spectral shape:
E(ω) =
∞∫
−∞
E(t)eiωtdt =
∞∫
−∞
Ete
−2 ln 2 t2
τ20 e−iω0teiωtdt =
=Et
∞∫
−∞
e
− 2 ln 2
τ20
·t2−i(ω0−ω)t
dt = Et
√
piτ 20
2 ln 2
· e− (ω0−ω)
2
8 ln 2
τ20 .
(2.11)
In the last step, the integral was evaluated using the relation
∫
e−Ax
2−Bxdx =
√
pi
A
e
B2
4A .
For the evaluation of the bandwidth, it is valid to center the electric field and set
ω0 = 0. One chooses the FWHM in terms of the intensity equal to equation (2.9)
and search for the ω values where:
|E(ω)|2 = 1
2
|E(0)|2 (2.12)
|e− ω
2
8 ln 2
τ20 |2 = 1
2
|e0|2 (2.13)
ω2
8 ln 2
τ 20 =
ln 2
2
(2.14)
ω = ±2 ln 2
τ0
(2.15)
Since the bandwidth ranges from −ω to +ω one gets the bandwidth by 2·ω (equation
2.15) and ends up with the time-bandwidth product of:
∆ω =
4 ln 2
τ0
⇔ ∆ωτ0 = 4 ln 2 ≈ 2.77. (2.16)
Another handy formulation using common attosecond physics units is:
∆E [eV] · τo [as] ≈ 1824 [eV · as]. (2.17)
This time-bandwidth relation shows an inversely proportional relation and is depicted
in figure 2.11. As a vanishing phase term φt has been assumed the plotted pulse length
is the lower limit for a given Gaussian spectrum. Pulses which fulfill this relation
are referred to as ’Fourier-limited’ and cannot be any shorter. Two selections are
highlighted in figure 2.11.
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Figure 2.11: Fourier limited pulse length dependent on the spectral bandwidth.
Pulse length of a Gaussian pulse dependent on its spectral bandwidth. Two examples
are highlighted. A bandwidth of ≈4.5 eV is typically used in attosecond experiments, as a
trade-off between spectral and temporal resolution, leading to a pulse duration of τ≈400 as.
Future experiments aim for pulses around 60 as where a spectral bandwidth of more than
30 eV has to be addressed.
2.2.3.2 The spectral phase dependence
Neglecting the temporal phase term φt in the last subsection yielded a Gaussian
pulse in the spectral domain (equation (2.11)) with vanishing additional spectral
phase terms φω. The spectral to temporal transform is now performed to investigate
the effect of the spectral phase φω on the pulse length of a Fourier-limited (φω=0)
test pulse. A Gaussian test pulse with a bandwidth of 30 eV and a center energy of
300 eV is assumed for the simulations (figure 2.12(a)). One combines equation (2.11)
and equation (2.16) to:
E(ω) = e−2 ln(2)
(ω0−ω)2
∆ω2︸ ︷︷ ︸
Gω
e−iφω = Gωe−iφω , (2.18)
with an ω dependent spectral amplitude Gω and the additional spectral phase term
φω. One can develop the spectral phase φω in terms of a Taylor series around the
central energy ω0 [74]:
φω = φ(ω) =
∞∑
n=0
1
n!
cn(ω − ω0)n =
= c0 + c1(ω − ω0) + 1
2
c2(ω − ω0)2 + ...,
(2.19)
with the expansion coefficients cn = d
n
dωn
φ(ω)|ω=ω0 . The first term
c0 = φ0 (2.20)
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Figure 2.12: Phase influence on an attosecond test pulse. (a) A Gaussian test
pulse with a bandwidth of 30 eV and a center energy of 300 eV was assumed for the
simulations. (b) Spectral phase trajectories for an offset of φ0=pi/2 (blue), a GD=100 as
(red), a GDD=4000 as2 (green) and a third order dispersion of TOD=120000 as2 (orange).
(c), (d), (e) and (f) show the individual effect on the pulse in the temporal domain. The
blue line indicates the envelop whereas the red line depicts the shape of the electric field.
of equation (2.19) adds a constant offset to the spectral phase. An additional spectral
phase term of pi/2 was exemplarily assumed for the effect of the phase offset φ0. While
this results only in an offset in the frequency domain (blue line figure 2.12(b)) this
yields a shift of the carrier-envelope phase (CEP) in the temporal domain (figure
2.12(c)). The CEP is defined as cosine when the electric field maximum coincides
with the maximum of the pulse envelope, while it is sine if the electric field vanishes
at the envelope maximum. The effect of the phase offset can be neglected when
shaping attosecond pulses, since it does not affect the intensity shape and thus the
pulse length.
The second term of equation (2.19) is related to the group delay (GD) as:
c1 = φ
′ =
dφω
dω
:= −GD (2.21)
and, throughout this thesis, is defined as the negative derivative of the phase in
order to match the sign with the second derivative, the GDD. The GD is inversely
proportional to the group velocity vg: GD∝ 1vg . The GD arises if the spectral phase
slope is unequal zero (red line figure 2.12(b)) and its temporal effect is shown for
a GD of 100 as in figure 2.12(d). It corresponds to a temporal shift of the pulse
envelope and does not influence the pulse duration but the CEP.
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The third term of equation (2.19) is related to the group delay dispersion (GDD):
c2 = φ
′′ =
d2φω
dω2
:= −GDD⇔ GDD = d
dω
1
vg
(2.22)
and is the lowest order phase term which temporally broadens a pulse. Different
frequencies are shifted differently far in time, thereby all frequencies are temporally
lined up and the pulse gets ’chirped’. In case of a positive GDD the frequency
increases (’up-chirp’) in time and vice versa for a negative one (’down-chirp’) [75].
An GDD of 4000 as2 is assumed for the simulation resulting in a parabola phase
profile in the spectral domain (green line figure 2.12(b)) and a broadened pulse in
the time domain (figure 2.12(e)).
The last coefficient of equation (2.19) which is considered in the simulation is the
third order dispersion (TOD):
c3 = φ
′′′ =
d3φω
dω3
:= TOD. (2.23)
Third and higher order phase terms also broaden the pulse like the GDD but with a
smaller effect. Figure 2.12(b) (orange line) shows the cubic parabola phase profile in
the frequency domain for a TOD=120000 as2. The effect of the TOD in the temporal
domain manifests itself in an asymmetric pulse broadening (figure 2.12(f)) which is
also the case for even higher order phase terms. Summarized, equation (2.19) can be
rewritten with all the definitions to:
φω =φ0 −GD(ω0).(ω − ω0)− 1
2
GDD(ω0).(ω − ω0)2+
+
1
6
TOD(ω0).(ω − ω0)3 + ...,
(2.24)
where the spectral phase is now defined by all discussed phase effects.
The previous results show that the GDD has the highest influence on the pulse length.
Thus it is the most important parameter for optics, which has to be addressed,
when attosecond experiments should be realized with attosecond pulses close to their
Fourier limit. The pulse length is dependent on the GDD value and can be calculated
by
τ = τ0
√
1 +
16 · (ln 2)2 ·GDD2
τ 40
. (2.25)
Figure 2.13(a) shows the final pulse length when certain GDD values are added to
a Fourier-limited Gaussian pulse. The black dashed line indicates the Fourier limit.
Equation (2.25) shows that a pulse broadening of ≈5% appears when τ0≈3
√
GDD.
Figure 2.13(b) depicts the final pulse length of a 60 as Fourier-limited Gaussian pulse
dependent on the GDD. One example is highlighted namely the pulse is broadened
to three times its duration by adding a GDD of only 4000 as2. These results show
that controlling the GDD is essential for tailored attosecond pulses.
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Figure 2.13: Pulse length dependence on the group delay dispersion. (a) Effective
final pulse length as a result of adding certain group delay dispersion (GDD) values on a
Fourier limited pulse length. (b) Pulse length broadening of a Fourier limited 60 as pulse
dependent on the GDD. Adding a GDD of 4000 as2 leads to an approximately three times
longer pulse duration.
2.2.3.3 Requirements on attosecond pulse shaping optics
Each attosecond experiment requires its individual perfectly synchronized pulse. As
coherent XUV/soft x-ray sources are limited in their tunability this has to be ad-
dressed by pulse shaping attosecond optics. The most important pulse requirements
can be summarized based on the results from the previous sections:
• The need for spectral selective optics, since the center energy E0 of a
pulse has to be synchronized with experimental spectral requirements which is
especially important in resonance measurements. This makes a high demand on
multilayer accuracy. Almost all attosecond pump-probe experiments use the ki-
netic energy of photoelectrons as signal (section 2.2.4.1), where various electron
sources may superimpose the signal of interest. The electrons may originate
from e.g. Auger lines or from the co-propagating IR/VIS laser pulse on the
target. The laser pulse frees electrons by multi photon above threshold ioniza-
tion (ATI) at low energies up to 30–40 eV. Working at higher center energies
and far off Auger lines reduces the influence of the superimposed spectra and
results in a cleaner photoelectron signal. It may also facilitate shorter pulses as
the required relative bandwidth ∆E/E decreases with increasing center energy.
Additionally one may choose the center energy according to the transmission
properties of possibly used metal filters (section 2.3.3.1) which may result in
spectral cleaner pulses.
• Section 2.2.3.1 has shown the importance of the spectral phase φω. Most
experiments desire a Fourier-limited pulse length which presumes a flat pulse
phase. Controlling high order phase terms becomes important when two-photon
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experiments are realized, where the photo excitation may be coherently con-
trolled with chirped pulses [76]. Thus optics should be able to compensate or
introduce a certain amount of GDD for adjustment of the pulse length and the
chirp.
• The bandwidth and the spectral shape define the spectral resolution and
the shortest possible pulse length τ0. A trade-off between a high temporal reso-
lution and a high spectral resolution has to be found, since the time-bandwidth
relation (section 2.2.3.1) allows only one of them.
• Non angular or non chromatic disperse optics are desired, since e.g. grat-
ings or zone plates [77] broaden the pulse in the time domain.
• A large photon number (in attosecond experiments typically >107 photons
per second) is required for many experiments. Thus low-loss optics facilitat-
ing a high photon throughput are of uttermost importance as the photon flux
often limits the realization of certain experiments.
2.2.4 Metrology for attosecond pulses
2.2.4.1 The attosecond streak camera
The final step after the generation and shaping of attosecond pulses is their mea-
surement and characterization. Indirect measurement techniques have to be used as
no electronics are fast enough to map their temporal structure. One way for the
pulse characterization is to cross-correlate the photoemission of the XUV/soft x-ray
pulse (pump) with the electric field of the driving laser (probe). The driving laser
pulse is used as a probe, since it is intrinsically synchronized with the XUV pulse by
the HHG process. This cross-correlation results in a time delay dependent spectral
photoelectron trace which can be used to reconstruct both pulses. This method is
called attosecond streak camera or atomic transient recorder [73]. Both the XUV and
laser beam are focused into an interaction medium (gas, solid, liquid) where the XUV
ionizes the atoms. It will be focused on neon (Ne) as an interaction medium as it has
been used for the results in this thesis. The ionized electrons are freed and inherit
all the characteristics of the attosecond pulse regarding energy, pulse duration and
phase nevertheless with a shifted kinetic energy, i.e. reduced by the binding energy
Wb of the original electron level (e.g. 21.6 eV for the Ne 2p electrons):
Wkin(t0) = ~ω −Wb. (2.26)
After the ionization the electrons are accelerated by the electric field E(t) of the laser
resulting in a time dependent momentum:
p(t) = p(t0)− e
t∫
t0
E(τ)dτ = p(t0)− eA(t0) + eA(t), (2.27)
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where t0 is the time of ionization, A the vector potential and p(t0)=
√
2mWkin(t0)
the instant momentum. After the laser has passed, the electron’s final momentum is
only dependent on the vector potential at the time of its ionization, since A(t=∞)=0
when the laser is no longer present at t=∞:
p(∞) = p(t0)− eA(t0). (2.28)
This concept is illustrated in figure 2.14. The different vector potentials at times
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Figure 2.14: Concept of light-field driven attosecond streaking. Photoelectrons
released by an attosecond XUV pulse in the presence of a strong linearly polarized laser
field (red line) parallel to the electric field vector suffer a change in their velocity that is
proportional to the vector potential of the field (blue line) at the moment of release. Here,
∆v(t) is proportional to the vector potential AL(t) of the electric field. This change in the
final velocity is monotonic within a half wave cycle of the field, and maps the intensity profile
of the attosecond XUV pulse to a corresponding final velocity distribution of photoelectrons.
Recording these ’streaked’ photoelectron spectra as a function of time delay with respect to
the streaking field yields a streaking spectrogram (inset), from which the attosecond XUV
pulse profile and chirp as well as the laser waveform can be retrieved (figure and caption
taken/adapted from [78]).
t1–t5 map the intensity profile of the attosecond XUV pulse to a corresponding final
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velocity distribution of photoelectrons. Measuring the electron spectrum for different
time delays between the laser and the attosecond pulse results in a streaking trace
like shown in the upper left of figure 2.14. This spectrogram allows for a complete
retrieval of both the vector potential of the laser and the characteristic of the attosec-
ond pulse by FROG/CRAB [79, 80, 81, 82]. The analysis reveals the intensity as well
as nonlinear phase terms (e.g. a possible chirp) of the attosecond pulse thus a com-
plete reconstruction of the temporal structure. Summarized, attosecond streaking is
sensitive not only to the XUV spectrum, but also to its phase which allows to fully
characterize the XUV pulse. As the vector potential of the laser pulse is measured
as well, it can also be completely characterized.
2.2.4.2 The RABBITT technique
A second technique for the characterization of attosecond pulses is usually referred
to as RABBITT (Reconstruction of Attosecond harmonic Beating By Interference of
Two-photon Transitions) [83, 84]. It is known that HHG occurs when an intense laser
pulse is focused into a gas target. If the focused IR laser pulse consists now of several
cycles, in contrast to close to single cycle in the previous sections (e.g. ∆τ=30 fs versus
∆τ=4 fs), the emitted harmonics will also be confined in short attosecond pulses,
which are continuously generated every half cycle of the IR pulse, but now resulting
in an attosecond pulse train (APT) with a strongly modulated XUV spectrum. The
number of electric field cycles increases with longer pulses, i.e. more attosecond pulses
are generated. The interference of a higher number of pulses is responsible for the
strongly modulated spectrum in contrast to the superimposed plateau spectrum in
figure 2.6 for the case of few cycle driver pulses. These APT can be characterized by
RABBITT. Spectrally and temporally filtered XUV-APT are focused into a noble
gas which gets ionized. The freed electrons exhibit kinetic energies which reflect
the corresponding high harmonic photon energies (separated by 2ω0). Sidebands
peaks will appear in the electron energy spectrum if a moderately intense IR field
is also focused into the noble gas. These sidebands are based on two-photon two-
color ionization by one XUV photon and one infrared laser photon. Varying the time
delay between the XUV and the IR modulates the sideband signal which originates
from the interference between two processes: absorption of an XUV photon and
an IR photon (qωIR+ωIR), and absorption of an XUV photon and emission of an
IR photon ((q+2)ωIR-ωIR) [84]. As the width and especially the relative temporal
position of a sideband maximum is determined by the phase difference between two
neighboring fundamental harmonic peaks, only the oscillation of the high harmonic
ionization signal in the delay dependent electron energy spectrum contains the exact
spectral phase information of the XUV pulses. This allows a precise characterization
of the attosecond pulse trains by RABBITT. However, the RABBITT technique will
probably be limited to the lower attosecond energy regime as few cycle laser pulses,
exhibiting a high electric field amplitude, are needed to push attosecond science to
higher photon energies (e.g. the water window) in the near future.
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2.3 Interaction of XUV and x-ray radiation with
matter
The content of this section is based on the textbook ’Soft x-rays and extreme ultra-
violet radiation: Principles and Applications’ from David Attwood [5].
2.3.1 Optical constants in the XUV and x-ray regime
The interaction of electromagnetic waves with matter can be described by the index
of refraction n = c
vp
, where c is the speed of light and vp is the phase velocity in the
medium. The phase velocity is usually decelerated in a medium, since the electric
field disturbs the charges of each atom proportional to the electric susceptibility
of the medium. This disturbance decreases with increasing frequency. Figure 2.15
illustrates the progression of the index of refraction dependent on the electromagnetic
wave’s frequency ω. It shows strong variations near IR, UV and x-ray resonances
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Figure 2.15: Index of refraction from the IR to the x-ray range. Index of refraction
dependent on the frequency with strong variations near the resonance frequencies (figure
taken/adapted from [5]).
(ωr) and the tendency toward unity for very short wavelengths. Please note that
only the real part of the index of refraction is shown in figure 2.15. Its adaption to a
complex refractive index is necessary in case of attenuation in the medium and will
be described in the following section.
2.3.1.1 Complex index of refraction
When electromagnetic waves get attenuated in a medium one considers this absorp-
tive effect and defines the complex index of refraction as
n˜ = n+ iκ, (2.29)
where κ is the extinction coefficient. The real part of equation (2.29) approaches
unity for electromagnetic waves with wavelengths in the XUV/soft x-ray range, since
the dispersion of the medium strongly decreases. One considers the low dispersion
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in that energy range by rewriting equation (2.29) to the XUV/soft x-ray form:
n˜(ω) = 1− δ + iβ, (2.30)
with the dispersion δ and the extinction coefficient β. The influence of δ and β on
the light-matter interaction becomes clear, when one considers the propagation of a
plane wave in z-direction through a material with a refractive index n. The electric
field can be written as:
E(z, t) = E0e
−i(ωt−zr). (2.31)
The complex index of refraction is considered by:
ω
k
=
c
n
=
c
1− δ + iβ ⇔ k =
ω
c
(1− δ + iβ). (2.32)
Using equation (2.32) in equation (2.31) leads to:
E(z, t) = E0e
−iω(t− z
c
)︸ ︷︷ ︸
vacuum propagation
e−i(
2piδ
λ
)z︸ ︷︷ ︸
φ−shift
e−(
2piβ
λ
)z︸ ︷︷ ︸
decay
. (2.33)
The first term in equation (2.33) describes the propagation of a plane wave through
vacuum, the second term contributes a phase shift dependent on the dispersion δ and
the last term is a damping term, accounting for absorption within the medium. The
extinction coefficient β is related to the absorption coefficient α by squaring equation
(2.33):
I = I0e
−αz ⇔ α = 4piβ
λ
, (2.34)
where I represents the Intensity and α is the inverse of the absorption length labs = 1α .
2.3.1.2 Atomic scattering factor
A more fundamental description of the refractive index uses an oscillator model to
describe the interaction of a photon of frequency ω with the Z electrons of an atom:
The atomic scattering factor (also referred to as atomic form factor). The complex
atomic scattering factor is defined as:
f 0(ω) =
∑
s
gsω
2
ω2 − ω2s + iγω
= f 01 (ω)− if 02 (ω), (2.35)
where
∑
s
gs=Z is the total number of electrons, ωs is the resonance frequency of the
s-th electron and γ describes the damping of the oscillation. The index of refraction
can be written in dependence of the atomic scattering factor as:
n(ω) = 1− renaλ
2
2pi
[
f 01 (ω)− if 02 (ω)
]
, (2.36)
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with the classical electron radius re= e
2
4pi0mc2
and the electron density per unit volume
na. Comparing equation (2.36) and equation (2.30) yields the relation between the
atomic scattering factor and the dispersion and extinction, respectively:
δ =
nareλ
2
2pi
f 01 (ω) (2.37)
and
β =
nareλ
2
2pi
f 02 (ω). (2.38)
One can thus calculate the dispersion and the extinction by making use of the mea-
sured tabulated values of the atomic scattering factors by Henke et al. [85]. Figure
2.16 shows these calculated values exemplarily for carbon, scandium and oxygen.
One can clearly see the characteristics of absorption edges as well as the decrease
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Figure 2.16: Optical constants of carbon, scandium and oxygen. The lower spectral
range of the water window starts with the K-edge of carbon (a) and ends in the higher range
with the K-edge of oxygen (c). Scandium (b) is a well suited material for multilayer mirrors,
since the L2,3-edge is within the water window exhibiting a strong variation of the optical
constants in the vicinity of these edges. The optical constants δ (solid blue)and β (dashed
red) were calculated from the tabulated atomic scattering factors f1 and f2 from [85].
of δ and β toward higher photon energies. The index of refraction approaches unity
due to these low values (10−2–10−7) where the values of δ and β are typically on the
same order. This approach and the high absorption for XUV/soft x-ray wavelengths
(equation (2.34)) results in low refraction at an interface between two materials (due
to the similarity of the optical constants) and a limited penetration depth (on the
order of a few hundred nm). This limits the degree of freedom of XUV/soft x-ray
optics, since they have to be either very thin, be used under small grazing angles in
reflection geometries or use multiple reflections from different interfaces as utilized
in multilayer mirrors.
2.3.1.3 Kramer-Kronig relation
The imaginary part f 02 (ω), which accounts for absorption, can be measured in an
intensity measurement whereas an interferometry experiment is needed for measuring
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the phase shift which is addressed by the dispersive real part f 01 (ω). As interferometry
is not sufficiently advanced in the case of XUV/soft x-rays, one uses the fact that
both the real and imaginary part of the atomic scattering factor are related to each
other by a meromorphic function. This relationship can be utilized when only one
quantity is known to calculate the missing one. One uses the Kramer-Kronig relations
[86] that connect the real and the imaginary part of meromorphic functions:
Im F (x) = − 2
pi
·PC
∞∫
0
x · Re F (t)
t2 − x2 dt (2.39)
and
Re F (x) =
2
pi
·PC
∞∫
0
t · Im F (t)
t2 − x2 dt, (2.40)
where PC indicates taking only the non-divergent Cauchy principal part of the in-
tegral. Integrals which contain singularities can still be evaluated with the PC .
Adapting equation (2.39) and equation (2.40) to the real and imaginary part of the
atomic scattering factor yields:
f 01 (ω) = Z −
2
pi
·PC
∞∫
0
u · f 02 (u)
u2 − w2 du (2.41)
and
f 02 (ω) =
2ω
pi
·PC
∞∫
0
f 01 (u)− Z
u2 − ω2 du, (2.42)
with the frequency ω and the number of electrons per atom Z.
2.3.1.4 Determination of the refractive index at 10–30 eV
One can determine f 01 (ω) by equation (2.41) if f 02 (ω) is determined through ab-
sorption measurements, across a sufficiently broad frequency range that the integral
converges. This is exactly the procedure which Henke et al. [85] have used to
deduce the values of f 01 and f 02 for all elements from hydrogen (Z=1) to uranium
(Z=92). However, f 02 values are tabulated between 10 eV and 30000 eV whereas
f 01 starts first at 30 eV. The knowledge of f 02 is sufficient to simulate/calculate
the transmission properties of filters whereas for reflective optics like multilayer
mirrors also f 01 has to be known. We have calculated the values of f 01 , for the
missing 10–30 eV range, by Kramer-Kronig (equation(2.41)) to extend the spec-
tral range for simulations. Figure 2.17 shows the comparison of our calculated
(solid blue) and the tabulated (dashed red) values from the CXRO database (http:
//henke.lbl.gov/optical_constants/). One finds a well agreement except at the
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Figure 2.17: Optical constants calculated by Kramer-Kronig relations. Compar-
ison of the calculated (solid blue) and tabulated (dashed red) values of the dispersion δ
for chromium (a) and scandium (b). A well agreement is found for the whole range ex-
cept at absorption edges. This mismatch, arising from simulation artifacts, was not further
investigated, since only the values of the highlighted 10–30 eV range is used for the dataset.
absorption edges due to simulation artifacts arising from wrong spline reasons. A
better agreement at the absorption edges was not further investigated, since only the
new calculated values in the 10–30 eV range are used to extend the f 01 /f 02 dataset
down to 10 eV. Figure 2.17 shows the calculation exemplarily for chromium (a) and
scandium (b) but they were performed for all tabulated 92 materials. The calcula-
tion of the optical constants for compounds (e.g. SiO2 or B4C) was also realized by
using stoichiometric averaging of the atomic scattering factor and the corresponding
compound density.
2.3.2 Reflective optics
Section 2.3.1.2 figured out the challenges for reflective and transmissive optics being
utilized in the XUV/soft x-ray range. This section will focus on the reflective optics
whereas the transmissive optics are described later in section 2.3.3.
2.3.2.1 Single interface reflectance (and transmission)
One can use e.g. metal bulk mirrors for a broadband and high reflective guidance
of visible light under nearly arbitrary angles of incidence. Unlike the visible range,
no comparable optics are able to be used in the XUV/soft x-ray range, as will be
described in the following section and is based on [87]. If an electromagnetic wave
incident under an angle αi on an interface which is formed by two layers with the
refractive indexes n1 and n2, it is usually reflected and transmitted (figure 2.18). The
degree of reflection and transmission depends on the incident angle α, on the index
of refraction of both media and on the polarization s or p. The characteristics are
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Figure 2.18: Single interface reflectivity and transmission. Reflected and transmit-
ted electric field at an interface, formed by two materials with the index of refraction n1
and n2.
described by the Fresnel equations:
rs =
Ers
Eis
=
n˜1 cos(αi)− n˜2 cos(αt)
n˜1 cos(αi) + n˜2 cos(αt)
(2.43)
ts =
Ets
Eis
=
2n˜1 cos(αi)
n˜1 cos(αi) + n˜2 cos(αt)
(2.44)
rp =
Erp
Eip
=
n˜2 cos(αi)− n˜1 cos(αt)
n˜1 cos(αt) + n˜2 cos(αi)
(2.45)
tp =
Etp
Eip
=
2n˜1 cos(αi)
n˜1 cos(αt) + n˜2 cos(αi)
(2.46)
Here, r and t are the reflection and transmission coefficients, respectively and E
represents the complex electric field amplitude, while the indices determine the po-
larization (s or p) and whether the incident (i), the reflected (r) or the transmitted
(t) fraction is considered. The different index of refraction is considered by n1 and
n2. Throughout this thesis, normal incidence angles are referred to as α and grazing
angles as θ. When a particle hits a surface the surface reverses the component of
the particle momentum, which is perpendicular to the surface. Particles above a
critical momentum enter the bulk of the material. The momentum transfer from the
boundary to the photon is
2pz ∝ q = 4pi
λ
n1 cosα. (2.47)
Since there is no momentum change in the x- or y-direction this yields Snell’s law:
2pi
λ
n1 sinαi =
2pi
λ
n2 sinαt. (2.48)
This equation can be used to obtain the propagation angles α inside a medium from
the propagation angle α0 in the incident medium with refractive index n0:
cosαn =
√
1−
(n0
n
)2
sin2 α0. (2.49)
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One can write the Fresnel equation in a more simple form by using equation (2.47)
in equation (2.43):
rs =
q1 − q2
q1 + q2
. (2.50)
The total reflection will occur for small grazing angles below a critical angle θc which
can be obtained from equation (2.49) to:
sin θc ≈
√
2δ, for δ << 1, β << δ. (2.51)
Using the optical constants from equation (2.30) and squaring equation (2.50) yields
the single interface reflection for angles much larger than the critical angle:
R1,2 =
∆δ2 + ∆β2
4 cos4 (α1)
, for δ, β << 1, θ >> θc. (2.52)
Summarized, the single interface reflectivity is given by the difference of the optical
constants of both media and the normal incidence angle α1. The momentum transfer
can be given for both polarization:
s : qs = 2k⊥ =
4pi
λ
n˜ cosα, and for p : qp = cosα/n˜. (2.53)
One can separate a beam of arbitrary polarization into two components where the
electric field is on the one hand parallel to the plane of incidence (p-polarization)
and on the other hand perpendicular to the plane of incidence (s-polarization). Both
components can have a phase delay φsp:
~E = Es~s+ Ep~pe
−iφsp . (2.54)
Both relations of the equation (2.53) can now be used to calculate the single interface
reflectivity at each incidence angle depending on the polarization. Figure 2.19 shows
an illustration of the single interface reflectivity in the XUV/soft x-ray range for s-
and p-polarization at a vacuum-silicon interface. The following overview summarizes
the most important features of these derivations (detailed analysis can be found in
[87]):
1. The single interface reflectivity for s- and p-polarization drops with increasing
energy as the difference in optical constants approaches 0 (equation (2.52)).
2. An increased single interface reflectivity can be found in the vicinity of an
absorption edge where the optical constants exhibit discontinuities.
3. A high reflectivity of nearly 100% is found at very small grazing incidence angles
below the critical angle sin θc≈
√
2δ.
4. The single interface reflectivity increases with decreasing grazing angle in case
of s-polarization.
5. In the case of p-polarization, the reflectivity drops around θ≈45o due to the
Brewster angle. The normal incidence angle is given by αB≈pi4 − δ2 .
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Figure 2.19: Single interface reflectivity at a vacuum-silicon interface. Sin-
gle interface reflectivity dependent on the grazing angle θ and the polarization (figure
taken/adapted from [88]).
2.3.2.2 Grazing incidence optics - Design concept for a three mirror graz-
ing incidence attosecond optic
The last section has shown that the single interface reflectivity increases toward the
critical angle θc where even total reflection occurs below this value. As a result one
can use bulk reflectors at small grazing angles for a broadband and high reflectivity
guidance of attosecond pulses. The single interface reflectivity at these angles addi-
tionally ensures a flat phase. However, in addition to these advantages these optics
exhibit no possibility for attosecond pulse shaping. Figure 2.20 shows the simulation
of a rhodium (a) and a nickel (b) bulk which have been used at the AS2 beamline
at the MPQ [72] for a broadband high reflectivity profile.
2.3.3 Transmissive optics
Besides reflective optics, transmissive optics are widely used in attosecond experi-
ments. Whereas diffractive optics like zone plates or diffraction gratings are usually
not used due to their spatial chirp properties (in the case of a zone plate a multilayer
mirror could probably introduce an opposite prechirp for the support of attosecond
pulses), thin (metal) filters or polarizers can be used in attosecond experiments to
shape the attosecond pulses spectrally or even their polarization characteristic. Both
are described in the next sections.
2.3.3.1 Thin filters for shaping HHG radiation
Attosecond experiments require the separation of the attosecond pulse and the driving
pulse as has been described in section 2.2. One uses a thin (≈150–300 nm) (metal)
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Figure 2.20: Grazing incidence bulk reflector. (a) Three rhodium (Rh) mirrors are
used at a grazing angle of θ=15o (one mirror blue line) for a total 90o deflection and a
total FWHM support of ≈60 eV (red) at a central energy around 120 eV [89]. (b) A nickel
(Ni) bulk is used at 10o (blue) grazing angle to reflect the XUV/soft x-ray spectrum into a
spectrometer. This incidence angle supports energies up to the lower spectral range of the
water window. Decreasing the grazing angle to θ=5o (red) would support the whole water
window spectral range.
filter which transmits part of the XUV/soft x-ray range but blocks the laser light.
This spectral separation is accompanied by the opportunity of shaping attosecond
pulses by the spectral characteristics of (metal) filters. Figure 2.21(a) shows the
transmission of various 150 nm thick metal filters, where each element supports a
characteristic spectral window. These filters are used to suppress certain energy
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Figure 2.21: Filter transmission in the XUV/soft x-ray range. (a) Transmission
characteristic of various 150 nm thick metal filters. (b) Transmission (solid blue) of a 150 nm
thick palladium (Pd) filter and the corresponding GDD (dashed red). The filter introduces
a slightly negative GDD above the opening edge.
ranges and allow e.g. the isolation of single attosecond pulses by acting as a spectral
bandpass (section 2.2.2.2). Together with the spectral transmission characteristic
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one can slightly tune their spectral phase properties by varying the thickness of
the material as the transmission introduces a low GDD. Figure 2.21(b) shows the
introduced GDD of a 150 nm thick Pd filter upon transmission. The filter adds
only a GDD below 1000 as2 per 150 nm thickness. However, their availability is
limited (figure 2.21) and one is restricted to a discrete amount of negative chirp
and suppression of lower energy harmonics with a filter specific signal to noise ratio.
That is the reason why filters are usually accompanied by multilayer mirrors, as
they exhibit a higher degree of freedom regarding spectral filtering or phase shaping.
Figure 2.22 shows the transmission characteristic of a 150 nm thick Al and Si filter,
which are combined with a multilayer mirror reflecting primarily at the absorption
edges of the filters. This combination increases significantly the signal to noise ratio
and has been used at the AS2 beamline at the MPQ for calibration purposes of the
spectrometer.
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Figure 2.22: Tailored multilayer mirror at the Al and Si absorption edge. A
tailored multilayer mirror for reflecting primarily at the absorption edges of Al (red) and
Si (green) for an increased signal to noise ratio. The mirror consists of Si/B4C layers and
was designed for the AS2 beamline at 45o normal incidence.
2.3.3.2 Multilayer transmission polarizer
Another powerful transmissive optic for attosecond experiments is a polarizer, which
shapes the polarization degree of attosecond pulses, and will be described in the
following. Although transmission waveplates are conventional in the visible and NIR
spectral range, they are quite extraordinary in the XUV/soft x-ray range due to
the lack of strongly birefringent materials and the generally high absorption in the
materials. Section 2.2 described the generation of attosecond pulses by HHG with
an intense laser pulse. The attosecond pulses are linearly polarized if a linearly laser
pulse is used for the generation process but one needs close to circularly polarized
pulses for a time resolved XMCD measurement [90]. The polarizer has thus to fulfill
the following prerequisites:
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• Introducing a phase shift of 90o between s- and p-components.
• Equal transmission amplitude of the s- and p-components.
• A bandwidth in the range of 3–4 eV for supporting attosecond pulses.
• A precise design for a certain energy (e.g. 66.2 eV at the Ni M3-edge).
The first two points ensure a polarization transform of attosecond pulses from linear
to circular. This can be realized in the XUV/soft x-ray range when the polarizer is
designed and used close to the Brewster angle:
αB ≈ pi
4
− δ
2
= 45o − δ
2
. (2.55)
The p-components are transmitted without any shaping whereas the s components
are reflected, partly transmitted, reflected and so on. The principal is sketched in
figure 2.23. The interference of the s-components ends up (in an ideal design) with
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Figure 2.23: Phase retarder for the XUV. XUV/soft x-ray waveplate at the Brew-
ster angle αB. The p-components are transmitted, whereas the interference of the partly
transmitted and partly reflected radiation of the s-components allows for an introduced
phase shift of ∆φ=90o, which transforms linearly polarized attosecond pulses to circular
polarization.
a phase shift of 90o, in respect to the p-components (∆φ=|φs − φp|=90o), with a
simultaneous equal transmission amplitude at a certain energy (|ETp |2=|ETs |2). This
concept ensures a polarization switch from linearly polarized attosecond pulses to
almost circularly polarized ones and was used for the results in section 4.1.3. A
detailed simulation of the previously described reflective or transmissive elements
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allows a precise prediction of attosecond pulse shaping, as their influence is given by
their convolution with the incoming light Ei(ω):
E(ω) = Ei(ω)e
−iφir(ω)e−iφrt(ω)e−iφt = Ei(ω)r(ω)t(ω)e−i(φi+φr+φt), (2.56)
where Ei represents the spectral field amplitude of the incoming light, r and t the
amplitude of the reflective and transmissive element and φ the corresponding phase.
Squaring equation (2.56) yields the intensity values (R=|r|2, T=|t|2, I=|E|2).
2.4 Multilayer Mirrors
Multilayer mirrors address the issue of low single interface reflectivity as was described
in section 2.3.2.1. Creating a stack of alternating layers of different materials makes
use of constructive interference of partially reflected electromagnetic waves at each
interface. Dependent on the working energy range and bandwidth 10–1000 interfaces
are utilized. Each single interface reflectivity is still small but adding up each interface
reflectivity can result in a normal incidence XUV reflectivity above 70% [91] in the
vicinity of the Si L3-edge. Constructive interference of the waves reflected at each
interface can be achieved by a proper material choice and thickness design yielding a
tailored reflectivity characteristic. This allows for a very precise spectrally filtering
and shaping of attosecond pulses. Multilayer can be coated on arbitrary surfaces
which allows for various shapes like parabolas, ellipsoids or the most commonly used
spheres. A prerequisite in the XUV/soft x-ray range are super polished substrates
with roughness values below one angstrom rms, which becomes clear in the roughness
section 2.4.4. Summarized, multilayer mirrors can tailor attosecond pulses and can
be used for beam guidance, imaging or focusing and stand out as key components in
attosecond science. The development of multilayer mirrors for the XUV started in the
1970s [92], it also pushed the development in the VIS/IR as the XUV range is more
challenging and achieved results in that energy range can be easily adapted to the
VIS/IR range. Nowadays it’s state-of-the-art in the VIS/IR range to calculate [93]
or even realize [52] very complex designs by the usage of various techniques [75, 94]
and fulfill different requirements such as enough photon throughput or dispersion
control at the same time [1]. This development and its results were extended to the
XUV/soft x-ray range in the last years for various applications such as soft x-ray
microscopy [77], XUV lithography [95], astronomy [96] or time resolved attosecond
spectroscopy [9]. The last-mentioned attosecond science will be extended from the
XUV range to the soft x-ray water window range in the near future. Realizing high
precision multilayer mirrors in the water window and their application to attosecond
pulses was the main challenge of this thesis. Their theoretical background will be
given in this section.
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2.4.1 Multiple interface reflections and transmissions
In section 2.3.2.1 the reflectance and transmission of a single interface was described.
This is now extended to a multilayer system, where multiple interface reflections and
transmissions occur. One starts with the j-th layer within a stack consisting of one
interface at the top and one at the bottom. The corresponding reflection coefficient
reads as:
rj = r(j−1)j + t(j−1)jtj(j−1)rj(j+1)e−2iϕj + t(j−1)jtj(j−1)rj(j−1)r2j(j+1)e
−4iϕj + ..., (2.57)
where r and t are the reflection and transmission coefficients, respectively. Their
indices determine at which interface the reflection and transmission occurs. The
phase difference between the waves reflected at the bottom and the top interface is
referred to as ϕj and can be written as:
ϕj =
2pidj
λ
nj sin θj, (2.58)
where nj is the index of refraction and θj the angle of incidence of the j-th layer.
Figure 2.24 illustrates all these parameters. The sum in equation (2.57) converges to
Substraten
n-1
n-2
j+1
j
j-1
3
2
1 Vacuum
Material A
Material B
B
A
En
}Layer pair I
Ej
Ej-1
R
REj-1
Ej
E1 E1
R
E2 E2
R
dB
dA }Layer pair N
θ z
x
}djnj
nj-1
nj+1
t(j-1)j rj(j+1)
r(j-1)j
Figure 2.24: Principle of multiple reflections and transmissions within a multi-
layer stack. The incident electromagnetic wave is partly reflected and transmitted at each
interface (figure is related to [97]).
[98]:
rj =
r(j−1)j + rj(j+1)e−2iϕj
1 + r(j−1)jrj(j+1)e−2iϕj
. (2.59)
With this recursive formula one can calculate the reflectivity of the complete multi-
layer stack. One starts from the lowermost layer of the stack, where the reflectivity
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is given by the single interface reflectivity of the substrate, and the first layer, and
walks through the stack. The angles θj can be calculated according to equation
(2.49). The reflectivity is calculated layer by layer and one ends up with the overall
reflectivity rML = r1. Its intensity is given by R = |r1|2.
2.4.2 Periodic multilayer mirrors
Depending on the experimental requisite multilayer mirrors exhibit periodic or aperi-
odic stack designs. A multilayer is referred to as periodic when the particular material
layer thicknesses are constant throughout the stack. A periodic stack can utilize two
or more different materials where the thickness of one material can be different in
comparison to another one. The principle of a periodic multilayer stack, with con-
structive interference of all partially reflected waves at each interface, is illustrated in
figure 2.25. The stack consists of two different materials in alternating order where
Substrate
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Figure 2.25: Illustration of a periodic multilayer stack. An electromagnetic wave
incidents under the grazing angle θ and is partially reflected at each interface. In this case
the periodic multilayer stack consists of two different materials with layer thicknesses d1
and d2. Their sum defines the period thickness d=d1+d2.
one usually refers to the low absorbing material as spacer whereas the high absorbing
material as absorber. Periodic stacks are characterized by the following parameters:
• The period thickness d which is constant throughout the stack.
• The period number N is the number of bilayers in a two material stack. In a
more general way: How often is the period used within a stack?
• The fraction of the different layer thicknesses within one period, denoted as γ
ratio. In a two material stack: γ=dbottom
d
⇔ dtop=d(1− γ). In the case of more
than two materials per period one defines one γA per material A.
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• The interface roughness value σ accounts for interface imperfections which de-
creases the single interface reflectivity.
Figure 2.26 illustrates a typical Gaussian like reflectivity and flat phase (within the
bandwidth) shape of a periodic multilayer mirror. The characteristic values such as
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Figure 2.26: Reflectivity and phase shape of a periodic multilayer mirror. Sim-
ulated reflectivity (solid blue) and phase (dashed red) of a periodic Cr/Sc multilayer mir-
ror. Following parameters have been used for the simulation: spacer Sc, absorber Cr,
d=3.144 nm, γ=0.6, dSc=1.886 nm, dCr=1.258 nm, N=37, α=5o.
maximum reflectivity, center energy or bandwidth are influenced by the previously
listed multilayer parameters. Their exact influence on the multilayer performance is
analyzed in the following subsections.
2.4.2.1 The period thickness d
In a periodic multilayer mirror, with period thickness d, maximum mirror reflectivity
is achieved when all partially reflected wave packets interfere constructively. This is
the case when the stack fulfills the Bragg condition, since a multilayer stack can be
seen as a one-dimensional crystal:
mλ = 2d · sin θ
√
1 +
n2 − 1
sin2 θ
, (2.60)
where m is the diffraction order, λ is the wavelength of the incident light, θ is the
grazing angle and n=1-δ is the mean real part of the complex refractive index. Here
δ is the averaged dispersion within one period d consisting of k materials:
δ =
∑
k
dkδk
d
, (2.61)
where dk is the individual layer thickness and δk the corresponding dispersion within
the period thickness d. The square root in equation (2.60) takes refraction effects
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into account and is sometimes neglected at normal incidence as the denominator
approaches unity and n≈1. Neglecting the square root in equation(2.60) yields the
condition for maximum normal incidence reflectivity: the optical period thickness nd
is equal to λ/2, i.e. d≈2 nm at 300 eV.
2.4.2.2 The gamma ratio
In case of a periodic multilayer consisting of two materials, one usually refers the
ratio of the bottom layer thickness dbottom to the period thickness d as γ=dbottomd , i.e.
the fraction of absorber and spacer material within the period. One distinguishes
two cases:
• γ=0.5 ⇒ Referred to as quarter-wave stack: The (optical) thicknesses nd of
absorber and spacer are exactly equal to a quarter of the wavelength. This
configuration shows the maximum reflectivity per period, since the reflected
intensity of a single film is defined as Rf=4R12sin2(mpiγ) [87], which is maxi-
mum for γ=0.5.
• γ 6=0.5 ⇒ Referred to as Bragg stack: The fraction of the absorbing material
is reduced which results in an increased number of contributing interfaces due
to the enlarged penetration depth. The minimum of the electric field standing
wave within the multilayer is in the center of the absorber layer, in case of a
Bragg stack resulting in a higher overall reflectivity.
The best γ value for maximum reflectivity depends on the optical constants of the
used materials, the angle of incidence, the energy range, since optical constants are
wavelength dependent and finally on the period number N. Figure 2.27 shows the
reflectivity of a high periodic (N=400) Cr/Sc multilayer mirror dependent on the
energy and the γ ratio. For this specific material system maximum reflectivity is
achieved for γ≈0.6 (dSc/d) which means that the fraction of the absorbing chromium
layer is reduced to 40%. The highest reflectivity is reached close to the Sc L3-edge
at 398.7 eV. The next section will show the bandwidth dependence on the period
number, yielding the best designs close to a quarter-wave stack, when the support
of attosecond pulses should be fulfilled, i.e. a broadband mirror reflectivity with few
periods which reduces the dependence on the penetration depth.
2.4.2.3 The influence of the period number N
It is clear that the more layers contribute to the overall reflectivity the higher this
reflectivity value is. But the limiting factor in the XUV/soft x-ray range is the
absorption. At some point the penetrating electric field is attenuated that much,
that more consecutive layers do not affect the overall reflectivity any more. An
approximation of the number of contributing layers will be given in the following
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Figure 2.27: Reflectivity dependence on the γ-ratio. Simulated reflectivity of a high
periodic (N=400) Cr/Sc multilayer mirror at an incidence angle of α=45o. An interface
roughness of σ=0.5 nm was assumed for the simulation.
section. The intensity of a plane wave is given by squaring equation (2.33):
I(z, t) =
∣∣∣ ~E(z, t)∣∣∣2 = |E0|2 e−( 4piβλ )z = I(z). (2.62)
The intensity can be calculated after the incident light has passed 2 ·N periods (back
and forth) and a mean extinction similar to equation (2.61) is assumed:
I(z = 2 ·N · d) = I0e− 8piNdλ β, (2.63)
where I0 is the incident intensity and β =
∑
k
dkβk
d
. Applying the logarithm and
solving for N yields:
N = − λ
8pidβ
ln
(
I
I0
)
. (2.64)
With this equation it is possible to approximate the layer number dependent on
the saturation ratio. The period number has a crucial influence on the reflectivity,
but another important point for attosecond physics is the bandwidth support. The
energy/wavelength resolution is linked to the period number N as follows [97]:
∆λ
λ
=
∆E
E
≈ 1
mN
, (2.65)
where m is the diffraction order. Figure 2.28 illustrates the bandwidth and reflectiv-
ity dependent on the period number. The simulations were performed for a Cr/Sc
multilayer mirror centered at 300 eV at 45o incidence angle. The reflectivity profile
was calculated for each period number (resolution N=5) and the FWHM, as well
as the maximum reflectivity value, was extracted. Results are shown for the sputter
design (SD) and the real design, including the top chromium oxide layer. For attosec-
ond experiments one has to find a trade-off regarding equation (2.65) as a broader
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Figure 2.28: Bandwidth and reflectivity dependence on the period number N.
Simulated bandwidth (solid) and reflectivity (dashed) of a Cr/Sc multilayer mirror centered
at 300 eV dependent on the period number N. The design (d=2.95 nm, γ=0.6 (dSc/d),
σ=0.3 nm) was chosen for an incidence angle of α=45o. The values were extracted for
the sputter design (red) and the real design (blue) which includes the top oxide layer and
decreases slightly the reflectivity while having only a minor effect on the bandwidth. The
dashed black line depicts the theoretical relation of equation (2.65) at 300 eV.
bandwidth support for shorter attosecond pulses comes along with a lower reflectivity
(at a fixed incidence angle). But equation (2.65) allows for a higher energy resolution
by using higher diffraction orders of a multilayer mirror. One possibility to overcome
this bandwidth-reflectivity limitation is to increase the normal incidence angle. Fig-
ure 2.29 shows the reflectivity of a Cr/Sc mirror centered at 300 eV. Dependent on
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Figure 2.29: Reflectivity dependence on the bandwidth and the incidence angle.
Reflectivity of a Cr/Sc multilayer mirror centered at 300 eV dependent on the bandwidth
and the normal incidence angle (γ=dSc/d=0.6, σ=0.3 nm). The simulation illustrates the
color boundaries where the bandwidth can be increased at constant reflectivity when it is
accompanied by an increased normal incidence angle.
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the bandwidth and the incidence angle, i.e. the period thickness is adjusted to the
incidence angle for 300 eV. Varying the period number N allows for a bandwidth
dependent calculation. Following a specific color boundary allows for an increased
bandwidth at constant reflectivity when it is accompanied with the corresponding
higher normal incidence angle. The last tuning parameter for a higher multilayer
mirror reflectivity is just an adjustment of the incidence angle in order to achieve the
required minimum reflectivity. As stated in section 2.3.2.1, the single interface reflec-
tivity increases toward grazing angles, exhibiting almost 100% close to the critical
angle θc, or in the vicinity of an absorption edge, where the optical constants exhibit
discontinuities. Figure 2.30 shows the reflectivity of a high periodic (N=400) Cr/Sc
multilayer mirror dependent on the normal incidence angle and the center energy.
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Figure 2.30: Reflectivity dependence on the incidence angle and the energy.
Reflectivity of a high periodic (N=400) Cr/Sc multilayer mirror (γ=dSc/d=0.6, σ=0.3 nm)
dependent on the normal incidence angle and the energy (d was adjusted for each center
energy). The region of almost total reflection is clearly visible as well as the reflectivity
jump close to the Sc L3-edge (398.7 eV) and the Cr L3-edge (574.1 eV).
2.4.3 Aperiodic multilayer mirrors
A higher degree of freedom for pulse shaping is achieved by utilizing aperiodic multi-
layer mirrors in contrast to periodic stacks. While each period is equal in a periodic
stack, i.e. the thickness for a certain material is constant, the thicknesses are arbitrary
[97] in an aperiodic stack. This facilitates addressing different frequency components
by individual layer thicknesses. This allows for spectral and dispersion shaping as
different frequency components are reflected at different penetration depths within
the stack. Figure 2.31 illustrates the principle of aperiodic multilayer stacks. In fig-
ure 2.31(a) longer wavelengths are reflected on the top whereas short wavelengths are
reflected at the bottom. Therefore, the short wavelengths are temporally delayed in
respect to the longer wavelengths due to the longer penetration distance. This is de-
fined as positive chirp, the mirror introduces a positive GDD. Vice versa in case of a
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Substrate Substrate
(a) (b)
Figure 2.31: Aperiodic multilayer stack. Sketch of aperiodic multilayer stacks, where
different wavelengths are reflected at different penetration depths. The almost linear de-
creasing/increasing of the layer thickness is used for the VIS/IR range whereas it is rather a
random stack arrangement in the XUV/soft x-ray range. (a) A positively chirped multilayer
stack where short wavelengths are temporally delayed in respect to the longer wavelengths
due to the longer penetration distance. (b) Vice versa in case of a negatively chirped mirror.
negative chirp (figure 2.31(b)). This facilitates shaping the dispersion of an incoming
attosecond pulse and tailoring the reflected pulse. Aperiodic multilayer systems in
the VIS/IR spectral range (e.g. (dielectric) multilayer mirrors in CPA systems) show
an almost linear decreasing or increasing (dependent on the introduced GDD) of the
layer thicknesses [52] whereas aperiodic XUV/soft x-ray multilayer mirrors exhibit
usually a random stack arrangement. Figure 2.32(a) depicts the design of a complex
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Figure 2.32: A complex aperiodic La/Mo/Si/B4C mirror design. (a) Design of a
complex aperiodic multilayer consisting of 48 different layers and five different materials. (b)
Reflectivity (blue), transmission of a 150 nm thick Pd filter (brown) and their convolution
(red) resulting in a bandwidth of more than 40 eV. A normal incidence angle of 5o and a
constant interface roughness of σ=0.5 nm was assumed for the simulation.
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aperiodic multilayer stack consisting of 48 different layers and five different materials
(MoSi2 is formed after deposition [99]). This complex design has been developed
for the reflection of a FWHM>40 eV and a close to Gaussian spectral profile, when
it is convoluted with the transmission of a 150 nm thick Pd filter (figure 2.32(b)).
A periodic stack supporting a bandwidth of 40 eV at 145 eV would, according to
equation (2.65), have only four periods. That are eight layers in contrast to the 48
layers of the aperiodic system. This demonstrates why aperiodic multilayer mirrors
exhibit a much higher degree of freedom in contrast to periodic stacks. Besides, one
would expect that eight layers of the periodic case have a lower overall reflectivity as
only a sixth of the aperiodic interface number is used. This is another advantage of
aperiodic multilayer mirrors in addition to dispersion control. One can e.g. increase
the reflectivity of a periodic system by switching to an aperiodic design while keeping
a bandwidth of 25 eV constant. Figure 2.33 shows the comparison of a simulated
periodic and an aperiodic Cr/Sc multilayer mirror. The spectral comparison of both
systems is shown in (c) where the reflectivity of the aperiodic design (b) exceeds
the periodic design (a), while keeping the bandwidth constant. Another requisite
during the development of the aperiodic design was an unchirped mirror reflection.
The calculated GDD of the aperiodic and periodic design (figure 2.33) shows almost
vanishing values. The higher reflectivity would be reached at the expense of a longer
pulse if a flat phase would not have been considered during design optimization, as
introduced GDD broadens an incoming unchirped pulse.
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Figure 2.33: Comparison of a periodic and aperiodic design. The designs of a
periodic (a) and aperiodic (b) Cr (red) and Sc (blue) multilayer mirror, including their
top oxide layer, aiming for a FWHM≈25 eV reflection centered at 300 eV. (c) Simulated
reflectivity (solid lines) and phase (dashed lines) of the periodic (blue) and aperiodic (red)
multilayer mirror. The aperiodic design exhibits the reflectivity of the periodic design while
keeping the bandwidth and phase shape almost constant, resulting in a higher integral which
is proportional to the photon flux. (d) The simulated GDD (solid lines) of each design and
their mean values (dashed lines), which are almost vanishing, resulting in a low temporal
broadening of an unchirped pulse (Simulation parameter: σ=0.39 nm, α=45o, d=2.95 nm,
γ=dSc/d=0.6, N=10).
2.4.4 Imperfect interfaces
It is impossible to realize multilayer mirrors with perfectly abrupt and flat interfaces
as finite boundaries occur during the fabrication. Interface imperfections are mainly
caused by interface roughness [87] from fringed interfaces (figure 2.34(a)) or atomic
displacement as intermixing or interdiffusion (figure 2.34(b)). Also chemical reactions
are possible forming an interlayer, as can be observed in Mo/Si multilayer where thin
MoSi2 layers are formed [99, 100]. This interlayer can be considered by including an
additional layer with the corresponding refractive index of the compound. One has
to find a way to model these described imperfections and include it in simulations of
multilayer, since it will be shown that they have a crucial effect on the reflectivity
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Figure 2.34: The interface roughness σ. (a) Corrugated interface. (b) Intermixing
and interdiffusion of both materials. (c) Interface profile function p(z) for modeling both
boundary imperfections.
performance. This is mathematically done by the interface roughness value σ. One
could now include the transition zone in simulations by representing the interface
by a stack of very thin layers of continuously varying refractive index [87], but this
would be a very time consuming calculation especially when more than two materials
are used or aperiodic stacks with a large layer number are simulated. Debye [101]
and Waller [102] developed a rather elegant model to implement the roughness via
Fourier transformation. An interface profile function p(z), like the one dimensional
error function, is used to characterize the interface width for both roughness and
diffusion (figure 2.34(c)):
p(z) = erf
(
z√
2σ
)
, (2.66)
with the one-dimensional Gauss error function erf(x)= 2√
pi
∫ x
0
e−τ
2
dτ and its FWHM
σ. Using this profile function the reflection coefficient of the interface can be written
as a Gaussian distribution:
r(z) =
r0
σ
√
2pi
e−z
2/(2σ2). (2.67)
A Fourier transformation of equation (2.67) yields the reflection coefficient in the
momentum space:
r(q) = r0e
− q2σ2
2 = r0(λ) exp
(
−8pi
2n2 sin2(θ)σ2
λ2
)
, (2.68)
with the wavelength dependent Fresnel coefficient r0(λ), the amplitude reflectivity
of a perfectly abrupt boundary, and the momentum transfer q=4pi
λ
n sin θ between
the boundary and the photon. Névot and Croce extended this method of Debye and
Waller to an even more realistic description [103], taking into account the different re-
fractive indices n and the resulting different propagation grazing angles θ of material
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1 and material 2:
r(λ) = r0(λ) exp
(
−8pi
2n1n2 sin θ1 sin θ2σ
2
λ2
)
. (2.69)
The Névot-Croce model is used for all simulations within this thesis to account for
interface imperfections. Squaring equation (2.69) yields the intensity dependence:
R = R0 exp
[
−n1n2 sin θ1 sin θ2
(
4piσ
λ
)2]
. (2.70)
Equation (2.70) indicates several points:
• The wider the transition zone is, the higher the roughness σ and the lower the
reflectivity.
• The influence of the interface roughness σ is larger the smaller the wavelength
is.
• Going from normal incidence toward grazing angles reduces the influence of σ.
Figure 2.35 indicates these influences at four different center energies. Four designs
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Figure 2.35: Reflectivity dependence on the interface roughness σ. Simulated
maximum reflectivity at various center energies (orange: 93 eV, blue: 110 eV, black: 170 eV
and red: 300 eV) dependent on the interface roughness σ and the normal incidence angle 5o
(a) and 45o (b). A bandwidth of 7 eV, thus supporting the reflection of <300 as pulses, was
assumed for the simulations. The La/Mo mirror includes a 3 nm thick B4C capping layer.
were used for 5o normal incidence (a) and four adjusted designs for 45o (b). The
reflectivity profile was calculated for each σ (resolution=0.05 nm) and the maximum
reflectivity value was extracted. The results were calculated for a bandwidth of 7 eV
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thus supporting the reflection of <300 as pulses. Figure 2.35(a) shows that the in-
terface roughness σ has to be smaller than 0.5 nm in order to facilitate such pulses
in the water window at normal incidence. A lot of effort has been put in the devel-
opment of interface optimized multilayer mirrors, due to the enormous influence of σ
on the reflectivity performance. One can either reduce the intermixing/interdiffusion
by the usage of barrier layers [91], smooth the layer surface with these barrier layers
or polish the layer surface during fabrication. The last possibility will be described
in section 3.2.3. Figure 2.36 shows the up to now highest measured normal incidence
reflectivities in the XUV/soft x-ray range in comparison to the theoretical possible
values. The listed realized interface roughness values were derived either from simu-
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Figure 2.36: Theoretical and realized reflectivities for certain material systems.
Measured maximum reflectivities in comparison to the theory. The listed realized interface
roughness values were either derived from simulations or the specified reference for the
material systems Mo/Si [91], La/Mo [16], La/B4C [104] and Cr/Sc [105]. All reflectivities
are realized at normal incidence (α<10o).
lations or the specified reference. Summarized, one key to high reflective multilayer
mirrors in the water window are interface optimized multilayer systems.
2.4.5 XUV/soft x-ray multilayer material selection up to 600 eV
In principal, multilayer mirrors could be composed of almost any elements of the
periodic table, but the physical (state of aggregation), chemical (material reaction)
or biological (toxic) properties limit the number of elements. Besides, section 2.3.2.1
made it clear that the performance of a multilayer mainly depends on the optical
constants of the used materials. The tunability of spectral characteristics or simply
the achievable reflectivity in a certain energy range depends on its material system.
Equation (2.52) shows that the single interface reflectivity depends on the difference
of the optical constants but section 2.4.2.3 has shown that the penetration depth has
to be considered in multilayer systems. It could sometimes be better to exclude a
material with a high absorption, although this would lead to a high single interface
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reflectivity when it is combined with a low absorbing material. Reflectivity simula-
tions were performed for the 200–600 eV energy range using the following materials:
Al2O3, B4C, Ba, Be, Ca, C, Co, Cr, Ge, Fe, La, Mg, Mo, Ni, Ru, Sc, Si, Ti, V, W.
Each material combination was considered and the best systems were selected. As
this large number of material combinations would exceed any meaningful presenta-
tion only the selected systems are shown in the following figures. Figure 2.37 depicts
the real (a) and the imaginary (b) parts of the complex refractive index of suitable
materials in the 200–600 eV energy range. The figure shows the characteristic mate-
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Figure 2.37: Dispersion and absorption in the 200–600 eV energy range. Optical
constants of Sc (red), Ti (green), V (black), Al2O3 (orange) and Cr (blue) in the spectral
range between 200 and 600 eV. (a) Dispersion δ, i.e. the deviation of the real part of the
refractive index from unity whereas the imaginary part (extinction β) is shown in (b).
rial absorption edges at distinct energies, which are necessary for a high multilayer
mirror reflectivity as has been stated in section 2.3.2.1. As can be seen in figure 2.37,
δ and β are on the same order of magnitude and are decreasing with increasing en-
ergy. Deviations from this trend occur only in the vicinity of absorption edges. This
was already mentioned in section 2.3.1.2. When the materials are selected one can
go further and determine the single interface reflectivity of certain material combina-
tions. According to equation (2.52) one can calculate the single interface reflectivity
by using the optical constants of the used materials. A normal incidence angle of
5o was considered for the simulation. Figure 2.38 displays the single interface reflec-
tivity of the material combinations Cr/Sc, Ti/Ni, V/Ni, Al2O3/Ni and Cr/Ni. The
single interface reflectivity drops from ≈0.01% at 200 eV to the 0.0001% range at
600 eV showing only strong rising in the vicinity of absorption edges. It should be
mentioned that the system Ti/Ni exceeds Cr/Sc below 380 eV but only in case of
single interface reflectivity. This is attributed to the high absorption of Ni in this
energy range. As was mentioned in the beginning of this section, a high absorption
may boost the single interface reflectivity but limits the adoption for multilayer as
the number of contributing layers is restricted. All these mentioned characteristics
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Figure 2.38: Single interface reflectivity between 200 and 600 eV. Single interface
reflectivity of the material combinations Cr/Sc (blue), Ti/Ni (red), V/Ni (green), Al2O3/Ni
(orange) and Cr/Ni (black) at 5o normal incidence.
are attributed to the optical constants and show strong variation in the vicinity of
absorption edges. Therefore, table 2.1 lists the exact absorption edges of the se-
lected materials within the 200–600 eV energy range. All characteristic absorption
Element Edge 1 Type 1 Edge 2 Type 2 Edge 3 Type 3
Sc [106] 398.7 L3 403.6 L2 498.0 L1
Ti [107] 453.8 L3 460.2 L2 560.9 L1
V [107] 512.1 L3 519.8 L2
O [106] 534.1 K
Cr [107] 574.1 L3 583.8 L2
Al [106] — —
Table 2.1: Absorption edges of Sc, Ti, V, Al2O3 and Cr between 200 and 600 eV.
For each element the reference is specified from which the data was taken. All energies are
given in [eV].
edges (electron binding energies) can be found in [108]. The optical constants and
single interface reflectivities of certain materials for multilayer mirrors between 30
and 200 eV can be found in [109]. The previous sections have stated the influence of
various parameters on the multilayer mirror performance. Figure 2.39 summarizes
these variations and illustrates the maximum achievable reflectivity in the 30–600 eV
energy range at 5o normal incidence. Best suited material combinations were selected
for distinct energy ranges and their ideal γ value was previously derived from simu-
lations. Realistic interface roughness values have been used for the material systems
below 200 eV whereas a value of σ=0.3 nm has been assumed for the simulations, in
case of the higher energies, since this value has to be at least achieved for sufficient
reflectivity values at normal incidence.
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Figure 2.39: Material selection between 30 and 600 eV. The first six material sys-
tems are simulated with a period number of N=300, since more periods do not contribute
to the reflectivity in this energy range. The five material systems working at higher energies
are calculated with N=600, since the absorption is reduced and more layers contribute. The
interface roughness values σ and the optimized γ-ratios, which were used for the simulations,
are the following: σSc/Si=1.3, γSc/Si=0.4, σSi/B4C=1.3, γSi/B4C=0.6, σMo/Si=0.5, γMo/Si=0.4,
σLa/Mo=0.4, γLa/Mo=0.45, σMo/B4C=0.5, γMo/B4C=0.5, σLa/B4C=0.62, γLa/B4C=0.45,
σCr/Sc=0.3, γCr/Sc=0.4, σTi/Ni=0.3, γTi/Ni=0.65, σV/Ni=0.3, γV/Ni=0.45, σAl2O3/Ni=0.3,
γAl2O3/Ni=0.5, σNi/Cr=0.3, γNi/Cr=0.45.
2.4.6 The Cr/Sc multilayer material system – history and sta-
tus quo
This section will describe the history of results for the material system Cr/Sc being
utilized for soft x-ray multilayer mirrors. The material system was first described by
Salashchenko and Shamov in 1997 [110] where a reflectivity of 10.1% was realized in
the vicinity of the Sc L3-edge at 18o normal incidence. In the year 2000 Franz Schäfers
published a detailed study of certain material systems aiming for a high water window
reflectivity [111]. This paper shows that Cr/Sc is a well suited material system for
the lower spectral range up to the Sc L3-edge at 398.7 eV (=3.1096 nm). In the
following years much development was put into the optimization of this system for
ever higher maximum reflectivity values. In 2002 Kuhlmann et al. realized a mirror
for the nitrogen Kα line (392.4 eV) in the water window [112], while Fredrik Eriksson
et al. aimed for the Sc edge. They exceeded Salashchenko’s result and realized a
normal incidence (α=2.5o) reflectivity of 14.5% [113] at 3.11 nm. In 2006 Gullikson
et al. realized the up to now highest normal incidence (9.2o) reflectivity of 32%
by using B4C barrier layers [105]. A pure Cr/Sc system without any barrier layers
was optimized by Eriksson et al. utilizing a modulated low-energy and high-flux
ion assistance as a means of engineering the interface between the sub-nanometer
layers on an atomic scale during magnetron sputter deposition [114]. Using this
method a normal incidence (9.5o) reflectivity of 20.7% could be realized close to
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the Sc edge. In section 4.8 it will be shown that we are able to exceed this value
by optimizing the layergrowth itself. Using ion polishing should exceed our result
further. In addition to high reflectivity values, the precision of the design realization
is crucial for multilayer mirrors aiming for shaping attosecond water window pulses.
The precision can be tested with aperiodic mirrors, since their spectral reflectivity
behavior is quite sensitive to thickness fluctuations. At the beginning of this thesis
no aperiodic Cr/Sc multilayer mirrors could be found in the literature. The first
aperiodic systems were demonstrated by Bridou et al. [115] but aiming for grazing
incidence (θ=1.5o) in the keV range. Due to the low grazing angle, the designs
exhibit rather thick layers in the 1–12 nm range and a layer thickness deviation from
the target value around ±0.2 nm. Section 4.3 will show that much lower thickness
values (0.6–2.4 nm) and a higher precision (±0.01 nm) is necessary for aperiodic
Cr/Sc multilayer mirrors, for normal incidence angles in the water window. Finally,
no Cr/Sc multilayer mirror was ever used for the generation of isolated attosecond
pulses. This is demonstrated for the first time in section 4.9.
Chapter 4 will show the research results and the applications, which will demon-
strate that Cr/Sc multilayer mirrors have reached the next level of performance on
the basis of this thesis. The material system is ready for attosecond pulses in the
water window spectral range.

Chapter 3
Methodology - Realization and
characterization
This chapter provides all necessary information on software tools, the fabrication and
the metrology of the multilayer mirrors presented in this thesis. The software tools,
which are mainly used for the multilayer realization, are introduced in section 3.1.
Section 3.2 describes in detail the ion beam deposition technique together with the
parameters which have to be accurately analyzed and controlled for a high precision
and reproducibility. The correct fabrication of multilayer mirrors requires the conver-
sion from multilayer designs to deposition times and thus a detailed knowledge about
interlayer formation, thickness compression by diffusion or even thickness increase.
The subsequent sections provide information on different multilayer characterization
techniques for in-situ and ex-situ analysis. Spectral ellipsometry, XUV/soft x-ray
and x-ray reflectometry, transmission electron microscopy (TEM) imaging and sur-
face profilometry have been used to characterize both the deposition rates and the
characteristics of multilayer coatings. They are presented in detail in section 3.3.
3.1 Software tools
3.1.1 MATLAB
In this thesis all reflectivity and transmission calculations are based on a self-written
multilayer Fresnel code algorithm written with the software MATLAB (version R2009a).
The overall reflectivity (mirror) or transmission (polarizer, filter) is calculated to-
gether with the relevant phase based on the multiple interface reflections and trans-
missions (section 2.4.1). The code uses the tabulated values of the atomic scattering
factors from Henke and Gullikson [85] above 30 eV or the calculated optical constants
by Kramer-Kronig below 30 eV (section 2.3.1.3) in case of the XUV/x-ray spectral
range. The IR/VIS/UV spectral range is covered later by describing optical constants
measured with spectral ellipsometry (section 3.3.1.1). Realistic imperfect interfaces
56 3. Methodology - Realization and characterization
(section 2.4.4), top layer oxidation or interlayer formation like molybdenum silicide
[116] are taken into account as the stack design demands.
3.1.2 Optilayer
Throughout this thesis the design program Optilayer (version 8.85), a Fresnel code
coupled to a ’needle optimization’ algorithm [94, 75] was used for the optimization
(mainly chirped mirrors) of multilayer systems in combination with the self-written
Fresnel code described in section 3.1.1. The most important prerequisite for a rea-
sonable optimization is the properly chosen start design. One usually starts with a
periodic multilayer system which consists of the material combination best suitable
for the aimed spectral range and adjusts the layer thicknesses (optimized γ-ratio) to
the central energy E of interest. The period number N of the start design is chosen
according to the required spectral bandwidth ∆E and is estimated by:
N =
E
∆E
. (3.1)
Finally, one defines one or more target functions for the algorithm for which the start
design should be optimized. The optimization can, for example, include a higher peak
reflectivity, a spectral broader mirror reflectivity or in case of chirped mirrors an
optimized spectral phase being realized by aperiodic layers, thus introducing a group
delay dispersion in contrast to a flat phase in case of a periodic system. The needle
optimization algorithm [75] starts with the periodic design and inserts small needle-
like additional layers at certain positions in the stack, defined by the best benefit
for the merit function. The thickness of these layers are consecutively increased or
decreased until their best thickness value is achieved. Each optimization procedure
consists of a certain number of iterations in which the current design is changed by
random walk within user defined limits. The quality of a design Di(ω) is quantized
by the merit function MF including weights wi (which have to be predefined) that
define the importance of the individual target function Ti(ω).
MF =
∑
i
wi(Di(ω)− Ti(ω))2. (3.2)
The figure-of-merit function further rules whether the new design is taken as start
design for the next iteration step or not. Thus every calculated design is a trade-off
between different target functions and is a consequence of the start design. A user
based optimization afterwards, like thin layer removal, leads to the final design. This
procedure was mainly used for the results in section 4.3.
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3.1.3 SRIM
The software SRIM (the stopping and range of ions in matter [117]) was used for
simulations of deposition parameters. SRIM uses a Monte Carlo algorithm for the
calculation of particle collisions based on published nuclear data tables of each el-
ement of the periodic table or even compounds. The simulated results such as the
penetration depth of atoms into subjacent layers, the sputter yield (calculated as
ejected atoms per incident ion) or the kinetic energy transfer upon collision can be
exported. The software was mainly used for the results in the following deposition
section 3.2.2 and the experimental results in section 4.4.
3.2 Dual ion beam deposition
Multilayer coatings are realized by various deposition techniques. On the one side the
rather less used techniques chemical vapor deposition [118] or pulsed laser deposition
[119, 120]. On the other side the most prominent deposition techniques magnetron
sputtering [121, 122, 99, 123] or electron beam evaporation [124, 125]. The up to date
highest XUV normal incidence reflectivity of 70.9% has been realized by magnetron
sputtering and was measured in the vicinity of the silicon L3-edge [91]. The highest
precision control and reproducibility is realized by ion beam deposition [126, 127, 128].
This deposition technique was used for all multilayer systems in this thesis and is
presented in detail in the following section.
3.2.1 Fabrication of multilayer mirrors
The ion beam deposition system (NEXUS IBD-0 from Veeco Instruments) is located
in a class 1000 cleanroom at the Max Planck Institute of Quantum Optics (MPQ) in
Garching near Munich. Ion beam deposition and magnetron sputtering are known
to be very stable. A big advantage compared to e.g. evaporation techniques is the
possibility of sputtering materials independently of their characteristics (for example
the melting point). This makes ion beam deposition a powerful tool allowing for
a precise thickness control by sputter times without the need for in-situ thickness
monitoring [129]. The system uses two external ion sources were the ion energy
and the ion current can be controlled independently, which increases the degree of
freedom for influencing the layer growth. A schematic sketch of the system is depicted
in figure 3.1(a).
The required ions are provided by a noble gas plasma, which is generated by an
inductively coupled radio frequency (RF) generator. Our system allows two noble
gases, namely Krypton (Kr) and Argon (Ar). The choice of the best sputter gas
depends on the target material and the aimed ion energy, which is discussed in
section 3.2.2. The system consists of two independent sources, the deposition source
pointing at the selected target under an angle of 35 degrees normal incidence and
the assist source, which points directly to the substrate under an angle of 31 degrees
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Figure 3.1: Dual ion beam deposition system. (a) Schematic setup of the dual
ion beam deposition system at MPQ with load locked sample transfer, four target wheel
assembly, beam shaper and rotating substrate holder. (b) Detailed side view of the plasma
source. (c) Source photograph.
normal incidence. Both sources are equal in terms of their technical setup. The
ions are extracted from the plasma, accelerated and focused onto the target material
(in case of the deposition source) via a curved three grid ion optic [130]. The ion
beam is neutralized after the grid by electrons from a plasma bridge neutralizer
(PBN) tungsten (W) filament to prevent charging effects. A sketch of the source
setup together with a photograph is depicted in figure 3.1(b)+(c), respectively. The
neutralized ions ablate atoms of the target material disk (diameter=16 inch) on
impact, which are afterwards deposited on the sample (near normal incidence) 50 cm
away. This rather large distance between the target material and the substrate
reduces the amount of implemented sputter gas impurities in the deposited films.
Additionally, a shaper (R and θ) and a rotating sample holder (40 rpm) ensure a
homogeneous deposition. Up to four different target materials can be loaded at the
same time, which are attached to a rotary tower for choosing the material of interest.
A cryogenic and a turbo pump are connected to the process chamber to ensure
a background pressure of 10−8–10−9 mbar, which minimizes layer contaminations
during deposition. Another cryogenic pump is connected to the load unit to allow
for a load locked system.
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3.2.2 Deposition parameters
The layer growth can be influenced by several parameters. The most important
parameter is the beam voltage which is applied to the grid for ion acceleration. The
lower the kinetic energy of the sputter ions, the lower is the kinetic energy of the
target atoms and vice versa. The optimum ion energy depends on the target material
of interest. Besides, the suppressor voltage is responsible for focusing and determines
the beam spot on the target. Another adjustable parameter is the beam current,
which has a direct impact on the deposition rate. All of these parameters have a
direct impact on the deposition, since they influence either the kinetic properties,
the number of ablated target atoms or the divergence of the target beam. It turned
out that it is not necessary to use the same parameters, for all materials, during one
process. The system is stable enough to use the parameters which fit best for each
material . On the other hand it is not possible to choose the parameters at random.
For a beam of low divergence and a suitable focus on the target without destroying
the grid optics certain parameter constellations are required [109]1.
Usually an ion current of 200 mA is achieved by a coupled RF power of 210 W.
The suppressor grid has an electric potential of -200 V to the first grid and a beam
voltage in the range of 400–600 V is applied. This leads to deposition rates in
the range of 0.01–0.1 nm/s which ensures a very controllable deposition but rather
long fabrication time of several hours (3-30 h). An overview of the deposition rates
dependent on the material or acceleration voltage is listed in table 3.1.
Material Ti Ni V Al2O3
Sputter rate [nm/s] 0.029 0.052 0.035 0.020
Error [nm/s] 0.002 0.002 0.001 0.001
Voltage variation Cr (600 V) Cr (400 V) Sc (600 V) Sc (400 V)
Sputter rate [nm/s] 0.052 0.037 0.043 0.037
Error [nm/s] 0.002 0.001 0.001 0.001
Table 3.1: Material dependent sputter rates. Overview of the deposition rates for
certain materials dependent on the target material or the applied beam voltage.
The kinetic energy of the target atoms and their sputter yield (ejected atoms per
incident ion) can directly be manipulated by the sputter voltage and the sputter gas
1
0.6 < Vb/(Vb + Vs) < 0.8 (3.3)
I ∼ 2.3216
√
40/Za10
−9(2.2/(1 + 1))(Vb + Vs)3/2 (3.4)
All values are dimensionless. Here Vb and Vs is the beam and the suppressor grid voltage, respec-
tively. I is the beam current, Za is the atomic number of the sputter gas.
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as described previously. These kinetic energies show further different penetration
depths into an already deposited material layer. This penetration depth directly
influences the interface roughness (section 2.4.4) and therefore the performance of a
multilayer system. Thereby one has to find the best trade-off between the optimum
kinetic energy of the sputtered atoms for an optimized layer growth of defect-free,
dense, smooth layers [131] and a low penetration depth into the subjacent layer
to prevent layer intermixing [132]. Throughout this thesis kinetic target energies,
sputter yields and penetration depths have been calculated using the Monte-Carlo
simulation software SRIM (section 3.1.3). Figure 3.2(a) displays as example the
kinetic energy (solid lines) of Ni atoms dependent on the sputter gas Kr (red) or Ar
(blue) and the corresponding sputter yield (dashed lines).
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Figure 3.2: Kinetic energy, sputter yield and penetration depth dependent on
the sputter voltage. (a) Kinetic energy (solid lines) and sputter yield (dashed lines) of
Ni atoms dependent on the sputter voltage and the used sputter gas Kr (red) or Ar (blue).
(b) Kinetic energy (solid red line) of La atoms and the resultant penetration depth (dashed
blue line) into a B4C layer.
As a result, the kinetic energy is approximately doubled by using Ar instead of
Kr as sputter gas. Additionally one can calculate the kinetic energy of a certain
target atom, dependent on the sputter voltage, and out of this kinetic energy the
penetration depth into a subjacent layer. Figure 3.2(b) depicts the kinetic energy of
La atoms dependent on the sputter voltage of Kr ions and the resultant penetration
depth into a B4C layer. A rather large penetration depth in the 1 nm range is found
for this system. For both gases sputter yields and target energies have been calculated
for the default sputter voltage of 600 V. The results for the materials Cr, Sc, Ti, Ni
and V are summarized in table 3.2. One finds Kr to be best suited for the multilayer
realization as a kinetic energy of ≈10 eV is well suited for an optimized layer growth
[131].
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Material Yield (Kr) Yield (Ar) Ekin (Kr) Ekin (Ar)
Cr 1.3 2.0 9.7 19.6
Sc 0.6 0.9 10.9 24.4
Ti 0.6 1.0 12.0 26.9
Ni 1.8 2.6 10.4 20.2
V 0.7 1.1 11.7 27.6
Table 3.2: Simulated sputter yield and kinetic energy of certain target materials.
Sputter yield [target atoms/sputter gas atom] and the kinetic energy [eV] for Cr, Sc, Ti,
Ni and V. The default sputter voltage of 600 V was used for the simulation, accelerating
50000 ions toward the target material under an angle of 35 degrees normal incidence.
3.2.3 Interface polishing with ions
In reality, multilayer interfaces are not perfectly abrupt (figure 3.3(a)) but washed
out, which can result from the formation of alloys, non-negligible diffusion or due to
the dimensions of the target atoms arising roughness. The diffusion can be reduced
by reducing the kinetic energy and therefore the penetration depth whereas the for-
mation of alloys can only be stopped by the use of barrier layers (e.g. B4C layers are
used as barrier in Mo/Si systems to avoid the formation of MoSi2 [91]). Moreover
the interface roughness is unlikely to be constant from the bottom to the top of the
stack due to subsequent deposition of layers onto already roughened layers. This will
accumulate roughness and is illustrated in figure 3.3(b).
(a) (b) (c)
Figure 3.3: Roughness accumulation and interface polishing. (a) Theoretical model
of a perfect multilayer stack. (b) The effect of roughness accumulation, where the roughness
increases from bottom to top. (c) The small starting roughness stays constant throughout
the whole stack due to interface polishing.
This roughness accumulation can be stopped by frequent interface polishing with
ions (figure 3.3(c)). The second plasma source (assist) was used within this thesis to
polish interfaces from multilayer systems and therefore improve their performance.
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As mentioned the ions are directly accelerated toward the substrate and transfer their
energy to already deposited layers. Much lower kinetic ion energies are necessary,
compared to the deposition source, to maintain the layer structure on the substrate.
A sputter yield slightly larger than zero is needed to ensure that interface polishing
occurs. Indeed surface polishing should not lead to a contamination of the stack which
requires a small penetration depth into the polished layer. Table 3.3 summarizes the
sputter yields of a La layer which should be polished with Kr ions.
Voltage [V] Sputter yield [atoms/ion] Penetration depth [nm]
10 0.0000 0.44
20 0.0000 0.54
30 0.0226 0.62
40 0.0824 0.68
50 0.1246 0.74
Table 3.3: Lanthanum interface polishing with krypton. Acceleration voltage for
krypton ions, the corresponding sputter yield of lanthanum atoms and the penetration depth
of krypton atoms into the lanthanum layer.
As a result the polishing voltage of ≈30 eV is found with a not vanishing sputter
yield and a rather low penetration depth of ≈0.6 nm for Kr ions into the La layer.
3.2.4 Deposition deviations
A high thickness precision is needed as XUV/soft x-ray multilayer mirrors consist of
very thin layers (e.g. dCr≈0.6 nm for a Cr/Sc multilayer mirror working at the Sc L3-
edge at normal incidence). Additionally it is the prerequisite for the design realization
of aperiodic multilayer systems. Therefore deposition deviations have to be analyzed
and taken into account when sputter times are calculated for a certain mirror design.
One point is a change of the deposition rate which can originate from hutches in
the target material. Due to the ablation of the material, hutches can be generated
by the focused ion beam after several months. A new flat area can be used for
deposition by rotating the target material. Figure 3.4(a) depicts the deposition rate
for three different silicon areas. This material was selected because it is the most used
target material and has therefore the highest degree of ablation. It shows a possible
high deviation of the deposition rate on the order of up to 10% dependent on the
flatness of the surface. The deposition rate is additionally directly influenced by the
sputter voltage (table 3.1) or by any change of the deposition/system parameters.
For example, it turned out that a simple target exchange is responsible for a change
of the deposition rate because the mounting process slightly changes the angle of
the material disk. Therefore the deposition rates have to be calibrated if anything
is changed. These deviations are on the order of up to 5% and are shown in Figure
3.4(b). Figure 3.4(c) shows the six different possible target areas together with the
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Figure 3.4: Deposition rate deviation and ion beam size. (a) Deposition rate
and error range of silicon dependent on three different areas on the target material disk
(deposited with a sputter voltage of 600 V). (b) Rate fluctuations together with the error
of chromium deposited with a sputter voltage of 600 V (blue) or 400 V (red). (c) Six
different target areas can be selected by rotating the target material disk (diameter=16
inch) where material is ablated by the focused ion beam (I: core focus, II: whole illuminated
area). (d) Calculated response times of the shutter.
core focus of the ion beam (I) and the whole influenced area (II). Another factor for
deviations arises from the shutter. The shutter blocks the substrate when rotating
to another target, to prevent deposition during a target change after one layer has
been finished. Since it has a non-negligible impact on the deposition, the response
has to be taken into account for multilayer fabrication. The shutter is pneumatically
controlled and has a response time which enables additional deposition as the sputter
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time is elapsed. This response time is in the range of 100–500 ms (figure 3.4(d))and
changes when the pneumatic pressure is changed or the shutter gets bent after several
depositions. The shutter is calibrated by comparing a ≈400 nm thick bulk, deposited
in one run, with a multilayered bulk which was realized by the deposition of 800
layers with a thickness of 0.5 nm. The shutter closes 800 times and is responsible
for a higher bulk thickness compared to the bulk deposited in one run without the
shutter. The additional layer thickness per step is in the order of 0.005–0.025 nm
which results in a total thickness increase of 4–20 nm. This deviation is resolvable by
surface profilometry and taken into account when the sputter times are calculated.
The last point of possible deviations is thickness loss due to diffusion of the target
materials. A high periodic (N=400) multilayer is realized with well-known deposition
rates and shutter response time and one compares the theoretical stack height with
the measured one. The measured difference related to the number of interfaces (=799)
makes even losses per interfaces on the order of 0.01 nm resolvable. A selection of
certain material systems, together with their diffusion loss per interface, is depicted
in figure 3.5.
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Figure 3.5: Diffusion of certain material combinations. Selection of certain material
systems and their loss per interface due to diffusion. Si/Sc shows the highest loss per
interface of almost 0.4 nm whereas no loss is found for Cr/Sc.
3.2.5 Conversion of a mirror design to deposition times
The high stability of ion beam deposition allows for a temporal control of the layer
thicknesses by sputter times. Each target layer thickness of the design is therefore
converted into an individual sputter time. The thickness loss is compensated by
an increase of the sputter time, whereas the influence of the shutter and small un-
certainties due to the switching process of the ion beam are taken into account by
decreasing the sputter time by the determined values. A MATLAB algorithm is used to
include all previously described deviations and calculate all sputter times. It further
generates converted process files for the ion beam system. The calculated sputter
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times are used afterwards to determine the real design where top layer oxidation or
interlayer formation is included. The characteristics of the real design differs slightly
from the sputter design and must be known for a realistic simulation. The correct
consideration of all parameters and the validity of the interface models is confirmed
by the agreement between simulated and measured XUV and XRR measurements in
periodic and aperiodic multilayer mirrors and will be presented in chapter 4.
3.3 Analysis techniques
3.3.1 In-situ techniques
3.3.1.1 Spectral ellipsometry
White light spectral ellipsometry is a comprehensive measurement technique, which
makes use of phase and amplitude modulation of radiation upon reflection off a sam-
ple at a fixed angle of incidence [133]. Ellipsometry can therefore be used for in-situ
measurements for analyzing or even control multilayer structured samples during de-
position. An in-situ white light spectral ellipsometer (M-2000VI and EC-400 from
Woollam) was used for the following measurements and is directly mounted to the
process chamber under an angle of incidence of α=75o. The corresponding setup
sketch is shown in figure 3.6. Furthermore one can reveal physical characteristics like
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Figure 3.6: Spectral ellipsometry setup. Sketch of the ellipsometer setup. The linearly
polarized light is elliptically polarized upon sample reflection. The reflection coefficients as
well as the phases of s and p are measured and determine the ellipsometric parameters ∆
and Ψ. The angle of incidence is α=75o.
the optical constants in the IR/VIS/UV spectral range or the structure of a sample
as well as chemical properties like layer oxidation of certain materials [134]. Spectral
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ellipsometry was used within this thesis to study layer growth, rate calibration, oxida-
tion processes, surface polishing or for measuring the IR/VIS/UV optical constants
of the deposited materials, since the density differs slightly from literature values,
which results in slightly different optical constants. A double mirror for example,
which is commonly used in attosecond streaking experiments (figure 2.10), often has
the same coating for the core (reflecting the XUV) and the ring (reflecting the IR
with RIR≈50%). The knowledge of the real optical constants of the used materials
in the IR range allows for the determination of the IR pulse shaping upon reflection.
The previously mentioned changes of the phase and amplitude are material as well as
wavelength dependent and are mainly influenced by the sample structure. Linearly
polarized light is elliptically polarized after adjusted reflection and is described by
the ellipsometric parameters Ψ(λ) and ∆(λ), which are defined by the ratio of the
reflection coefficients of the s- and p-polarized light:
ρ =
rp
rs
=
|rp|
|rs|e
i(ϕp−ϕs) = tan(Ψ)ei∆. (3.5)
Here, rp and rs are the reflection coefficients of the p and s components and deter-
mine Ψ by tan Ψ= |rp||rs| and the phase difference of the p and s components is related
to ∆=ϕp–ϕs. A reference measurement is not necessary, since one uses ratios, which
additionally makes spectral ellipsometry less prone to intensity fluctuations. ∆ and
Ψ pairs are measured for each wavelength λ, which allows for the calculation of the
optical constants n˜ and the thickness of the material, using the appropriate Fresnel
coefficients (equations (2.43)–(2.46)).
The used M-2000VI ellipsometer supports, together with an Xe lamp, a spectral
working range from 370–1695 nm. A typically used raw spectrum, including the
unavoidable atmospheric absorption lines, is shown in figure 3.7. Using this broad
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Figure 3.7: Spectral ellipsometry spectrum. Raw spectrum of the ellipsometer rang-
ing from 370–1695 nm. The spectrum includes unavoidable atmospheric absorption lines
[135, 136].
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spectrum allows for the measurement of the optical constants of a sample in a large
spectral range. Individual layer thicknesses can be fitted when the optical constants
of the materials are known. The measurement technique is very accurate for measur-
ing single layers or few layer stacks with an accuracy of <0.1 nm, when correctness
of the underlying layer model can be assumed. As multilayered stacks reach higher
complexity, the models also become more and more complex and the appropriate
fit becomes less unique, which limits ellipsometry to low layer systems when high
accuracy is required. The analysis of the ellipsometric data within this thesis was
performed with the software EASE (version 1.60). Appropriate fit models are already
implemented and will be presented in detail in the following.
In-situ ellipsometry requires models on both the optical constants and the structure
of the stack for a reasonable fit of the layer thicknesses. One starts with a two
layer system Sicryst/SiO2, since materials are usually deposited on crystalline silicon
wafers, where a thin native SiO2 layer is formed on top. Both the average offset angle
(can originate from an imperfect alignment or from a bent sample) and the native
SiO2 layer thickness is fitted ellipsometrically. This individual sample information is
included in the consecutive model. Typical SiO2 thicknesses range between 1.5 and
2.5 nm and offset angles of about 0±0.05o are found. A third layer is now added to the
model and in-situ data acquisition, as well as the deposition, is started. Optical con-
stants of the deposited materials have to be measured previously to ensure a material
specific model and achieve a reasonable fit of the layer thickness during deposition.
The measurement of these optical constants differs for metals and dielectrics.
Optical constants and deposition rates of Ti, Ni and V
Optical constants of metals can be determined from ellipsometrically recorded data
of thick (typically >100 nm) bulk samples, due to the limited penetration depth of
IR/VIS/UV radiation in metals. When the layer is optical thick, the ellipsometric
parameters Ψ and ∆ do not change with increasing layer thickness and the optical
constants can be extracted by making use of only one metal-vacuum interface. Aver-
aging a time interval of t≈30 min, after this thickness is reached, includes statistical
factors. One can fit the individual layer thickness for each time step once the optical
constants are known. The extracted optical constants of Ti, Ni, and V together with
the fitted thicknesses are plotted in figure 3.8(a)+(b), figure 3.8(c)+(d) and figure
3.8(e)+(f), respectively. The results show the necessity of these measurements, since
the deposited layer constants differ slightly from values found in the literature. The
thickness fit becomes less unique when the limit of transparency is reached. The ex-
tracted Ti deposition rate is 0.033±0.002 nm/s fitted from thicknesses smaller than
70 nm (figure 3.8(b)). In case of Ni a deposition rate of 0.069±0.003 nm/s is found
for thicknesses smaller than 65 nm in contrast to V, which shows a deposition rate of
only 0.046±0.002 nm/s where thicknesses smaller than 95 nm were used for the fit.
When the ellipsometrically measured deposition rates are divided by the correction
factor of 1.27, one finds a good agreement to the values listed in table 3.1. The
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Figure 3.8: Measured optical constants of metals using spectral ellipsometry.
Measured optical constants (blue) together with the values found in the literature (red) for
(a) Ti [137], (c) Ni [138] and (e) V [139], respectively. (b), (d) and (f) show the corresponding
layer growth (blue), the individual fit (dashed red) and the deposition rate value.
necessity of the correction factor will be shown later in section 4.3.
Optical constants and deposition rate of Al2O3
In contrast to the previously analyzed metals, the dielectric material Al2O3 remains
transparent in the IR/VIS/UV range for even thick layers of a few hundred nm.
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Therefore the thickness and the optical constants have to be fitted simultaneously
during the layer growth. The Cauchy dispersion formula can be used to describe the
wavelength dependent optical properties of Al2O3 [140]:
n(λ) = B0 +
i∑
j=1
Bj
λ2j
i=2
= A+
B
λ2
+
C
λ4
. (3.6)
The first two factors of the series are sufficient to describe the measured dispersion
of Al2O3, thus only the parameters A, B and C are used. This description is only
valid for ideal transparent materials, where the extinction coefficient k in the complex
index of refraction n+ ik is almost zero. Absorption would be included by
k(λ) = αe12400β(
1
λ
− 1
γ
), (3.7)
where α, β and γ are fit parameters. A possible absorption region of the deposited
Al2O3 layer was included in the fit to prove the correct assumption of equation
(3.6). This previously described approach was used and the ellipsometrically recorded
data was dynamically fitted. Figure 3.9 displays a typical dynamic data acquisition
together with the corresponding fit (dashed black) for certain selected wavelengths.
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Figure 3.9: Dynamic data acquisition of the ellipsometric parameter Ψ. Measured
ellipsometric data plotted for certain wavelengths during Al2O3 deposition. The dashed
black lines display the appropriate fits using the Cauchy parameters of table 3.4. The
shutter was closed below 10 min and no reasonably data was acquired for t<10 min.
The appropriate extracted parameters of the Cauchy formula are listed in table
3.4. No absorption is found in case of the fit and in the literature, which proves the
assumption of equation (3.6) to describe the dispersion of the Al2O3 layer. Figure
3.10(a) shows a comparison of the extracted optical constants (blue) and the values
from literature (red) whereas figure 3.10(b) depicts the layer growth (blue) and the
fitted (red) deposition rate of 0.024±0.002 nm/s, again in agreement with the value
of table 3.1, if the correction factor of 1.27 is taken into account.
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A B C α
Measurement 1.672 0.00799 0.00004 0
Literature 1.751 0.00632 -1.0152 0
Table 3.4: Comparison of Cauchy parameters for Al2O3. Fitted Cauchy parameters
of an Al2O3 layer out of an ellipsometric measurement in comparison to the values found
in the literature [141].
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Figure 3.10: Measured optical constants of a dielectric using spectral ellipsom-
etry. (a) Measured optical constants (blue) of Al2O3 together with the values found in the
literature (red) [141]. (b) Measured layer growth (blue) and the corresponding fit (dashed
red) indicating a deposition rate of 0.024 nm/s.
The constant thickness increase and its agreement with profilometry values for all
materials, independent of the substrate, confirms the correctness of the used models.
3.3.2 Ex-situ techniques
In addition to the in-situ technique described in the previous section there are several
ex-situ measurement techniques commonly used to analyze multilayer structures after
the deposition process. These are described in the following sections.
3.3.2.1 XUV/soft x-ray reflectometry
An absolute reflectivity measurement of a multilayer mirror requires a stable and
well calibrated XUV/soft x-ray source, which is fulfilled at a synchrotron. Most of
the measurements in this thesis have been done at the beamline 6.3.2 of the Center
for X-Ray Optics (CXRO) at the Advanced Light Source (ALS) [142]. Different
XUV/soft x-ray optical components as gratings, multilayer mirrors and apertures
allow for the adjustment of the XUV/soft x-ray energy from 30 eV to 1300 eV. The
measured reflectivity accuracy depends mainly on the spectral purity of the incoming
light, since undesired wavelengths are also reflected by the multilayer mirror, which
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leads to a measured reflectance deviating from the supposed one. Therefore, an order
suppressor has been installed lately at the beamline in order to suppress high order
light, leading nowadays to a reflectivity accuracy of 0.14%. For a Cr/Sc multilayer
with 30% peak reflectivity, this would result in an absolute accuracy of about 0.04%.
The setup together with the critical specifications are shown in figure 3.11. The raw
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Figure 3.11: ALS reflectometry beamline. Sketch of the ALS beamline 6.3.2 (Figure
taken/adapted from [142]); critical specifications are shown, please see text for more details.
The small inset shows as example the XUV/soft x-ray measurement of the aperiodic design
of figure 2.32.
value of the reflectance Rexp is defined as [143]:
Rexp =
(IR −D)kR/IRR
(I0 −D)k0/IR0
. (3.8)
With IR0 the readings of the electrometer for incident and reflected signals, respec-
tively, k0,R the corresponding calibration factors of the electrometer, D the dark
signal of the detector and the stored electron currents IR0,R corresponding to direct
and reflected signals. Other XUV/soft x-ray reflectivity measurements in this thesis
were carried out at the PTB beamline at BESSY II in Berlin with a similar setup
and accuracy [143].
The measured XUV/soft x-ray reflectivity is analyzed by comparing the measured
data with the target reflectivity. The best case the measured reflectivity matches
the simulated target reflectivity. Otherwise one fits the target design to match the
measured data. The realized reflectivity shows either a shift in the central energy,
due to a wrong realization of the period thickness (can be adjusted by a constant
thickness correction factor), or a broadening of the bandwidth which results from
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thickness fluctuations (linear increasing or decreasing correction factor). The peak
reflectivity can finally be fitted by the interface roughness value σ. Figure 3.12(a)
shows an image of a realized two inch ‘quadrant mirror’, where each quadrant reflects
a certain central energy and by simply rotating the mirror one can choose the spectral
range of interest. Figure 3.12(b) shows as example the results of the two measured
and fitted witness samples corresponding to the 95 eV or 170 eV quadrant. One finds
only a slight shift of the aimed central energy. This mirror found its application in the
coarse spectral characterization and calibration of a laser-plasma driven undulator
XUV/soft x-ray source.
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Figure 3.12: Quadrant mirror and the corresponding XUV measurements. (a)
Picture of the realized ‘quadrant mirror’ where each quadrant aims for a certain spec-
tral range. (b) XUV/soft x-ray measurement (blue line) and the corresponding simulation
(orange) for a Mo/Si multilayer (left measurement: N=25, γ=0.4, d=19.3 nm, σ=0.6 nm,
α=45o) and a La/B4C multilayer (right measurement: N=70, γ=0.5, d=5.34 nm, σ=0.8 nm,
α=45o). The measured Mo/Si reflectivity includes the first and second order mirror reflec-
tion, aiming for a small bandwidth reflectance under α=45o as related to equation (2.65).
3.3.2.2 Grazing incidence hard x-ray reflectometry (XRR)
Grazing incidence x-ray reflectometry (XRR, also GIXR) is a powerful analyzing
method to gain information on the multilayer structure [87, 144] and it reveals infor-
mation on the Névot-Croce roughness factor [103]. Throughout this thesis measure-
ments were performed using a Mo Kα source at a wavelength of λ=0.071 nm=̂17.4 keV.
The corresponding experimental setup is plotted in figure 3.13(a).
A Göbel mirror converts the x-ray beam coming from an x-ray tube into a parallel
beam. The mirror consists of multilayer with laterally graded thickness, deposited
onto a paraboloid surface, which additionally monochromatizes the beam by separat-
ing the Mo Kα- from the Mo Kβ-line. Three apertures, one before the sample (typical
width: 20 µm) and two behind the sample (typical slit widths are 100/150 µm) define
3.3 Analysis techniques 73
0 0.5 1 1.5 2 2.5
-8
-7
-6
-5
-4
-3
-2
-1
0
Grazing angle theta [degree]
R
eﬂ
ec
ti
vi
ty
 [
lo
g]
 
 
Fit
Measurment
(a) (b)
Detector
Al-ﬁlter
Detector
slit
Slit2
Göbel
mirror
X-ray source
Mo-K
α 
at17.4 keV
Sample
Slit1
θ 2θ
Figure 3.13: Grazing incidence hard x-ray reflectometry (XRR). (a) XRR setup:
A Göbel mirror monochromatizes and parallelizes the hard x-ray beam. Slit 1 (width:
20 µm) limits the divergence, slit 2 is used for the background suppression and the detector
slit width of 150 µm determines the angle resolution. (b) XRR measurement (orange) of
an aperiodic multilayer mirror (design of figure 2.32) and the corresponding fit (blue).
the illumination function and the acceptance angle. The sample and the photo diode
detector are mounted on rotating stages for an angle-resolved intensity measurement.
Each sample is rotated under a grazing angle θ≈0o–5o, with respect to the incident
radiation, and the detector is moved under 2θ to measure the reflected intensity from
the sample. In case of a periodic multilayer mirror one measures the Bragg peaks
where the period thickness and the peak angle corresponds to Bragg’s law (equation
(2.60)) with increasing order. Indeed the big advantage of XRR becomes obvious
when aperiodic multilayer mirrors are measured, since this measurement technique
is very sensitive to thickness fluctuations and one can therefore prove the deposition
accuracy of multilayer mirrors. Figure 3.13(b) displays the measurement and the
fit of the aperiodic design of figure 2.32. This sensitivity is used for the analysis of
aperiodic Cr/Sc water window mirrors in section 4.3.
The procedure of data acquisition and analysis:
• The average dark signal of ≈1 ct/s is subtracted.
• The range 0o–0.5o is measured with a 3 mm thick aluminum filter to ensure a
constant source power for all angles and eliminating voltage dependent source
emission. The filter attenuates the intensity and ensures a signal, which is
below the saturation threshold of the detector. Measuring an overlapped angle
range with and without the filter leads to the correction factor of the filter.
• At grazing angles only part of the beam illuminates the sample and can be
reflected toward the detector. This effect is compensated analytically by incor-
porating the measured illumination function.
• The absolute reflectivity is given by signals normalized to the intensity at total
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reflection.
The self-written multilayer Fresnel code described in section 3.1.1 was used for a final
retrieval of the multilayer structure from the measurements. Signal averaging due to
the finite source and the beam divergence is included in the simulation to ensure a
correct comparison of the measurement and the simulation. It should be mentioned
that the extracted Névot-Croce roughness from XRR measurements can be lower
than the corresponding value from XUV measurements, which were described in
the previous section. One reason could be an increasing roughness throughout the
stack. Due to the deeper penetration of hard x-rays compared to XUV/soft x-ray
radiation, the average Névot-Croce roughness is measured farther within the stack
by XRR. Surface roughness for example has a minor effect on hard x-rays while it
has a major impact on soft x-rays. Additionally material impurities may affect the
XUV and XRR measurements differently or differences originate from a bent sample
or alignment errors.
3.3.2.3 Transmission Electron Microscopy (TEM)
Transmission electron microscopy (TEM) is a high resolution technique (spatial point
resolution <0.1 nm [145]), which allows for the analysis of the cross section of a
specimen [146]. For this thesis multilayer cross section pictures have been taken with
an electron microscope TITAN of FEI [147] using 300 keV electrons. A condenser
system below the electron source focuses the electron beam onto the sample and, due
to scattering and absorption, the transmitted electrons contain information about
the sample structure. The beam is further focused by objective lenses and projector
lenses expand the beam onto the imaging surface, e.g. a phosphor screen. Figure 3.14
(a) illustrates the setup whereas (b) displays a cross section example (the first seven
periods of a Mo/Si multilayer deposited on a silicon wafer). TEM imaging requires
the preparation of ultra-thin cross section samples which is achieved by mechanically
grinding and polishing followed by ion milling with argon ions. TEM cross section
images were taken of multilayer coated silicon wafer witness samples and the results
are shown and analyzed in section 4.4.
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Figure 3.14: TEM setup and multilayer cross section. (a) TEM setup sketch (taken
from [148]). (b) Cross section image of a Mo/Si multilayer (d=6.95 nm, γ=0.4) where
molybdenum is the absorber (dark) and silicon the spacer (bright).
3.3.2.4 Surface profilometry
Surface profilometry is an analysis method being used for accessing the surface pro-
file of a sample. Here a Dektak 150 Stylus Profiler (Veeco) has been used for the
measurements (figure 3.15(a)). A stylus scans the surface along one line on typical
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Figure 3.15: Surface profilometry. (a) Picture of the surface profiler located in the
MPQ cleanroom. (b) Measured height profile along 150 µm. The lower and upper height
is averaged along 20 µm located next to a ≈3 µm broad step.
length scales between a few µm to several mm and a connected LVDT is used for
measuring the linear displacement. Only a relative height difference can be measured
and therefore a leveling process, after the measurement, is necessary to determine
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the absolute height difference of interest. The typical error of one measurement,
originating from mechanical noise, is on the order of 3–5 nm. As a large number of
measurements reduces this error to a statistical error, a number of twelve points were
measured with each point being measured twice, from low to high and vice versa.
The mean value of the 24 acquired heights gives the total stack height of the coating
and the standard deviation determines the statistical error to less than 0.4%. The
best suited are thick samples between 250 and 900 nm, which have been used in this
thesis for rate calibration, the impact of the shutter on the deposition or comparison
measurements for the deduction of thickness loss in multilayer samples and therefore
to access the value of diffusion losses. A typical measurement scan with a scanning
length of 150 µm is shown in figure 3.15. The leveling length is 20 µm which is used
to determine the absolute height difference.
Chapter 4
Research results and applications of
multilayer optics
This chapter will present the research results on the realization and optimization of
periodic and aperiodic multilayer systems being used in either reflection geometry
or in transmission. Their application to water window pulses as well as attosecond
pulses is shown. Section 4.1 shows the realization of transmissive (multi)layers for
tailored filter systems which are commercially not available. Also a transmissive
waveplate is presented to switch attosecond pulses from linear polarization to circular,
a prerequisite for time resolved XMCD measurements. The subsequent section 4.2
addresses the potential of barrier layers and aperiodic designs for an improved mirror
performance whereas section 4.3 demonstrates their application in attosecond science.
High periodic systems have been realized and, by analyzing deposition effects such
as height factors or top layer oxidation, the material system and the deposition could
be well controlled resulting in a layer thickness error beyond 0.1 angstrom. This
allows the realization of positively and negatively chirped Cr/Sc attosecond water
window multilayer mirrors for attosecond pulse compression or controlling the photo
excitation in two-photon experiments [76] in the future. Section 4.4 will present
detailed results on the optimization of Cr/Sc multilayer systems by means of tailoring
the kinetic parameters during the deposition and utilizing ion beam polishing for
improved multilayer interfaces. The influence of material contamination on the mirror
performance is analyzed in section 4.5. The subsequent section 4.6 will demonstrate
how high precision multilayer mirrors enable coherent diffractive imaging in the XUV
by filtering one harmonic peak out of a HHG spectrum. The first measurement
of water window x-ray pulses from a laser-plasma driven undulator at 300 eV is
presented in section 4.7 while section 4.8 aims for even higher photon energies, high
periodic Cr/Sc and Ti/Ni mirrors for the Sc L3-edge (398.7 eV) and the Ti L3-edge at
453.8 eV. Section 4.9 finalizes this chapter by the characterization of attosecond soft
x-ray pulses at 145 eV utilizing optimized Cr/Sc attosecond multilayer mirrors. The
up till now highest photon energy where attosecond pulses from a table-top HHG
source have been characterized by attosecond electron streaking.
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4.1 Transmissive multilayer optics
Multilayer systems are mainly used as reflective element in the XUV/soft x-ray range.
This is attributed to the high absorption of a transmissive element in this spectral
range and the limited degree of shaping pulses in comparison to the high degree of
freedom of reflective mirrors. However, as described in section 2.3.3 multilayer can
be used as transmissive element, such as filters or polarizer, to shape attosecond
pulses. These thin filters and a polarizer multilayer will be presented in the following
sections.
4.1.1 Protecting multilayer systems against oxidation
Multilayer mirrors are capped with passivation layers such as Si, which forms a sta-
ble SiO2 passivation layer, or B4C to protect the subjacent layers against oxidation
and thus a damage of the multilayer system. Lanthanum is a well suited element
to demonstrate this oxidation effect, since it is well-known to strongly oxidize. The
oxidation of La was studied and quantified using surface profilometry and light mi-
croscopy. A 150 nm thick La layer deposited onto two equal Si wafers. One sample
was studied after the lift-off procedure with a light microscope and the second one
was used for height measurements utilizing surface profilometry. Figure 4.1 depicts a
selection of three light microscope images and the corresponding height measurement
dependent on time. The light microscope images allow the tracking of the oxidation
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Figure 4.1: Oxidation of a 150 nm thick lanthanum bulk. Light microscope images
after (a) t=5 min, (b) t=45 min and (c) t=75 min allow the visual tracking of the oxidation
process. (b) The corresponding height measurement (blue) is plotted against time and was
linearly fitted for t<70 min to extract the thickness increase per time of 2 nm/min.
process as the La layer color changed constantly. However, surface profilometry re-
vealed an even deeper insight into the time evolution of the oxidation process. During
the first 75 min the height of the bulk increases at a rate of ≈2 nm/min until a first
saturation around 300 nm is achieved. Nevertheless, oxidation continued for the
first 24 h until the bulk height was maintained constant at ≈350 nm for at least 30
following days. This strong oxidation process definitely requires a capping with a
passivation layer. This has to be taken into account in case of reflective optics and
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in case of transmissive optics at the bottom of the stack. This becomes clear when
the fabrication process of transmissive elements is described in the next section.
4.1.2 Fabrication of freestanding transmissive multilayer sys-
tems
All the following fabrication steps are conducted in a class 1000 clean room envi-
ronment in order to keep the contamination level as low as possible during sample
handling. A silicon wafer is used as temporary substrate and is spin-coated with a
PMMA photoresist. The arbitrary multilayer structure is applied on top of this resist
by ion beam deposition. A thin adhesive Kapton foil is now placed on top of the
multilayer system to improve the stability by reducing the stress on the multilayer
structure introduced by the glue during its curing time. The glue is used to mount a
curved metal washer on top of the Kapton foil. Finally, the photoresist is dissolved
by an appropriate solvent and the Si wafer substrate is carefully removed. As the
substrate and the photoresist is removed, one has to use a capping layer not only at
the top but also at the bottom of the multilayer system to protect the system against
oxidation. An illustration of the fabrication process is shown in figure 4.2(a)+(b).
Applying this process allows the realization of freestanding multilayer systems with
Substrate
PMMA (Photoresist)
Multilayer
Substrate
Curved metal washer
glued on top
(a) (b) (c)
8 mmMultilayer
Figure 4.2: Fabrication of freestanding multilayer systems. (a) A curved metal
washer is glued on top of the multilayer. (b) Dissolving the photoresist facilitates the
realization of freestanding multilayer systems. (c) Photograph of a scandium filter with
an aperture of 8 mm (top) and a mounted polarizer on top of an aluminum disc with a
diameter of 1 inch (bottom).
an aperture up to 8 mm (figure 4.2(c)) and a minimum thickness of ≈50 nm. Free-
standing scandium filters, B4C/La/B4C or various polarizers have been realized with
this technique, since these systems are commercially not available.
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4.1.3 Transmissive filters and a multilayer polarizer
Section 2.3.3.2 has described the possibility of using multilayer systems as a polarizer.
When they are used under an angle of incidence close to the Brewster angle (≈45o in
the XUV: see equation (2.55)) the p-polarized components are transmitted and the
s-polarized components are partly transmitted and reflected at each interface (see
figure 2.23). The multilayer system can be designed such that a phase shift of 90o
is introduced for the s-components in respect to the p-components and additionally
with a transmission of both components that Ts equals Tp. This switches linearly
polarized attosecond pulses to circularly polarized pulses for all ultrashort time re-
solved experiments, which benefit from circularly polarized HHG radiation such as
ultrafast measurements on chiral systems, magnetic systems and other spin-polarized
systems. Figure 4.3(a) depicts the transmission properties of both polarization com-
ponents and the phase difference between φs and φp dependent on the photon energy.
The corresponding multilayer design is illustrated in figure 4.3(b). The design was
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Figure 4.3: Transmission behavior and design of a polarizer multilayer. (a)
Simulated spectral transmission behavior and phase difference of the multilayer waveplate
for an angle of incidence of 45o. The waveplate is designed for a nominal photon energy
of 66 eV where Ts (solid blue) equals Tp (solid red) and a phase shift (dashed orange) of
nearly 90o is introduced. (b) Realistic design of the waveplate composed of Si (red) and Mo
(blue) where the SiO2 (black) is built due to oxidation and the asymmetric Mo/Si2 layers
are formed when a Mo/Si material system is utilized [99].
chosen for future time resolved XMCD measurements [90] at 66 eV close to the nickel
M3-edge. The simulation shows an equal transmission of ≈5% for both polarization
components and an introduced phase shift close to ∆φ=90o at 66 eV. The illus-
trated multilayer system of figure 4.3(b) was realized as transmissive freestanding
element utilizing the fabrication process of section 4.1.2. In order to measure the
polarization and transmission characteristics of the waveplate a multilayer mirror
as reflective element was additionally designed and realized. This analyzer mirror
(Si/B4C, N=20, d=14.38 nm, γ=0.5) is also used close to the Brewster angle at 45o
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allowing for a high extinction ratio Rs/Rp, since most fraction of the p-components
is transmitted. Figure 4.4(a) shows the simulated reflectivity of the s-components
(solid blue) and the extinction ratio Rs/Rp (dashed red), i.e. the suppression factor of
reflected p-components compared to s-components. This ratio is larger than 50 over
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Figure 4.4: Multilayer mirror for polarization analysis and tailored filter sys-
tems. (a) Reflectivity of the s-polarization (solid blue) and the extinction ratio Rs/Rp
(dashed red). (b) Transmission of certain filter materials: 200 nm Al (blue), 150 nm Zr
(green), 200 nm Al/70 nm B4C/40 nm La (black) and 200 nm Al/50 nm C (red).
the entire reflection bandwidth. The reflectivity for s-polarization has a peak value
of 34% at 66 eV and a reflection bandwidth of 4.6 eV (FWHM). Together with the
polarizer, which supports as pulses still with good ellipticity as can be seen later in
the measured results, both elements can be used for sub-fs time resolution. As seen
in figure 4.4(a) the analyzer mirror loses its polarizing capability, i.e. the extinction
approaches 1, for low photon energies below 40 eV, while at the same time its reflec-
tivity increases again for that energy range. Therefore, one has to suppress the low
energy components as these low polarization separations superimpose in a non-energy
resolving measurement as this one with the energy range of interest around 66 eV.
As standard Al or Zr filters are not appropriate for this task, tailored filter systems
have to be realized. Freestanding B4C/La/B4C filters and La/B4C deposited on an
Al filter have been realized in order to suppress the low energy components. Figure
4.4 depicts the transmission properties of certain filter systems showing that La/B4C
is well suited for a high suppression of the low energy components and fulfilling an
almost high transmission of >30% when it is combined with aluminum. After the
theoretical analysis of the waveplate and the analyzer mirror, together with their
realization by ion beam deposition, the characteristics have been analyzed utilizing
high harmonic radiation. The high harmonic radiation hits the waveplate under an
angle of incidence of α1 close to the Brewster angle and the transmitted polarization
manipulated radiation is analyzed afterwards with the analyzer mirror also with an
angle of incidence α2 close to the Brewster angle. An illustration of the setup is
shown in figure 4.5(a). The incidence angle of the analyzer mirror is set to α2=45o
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Figure 4.5: Setup for the waveplate analysis and ellipticity measurements. (a)
Setup for the polarization measurement. Waveplate and analyzer mirror can be rotated
around the beam axis by β1 and β2 as well as tilted by α1 and α2, respectively. The HHG
radiation before the waveplate is linearly horizontal polarized. (b) Measurement results of
the β2 scans without and with waveplate for different angles α1. The larger the deviation
from the Brewster angle, the stronger is the modulation depth (the smaller the ellipticity)
and the stronger the shift in β2. In case of this measurement an Al/C filter was used to
prefilter the high harmonic radiation (data courtesy of Jürgen Schmidt).
whereas the orientation angle of the waveplate is set to β1=-45o. This ensures equal
components of s and p in the coordinate system of the waveplate although the high
harmonic radiation is linearly horizontal polarized. Rotating the analyzer mirror by
an angle β2 around the optical beam axis allows for an intensity dependent measure-
ment and analyzing the polarization characteristic of the transmitted radiation after
the waveplate. An intensity measurement for certain waveplate orientation angles
α1 is depicted in figure 4.5(b). In addition, the measurement without the waveplate
determines the effective extinction of the analyzer mirror. The extinction of the an-
alyzer mirror is evaluated to be 60 which is in agreement to the simulation, hence
the fraction of unpolarized radiation of the low energy radiation that leaks through
the filter can be assumed to be small. As a result of the α1 dependent measure-
ment the highest ellipticity value of =0.75 is found in case of α1=45o, which is a
good agreement to the simulated value of =0.79. The successful implementation
of a multilayer transmission quarter waveplate was demonstrated, for the first time,
utilizing high harmonic radiation. The waveplate was realized as freestanding foil
without any support for a higher transmission efficiency. The used bandwidth of
4–5 eV FWHM supports attosecond pulses and allows for a polarization switch from
linearly polarized attosecond pulses to highly elliptically polarized attosecond pulses
close to circular. This ensures a high time resolution in future XMCD measure-
ments. A closer look on the theoretical aspects as well as additional measurements
and evaluation results can be found in the publication: J. Schmidt, A. Guggenmos,
M. Hofstetter, S. H. Chew, and U. Kleineberg, “Generation of circularly polarized
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high harmonic radiation using a transmission multilayer quarter waveplate,” Optics
Express (in press).
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4.2 Barrier layers and advantage of aperiodic mir-
rors
The crucial parameter for the performance of multilayer mirrors in the water window
range is the interface roughness σ, particularly when the σ value, according to equa-
tion (2.70), approaches the order of the layer thickness. Section 2.4.4 has described
the opportunity of optimizing interfaces by using barrier layers, such as carbon based
materials, because carbon is well known to act as a barrier/smoothening layer. One
carbon based material which is usually used due to its easy handling as sputter ma-
terial is B4C [105, 91]. We have investigated the potential of B4C as a barrier layer
for the optimization of our ion beam deposited Cr/Sc system. Two high periodic
(N=300) Cr/Sc multilayer mirrors have been realized, one with thin B4C barrier lay-
ers (0.1 nm pure B4C should remain after compensating the diffusion loss) and the
other mirror without any barrier usage. No effort was put into the precision of the
center energy because the analysis of the barrier influence was the topic of interest.
Both mirrors have been analyzed after the realization by GIXR and soft x-ray reflec-
tometry. Figure 4.6 shows the measurement results in case of XRR (a) and soft x-ray
reflectometry (b). Both the hard x-ray and the soft x-ray measurements indicate a
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Figure 4.6: Analysis of barrier layers for an improved mirror performance. (a)
XRR measurement of the pure Cr/Sc (green) system and with B4C barrier layers (blue)
where the barrier data is shifted by *0.01 for clarity reasons. (b) Soft x-ray reflectometry
measurement indicating a better performance in case of the pure system which exhibits the
maximum reflectivity of the barrier mirror. Both mirrors have been realized for a planned
normal incidence (α=5o) reflectance at 300 eV. The black solid lines show the corresponding
fits.
better performance in the case of a pure system without any barrier layers. The data
was fitted to extract the period thickness d, γ and σ and to compare both material
systems. Table 4.1 summarizes the evaluated parameters. The analysis of the multi-
layer system with barrier layers yields an XRR roughness value of σ=0.27 nm whereas
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System Method d [nm] σ [nm] γ
No barrier
Target 2.086 0.5
XRR 2.0475 0.18 0.54
Soft x-ray 2.0425 0.55 0.54
Barrier
Target 2.086 0.5
XRR 2.038 0.27 0.48
Soft x-ray 2.031 0.57 0.48
Table 4.1: Comparison of the multilayer mirror performance with B4C barrier
layers. Evaluated values of the period thickness d, σ and γ dependent on the measurement
technique and in comparison to the target for both the pure Cr/Sc system and with barrier
layers. The thickness of the B4C layer was chosen such that ≈0.1 nm remains after the
compensation of diffusion loss.
the pure system shows a rather low hard x-ray roughness value of only σ=0.18 nm.
This tendency is also visible in the soft x-ray data where the pure system shows a
maximum reflectivity value of 2.5% (corresponds to σ=0.55 nm) in contrast of only
1.7% (corresponds to σ=0.57 nm) for the barrier system. This difference to the liter-
ature [105] may arise from the sputter technique. Whereas these optimizations have
been realized with magnetron sputtering our dense ion beam deposited layers show
a reduced performance when B4C is used as barrier layer.
Section 2.4.3 has shown that aperiodic multilayer mirrors have a higher degree
of freedom regarding spectral shaping in comparison to periodic multilayer mirrors.
It was previously stated that the reflectivity can either be increased by lowering the
interface roughness value σ or by using an aperiodic design. The aperiodic multi-
layer can show a higher reflectivity compared to a periodic design while keeping the
bandwidth and the phase shape almost constant (figure 2.33). This theoretical anal-
ysis is now experimentally verified. A periodic multilayer mirror (N=7, d=5.5 nm)
for a bandwidth reflection of FWHM≈35 eV around 300 eV is compared to an op-
timized aperiodic stack design for an incidence angle of α=67.5o (a deflection of
90o+45o=135o). Figure 4.7 illustrates the comparison of the measurements. The fit
of the XRR data indicates a roughness value of σ=0.27 nm for the periodic mirror
(figure 4.7(a)) whereas the fit of the aperiodic design (figure 4.7(b)) shows a reduced
value of σ=0.22 nm. This result is also proven by soft x-ray reflectometry where
the maximum reflectivity could be increased to 3.5% in case of the aperiodic design
in comparison to only 1.9% for the periodic multilayer mirror (figure 4.7(d)). The
aperiodic design offers thus a higher photon flux due to the increased integral while
keeping the bandwidth of ≈35 eV almost constant. These results show that aperiodic
multilayer mirrors are powerful systems for exceeding the performance of periodic de-
signs. The opportunity of increasing the photon flux, shaping the spectral reflectivity
and dispersion set aperiodic mirrors as key components for attosecond physics. Their
potential for shaping attosecond water window pulses will be analyzed in the next
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Figure 4.7: Reflectivity comparison of periodic and aperiodic multilayer mirrors.
(a) XRR measurement (green) of a periodic Cr/Sc system (N=7, d=5.5 nm) where the fit
(blue) yields an interface roughness of σ=0.27 nm. (b) Design of the aperiodic multilayer
mirror with arbitrary thicknesses of Cr (red) and Sc (blue) layers and the native chromium
oxide at the top (orange). (c) XRR measurement (green) of the aperiodic stack where the fit
(blue) reveals a reduced interface roughness of only σ=0.22 nm. (d) Soft x-ray reflectometry
measurement of both mirrors demonstrating a higher integral for the aperiodic (red) design
(Rmax=3.5%) in comparison to the periodic (blue) multilayer mirror (Rmax=1.9%). Both
mirrors were designed for a bandwidth reflection of ∆E≈35 eV at a normal incidence angle
of α=67.5o.
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4.3 Aperiodic Cr/Sc multilayer mirrors for water
window pulses
Extending single attosecond pulse technology from currently sub-200 eV to the water
window spectral range may enable, for the first time, the unique investigation of
ultrafast electronic processes within the core states of biomolecules as proteins or
other organic materials. Aperiodic multilayer mirrors serve as key components to
shape these attosecond pulses with a high degree of freedom and enable tailored
short pulse pump-probe experiments. The following section will present the results
on the development of chirped Cr/Sc multilayer mirrors for the water window, their
precise realization utilizing ion beam deposition with sub-angstrom layer thickness
control and their future application for attosecond pulse shaping in the water window
spectral range. Most results within this section have been published in [149, 150, 151].
4.3.1 Background
Previous sections have already shown that multilayer XUV/soft x-ray multilayer
mirrors serve as key components for steering attosecond pulses from high harmonic
radiation [20]. As these pulses pave the way toward the observation of electron dy-
namics in atoms, molecules or solid surfaces/nanostructures with an unprecedented
temporal precision [152, 9, 153] their control is of uttermost importance. It has been
shown that aperiodic multilayer mirrors exhibit the required degree of freedom for the
tailored shaping of attosecond XUV pulses [2, 154]. Extending this technology [155]
to the soft x-ray water window spectral range may enable not only the generation
of ever shorter (isolated) pulses [8, 156], but allow for the access to deeper electron
core levels which facilitates the investigation of electron dynamics in biomolecules
[19, 157]. The Cr/Sc material system is the most appropriate choice for multilayer
mirrors in the 250–400 eV photon energy range [110, 111], where the maximum nor-
mal incidence reflectivity is reached in the vicinity of the Sc L3-edge at 398.7 eV. Up
to now broadband aperiodic Cr/Sc multilayer mirrors have been investigated only
theoretically for the water window [158, 159] or have been realized at grazing angles
for the keV range [115]. Previous experiments have shown that aperiodic multilayer
mirrors can control the attosecond pulse dispersion around 100 eV [2, 154, 160] be-
ing used, for example, for resonant excitation of distinct atomic core states [161].
Extending this control, into the soft x-ray water window spectral range, requires
multilayer optics with sub-angstrom layer precision as their spectral amplitude and
phase are extremely sensitive to even the smallest thickness errors of only a fraction
of the nominal layer thickness [162], typically around 1 nm [113]. The following sec-
tion will present one periodic Cr/Sc multilayer mirror demonstrating a precise layer
thickness control. This precise thickness control is the prerequisite for realizing ape-
riodic designs in this spectral range. Two aperiodic chirped Cr/Sc multilayer mirrors
are designed via numerical algorithms [75] and fabricated by the ion beam deposi-
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tion system (section 3.2), utilizing the high degree of layer thickness control. The
periodic mirror and the chirped mirrors are characterized by GIXR and soft x-ray
reflectometry. An excellent agreement between the simulated reflectivity (based on
the ideal multilayer design) and the measured reflectivity is shown, which allows for
a retrieval of the experimentally realized multilayer stack structure. Using the mea-
sured reflectivity and simulated spectral phase data (derived from the experimental
multilayer structure) the temporal response to a chirped single attosecond pulse at
≈320 eV has been calculated. This had to be analyzed theoretically as a complete
pulse characterization by attosecond electron streaking up to now is not possible due
to the lack of attosecond sources with sufficient photon flux.
4.3.2 Ion beam deposition methodology
4.3.2.1 Deposition procedure of the multilayer mirrors
The periodic small bandwidth Cr/Sc multilayer mirror, as well as the broadband
aperiodic multilayer mirrors, have been fabricated using the load-locked dual ion
beam deposition system which is described in section 3.2.
4.3.3 Lateral homogeneity and vertical precision
A shaper has been designed to improve the lateral homogeneity as displayed in figure
4.8(a). Deposition rates with and without the shaper have been determined by
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Figure 4.8: Lateral homogeneity and the deposition rate height factor. (a)
Lateral (radial) homogeneity of the deposition rates with (red) and without shaper (blue).
The picture shows a detail of the shaper. (b) Rate dependence on the sample height.
A quadratic fit coincides quite well with the measured data, since the tapered surface is
quadratically dependent on the distance.
surface profilometry (details in section 3.3.2.4) and XUV reflectivity (details in section
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3.3.2.1) measurements (comparing the central energy) on a set of Mo/Si multilayer
mirrors at various radial positions on the substrate holder. The lateral homogeneity
could be improved from about ±5% to less than ±0.5% across the full diameter
of the substrate holder. For typical 1 inch substrates the maximum homogeneity
deviation is less than 0.2%. The shaper was routinely used for multilayer depositions
within this thesis. Besides lateral homogeneity, the deposition rate also depends
on the sample height and has to be understood and taken into account for a correct
implementation of mirror designs. This pure geometrical dependence can be retrieved
analytically from the distance D between the imaginary target point of divergence
and the substrate holder as the tapered surface of the ablated material beam scales
quadratically with the distance. The relation of the sputter rate dependent on the
sample height reads like:
Γ =
N
A · 1s ⇔
Γ2
Γ1
=
A1
A2
=
(
d1
d2
)2
=
(
D − h1
D − h2
)2
, (4.1)
where Γ indicates the rate, N the number of atoms, A the surface, h the sample
height and d is the distance from the sample surface to the extended target focus
as imaginary point source (1: reference norm level, 2: various sample heights). The
target rates have been calibrated by a lift-off procedure and consecutive surface pro-
filometry. Figure 4.8(b) shows the measured deposition rate normalized to a 525 µm
thick standard silicon wafer. The deposition rate of a standard one inch substrate
deviates from this silicon wafer by ≈3.5% and would manifest itself in an equal shift
in the central energy.
4.3.4 Multilayer deposition precision
4.3.4.1 Study of the top layer oxidation
Detailed analysis of the top layer of a multilayer mirror is essential to correctly model
its reflectivity as it influences the superposition of the incident and reflected radiation.
Many materials oxidize when being brought to atmosphere, where sputtered material
is lost to build the ’natural’ oxide layer. Spectral ellipsometry was used in-situ and
ex-situ within a wavelength range of 370-1695 nm (see section 3.3.1.1) to study such
oxidation processes [133]. Spectral ellipsometry allows for the retrieval of both the
optical constants and the layer thicknesses of simple structures from the measured
ellipsometry parameters
tan Ψ = |rp/rs| and ∆ = ϕp − ϕs, (4.2)
where rp,s are the reflection coefficients and ϕp,s indicates the phase of the p and s
polarization as a function of the spectral wavelength. A prerequisite of the oxide
analysis is the knowledge of the optical constants of the deposited Cr and Sc layers
in the UV/VIS/IR range. Spectral ellipsometry measurements have been utilized
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to extract the optical constants from ’optical thick’ bulk layers and additional the
layer growth evolution as well as the deposition rate. A detailed description of the
method can be found in section 3.3.1.1. The results of the measurements together
with a comparison of the literature are depicted in figure 4.9. For the analysis of
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Figure 4.9: Measured optical constants of Cr and Sc using spectral ellipsometry.
Measured optical constants (blue) together with the values found in the literature (red) for
(a) Cr [163] and (c) Sc (literature values are only available in the XUV/x-ray range [85] or
below 190 nm [164]). (b) and (d) show the corresponding layer growth (blue), the individual
fit (dashed red) and the deposition rate value.
the oxide layers an approximately 8 nm thick single Cr or Sc layer was deposited
on a silicon wafer. The natural SiO2 layer thickness of the wafer was retrieved
by ellipsometry before the coating and the grown material thickness was analyzed
directly after the coating process under vacuum conditions, thus without bringing
the samples to air. The measured data was fitted with a three layer (Si, SiO2, Cr or
Sc) model as displayed in figure 4.10. After the layer thickness analysis the samples
are then brought to air for 24 hours, before been again analyzed to study the built
up oxide layers and the thickness loss of the material layer from which the oxide is
built. The optical constants of Cr and Sc have been measured previously as depicted
in figure 4.9. The optical constants for chromium oxide were taken from the Woollam
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Figure 4.10: Chromium oxide and scandium oxide analysis using spectral ellip-
sometry. Ellipsometric parameters Ψ (red) and ∆ (green) and the corresponding fitted
model (dashed black). The data is taken from samples with pure 8 nm thick layers of (a)
chromium and (c) scandium and is compared to data measured after 24 h of oxidation
(b) Cr/Cr2O3, and of (d) Sc/Sc2O3, respectively. In (b) additional data after one year of
oxidation is included, showing no measurable change in the data and indicating that Cr is
well suited as passivation layer.
database whereas scandium oxide was approximated with a Cauchy layer [165] (with
the Cauchy parameters A=1.163, B=0.01493, C=0.0065) because it is impossible to
measure the optical constants of such thin dielectric layers directly. As a result, it
is found that a loss of 0.31±0.04 nm of Cr forms a 1.40±0.46 nm thick Cr2O3 layer
and 2.92±0.29 nm pure Sc forms a 6.72±0.24 nm thick Sc2O3 layer. This is in full
agreement with surface profilometry which showed a gain of 1.3±0.7 nm for Cr/Cr2O3
and 3.9±0.8 nm for Sc/Sc2O3 compared to a pure 200 nm bulk. The knowledge of the
material loss and the oxide thickness is crucial for a correct simulation of a multilayer
mirror reflectivity. Figure 4.11 shows a comparison of three different fits for a soft
x-ray reflectometry measurement using the old oxide model (a guess: 1 nm Cr forms
1.4 nm Cr2O3), the new oxide model and assuming no oxide formation. Using the
new oxide data leads to a better agreement with the measurement, especially in terms
of the spectral positions of the side oscillations. It is also clear that each oxide model
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Figure 4.11: Comparison of different oxide models. Comparison of a soft x-ray
measurement (orange) of an aperiodic Cr/Sc multilayer mirror and three different types
of simulation. One with an old oxidation model (red), the new model (blue) which was
extracted from the ellipsometric measurements, and assuming no oxide formation (black).
Shown is the comparison of the reflectivity profile (solid lines) and the corresponding GDD
(dashed lines).
has an enormous influence on the shape of the GDD. Throughout the following
sections reflectivity simulations and designs take into account the new oxide model.
4.3.4.2 Mirror design implementation
Besides systematic deviations of the sputter system and analyses of the top layer
oxidation, a detailed knowledge about the interface losses of each distinct material
combination is important to ensure a correct simulation and implementation of a
multilayer. The interface loss of our ion beam sputtered Cr/Sc multilayer system
has been analyzed in comparative studies of single layer and multilayer stacks using
surface profilometry indicating no interface loss.
4.3.4.3 Characterization by soft/hard x-ray reflectometry
The vertical periodicity accuracy was evaluated with respect to systematic and ran-
dom layer thickness deviations inside the Cr/Sc multilayer system, by fabricat-
ing a high periodic Cr/Sc multilayer mirror with an intended period thickness of
d=1.953 nm and a period number of N=400 on an Si (100) wafer. The mirror design
was chosen according to a near normal incidence (5 degree off normal) peak reflectiv-
ity at a photon energy of 320 eV. The total deposition time of this multilayer system
was about 5 h. The high periodic Cr/Sc multilayer mirror has been analyzed by soft
x-ray reflectometry at the reflectometry beamline 6.3.2 at the ALS [142]. The results
are depicted in figure 4.12(a). Figure 4.12(b) shows additionally the witness sample,
measured by Mo-Kα XRR. Both measurements have been evaluated with respect
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Figure 4.12: High periodic Cr/Sc multilayer mirror for 320 eV. (a) Soft x-ray
reflectometry measurement (orange) of a high periodic (N=400) Cr/Sc multilayer stack
together with the fit (blue) and the target at 320 eV (dashed gray). The dashed red curve
illustrates the simulated phase shape. (b) XRR measurement (green) and the fit (blue) for
the same mirror as in (a).
to the period thickness d, the γ-ratio, representing the ratio of the scandium layer
thickness to the multilayer period, and the Névot-Croce [103] interface roughness
factor σ. The soft x-ray reflectometry measurement at 5o normal incidence reveals a
peak reflectivity of 3.9% at a photon energy of Ecenter=319.6 eV. The average period
thickness is extracted from the fit to be d=1.955 nm and the interface roughness is
estimated to be σ=0.502 nm. The measured reflectivity bandwidth is only slightly
larger than expected from the simulation. This indicates a very high vertical pe-
riodicity of the deposited multilayer stack with almost negligible random thickness
errors. This is confirmed by hard x-ray grazing incidence reflectometry (GIXR). It
reveals a period thickness of d=1.956 nm with a multilayer interface roughness of
only σ=0.235 nm, again with very sharp and high contrast Bragg peaks due to the
high periodicity of the multilayer stack. While the period thickness and the γ-ratio
of both measurements almost perfectly agree, the deviation in the evaluated interface
roughness parameter (σSoft x-ray=0.502 nm to σXRR=0.235 nm) can be attributed to
contamination of the Sc layers. An energy dispersive x-ray spectroscopy measure-
ment (see section 4.5) indicates ≈13% Cu contamination stemming from the target
backing plate, which severely affects the soft x-ray peak reflectivity, while it has
only minor influence to the hard x-ray reflectometry measurement. For the aperiodic
multilayer results, described in section 4.3.5, the contamination of the Sc layers was
suppressed by mounting a larger Sc sputtering target, which diminishes the spill-out
of the ion beam on the backing plate. Furthermore, the different penetration depth
of the soft and hard x-ray radiation may reveal different roughness values, because
accumulating roughness as well as the interface PSD [87] is weighted differently.
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4.3.4.4 Characterization by surface profilometry
As third measurement, the total multilayer stack thickness has been measured by
surface profilometry. A set of 24 line scans across different positions of a shadowed
deposition edge has been performed. The measured overall thickness together with
the mean value and the aimed total stack thickness, based on the calibrated single
layer deposition rates of Cr and Sc, is plotted in figure 4.13. The average total stack
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Figure 4.13: Surface profilometry of a high periodic Cr/Sc mirror. Surface pro-
filometry measurement of the same multilayer as in figure 4.12. The mean value (red) is
evaluated from 24 thickness measurements (blue). Also shown is the target stack thickness
(dashed gray).
thickness of 782.96 nm, with a standard deviation of SD=0.70 nm, differs from the
target value (782.3 nm) only by about 0.6 nm although 400 periods, i.e. 800 layers,
were deposited.
4.3.4.5 Comparison of the methods
In summary the retrieved data from different measurement techniques shows a re-
markable agreement with the design based on the model in section 4.3.4.2 and is
summarized in table 4.2. The absolute period (layer) deviation can be estimated to
Method Total [nm] d [nm] σ [nm] γ Deviation [%]
Target 782.3 1.953 0.6
Profilometry 782.96 1.9546 0.08
XRR 783.5 1.956 0.235 0.602 0.15
Soft x-ray 783.1 1.955 0.502 0.6 0.10
Table 4.2: Comparison of different analysis techniques of the 320 eV mirror.
Comparison of the evaluated total stack thickness, the period thickness d, the interface
roughness σ, the γ-ratio and the period deviation from the target design.
be 0.15%. This is the necessary prerequisite for the realization of aperiodic chirped
multilayer systems as will be proven in the following. Both the spectral reflectivity
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Figure 4.14: Mirror precision for different center energies. Target period (blue)
and the measurement (green) of various multilayer mirrors. The mirrors were designed and
realized for different center energies and normal incidence angles. The deviation from the
target value is listed. The corresponding mirror parameters are summarized in table 4.3.
amplitude and the phase respond very sensitively to even the smallest layer thick-
ness deviations on an atomic 0.1 nm scale. This almost perfect control allows for
the realization of very precise multilayer mirrors in terms of center energy. Figure
4.14 illustrates the measured period thickness values of various mirrors aiming for
different center energies and incidence angles. The corresponding center energies as
well as the normal incidence angle are listed in table 4.14.
Mirror 1 2 3 4 5 6
Center energy [eV] 40 83 115 90 95 320
α 5o 45o 45o 5o 5o 5o
Target period [nm] 15.2 11.52 7.9 7.12 6.7 1.953
Measured period [nm] 15.206 11.518 7.908 7.134 6.713 1.957
Deviation [%] 0.04 0.02 0.09 0.18 0.19 0.2
Table 4.3: High precision multilayer mirrors - Target and measurement. Center
energy, normal incidence angle α and the target and measured values of the period thickness
for the sketch in figure 4.14.
4.3.5 Chirped multilayer mirrors
Based on the layer accuracy achieved with the high periodic Cr/Sc multilayer re-
sults, as presented in section 4.3.4, a set of two different broadband aperiodic Cr/Sc
multilayer mirrors was simulated and optimized aiming for the reflection of single at-
tosecond pulses from the high harmonic plateau in the water window spectral range
around a photon energy of 326 eV. Time resolved attosecond experiments are nowa-
days well established in the sub 120 eV XUV photon energy range [9, 166, 153]. With
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ever improving few cycle laser development toward higher pulse energies, this regime
will be extended into the soft x-ray water window spectral range. Using thin filters
for attosecond pulse shaping in this energy regime is limited to fixed opening and
absorption edges of the materials used and thus restricts the degree of freedom. This
leaves multilayer mirrors as the only key components for tailored spectral filtering and
shaping of an attosecond water window pulse. For that reason a negatively chirped
aperiodic Cr/Sc multilayer mirror, optimized for reflecting sub-70 as pulses from
HHG at a central photon energy of 326.3 eV (Ar L1-edge) with a bandwidth of about
30 eV, was developed for future resonant attosecond photo ionization experiments.
A positively chirped mirror was realized for comparison reasons.
4.3.5.1 Characteristics of the chirped Cr/Sc multilayer mirrors
The two different aperiodic Cr/Sc multilayer mirrors have been optimized by the thin
film program Optilayer, a Fresnel code coupled to a needle optimization algorithm
[75, 94] which is described in section 3.1.2. While the first multilayer mirror has
been designed for the introduction of an averaged negative chirp (within this thesis,
the group delay dispersion is the negative second derivative of the spectral phase,
GDD=-dφ2/dω2) of approximately -8000 as2 to compensate a possible positive chirp
of the high harmonic plateau, a second mirror with similar parameters has been de-
signed to introduce an averaged positive chirp of approximately +8000 as2. Both
mirrors have been designed such that their central energy coincides with the L1-edge
of Ar (326.3 eV) at an incidence angle of 45 degree. The optimized stack designs
are shown in figure 4.15, where the negative (a) and the positive (b) design consists
of around 95 individual layers. The design has been chosen according to their ro-
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Figure 4.15: Design of negatively and positively chirped Cr/Sc mirrors. Mul-
tilayer stack designs of the aperiodic Cr (red) and Sc (blue) layers for the introduced (a)
negative and (b) positive GDD. An arbitrary line with a layer thickness of d=1.5 nm
(dashed black) is depicted for comparison reasons.
bustness of GDD against small layer thickness errors, which will be proven in section
4.3.5.2. Typical layer thicknesses are between 1 and 2 nm, with the thinnest layers
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going down to 0.5 nm. For both designs a top layer of 1.4 nm Cr2O3 out of 0.3 nm
Cr has been included in the model. These designs principally prove the large degree
of freedom in customizing water window attosecond pulses both in space (substrate
shape and incidence angle) and time, utilizing aperiodic Cr/Sc multilayer mirrors.
After the experimental realization of both designs, the accuracy was first checked
by surface profilometry. The total stack height, including the oxide layer, for the
negative mirror was calculated to be 131.2 nm and for the positive mirror 130.9 nm.
Out of the profilometry data a measured total stack height of 131.4±0.6 nm is re-
trieved for the negative and 131.1±0.7 nm for the positive mirror which is in well
agreement with the target stack height. The second accuracy check was conducted
by Mo-Kα grazing incidence reflectometry, since this method is well known to be
sensitive especially for aperiodic multilayer systems. The measured and fitted data
is plotted in figure 4.16. For the fitting procedure a perfect implementation of the
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Figure 4.16: XRR measurement of negatively and positively chirped Cr/Sc
multilayer mirrors. XRR measurement (green) and the fit (blue) for the negatively
chirped mirror in (a) and for the positively one in (b), respectively. The data of the negative
mirror has been fitted with a roughness parameter of σ=0.22 nm whereas the positive shows
a slightly lower value of σ=0.206 nm. The noise level of the XRR measurement is on the
order of approximately 3.5·10−7. Therefore the measurement data for the negative mirror
is clipped at around θ≈2.5o whereas the positive mirror extends up to θ≈3o.
start design of figure 4.15 was assumed, thus no thickness errors were included in
the fit. The only fitting parameters that were optimized for the agreement with
the measurement data were the roughness parameter and the chromium oxide layer
thickness (together with the necessary chromium loss) within the error range, which
has been determined ellipsometrically in section 4.3.4.1. Although only these fitting
parameters are allowed, a nearly perfect agreement between the simulated aperiodic
systems and the XRR measurement is found. Together with the profilometry data,
this is a strong indication of an accurate implementation of the chirped multilayer
systems. Soft x-ray reflectometry measurements of both chirped multilayer systems
are presented and discussed later in section 4.3.5.2.
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The introduction of chirp upon reflection can be visualized by standing wave sim-
ulations. The electrical field intensity (electrical field squared), normalized to the
incoming intensity, has been calculated from the design at the surface and inside
both multilayer systems and is displayed in figure 4.17. It is clearly shown that the
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Figure 4.17: Electric field intensity distribution inside chirped mirrors. Calcu-
lated field intensity distribution (normalized to the incoming intensity) of the standing wave
field inside the (a) negatively and (b) positively chirped aperiodic Cr/Sc multilayer. Both
multilayer systems have been optimized for an averaged GDD of approximately ±8000 as2.
standing wave peak position decreases in photon energy in case of the negatively
chirped mirror shown in figure 4.17(a), while it increases with increasing depth for
the positively chirped mirror in figure 4.17(b). The negatively chirped mirror thus
delays the lower energy pulse spectrum, with respect to the higher frequencies, and
vice versa for the positively chirped mirror. This is similar to the illustration of
aperiodic mirrors in figure 2.31.
4.3.5.2 Soft x-ray reflectometry and layer thickness errors
Finally, soft x-ray reflectometry measurements were carried out at the beamline 6.3.2
of the ALS [142] to retrieve the reflectivity profile in the energy range for which the
mirror designs aim at an incidence angle of 45 degree. A comparison of the simulated
and measured soft x-ray reflectivity for both chirped mirrors is shown in figure 4.18.
The reflectivity simulations were performed using a self-written Fresnel code (section
3.1.1) and the start designs retrieved from the Optilayer optimization procedure
[75]. An average Névot-Croce roughness factor of σ=0.49 nm has been retrieved
from simulations to account for interfacial imperfections. Both the central energy
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Figure 4.18: Soft x-ray measurement of aperiodic Cr/Sc mirrors. Soft x-ray reflec-
tivity measurement (brown) and simulation (blue) for the (a) negatively and (b) positively
chirped Cr/Sc multilayer together with the corresponding simulated GDD (dashed red).
and the side peaks of the measurements and the designs coincide very well and indi-
cate a nearly perfect experimental implementation of the simulated multilayer stack
designs of figure 4.15. Also shown is the calculated evolution of the GDD within
the reflectivity bandwidth of both multilayer systems, indicating an averaged GDD
of ±8000 as2. Both multilayer systems are very similar in terms of peak energy,
spectral bandwidth and peak reflectivity and only differ by the sign of their GDD.
Note that the spectral multilayer phase (and thus the GDD) is not accessible by
simple reflectivity measurements. Measurements of the spectral phase, by soft x-
ray reflectometry, have been reported by detecting the standing-wave assisted total
electron yield from the multilayer surface as a function of the photon energy around
the Bragg peak [167, 168]. While this method is very suitable for periodic multi-
layer systems, its accuracy is limited when applied to aperiodic systems with a weak
standing wave. On the other hand one can characterize the spectral phase with two
attosecond methods, the RABBITT-technique (section 2.2.4.2) [83, 84] or by attosec-
ond photoelectron streaking spectroscopy providing access to a full characterization
of the reflected attosecond pulse both in amplitude and phase [2, 8]. However, for
the water window the implementation of both attosecond techniques has not been
established yet due to a lack of sufficient photon flux from HHG attosecond sources
in this spectral range. Here we analyze and estimate the influence of the layer errors
on the reflectivity and the GDD via simulations. The rather perfect match of the
designed and the measured reflectivity in figure 4.18 proofs the correct elimination of
systematic deposition errors and leaves only random errors to be analyzed. Both the
simulated reflectivity and the GDD of the original design of the negatively chirped
multilayer is compared to slightly modified designs. The designs have been chosen
randomly by joggling each layer thickness within predefined limits and the merit
function (MF) of the reflectivity, as well as the corresponding averaged GDD value,
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was calculated to analyze the quality of reflectivity and GDD simulations:
MF =
√√√√ 1
N
N∑
i=1
(
R(sim),i −R(soft x−ray),i
)2
, (4.3)
where N is the total number of wavelength sampling with an integer i representing
the position of the sampling equally spaced. 100 designs have been averaged per
allowed error and both the reflectivity and the GDD deviations have been calculated.
Designs with an overall stack height deviation of more than 0.8% have been left out
due to discrepancy with profilometry investigations. From figure 4.19(a) it can be
deduced, that the average random thickness error is less than 0.5%, corresponding
to an average layer thickness error of approximately 0.05 angstrom. Figure 4.19(b)
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Figure 4.19: Merit function and GDD dependence on layer thickness errors. (a)
Merit function for the simulated reflectivity and the soft x-ray measurement for different
layer thickness errors. (b) Mean GDD for different layer errors.
shows, that the GDD mean value stays nearly constant independent of the layer
errors. The upper limit of the layer errors of 0.5% corresponds to a maximum mean
GDD error of approximately ±150 as2. To summarize the results, we have a standard
deviation of ≈0.024% in the soft x-ray reflectivity and a mean GDD of -8090±150 as2
for the aperiodic negatively chirped Cr/Sc multilayer mirror.
4.3.5.3 Time domain simulation
An attosecond pulse from the high harmonic plateau regime, with a positive GDD of
+8000 as2 in the energy range of the mirror has been assumed, which is reflected off
the negatively chirped mirror. The resulting pulse after reflection is displayed both
in the spectral and in the temporal domain in figure 4.20. As a result, the pulse is
compressed to a single 69 as pulse with an almost symmetric temporal pulse form
and very minor pre and post pulse contributions. The pulse is almost compressed to
a Gaussian Fourier limit of 66 as given by the spectral bandwidth of the multilayer
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Figure 4.20: Chirp compensation and pulse compression by an aperiodic mirror.
(a) Intensity profile (solid blue) together with the phase (dashed blue) of the mirror, HHG
(dashed black) and the sum (dashed orange). (b) Simulated temporal pulse response of a
positively chirped attosecond pulse from the high harmonic plateau after compression by
the negatively chirped Cr/Sc multilayer mirror.
of 27.5 eV. Please note, that the assumed positive GDD of 8000 as2 of the HHG
plateau at 326 eV probably exaggerates the real GDD in the harmonic spectrum
in this photon energy range by a factor of four [64]. However, the development,
optimization and fabrication of negatively chirped multilayer mirrors with less GDD
in the -1000 as2 to -2000 as2 range is even easier to achieve. In this respect, the
current results display the high dispersion scenario possible to achieve with a single
multilayer reflection.
4.3.6 Conclusions
This section has shown the ability to realize multilayer structures by ion beam de-
position with sub-angstrom layer thickness errors, by compensating all systematic
errors which arise from the deposition procedure. Based on that, two chirped Cr/Sc
multilayer mirrors for the water window photon energy range have been realized, in-
troducing an averaged GDD of approximately ±8000 as2. Such chirped mirrors can
be used in the near future to e.g. compress attosecond pulses down to a pulse dura-
tion of 70 as. A good agreement between the targeted and measured reflectivity was
found and the desired spectral phase was derived from simulations. Direct temporal
attosecond pulse measurements by attosecond electron streaking will be a task for
the near future, when HHG sources with sufficient photon flux in the cut-off region,
applicable to generate single attosecond pulses, reach up to approximately 350 eV.
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4.4 Ion polished Cr/Sc multilayer mirrors for high
reflectivity
The development of attosecond soft x-ray sources ranging into the water window
spectral range is also driving the development of suited broadband multilayer optics
for steering and shaping attosecond pulses. The relatively low intensity of current
HHG soft x-ray sources calls for an efficient use of photons, thus the development of
low-loss multilayer optics is of utmost importance. This section presents the results
on the realization of broadband Cr/Sc attosecond multilayer mirrors with nearly
atomically smooth interfaces by an optimized ion beam deposition and assisted in-
terface polishing process. The realization and improvements are verified by spectral
ellipsometry, TEM and soft/hard x-ray reflectometry. Most of these results have
been published in [169, 170, 171].
4.4.1 Background
Highly reflective multilayer mirrors for the water window spectral range [157] have
become of great interest over the last decades [113, 112, 172, 173]. It was already
described in the introduction (chapter 1) that the water window serves as almost per-
fect spectral range for the investigation of biological processes as the carbon atoms
of tissue are highly absorbing, while their natural aqueous environment is transpar-
ent in comparison. That is the reason why various applications are aiming for this
spectral range to get physical access to biologically relevant processes by utilizing,
for example, high-resolution microscopy [19, 77, 174], time-resolved attosecond (soft)
x-ray spectroscopy [9, 161] or (x-ray) astronomy [175, 96]. All these applications have
one point in common, they demand multilayer mirrors for beam steering, spectral
shaping or as focusing elements with a high photon throughput, thus low-loss multi-
layer optics. Low photon loss can be accomplished by accurate deposition processes
and lowest interface imperfections of such mirrors (see section 2.4.4). This section
will focus on the extension of mirror technology for attosecond pulses from currently
sub-200 eV [16, 154] to the water window spectral range. This will provide not only
new insight into the dynamics of ultrafast core-shell electron wave packets [176], mea-
sured by time resolved spectroscopy, but will also push forward the investigation of
biomolecules and cells in attosecond time resolved soft x-ray microscopy experiments
[152, 177]. Figure 2.7 has shown that attosecond pulses can be generated by HHG in
gases ranging up to the keV region [40]. However, the available photon numbers are,
especially for low cross section experiments [178, 179], not sufficiently high and thus
demand optics with a high reflectivity. Section 2.4.6 and figure 2.39 have shown that
Cr/Sc is the most appropriate multilayer material combination in the lower spectral
half of the water window up to about 400 eV [180, 111], where the highest reflectivity
can be achieved in the vicinity of the Sc L3-edge at 398.7 eV. One big advantage of
this material combination is that no alloys are formed, since they have no overlap
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in the phase diagram [181]. This theoretically facilitates an almost perfectly abrupt
interface, the requisite for a high reflectivity (see section 2.4.4). Periodic multilayer
mirrors in the water window have layer thicknesses of only 1–2 nm and their re-
flectivity is strongly influenced by the interface roughness σ. The influence of the
interface roughness on the reflectivity is described by the model of Névot-Croce [103]
and is explicitly shown again, since it is the main topic of this section. According to
equation (2.69) the influence can be described as:
R = R0 exp
[
−n1n2 sin θ1 sin θ2
(
4piσ
λ
)2]
. (4.4)
Here R0 is the reflectance of an ideal structure with interface roughness σ=0 nm.
Besides the possibility of using barrier layers like B4C [105, 182], one can minimize
the interface roughness by manipulating the interface roughness evolution [183, 114]
during the layer by layer growth by optimizing the deposition process as being proven
in the following sections.
4.4.2 Methodology and mirror parameters
4.4.2.1 Using krypton or argon as sputter gas
Section 3.2.2 described the possibility of using krypton or argon as sputter gas for
the ion beam deposition process. The sputter atom transfers its kinetic energy to
the target atom and influences through the kinetics the layer growth. Table 3.2
summarizes the simulation values for the sputter yield and the kinetic energy of
certain target materials dependent on the sputter gas. Krypton should be better for
the deposition of Cr/Sc as a kinetic energy of 10 eV is well suited for an optimized
layer by layer growth [131], using argon shows two times as much. Certain multilayer
mirrors have been realized to verify the simulated influence of the sputter gas and a
reduced kinetic energy of the target atoms on the multilayer mirror performance. The
design of all four mirrors was equal (N=80, d=2.95 nm, γ=0.6) but the parameters
for the deposition were different. One mirror was realized with the default sputter
voltage of 600 V, one with a reduced value of 500 V and one with a further reduced
sputter voltage of 400 V. All these three mirrors have been realized with krypton
as sputter gas whereas the last one was fabricated using the default sputter voltage
of 600 V but argon as sputter gas. Their performance was analyzed by XRR and
is depicted in figure 4.21. The XRR data confirms the simulation results that, in
case of Cr/Sc multilayer mirrors, Kr should be used as sputter gas. The data also
indicates that the default sputter voltage of 600 V is probably too high and should
be reduced down to at least 400 V. This reduces the kinetic energies of the scandium
and chromium atoms which facilitates a better layer by layer growth resulting in a
lower interface roughness and therefore in a higher reflectivity as shown in figure 4.21.
Summarized, a further investigation of the influences of deposition parameters will
result in optimized Cr/Sc attosecond water window multilayer mirrors. A detailed
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Figure 4.21: Comparison of krypton and argon as sputter gas. XRR measurements
of multilayer mirrors which were realized with different deposition parameters. Kr as sputter
gas and a sputter voltage of 600 V (green), Kr as sputter gas and a sputter voltage of 500 V
(orange), Kr as sputter gas and a sputter voltage of 400 V (green) and Ar as sputter gas
and a sputter voltage of 600 V (brown). The small insets show a magnification of the Bragg
peak reflectivity indicating the highest reflectivity, thus the lowest interface roughness, in
case of Kr and 400 V. The design was for all four mirrors equal (N=80, d=2.95 nm, γ=0.6).
explanation of the deposition setup can be found in section 3.2. For the purpose of
the examinations carried out, all the multilayer stacks were deposited on crystalline
Si (100) wafers with a native SiO2 layer of approximately two nanometers, as previous
ellipsometry measurements revealed (section 4.3).
4.4.2.2 Defining optimized deposition parameters
Three different sets of deposition parameters were composed in order to verify and
further improve previously achieved results: default, optimized and optimized+assist.
The default parameter set includes deposition parameters which have been optimized
for materials suitable for attosecond multilayer mirrors beyond 200 eV, like Si, Mo, La
or B4C [16, 2, 160, 168]. For the optimized sets the deposition of Cr and Sc is refined
in terms of kinetic energy. One huge impact on the interface quality is attributed
to the penetration depth of target atoms into an already deposited layer. Figure
4.22 shows simulation results, where scandium atoms penetrate with different kinetic
energies into a chromium layer. The penetration depth of scandium increases with
increasing kinetic energy thus optimizing this kinetic prospect results in an optimized
interface quality. The complete refinement of the deposition parameters is based on
Monte-Carlo simulations using the software SRIM [117]. Thereby the best trade-off
between the optimum kinetic energy of the sputtered atoms for an optimized layer
growth of defect-free, dense, smooth layers [131] and a low penetration depth into
the subjacent layer to prevent layer intermixing [132] is investigated and identified.
The kinetic energies of the target atoms Cr and Sc are simulated dependent on the
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Figure 4.22: Penetration depth of scandium into a chromium layer. The pene-
tration distribution of Sc atoms in a Cr layer is shown. The initial kinetic energy of the
scandium atoms is (a) 4 eV, (b) 8 eV and (c) 15 eV where the penetration depth increases
with increasing kinetic energy. The kinetic energies of Sc atoms correspond to beam voltages
of 100 V, 400 V and 1000 V with Kr as sputter gas.
kinetic energy of the krypton ions. From those results the penetration depth into
the subjacent layer can be deduced. The results are depicted in figure 4.23. A value
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Figure 4.23: Kinetic energy and penetration depth of Cr and Sc. Monte-Carlo
simulated kinetic energies (solid lines) and averaged penetration depths (dashed lines) at the
interface for chromium (blue) and scandium (red) atoms dependent on the kinetic energy
of the Kr ions.
of 10 eV is set as optimal kinetic energy to ensure an optimized layer growth. The
default process parameter set uses 600 eV Kr ions, which results in kinetic energies
of the sputtered Cr atoms slightly below 10 eV, but with a rather large penetration
depth (≈0.55 nm) into the subjacent Sc layer. The kinetic energy for krypton in the
optimized parameter set is set to 400 eV, according to the result in section 4.4.2.1.
This is to ensure a kinetic energy slightly below 10 eV for Sc as well as to reduce
additionally for both materials the average penetration depth in each other at the
interfaces. The last parameter set optimized+assist is identical to the parameter set
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optimized, with one important difference: the assist plasma source (figure 3.1) was
used for ion polishing every 10th Cr layer, thus after every 10th period. Previous
profilometry measurements showed that no loss in height is caused by the polishing
process with the chosen parameters and only surface smoothing occurs. The sputter
yields and penetration depths of the Kr ions during the ion beam polishing was
calculated similar to section 3.2.3. The results in dependence on the kinetic energy
of the Kr ions is depicted in table 4.4. The evaluation of the simulated data indicates
Ekin,Kr [eV] YieldCr [atoms/ion] YieldSc [atoms/ion] δp,Cr [nm] δp,Sc [nm]
10 0.0000 0.0000 0.00 0.00
20 0.0000 0.0000 0.00 0.00
30 0.0003 0.0001 0.48 0.80
40 0.0040 0.0013 0.51 0.88
50 0.0116 0.0032 0.55 0.95
60 0.2180 0.0066 0.57 1.01
Table 4.4: SRIM results for polishing Sc and Cr interfaces with Kr ions. Sputter
yield and penetration depth dependent on the kinetic energy of Kr ions and the layer
material.
two results: A kinetic energy of 50 eV shows a non-vanishing sputter yield, but
is not too high for sputtering already deposited material, and Cr is preferred as a
polishing layer. Although scandium shows an even smaller sputter yield (≈0.003
atoms/ion), the larger penetration depth (≈0.95 nm) of 50 eV krypton ions leads
to more krypton implantation. Therefore, chromium was considered as the suitable
polishing layer. The polishing step was realized with Kr ions accelerated toward the
substrate under 31o normal incidence with a kinetic energy of 50 eV for 60 s. This
kinetic energy ensures an almost vanishing sputter yield (≈0.01 atoms/ion) and a
rather low penetration depth of ≈0.5 nm. Please note that both the repetition (every
10th period) and the duration (for 60 s) of the polishing step have been chosen as a
trade-off between the overall deposition time and the smoothing effect, as working
with two plasma sources introduces additional ramping and parameter stabilization
steps and a high degree of interface roughness accumulation during a 10 period growth
was not expected in contrast to an 80 period growth. This assumption is confirmed
in section 4.4.3.
4.4.2.3 Analysis by spectral ellipsometry
The first analysis of interface polishing with the assist source was realized by spectral
ellipsometry. The technique itself is described in section 3.3.1.1. Spectral ellipsometry
gives access to the optical constants of thin films and is therefore a very powerful
tool to analyze optical properties of thin films. The effect of ion polishing should
be measurable with spectral ellipsometry because optimized interfaces reduce the
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fraction of scattered light which should reduce the measured mean dispersion <n>
of a multilayer stack.
The ion beam deposition system is equipped with an in-situ spectral ellipsometer,
thus allowing for ellipsometric measurements under vacuum conditions as well as
analyzing produced multilayer mirrors during deposition and directly afterwards.
Two Cr/Sc multilayer mirrors were fabricated, equal in terms of design (N=100,
d=2.95 nm, γ=0.6: 300 eV at α=45o) and sputter voltage (optimized : 400 V), but
different in the layer growth. One mirror was realized without ion polishing whereas
for the other one ion polishing was performed on every Cr layer (thus a hundred
times) for 60 s with Kr atoms of a kinetic energy of 50 eV. Both mirrors were analyzed
afterwards with spectral ellipsometry and the corresponding result is plotted in figure
4.24. It can be seen that the ion polishing procedure led to hardly any change in
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Figure 4.24: Ellipsometric analysis of a polished Cr/Sc mirror with N=100.
(a) Raw and unprocessed ellipsometric data where the ellipsometric parameters Ψ and ∆
are plotted against the wavelength. (b) Mean dispersion <n> and mean extinction <k>,
calculated from the raw data using EASE, and plotted against the wavelength. The polished
mirror is shown in red whereas the unpolished one in blue.
the optical properties of the polished mirror, with regard to the unpolished one.
The effect of interface polishing should be clearly visible for samples with a higher
number of periods, as roughness evolves through the stack. The period number
was increased to N=500, i.e. 999 interfaces, and the period thickness was reduced
to d=1.565 nm, aiming for a realistic mirror reflection in the vicinity of the Sc L3-
edge at 10o normal incidence. We compare two multilayer stacks, where both are
identical in terms of mirror parameters N, d and γ, but only one was realized with
ion polishing where every 10th Cr layer was polished for 60 s with Kr atoms of a kinetic
energy of 50 eV. Since metals get ’optically thick’ in the VIS/IR spectral range at
a thickness of ≈80 nm, only the last ≈50 periods contribute to the ellipsometric
analysis. Roughness has an impact on the measurement, thus it is resolvable by
spectral ellipsometry [184]. The influence of the assisted polishing effect on the
multilayer stack evolution was now investigated again by measuring the ellipsometric
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parameters Ψ and ∆, and calculating the stack’s mean dispersion and extinction <n>
and <k>. Since the total stack height, proven by surface profilometry, is identical
for both multilayer mirrors, the ellipsometrically determined overall absorption is
also expected to be the same (material amount is equal). The only measurable
effect remaining is decreased dispersion due to decreased interface roughness and
thus reduced scattering. These effects, nearly constant absorption and decreasing
dispersion, are visible in the comparison of the polished and non-polished multilayer
mirrors, measured via spectral ellipsometry, and are displayed in figure 4.25. The
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Figure 4.25: Ellipsometric analysis of a polished Cr/Sc mirror with N=500. (a)
Measured ellipsometric parameters Ψ and ∆ for the assisted polished (red) and non-polished
(blue) multilayer mirror. (b) The calculated mean dispersion <n> and extinction <k> for
both systems. The absorption stays nearly constant while the dispersion could be decreased
by polishing, thus reduced scattering due to lower interface roughness.
comparison of the ellipsometric analysis of the two different mirror designs proves
the accumulation of roughness in a high periodic stack (figure 3.3(b)). Even though
the number of polishing steps is half compared to the low periodic (N=100) design,
the change in the raw data and in the calculated mean optical constants of the high
periodic (N=500) mirror is more significant. For the low periodic mirror, roughness
accumulation plays a minor role in why the optical constants of the unpolished mirror
do not differ remarkably from those of the polished mirror. In contrast for the high
periodic mirror, accumulation of roughness during the layer growth plays a major
role.
4.4.2.4 Multilayer mirror design
The previous section has shown that spectral ellipsometry can be used to analyze the
polishing effect in high periodic multilayer mirrors. A modified mirror design was
chosen for further investigation, as high periodic multilayer mirrors are not favored
for attosecond pulses and future attosecond sources are likely to generate a usable
number of photons first of all in the lower energy range of the water window. Peri-
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odic mirrors were designed for a central energy of 300 eV and a FWHM bandwidth
of 4 eV at an angle of incidence of 45 degrees (figure 4.26). The mirror parameters
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Figure 4.26: Simulation of an ion polished Cr/Sc mirror. Soft x-ray simulation
of the reflectivity (blue solid) and phase (dashed red) with the defined mirror parameters
indicated at the left.
were chosen as a trade-off between a high number of interfaces, thus a high degree
of analyzable roughness evolution and a high peak reflectivity, but also supporting
the broadband reflection of sub-500 attosecond pulses. Three sets of deposition pa-
rameters (default, optimized, optimized+assist) were utilized for the fabrication of
periodic Cr/Sc multilayer mirrors with a period number of N=80, a period thickness
of d=2.95 nm and a gamma ratio of γ=dSc/d=0.6, resulting in individual layer thick-
nesses for Cr and Sc of dCr=1.18 nm and dSc=1.77 nm, respectively. Simulations
reveal a peak reflectivity of Rmax≈16% when an interface roughness of σ=0.3 nm is
assumed. Current state-of-the-art Cr/Sc multilayer mirrors with interface roughness
values of σ=0.31-0.35 nm have been achieved by magnetron sputtering deposition
[185] with quasi single-atomic barrier layers [105, 182] to prevent interdiffusion. The
goal was to decrease the interface roughness without barrier layers from σ≈0.5 nm
[149] and achieve comparable or better interface qualities than current state-of-the-
art achievements. This should be realized by ion beam deposition plus recurring ion
polishing, because the ion polishing process can be better controlled than the barrier
layer deposition, thus resulting in a better multilayer structure accuracy.
4.4.3 Analysis methods and results
4.4.3.1 Stability of the deposition process analyzed by surface profilom-
etry
To prove the accuracy and the stability of the deposition process, the total stack
height was measured, after the deposition by surface profilometry, and was compared
to the theoretical value. Simulations reveal a theoretical total stack height of 237.1 nm
(including the top chromium oxide layer) and could experimentally be confirmed by
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surface profilometry with a measured total stack thickness of 237.4±0.9 nm for all
three samples.
4.4.3.2 Characterization by hard x-ray reflectometry
Hard x-ray reflectometry (XRR) measurements, using a molybdenum Kα source with
a wavelength of λ≈0.071 nm, were performed to analyze the mirror performance. A
comparison of the measured XRR data of the three different mirrors is shown in figure
4.27. When comparing the intensities of the higher order Bragg peaks, where the
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Figure 4.27: XRR measurement of optimized and polished multilayer systems.
Hard x-ray reflectometry data for the three different mirrors (brown: default, black: op-
timized, green: optimized+assist). The lowest interface roughness, thus the highest peak
intensities, shows the optimized+assist mirror. Only the fit of the interface polished mirror
is shown (blue).
impact of interface roughness is larger, one can clearly see the improvement caused
by the tailoring of the deposition parameters. While the default and the optimized
stack reveal a similar reflectivity e.g. in the 4th order Bragg peak (inset in figure 4.27),
a more than five times higher reflectivity could be revealed in the optimized+assist
stack. Out of the fitting procedure for each measurement, a mean interface roughness
value of σ=0.26 nm for the default, σ=0.24 nm for the optimized and σ=0.21 nm for
the optimized+assist parameter set can be obtained with a 0.01 nm error range.
4.4.3.3 Characterization by transmission electron microscopy
For further investigation, analysis by TEM was performed to get detailed information
about the growth evolution within the stack. TEM investigations were carried out
using an FEI Titan 80-300 TEM/STEM field emission TEM operated at 300 kV,
equipped with an EDAX detector for energy dispersive x-ray spectroscopy and a
Gatan Tridiem image filter for electron energy loss spectroscopy measurements. For
high angle annular dark field (HAADF) imaging in scanning TEM (STEM) mode a
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detector from Fischione Instruments (Model 3000) is attached. Conventional TEM
cross section specimens were prepared by cutting, gluing into a brass holder, slicing,
grinding, dimpling and double-sided Ar ion beam milling at 5 degree grazing and
4 keV. The latter was performed until a physical hole was achieved using a liquid ni-
trogen cooled, precision ion polishing system (Gatan Model 491 ). TEM cross section
measurements were carried out on witness samples grown on Si (100). Their period
number of N=80 and their small period thickness of d=2.95 nm made these coatings
perfectly suited for TEM analysis. TEM images of the coatings are shown in figure
4.28. The upper row displays the top six periods of each coating (topmost layer
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Figure 4.28: TEM analysis of the (non-) polished Cr/Sc mirrors. TEM cross sec-
tion images of the multilayer evolution from bottom (lower panel) to top (upper panel) with
the (a) default, (b) optimized and (c) optimized+assist parameters including the assisted
interface polishing. The images show a multilayer detail of 23 nm x 23 nm with a 5 nm
scale bar in the bottom images. Next to each image the line-outs of the gray value analysis
is shown. More information can be found in the text.
is assumed to be Cr2O3 [149]) and the lower row shows the seven bottom periods
of each stack close to the substrate interface, starting with the Sc layer. The top
and bottom layers were chosen for investigation because if changes occur they will
be more pronounced at these regions. Alternating bright and dark layers, observed
in the TEM images, corresponds to scandium and chromium respectively which has
also been verified using HAADF imaging in scanning TEM mode. Necessary care has
been taken, during TEM specimen preparation and image acquisition, that change
in thickness or focus is not responsible for the observed effects. Please note that the
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images of figure 4.28 show TEM raw data, thus unprocessed contrast data. Films
that are almost complete amorphous nanolayers with an occasional nanocrystalline
phase can be observed from the TEM data. Therefore electron diffraction on poly-
crystalline layers is not observed, but charge density dependent data is measured
instead. For the default parameter set (figure 4.28(a)), layers are clearly distinguish-
able at the bottom of the stack whereas they show a significant degree of intermixing
at the top which is determined on the basis of the diminishing layer contrast. With
the optimized parameter set (figure 4.28(b)) the layers at the bottom and the top are
comparable with regard to image contrast, while for the additionally polished multi-
layer (figure 4.28(c)) the layers at the top seem to show a decreased intermixing and
an increased layer-to-layer interface abruptness. In addition the averaged gray values
(parallel to the interface), along the 23 nm x 23 nm unprocessed TEM images, were
evaluated to visualize the interface between the layers. The corresponding line-outs
are depicted next to each image. The bottom periods are almost comparable as a
high difference in roughness evolution is not expected for the first starting periods.
This is different at the top periods. For the default parameter set a strong zig-zag
pattern occurs, indicating a worsened interface roughness whereas for the optimized
set a transition to a more sinusoidal line-out occurs. In case of the polished mirror
an almost rectangular profile with flat plateaus can be observed, at the bottom and
the top, indicating very well separated layers with the lowest interface roughness.
Summarized, the best layer characteristic and stack evolution has been achieved by
an optimized kinetic energy deposition and by ion polishing the Cr layer of every
10th period. This results in clearly distinguishable layers, both at the bottom and
at the top of the stack, and significantly improved layer-to-layer interfaces without
roughness accumulation over an eighty period stack. For a more quantitative insight
into the stack evolution, the power spectral density (PSD) [186] was determined and
the resultant interface roughness σ was calculated:
σ =
(∫ fmax
fmin
PSD(fx)dfx
)1/2
. (4.5)
The small orange rectangle of figure 4.28(c) is shown enlarged in figure 4.29(a).
The pixel position where the transition from one material to the other occurs was
determined by applying a self-written contrast analyzer algorithm. We have averaged
0.2 nm (=̂13 pixel as a trade-off between resolving the PSD and not addressing too
high frequency components) neighbor pixels along the 23 nm (1410 pixel) distance
(parallel to the interface) as well as 0.65 nm (40 pixel) in the Sc and Cr regime (along
the layer growth) to determine the mean plateau value in the central layer region,
to prevent an erroneous data analysis due to intensity fluctuations which occur in
TEM measurements. This simplified approach leads to the orange height profile in
figure 4.29(a), which describes the interface. For the one dimensional case, where the
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Figure 4.29: PSD analysis of the polished Cr/Sc mirror. (a) Enlarged interface
of the Sc layer on top of Cr together with the interface transition (orange), which was
determined by a self-written contrast analyzer algorithm. (b) Corresponding calculated PSD
(green) together with the fit (orange) and the obtained interface roughness values. These
results correspond to the selected interface of the optimized+assist multilayer mirror, which
is depicted as orange rectangle in figure 4.28(c). (c) The small inset shows the averaged
height profile along the 23 nm length (green) together with an error function defined by the
PSD fitted roughness value (orange) (see equation (2.66)).
topography of a profile describes its height z(x), the PSD is defined by:
PSD(fx) ≈ L
[
1
N
N∑
k=1
zk · exp (2pii · xk · fx)
]2
, (4.6)
with the length position xk=k ·L/N and spatial frequencies fx=j/L, j=1, 2, . . . , N/2.
The calculated and fitted PSD, according to equation (4.6), is depicted in figure
4.29(b) for the interface section in figure 4.29(a). Using equation (4.5), an in-
terface roughness of σ=0.158±0.005 nm can be calculated and a fitted value of
σ=0.156±0.005 nm is obtained. Finally, the PSD results are compared, where each
pixel contributes to the roughness value, against the averaged height profile of the
line-out in figure 4.28. The comparison of the averaged height profile, with the er-
ror function being defined by the fitted PSD roughness value, is depicted in figure
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4.29(c) and shows a good agreement. This result proves the robustness of our analysis
method. To get a quantitative insight on the roughness evolution within the stacks
with better statistics, dependent on the deposition parameters and on the order of
the interfaces (i.e. from Cr to Sc and vice versa), the interface roughness value for
each interface, in the six TEM cross sections shown in figure 4.28, was determined.
The results are summarized in table 4.5. The values distinguish between the bottom
Location interface default optimized optimized+assist
TOP Cr on Sc [] 0.33 ± 0.06 0.31 ± 0.06Sc on Cr [] 0.26 ± 0.06 0.17 ± 0.04
BOTTOM Cr on Sc 0.30 ± 0.05 0.19 ± 0.03 0.22 ± 0.06Sc on Cr 0.20 ± 0.06 0.16 ± 0.05 0.17 ± 0.05
Table 4.5: Comparison of roughness analysis obtained from TEM. Comparison of
the evaluated interface roughness values σ [nm], dependent on the interface direction and
the used deposition parameter set. The displayed roughness values are averaged over seven
periods at the bottom and six periods at the top and take the error into account. Default
top ([]) could not be evaluated due to the high roughness.
and the top periods, the order of the interface as well as the used deposition param-
eter set. Please note that due to the diminishing layer contrast, the extraction of
roughness values for the top interfaces of the TEM cross section in the default case
(figure 4.28(a)) was not possible. The evaluated interface roughness values agree
with the Monte-Carlo simulations in section 4.4.2.2. The roughness of Cr on top of
Sc is higher than the reverse. This can be attributed to the higher penetration depth.
A further step of improvement may be to decrease the kinetic energy of Cr to even
lower values, since the penetration depth of Cr in Sc seems to be the crucial param-
eter for the interface roughness. Finally, figure 4.30 shows a complete TEM image of
the polished multilayer stack optimized+assist and confirms the homogeneity of the
multilayer stack. In addition to the previously shown TEM analysis results, an easy
step of improvement toward an even lower interface roughness would be to start in
future Cr/Sc multilayer mirrors with Cr as the first layer, since our choice with Sc
forms scandium silicide [187, 188] as TEM analysis has shown. Therefore the good
surface roughness (<0.1 nm) either of silicon wafers or fused silica substrates is lost
with the first interface.
4.4.3.4 Optimization proof by soft x-ray data of high periodic mirrors
To finally prove the concept of optimizing the kinetic energy and ion polishing in-
terfaces of the Cr/Sc system, soft x-ray reflectometry is used as a final analyzing
method. The measurements were done at the reflectometry beamline 6.3.2 at the
ALS and the PTB at BESSY II. To increase the impact of possible roughness accu-
mulation on the reflectivity (equation (4.4)), we have increased the period number
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Figure 4.30: TEM image of the interface polished Cr/Sc multilayer mirror. TEM
cross section image of the whole multilayer stack for the additional polished multilayer.
Please note that the first bright layer after the Si wafer is accidentally formed by scandium
silicide.
to N=400 and decreased the period thickness to d=2.084 nm, thus increased the cru-
cial σ/d-ratio. These mirrors were designed for a central energy of 300 eV but now
for a normal incidence angle of 5o. The results of the soft x-ray measurements for
the three different deposition parameter sets is shown in figure 4.31. The soft x-ray
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Figure 4.31: Soft x-ray measurements of the default and tailored Cr/Sc multi-
layer mirrors. Soft x-ray reflectometry measurement for the default (orange), optimized
(red) and optimized+assist (green) set proving the right tendency of the optimization con-
cept. As result the highest reflectivity of ≈8% can be achieved in case of the additional
polished multilayer mirror. The corresponding mirror parameters are depicted on the right.
reflectometry confirms the findings from the XRR and TEM analysis. The highest
reflectivity of approximately 8% is achieved for the polished mirror. The reflectivity
curves have been fitted for each of the three mirrors and the obtained roughness
values are listed in table 4.6. As a note to the accuracy of the fabrication process it
should be mentioned that the simulated and planned center energy was 300 eV and
116 4. Research results and applications of multilayer optics
the highest reflectivity value of the polished mirror was measured at 299.6 eV, thus
only a shift of 0.13% in the center energy.
4.4.3.5 Comparison of the evaluated data
The interface roughness results of the previous analysis are summarized in table 4.6.
While identical measures from the XRR and TEM analysis are found, the soft x-ray
Method default optimized optimized+assist
XRR 0.26 0.24 0.21
TEM 0.26 0.24 0.21
Soft x-ray reflectometry 0.51 0.49 0.41
Table 4.6: Comparison of the roughness values for the (non-) polished Cr/Sc
mirrors obtained from different analysis methods. Comparison of the evaluated
interface roughness values σ [nm], dependent on the analysis method and the used deposition
parameter set. More information can be found in the text.
values are higher. This can be partly explained by the lower penetration depth of soft
x-rays in comparison to hard x-ray radiation. One finds different roughness values
due to the fact that accumulated roughness as well as the interface’s power spectral
density [87] is weighted differently. Surface roughness for example has a minor effect
on hard x-rays, whereas it has a major impact on soft x-rays. Besides that the higher
period number N as well as the lower period thickness d of the soft x-ray samples
yields intrinsically higher roughness values.
4.4.4 Conclusions
These results prove the reduction of the interface roughness of water window Cr/Sc
multilayer mirrors by ion polishing. Broadband attosecond mirrors for the reflection
of sub-500 as pulses have been realized. The ion beam deposited nanolayer growth
was optimized by tweaking the deposition parameters of Cr/Sc multilayer mirrors,
mainly by tailoring the kinetic energy of the target atoms, where the optimization
was theoretically accompanied by Monte-Carlo simulations. Besides, an important
step toward an almost perfect layer growth was realized by additionally assisted ion
beam interface polishing. Using a well-suited kinetic energy for the target materi-
als (Cr and Sc) and additional interface polishing for tailored attosecond multilayer
mirrors will increase the reflectivity dramatically. Almost atomically smooth inter-
faces with roughness values of σ≈0.16 nm were demonstrated. The future challenge
is to realize such a value for each interface in a (almost high) periodic normal inci-
dence multilayer mirror and push the reflectivity to an even higher value at 300 eV
for the first attosecond experiments. Such low-loss mirrors will for the first time
enable attosecond-resolved experiments on biological samples in the water window
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spectral range or pave the way toward shorter pulse durations [189] than the cur-
rently achieved 67 as [58] to 80 as [8], by filtering a multi-octave cut-off spectrum
from future HHG soft x-ray sources. By the usage of various optimization steps it
was possible to increase the peak reflectivity and the integral of attosecond water
window multilayer mirrors. Figure 4.32 depicts the comparison between the start of
the thesis and after the optimization methods. For the AS2 setup at MPQ (α=45o)
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Figure 4.32: Reflectivity gain due to the optimization process. Simulation com-
parison of the reflectivity status in 2010 (start of the thesis: orange) and 2014 (green) for
the AS2 setup at MPQ.
a gain of ≈6 could be achieved in terms of peak reflectivity, in case of integral (which
means photon flux) it is almost one order of magnitude.
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4.5 EDX measurements for contamination analysis
In addition to a high layer thickness accuracy (section 4.3) and optimized interfaces
(section 4.4) the material purity has an enormous impact on the multilayer perfor-
mance. The soft x-ray measurement of the periodic and aperiodic mirror comparison
in figure 4.7(d) shows strong absorption modulations in the vicinity of the carbon
K-edge at 284.2 eV. This can be attributed to carbon contamination in the target
materials. EDX [190] measurements were carried out in order to resolve the con-
tamination within the multilayer systems. An electron acceleration voltage of either
U=25 kV or U=10 kV was used to measure the individual x-ray emission spectrum of
each sample. Four different samples have been utilized to measure the contamination
of each deposited target material: A Cr bulk, a Sc bulk, the Cr/Sc/B4C multilayer
from figure 4.6 and a Si wafer as reference sample. Table 4.7 lists up the evaluation
of the acquired EDX data. There are several elements which contaminate the tar-
Cr bulk Sc bulk
Element Mass [%] Atom [%] Element Mass [%] Atom [%]
CK 1.13 4.69 CK 1.07 4.23
SiK 1.20 2.13 SiK 1.77 3.01
CrL 88.82 85.26 ScK 64.45 68.26
FeL 8.85 7.91 CuL 32.71 24.51
Si wafer Cr/Sc/B4C multilayer
Element Mass [%] Atom [%] Element Mass [%] Atom [%]
CK 2.50 5.66 BK 12.54 36.73
SiK 97.50 94.34 CK 4.71 12.41
SiK 0.70 0.79
ScK 16.36 11.53
CrL 49.10 29.90
FeL 5.57 3.16
CuL 11.02 5.49
Table 4.7: Energy dispersive x-ray analysis to identify contamination. EDX mea-
surement of a chromium bulk (top left, thickness=1200 nm on a silicon wafer), a scandium
bulk (top right, thickness=700 nm on a silicon wafer), a silicon wafer as reference (bottom
left, thickness=525 µm) and a Cr/Sc multilayer with B4C barrier layers (bottom right).
The measurements were done with an electron acceleration voltage of either U=25 kV or
U=10 kV. The higher voltage includes usually elements with higher K-shell energies. The
table lists the data for U=10 kV, since the results are comparable for our samples.
get layers and originate from different deposition factors. The iron (Fe) and carbon
(C) fraction can be attributed to the target shutter because it is made out of steel.
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As a consequence of this, the shutter was shifted ≈5 cm away from the deposition
beam to ensure that no material is ablated from the target shutter and deposited
on the sample. The measured fraction of silicon is a consequence of the Si wafer
on which the materials are deposited. It cannot be minimized but can be neglected
as it should not be part of the layer material system. The fraction of copper (Cu)
originates from the copper plate on which the targets are bonded. A small scandium
plate (diameter=12 inch) was used in the beginning for reasons of economy. As the
EDX data reveals the necessity of a larger target material area a scandium foil was
used to cover part of the copper plate. The influence of the target shutter and the
copper plate was considered, minimized and was verified by new EDX measurements
where the evaluation resulted in the values of table 4.8. The fraction of silicon in the
Cr bulk Sc bulk
Element Mass [%] Atom [%] Element Mass [%] Atom [%]
CK 0.9 3.78 SiK 0.92 1.55
SiK 0.25 0.45 ScK 82.34 86.08
CrL 98.85 95.77 CuK 16.74 12.38
Table 4.8: Energy dispersive x-ray analysis after considered contamination influ-
ences. EDX measurement of a chromium bulk (left, thickness=2400 nm on a silicon wafer)
and a scandium bulk (right, thickness=2400 nm on a silicon wafer) with reduced contami-
nation. The measurements were done with an electron acceleration voltage of U=10 kV.
data was reduced, by using much thicker material bulks compared to the results in
table 4.7, and the fraction of carbon, which is close to the detection limit and could
also originate from surface contamination. As a consequence of the still pronounced
copper contamination, in case of the scandium target, a further modification was
conducted. The ion beam spot size was measured with an aluminum foil during
deposition (according to figure 3.4) and the scandium foil was replaced by a well
positioned larger scandium target (diameter=14 inch) in respect to the beam size
analysis. These modifications facilitate the deposition of high purity layers.
Another contamination issue occurred during the investigation of ion beam polish-
ing (section 4.4). A soft x-ray measurement of an interface polished Cr/Sc multilayer
mirror revealed a shift in the target center energy and two well pronounced side peaks
occurred in the measured reflectivity spectrum (figure 4.33(a)). Analysis and fitting
of the data combined with data from surface profilometry indicated an additional
≈0.5 nm layer for each usage of the assist source. By further investigation and exclu-
sion of several deposition factors it was possible to identify the ramping step of the
assist source to be responsible for the additional layer. Due to the normal incidence
angle of 31o and the rather high beam voltage of U=800 V material was ablated from
the inner part of the substrate shutter by means of rescattering. This ramping step
deposited ≈0.5 nm in 3 min (corresponds to 0.0028 nm/s) from the substrate shutter
onto the sample and was clearly identified by doubling the ramping time to 6 min,
120 4. Research results and applications of multilayer optics
250 260 270 280 290 300 310 320 330
0
2
4
6
8
10
Energy [eV]
R
eﬂ
ec
ti
vi
ty
 [
%
]
 
 
Target
Measurement
Fit
Additional 0.5 nm layer
Cr
N=20
N=10
Sc
Cr
Sc
(a) (b)
} }
} }
Cr
Sc
Cr
Sc
Figure 4.33: Soft x-ray measurement of contaminated multilayer systems. (a)
Soft x-ray measurement (orange) and fit (blue) of a high periodic (N=400) multilayer mirror
having unexpected additional layers. These additional layers yield to a shift in the central
energy compared to the target (dashed gray) and are responsible for the two side peaks in
the reflectivity spectrum. The assist ramp step was identified as reason for the additional
layers. (b) The assist source is used every 10th period for interface polishing resulting in a
N=400 period stack in 40 additional layers (gray).
which led to an additional layer of ≈1 nm (two times as much). Figure 4.33(b) illus-
trates this additional layer deposition after every 10th period when the assist source
is used for ion beam polishing. The additional layer could be eliminated by reducing
the beam voltage during the assist ramping step from 800 V down to 400 V.
4.6 Coherent diffraction imaging with high harmonics in the XUV 121
4.6 Coherent diffraction imaging with high harmon-
ics in the XUV
The combination of an HHG source and very precise multilayer mirrors in terms of
central energy allows for the spectral filtering of a single harmonic peak from the
HHG spectrum. This narrow band isolation facilitates the monochromatic illumina-
tion and coherent diffraction imaging (CDI) of samples in the XUV. The following
section will present results on CDI in the XUV utilizing multilayer mirrors and HHG.
These results were realized in collaboration with Dr. Michael Zürch (group of Prof.
Christian Spielmann) and the group of Prof. Jens Limpert in Jena. Most results
have been published in [191].
Short wavelength sources, combined with lensless imaging methods such as CDI,
paved the way for microscopy with a resolution well below the wavelength of visible
light. The resolution of a CDI experiment can be estimated as a function of the
relative bandwidth [192]:
∆r =
Oa∆λ
λ
, (4.7)
where O is the linear oversampling ratio, a is the object size and ∆λ/λ is the relative
bandwidth of the illuminating light. Figure 2.6 has shown an HHG spectrum using a
≈4 fs IR driving pulse resulting in a rather large relative bandwidth and consequently
in a low resolution according to equation (4.7). Long driving pulses would lower the
relative bandwidth, but also the conversion efficiency at the same time decreasing the
resolution as well, if integration time is kept constant. Utilizing an XUV source based
on a high repetition rate fiber CPA system with subsequent nonlinear compression in
an Xe gas filled hollow core fiber [193] allows for a higher XUV photon flux compared
to typically used Ti:sapphire lasers. Two specially designed XUV multilayer mirrors
allow for the spectral filtering of a single narrow-bandwidth harmonic peak and addi-
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Figure 4.34: XUV multilayer mirrors for CDI experiments. Reflectivity shape of
one (dashed lines) and two (solid lines) mirror reflections at α=7o (red) and α=3o (blue) nor-
mal incidence (design parameters for both mirrors: Si/B4C, N=20, d=18.92 nm, γ=0.65).
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tionally focus the radiation (figure 4.34). A sketch of the complete setup is illus-
trated in figure 4.35(a). The mirrors have been used in a z-fold geometry, where
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Figure 4.35: Setup for coherent diffractive imaging in the XUV range. (a) The
pulses of a fiber based CPA system are spectrally broadened in a xenon filled hollow-core
fiber and subsequently compressed with DCM. The HHG is driven with 40 W of average
power into Kr gas. Two fused silica plates with anti-reflection coating for the IR are mainly
reflecting the XUV light. The spectral selection of the 31st harmonic at 33.2 nm is realized
by a pair of aluminum filters followed by two concave XUV multilayer mirrors. The curved
mirrors refocus the light tightly onto the sample. The diffracted light is captured by an
XUV sensitive CCD. A beamstop (BS) suppresses the strong central speckle. (b) Measured
XUV beam profile 20 mm behind the rear focus reveals good spatial beam properties. (c)
The XUV multilayer mirrors have an overall reflectivity of 4.6% in combination with the
transmission through a 15 nm thin Si3N4 membrane (solid black line) for the selected single
harmonic line (dotted blue line) (figure and caption adapted/taken from [191]).
the first concave mirror collimates the XUV radiation and the second concave mirror
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focuses the prefiltered light onto the sample. The mirrors have been designed for a
central wavelength of 33.2 nm at α=7o normal incidence. To reduce the influence
of aberrations the incidence angle was shifted toward α=3o normal incidence in the
experiment. This results in a shift in terms of central wavelength of the mirror’s
reflectivity profile. Figure 4.34 depicts the reflectivity shape of one mirror reflection
(dashed lines) and both reflections (solid lines) for the design angle (red) and the
angle, which has been used in the experiment (blue). The results show the big ad-
vantage of utilizing two mirror reflections whereby the bandwidth of ≈2.4 nm from
one mirror is decreased to ≈1.7 nm (factor ≈√2) and moreover the suppression of
neighbor harmonics is squared. The smaller normal incidence angle in the experiment
in comparison to the design value shifts the central wavelength by ≈0.2 nm toward
longer wavelengths. Figure 4.34 also shows the transmission characteristic of a 15 nm
thin Si3N4 membrane (solid brown) on which a sample was planed to be fabricated.
The transmission slope only has a minor effect on the central wavelength. The slight
shift of ≈0.2 nm in terms of central wavelength, due to the modified incidence angle,
only has a minor effect on the aimed spectral filtering of the single harmonic peak
at 33.2 nm as the neighbor peaks are >2 nm away. The experimental setup, the
focused beam profile and typically generated narrowband XUV harmonics are shown
in figure 4.35.
The XUV multilayer mirrors select the 31st harmonic of the IR laser resulting in a
monochromatic illumination with a relative bandwidth of ∆λ/λ=1/220 (λ=33.2 nm).
This relative bandwidth allows for a resolution of ∆r<26 nm (according to equation
(4.7)), which is below the wavelength of the illuminating light.
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4.7 Soft x-ray water window pulses from a LWFA
driven undulator
The combination of an undulator together with LWFA is used as a concept for a table-
top FEL utilizing multilayer mirrors for shaping the generated radiation. More details
can be found in section 2.1.2. The first experimental realization of monochromatized
table-top undulator radiation in the water window is presented in the following section
and was realized in collaboration with the group of Prof. Florian Grüner (LMU,
UHH) and Prof. Stefan Karsch (MPQ, LMU). More details can be found in [194].
Andreas Richard Maier was responsible for the project and is preparing a manuscript.
It has already been stated that the water window spectral range is of high in-
terest for various applications to get, for example, physical access to dynamics in
biomolecules. The development of suitable sources for this spectral range is the
prerequisite for the realization of experiments. A selection of sources was already
described in section 2.1. Combining LWFA with an undulator allows for the develop-
ment of an XUV/soft x-ray source, where the emitted undulator radiation wavelength
can be tuned over a broad spectral range by controlling the electron beam energy
(equation (2.1)). The experimental setup for the generation of laser-plasma driven
undulator radiation is depicted in figure 4.36. A terawatt IR laser is focused into a
variable length, hydrogen-filled gas cell resulting in the generation of electrons in the
250–450 MeV range. The electrons are collimated by a fully motorized doublet of
permanent magnet quadrupole lenses [195] and propagate through an undulator. As
the electrons travel through a miniature rotatable undulator, XUV/soft x-ray pulses
are generated. A dipole magnet after the undulator separates the electrons and x-rays
in space allowing for the spectral characterization of the electrons by means of a scin-
tillating screen. A set of three different multilayer mirrors behind the dipole magnet
allows for the spectral shaping of the XUV/soft x-ray pulses. The three multilayer
systems have been realized on concave spherical substrates aiming for three different
center energies: 95 eV utilizing a Mo/Si system and 200 eV respectively 300 eV with
Cr/Sc. The corresponding design parameters are listed in table 4.9. The experiment
Energy Material system N d [nm] γ
95 eV Mo/Si 20 9.61 0.4
200 eV Cr/Sc 26 4.48 0.4
300 eV Cr/Sc 38 2.98 0.4
Table 4.9: Multilayer mirror parameters for the undulator experiment. Three
multilayer mirrors have been realized to spectrally shape the generated photon spectrum
from a laser-plasma driven undulator.
demonstrates the study of undulator radiation across the range of 95 eV to 300 eV.
The photon energy range is determined by the electron beam energies which are lim-
ited by the driver laser parameters. Figure 4.37 shows table-top undulator radiation
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Figure 4.36: Experimental setup for generating laser-plasma driven undulator
radiation. The laser (red) is focused into a gas cell, generating electrons in the range of 250–
450 MeV. Residual laser light after the cell is blocked by a 20 µm tick Al filter. The electrons
(blue) are focused by quadrupole lenses and propagate through an undulator, where the
electrons move on a sinusoidal trajectory, emitting radiation up to the water window spectral
range. A dipole magnet after the undulator bends the electron beam downwards onto a
scintillating screen for spectral characterization, and thus separates the x-ray beam (brown)
from the electrons in space. The XUV/soft x-ray pulses are reflected by multilayer mirrors
90o off the beam axis into an x-ray spectrometer. The x-ray beam polarization, indicated
by brown arrows, can be tuned by rotating the undulator. P-polarization is in terms of
mirror reflectivity not recommended, since the angle of incidence is 45o degree, thus close
to the Brewster angle (figure and caption taken/adapted from [194]).
which has been measured with the 95 eV Mo/Si multilayer mirror in combination
with a 250 nm thick Zr filter and a 500 µm entrance slit at the spectrometer. The
single shot spectrum has the ± 1st diffraction order at 13.0 nm (=̂95 eV), with a
shot-to-shot reproducibility of 0.2 nm rms. The bandwidth of 7.0% rms is set by the
mirror reflectivity profile which was calibrated indipendently at the ALS. However,
in the lineout of figure 4.37 (blue) it appears broader due to the finite size of the
spectrometer entrance slit. A gold coated mirror with a flat reflectivity profile was
also used to reference the effect of the Mo/Si mirror. Using the gold mirror leads to a
broadband measured undulator radiation, covering the range of ≈7–14 nm, whereas
the multilayer mirror facilitates the control of the central photon wavelength and
bandwidth independent of the stability of electron beam parameters.
The Cr/Sc multilayer mirrors have been designed to measure undulator radiation
at 200 eV and 300 eV, respectively. Figure 4.38 depicts, for each of the three realized
mirrors, the measured XUV/soft x-ray reflectometry data (orange) from the ALS
together with the corresponding fit (blue). Each measurement profile is reproduced
very well by the fit indicating well understood material systems. Figure 4.38(d)
shows measured undulator radiation in the water window, which has been filtered
with the 296.6 eV (=̂4.18 nm) mirror and a 200 nm thick Pd filter. The presented
spectrum (orange) is averaged over 10 shots due to a comparably low spectrometer
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Figure 4.37: Comparison of gold and multilayer mirror filtered undulator ra-
diation. Normalized lineouts of filtered table-top undulator radiation reflected from the
multilayer mirror (blue) and gold coated mirror (orange). The relative intensities of the
zeroth and ±1st diffraction order vary, as the zeroth order from the broadband gold mirror
has a richer spectral content and therefore appears more intense compared to the widely
dispersed first order. The -1st diffraction order after the ML mirror peaks at λ=12.94 nm
and λ=12.88 nm, which is in excellent agreement with the central wavelength of the ML
mirror at λ0=12.93 nm. Please note that, due to the 500 µm slit, the measured bandwidth
∆λ/λ=0.15 is dominated by the source size and larger than the actually reflected band-
width of 6.8 eV. The spectra are lineouts from the raw CCD images (insets to the left)
of the undulator spectrum recorded with a 500 µm entrance slit and a 250 nm Zr filter
after the multilayer mirror (left) and gold mirror(right). The inset on the right shows the
transmission from undulator to target, i.e. the measured mirror reflectivity combined with
the transmission of a 250 nm Zr filter (figure and caption taken/adapted from [194] and
courtesy of Andreas Richard Maier).
signal at this photon energy. The corresponding spectrum fit is indicated by three
Gaussians (blue). The evaluated ± 1st diffraction order is at 3.9 nm within the shown
error bars (gray area) of the measurement. It is the the highest measured photon
energy from a plasma-driven undulator reported until now. The number of emitted
photons is (2.7±1.1)·105 at 6 nm and (2.5±0.8)·105 at 4 nm, respectively. This result
proves photon numbers on the order of 105 per pulse with a duration of few-fs and a
bandwidth of ≈3% rms independent of the photon energy. A. R. Maier is the owner
of the measured and evaluated undulator radiation data.
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Figure 4.38: Water window pulses from a LWFA driven undulator. (a), (b) and
(c) measured (orange) and fitted (blue) XUV/soft x-ray reflectivity of the three multilayer
mirrors under 45 degree normal incidence. (d) Undulator radiation reflected from the water
window mirror (4.18 nm) in combination with a 200 nm Pd filter in the spectrometer. The
inset shows the transmission of the mirror/filter combination. Without the transmission
grating 900±300 photons per pulse are recorded at the CCD camera. Due to the low
grating efficiency (about 8% efficiency at 4 nm) each measured spectrum contains only a
few tens of photons and the spectrum is averaged over 10 shots (orange). The gray area
marks one standard deviation of the signal. The fitted spectrum (blue, three Gaussians)
has a -1st diffraction order at 3.9 nm, a deviation of less than 10% compared to the mirror
characterization, which can be explained by the statistics with low photon number. No
entrance slit was used for this measurement. The radiation bandwidth is 2.4% rms, as
verified by the independent mirror characterization, although it appears broader in the above
measured spectrum due to the extended source size ((d) figure and caption taken/adapted
from [194] and courtesy of Andreas Richard Maier).
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4.8 Multilayer mirrors for the Sc L3-edge and Ti L3-
edge
Section 2.3.2.1 has shown that a maximum mirror reflectivity can be achieved in the
vicinity of absorption edges of the materials used. Figure 2.39 shows that in the case
of a Cr/Sc multilayer mirror the highest reflectivity can be achieved in the vicinity
of the Sc L3-edge at 398.7 eV. Two mirrors have been fabricated in order to test the
deposition with optimized kinetic energies, which is described in section 4.4. One
mirror was realized with the default deposition parameters whereas the second one
was realized with optimized kinetic energies of the target atoms. Both mirrors are
high periodic (N=500) systems and were designed for a normal incidence reflection
close to the Sc L3-edge. A first soft x-ray reflectometry scan determined the angle
where maximum reflectivity is achieved at λ=3.12 nm. This angle was then used
for the spectral scan to determine the reflectivity profile dependent on the energy.
Figure 4.39 depicts the results of the soft x-ray measurement for the default (green)
and optimized (orange) parameter set. The maximum reflectivity could be increased
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Figure 4.39: Multilayer mirrors for the Sc L3-edge. Soft x-ray measurement of
two high periodic (N=500) Cr/Sc multilayer mirrors. One was realized with the default
deposition parameters (green) whereas the second one with optimized parameters (orange).
The default mirror shows a maximum reflectivity of 10.4% at a normal incidence angle of
α=4.1o (corresponds to σ=0.46 nm). The optimzed deposition parameters increase this
value by more than a facor of two resulting in a peak reflectivity of 21% at 8.6o normal
incidence (corresponds to σ=0.39 nm). Both mirrors have a target period thickness of
d=1.567 nm.
from 10.4% (default) to 21% (optimized), which means that the peak reflectivity
is improved by more than a factor of two in the vicinity of the Sc L3-edge. This
is, up till now, the highest reflectivity value at normal incidence for a pure Cr/Sc
multilayer mirror in the vicinity of the Sc L3-edge. A higher peak reflectivity could
only be achieved by the use of B4C barrier layers [105]. Please note that ion beam
interface polishing has not been used up till now for our ion beam deposited Cr/Sc
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multilayer mirrors working at this center energy. Interface polished high periodic
Cr/Sc multilayer mirrors should show an even more improved peak reflectivity.
For a higher photon energy one switches from Sc based systems to Ti based
systems facilitating a high mirror reflectivity at the Ti L3-edge at 453.8 eV. A high
periodic (N=700) Ti/Ni multilayer mirror with 1400 layers has been realized for the Ti
L3-edge at normal incidence. An optimum γ-ratio of γ=dTi/d=0.65 was used resulting
in layer thicknesses of dTi=0.912 nm and dNi=0.491 nm. The soft x-ray measurement
reveals a peak reflectivity of 0.82% at 452.8 eV and 12.5o normal incidence. The
measurement (orange) and the corresponding fit (blue) is shown in figure 4.40. This
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Figure 4.40: Multilayer mirror for the Ti L3-edge. Soft x-ray measurement (or-
ange) and the corresponding fit (blue) of a high periodic (N=700) Ti/Ni multilayer mirror.
The measurement was realized at 12.5o normal incidence and reveals an interface rough-
ness of σ=0.533 nm. The corresponding design parameters are γ=dTi/d=0.65 nm and
d=1.4028 nm.
rather low reflectivity can be attributed to the high interface roughness of σ=0.533 nm
which was extracted from the fit. For the optimization of this material system one
should reduce the period number because accumulation of roughness (figure 3.3(b))
is definitely very pronounced in a 1400 layer stack. Reducing the kinetic energy of
both target materials and using ion beam assisted interface polishing similar to the
Cr/Sc system should improve the performance of Ti/Ni multilayer mirrors.
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4.9 Cr/Sc multilayer mirrors for attosecond pulses
at 145 eV
This final section will present the first application of Cr/Sc multilayer mirrors to
attosecond science. The material system has been optimized for attosecond pulses
and is now applied to these pulses for the first time. Most of the results have been
published in [171]. The development of attosecond soft x-ray sources toward photon
wavelengths below 10 nm is also driving the development of suited broadband mul-
tilayer optics for steering and shaping attosecond pulses, as presented in this thesis.
As a final result this section will demonstrate that current attosecond experiments
in the sub-200 eV range also benefit from the improvement of water window mul-
tilayer optics, since their design can be adjusted to the lower energy range. Cr/Sc
multilayer mirrors, optimized by tailored material dependent deposition and inter-
face polishing, are utilized for the generation of single attosecond pulses from a high
harmonic cut-off spectrum at a central energy of 145 eV. Isolated attosecond pulses
have been measured by soft x-ray-pump/NIR-probe electron streaking experiments
and characterized using frequency-resolved optical gating for complete reconstruction
of attosecond bursts (FROG/CRAB). The results demonstrate that Cr/Sc multilayer
mirrors can be used as efficient attosecond optics for reflecting attosecond pulses with
a pulse duration of 600 as at a photon energy of 145 eV, which is a prerequisite for
present and future attosecond experiments in this energy range.
It has been shown that the development and optimization of highly reflective near-
normal incidence multilayer mirror optics, for the water window spectral range [157],
has been a topic of intensive research over the recent past [113, 112]. Their driving
force is the prospect of high-resolution soft x-ray microscopy [19, 77], soft x-ray
astronomy [175, 96], new optics for soft x-ray FELs [182] or time-resolved attosecond
soft x-ray spectroscopy [20, 196]. The previous sections have demonstrated that these
multilayer mirrors provide a unique approach for beam steering, spatial and spectral
shaping as well as spectral phase control with reasonably low reflective losses. It
will be shown that optimizing the Cr/Sc material system is not only a key to future
attosecond experiments in the water window [149], but also facilitates a promising
choice for realizing new attosecond experiments at around 130-160 eV, the energy
range where attosecond sources with sufficient photon flux are nowadays already
available [197], but multilayer optics are very limited. The dominating generation
process for single isolated attosecond pulses is HHG in gases [40] driven by intense
phase-stabilized few-cycle laser pulses [69]. Multilayer mirrors allow for spectral
filtering of the broadband high harmonic spectrum in the XUV/soft x-ray range with
a very high precision upon reflection [2, 168]. Central energy and bandwidth of
the reflected spectrum can be designed in a flexible manner by the proper choice of
layer materials and the multilayer stack design [16]. Figure 4.41 shows a simulation
comparison of certain established multilayer material systems reflecting (attosecond)
HHG pulses with a central energy of 145 eV and a FWHM bandwidth of 3 eV at
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an angle of normal incidence of 5 degree. The parameters were chosen as a trade-off
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Figure 4.41: Comparison of certain material systems at 145 eV. Simulation com-
parison of certain multilayer material systems for the reflection of a FWHM bandwidth of
3 eV centered at 145 eV. The small inset shows a comparison of the Cr/Sc and Pd/B4C
system in the time domain including the transmission through a 200 nm thick palladium
(Pd) filter. The black line shows the Fourier limit (FL) of the Cr/Sc mirror reflection.
between spectral and temporal resolution in high-resolution attosecond experiments.
The simulations show only a weak suppression of unwanted low energy out-of-
band radiation in the range of ≈120 eV with lanthanum (La) based multilayer mirrors
(La/Mo, La/B4C). The inevitable and commonly used metal filter for blocking the
near-infrared (NIR) laser radiation (typically a 200 nm thick palladium (Pd) filter)
cannot be used to eliminate the out-of-band radiation due to its transmission prop-
erties. As a result, chirped plateau harmonics are not sufficiently suppressed by such
multilayer reflectors, which is a prerequisite for filtering isolated single attosecond
pulses from the cut-off area of the high harmonic spectrum. This suppression of low
energy out-of-band radiation is essential for attosecond spectroscopy experiments for
e.g. delay measurements [9] or direct observation of electron propagation [17]. Well
established Mo/Si mirrors, which are widely used in attosecond experiments at pho-
ton energies below the silicon L3-edge at ≈100 eV, suffer from very low reflectivity
above 100 eV. Other molybdenum based multilayer systems like Mo/B4C, Mo/Y,
Mo/Be or Mo/Sr, which on the one hand can provide a higher degree of out-of- band
radiation suppression (for Mo/B4C) accompanied with a higher reflectivity (Mo/Y,
Mo/Be, Mo/Sr) [198, 199, 200, 201] but on the other hand suffer from strong spec-
tral modulations around the main reflectivity Bragg peak by Kiessig fringes and
therefore introduce additional GDD, which broadens the pulse in the time domain.
Furthermore, Mo/Sr is not stable and shows long-term degradation, and beryllium is
strongly toxic, thus limiting experimental adoption. A reflection comparison in the
time domain of multilayer mirrors composed of Cr/Sc and a highly reflective system,
here as example Pd/B4C [202], is shown in the small inset of figure 4.41, which al-
ready takes the transmission and the spectral phase of a 200 nm thick Pd filter into
account. Whereas the pulse reflection of the Cr/Sc mirror is close to its Fourier limit
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and exhibits a Gaussian pulse shape, the Pd/B4C system shows unwanted temporal
pulse broadening due to GDD as well as temporal modulations resulting from the
multilayer reflectivity fringes. However, the Cr/Sc multilayer mirror system combines
all the advantages required for applications with HHG attosecond pulses: Sufficient
throughput due to the optimized reflectivity [169], suppression of out-of-band radia-
tion components (in case of the lanthanum based systems a thicker filter can increase
the suppression in the 120 eV range but reduces the overall throughput as well) and
a nearly (Fourier limited) Gaussian pulse profile, both in the spectral and temporal
domain. The corresponding mirror parameters (period thickness d, ratio γ, interface
roughness σ, period number N and capping) applied in the simulations of figure 4.41,
for a FWHM bandwidth of 3 eV centered at 145 eV, are depicted in table 4.10. The
System d [nm] γ σ [nm] N capping
Cr/Sc 4.371 0.4 0.5 65 1.4 nm nat. oxide
La/B4C 4.402 0.5 0.8 50 —–
La/Mo 4.423 0.5 0.4 56 3 nm B4C
Pd/B4C 4.402 0.6 0.84 44 —–
Mo/Si 4.376 0.5 0.5 60 1.5 nm nat. oxide
Table 4.10: Mirror parameters for certain material systems at 145 eV. Overview
of the used mirror parameters for the simulation of figure 4.41.
experimental realization of the Cr/Sc attosecond multilayer mirror was performed
by dual ion-beam sputtering technique [149] together with a tailored interface pol-
ishing process [169] for a higher mirror reflectivity. For a later characterization by
attosecond streaking, the mirror was also analyzed by two independent measurement
techniques, hard x-ray reflectometry and XUV/soft x-ray reflectometry. The XRR
measurement, utilizing a molybdenum Kα source with a wavelength of λ≈0.071 nm,
was performed on a flat witness sample, grown on a silicon (100) wafer with a na-
tive SiO2 layer. A comparison of the measured and simulated XRR data of the
Cr/Sc attosecond mirror is shown in figure 4.42. The fitting procedure of the XRR
measurement, including the native Cr2O3 top layer, reveals only a 0.2% shift of the
aimed period thickness and a Névot-Croce [103] interface roughness of σ=0.198 nm
as even the 9th Bragg order is well resolved. The 5th Bragg order is not completely
suppressed and points to a period thickness ratio of γ=0.405. The multilayer still
shows a pronounced periodicity as indicated by very sharp Bragg peaks, even though
every 10th period the chromium layer was polished with krypton (Kr) ions (section
4.4.2.2). The strong periodicity is the prerequisite for a flat spectral phase upon
reflection without additionally introduced GDD.
We have also analyzed the Cr/Sc mirror reflectivity at near-normal incidence by
XUV/soft x-ray reflectometry, which was performed on a second witness sample. The
measured reflectivity profile, together with its simulation and target curve, is shown
in figure 4.43. The Cr/Sc attosecond mirror design exhibits a maximum reflectivity
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Figure 4.42: XRR measurement of the 145 eV attosecond mirror. Hard x-ray
reflectometry measurement (green dots) and the fit (solid blue) of the Cr/Sc attosecond
mirror.
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Figure 4.43: XUV/soft x-ray measurement of the 145 eV attosecond mirror.
XUV/soft x-ray reflectometry measurement (solid orange), the corresponding fit (solid blue)
and the target design (dotted gray) together with the simulated phase (dashed red). The
mirror design parameters are listed on the left side.
of Rmax=8.36% centered at 145.4 eV and reflects over the intended bandwidth of
≈3 eV, as depicted by the solid brown line in figure 4.43. We find a perfect match
of the simulation (solid blue) and the measurement, with only a 0.27% shift of the
measured peak wavelength from the target wavelength (dotted gray). The XUV/soft
x-ray measurement was carried out at the PTB beamline at BESSY II in Berlin.
As a final application of this Cr/Sc multilayer mirror to attosecond pulses at
145 eV, an attosecond electron streaking experiment was performed to characterize
the mirrors temporal attosecond pulse response. High harmonics have been generated
in a neon (Ne) gas jet (200 mbar, <4 fs, 1.5 mJ, f=40 cm), resulting in a high
harmonic spectrum with a cut-off energy ranging up to 150 eV, and are then focused
by means of a Cr/Sc multilayer-coated double mirror in a second Ne gas jet for
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photoionization. To characterize the attosecond pulses upon reflection from the Cr/Sc
multilayer mirror, the well established XUV/soft x-ray pump/NIR probe streaking
technique [73] was used. Here, both the attosecond soft x-ray pulse and the NIR
laser pulse are focused by a double mirror (figure 2.10) into neon gas. The soft x-ray
pulse photoionizes Ne atoms, which frees photoelectrons from the 2p shell, which are
then momentum-streaked by the co-propagating temporally synchronized and phase
stabilized NIR laser’s electric field. The inner part of the double mirror can be moved
with respect to the outer part, to introduce a temporal delay between the soft x-ray
pulse, which is reflected at the mirror core, and the laser pulse, which is reflected at
the outer ring. Changing the delay between the laser and the soft x-ray attosecond
pulse yields a typical streaking spectrogram (figure 4.44(a)). FROG/CRAB [79]
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Figure 4.44: Attosecond electron streaking at a photon energy of 145 eV. Results
of an attosecond electron streaking experiment for pulse characterization in neon utilizing
the Cr/Sc multilayer mirror. (a) Measured electron streaking trace and (b) the retrieved
trace performed by FROG/CRAB analyses. (c) The retrieved soft x-ray pulse (solid blue)
and the phase (dotted red) in the spectral domain. (d) Soft x-ray pulse and phase in the
temporal domain.
analysis allows for a complete reconstruction of both the intensity and the phase of
the soft x-ray attosecond pulse, as well as the vector potential of the streaking laser
field from a recorded spectrogram (figure 4.44a). Figure 4.44(b) shows the result
of the appropriate FROG/CRAB retrieval as described in [80, 81]. The retrieved
intensity and phase of the soft x-ray pulse are depicted in figure 4.44, once in the
spectral (c) and once in the temporal (d) domain. Shifted by the binding energy of the
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Ne-2p electrons (21.6 eV) the soft x-ray pulse shows a central energy of 145.6 eV which
is in agreement to the target and the previously described results. With the retrieved
spectral bandwidth and phase being the most prominent sources of uncertainty, the
temporal error can be estimated to be about 20 as. From the retrieved amplitude
and phase, an attosecond pulse duration of about 580 as is found in the temporal
domain which is in excellent agreement with the previous estimations (based solely
on the mirror reflectivity plus the assumption of a flat mirror phase). A perfect
Gaussian Fourier limited pulse with 2.9 eV bandwidth has a duration of 629 as. In
summary, an optimized Cr/Sc multilayer mirror has been developed and applied for
reflecting single isolated attosecond pulses at a photon energy of 145 eV with a pulse
duration of 580 as which is, to the best of our knowledge, 27 eV higher than the
recent energy limit in table-top attosecond pump studies [17]. This experimental
achievement now paves the way for attosecond experiments above 130 eV, the soft
x-ray photon energy range which was not addressed until very recently. The true
benefit of this achievement is in its scaling toward the preparation of attosecond
pulses at even higher photon energies ranging into the water window spectral range,
which will give access to even deeper bound electronic core states and open up new
possibilities for attosecond experiments on biomolecules in the foreseen future. These
results have shown the generation and characterization of isolated attosecond pulses,
for the first time in the soft x-ray range at 145 eV, which is up until now the highest
central energy for characterized table-top attosecond pulses.

Chapter 5
Conclusions and outlook
Conclusions: The realization, optimization, development and characterization of
periodic and aperiodic multilayer optics for (attosecond) pulse shaping in the XUV/soft
x-ray range has been presented.
The main improvement was realized with the material combination of Cr and Sc
but other materials like Si, B4C, Mo, La, Ti Ni benefit from the adoption of this
knowledge. It has been proven that Cr/Sc can cover the spectral range between
140 eV to around 400 eV, where the optimized material system nowadays already
enables attosecond experiments in the lower energy regime and will be the key system
for attosecond science in the water window spectral range above 284 eV. The huge
improvement in the ion beam deposition control, as well as the detailed knowledge
of the material properties evaluated from various characterization methods, resulted
in excellent agreement between the measurements and multilayer simulations.
A transmissive multilayer system has been designed, fabricated and characterized
to transform linearly polarized attosecond pulses to almost circularly polarized. This
allows for e.g. XMCD measurements combined with a high temporal resolution.
High precision and high reflective periodic multilayer mirrors have been inves-
tigated for the subsequent realization and characterization of aperiodic attosecond
mirrors for attosecond pulse shaping in the water window with a high degree of free-
dom. An investigation of deposition effects and the study of the oxidation process in
detail enabled an almost perfect implementation of negatively and positively chirped
multilayer designs for future attosecond pulse compression.
The material system Cr/Sc has been optimized by tailoring the kinetic depo-
sition parameters and additionally interface polishing utilizing krypton ions. The
optimization process was accompanied by simulations and has been verified by vari-
ous physical characterization techniques. Together with a detailed study of material
contaminations and their subsequent removal, high reflective normal incidence mir-
rors could be realized at the lower spectral range of the water window as well as in
the vicinity of the Sc L3-edge. The measurements show until now the highest realized
peak reflectivity values of pure (without barrier layers) Cr/Sc multilayer mirrors.
Two very precise multilayer mirrors in terms of central wavelength have been
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realized for an imaging experiment. These mirrors have been applied for the spectral
filtering of a single narrowband HHG peak to allow for monochromatized illumination
of a sample and to resolve the sample structure with a sub-wavelength resolution of
26 nm (corresponding to 0.8λ) by CDI.
Three different multilayer mirrors have been realized, characterized and applied
to spectrally shape radiation from a laser-plasma driven undulator. The experiment
proves the successful isolation and characterization of XUV/soft x-ray pulses at three
different central energies where the highest energy could be realized in the water
window close to 300 eV. It is the highest measured photon energy from a laser-
plasma driven undulator reported until now.
An optimized Cr/Sc multilayer mirror has been developed and applied for the
generation of isolated attosecond pulses at a photon energy of 145 eV and a pulse
duration of 580 as. The benefit of this material system in comparison to others has
been investigated indicating close to Fourier limited pulse reflections, a prerequisite
for attosecond experiments with a high temporal resolution. For the first time in the
soft x-ray range at 145 eV, the pulses have been characterized by attosecond electron
streaking, which is the highest central energy for characterized table-top attosecond
pulses to date.
Outlook: The presented optimization concepts for the Cr/Sc system were only
the first steps. A more accurate analysis of the best kinetic energy of chromium and
scandium for the ion beam deposition and the ion beam interface polishing, prob-
ably with individual sputter voltages for each material, would push the reflectivity
and photon throughput to even higher values. This would relax the constraint on
future attosecond sources as a higher mirror reflectivity can come along with a lower
provided photon flux from the source.
The concept is in principle not limited by the material system and can improve
the multilayer optics at even higher energies (e.g. V/Ni in the ≈450–500 eV range) or
can be adopted to boron based systems (e.g. La/B4C). High reflective mirrors close
to the boron K-edge (188 eV=̂6.6 nm) may shift the EUVL wavelength from 13.5 nm
down to 6.7 nm and enable further shrinking of a transistor size. Figure 2.36 has
shown that La/B4C mirrors can theoretically achieve equal or even higher reflectivity
values close to the boron K-edge than current state-of-the-art Mo/Si mirrors in the
vicinity of the silicon L3-edge.
Attosecond physics will overlap with the boron edge on the way toward higher
energies and would also benefit from such an optimized material system. Ever higher
photon energies will enable a higher spectral, temporal and spatial resolution and
allow for the probing of electron dynamics of ever more material systems as deeper
electron core-shells can be addressed. Reaching the famous water window spectral
range will extend the attosecond techniques to biomolecules and may facilitate at-
tosecond in vivo experiments.
The concept of chirped mirrors, which are nowadays commercially available for
the VIS/IR spectral range, found its way toward the XUV and even the soft x-ray
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range by ever improved layer accuracy and may find its application in the control
of photoionized electrons by chirped few-cycle attosecond pulses [203] or in shaping
possibly future attosecond FEL pulses by chirped grazing incidence mirrors.
Summarizing, the outlook of attosecond physics goes toward ever higher photon
energies and ever shorter pulses allowing the investigation of electron dynamics in
matter and may even lead to their control. High precise periodic and tailored ape-
riodic multilayer mirrors will serve as key components for those future experiments,
for the generation of single attosecond pulses and their shaping, as nowadays they
already are.

Data archiving
The experimental raw data, evaluation files, and original figures can be found on the
Data Archive Server of the Laboratory for Attosecond Physics at the Max Planck
Institute of Quantum Optics:
Every single folder name is related to the figure number in this thesis and contains
exactly one MATLAB script and all necessary data to reproduce the figure. Most of the
data is kept as raw data and all data manipulation is performed by the commented
MATLAB script and therefore easily reproducible. Loading the script and pressing F5
reproduces all figures. The MATLAB script generates the figure which is finally saved
as FigX_Y.fig and FigX_Y.ai, for compatibility reasons with Adobe Illustrator.
The FigX_Y.ai file was opened in Adobe Illustrator and the font size, font name,
color coding (RGB) and the image size was adjusted to ensure the correct appearance
in the thesis. This layout-converted figure was saved as FigX_Y_converted.ai and
FigX_Y_converted.pdf (detailed information is provided in a readme.txt if another
procedure was used for the figure realization). The pdf-file was used as input in the
LATEX (Lamport TeX by Leslie Lamport) script which generated the complete thesis.
Figures which are produced without any data (e.g. drawings) were designed in Adobe
Illustrator and saved as FigX_Y.ai and FigX_Y.pdf. The software versions which
were used for this procedure are MATLAB R2009a and Adobe Illustrator CS2.
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Acronyms
List of abbreviations used throughout this thesis:
Al aluminum
Al2O3 aluminum oxide
ALS Advanced Light Source in Berkeley, USA
APT attosecond pulse train(s)
Ar argon
as attosecond
ATI above threshold ionization
B boron
B4C boron carbide
Ba barium
Be beryllium
BS beamstop
BESSY Berliner Elektronenspeicherring-Gesellschaft für Synchrotronstrahlung
C carbon
Ca calcium
CCD charge-coupled device
CDI coherent diffractive imaging
CE carrier-envelop
CEP carrier-envelop phase
cm centimeter
Co cobalt
CPA chirped pulse amplification
Cr chromium
Cr2O3 chromium(III) oxide
ct count(s)
Cu copper (from latin: cuprum)
CXRO Center for X-Ray Optics in Berkely, USA
DCM dielectric chirped mirrors
EASE easy-to-use acquisition/analyses software for spectroscopic ellipsometry
(software by J. A. Woollam Co., Inc.)
EDX energy dispersive x-ray spectroscopy
e.g. for example (from latin: exempli gratia)
164 5. Acronyms
EUVL extreme ultraviolet lithography
eV electronvolt
Fe iron (from latin: ferrum)
FEL free electron laser
FL Fourier limit
FLASH Free electron laser in Hamburg
FROG/CRAB frequency-resolved optical gating for complete reconstruction of
attosecond bursts
fs femtosecond(s)
FWHM full width at half maximum
GD group delay
GDD group delay dispersion
Ge germanium
GIXR grazing incidence x-ray reflectometry
GV gigavolt
h hour(s)
HAADF high angle annular dark field
HHG high harmonic generation
i.e. that is (from latin: id est)
IR infrared
keV kiloelectronvolt
kHz kilohertz
Kr krypton
kV kilo volt
La lanthanum
LAP laboratory for attosecond physics
LCLS Linac Coherent Light Source in Stanford, USA
LMU Ludwig-Maximilians-Universität München
LPP laser produced plasma
LVDT linear variable differential transformer
LWFA laser wakefield acceleration
m meter
mA milliampere
MAP Munich-Centre for Advanced Photonics
MATLAB MATrix LABoratory (software by Mathworks)
mbar millibar
MeV megaelectronvolt
meV millielectronvolt
MF merit function
Mg magnesium
min minute(s)
mJ millijoule
ML multilayer
165
mm millimeter
Mo molybdenum
MPQ Max-Planck-Institute of Quantum Optics
ms millisecond(s)
µJ mikrojoule
µm mikrometer
Ne neon
Ni nickel
NIR near-infrared
nm nanometer
O oxygen
PBN plasma bridge neutralizer
pC picocoulomb(s)
Pd palladium
pdf portable document format (developed by Adobe Systems)
PMMA polymethylmethacrylat
PSD power spectral density
PTB Physikalisch-Technische Bundesanstalt in Berlin
R reflectivity or radius (depending on the context)
RABBITT Reconstruction of Attosecond harmonic Beating By Interference of
Two-photon Transitions
RF radio frequency
RGB red-green-blue color space
Rh rhodium
rms root mean square
ROC radius of curvature
rpm rotations per minute
Ru ruthenium
s second(s)
SASE self amplified spontaneous emission
Sc scandium
Sc2O3 scandium(III) oxide
SD standard deviation or sputter design (depending on context)
Si silicon
Si3N4 silicon nitride
SiO2 silicon dioxide
Sr Strontium
SRIM the stopping and range of ions in matter
STEM scanning transmission electron microscopy
TEM transmission electron microscopy
Ti titanium
TOD third order dispersion
UHH Universität Hamburg
166 5. Acronyms
UV ultraviolet
V vanadium or volt (depending on context)
VIS visible
W tungsten or watt (depending on the context)
Xe xenon
XMCD XUV/x-ray magnetic circular dichroism
XRR x-ray reflectometry
XUV (also EUV) extreme ultraviolet
Y yttrium
Zr zirconium
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