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ABSTRACT
There is some discrepancy on how differential reinforcement of other behavior (DRO) and
response cost (RC) affect responding within the context of token economies. We evaluated DRO
and two variations of response cost with and without verbal feedback to decrease response errors
in the context of academic skills for three children diagnosed with Down syndrome. The results
suggest that a token economy intervention alone, with or without verbal feedback, was not
effective for 2 of 3 participants. Gestural prompting was required to reduce response errors for
those 2 participants and is possibly responsible for reducing response errors for the third
participant.
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CHAPTER ONE:
INTRODUCTION
A token economy has been defined as a complex system of reinforcement in which
tokens can be used to purchase reinforcing goods, services, or privileges (Ivy, Meindl, Overley,
& Robson, 2017). The system is comprised of six interconnected components: identification of
(a) target behavior, (b) tokens, (c) backup reinforcers, (d) the token production schedule, (e) the
exchange-production schedule, and (f) the token-exchange schedule. Token economies have
been useful for simultaneously reducing problem behavior while increasing desired behavior.
Tokens can be provided contingent on the absence of problem behavior, as in differential
reinforcement of other behavior (DRO), where the original reinforcement contingency is
replaced, and the absence of the behavior results in reinforcement (Thompson, Iwata, Hanley,
Dozier, & Samaha, 2003). Tokens can also be removed contingent on the presence of problem
behavior known as response cost (RC). Below are some examples of studies that have
implemented these interventions either singly or within a multi-treatment intervention package.
Reward and Cost Token Systems
Konczak and Johnson (1983) used a reversal design in which DRO was implemented
during vocational activities to reduce inappropriate verbalizations in an adult with Down
syndrome. Tokens and praise were not provided during baseline phases. Sessions were 30 min
and tokens were delivered on a fixed time (FT) 60-s schedule during the first DRO phase, and FT
120-s schedule during the second DRO phase. Results showed a reduction of intervals with
inappropriate verbalizations in the DRO phases compared to baseline. Consequently, appropriate
1

verbalizations increased without direct reinforcement during the DRO and follow-up phases. In
another study, Thompson et al. (2003) compared extinction and DRO to evaluate the effects on
increasing a functional communicative response in an adult with intellectual disabilities. Tokens
and edible reinforcers were provided to the participant for emitting a communicative response of
“please” in sign language in the absence of inappropriate requesting (i.e., pointing to mouth and
said “eee,” reaching for a desired item, moving the plate toward the therapist to request an
edible). Inappropriate requests rarely occurred in the extinction phase and occurred only at the
beginning of DRO phases and then quickly decreased to low rates. In contrast, the appropriate
communicative response increased when reinforcement was introduced on a fixed ratio (FR)
schedule of reinforcement (i.e., FR-1).
Witt and Elliott (1982) implemented a RC procedure with three elementary-aged students
during 30-min sessions of independent work. Observers recorded on-task behavior in 10-s
intervals. Four tokens were in the participants’ possession and were removed contingent on the
occurrence of off-task behavior. Remaining tokens went into a lottery and one student earned a
prize in a drawing at the end of the school week. These procedures resulted in a reduction of offtask behavior, and on-task behavior increased. Moreover, Burchard and Barrera (1972) evaluated
the effects of different numbers of token loss and different numbers of minutes spent in timeout
on aggression of 11 teenage boys with developmental disabilities in a residential facility. Small
aluminum disks equivalent to money served as tokens in which the participants could purchase
meals, special privileges, clothes, recreation trips, bus tickets and more. During the 12-day
intervention, contingencies alternated between response cost and timeout contingencies of 5 or
2

30 token losses or 5- or 30-min timeout periods for engaging in aggression. The contingency in
place each day was not disclosed to participants or staff members, however, the participants
correctly identified the contingency 77% of the time evidenced by their decrease in problem
behavior. When higher amounts of token loss (i.e., 30 tokens) and timeout duration (i.e., 30 min)
contingencies were in place, a greater decrease in aggression was observed. When lower
amounts of token loss (i.e., 5 tokens) and shorter duration of timeout (i.e., 5 min) were in place,
aggression occurred more. Overall, the timeout contingency was slightly more effective than the
response cost contingency.

Comparison of Effectiveness and Preference
Some discrepancy remains on whether DRO or RC procedures are more effective, and
which results in faster behavior change. To compare these interventions, Iwata and Bailey (1974)
implemented a token economy comparing DRO and RC to increase social behavior (e.g., on task,
following rules) and academic performance (e.g., correct answers to math equations) with 15
elementary school students in a special education classroom. Preference for procedures were also
evaluated in a Choice condition. The RC contingency averaged slightly more tokens than the
DRO contingency, but overall, they were equally effective at decreasing off-task behavior.
Furthermore, there was no consistent pattern in students’ preference for either condition. Results
also showed that completion of arithmetic assignments increased following the intervention,
however, the intervention had little to no effect on the accuracy of the responses.
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In a more recent study, McGoey and DuPaul (2000) also compared DRO and RC to
reduce disruptive classroom behavior in four preschool children diagnosed with Attention Deficit
Hyperactivity Disorder. Tokens were provided contingent on the occurrence of the target
acquisition behavior (e.g., hands to self, quiet voice), and were removed contingent on the
occurrence of disruptive behavior (e.g., physical aggression, interrupts teacher). Once again,
there was little difference in the effectiveness of the interventions, however, the DRO
intervention effects appeared to diminish as the condition continued throughout the week. The
RC procedure maintained and was preferred by the teacher.
Lee, Penrod, and Price (2017) found similar results when DRO and RC were
implemented as a group contingency with typically developing fifth- and sixth-grade classrooms.
Social validity results suggested that teachers preferred the RC condition over the token
reinforcement condition. However, there were little differences between the effectiveness of the
interventions. Both resulted in variable percentages of intervals with disruptive behavior with an
overall average of 50% reduction in all intervals. Visual inspection of the data revealed that there
is not a stable trend in either direction in comparing RC and token reinforcement. Thus, there
was not a clear difference in the effectiveness of the procedures.
Conyers et al. (2004) compared DRO and RC to reduce disruptive behavior (e.g.,
screaming, crying, throwing objects) in 25 preschool students. The DRO sessions initially
yielded lower percentages of intervals with disruptive behavior, which then increased during
follow up sessions. Therefore, RC was most effective and reduced disruptive behavior to a mean
of 5% of intervals. However, it is important to note that experimenters provided verbal feedback
4

to students during RC sessions which may have contributed to the results. Therefore, it was
suggested that future researchers evaluate verbal feedback in all conditions to assess if it is a
necessary component.
Comparison with Verbal Feedback
Thus, Reynolds, Bloom, and Weyman (in prep) evaluated acquisition of arbitrary
matching to sample tasks using DRO and RC with and without verbal feedback with typically
developing undergraduate college students. In this study, participants were asked to match an
arbitrary shape to a letter within an array of four letters. Three conditions DRO, response cost
immediate (RC-I), and response cost delay (RC-D) were evaluated within two phases with and
without verbal feedback. The following describes the without verbal feedback phase. During the
DRO condition, tokens were provided contingent on the absence of an error after four
consecutive 10-s trials. This was repeated once per session, approximating a two-interval DRO.
Note that DRO implemented in this fashion does not describe a traditional DRO. A DRO is used
to reinforce the absence of a behavior within a specified period of time. Participants earned a
reinforcer for the absence of a response error (defined as an incorrect response or the absence of
a response), meaning that they were provided a token for engaging in a correct response. During
the RC-I condition, tokens were removed immediately upon the occurrence of an incorrect
response. In contrast, during the RC-D condition, tokens were removed for incorrect responses at
the end of the fourth 10-s trial and at the end of the eighth 10-s trial. Overall findings were that
when verbal feedback was not provided, RC-I was most effective. Perhaps the reason for this is
that the DRO condition includes a natural delay to the consequence due to the duration of an
5

interval passing before the consequence is provided. This delay may weaken the contingency.
The purpose of adding the RC-D condition was to make sure that the inherent delay to
reinforcement built into the DRO condition would not unfairly favor the RC condition. By doing
this, they were able to separate the effects of the condition from the feedback component of the
RC intervention.
In addition to token gain and removal, verbal feedback was implemented in the second
phase in all conditions to increase response accuracy across all conditions. Procedures were the
same in this phase, however, the statement “correct” was delivered in the DRO condition when a
correct response was emitted. The statement “incorrect” was delivered in the RC conditions
when an incorrect response was emitted. Once the verbal feedback was provided, errors
decreased across all conditions. This lends support to the idea that the immediate token removal
in the RC-I condition had a similar effect on behavior as verbal feedback.
Once two conditions reached 0% response errors within the same series, the choice phase
was implemented using a concurrent chains arrangement. Participants’ condition preferences
were evaluated. Results showed that preference was variable for all participants. That is,
participants did not always choose the condition in which they learned faster as their preferred
condition.
Insights of Reynolds et al. Study
The Reynolds et al. study is of value for many of reasons. First, this study compared two
token economy interventions (i.e., DRO and RC) to determine the effectiveness of one
intervention compared to the other. Results showed that RC was more effective than DRO.
6

Additionally, RC was separated into two conditions (i.e., RC-I and RC-D) to evaluate timing of
token removal on reducing response errors. In the first phase, the RC-I condition produced more
rapid reduction of response errors most likely because of the immediacy of feedback (i.e., token
removal) when a response error was emitted. Removal of the token signaled an incorrect
response. Therefore, response errors decreased as a function of escape from token removal.
These results were not as commonly produced in the DRO and RC-D conditions because
there was a delay to the consequence; tokens were provided and removed, respectively, well after
the response was emitted (e.g., 40 s after the response was emitted or whenever the analogue
DRO interval was complete). Thus, it was more difficult for the participant’s behavior to come
under control of this consequence – the contingency was not as strong. The timing of token
delivery or removal is relevant. By adding a delay to the RC-D, the impact of the natural delay
inherent in a DRO condition was able to be compared equally to the RC-D contingency. In both
conditions, tokens were removed or provided after 40 s. Therefore, DRO and RC-D were
compared strictly on the removal or addition of a token and not unequally by delay in
consequence. Delayed consequences may diminish treatment effectiveness because a delayed
consequence may reinforce or punish a response other than the one that is targeted for change
(one temporally contiguous to the consequence). This can result in a slower rate of behavior
change or implementation of an ineffective treatment. Another important feature of this study
was the addition of verbal feedback in the second phase. Along with token removal, this
feedback served as an additional signal for the occurrence of correct or incorrect responding. As
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hypothesized, response errors decreased in all conditions within this phase. Still, the RC-I
condition produced the most rapid reduction of response errors.
Reynolds et al. also implemented a choice phase in which participants were asked to
choose the condition they wanted to experience in the upcoming sessions. Choices were an
indication of participant preference. However, results did not show a consistent preference
among any participants. Identifying a preference for a reward system or cost system can be
beneficial for many reasons. First, allowing choice of intervention provides an opportunity for
the participant to self-advocate (Hanley, Piazza, Fisher, & Maglieri, 2005) which may be socially
significant to participants with developmental disabilities and their caregivers. Allowing for
choice of interventions may also reduce problem behaviors or disengagement in activities
(Cosden, Gannon & Haring, 1995). Additionally, the presence of a choice phase may increase
the likelihood that this intervention will be used within other learning contexts at the termination
of the study. For example, the clinical behavior analyst responsible for writing and implementing
treatment programs for the participant can incorporate choice conditions within programming.
Choice-making strategies can also be shared with the participant’s other service providers such
as teachers and occupational therapists to allow for a collaborative treatment across
environments.
Reynolds et al. can be used to choose the most effective intervention for an individual to
experience in applied settings. Individuals with developmental disabilities can benefit from a
token economy to support a variety of behaviors including to reduce response errors within
academic assignments (e.g., Ayllon & Roberts, 1974; Brigham, Graubard & Stans, 1972;
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Phillips, Phillips, Fixsen & Wolf, 1971). Thus, Reynolds et al. should be replicated with
individuals with developmental disabilities, and with non-arbitrary stimuli, to determine the
generality of the findings for a population with whom the procedure is likely to be used. For
example, children with Down syndrome may benefit from the procedures in this study. Research
has shown that individuals with Down syndrome have required more intensive training
procedures to reduce response errors due to engaging in stimulus overselectivity within matching
to sample contexts (Dube et al., 2016; Litrownik, McInnis, Wetzel-Pritchard, & Filipelli, 1978).
Additionally, their response errors increase as a greater number of stimuli are presented in an
array (Sella, Lanfranchi, and Zorzi, 2013). Acquisition of new skills such as tacting and
discrimination usually necessitate a larger number of teaching trials compared to typically
developing children (Sidman, Willson-Morris, & Kirk, 1986). Children with autism and other
developmental disabilities may also be relevant populations for this study, as DRO and RC have
been effective procedures used in past research with them (e.g. Ayllon & Azrin, 1965;
Falcomota, Roanne, Hovanetz, & Kettering, 2004; Matson & Boisjoli, 2009; McLaughlin &
Mallaby, 1977; Tarbox, Ghezzi, & Wilson, 2006).
DRO contingencies are mostly used as a procedure to reduce problem behaviors,
however, the current study did not use DRO for this purpose. Instead, we examined the DRO
phenomenon with children with Down syndrome and non-arbitrary stimuli, still allowing for a
translational approach. Translational research allows for more control over the environment and
control over the occurrence of the target response. Much of the previous research in this area has
been conducted in school settings but has combined appropriate classroom behavior and problem
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behavior. Participants who engage in problem behavior may present additional challenges and
may limit our ability to make comparisons. Using a translational approach will allow us to make
a step towards eventual application with problem behavior but without the pressure of
conducting research in the context of clinical goals related to problem behavior. However, if we
replicate the findings of Reynolds et al. (in prep), future researchers may want to implement the
procedures with individuals who engage in problem behavior to see if similar results can be
obtained.
Therefore, the purpose of the current study was to replicate and extend the findings of
Reynolds et al. (in prep) with children with Down syndrome to evaluate and compare reduction
of response errors using DRO, RC-I, and RC-D, with and without verbal feedback.
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CHAPTER TWO:
METHOD
Participants and Setting
The primary investigator (PI) emailed a recruitment flyer to a point of contact at a local
Down syndrome achievement center. The flyer had basic information about the study as well as
the PI’s contact information. The point of contact identified children who may be interested in
participating, then shared the flyer with his or her parent. The parent then contacted the PI to
setup a meeting to discuss the study in more detail. The primary investigator administered a
Demographic Questionnaire (see Appendix) created by the investigator to determine eligibility to
participate. There was a total of 20 questions which collected information on the child’s
experiences with token economies or other reward systems, receptive identification skills,
academic deficits and information regarding color preferences or color blindness. If answers
implied that the child could engage in one therapist-directed activity with minimal escapemaintained problem behavior for at least 10 min, scan an array of items before responding, and
make selections independently, the primary investigator scheduled to meet with the child for
further evaluation. Then, the aforementioned prerequisite skills were observed anecdotally.
Empirical data were not collected on these behaviors. If a child failed to engage in one or more
of these behaviors, then they were not considered for participation.
Four children diagnosed with Down syndrome were recruited for this study: Louise (a
14-year-old female), Walter (a 7-year-old male), Charlie (a 6-year-old male).and Emory (a 5year-old female). Emory did not complete the study due to engaging in problem behavior. Refer
11

to Table 1 for more information on each participant. Sessions were conducted at participant’s
homes and at a local achievement center for children with developmental disabilities in a quiet
area with minimal distractions. Visits were 1 to 2.5-hrs duration.
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Table 1
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Response Measurement and Data Collection
We collected data on correct responses and incorrect responses. The stimulus that the
participant touched first within the 10-s trial was counted as the response for that trial. Correct
responses were defined as touching the requested stimulus and was scored as ‘correct’. Incorrect
responses were defined as touching a non-requested stimulus or failing to respond within 10 s
and was scored as ‘incorrect’. The number of tokens earned during each session was also
recorded.
Treatment Integrity and Reliability
Research assistants collected reliability and treatment integrity data for 40% of Louise’s
sessions, 33% of Charlie’s sessions, and 35% of Charlie’s sessions through in-person direct
observation and by watching recorded sessions uploaded to a password protected Box.com©
account. Those who watched videos uploaded their data to the Box.com account or emailed data
directly to primary investigator. Additional precautionary measures such as only using the
participant’s pseudonym and keeping faces out of the camera helped to ensure their privacy. We
used the exact agreement method to score interobserver agreement (IOA) as a measurement of
the reliability of the observation system. Sessions were divided into eight 10-s trials. Agreement
was calculated by dividing the number of trials with agreement by the total number of trials in
the session, multiplied by 100 to get percentage of agreement (e.g., 6 trials scored in agreement
divided by 8 trials, multiplied by 100%). Reliability percentages were 100% in all sessions for
Louise, and 83%-100% with an average of 93% for Charlie’s and Walter’s sessions.
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Treatment integrity data was calculated by dividing the total number of steps
implemented correctly by the total number of steps in the task analysis for each condition (see
Appendix for task analyses). Treatment integrity was 100% in all sessions for Louise, and 83%100% with an average of 93% for Charlie and Walter.
Materials
The materials used in this study were seven token boards with tokens, error reduction
stimuli, backup reinforcers (i.e., edibles and leisure items), a stopwatch, data sheets, and a video
recording device.
Token boards. There were seven neutral-colored token boards used in this study. A
white colored token board was assigned to baseline and token training. Gray, tan and green
colored token boards were assigned to the RC-I, DRO and RC-D conditions, respectively. A 1-in
red border was added to the solid colored token boards assigned to the verbal feedback phase to
increase stimulus control and discrimination across conditions within this phase. The colors were
randomly assigned to the conditions and eight tokens were on each board. Tokens were in the
shape of a star and were the same color as the token board.
Stimulus Identification Assessment. Recall that Reynolds et al. taught arbitrary
matching tasks to college students. Their purpose for this was to compare the DRO and RC
interventions without producing effects that may negatively impact the participant’s lives.
Because the participants in this study had learning disabilities, we sought to incorporate tasks
that were socially significant to their lives. Instead of selecting arbitrary matching to sample
tasks, we chose individualized targets based on each child’s current needs. All children
15

demonstrated deficits in receptive identification tasks, so we targeted error reduction within these
tasks. Academic receptive identification strengths and deficits were first determined by parent
reports within the demographic and experience questionnaire and review of the participant’s
school individualized education plan (IEP). Then, the primary investigator briefly tested these
strengths to ensure they were in the child’s repertoire. Then, tasks that were slightly higher in
difficulty were presented. Tasks that were not observed in the child’s repertoire were further
tested using a ‘Stimulus Identification Assessment.’ We evaluated 20 stimuli in each category. in
arrays of six. Participants were asked to select the stimulus requested one at a time. Feedback
was not provided during the evaluation. A group of stimuli were selected when the participant
emitted at least 16 of 20 incorrect responses, or 80% incorrect responding. In other words, no
more than four of the 20 items (20% receptive identification) must have been recorded as ‘yes’.
Then, 12 of the 20 stimuli were randomly divided into three sets of four and assigned to a
condition.
All stimuli were equal in difficulty level and shared textual similarity in that they had
point-to-point correspondence. Louise’s task was to receptively identify three-letter sight words
beginning with the letter ‘B’ (e.g., bat, bar, bra). Walter’s task was to select the correct answer to
single-digit math problems with the number zero in the equation (e.g., 0 + 1, 0 + 2, 0 + 3).
Charlie’s task was to select the correct answer when presented with two numbers and the prompt
“What comes before?” (e.g., if the stimulus presented was ‘_____, 21, 22,’ the correct response
was selecting the number 20). Stimuli were printed in black ink on white paper and laminated.
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Preference assessment. A multiple stimulus without replacement (MSWO) preference
assessment was used to determine backup reinforcers. The methods were similar to DeLeon &
Iwata (1996) except that stimuli were randomly positioned during each trial instead of moving
each stimulus one position down the line and moving one to the other end. Edibles or leisure
items were presented approximately 5-cm apart in a random order in a curved line equidistant
from the participant. The participant was be prompted to choose one edible or item from the
array. Once a selection was made, the participant had approximately 15 s to engage with the item
freely. Then, the item was removed from the immediate area (if leisure items are used) or were
not replaced (if edibles are used). The remaining items were randomly repositioned and replaced
in front of the participant. This procedure continued until all items were selected, or until a
participant did not make a selection within 30 s from the beginning of a trial. If a selection was
not made, then all remaining items were recorded as “not selected.” The top four selected items
from the preference assessment were used as backup reinforcers in the study.
Backup reinforcers. Participants earned a backup reinforcer by engaging in no more
than two response errors per session, or no more than 25% incorrect responses. In other words,
the participant must have earned at least six of the eight tokens in a session to access the backup
reinforcer. During the study, the exchange rate was reduced for Louise because response errors
did not decrease to at least 50% correct responding. With this change, Louise must have engaged
in no more than five response errors, per session, or no more than 63% incorrect responses. The
purpose of this was to increase the likelihood that the participant would contact reinforcement.
When earned, the backup reinforcer was provided immediately after the session. If the backup
17

reinforcer was an edible, then one piece was immediately provided for the participant to
consume. If the backup reinforcer was access to a leisure item, it was immediately provided for a
few minutes after the session.
Design
We used a multielement design. Initially, this study included a reversal and a preference
assessment conducted using a concurrent chains arrangement. However, we did not implement
the concurrent chains arrangement. Two participants did not show a reduction in response errors.
Soon the third participant will participate in this phase. Similarly, we did not implement the
reversal with any participants because response errors did not decrease (for Louise and Charlie).
Token board training. A brief token training was implemented at the beginning of each
meeting using the white tokens from baseline. Initially, token board training was conducted in
which the participant exchanged an increasing number of tokens (i.e., one token, then three, then
five, then eight) to access the backup reinforcer. After approximately 10 sessions of these
exchanges, a response-cost simulated token training was conducted. All tokens were present on
the token board. The participant was not asked to engage in any response other than to attend to
the token board. The primary investigator stated, “You need at least six tokens to get
[edible/leisure item]. Watch.” Then the primary investigator removed tokens from the board.
During some trials, three or more tokens were removed, and five or less tokens remained. The
participant did not access the backup reinforcer during these trials. During other trials, two or
fewer tokens were removed, and six or more tokens remained. The participant accessed the
backup reinforcer in these trials. Trials of this response-cost token board training alternated
18

between access and non-access for approximately six trials. These procedures were developed
with intentions that the participant would first pair tokens with backup reinforcers, and then
would be exposed to the contingency that an increased number of tokens was needed to earn the
reinforcer. The response cost simulated training was intended to show the participant that losing
a certain number of tokens (i.e., more than two) would result in no backup reinforcer, even
though tokens were still left on the board. The effectiveness of this training was not as we hoped.
We expected to see a decrease in response errors during intervention, meaning that the tokens
became conditioned as generalized conditioned reinforcers, but this was not the case, displayed
by high percentages of response errors remaining. Therefore, a different conditioning strategy
was implemented.
Next, a general token training was also implemented in which tokens were paired with
backup reinforcers. Using a FR-1 schedule, the participant was required to engage in an
exchange response and then the backup reinforcer was immediately provided. The participant
chose the backup reinforcer (one of four) prior to exchange. Token training lasted for 10
exchanges before each session began.
Baseline
This phase consisted of presenting participants with an array of four stimuli two times for
a total of eight 10-s trials per session. A white token board was visible and near the participant
but was not utilized (i.e., tokens were not gained or lost). Backup reinforcers were not present or
provided. Baseline procedures were like those used in the SIA. The items were placed at equal
distances from each other in a straight line in front of the participant. The researcher stated a
19

phrase that signaled the start of the session: “I’m going to say the names of the [stimuli] one at a
time. Touch the [stimulus] I say. Are you ready?” Then, the researcher started the stopwatch and
simultaneously presented the discriminative stimulus (e.g., “What comes before?”). A new trial
began every 10 s. After four consecutive trials, all stimuli were collected, shuffled, and replaced
in a different order. Then the remaining four trials were implemented. The first response within
each trial was recorded. Items were not removed once selected and feedback was not provided. A
session ended at 90 s after all eight trials were presented. Baseline continued for at least three
series (i.e., RC-I, DRO, and RC-D implemented three times each) until responding was stable.
Phase I
This phase consisted of RC-I, DRO and RC-D implemented as a series without feedback.
The procedures of the no verbal feedback phase were identical to those described in baseline
with the exception that feedback (i.e., token gain or removal) was implemented. Prior to the start
of each session, the researcher stated the same phrase as in baseline with the addition of, “…if
you get at least 6 tokens, you will get W, X, Y, or Z,” where W, X, Y, and Z are the names of the
backup reinforcers: edibles or leisure items (Keyl-Austin et al., 2012). Then the participant
selected one of the four backup reinforcers. At the end of each session the researcher stated,
“You did/did not earn enough tokens; you do/do not get [edible or toy].”
Response cost immediate (RC-I). A gray token board was presented with all tokens on
the board at the start of the session. Tokens were lost and removed immediately contingent on an
incorrect response, or failure to respond at the end of a 10-s trial. A correct response did not
result in removal of a token. Verbal feedback was not provided.
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Differential reinforcement of other behavior (DRO). A tan token board with zero
tokens was presented at the start of the session. A token was earned for each trial in which there
was an absence of a response error (i.e., the participant engaged in a correct response) and was
delivered at two times throughout the session. Tokens earned in the first four trials were
delivered when the stopwatch read 40 s, and those earned in the last four trials were delivered
when the stopwatch read 90 s. In this way, we used blocks of trials to approximate DRO
intervals. A token was not delivered for each trial in which there was an incorrect. Verbal
feedback was not provided.
Response cost delay (RC-D). A green token board was presented with all tokens at the
start of the session. A token was lost for each trial in which there was an incorrect response. A
correct response did not result in removal of a token. Tokens lost in the first four trials were
removed at 40 s, and those lost in the last four trials were delivered at 90 s. Verbal feedback was
not provided.
Gestural prompt phase. If a participant engaged in more than 60% response errors for
six consecutive series, a gestural prompt was delivered. The researcher pointed to the correct
answer for the first 5 s of the 10-s trial. The participant’s first response was recorded. When one
condition had response errors that reduced to at least 50% (meaning, a 30% increase in correct
receptive identification) for two consecutive sessions, the second phase began.
Phase II
This phase was identical to Phase I except that verbal feedback was provided for each
response. The statement “correct” was delivered in the DRO condition immediately upon the
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occurrence of a correct response. The statement “incorrect” was delivered in the RC conditions
immediately upon the occurrence of an incorrect response, or when the participant failed to
respond within the 10-s trial. Note that the gestural prompt was not implemented in this phase.
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CHAPTER THREE:
RESULTS
The total number of sessions varied across participants. Louise experienced the greatest
number of sessions (i.e., 75 sessions) followed by Charlie (48 sessions) and Walter (45 sessions).
There was a consistent pattern with the other three participants during the first part of the
intervention. Percentage of incorrect responses were at similar levels in Phase I compared to
baseline percentages. Errors greatly reduced in the gestural phase and returned to baseline levels
in Phase II for two participants. One participant maintained a low percentage of response errors
in Phase II. Below we will describe each participant’s data.
Overall, Louise did not engage in a meaningful reduction of response errors across any
phase in either condition except when prompted in the gestural phase. She engaged in an average
of 77% response errors in baseline across all conditions. In the RC-I condition, response errors
averaged 85% in Phase I, 1% in the gestural phase, 73% in Phase II and 80% when the exchange
rate was reduced. In the DRO condition, response errors averaged 77% in Phase I, 1% in the
gestural phase, 59% in Phase II and 63% when the exchange rate was reduced. In the RC-D
condition, response errors averaged 68% in Phase I, 1% in the gestural phase, 73% in Phase II
and 54% when the exchange rate was reduced. Louise contacted reinforcement for 10 sessions
when the exchange rate was reduced, but the percentage of response errors stayed at similar
levels to Phase I and Phase II percentages.
Charlie engaged in a similar trend of responding compared to Louise. He engaged in an
average of 82% response errors in baseline across all conditions. In the RC-I condition, response
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errors averaged 81% in Phase I, 12% in the gestural phase, 88% in Phase II. In the DRO
condition, response errors averaged 77% in Phase I, 7% in the gestural phase and 75% in Phase
II. In the RC-D condition, response errors averaged 71% in Phase I, 0% in the gestural phase and
75% in Phase II. There was a 2% decrease in response errors in the DRO condition while
percentages of response errors increased in the response cost conditions.
By contrast, Walter’s data show an effect within Phase II compared to the other two
participants. Baseline levels were an average of 83% response errors across all conditions, Phase
I percentages of response errors actually increased compared to baseline (i.e., 82% in RC-I, 94%
in DRO and 98% in RC-D). Like the other two participants, the gestural phase yielded
percentage of response errors that were an average of 0% in the response cost conditions and 6%
in the DRO condition. In Phase II, these percentages maintained at low levels of below 25%
response errors in almost all sessions. There was a decrease in response errors observed more
quickly in the RC-I condition compared to the DRO and RC-D conditions, but quickly dropped
and maintained 0% response errors.
During baseline she experienced nine sessions total. Response errors were an average of
73% in the RC-I condition, 92% in the DRO condition and 85% in the RC-D condition.
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Figure 1. Above are the data for Louise. The red dotted line shows the percentage criterion to
contact reinforcement.
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Figure 2. Above are the data for Charlie. The red dotted line shows the percentage criterion to
contact reinforcement.

26

Figure 3. Above are the data for Walter. The red dotted line shows the percentage criterion to
contact reinforcement.
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Figure 4. Above are the average percentage of Louise’s response errors for each condition in each
phase. The data show similarities across conditions in all phases of the intervention, and zero
response errors in all interventions during the Gestural Prompt condition.
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Figure 5. Above are the average percentage of Charlie’s response errors for each condition in each
phase. The data show similar levels of response errors in all phases of the study except for the
gestural prompt phase.
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Figure 6. Above are the average percentage of Walter’s response errors for each condition in each
phase. The data show similar levels of response errors in all phases of the study except for the
gestural prompt phase and Phase II.
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CHAPTER FOUR:
DISCUSSION
We hypothesized that the RC-I condition with verbal feedback would result in fewer
response errors and more rapid discriminated responding (and thus more access to
reinforcement) compared to the DRO and RC-D conditions. Furthermore, we hypothesized that
the addition of verbal feedback would result in a reduction of response errors in all conditions. A
reduction in response errors was shown in Phase II for only one participant, but no condition
seemed meaningfully more effective than the others. There were little to no differences in the
effectiveness of either condition in either phase for the other two participants. There are several
limitations to this study.
First, the gestural phase was the only one in which all three participants engaged in a
reduction in response errors. There are many concerns with this finding. First, the results do not
speak to the main purposes of this study. In the Reynolds et al. study, the token loss contingency
without verbal feedback decreased response errors in at least one condition for all participants.
Because this was not the case in the current study, we decided to implement the gestural phase
preemptively to see if response errors would decrease. With this condition in place, we were able
to determine that the participants were compliant and could follow an imitative response (point
cue). Furthermore, because responses in the gestural phase were prompted we cannot determine
if any would have occurred independent of prompting. Future researchers should implement the
verbal feedback phase prior to a gestural phase to see if response errors will decrease. If a
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gestural phase is implemented, researchers should attempt to fade the prompt and collect data on
prompted verses independent responses to see if the response is acquired.
Next, Walter was the only participant to maintain low percentages of response errors in
the Verbal Feedback phase after the gestural prompt was implemented. There are a few reasons
that this may have happened. First, the immediacy of verbal feedback may have paralleled the
information provided in the RC-I condition because verbal feedback imparts the same
information as token removal. This could be why token gain (DRO) or removal (RC-D) in Phase
I did not produce the effect, but verbal feedback in Phase II did. However, RC-I did not work in
Phase I, and that tempers our confidence. Another reason could be that response errors decreased
as a function of the gestural prompt. Although the gesture was only present for six sessions, it
may have been enough to reduce errors and maintain a low error rate even when the gesture was
removed, suggesting that the task was learned through the prompt. Because response errors also
decreased in Phase II (or stayed low), we cannot determine if the verbal feedback would have
been effective without the gestural prompts included in the previous condition. However, the
other two participants engaged in high percentages of response errors when the gesture was
removed in Phase II, suggesting that the gesture was necessary for learning, at least for some
individuals. Applied behavior analysts and clinicians utilize evidence-based procedures such as
errorless teaching (Terrace, 1963), error correction (Rodgers & Iwata, 1991) and discrete trial
training (DTT) (Smith, 2001) when targeting a reduction in response errors. The addition of a
gestural phase can be thought of as an errorless teaching component and was necessary for
participants to contact reinforcement. Another reason for only Walter reducing response errors
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could have been that the task was easier compared to the other participant’s. Recall that Walter’s
task was to solve math equations with the number zero in the equation (e.g., 0 + 4). Essentially,
this task does not involve typical addition skills as other math equations because the number 0
added to any number is that number. Walter may have learned to select the identical number that
he receptively identified in the equation. The equation may have served as a visual cue for the
answer, as well.
There were only two other occurrences when a participant had a reduction in response
errors and contacted reinforcement outside of the gestural phase. Louise contacted reinforcement
one time in Phase I (Session 17) and one time in Phase II (Session 41). Both sessions were in the
DRO condition. However, the steep reduction of response errors in these two sessions most
likely occurred due to chance. This is hypothesized because all other sessions in Phase I and
Phase II had a consistent pattern of 50% or more response errors across all other sessions. Louise
also contacted reinforcement when the token exchange rate was reduced, but response errors still
averaged 66% across all conditions.
The current study began with six stimuli in an array and then reduced to four stimuli. We
started with six stimuli because participants displayed the appropriate prerequisite skills in the
SIA (i.e., scanning an array of six stimuli and responding independently). Because our first
participant Louise engaged in high levels of response errors throughout Phase I and Phase II, we
decided to reduce the array to four stimuli for all participants. Even with this change, a session
only provided two opportunities per stimulus per session at 25% opportunity for participants to
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contact reinforcement. The percentage of response errors remained unchanged across all
participants. Three of four participants began to engage in avoidance and escape-related
behaviors upon presentation of the error reduction stimuli during treatment (Walter) and when
baseline was restarted with new unknown tasks (Charlie). This suggests that the tasks may have
become conditioned as aversive stimuli because reinforcement criteria were not met, and backup
reinforcers weren’t accessed. Even though we selected targets based on current levels of
performance and goals, one analysis of the data involves the conclusion that the tasks may have
been too difficult. One reason for this may have been the participant’s cognition levels. Some
participants displayed moderate to severe intellectual learning disabilities. Future researchers
should seek participants who have mild to no intellectual learning disability or change the type of
academic task selected. Nevertheless, the tasks could have been made more achievable by
reducing the size of the array or using an intervention more commonly used to teach receptive
identification skills. For example, DTT teaches these skills by presenting the target stimulus in
isolation, and then increasing the number of stimuli in the array as percentages of incorrect
responding decrease. As discussed in the introduction, individuals with Down syndrome often
experience overselectivity and engage in more response errors as the array of stimuli expands.
We started with six stimuli in the array because it was recommended by Reynolds et al. to
eliminate the potential of chance responding contacting reinforcement. However, the participants
in this study had much different intellectual disabilities, so the recommendation may not have
applied. We didn’t see a reduction in response errors when reducing the array to four stimuli,
which further suggests that the array may have been too large. Another teaching strategy is to
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present the target stimulus in the context of conditional discrimination training in which there is
one or more distractor stimuli presented in the array (Gutierrez Jr. et al., 2008). Future
researchers should reduce the array of stimuli to two or less and then increase the number in the
array as the percentage of response errors decrease. Ultimately, our attempt to minimize
concerns associated with problem behavior may have backfired. Future researchers may wish to
target problem behavior when using these procedures.
Next, this study is one of the few to implement DRO to decrease response errors alone. In
previous studies, an intervention was also in place to decrease competing problem behaviors. For
example, Ayllon and Roberts (1974) decreased disruptive behavior to levels of 40% to 5% and
accuracy of responding increased to levels of 70% to 85%. However, the students attended a
general education fifth-grade class and had well-developed academic repertoires prior to the
intervention. Similarly, Iwata and Bailey (1974) implemented DRO and response cost to
decrease rule violations (e.g., getting out of seat, talking during work time) and increase
academic performance (e.g., correct answers to math equations) with 15 elementary school
students in a special education classroom. Results showed that DRO and RC were equally
effective at decreasing off-task behavior, however, the intervention had little to no effect on the
accuracy of the responses.
In attempt to replicate the Reynolds et al. study, we decided to target response errors that
were analogous to problem behavior. Response errors within academic tasks were selected as
target responses. We selected these targets based on the Demographic Questionnaire completed
by the parent as well as a review of the participant’s current skills outlined in his or her IEP.
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Additionally, we tested the participant’s current skill level to ensure the skills were truly present
in the child’s repertoire, then tested targets that were slightly above the child’s current skill level.
We tested all targets using the SIA and selected a group of stimuli scored 80% or higher
response errors. Based on response errors being at 80% or higher, it was determined that the
targets were not in the participant’s repertoire, and it was essentially an unknown task. Perhaps
they were still out of range of their current repertoire. Future studies may wish to use additional
procedures to identify targets.
We decided to implement a brief token training midway through the study to ensure that
tokens were established as generalized conditioned reinforcers because response errors did not
decrease. The training only lasted for 10 exchanges before beginning the first session of the
meeting. We did not see a decrease in response errors even with this change. Research suggests
that an extensive and intensive training is needed to condition a neutral stimulus as a conditioned
reinforcer, especially if the conditioned reinforcer is to maintain [accurate] responding (e.g.,
Dozier, Iwata, Thomason-Sassi, Worsdell & Wilson, 2012). Additionally, we did not require a
response from the participant other than handing over a token to access the backup reinforcer
during our token training. Research suggests that contingent pairings are more effective when a
response such as pressing a button or clapping hands is required because it brings the response
under stimulus control of a token (Hackenberg, 2018). Future researchers should implement a
reinforcer assessment to test whether the tokens were in fact established as reinforcers prior to
using them in the study.
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Another potential concern was the simulation of the response cost contingency in the first
token training. A response cost contingency should punish the response that led to the loss of the
token. During token board training the participant was not required to engage in a behavior that
would result in a loss of a token, so it is unlikely that knowledge of a response cost contingency
was developed through the training. Moreover, is is possible that the tokens did not function as
reinforcers for these participants. If they did, we would have expected to see a decrease in
response errors in the RC-I condition. Future researchers should seek participants who have
preestablished histories with token economies or implement an intensive token training prior to
intervention, and test that the tokens are established as reinforcers.
As this was a replication of Reynolds et al. study, we anticipated conducting a concurrent
chains arrangement in which participant preference would have been assessed. Response errors
did not decrease in any condition for two participants in this study, and response errors decreased
for one participant with prompts. Because prompts were used for one participant, the
contingencies were not actually encountered (i.e., token gain and loss contingent on correct or
incorrect responding). Future researchers should conduct this phase to see if results are similar
Reynolds et al.’s findings. We anticipated that the RC-I condition would have been preferred
because participants were provided with immediate feedback of token removal, or any condition
which included verbal feedback, for the same reason (immediacy of feedback). It is important to
evaluate preference of condition because incorporating choice allows for the participant to selfadvocate his or her preference of treatment (Hanley, Piazza, Fisher, & Maglieri, 2005) which
may increase social validity of the experiement. The presence of the choice phase may also
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increase the likelihood that this intervention will be used within other learning contexts at the
termination of the study. For example, the clinical behavior analyst responsible for writing and
implementing treatment programs for the participant can incorporate choice conditions within
programming. Behavior plans are usually shared with other service providers such as teachers
and occupational therapists. Allowing for choices of interventions within these environments
may also reduce problem behaviors or disengagement in activities.
In summary, based on our data, we did not obtain results that would support wide use of
DRO and response cost to reduce response errors and in turn teach individuals with Down
syndrome a new academic skill. However, this could be due to a failure in our procedures
specifically, and not DRO or response cost in general. A decrease in response errors may occur if
the stimuli are presented in an array of fewer stimuli, if there are additional supports to reduce
response errors, and if tokens are previously established as generalized conditioned reinforcers.
We did not observe differentiation between conditions (two participants), or without prior
exposure to gestural prompts (one participant) and therefore we cannot determine the relative
effectiveness of any condition.
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APPENDICIES
Appendix A: Demographic Questionnaire Page 1
Demographic Questionnaire
Thank you for consenting for your child to participate in the study: Comparing DRO and Response Cost in
Children with Autism and Down Syndrome. The purpose of this questionnaire is to gather information about your
child to determine if he/she is eligible to participate. Please answer the questions to the best of your knowledge.
1. What is your child’s name? _____________________________________________________________
2. What is your child’s age? _______________________________________________________________
3. What is your child’s diagnosis (ex: autism, Down syndrome)? _________________________________
Color
4. Does your child wear glasses as prescribed by a doctor? ______________________________________
a. If yes, what is the diagnosis (ex: Nearsighted – objects that are far away are unclear; Farsighted –
objects that are close are unclear)? _______________________________________
5. Is there a history of color blindness in the child’s immediate family (parents, siblings, grandparents)? _____
6. Has your child ever been tested for color blindness? _________________________________________
7. Can your child receptively identify primary colors (ex: When asked to touch the color green in an array
of 2 colors, does your child touch green?) _____________________________________________
8. Does your child have a favorite color(s)? __________________________________________________
9. Does your child currently take part in any programs that involve color discrimination? ______________
a. If yes, please elaborate: __________________________________________________________
______________________________________________________________________________
Token economies and reinforcers
10. Has your child ever taken part in a rewards system at home or other locations such as at school or other
therapies? ___________________________________________________________________________
a. What was the purpose? __________________________________________________________
b. Is it a points system? ____________________________________________________________
c. Is it a multi-level system? ________________________________________________________
d. In your opinion, was it effective? __________________________________________________
11. Which does your child prefer most: edibles (ex: gummy bears, Cheetos) or play with leisure items (ex:
balls, stuffed animal, iPad)? __________________
12. Please list the top 10 edibles items your child enjoys in any order. For example: M&M’s, Oreo cookies,
animal crackers, green grapes, Caprisun…
1.

5.

9.

2.

6.

10.

3.

7.

4.

8.
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Appendix B: Demographic Questionnaire Page 2
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Appendix C: Stimulus Identification Assessment
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Appendix D: MSWO Preference Assessment Data Sheet
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Appendix E: Session and IOA Data Sheet (RC-I) Louise
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Appendix F: Session and IOA Data Sheet (DRO) Louise
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Appendix G: Session and IOA Data Sheet (RC-D) Louise
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Appendix H: Session and IOA Data Sheet (RC-I) Charlie
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Appendix I: Session and IOA Data Sheet (DRO) Charlie
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Appendix J: Session and IOA Data Sheet (RC-D) Charlie
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Appendix K: Session and IOA Data Sheet (RC-I) Walter
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Appendix L: Session and IOA Data Sheet (DRO) Walter
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Appendix M: Session and IOA Data Sheet (RC-D) Walter
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Appendix N: Treatment Integrity Data Sheet Baseline
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Appendix O: Treatment Integrity Data Sheet Phase I RC-I
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Appendix P: Treatment Integrity Data Sheet Phase I DRO
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Appendix Q: Treatment Integrity Data Sheet Phase I RC-D
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Appendix R: Treatment Integrity Data Sheet Phase II RC-I
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Appendix S: Treatment Integrity Data Sheet Phase II DRO
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Appendix T: Treatment Integrity Data Sheet Phase II RC-D
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