Abstract. With a grading previously introduced by the second-named author, the multiplication maps in the preprojective algebra satisfy a maximal rank property that is similar to the maximal rank property proven by Hochster and Laksov for the multiplication maps in the commutative polynomial ring. The result follows from a more general theorem about the maximal rank property of a minimal almost split morphism, which also yields a quadratic inequality for the dimensions of indecomposable modules involved.
Introduction
Let k be a field and let R be the polynomial ring in n commuting variables over k. Let R i be its i th graded piece consisting of homogeneous polynomials of degree i. A result of Hochster and Laksov [4] says that if i ≥ 2 and V ⊂ R i is a general subspace then the natural multiplication map from V ⊗ R 1 to R i+1 has maximal rank, that is is either injective or surjective, and it is not known what happens if one replaces R 1 by R d for d > 1. One may wonder which other graded rings have a similar property.
In [5] a new grading on the preprojective algebra was introduced. In this paper we show that with this grading, the preprojective algebra of a finite quiver without oriented cycles satisfies a property analogous to the Hochster-Laksov property for polynomial rings, and much of our proof is quite similar to their proof. At one point the proof for preprojective algebras becomes easier than the proof for polynomial rings: some of the more complicated dimension counts needed for polynomial rings are not needed for preprojective algebras. This allows us to obtain a result for preprojective algebras that is stronger than the analogous result for polynomial rings.
The key to making things work is the fact that the multiplication-by-arrow maps into a fixed homogeneous component of the infinite dimensional (in general) preprojective algebra give rise to a minimal right almost split morphism of modules over the finite dimensional path algebra of the quiver [5] , which implies the maximal rank property. In fact we show that a minimal right almost split morphism g : B → C of finite dimensional modules over a k-algebra satisfies a maximal rank property analogous to the Hochster-Laksov property for polynomial rings, and if C is not projective and B 1 , . . . , B l are the nonisomorphic indecomposable summands of B then dim k C < (dim k B 1 ) 2 + · · · + (dim k B l ) 2 . We do not know what happens if multiplication by arrows is replaced by multiplication by paths of fixed length greater than one.
There is a natural dual to the Hochster-Laksov maximal rank property, and the two properties always occur simultaneously. We give two explanations of this fact, one general homological and the other based on the vector space duality D = Hom k ( , k). As a consequence, the multiplicationby-arrow maps out of a fixed homogeneous component of the preprojective algebra satisfy the dual Hochster-Laksov maximal rank property.
The organization of the paper is as follows. In Section 2 we prove a theorem that gives a general situation in which one can obtain a maximal rank property analogous to the Hochster-Laksov property for polynomial rings. This general situation does not include the polynomial ring as a special case. In Section 3 we review some facts about almost split morphisms and preprojective algebras and then show that almost split morhisms in general and the preprojective algebra in particular fit into the general set up of Section 2. In Section 4 we use the material in Sections 2 and 3 to obtain results for the preprojective algebra that look very analogous to the HochsterLaksov result for polynomial rings. Then we conclude with some examples to illustrate the results.
In this paper for simplicity we work over a fixed algebraically closed field k and dim always means dim k . For unexplained terminology we refer the reader to [1] .
The General Theorem
.., W l , U be finite dimensional vector spaces. Let T be a linear transformation from the direct sum of the tensor products 
that is, is either injective or surjective.
Notice that if T satisfies the right omnipresent maximal rank property then so does its restriction to
, and T must itself have maximal rank. Every injective T satisfies the right omnipresent maximal rank property. The interesting case is when T is surjective but not injective.
Denote by End (V i ) the k-algebra of linear operators on V i . The tensor product
Applying this to each term of the direct sum one obtains a bilinear evaluation map e :
The map e defines a structure of a left B-module on
2 . Let P i be the projective space of one dimensional subspaces of V i ⊗W i and let P be the projective space of one dimensional subspaces of
We shall study the product B × P together with its two projection maps π 1 onto B and π 2 onto P .
Since the evaluation map e is bilinear, we may conclude that the inverse image under e of Ker T is a Zariski closed subset of the domain of e. Furthermore using bilinearity again we see that e −1 (Ker T ) is the affine cone over a Zariski closed subset of B × P . We denote this subset by Y . For each i from 1 to l let X i be an irreducible quasiprojective subset of P i and let C(X i ) be its corresponding affine cone in V i ⊗ W i . Let X be the irreducible quasiprojective subset of P corresponding to
Theorem 2.1. Assume that T satisfies the right omnipresent maximal rank property and that
If T is injective then Y is empty and the result trivially follows. Thus we may assume that T is surjective. To proceed with the proof we shall divide Y into two pieces based on the following easy statement, and then deal with each piece separately. Denote by D the contravariant functor Hom k ( , k). Lemma 2.2. Let V and W be k-vector spaces and let α : 
, so the restriction of T to Bx is injective because (b, p) ∈ Y 1 and T satisfies the right omnipresent maximal rank property. Since T (bx) = 0 then bx = [ϕ 1 · x 1 , . . . , ϕ l · x l ] = 0 whence ϕ i · x i = 0 for all i. Because p is a point in a projective space, at least one x i is not equal to 0. For this i, ϕ i is not an isomorphism.
Lemma 2.5. Assume that T satisfies the right omnipresent maximal rank property and that
Proof. As with Lemma 2.3 we consider the projection map onto the second factor π 2 : B × P → P . Let X  ⊂ X be the set of points p such that
Pick any point p in X  and, identifying B with B × {p}, consider the composite
. From the assumptions on the ranks of the α i (x i ) and that T satisfies the right omnipresent maximal rank property, we conclude that T ′ is surjective. We then conclude that dim (π
Having computed the dimensions of the fibers of π
The proof of the theorem is now easy. 
Proof of theorem. By Lemma 2.4 the image of
Proof. We first do the case where
Choose A to be the complement of any proper Zariski closed subset of B containing π 1 (π
For the case where
. By the previous case we find
Corollary 2.7. Assume that T is surjective and satisfies the right omnipresent maximal rank property. Fix integers
Proof. In Corollary 2.6 set Z i equal to the span of the m(i, j)'s.
Definition 2.3. We say that T satisfies the left general maximal rank property if and only if for a general choice of subspaces V
′ i ⊂ V i for i = 1, ..., l the restriction of T to ⊕ l i=1 (V ′ i ⊗ W i ) has maximal rank,
that is, is either injective or surjective.
By a general choice of subspaces we mean the following. Once the dimensions of the V ′ i 's to be chosen are fixed, the set of all possible choices of V ′ i 's can be identified with a product of Grassmanians. We mean that there exists a Zariski open dense subset of that product such that if the choice of V ′ i 's comes from that set, then the restriction of T has maximal rank. Similar to Definitions 2.1 and 2.3 one can define what it means for the map T of (2.1) to satisfy the left omnipresent or right general maximal rank property. With these definitions, we leave it to the reader to interchange appropriately the words "left" and "right" in the above assertions and obtain true statements. Of course, this comment also applies to the remainder of the section. In Section 4 we will give examples to show that the right omnipresent maximal rank property does not imply the left omnipresent maximal rank property and the right general maximal rank property does not imply the left general maximal rank property.
We now indicate how to dualize the above results of this section. Let V 1 , V 2 , ..., V l , W 1 , W 2 , ..., W l , Q be finite dimensional vector spaces and let
be a linear transformation. 
Definition 2.4. We say that S satisfies the right omnipresent maximal rank property if and only if for every choice of subspaces W
′ i ⊂ W i for i = 1, ...,
l the composition of S with the linear transformation
⊕ l i=1 (1 Vi ⊗ τ i ) : ⊕ l i=1 (V i ⊗ W i ) → ⊕ l i=1 (V i ⊗ (W i /W ′ i )) has maximal rank,′ i ⊂ V i for i = 1, ...,
has maximal rank, where
The following lemma shows that the question of whether a map of the type (2.1) satisfies the omnipresent or general maximal rank property is equivalent to the same question for a map of the type (2.2).
be an exact diagram in an abelian category. Then gi is monic (epi) if and only if qf is monic (epi).
Proof. By the 3 × 3 lemma the following commutative diagram is exact.
Hence gi is monic if and only if Ker gi = 0, if and only if p is iso, if and only if qf is monic. The rest of the proof is similar.
it satisfies the left omnipresent (general) maximal rank property if and only if so does the inclusion Ker
T → l i=1 (V i ⊗ W i ). (b) If a linear transformation S : Q → l i=1 (V i ⊗ W i ) is injective,
then it satisfies the left omnipresent (general) maximal rank property if and only if so does the projection
Proof. The statement follows immediately from Lemma 2.9.
We note that if the map T of Corollary 2.10(a) is injective, it satisfies both the right omnipresent and left general maximal rank property, and if T is neither surjective nor injective then it satisfies neither of the properties. A similar remark applies to the map S of Corollary 2.10(b).
A different way to relate the maps of the types (2.1) and (2.2) is through the vector space duality D.
Proposition 2.11. A linear transformation
T : ⊕ l i=1 (V i ⊗ W i ) → U satisfies
the left omnipresent (general) maximal rank property if and only if so does its dual
Proof. For i = 1, . . . , l let X i be a subspace of V i and f i : [3, p. 200] . Therefore T satisfies the left general maximal rank property if and only if so does D T .
We end this section with a lemma showing that the right omnipresent maximal rank property puts a restriction on the relative sizes of the vector spaces involved.
Almost Split Morphisms and Preprojective Algebras
We apply the results of Section 2 to representations of algebras which provide a large supply of linear transformations of the form
. Let Λ be an associative k-algebra, let mod Λ be the category of finite dimensional left Λ-modules, and let g : B → C and f : A → B be morphisms in mod Λ. Replacing B with an isomorphic module if necessary, we may assume that
where V 1 , . . . , V l are nonisomorphic indecomposable Λ-modules, l, n 1 , . . . , n l are nonegative integers, and V m stands for the direct sum of m copies of V . For i = 1, . . . , l denote by W i the k-space with a basis e i1 , . . . , e ini , and for each j = 1, . . . , n i denote by h ij : V i → V i ⊗ ke ij the isomorphism of Λ-modules sending each v ∈ V i to v ⊗ e ij . Let
) be the isomorphism in mod Λ induced by the h ij 's. Denote by g ij : V i → C and f ij : A → V i the morphisms in mod Λ induced by g and f , respectively, and consider the morphisms T i : 
If f is a minimal left almost split morphism in mod Λ then: (d) S satisfies the right omnipresent maximal rank property.
(e) For a general choice of k-subspaces U i ⊂ V i , denote by σ i :
is an almost split sequence in mod Λ then:
Proof. (a) Since g is minimal right almost split, so is T by (3.
is an irreducible morphism and thus is either a monomorphism or an epimorphism [1, Ch. V, Theorem 5.3(a) and Lemma 5.1(a)], so (a) holds. According to Corollary 2.8, T satisfies the left general maximal rank property. In view of the structure of the isomorphisms h ij constructed above, we conclude that (b) holds. Part (c) is a direct consequence of (a), formula (3.3), and Lemma 2.12(a).
(d) The proof is similar to that of (a) using the analogous properties of minimal left almost split morphisms.
(e) If f is surjective, the statement is clear. If f is not surjective, it is injective, and so is S in view of formulas (3. (f) The proof is similar to that of (c), using Lemma 2.12(b).
(g) The formula follows from (c) and (f). (c) Parts (c), (f), and (g) of Proposition 3.1 imply that for a fixed number of nonisomorphic indecomposable summands of the middle term of an almost split sequence, the summands cannot be much smaller than the end terms of the sequence, i.e., the multiplicities of the summands cannot be too large, and that there is a balance between the sizes of the end terms. Part (c) is false if the morphism g is not surjective, and part (f) is false if the morphism f is not injective.
We will apply this in particular to the preprojective algebra where the grading introduced in [5] allows us to interpret the multiplication-by-arrow maps into (from) a fixed homogeneous component as a minimal right (left) almost split morphism of modules over the path algebra of the quiver. We recall some facts from the latter paper.
For the remainder of this paper we fix a finite quiver Γ = (Γ 0 , Γ 1 ) without oriented cycles with the set of vertices Γ 0 and the set of arrows Γ 1 . LetΓ = (Γ 0 ,Γ 1 ) be a new quiver withΓ 0 = Γ 0 andΓ 1 = Γ 1 ∪ Γ * 1 , where Γ 1 ∩ Γ * 1 = ∅ and the elements of Γ * 1 are in the following one-to-one correspondence with the elements of Γ 1 : for each γ : t → v in Γ 1 , there is a unique element γ * : v → t in Γ * 1 . To turn the path algebra kΓ ofΓ over a field k into a graded k-algebra, we assign degree 0 to each trivial path e t , t ∈ Γ 0 , and each arrow γ ∈ Γ 1 ; degree 1 to each arrow γ * ∈ Γ * 1 ; and compute the degree of a nontrivial path q = δ 1 . . . δ r as deg q = r i=1 deg δ i . Clearly, kΓ is the k-subalgebra of kΓ comprising the elements of degree 0.
Let N be the set of nonnegative integers. For all t ∈ Γ 0 , d ∈ N, let W t d be the span of all those paths inΓ of degree d that start at t. Note that
is a decomposition of kΓ as a direct sum of its left kΓ-submodules Let now a and b be any two functions Γ 1 → k satisfying a(γ) = 0 and b(γ) = 0 for all γ ∈ Γ 1 . If s(γ) is the starting point and e(γ) is the end point of γ ∈ Γ 1 , for each t ∈ Γ 0 set
and denote by J the two-sided ideal of kΓ generated by the element
Since the elements m t are homogeneous of degree 1, J is a homogeneous ideal containing no nonzero elements of degree 0. Hence P k (Γ) a,b is a graded k-algebra, and the restriction to kΓ of the natural projection π : kΓ → P k (Γ) a,b is an isomorphism of kΓ with the subalgebra of P k (Γ) a,b comprising the elements of degree 0; we view the isomorphism as identification. From (3.4) we get
If γ ∈ Γ 1 we write β = π(γ) and β * = π(γ * ). If q is a path inΓ starting at t and ending at v, we call π(q) a path in P k (Γ) a,b starting at t and ending at v. Then V t d is the span of all paths of degree d in P k (Γ) a,b starting at t. Since we identify kΓ with π(kΓ), we in particular identify e t with π(e t ), t ∈ Γ 0 ; γ with β = π(γ), γ ∈ Γ 1 ; W t 0 with V t 0 ; and we set W ⊕
induced by the right multiplications 
Corollaries and Examples
In this section we strengthen Corollary 3.3 in a form that is analogous to the result of Hochster and Laksov [4] . To help the reader see the analogy we shall first state their result.
Set R = k[x 1 , x 2 , ..., x r ], the commutative polynomial ring graded by degree, and denote by R d its homogeneous piece of degree d. Let N (r, d) be the dimension of R d as a vector space over k. The following is then the result of Hochster and Laksov [4] . By "general forms" they mean that there exists a dense Zariski open subset of the affine space (R d ) n such that if the n-tuple (F  , F  , ..., F n ) is chosen from that open set, then the conclusion follows.
We wish to apply Corollary 2.7 to the maps g t d of Theorem 3.2, which is possible according to Proposition 3.1(a). To make the result clearly analogous to the result of Hochster and Laksov we must set up our notation properly.
Fix a vertex t ∈ Γ 0 and a nonnegative integer d. Let s 1 , s 2 , ..., s m be the distinct vertices that have in Γ 1 arrows from them to t, and let u 1 , u 2 , ...u n be the distinct vertices with arrows in Γ 1 going from t to them. To match things up with the set up in Section 2, for i = 1, 2, ..., m
, let W i be the k-linear span of the arrows β * i,j in Γ * 1 going from t to s i , and set
, let W i be the k-linear span of the arrows β i,j in Γ 1 going from t to u i−m , and set w i,j = a(β i,j )β i,j . For all i, we choose {w i,j } as a basis for W i and put the w i,j 's in a column vector x i . Set U = V t d . Let M i be the vector space of dim V i × dim W i matrices with elements in k. Let B ′ be the affine space
is a dim V i -tuple of elements of V i , written as a row vector. For b ′ ∈ B ′ and m(i) ∈ M i , using ordinary matrix multiplication and the multiplication and addition in the preprojective algebra, we see that b
Proof. We already have a chosen basis for each W i . Suppose we also choose a basis for each V i . The pairwise tensor products of these basis elements give a basis for V i ⊗ W i , so we may identify V i ⊗ W i with M i . We may also identify End (V i ) with V 
Here in an inequality giving the range of possible j or k, if the number on the right is less than 1, we simply mean there are no such j or k.
Proof. Choose the m(i, j)'s as follows. Note that a i = (n i − 1) dim W i + c i . For a fixed i, the a i elements m(i, j) will be the (n i − 1) dim W i distinct matrices having a 1 in one place among the (n i −1) dim W i positions available in the first (n i −1) rows of the dim V i ×dim W i matrices involved and zeros elsewhere. The remaining c i elements m(i, j) have a 1 in one of the first c i places in the n i -th rows, and zeros elsewhere. Proof. This is a direct consequence of Theorem 3.2 and parts (c), (f), and (g) of Proposition 3.1. 
