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ABSTRACT
In phase change heat transfer equipment, three-phase contact regions exist that consist of a solid wall and the liquid and vapor phases of a working fluid. When the working fluid fully wets the solid wall, a microscopic thin film adjoining the meniscus is present called the adsorbed film. Upon heating, a non-uniform evaporative flux profile develops with a maximum value occurring within the transition between the adsorbed film and the intrinsic meniscus. It is important to study the heat transfer characteristics of this region to gain better fundamental understanding and useful design principles. The adsorbed film occurs when the driving potential for evaporation is opposed by the presence of intermolecular forces, represented analytically by the disjoining pressure, which acts to thicken a wetting film. The model presented includes lubrication theory of the liquid flow within the film, heat conduction across the film from the heated wall to the liquid-vapor interface, kinetic theory evaporation from the interface to the vapor phase, and disjoining pressure based on a retarded van der Waals interaction. The retarded van der Waals interaction is derived from Hamaker theory, the summation of retarded pair potentials for all molecules for a given geometry. When combined, the governing equations form a third-order, nonlinear differential equation for the film thickness versus distance, which is solved numerically using iteration of the initial film curvature in order to match the farfield curvature of the meniscus. Also, iteration is required at each length step to determine the liquid-vapor interface temperature. Useful outputs of the model include the liquidvapor interface temperature and the evaporative mass flux profile. The model is calibrated to in-house experiments that employ an axisymmetric capillary feeder to provide a thin film of n-octane onto a substrate of silicon, where the gas phase is air saturated with vapor. The film thickness versus radial distance is measured using reflectometry and interferometry.
INTRODUCTION
Liquid-to-vapor phase change processes can accommodate large heat fluxes, thus they are important in the thermal management of many diverse systems. For example, phase change heat transfer occurs in the evaporator and condenser of a vapor-compression system and is also important for microelectronics cooling, spray cooling systems, boiling, and heat pipes. Phase change heat transfer is a more effective vehicle to remove thermal energy than single phase heat transfer given the much larger enthalpy of vaporization compared to the specific heat of the working fluid. Using the latent heat required for phase change can lower the required mass flow rate and inlet and exit temperatures of the working fluid relative to single phase heat exchangers. However, the fundamental mechanisms of heat and mass transport during liquid-to-vapor phase change are poorly understood and remain an active area of research. Particularly important is knowledge of the interfacial phenomena that ultimately determine the large heat transfer rates within evaporators and condensers.
At the contact line present between a wetting liquid and a solid, there exists a thin film region over which large heat fluxes can occur [1, 2] . Since the film is very thin there, the thermal resistance to conduction across it is small, and the liquid-vapor interface temperature is nearly equal to the wall temperature. As the film becomes thinner, it approaches a limit where the intermolecular attraction of the liquid molecules to the surface can negate the tendency of those molecules to evaporate, even at elevated temperatures. This region is called the adsorbed film, and it is usually on the order of ten nanometers thick. This region is an important area for study since any detailed physical model of the thin film heat transfer process must include the forces that account for the adsorbed film. As the film thickens to meet the intrinsic meniscus, the forces holding it to the surface weaken and molecules escape through evaporation. However, further thickening of the film will also increase the thermal resistance to conduction and lower the interface temperature. Consequently, there is a point of maximum heat flux where the film is neither too thin for evaporation nor too thick for adequate conduction (see Fig. 1 ). This entire region is relatively small in terms of area, so it is advantageous to increase the total area or length of the contact line to provide the highest overall heat flux in, say, an evaporator. Several researchers have modeled the fluid flow in thin evaporating films, all with varying degrees of simplification of the governing equations [2, 3, 4, 5, 6, 7, 8, 9] . The basic approach is to assume a lubrication analysis of the liquid flow in the thin film and a kinetic-theory based evaporation model from the liquid-vapor interface. These two are linked by the conservation of mass. The temperature at the interface is determined by iterating between 1-D conduction across the liquid film and the evaporative heat flux at the interface, which is the evaporative mass flux multiplied by the enthalpy of vaporization. Once assembled, the theory results in a thirdorder set of coupled differential equations that require the use of numerical ordinary differential equation (ODE) solvers.
Since the adsorbed film is present due to intermolecular forces, a force versus distance law is assumed. This law can take many forms, from a simple non-retarded disjoining pressure [1, 3] to a fully retarded one [9] . These terms are defined in the theory section. The present research incorporates a blended theory proposed by Gregory [10] that correctly predicts both the non-retarded interaction at very thin films and the fully retarded interaction at relatively thicker films.
Below, we describe the experimental setup specially constructed for this research effort. Later we formulate the theoretical model based on both previous work and additional enhancements. Comparison between the empirical data and model simulations will reveal the validity of the model. Fig. 2 shows a photograph of the thin film test fixture employed to study thin film evaporation. It consists of a base plate, chamber enclosure, and thin film test section. The axisymmetric test section comprises a test surface, for our purposes a silicon wafer, mounted to a wafer holder, over which a capillary feeder plate is bolted. The capillary feeder plate geometry is such that the working side is 0.5 mm above the silicon while the inner chamber is 2.5 mm above the silicon. The capillary feeder top plate is made from aluminum while the base is made from PEEK engineering plastic (Figs. 3  & 4) . The parts are aligned by dowel pins and fixed in place by machine screws. The base is then fixed to a bottom plate which serves as the base for the chamber enclosure as well. The device was inspired by the work of [8] . The fixture is enclosed to ensure that the air is saturated with vapor. Only a small port is open to the atmosphere to allow for pressure equalization and bulk vapor transport. Otherwise, the air in the test chamber would become supersaturated and evaporation would cease. Also, the pressure in the chamber would climb as the entire cell became warmer thus allowing a higher vapor partial pressure. The feeder plate relies on capillary forces to ensure a steady flow of liquid to replenish that lost to evaporation (Fig.  4) . The capillary feeder is filled with liquid from a clean syringe until the chamber is mostly filled. As the liquid evaporates from the working side, the liquid interface in the chamber section will recede. As long as the fluid interface in the chamber remains at constant curvature while it travels, the working section will remain steady since the out-of-plane curvature is much smaller than the in-plane. This is slightly different than ref. [8] where a hydrostatic syphon was used to provide a constant flowrate of liquid to the test cell. The downside of using a syphon was the requirement of holding the height of the supply container relative to the height of the test cell constant as the liquid evaporated.
EXPERIMENT
It is important that the backside of the capillary slug be exposed to the same environmental pressure as the working side. This is achieved by a small vent hole (Fig. 4) . At equilibrium the bulk menisci curvatures are equal, but deviate near the contact line due to surface forces. The larger gap acts as to supply the small amount of liquid lost to evaporation. The substrate is a three inch diameter silicon wafer with a native oxide present that is two to three nanometers thick, verified by ellipsometry. It is cleaned by first rinsing in acetone, then ethanol, and finally allowed to soak in the working fluid overnight. When needed, it is removed from the soaking bath and dried with clean, compressed air and immediately assembled into the test fixture. This is placed inside a HEPA filtered glove box for storage and to prevent contamination.
A circular resistive heater, five Watts maximum, is adhered underneath and centered on the silicon wafer. Heat input can be finely controlled with a power supply. This heat travels radially outward along the silicon wafer. Beneath the transition from adsorbed film to meniscus, which is much less than 1 mm in length, the temperature is basically constant and is measured using thermocouples.
The working fluid is 99+% pure n-octane procured from Sigma-Aldrich. It is transferred from its container to the test area using clean, covered beakers and clean syringes. Cleanliness is paramount as any contamination will result in the contaminant accumulating near the contact line during evaporation of the working fluid. This will create disruptions in the film thickness and evaporation process.
To measure the liquid film thickness, we employ a microscope-based reflectometer (Filmetrics F40-UV). This device analyzes the amplitude of light reflected from the sample across a range of wavelengths from 200 to 1100 nm. The accompanying software can predict the thicknesses of multiple layers based on their optical properties versus wavelength. In the present case, this is silicon/silicon dioxide/n-octane/air. The measurement area of the instrument is 16.7 µm square. It has a working distance of approximately 20 mm.
The main limitation of this device is its inability to measure relatively large variations of thickness within its field of view. Thus, to be able to measure film regions with large slopes, we also employ the technique of [8] by imaging the thin film region illuminated with monochromatic light, a 385 nm wavelength light emitting diode (LED), as shown in Fig. 5 . Averaging the pixel intensity in the vertical direction produces a sinusoidal grayscale intensity versus horizontal distance ( Fig. 6(a) ). By applying the theory of mutliple reflections from three planar media, as detailed in [9] , the film thickness can be calculated from the scaled intensity plot ( Fig. 6(b) ). For example, the first dark fringe occurs at
. Below around oneeighth wavelength of the incident light, the uncertainity in the intensity is too great to give an accurate thickness. Since the transfer function from intensity to thickness has an inverse cosine term, which is multi-valued, the order of the oscillation must be counted to apply the proper angular phase shift.
The test fixture is mounted on a Zaber micro-positioning motorized stage to move it horizontally underneath the reflectometer. The stage is set in motion at a prescribed velocity while the reflectometer takes continuous measurements with time stamps. When the speed of the stage is compared to the reflectometer sample times, the film profile versus distance is easily calculated. 
THEORY
When surfaces approach each other within very small distances, intermolecular forces will have a significant effect on the behavior of bulk systems, such as colloidal dispersions and thin films. This section provides a brief explanation of these forces and their macroscopic ramifications. Further details can be found in [11] and [12] .
The electrostatic attractive force between any two molecules is very short range (< 5 nm). However, the summation of all interactions between all molecules within condensed phases can generate very large and much longer range forces (beyond 50 nm). These forces are electrostatic in nature and arise from the attraction between both permanent and induced dipoles in the molecules. The interaction energies, or pair potentials, of most importance are a function of the inverse sixth power of distance; these are collectively known as the van der Waals interactions [11] . The interaction force is the negative derivative with respect to distance of the interaction energy. The method due to Hamaker essentially sums all pair potentials between individual atoms or molecules to obtain the total interaction between condensed phases [11] .
The macroscopic manifestation of the van der Waals forces between two planar surfaces is called the disjoining pressure [1, 11] . When applied to systems of two phases acting across a medium, the disjoining pressure can either be positive or negative. For the silicon/n-octane/air system under consideration, the liquid pressure is lowered, which draws liquid from a region of higher pressure, say a reservoir or meniscus, to thicken the thin film. Hence, octane is said to fully wet silicon. In contrast, a non-wetting thin film becomes thinner until it ruptures to produce discrete droplets on the substrate. The net attractive force between the solid substrate and the liquid behave as though a repulsive force (negative pressure) exists between the gas/liquid surface and the solid surface. The non-retarded disjoining pressure between two planar surfaces separated by δ is given by
where
By measuring the forces between macroscopic objects, such as with a surface force apparatus, the Hamaker coefficient can be determined [11] . The Hamaker coefficient for a wetting film is negative.
This additivity approach assumes superposition of all interaction potentials. However, real materials behave such that the polarizability of atoms, which cause induced dipoles, is affected by neighboring atoms. Thus, instead of the method of Hamaker, the macroscopic forces between condensed phases can be elucidated using Lifshitz theory. This method utilizes quantum field theory and requires knowledge of the dielectric constants and refractive indices of the bulk phases, as well as their frequency dependences (through dispersion relations). On the whole, this theory is complicated but simplifications have been provided [11] . Using this theory, we determine the non-retarded Hamaker constant for the silicon/n-octane/air system to be −1.464 × 10 -19 J.
Another complication that arises is the retardation of the intermolecular forces at larger separations. Retardation, or diminishing of the force, occurs because of the finite travel time of the interaction. Over time, the instantaneous dipoles of the molecules rotate a finite amount, leading to a diminished attractive force [11] . At large separations, the disjoining pressure behaves as the inverse fourth power of distance, namely
This expression requires the determination of a new force coefficient and is only valid beyond a certain distance.
Gregory [10] provides a model of the disjoining pressure based on the semi-empirical work of Overbeek [ 13 ] . Overbeek's model used the Hamaker approach of additivity with a pair potential that incorporates the effect of retardation. Gregory's analysis results in a compact expression that includes non-retarded and retard terms,
where b is an empirical factor equal to 5.32 and λ is a characteristic wavelength equal to 100 nm. In the limit of small and large separation distances, the Gregory theory replicates both the inverse third power (1) and inverse fourth power (2) dependencies of distance, respectively (Fig. 7) . Previously, Truong and Wayner used Dzyaloshinskii-LifshitzPitaevskii theory to calculate the force between planar surfaces. They presented a table of Hamaker "constants" versus distance [14] . Again, the Hamaker constant is not truly constant due to the effects described above. The advantage of the theory by Gregory is that is does not require tabulated values of the Hamaker coefficient versus distance.
(c) 
Fluidic Model
The fluid flow in the thin film is assumed to behave according to steady-state lubrication theory, where time is ignored and the inertial forces are very small in comparison to the pressure and viscous forces. Also, variations of velocity in the y direction are ignored and the film height is the dependent variable along the horizontal distance. What follows is similar to the analysis of [6] . 
A parabolic velocity profile in the film is assumed, given by 
Integrating the velocity profile times the density and using (5) to eliminate U(x) gives the flowrate per unit width in the film versus x,
Thus, for an imposed pressure field, we can calculate the flowrate within the film. The difference in flowrate from one point to another an infinitesimal distance away must equal the mass flux lost to evaporation at the surface, namely
�.
The evaporation is calculated using kinetic theory, more specifically, by the model due to Schrage [15] . This model is applicable for a planar interface evaporating into an environment of its own vapor where the partial pressures of vapor are known:
Here, M is the molecular mass of the fluid, R the universal gas constant, P lv is the vapor pressure at the interface and P v is the vapor partial pressure in the gas phase adjacent to the interface, both assumed to be saturated at their respective temperatures, T lv and T v . The gas phase is a perfect mixture of vapor and air. The accommodation coefficient is denoted by σ and represents the fraction of molecules which are released from the interface from those that emerge from the interface [16] . Here, σ is taken to be unity.
In an open system, the partial pressure of vapor near the interface would be unknown and would require additional equations describing the diffusion and advection of vapor into the atmosphere. However, with the interface assumed to be saturated at the interface temperature and the vapor in the gas phase saturated at a slightly lower temperature, the potential that drives evaporation is known if the temperatures are known.
The conduction across the film is approximated as being equal to the evaporative heat flux,
where k l is the film thermal conductivity, h fg is the enthalpy of vaporization, and T w and T lv are the wall and interface temperatures, respectively. This equation has no closed form solution for the interface temperature given the dependency of the mass flux on temperature and vapor pressure. This approximation is valid given the Péclet number, for this case Pe = Re×Pr = 0.004 << 1. Thus, the thermal capacity of the fluid moving through the film is much less than the conduction across it.
As temperature and total pressure change, so does the partial pressure of saturated vapor. The saturation pressure of vapor at the interface can be depressed by the presence of a pressure drop across the interface due to curvature and disjoining pressure. The equations that govern this process are developed from the thermodynamics of phase equilibrium. Specifically, the variation in vapor pressure pv, a measure of escaping tendency, to total pressure is governed by
Where v is the specific volume of the liquid, R is the specific gas constant, and T is the absolute temperature [ 17] . This equation can be integrated from the case of a flat, bulk liquidvapor interface to the case of a curved, thin-film interface near a solid surface, the LHS being vapor and the RHS being liquid. Upon integrating, we achieve which describes the variation of vapor pressure due to mechanical pressure differences in the liquid. Here, Plv,equ is the actual equilibrium vapor pressure at the interface, P sat is the normal saturation pressure at the interface temperature, and P d and P c are the disjoining and capillary pressures, respectively. This equation was previously stated by [1, 6, 18] and has been called the Deryagin-Zorin equation, the modified Kelvin equation, and the Gibbs equation. It is the vapor pressure predicted by this equation that is used in the kinetic 5 Copyright © 2013 by ASME Approved for public release; distribution unlimited.
evaporative flux equation as the vapor pressure at the liquidvapor interface.
Likewise, the variation in vapor pressure due to temperature is governed by the equilibrium equation
Upon integration along the saturation curve, this gives the familiar Clausius-Clapeyron relation, which describes the change in saturation pressure with temperature, i.e.
To link the system of equations, we write the pressure balance across the liquid-vapor interface as
The capillary pressure due to curvature and surface tension, γ, is given by the familiar Young-Laplace equation,
The negative sign in this equation reflects the fact that a concave liquid interface with positive curvature actually reduces the liquid pressure. Also, the second radius of curvature (out-of-plane) is much larger than the meniscus radius and is ignored.
Combining equations (3), (7), (14) and (15) To review, heat drives the substrate temperature which, through conduction, drives the interface temperature. The increase in interfacial temperature relative to the vapor phase provides the potential difference for evaporation. Evaporative heat flux and conduction must equilibrate to determine the ultimate interface temperature. Finally, the loss of fluid due to evaporation is replenished by bulk liquid flow driven by pressure gradients, which depend on and influence the liquid interface shape. In regions of high disjoining pressure, evaporation will be suppressed. As the film thickens, first the disjoining pressure drops and evaporation is enhanced; then the interface temperature drops and evaporation is lessened. Thus, there is a region of maximum evaporation.
Numerical Method
The temperature difference between the wall and the gas phase is found using the method of [6] . In the adsorbed film region, there is no evaporation and the liquid interface is assumed to be at the same temperature as the substrate. Also, there is zero curvature there. Hence, with T w = T lv and m″ = 0, (8) and (11) can be combined into
A zero-finding algorithm is then used to find T w given the measured adsorbed film thickness. If the substrate temperature is accurately known, the gas temperature adjacent to the interface is found by instead solving (17) for Tv. In practice, the temperature difference between the wall and the vapor is a fraction of a degree Kelvin. Both the wall temperature and vapor temperature are assumed constant along the x direction; the interface temperature at any distance falls between these two values and depends on the heat flux. Alternatively, the required dT to offset the disjoining pressure in the adsorbed film can be obtained by setting the total derivative of vapor pressure to zero (comprised of (10) and (12) multiplied by dP and dT, respectively, then added). While this method ignores the zero mass flux condition of (8), it provides the correct dT within 3% of (17) .
When implementing the governing equations numerically, one must provide boundary conditions at the beginning of the numerical integration, which then proceeds lengthwise using a specified increment, dx. The thickness boundary condition was set to 2% larger than the measured adsorbed film thickness to ensure a non-zero mass flux and prevent a trivial, flat profile. The profile first derivative (slope) was set to zero. As the film becomes thicker, its curvature must approach the intrinsic meniscus curvature. Thus the initial curvature must be chosen to produce the desired final curvature. This is a shooting problem, where an initial condition must be iteratively determined to satisfy a far-field condition. The proper initial curvature was determined using the bisection algorithm. MATLAB [19] was used as the programming language given its rich feature set of numerical routines, graphics capabilities, and ease of implementation.
To simplify execution, the argument of the derivative of (16) is replaced by β, namely The ODE solver requires that the governing equation (16) 
The third element of this vector was obtained by solving (18) for δ‴. This derivative vector was coded into a separate file and called by the ODE solver at every horizontal distance step.
The interface temperature required to calculate the mass flux in (19) is not known. However, the evaporative heat flux at any point on the interface must equal the film conduction there, and both are dependent on the interface temperature. Therefore, we used a relaxation scheme to iterate the interface temperature between equations (8) and (9) until they agreed within a prescribed tolerance (10 -5 ). This was done at every 6 Copyright © 2013 by ASME Approved for public release; distribution unlimited.
distance step before the calculation of (19) . Once (19) was determined, the ODE solver could integrate the state vector and move to the next distance step.
RESULTS
To illustrate measurement repeatability, Fig. 8 shows multiple reflectometer scans for the same thin film profile taken within one hour. A Gaussian smoothing filter was applied to eliminate high frequency noise. At the far left, the film is adsorbed with a thickness around 13 nm. While the reflectometer reported values of thickness beyond 25 nm, these values are uncertain since the goodness of fit reported by the software fell off quickly due to the increasing slope present. Thus, the reflectometer data was truncated at film thicknesses of 25 nm for comparison to the model. Nevertheless, flat films of several micrometers in thickness are accurately measured. Also, the interferometry data was truncated below one eighth wavelength of the monochromatic light source, or about 40 nm. Thus, there is a gap between the two measurement methods, one which we shall endeavor to bridge in future work. Since the measurement gap exists, the techniques are joined by noting the relative movement of the translation stage to the position of the first dark fringe, whose thickness is well understood. We did, however, notice some backlash in the translation stage stepper motor. Therefore, several micrometers of relative error are expected when aligning the two methods. This discrepancy is expected to vanish once we are successful measuring between 25 and 40 nm and may be accomplished by decreasing the reflectometer measurement area by either 1) installing a smaller aperture in the instrument or 2) increasing the objective lens magnification. The current aperture is 250 µm and the objective magnification is 15×. Thus, the measurement area is 250/15 = 16.7 µm. In terms of interferometry, the 385 nm wavelength source was the shortest wavelength LED available with the power to adequately illuminate the entire field.
For a non-heated substrate, evaporation occurs when the chamber that encloses the test section is vented to the atmosphere. However, near the liquid interface, the gas is still saturated with vapor and the model derived above is valid. Fig. 9 shows the model prediction of the interface shape against the measured data from the reflectometer and the interference fringes. The value at −10 µm corresponds to the adsorbed film. Fig. 10 is the same plot but at a different level of magnification. The model fits the experimental data quite well. Once the adsorbed film thickness was entered, the model determined the proper wall temperature by solving (17) and then integrated the ODE vector. Again, iteration of the initial film curvature was needed to match the far field curvature of the experimental data, which was 480 m -1 for the present case.
Fig. 9.
Model simulation (dashed line) versus both reflectometer and interferometry data is given. For comparison, Fig. 11 illustrates the output of the WGM model [6] both as published and also augmented with the new disjoining pressure formula, eq. (3). The flux profiles are significantly different because the non-retarded disjoining pressure is greater in magnitude than the retarded one, and requires a greater ΔT to suppress evaporation for the same adsorbed film thickness. Hence the wall temperatures for the two disjoining pressure expressions are different in the figure. The overall mass flux is greater with a larger wall temperature. Thus, the choice of the disjoining pressure expression has a significant effect on the mass and heat transfer simulation.
Adsorbed Film
Adsorbed Film Measurement Gap This figure emphasizes how the evaporative mass flux rises sharply to a maximum, then falls off slowly. Near the maximum flux there is competition between the disjoining pressure due to thinness, the capillary pressure due to curvature, and the loss of interface temperature due to conduction. The balance of these interactions ultimately determines the interface shape. Fig. 12 . Film profile, curvature, and mass flux contours scaled to their respective maxima versus distance. In this instance, the maximum mass flux occurred 12.6 µm from the adsorbed region at a film thickness of 62 nm.
Earlier, we determined the small temperature difference between the solid surface and the vapor. Given the strong dependency of vapor pressure on temperature, this small dT was enough to balance the intermolecular forces in the adsorbed film region, thus preventing evaporation there. Fig.  13 shows a plot of the interface temperature versus distance predicted by the model. Note how the interface temperature (solid line) lies between the wall and vapor temperatures (indicated by dashed lines), which obeys our assumption of simple conduction across the thin film. Again, the interface temperature is determined by film resistance and heat conduction, which must equal the evaporative heat flux. 
CONCLUSION
A numerical model of thin film evaporation was presented that included a retarded van der Waals interaction. This force was represented by the disjoining pressure, which is necessary for the formation of an adsorbed film where evaporation is suppressed.
An experimental fixture was created to study thin film evaporation at different temperatures. Reflectometry and interferometry provided the thin film profile versus horizontal distance. Comparisons were made between the theoretical simulations and the empirical data. The model was then used to infer the evaporative flux profile and point of greatest evaporation.
Several points are emphasized:
1) The expression of ref. [10] for the disjoining pressure provided an easy and compact way of capturing both non-retarded and retarded intermolecular interactions across the entire film thickness range.
2) The evaporative flux is mediated by the conduction between the heated wall and the interface due to the coupled nature of the mass and energy equations.
3) The reflectometer provided a convenient means of determining the film profile for thicknesses where interferometry was not possible.
Future work will explore the impact of varying the accommodation coefficient and quantifying its effect on 8
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