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ABSTRAK 
 
Dalam pencarian, selain kesesuaian query dengan hasil pencarian, 
terdapat penilaian subjektif pengguna yang diharapkan turut menjadi faktor 
penentu dalam perangkingan dokumen. Aspek preferensi tersebut tampak pada 
pencarian dokumen fiqih. Seseorang cenderung mengutamakan metodologi 
fiqih tertentu meskipun tidak mengabaikan pendapat metodologi fiqih lain. 
Faktor preferensi menjadi hal yang diperlukan selain relevansi dalam 
perangkingan dokumen. Oleh karena itu, pada penelitian ini diajukan metode 
pembobotan kata berbasis preferensi untuk merangkingkan dokumen sesuai 
dengan preferensi pengguna. Metode yang diajukan digabungkan dengan 
pembobotan kata berbasis indeks dokumen dan buku sehingga mampu 
memperhatikan aspek kesesuaian (relevance) dan keutamaan (preference). 
Metode pembobotan yang diusulkan disebut dengan Invers Preference 
Frequency with α value (IPFα). Langkah pembobotan yang diusulkan yaitu 
dengan perhitungan nilai preferensi term dengan pembobotan IPF. Kemudian 
nilai preferensi dari term dokumen yang sama dengan term query dikalikan 
dengan 𝜶 sebagai penguat. IPFα digabungkan dengan metode pembobotan yang 
telah ada menjadi TF.IDF.IBF.IPFα. Pengujian metode yang diusulkan 
menggunakan dataset dari beberapa dokumen fiqih berbahasa Arab. Evaluasi 
menggunakan perhitungan recall, precision, dan f-measure. Hasil uji coba 
menunjukkan bahwa dengan pembobotan TF.IDF.IBF.IPFα diperoleh 
perangkingan dokumen dengan urutan yang tepat dan sesuai dengan preferensi 
pengguna. Hal ini ditunjukkan dengan nilai maksimal recall mencapai 75%, 
precision 100%, dan f-measure 85.7%. 
 
Kata kunci:  Perangkingan Dokumen, Temu Kembali Dokumen, Pembobotan 
       Kata, Preferensi, IPF∝. 
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ABSTRACT 
.   
 
In document retrieval, besides suitability of query with search results, there 
is a subjective assessment that user are expected to be deciding factor in 
document ranking. This preference aspect referred at the fiqh document 
searching. People tend to prefer on certain fiqh methodology without reject 
other fiqh methodologies. So, it is necessary to investigate preference factor 
beside relevance factor in the document ranking. Therefore, this research 
proposed a method of term weighting based on preference to rank documents 
according to user preference. Proposed method also combined with term 
weighting based on documents index and books index so it seeing relevance and 
preference aspect. The proposed method is Inverse Preference Frequency with 
α value (IPFα). In this method, we calculate preference value by IPF term 
weighting. Then, preference values of terms that equal with query are multiplied 
by α. IPFα combined with existing weighting methods become 
TF.IDF.IBF.IPFα. Experiment of proposed method is using dataset of several 
Arabic fiqh documents. Evaluation uses recall, precision, and f-measure 
calculations. Proposed term weighting method is obtained to rank document in 
the right order according to user preference. It is shown from the result with 
recall value reach 75%, precision 100%, and f-measure 85.7%. 
 
 
Keywords: Document Ranking, Document Retrieval, Term weighting,  
  Preference, IPF∝. 
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1. BAB I 
PENDAHULUAN 
1.1 Latar Belakang 
Dewasa ini semakin banyak data teks yang terdigitasi. Seiring dengan hal 
tersebut, kebutuhan untuk memperoleh suatu informasi dengan cepat dan tepat dari 
kumpulan data juga semakin meningkat. Cara sederhana untuk memperoleh 
informasi dari data teks dapat dilakukan dengan mencari padanan kata dari 
pengguna dengan kata yang dimuat dalam dokumen. Namun cara tersebut dinilai 
kurang efektif karena memerlukan proses yang lama, adanya redudansi hasil, serta 
ketidaksesuaian hasil informasi yang ditemukan (Manning dkk, 2008). 
Metode-metode melakukan pencarian yang efektif dipelajari dalam bidang 
temu kembali informasi (Manning dkk, 2008; Ibrahim, 2007). Objek pembahasan 
temu kembali informasi semakin luas. Tidak hanya pada dokumen berbahasa 
Inggris, tapi juga dokumen berbahasa Arab meskipun masih jauh dari bahasa 
Inggris yang telah mendominasi temu kembali informasi selama lebih dari 50 tahun 
(Salton, 1989; Haidar, 2001). Hal ini karena pembahasan temu kembali informasi 
dalam bahasa Arab memiliki tantangan dari aspek perbedaan struktur bahasa Arab 
dengan bahasa latin seperti bahasa Inggris (Ibrahim, 2007; Leah dkk, 2002). 
Perangkingan dokumen merupakan salah satu pembahasan temu kembali 
informasi yang biasa diteliti (Manning dkk, 2008; Esraa dkk, 2010). Harrag dkk 
(2008) menggunakan vector space model untuk melakukan perangkingan pada 
dokumen berbahasa Arab. Pada metode ini dokumen direpresentasikan sebagai 
sebuah vektor yang dibentuk dari nilai-nilai term yang menjadi indeksnya. Nilai-
nilai term tersebut dihitung dengan menggunakan term weighting. 
Diantara metode pembobotan yang dapat digunakan adalah pembobotan 
TF.IDF (Salton, 1989); pembobotan inverse class frequency (ICF) dan variasinya, 
inverse class space density frequency (ICSdF) (Fuji dkk, 2013); serta pembobotan 
inverse book frequency (IBF) (Fauzi, 2013).  
Pembobotan TF.IDF mengkombinasikan term frequency (TF) yang 
mengukur kepadatan term dalam sebuah dokumen dikalikan dengan inverse 
document frequency (IDF) yang mengukur signifikasi sebuah term (kelangkaannya 
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pada keseluruhan korpus) (Salton, 1989). Sedangkan dengan ICF dan ICSdF, term 
yang sering muncul pada banyak kelas akan memiliki nilai yang kecil. Metode ini 
terbukti memiliki precision dan recall yang lebih tinggi daripada TF.IDF (Fuji dkk, 
2013). Pembobotan yang diajukan oleh Fauzi (2013) adalah pembobotan term 
berbasis buku untuk perangkingan dokumen bahasa Arab yang dinamakan inverse 
book frequency (IBF) untuk meningkatkan performa perangkingan dokumen yang 
memiliki hierarki berupa buku-buku yang memiliki banyak halaman. Perhitungan 
IBF tersebut dikalikan dengan metode sebelumnya sehingga menjadi 
TF.IDF.ICF.IBF. Metode TF.IDF.ICF.IBF terbukti dapat diaplikasikan pada 
perangkingan dokumen berbahasa Arab dan memiliki performa yang lebih bagus 
dibanding metode sebelumnya (Fauzi, 2013). 
Hanya saja, selain kesesuaian query dengan hasil pencarian, terdapat 
penilaian subjektif pengguna yang diharapkan turut menjadi faktor penentu dalam 
perangkingan dokumen. Aspek preferensi ini pun tampak pada pencarian dokumen 
fiqih. Dokumen fiqih dapat dikelompokkan dalam kelompok mazhab tertentu. 
Mazhab tersebut sebagai paradikma atau metodologi fiqih yang menjadi salah satu 
faktor dalam pengambilan keputusan (Sulaiman, 2009). Diantara metodologi fiqih 
yang terkenal adalah Syafi’iyah, Hanabilah, Hanafiyah, Malikiyah. Nama 
metodologi fiqih tersebut sesuai dengan nama tokohnya yaitu Imam Syafi’i, 
Hambali, Hanafi, dan Maliki. 
Di masyarakat terdapat fenomena adanya kecenderungan bagi seseorang 
untuk mengikuti pendapat dari metodologi fiqih tertentu atau mengutamakannya 
dengan tidak menolak/menyalahkan pendapat metodologi fiqih lain. Oleh sebab itu, 
maka perlu adanya faktor preferensi disamping relevansi dalam melakukan 
pencarian. Dalam pencarian dokumen fiqih mazhab sebagai faktor preferensi dalam 
merankingkan dokumen.  
Maka pada penelitian ini diajukan suatu metode pembobotan kata dengan 
menambahkan faktor preferensi yang digunakan untuk perangkingan dokumen 
fiqih berbahasa Arab. Untuk meningkatkan bobot preferensi dimodelkan dengan 
adanya konstanta ∝ sebagai nilai pengali yang akan menguatkan atau meningkatkan 
bobot sesuai preferensi pengguna. Dimana ∝ bernilai antara 0 sampai 1. Nilai 0 
menghasilkan bobot yang berimbang atau tanpa preferensi yang ditingkatkan. 
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Sedangkan nilai 1 akan meningkatkan bobot dari preferensi dan menghilangkan 
bobot yang tidak termasuk preferensi, sehingga dokumen yang termasuk dalam 
preferensi saja yang akan tampil. 
Pembobotan berbasis preferensi ini dinamakan dengan inverse preference 
frequency with ∝ value (IPF∝). Metode IPF∝ ini memberikan nilai yang lebih tinggi 
pada term yang menjadi indeks preference (yang dipilih atau lebih diutamakan). 
Pembobotan ini digabungkan dengan pembobotan yang telah ada sebelumnya 
dengan cara mengkalikannya, sehingga diperoleh metode term weighting 
TF.IDF.IBF.IPF∝. Gabungan metode ini dengan metode pembobotan yang ada 
sebelumnya menghasilkan pembobotan yang memperhatikan aspek kesesuaian 
(relevance) dan preferensi (preference). Harapannya, dengan pembobotan ini akan 
diperoleh perangkingan dokumen dengan urutan yang tepat dan sesuai dengan 
kecenderungan yang diharapkan pengguna. 
 
1.2 Perumusan Masalah 
Berdasarkan latar belakang yang telah dipaparkan maka rumusan masalah 
yang diangkat dalam penelitian ini antara lain: 
1. Bagaimana memperoleh nilai preferensi dengan pembobotan Invers 
Preference Frequency with ∝ value (IPF∝)? 
2. Bagaimana melakukan perangkingan dokumen fiqih berbahasa Arab 
menggunakan pembobotan TF.IDF.IBF.IPF∝? 
3. Bagaimana pengaruh nilai ∝ pada pembobotan TF.IDF.IBF.IPF∝ terhadap 
perangkingan dokumen fiqih berbahasa Arab? 
 
1.3 Tujuan Penelitian 
Tujuan yang akan dicapai dalam pembuatan tesis ini adalah sebagai 
berikut: 
1. Mendapatkan hasil perangkingan dokumen dengan menggunakan metode 
TF.IDF.IBF.IPF∝ pada dokumen fiqih berbahasa Arab. 
2. Memperoleh nilai pengukuran performa dari metode TF.IDF.IBF.IPF∝. 
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1.4 Manfaat Penelitian 
Penelitian ini menghasilkan metode TF.IDF.IBF.IPF∝ yang 
menggabungkan aspek relevansi dan preferensi untuk melakukan perangkingan 
pada dokumen fiqih berbahasa Arab.  
1.5 Kontribusi Penelitian 
Kontribusi penelitian ini yaitu mengajukan metode pembobotan kata 
berbasis preferensi yang memperhatikan aspek kesesuaian dan pilihan pengguna 
untuk perangkingan dokumen fiqih berbahasa Arab. 
1.6 Batasan Masalah 
Pembahasan dalam penelitian ini dibatasi pada beberapa hal berikut ini: 
1. Metode pembobotan yang diusulkan diterapkan pada dokumen fiqih berbahasa 
Arab. 
2. Dokumen yang digunakan diambil dari sejumlah halaman di beberapa buku 
fiqih berbahasa Arab.  
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2.  
BAB II 
KAJIAN PUSTAKA 
 
Pada bagian ini akan dipaparkan konsep dasar tentang teori-teori yang 
dipakai sebagai pegangan dalam melakukan penelitian. 
2.1 Mazhab Fiqih 
Mazhab (bahasa Arab: بهذ م, madzhab) menurut bahasa Arab adalah isim 
makan (kata benda keterangan tempat) dari akar kata dzahab (pergi). Sehingga 
mazhab secara bahasa artinya, “tempat pergi”, yaitu jalan (ath-tharîq) (Abdullah, 
1995; Nahrawi, 1994). Menurut para ulama dan ahli agama Islam, yang dinamakan 
mazhab adalah metode (manhaj) yang dibentuk setelah melalui pemikiran dan 
penelitian, kemudian orang yang menjalaninya menjadikannya sebagai pedoman 
yang jelas batasan-batasannya, bagian-bagiannya, dibangun di atas prinsip-prinsip 
dan kaidah-kaidah. Sedangkan menurut istilah ushul fiqih, mazhab adalah 
kumpulan pendapat mujtahid yang berupa hukum-hukum Islam, yang digali dari 
dalil-dalil syariat yang rinci serta berbagai kaidah (qawâ’id) dan landasan (ushûl) 
yang mendasari pendapat tersebut, yang saling terkait satu sama lain sehingga 
menjadi satu kesatuan yang utuh (Abdullah, 1995; Nahrawi, 1994).  
Menurut Muhammad Husain Abdullah (1995), istilah mazhab mencakup 
dua hal: (1) sekumpulan hukum-hukum Islam yang digali seorang imam mujtahid; 
(2) ushul fiqih yang menjadi jalan (tharîq) yang ditempuh mujtahid itu untuk 
menggali hukum-hukum Islam dari dalil-dalilnya yang rinci. Berbagai mazhab fiqih 
lahir pada masa keemasan fiqih, yaitu dari abad ke-2 H hingga pertengahan abad 
ke-4 H dalam rentang waktu 250 tahun di bawah Khilafah Abbasiyah yang berkuasa 
sejak tahun 132 H. Mazhab yang digunakan secara luas saat ini antara lain mazhab 
Hanafi, mazhab Maliki, mazhab Syafi'i dan mazhab Hambali. 
2.2 Prepocessing Teks Berbahasa Arab 
Preprocessing merupakan tahap yang penting dalam pemrosesan teks 
untuk memperoleh fitur yang akan diproses pada tahap selanjutnya. Tugas pokok 
6 
 
 
pada tahap ini adalah pembangunan indeks dari koleksi dokumen. Indexing adalah 
proses membangun representasi suatu dokumen dengan memberikan suatu 
pengenal pada item-item teks. Kualitas indeks mempengaruhi efektifitas dan 
efisiensi sistem IR. Elemen dari indexing adalah fitur (keyword, term, atau istilah), 
yang dapat diperoleh dari ekstraksi teks suatu dokumen yang akan dimodelkan, atau 
bisa juga diperoleh secara independen. Indeks dokumen adalah himpunan term 
yang menunjukkan isi atau topik yang dikandung oleh dokumen. Indeks akan 
membedakan antara suatu dokumen dengan dokumen lain yang berada di dalam 
koleksi. Ukuran indeks yang kecil dapat memberikan hasil buruk dan mungkin 
beberapa item yang relevan justru terabaikan. indeks yang besar memungkinkan 
ditemukannya banyak dokumen yang relevan tetapi sekaligus dapat menaikkan 
jumlah dokumen yang tidak relevan dan menurunkan kecepatan pemrosesan 
(Machnik, 2004).  
Untuk dokumen teks, setiap kata di dalam dokumen dapat dianggap 
sebagai term, setelah kata tersebut mengalami preprocessing. Preprocessing 
berkaitan erat dengan penerapan proses indexing pada suatu sistem IR. Suatu skema 
preprocessing biasanya tidak hanya berurusan dengan bagaimana 
merepresentasikan suatu dokumen teks, tapi juga bagaimana menghasilkan solusi 
yang efektif dan efisien. Pembuatan indeks melibatkan konsep linguistic processing 
yaitu pemrosesan term sesuai dengan struktur bahasa yang bertujuan mengekstrak 
term-term penting dari dokumen yang direpresentasikan sebagai bag of words. 
Urutan langkah pembangunan indeks dengan implementasi linguistic processing 
dengan menggunakan sebuah dokumen teks Arab adalah sebagai berikut (Mesleh 
dan Kanaan, 2008; Mesleh, 2007): 
 ٌدََحأ اًُوُفك ٌُه َل ٌ  نَُكي ٌ َمَلو ٌ َدلُوي ٌ َمَلو ٌ دَِلي ٌ َمل ٌُدَم َّصلا ٌُ َّللّا ٌ دََحأ ٌُ َّللّا ٌَوُه  ٌ  ُلق  
“Katakan, Dialah Allah Yang Maha Esa. Allah tempat bergantung bagi segala 
sesuatu. Dia tidak beranak dan tidak diperanakkan. Dan tidak ada sesuatupun 
yang menyamai-Nya” 
1. Pemisahan rangkaian kata (tokenization). 
Tahap ini berfungsi memisahkan deretan kata di dalam kalimat, paragraf, 
maupun halaman menjadi token atau potongan kata tunggal atau termmed 
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word. Tahapan ini juga menghilangkan karakter-karakter tertentu seperti digit, 
angka, tanda hubung, dan tanda baca. Maka dari dokumen tersebut akan 
menghasilkan: 
- (akhad)  ٌدََحأ - (Allahu) ٌَهللّا - (huwa) ٌَوه  – (qul) ٌ  لهق 
- (yalid) ٌ دَِلي - (lam) ٌ َمل - (Shomada) ٌُدَم َّصلا - (Allahu) ٌُ َّللّا 
- (yakun) ٌ  نَُكي - (walam) ٌ  مََلو - (yulad) ٌ دَلُوي - (walam) ٌ  مََلو 
(akhad)  ٌدََحأ - (kufuwan) اًُوُفك - (lahu) ٌُه َل 
2. Normalization and filtration. 
Pada tahapan ini ditentukan term mana yang akan digunakan untuk 
merepresentasikan dokumen sehingga dapat mendeskripsikan isi dokumen dan 
membedakan dokumen tersebut dari dokumen lain di dalam koleksi. Selain itu, 
juga dilakukan penghilangan karakter-karakter yang tidak termasuk dalam 
huruf hijaiyah (… (,ٌت ,ٌب ,ا , kemudian dilakukan penghapusan diacritic 
(harokat), dan juga menormalkan teks Arab ke bentuk dasar. Dan semua teks-
teks bukan Arab dihapus. Dalam tahapan ini, hasil dari tokenization akan 
diproses dan menghasilkan: 
- مل - دمصلا - الله- دحا - الله - وه  - لق 
دحا - اوفك - هل - نكي - مل - دلوي – مل - دلي 
Setelah dilakukan proses normalization and filtration data yang dihasilkan 
berupa potongan kata tunggal tanpa harokat, tanpa tanda baca, dan 
dikembalikan ke bentuk normal huruf hijaiyah. 
3. Stopword Removal  
Term yang efektif dalam pemisahan dokumen yang relevan dari dokumen 
tidak relevan kemungkinan besar adalah term yang muncul pada sedikit 
dokumen. Ini berarti bahwa term dengan frekuensi kemunculan tinggi tidak 
memberikan nilai informasi yang tinggi. Kedua, term yang muncul dalam 
banyak dokumen tidak mencerminkan definisi dari topik atau sub-topik 
dokumen. Seperti kata fungsi bahasa Arab (… ,دحأ, ادبأ, رخآ), kata ganti, artikel 
dan preposisi dihapus. Karena itu, term-term ini dimasukkan dalam daftar 
stopword atau stoplist dan dihapus. Strategi umum penentuan stoplist adalah 
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mengurutkan term berdasarkan frekuensi koleksi (jumlah total kemunculan 
setiap term di dalam koleksi dokumen) dan memasukkan term yang paling 
sering muncul sebagai stopword. Proses stopword removal adalah sebagai 
berikut: 
- مل - دمصلا - الله- دحا - الله - وه  - لق 
دحا - اوفك - هل - نكي - مل - دلوي – مل – دلي 
Kata yang bergaris bawah di atas termasuk kata dalam daftar stopword, pada 
proses ini kata-kata tersebut akan dihapus dan menghasilkan output sebagai 
berikut : 
اوفك  - دلوي – دلي - دمصلا - لق 
Setelah dilakukan penghapusan stopword tinggal menyisakan kata-kata yang 
memiliki pengaruh dalam suatu dokumen seperti hasil proses stopword 
removal di atas. 
4. Konversi term ke bentuk dasar (stemming). 
Stemming adalah proses konversi term ke bentuk dasarnya. Dokumen 
dapat pula diekspansi dengan mencarikan sinonim bagi term-term tertentu di 
dalamnya. Sinonim adalah kata-kata yang mempunyai pengertian serupa tetapi 
berbeda dari sudut pandang morfologis. Dalam tahap ini setiap kata yang telah 
dihasilkan dari serangkaian proses sebelumnya kemudian dirubah menjadi kata 
dasar, dan akan menghasilkan output sebagai berikut : 
فكا  - دلو - دلو - دمص - قال  
Setelah proses stemming selesai dilakukan, maka didapat kata-kata dalam 
bentuk dasar seperti di atas. 
Proses stemming ini mempunyai peranan penting dalam Information 
retrieval, karena proses ini tidak hanya mengumpulkan kata yang sama, tetapi 
bisa mengurangi jumlah term yang merepresentasikan suatu dokumen tertentu 
sehingga penyimpanan data term akan lebih sedikit dan proses yang dijalankan 
juga akan lebih cepat. Light stemming merupakan salah satu stemmer teks Arab 
yang sering digunakan dalam information retrieval teks Arab (Larkey, 2002). 
Stemmer inilah yang digunakan pada library Lucene apabila menggunakan 
class ArabicAnalyzer. 
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2.3 Perangkingan Dokumen 
Perangkingan dokumen menggunakan representasi vector space model 
dari kumpulan dataset. Dokumen dalam vector space model di representasikan 
dalam matriks yang berisi bobot kata pada dokumen. Bobot tersebut menyatakan 
kepentingan/kontribusi kata terhadap suatu dokumen dan kumpulan dokumen. 
Kepentingan suatu kata dalam dokumen dapat dilihat dari frekuensi kemunculannya 
terhadap dokumen. Biasanya kata yang berbeda memiliki frekuensi yang berbeda. 
Dari pembobotan tersebut di peroleh bobot kata pada dokumen yang 
digunakan sebagai representasi vektor. Dari representasi bobot tersebut dapat 
dihitung nilai kemiripan suatu dokumen dengan query. Nilai kemiripan ini biasa 
dihitung dengan rumusan cosine similarity, perhitungan tingkat kemiripan ini 
dibuat dengan berdasar pada besar sudut kosinus antara dua vektor, dalam hal ini 
adalah vektor dokumen. Hasil dari perhitungan jarak cosinus antara tian dokumen 
terhadap query ini lah yang digunakan untuk merangkingkan dokumen.  
2.3.1 Pembobotan kata   
Dibawah ini terdapat beberapa metode pembobotan : 
 Term Frequency (TF) 
Term frequency merupakan metode yang paling sederhana dalam 
membobotkan kata. Setiap kata diasumsikan memiliki kepentingan yang 
proporsional terhadap jumlah kemunculan kata pada dokumen. Bobot dari 
kata t pada dokumen d didefinisikan sebagaimana Persamaan 2.1 dimana 
f(ti, dj) adalah frekuensi kemunculan term ti  pada dokumen dj. 
 𝑇𝐹(𝑡𝑖, 𝑑𝑗) = 𝑓(𝑡𝑖 , 𝑑𝑗), 
 
(2.1) 
 Inverse Document Frequency (IDF) 
Bila term frequency memperhatiakan kemunculan term di dalam dokumen, 
maka IDF memperhatikan kemunculan term pada kumpulan dokumen. 
Latar belakang pembobotan ini adalah term yang jarang muncul pada 
kumpulan dokumen sangat bernilai. Kepentingan tiap term diasumsikan 
memilki proporsi yang berkebalikan dengan jumlah dokumen yang 
mengandung term. Faktor IDF dari term t yaitu sebagaimana Persamaan 
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2.2. Pada persamaan tersebut N adalah jumlah seluruh dokumen dan df(t) 
adalah jumlah dokumen yang mengandung term t. 
 𝐼𝐷𝐹(𝑡𝑖) = 1 + 𝑙𝑜𝑔(𝑁 𝑑𝑓(𝑡𝑖)⁄ ), 
 
(2.2) 
 TFIDF 
Perkalian antara term frequency dan IDF dapat menghasilkan performansi 
yang lebih baik. Kombinasi bobot dari term t pada dokumen d sebagaimana 
Persamaan 2.3 dengan TF(ti, dj) adalah frekuensi term ke-I dan IDF(ti) 
adalah inverse kemunculan term ke-i pada dokumen ke-j. 
 𝑇𝐹𝐼𝐷𝐹(𝑡𝑖, 𝑑𝑗) = 𝑇𝐹(𝑡𝑖 , 𝑑𝑗) × 𝐼𝐷𝐹(𝑡𝑖), 
 
(2.3) 
 
Dengan perumusan tersebut maka bobot akan semakin tinggi saat lebih 
banyak ditemukan di dalam satu dokumen (indikasi frekuensi term). Term yang 
sering muncul pada satu dokumen, tapi jarang muncul pada seluruh dataset akan 
diberikan nilai bobot yang lebih tinggi (indikasi IDF) (Salton, 1989). 
2.3.2 Vector space model (VSM) 
Pada Vector space model, setiap dokumen di dalam database dan query 
pengguna direpresentasikan oleh suatu vektor multi-dimensi (Polettini, 2004; Cios, 
2007). Dimensi sesuai dengan jumlah term dalam dokumen yang terlibat. Contoh 
dari model ruang vektor tiga dimensi untuk dua dokumen D1 dan D2, satu query 
pengguna Q1, dan tiga term T1, T2 dan T3 diperlihatkan pada Gambar 2.1. Pada 
model ini: 
a. Vocabulary merupakan kumpulan semua term berbeda yang tersisa dari 
dokumen setelah preprocessing dan mengandung t term index. Term-term ini 
membentuk suatu ruang vektor. 
b. Setiap term i di dalam dokumen atau query j, diberikan suatu bobot (weight) 
bernilai real wij. 
c. Dokumen dan query diekspresikan sebagai vektor t dimensi dj = (w1, w2, ..., 
wtj) dan terdapat n dokumen di dalam koleksi, yaitu j = 1, 2, ..., n. 
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Gambar 2.1 Model ruang vektor 
 
Dalam model ruang vektor, koleksi dokumen direpresentasikan oleh 
matriks term-document (atau matriks term-frequency). Setiap sel dalam matriks 
bersesuaian dengan bobot yang diberikan dari suatu term dalam dokumen yang 
ditentukan. Nilai nol berarti bahwa term tersebut tidak hadir di dalam dokumen. 
(Cios, 2007). Pada Gambar 2.2 ditunjukkan contoh matriks term-document untuk 
database dengan n dokumen dan t term. 
 
 
Gambar 2.2 Matriks term-document 
 
Keberhasilan dari model VSM ini ditentukan oleh skema pembobotan 
terhadap suatu term baik untuk cakupan lokal maupun global, dan faktor 
normalisasi (Polettini, dkk, 2004). Pembobotan lokal hanya berpedoman pada 
frekuensi munculnya term dalam suatu dokumen dan tidak melihat frekuensi 
kemunculan term tersebut di dalam dokumen lainnya. 
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2.3.3 Cosine similarity 
Salah satu ukuran kemiripan teks yang populer (Tata, 2007) adalah cosine 
similarity. Ukuran ini menghitung nilai cosinus sudut antara dua vektor. Dalam 
Gambar 2.3 terdapat tiga vektor dokumen d1, d2 dan d3 dan satu vektor query q. 
cosine similarity menghitung nilai kosinus θ dari query dan tiga dokumen lain. Nilai 
ini menunjukkan derajat kemiripan dokumen dengan query. 
 
 
Gambar 2.3 Representasi Perumusan Cosine Similarity 
 
Karena berdasarkan kosinus sudut antara dua vektor, maka nilainya berkisar pada 
0 sampai dengan 1, dimana 0 menandakan bahwa kedua dokumen tidak mirip sama 
sekali, dan 1 menandakan bahwa antara query dan dokumen benar-benar identik. 
Cosine dinyatakan sebagai Persamaan 2.4 berikut (Garcia, 2006). Pada persamaan 
tersebut cos(q,dj) adalah notasi dari nilai kosinus antara query dan dokumen j, 
TFIDF(tk,q) dan TFIDF(tk,dj) masing-masing menunjukkan pembobotan TFIDF 
kata tk pada query dan pembobotan TFIDF kata tk pada dokumen j, sedangkan 
|TFIDFq| dan |TFIDFdj| maisng-masing merupakan panjang dari vektor query q dan 
panjang dari vektor dokumen j. 
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3.  
BAB III 
METODOLOGI PENELITIAN 
 
Tahapan-tahapan yang dilalui pada penelitian ini meliputi (1) Studi 
Literatur, (2) Perancangan algoritma, (3) Implementasi algoritma, (4) pengujian dan 
evaluasi, serta (5) Analisa Hasil. Alur tahapan-tahapan tersebut dapat dilihat pada 
Gambar 3.1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Gambar 3.1 Alur Metode Penelitian 
 
3.1 Studi Literatur  
Studi literatur dilakukan untuk mendapatkan informasi yang berkaitan 
dengan lingkup pembahasan dalam penelitian, perkembangan keilmuan terkait, 
serta metode yang telah ada sebelumnya. Studi literatur yang dilakukan diharapkan 
dapat memberikan data, informasi, dan fakta mengenai perangkingan dokumen 
berbahasa Arab yang akan dikembangkan. Studi literatur yang dilakukan mencakup 
pencarian dan mempelajari referensi-referensi yang terkait, seperti: 
Studi Literatur 
Perancangan Algoritma 
Implementasi Algoritma 
Pengujian dan Evaluasi 
Analisa Hasil 
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1. Text preprocessing yaitu tokenizing, stopword removal dan stemming kata 
Arab menggunakan Light Stemmer (Larkey, 2002) pada library lucene 
(http://lucene.apache.org) 
2. Metode term weighting TF.IDF.IBF  
3. Metode pengukuran kemiripan dokumen menggunakan cosine similarity. 
4. Preferensi pencarian 
5. Evaluasi hasil perangkingan dokumen dengan perhitungan recall, precision, 
dan f-measure. 
3.2 Perancangan Algoritma 
Alur proses dalam penelitian yang dilakukan terdiri dari beberapa tahapan 
sebagaimana yang tertera pada Gambar 3.2. Dokumen fiqih berbahasa Arab 
sebagai dataset melalui tahap awal yaitu preprocessing. Pada tahap preprocessing 
dokumen dipotong menjadi potongan-potongan kata (tokenizing), dihilangkan kata 
yang termasuk daftar stoplist (stopword removal), dan dirubah menjadi akar kata 
(stemming). Setelah itu, dilakukan pembobotan kata terhadap term hasil tahap 
preprocessing, mulai dari perhitungan nilai TF (Term Frequency) menggunakan 
Persamaan 3.1, IDF (Invers Document Frequency) menggunakan Persamaan 3.2, 
IBF (Invers Book Frequency) menggunakan Persamaan 3.3, kemudian 
perhitungan IPF∝ (Invers Preference Frequency with ∝ value) menggunakan 
Persamaan 3.5. Variabel ∝ sebagai penguat yang menunjukkan tingkat preferensi 
dari pengguna. Nilai ∝ antara 0 hingga 1, dimana 0 menunjukkan keberimbangan 
preferensi sedangkan 1 menunjukkan preferensi penuh.  
Masing-masing bobot TF, IDF, IBF, dan IPF∝ dikalikan sehingga menjadi 
pembobotan TF.IDF.IBF.IPF∝ (Persamaan 3.6). Bobot tiap term dimodelkan 
dalam vector space model hingga dilakukan perhitungan jarak kosinus antar sumbu 
bobot term menggunakan ukuran kemiripan cosine similarity dengan Persamaan 
3.7. Perhitungan cosine similarity memberikan hasil akhir nilai 0 hingga 1. Nilai 0 
menunjukkan bahwa dokumen tersebut tidak sesuai dengan query dan semakin 
mendekati 1 menunjukkan bahwa dokumen tersebut sesuai dengan query. Dari nilai 
kemiripan tersebut dokumen dapat dirangkingkan mulai dari nilai tertinggi, yang 
paling sesuai hingga terendah, yang paling tidak sesuai.   
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3.2.1 Dataset 
Data yang digunakan pada penelitian ini adalah dokumen fiqih berbahasa 
Arab, dimana dokumen merupakan tiap halaman dari buku. Buku fiqih tersebut 
adalah buku yang telah terkategorikan dalam empat metodologi fiqih. Data diambil 
dari e-book Bahasa Arab (http://shamela.ws/) dengan rincian (Tabel 3.1):  
- 4 metodologi fiqih: Hanafiyah, Malikiyah, Syafi’iyah, Hanabilah 
- Tiap metodologi fiqih diambil 3 buku sehingga total buku yang digunakan 
adalah 12 buku fiqih 
- Dokumen yang digunakan adalah 10 dokumen dari tiap buku sehingga total 
dokumen adalah 120 dokumen 
Gambar 3.2 Diagram Rancangan Sistem 
Dokumen fiqih 
berbahasa Arab 
Preprocessing (Tokenizing, 
stopword removal, stemming) 
Ukuran Kemiripan dengan 
cosine similarity 
(Persamaan 3.7) 
Query 
Perhitungan TF   (Persamaan 3.1) 
Perhitungan IDF (Persamaan 3.2) 
Perhitungan IBF (Persamaan 3.3) 
Dokumen 
terangking 
Indeks 
dokumen 
TF.IDF.IBF.IPF∝  
(Persamaan 3.6) 
Perhitungan IPF∝ 
(Persamaan 3.5) 
P
em
bo
bo
ta
n 
k
at
a 
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Tabel 3.1 Dataset dokumen fiqih 
No 
Metodologi 
Fiqih 
Judul Buku 
    
1 Hanafiyah طوسبملا al-Mabsuth 
ريغصلا عماجلا al-jami' ash-shoghir 
حاضيلإا رون تم حرش حلا لا يقارم 
 
maroqiy al-falaah syarah matan 
nuur al-iydhooh 
 
    
2 Malikiyah ةنودملا al-mudwinah 
ةلاسرلا نتم matan ar-risalah 
يكلاملا ةقفلا يف نيقلتا 
 
at-talqiin fiy al-fiqhi al-malikiy 
 
    
3 Syafi'iyah ملأ al-Umm 
 ينزملا رصتخم Mukhtashar al-muzani 
يعفاشلا هقفلا يف عانقلإ 
 
al-iqnaa'u fiy al-fiqhi asy-syafi'I 
 
    
4 Hanabilah ةمادق نبلا يغملا al-Mughni li-ibni Qudamah 
لبنح نب دمحأ ماملإا قف يف عانقلإ 
al-iqnaa'u fiy al-fiqhi al-imam 
ahmad bin hambal 
عنقملا نتم ىلع ريبكلا حرشلا 
 
asy-syarah al-kabir 'ala matan 
al-maqna'i 
    
Total 
4 
metodologi 
fiqih 
 
12 Buku 
 
3.2.2 Preprocessing 
Masing-masing dokumen melalui tahap preprocessing. Implementasi 
preprocessing ini terdiri dari beberapa tahapan, diantaranya adalah tokenisasi, 
filtering, stemming, dan stopword removal. Tokenisasi dilakukan untuk memecah 
keseluruhan isi dokumen menjadi suku kata tunggal. Sedangkan pada tahapan 
filtering dilakukan pembuangan harokat-harokat bahasa Arab. Penghilangan 
stopword dilakukan untuk menghilangkan kata-kata yang sering muncul dalam 
dokumen tetapi tidak mempunyai nilai yang berarti pada sebuah dokumen. Daftar 
stopword diambil dari website http://Arabicstemmer.codeplex.com/. Tahap 
selanjutnya adalah stemming yang digunakan untuk memperoleh kata dasar dari 
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masing-masing kata dengan cara mencari kata dasar (root) dan penghilangan affix 
serta suffix. Pada implementasi stemming ini digunakan Light Stemmer yang berada 
dalam library lucene (http://lucene.apache.org/).  
3.2.3 Pembobotan 
Tahap setelah preprocessing adalah term weighting. Pembobotan kata 
dilakukan dengan menghitung TF (Term Frequency), IDF (Inverse Document 
Frequency), dan IBF (Inverse Book Frequency) dari masing-masing term pada 
seluruh dokumen. Kemudian perhitungan IPF (Inverse Preference Frequency) juga 
dilakukan terhadap masing-masing term pada seluruh dokumen. Bobot IPF 
dikalikan dengan nilai ∝ untuk term yang termasuk query pengguna sebagaimana 
Persamaan 3.5 sehingga diperoleh bobot IPF∝ (Invers Preference Frequency with 
∝ value). Rumusan TF.IDF.IBF.IPF∝ menggunakan Persamaan 3.6.  
Berikut ini adalah rumus perhitungan tahap pembobotan: 
 Term Frequency 
Term frequency merupakan metode yang paling sederhana dalam membobotkan 
setiap term. Setiap term diasumsikan memiliki kepentingan yang proporsional 
terhadap jumlah kemunculan term pada dokumen. Bobot dari term t pada 
dokumen d dengan Persamaan 3.1 dengan f(dj,ti) adalah frekuensi kemunculan 
term t ke-i pada dokumen d ke-j. 
 𝑊𝑇𝐹(𝑡𝑖, 𝑑𝑗) = 𝑓(𝑑𝑗 , 𝑡𝑖), 
 
(3.1) 
 
 Inverse Document Frequency (IDF) 
Bila term frequency memperhatiakan kemunculan term di dalam dokumen, 
maka IDF memperhatikan kemunculan term pada kumpulan dokumen. Latar 
belakang pembobotan ini adalah term yang jarang muncul pada kumpulan 
dokumen sangat bernilai. Kepentingan tiap term diasumsikan memiliki proporsi 
yang berkebalikan dengan jumlah dokumen yang mengandung term. 
Perhitungan bobot IDF dari term t menggunakan Persamaan 3.2. Pada 
persamaan tersebut, D merupakan jumlah seluruh dokumen dan d(ti) adalah 
jumlah dokumen yang mengandung term t ke-i. 
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 𝑊𝐼𝐷𝐹(𝑡𝑖 , 𝑑𝑗) = 1 + 𝑙𝑜𝑔 (
𝐷
𝑑(𝑡𝑖)
) 
 
(3.2) 
 
 Inverse Book Frequency (IBF) 
IBF memperhatikan kemunculan term pada kumpulan kitab/buku. Term yang 
jarang muncul pada banyak buku adalah term yang sangat bernilai. Kepentingan 
tiap term diasumsikan memiliki proporsi yang berkebalikan dengan jumlah 
buku yang mengandung term. Perhitungan IBF ini dapat diadopsi langsung dari 
IDF. Perhitungan bobot IBF dari term t berdasarkan Persamaan 3.3 dengan B 
adalah jumlah seluruh buku dan b(ti) adalah jumlah buku yang memuat minimal 
satu term ti. 
 𝑊𝐼𝐵𝐹(𝑡𝑖, 𝑏𝑘) = 1 + 𝑙𝑜𝑔 (
𝐵
𝑏(𝑡𝑖)
) 
 
(3.3) 
 
 Inverse Preference Frequency with ∝ value (IPF∝) 
Sebelum perhitungan bobot IPF∝, terlebih dahulu dilakukan pembobotan IPF 
(Invers Preference Frequency) dari masing-masing term. Jika IBF 
memperhatikan kemunculan term pada kumpulan buku, maka IPF 
memperhatikan kemunculan term pada tiap kelompok yang menjadi pilihan 
preferensi pengguna. Dalam penelitian ini kelompok pilihan preferensi 
pengguna adalah empat metodologi fiqih. Term yang jarang muncul pada 
keempat metodologi fiqih adalah term yang sangat bernilai. Kepentingan tiap 
term diasumsikan memiliki proporsi yang berkebalikan dengan jumlah 
metodologi fiqih yang mengandung term. Seperti halnya IBF, perhitungan IPF 
ini dapat diadopsi langsung dari IDF. Perhitungan bobot IPF dari term t dengan 
Persamaan 3.4. Sedangkan bobot 𝐼𝑃𝐹∝ diperoleh dari perkalian bobot IPF 
dengan nilai ∝ sesuai Persamaan 3.5. Pada kedua persamaan tersebut P adalah 
jumlah seluruh metodologi fiqih, p(ti) adalah jumlah metodologi fiqih yang 
memuat minimal satu term ti, ∝ adalah variabel bernilai antara 0 hingga 1, 𝑈𝑃  
merupakan preferensi pengguna, dan 𝑄 adalah query. 
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 𝑊𝐼𝑃𝐹(𝑡𝑖, 𝑝𝑙) = 1 + 𝑙𝑜𝑔 (
𝑃
𝑝(𝑡𝑖)
) 
 
(3.4) 
 
𝑊𝐼𝑃𝐹∝(𝑡𝑖, 𝑑𝑗, 𝑝𝑙) =
{
 
 
 
 
 
 
 
 (1 + 𝑙𝑜𝑔 (
𝑃
𝑝(𝑡𝑖)
)) × (
∝
2
+ 0.5),                          𝑑𝑗 ∈ 𝑈𝑃, 𝑡𝑖 ∈ 𝑄
(1 + 𝑙𝑜𝑔 (
𝑃
𝑝(𝑡𝑖)
)) × (1 − (
∝
2
+ 0.5)),             𝑑𝑗 ∉ 𝑈𝑃, 𝑡𝑖 ∈ 𝑄
(1 + 𝑙𝑜𝑔 (
𝑃
𝑝(𝑡𝑖)
)),                                                                    𝑡𝑖 ∉ 𝑄
 
 
 
 
 
 
(3.5) 
 
Ide dari pembobotan IPF∝ adalah meningkatkan bobot term yang berada pada 
dokumen yang termasuk preferensi pengguna dan menurunkan bobot term yang 
tidak berada pada dokumen yang termasuk preferensi pengguna. Sehingga term 
yang berada pada dokumen yang termasuk preferensi pengguna memiliki nilai 
signifikan lebih tinggi dibandingkan yang lain. Selain itu, peningkatan bobot 
term yang berada pada dokumen sesuai dengan preferensi pengguna dan 
merupakan term yang sama dengan query mampu mendekatkan posisi vektor 
dokumen yang memuat term tersebut dengan vektor query pada representasi 
Vector Space Model. Sebaliknya, vektor dokumen yang tidak sesuai dengan 
preferensi pengguna akan semakin jauh dengan vektor query.  Dengan 
demikian, maka sistem mampu menempatkan dokumen yang termasuk 
preferensi pengguna pada urutan yang lebih atas pada perangkingan dokumen 
daripada dokumen selain preferensi pengguna. Penguat bobot tersebut 
dimodelkan dengan adanya variabel ∝ yang bernilai antara 0 sampai dengan 1. 
Nilai 0 menunjukkan tidak ada yang di utamakan, sedangkan 1 menunjukkan 
hanya mengutamakan preferensi pengguna. Ketika dokumen termasuk dalam 
kategori preferensi pengguna (UP) dan term termasuk query (Q) maka bobot 
IPF dikalikan dengan ∝
2
+ 0.5 . Sehingga semakin besar nilai ∝ maka term akan 
diberi bobot yang lebih tinggi. Sebaliknya, ketika dokumen tidak termasuk 
dalam kategori preferensi pengguna dan term termasuk query maka bobot IPF 
dikalikan dengan 1 − (∝
2
+ 0.5). Sehingga semakin besar nilai ∝ maka term akan 
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diberi bobot lebih rendah. Sedangkan jika term tidak termasuk dalam query 
maka term tersebut hanya diberi bobot IPF tanpa nilai ∝ sebagai pengali. 
 
Gabungan dari masing-masing pembobotan tersebut memberikan variasi 
pembobotan kata. Dalam penelitian ini, menggunakan pembobotan 
TF.IDF.IBF.IPF∝ yang merupakan perkalian dari bobot TF, IDF, IBF, dan IPF∝ dari 
suatu term terhadap dokumen, buku, dan kelompok preferensi tertentu. Hal ini 
sebagaimana yang didefinisikan pada Persamaan 3.6. 
 
𝑊𝑇𝐹.𝐼𝐷𝐹.𝐼𝐵𝐹.𝐼𝑃𝐹∝(𝑡𝑖 , 𝑑𝑗, 𝑏𝑘, 𝑝𝑙) = 𝑊𝑇𝐹.𝐼𝐷𝐹(𝑡𝑖, 𝑑𝑗) ×𝑊𝐼𝐵𝐹(𝑡𝑖 , 𝑏𝑘) ×𝑊𝐼𝑃𝐹∝(𝑡𝑖, 𝑑𝑗 , 𝑝𝑙) 
(3.6) 
 
3.2.4 Pembentukan Vector Space model 
Vector space model merepresentasikan dokumen atau query sebagai 
sebuah vektor dalam sebuah ruang term. Ruang ini memiliki dimensi sebanyak 
jumlah term atau dengan kata lain untuk dokumen yang memiliki N kata maka 
dibutuhkan N dimensi. Setiap vektor direpresentasikan sesuai bobot dari term-term 
yang ada. Term-term yang ada menjadi sumbu-sumbu koordinat sebanyak jumlah 
term, sedangkan vectornya adalah sebuah titik yang posisinya berdasarkan nilai dari 
sumbu-sumbu tersebut. Misal untuk dokumen dengan dua dimensi, maka apabila 
direpresentasikan  dalam bidang kartesian akan menjadi sebuah titik yang terdiri 
dari x dan y. Nilai x dan y ini tergantung pada bobot term x dan y. Dalam 
implementasinya, Vector Space Model ini direpresentasikan sebagai matriks dua 
dimensi dengan kolom sebagai term dan dokumen sebagai baris, serta bobot term 
sebagai isi matriks.  
Pembuatan Vector Space Model untuk dokumen adalah dengan cara 
membuat sebuah matriks dua dimensi dengan kolom sebagai term dan dokumen 
sebagai baris. Isi dari matriks tersebut merupakan nilai bobot term (term weight) 
dari masing-masing term terhadap masing-masing dokumen. Term dalam Vector 
Space Model ini diambil dari seluruh term unik pada keseluruhan dokumen.  
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3.2.5 Ukuran kemiripan dengan cosine similarity 
Dari bobot term yang termuat dalam vector space model dilakukan 
perhitungan kemiripan menggunakan cosine similarity sesuai dengan Persamaan 
3.7. Hasil dari perhitungan ini memberikan nilai kemiripan antara rentang 0 sampai 
1. Nilai yang semakin mendekati 1 menunjukkan tingkat kemiripan yang tinggi. 
Sehingga dari hasil perhitungan ini jika diurutkan akan menghasilkan dokumen 
yang berurutan (terangking). 
cos(𝑞, 𝑑𝑗) =  
∑ [𝑤(𝑡𝑖, 𝑞)] ∙ [𝑤(𝑡𝑖, 𝑑𝑗]𝑡𝑖
√∑|𝑤(𝑞)|2 ∙ √∑|𝑤(𝑑𝑗)|
2
 
         (3.7) 
 
Pada Persamaan 3.7 tersebut cos(q,dj) adalah nilai kosinus antara query dan 
dokumen j, 𝑤(𝑡𝑖, 𝑞) merupakan bobot TF.IDF.IBF.IPF dari term ti pada query, dan 
𝑤 (𝑡𝑖, 𝑑𝑗) merupakan bobot TF.IDF.IBF.IPF∝ berdasarkan Persamaan 3.6 untuk 
setiap term ti pada dokumen j berdasarkan sebaran term pada koleksi buku dan 
kelompok preferensi.  Sedangkan |w(q)| dan |w(dj)| masing-masing merupakan 
panjang dari vektor query q dan panjang dari vektor dokumen j. Sebagai contoh 
panjang vektor dokumen yaitu ||dj||2 = (TF.IDF.IBF.IPF∝t12 + TF.IDF.IBF.IPF∝t22 + 
TF.IDF.IBF.IPF∝t32 +...+ TF.IDF.IBF.IPF∝ti2)1/2, dimana TF.IDF.IBF.IPF∝ti adalah 
bobot kata ke-ti pada vektor dokumen dj. 
3.2.6 Contoh Perhitungan Manual 
Contoh Kasus 
Sebagai contoh, terdapat enam dokumen dengan kode mulai dari D1 
hingga D6. Keenam dokumen tersebut adalah dokumen yang relevan, yaitu dengan 
topik tentang hukum membaca al-fatihah bagi ma’mum.  Namun keenam dokumen 
tersebut tersebar pada buku dan kelompok preferensi yang berbeda. Yaitu, 
dokumen tersebut tersebar dari lima buku dengan kode buku mulai dari B1 hingga 
B5. Dan tiap buku tersebut dari empat metodologi fiqih yang menjadi pilihan 
preferensi pengguna. Pilihan preferensi pengguna ini ditulis dengan kode mulai dari 
P1 hingga P4. Isi keenam dokumen tersebut dengan keterangan buku dan preferensi 
22 
 
 
dapat dilihat pada Tabel 3.2. Untuk dokumen D1 dan D2 sama-sama dimuat pada 
buku B1 yang termasuk pada pilihan preferensi P1. Dokumen D4 dimuat pada buku 
B3 dan dokumen D5 dimuat dalam buku B4, kedua buku tersebut masuk dalam 
kategori preferensi P3. Sedangkan dokumen yang lain masing-masing dari satu 
buku dan satu preferensi yang berbeda. 
 
Tabel 3.2 Contoh Dokumen untuk Perhitungan Manual 
Dokumen Buku Preferensi Isi Dokumen 
    
D1 B1 P1  ةلاصلا تناك ءاوس ماملإا فلخ ةحتافلا ء رقي نا مومأملا ىلع بجو
ةيرهج مأ ة ّيرس 
wajib bagi makmum untuk membaca al fatihah setelah imam 
baik untuk sholat siriyyah maupun jahriyah 
D2 B1 P1 حتافلا ةءارق بوجو ةلاصلا نم تاعكرلا ّلك يف مومأملا ىلع ة
ةيرهجلاو ةيرسلا 
wajib membaca al fatihah bagi makmum di setiap rokaat 
pada sholat siriyah dan jahriyah 
D3 B2 P2  ماملإا فلخ ةحتافلا ةءارق بوجو 
wajib membaca al fatihah setelah imam 
D4 B3 P3 س تناك اذإ ةلا لا يف أرقي لا و, ماملإا فلخ ةحتافلا أرقي ة ّير
ةيرهجلا 
Sholat ketika siriyyah maka membaca al fatihah setelah 
imam, dan tidak membaca dalam jahriyah 
D5 B4 P3  ةيرسلا ةلا لا يف ةبودنم يهف مومأملل ةبسنلاب ةحتافلا ةءارق
ةيرهجلا ةلاصلا يف ةهوركمو 
membaca al fatihah bagi makmum adalah mandub untuk 
sholat siriyah dan makruh untuk sholat jahriah 
D6 B5 P4  يف لا و ة ّيرسلا يف لا , ماملإا فلخ ةحتافلا أرقي لا مومأملا نا
ةيرهجلا 
sesungguhnya makmum tidak membaca al fatihah setelah 
imam, tidak di siriyyah dan tidak di jahriyah 
    
 
Dilakukan pencarian terhadap keenam dokumen tersebut dengan 
keterangan: 
Query   : ةيرهجلا يف و ة ّيرسلا يف ةحتافلا أرقي مومأملا  
Preferensi pengguna : P1 
Nilai ∝   : 0.6  
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Tahapan Perangkingan Dokumen 
Tiap dokumen tersebut melalui tahap preprocessing. Dari tahap 
preprocessing diketahui terdapat 14 term pada keenam dokumen tersebut 
sebagaimana berikut ini: 
ماما هيرهج فلخ هيرس ءاوس هلا هحتاف 
1 2 3 4 5 6 7 
       
ارق مومأم ةبسن بودنم هوركم تاعكر بجو 
8 9 10 11 12 13 14 
 
Selanjutnya dilakukan perhitungan bobot TF, IDF, IBF, dan IPF untuk 
setiap term dengan Persamaan 3.1, Persamaan 3.2, Persamaan 3.3 dan 
Persamaan 3.4. Hasil perhitungan bobot TF, IDF, dan IBF tiap term tersebut dapat 
dilihat pada Tabel 3.3. Pembobotan IPF dan IPF∝ yang diajukan pada penelitian ini 
dapat dilihat pada Tabel 3.4.  Variasi dari pembobotan kata ditunjukkan pada 
Tabel 3.5, Tabel 3.6, dan Tabel 3.7. Tabel 3.5 menunjukkan pembobotan TF.IDF 
yang diperoleh dengan mengalikan bobot TF dengan IDF. Tabel 3.6 menunjukkan 
pembobotan TF.IDF.IBF yang diperoleh dari perkalian bobot TF.IDF dengan IBF. 
Tabel 3.7 menunjukkan pembobotan yang diusulkan yaitu dengan metode 
TF.IDF.IBF.IPF∝ dengan kondisi dimisalkan yang menjadi preferensi pengguna 
adalah P1 dengan nilai ∝ = 0.6. 
Pada contoh kasus ini, dokumen yang termasuk dalam kategori preferensi 
pengguna (UP) adalah D1 dan D2. Oleh karena itu, berdasarkan rumusan yang 
diajukan (Persamaan 3.6), untuk term pada D1 dan D2 dan term tersebut termasuk 
dalam query (Q) maka bobot IPF dikalikan dengan ∝
2
+ 0.5 . Sebaliknya, untuk 
dokumen D3 hingga D6 yang tidak termasuk dalam kategori preferensi pengguna 
maka bobot IPF dari term pada dokumen tersebut yang termasuk query dikalikan 
dengan 1 − (∝
2
+ 0.5). Sedangkan jika term tidak termasuk dalam query maka term 
tersebut hanya diberi bobot IPF tanpa nilai ∝ sebagai pengali. 
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Tabel 3.3 Perhitungan bobot TF, IDF, dan IBF 
No Term 
TF 
d(ti) IDF 1+log(D/d(ti) 
     
b(ti) IBF 1+log(B/b(ti) D1 D2 D3 D4 D5 D6 B1 B2 B3 B4 B5 
1 ماما 1  1 1  1 4 1.176 1 1 1  1 4 1.097 
2 هيرهج 1 1  1 1 1 5 1.079 2  1 1 1 4 1.097 
3 فلخ 1  1 1  1 4 1.176 1 1 1  1 4 1.097 
4 هيرس 1 1  1 1 1 5 1.079 2  1 1 1 4 1.097 
5 ءاوس 1      1 1.778 1     1 1.699 
6 هلا 1 1  1 2  4 1.176 2  1 1  3 1.222 
7 هحتاف 1 1 1 1 1 1 6 1.000 2 1 1 1 1 5 1.000 
8 ارق 1 1 1 2 1 1 6 1.000 2 1 1 1 1 5 1.000 
9 مومأم 1 1   1 1 4 1.176 2   1 1 3 1.222 
10 ةبسن     1  1 1.778    1  1 1.699 
11 بودنم     1  1 1.778    1  1 1.699 
12 هوركم     1  1 1.778    1  1 1.699 
13 تاعكر  1     1 1.778 1     1 1.699 
14 بجو 1 1 1    3 1.301 2 1    2 1.398 
 
Tabel 3.4 Perhitungan bobot IPF dan IPF∝ dengan UP=P1 dan ∝ = 0.6 
No Term 
    
p(ti) 
IPF 
1+log(P/p(ti) 
IPF∝ 
P1 P2 P3 P4 D1 D2 D3 D4 D5 D6 
1 ماما 1 1 1 1 4 1.000 1.000 1.000 1.000 1.000 1.000 1.000 
2 هيرهج 2  2 1 3 1.125 0.900 0.900 0.225 0.225 0.225 0.225 
3 فلخ 1 1 1 1 4 1.000 1.000 1.000 1.000 1.000 1.000 1.000 
4 هيرس 2  2 1 3 1.125 0.900 0.900 0.225 0.225 0.225 0.225 
5 ءاوس 1    1 1.602 1.602 1.602 1.602 1.602 1.602 1.602 
6 هلا 2  2  2 1.301 1.301 1.301 1.301 1.301 1.301 1.301 
7 هحتاف 2 1 2 1 4 1.000 0.800 0.800 0.200 0.200 0.200 0.200 
8 ارق 2 1 2 1 4 1.000 0.800 1.000 0.200 0.200 0.200 0.200 
9 مومأم 2  1 1 3 1.125 0.900 0.900 0.225 0.225 0.225 0.225 
10 ةبسن   1  1 1.602 1.602 1.602 1.602 1.602 1.602 1.602 
11 بودنم   1  1 1.602 1.602 1.602 1.602 1.602 1.602 1.602 
12 هوركم   1  1 1.602 1.602 1.602 1.602 1.602 1.602 1.602 
13 تاعكر 1    1 1.602 1.602 1.602 1.602 1.602 1.602 1.602 
14 بجو 2 1   2 1.301 1.301 1.301 1.301 1.301 1.301 1.301 
 
Pada Tabel 3.4 dapat dilihat yang termasuk term query adalah term nomor 
2, 4, 7, 8, dan 9, yaitu هيرهج, هيرس, هحتاف, ارق, dan مومأم. Bobot IPF∝ untuk kelima term 
tersebut pada dokumen D1 dan D2 yaitu 𝐼𝑃𝐹 × (
0.6
2
+ 0.5) = 𝐼𝑃𝐹 × 0.8, sehingga 
bobot term nomor 2 pada dokumen D1 dan D2 adalah 1.125 × 0.8 = 0.9, 
begitupun seterusnya. Sebaliknya, bobot IPF∝ untuk kelima term tersebut pada 
selain dokumen D1 dan D2 yaitu 𝐼𝑃𝐹 × (1 − (
0.6
2
+ 0.5)) = 𝐼𝑃𝐹 × (1 − 0.8) =
𝐼𝑃𝐹 × 0.2, sehingga bobot term nomor 2 pada dokumen D3 hingga D6 adalah 
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1.125 × 0.2 = 0.225, begitupun seterusnya. Sedangkan untuk sembilan term yang 
lainnya yang tidak termasuk term query hanya diberi bobot IPF dikalikan dengan 
nilai ∝ baik ketika dokumen tersebut termasuk preferensi pengguna ataupun tidak, 
sehingga bobot term nomor 1 pada dokumen D1 hingga D6 bernilai sama dengan 
bobot IPF term tersebut, yaitu 1, begitupun seterusnya. Dari sini tampak bahwa term 
pada dokumen yang termasuk pada preferensi pengguna memiliki bobot yang lebih 
tinggi dibandingkan dengan term pada dokumen yang bukan termasuk preferensi 
pengguna.  
 
Tabel 3.5 Pembobotan TF.IDF 
No Term 
TF 
IDF 
TF.IDF 
D1 D2 D3 D4 D5 D6 D1 D2 D3 D4 D5 D6 
1 ماما 1  1 1  1 1.176 1.176 0.000 1.176 1.176 0.000 1.176 
2 هيرهج 1 1  1 1 1 1.079 1.079 1.079 0.000 1.079 1.079 1.079 
3 فلخ 1  1 1  1 1.176 1.176 0.000 1.176 1.176 0.000 1.176 
4 هيرس 1 1  1 1 1 1.079 1.079 1.079 0.000 1.079 1.079 1.079 
5 ءاوس 1      1.778 1.778 0.000 0.000 0.000 0.000 0.000 
6 هلا 1 1  1 2  1.176 1.176 1.176 0.000 1.176 2.352 0.000 
7 هحتاف 1 1 1 1 1 1 1.000 1.000 1.000 1.000 1.000 1.000 1.000 
8 ارق 1 1 1 2 1 1 1.000 1.000 1.000 1.000 2.000 1.000 1.000 
9 مومأم 1 1   1 1 1.176 1.176 1.176 0.000 0.000 1.176 1.176 
10 ةبسن     1  1.778 0.000 0.000 0.000 0.000 1.778 0.000 
11 بودنم     1  1.778 0.000 0.000 0.000 0.000 1.778 0.000 
12 هوركم     1  1.778 0.000 0.000 0.000 0.000 1.778 0.000 
13 تاعكر  1     1.778 0.000 1.778 0.000 0.000 0.000 0.000 
14 بجو 1 1 1    1.301 1.301 1.301 1.301 0.000 0.000 0.000 
 
Tabel 3.6 Pembobotan TF.IDF.IBF 
No Term 
TF 
IDF IBF 
TF.IDF.IBF 
D1 D2 D3 D4 D5 D6 D1 D2 D3 D4 D5 D6 
1 ماما 1  1 1  1 1.176 1.097 1.290 0.000 1.290 1.290 0.000 1.290 
2 هيرهج 1 1  1 1 1 1.079 1.097 1.184 1.184 0.000 1.184 1.184 1.184 
3 فلخ 1  1 1  1 1.176 1.097 1.290 0.000 1.290 1.290 0.000 1.290 
4 هيرس 1 1  1 1 1 1.079 1.097 1.184 1.184 0.000 1.184 1.184 1.184 
5 ءاوس 1      1.778 1.699 3.021 0.000 0.000 0.000 0.000 0.000 
6 هلا 1 1  1 2  1.176 1.222 1.437 1.437 0.000 1.437 2.874 0.000 
7 هحتاف 1 1 1 1 1 1 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 
8 ارق 1 1 1 2 1 1 1.000 1.000 1.000 1.000 1.000 2.000 1.000 1.000 
9 مومأم 1 1   1 1 1.176 1.222 1.437 1.437 0.000 0.000 1.437 1.437 
10 ةبسن     1  1.778 1.699 0.000 0.000 0.000 0.000 3.021 0.000 
11 بودنم     1  1.778 1.699 0.000 0.000 0.000 0.000 3.021 0.000 
12 هوركم     1  1.778 1.699 0.000 0.000 0.000 0.000 3.021 0.000 
13 تاعكر  1     1.778 1.699 0.000 3.021 0.000 0.000 0.000 0.000 
14 بجو 1 1 1    1.301 1.398 1.819 1.819 1.819 0.000 0.000 0.000 
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Setelah memperoleh bobot TF, IDF, IBF, dan IPF∝ dari dari setiap term, 
maka pembobotan TF.IDF dilakukan terhadap setiap term sebagaimana yang 
ditunjukkan pada Tabel 3.5. Begitu pula pembobotan TF.IDF.IBF dilakukan 
terhadap setiap term sebagaimana yang ditunjukkan pada Tabel 3.6 dan juga 
pembobotan TF.IDF.IBF.IPF∝ yang diajukan pada penelitian ini ditunjukkan pada 
Tabel 3.7. 
 
Tabel 3.7 Pembobotan TF.IDF.IBF.IPF∝ dengan UP=P1 dan ∝ = 0.6 
No Term 
TF.IDF.IBF.IPF∝ (dengan persamaan 3.6) 
D1 D2 D3 D4 D5 D6 
1 ماما 1.290 0.000 1.290 1.290 0.000 1.290 
2 هيرهج 1.065 1.065 0.000 0.266 0.266 0.266 
3 فلخ 1.290 0.000 1.290 1.290 0.000 1.290 
4 هيرس 1.065 1.065 0.000 0.266 0.266 0.266 
5 ءاوس 4.840 0.000 0.000 0.000 0.000 0.000 
6 هلا 1.870 1.870 0.000 1.870 3.739 0.000 
7 هحتاف 0.800 0.800 0.200 0.200 0.200 0.200 
8 ارق 0.800 1.000 0.200 0.400 0.200 0.200 
9 مأممو 1.293 1.293 0.000 0.000 0.323 0.323 
10 ةبسن 0.000 0.000 0.000 0.000 4.840 0.000 
11 بودنم 0.000 0.000 0.000 0.000 4.840 0.000 
12 هوركم 0.000 0.000 0.000 0.000 4.840 0.000 
13 تاعكر 0.000 4.840 0.000 0.000 0.000 0.000 
14 بجو 2.366 2.366 2.366 0.000 0.000 0.000 
 
Sebelum melakukan perhitungan ukuran kemiripan antara query dengan 
dokumen, maka terhadap query yang dimasukkan oleh pengguna juga dilakukan 
tahap preprocessing dan pembobotan. Jumlah masing-masing term query dikalikan 
dengan bobot IDF dari term dokumen sehingga diperoleh TF.IDF (qi,dj). Begitu pula 
jumlah masing-masing term query dikalikan dengan bobot IDF dan IBF dari term 
dokumen sehingga diperoleh TF.IDF.IBF (ti,q,dj,bk). Hasil pembobotan query 
ditunjukkan pada Tabel 3.8.  
 
Tabel 3.8 Pembobotan Query 
No Term 
TF 
(ti, q) 
IDF 
(ti, dj) 
IBF 
(ti, bk) 
IPF 
(ti, pl) 
TF.IDF 
(ti, q, dj) 
TF.IDF.IBF 
(ti,q,dj,bk) 
TF.IDF.IBF.IPF 
(ti,q,dj,bk,pl) 
1 هيرهج 1 1.079 1.097 1.125 1.079 1.184 1.332 
2 هيرس 1 1.079 1.097 1.125 1.079 1.184 1.332 
3 هحتاف 1 1.000 1.000 1.000 1.000 1.000 1.000 
4 ارق 1 1.000 1.000 1.000 1.000 1.000 1.000 
5 مومأم 1 1.176 1.222 1.125 1.176 1.437 1.617 
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Tahap setelah pembobotan adalah perhitungan cosine similarity 
berdasarkan query pengguna dengan Persamaan 3.7. Langkah untuk perhitungan 
cosine similarity adalah dengan menghitung perkalian antara vektor query dan 
vektor setiap dokumen kemudian menghitung panjang vektor. Nilai perkalian 
antara vektor query dan dokumen dibagi dengan panjang vektor sehingga diperoleh 
nilai kosinus antara vektor query dan dokumen. Contoh perhitungan cosine 
similarity untuk pembobotan TF.IDF.IBF.IPF∝ ditunjukkan pada Tabel 3.9. 
 
Tabel 3.9 Perhitungan Cosine Similarity 
No Term Q 
TF.IDF.IBF.IPF∝ 
D1 D2 D3 D4 D5 D6 
1 ماما 0.000 1.290 0.000 1.290 1.290 0.000 1.290 
2 هيرهج 1.332 1.065 1.065 0.000 0.266 0.266 0.266 
3 فلخ 0.000 1.290 0.000 1.290 1.290 0.000 1.290 
4 هيرس 1.332 1.065 1.065 0.000 0.266 0.266 0.266 
5 ءاوس 0.000 4.840 0.000 0.000 0.000 0.000 0.000 
6 هلا 0.000 1.870 1.870 0.000 1.870 3.739 0.000 
7 هحتاف 1.000 0.800 0.800 0.200 0.200 0.200 0.200 
8 ارق 1.000 0.800 1.000 0.200 0.400 0.200 0.200 
9 مومأم 1.617 1.293 1.293 0.000 0.000 0.323 0.323 
10 ةبسن 0.000 0.000 0.000 0.000 0.000 4.840 0.000 
11 بودنم 0.000 0.000 0.000 0.000 0.000 4.840 0.000 
12 هوركم 0.000 0.000 0.000 0.000 0.000 4.840 0.000 
13 تاعكر 0.000 0.000 4.840 0.000 0.000 0.000 0.000 
14 بجو 0.000 2.366 2.366 2.366 0.000 0.000 0.000 
Jumlah kuarat bobot 8.160 41.070 38.101 9.008 7.166 84.581 3.655 
Panjang vector 2.857 6.409 6.173 3.001 2.677 9.197 1.912 
Jumlah perkalian bobot 
query dengan bobot 
dokumen 
 6.528 6.728 0.400 1.309 1.632 1.632 
Nilai cosine similarity  0.357 0.382 0.047 0.171 0.062 0.299 
 
Panjang vektor merupakan nilai akar dari jumlah kuadrat bobot di masing-
masing dokumen ataupun query. Sebagai contoh panjang vektor dokumen D1 = 
(TF.IDF.IBF.IPF∝t12 + TF.IDF.IBF.IPF∝t22 + TF.IDF.IBF.IPF∝t32 + ... + 
TF.IDF.IBF.IPF∝ti2)1/2 = (1.2902 + 1.0652 + 1.2902 + 1.0652 + 4.8402 + 1.8702 + 
0.8002 + 0.8002 + 1.2932 + 2.3662)1/2 = (41.070)1/2 = 6.409. Begitu pula dengan 
perhitungan panjang vektor dokumen D2 hingga D6 dan panjang vektor query. 
Setelah itu dilakukan perhitungan jumlah perkalian bobot query dengan 
bobot setiap dokumen. Sebagai contoh jumlah perkalian bobot query dengan bobot 
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dokumen D1 adalah (1.332 × 1.065) + (1.332 × 1.065) + (1 × 0.800)  + (1 ×
0.800) + (1.617 × 1.293)  = 6.528. Begitu pula dilakukan perhitungan jumlah 
perkalian bobot query dengan bobot D2 hingga D6.  
Nilai cosine similarity diperoleh dengan membagi jumlah perkalian bobot 
dengan perkalian panjang vektor query dan panjang vektor dokumen. Sebagaimana 
perhitungan berikut ini: 
 cos(𝑞, 𝑑1) =
6.528
2.857×6.409
= 0.357 
 cos(𝑞, 𝑑2) =
6.728
2.857×6.173
= 0.382 
 cos(𝑞, 𝑑3) =
0.4
2.857×3.001
= 0.047 
 cos(𝑞, 𝑑4) =
1.309
2.857×2.677
= 0.171 
 cos(𝑞, 𝑑5) =
1.632
2.857×9.197
= 0.062 
 cos(𝑞, 𝑑6) =
1.632
2.857×1.912
= 0.299 
 
Tabel 3.10 menunjukkan hasil perhitungan cosine similarity yang telah 
diurutkan mulai dari nilai tertinggi hingga terendah dengan variasi pembobotan 
TF.IDF, TF.IDF.IBF dan TF.IDF.IBF.IPF∝. Dari tabel tersebut diketahui rangking 
dokumen berdasarkan nilai similaritas dokumen tersebut terhadap query. Hasil 
tersebut menunjukkan bahwa dengan metode TF.IDF, dokumen D1 dan D2 yang 
termasuk dalam preferensi pengguna berada di urutan ke-2 dan ke-4. Hasil yang 
tidak jauh beda juga ditunjukkan dengan metode TF.IDF.IBF, dokumen D2 dan D1 
berada pada urutan ke-3 dan ke-4. Sedangkan dengan metode TF.IDF.IBF.IPF∝, 
dokumen D1 dan D2 yang merupakan anggota dari P1 yang menjadi preferensi 
pengguna ditempatkan pada urutan yang lebih tinggi dibandingkan dengan 
dokumen lain, yaitu pada urutan ke-1 dan ke-2.  
 
Tabel 3.10 Hasil Perangkingan Dokumen 
Ranking 
TF.IDF TF.IDF.IBF TF.IDF.IBF.IPF∝ 
Dokumen Similaritas Dokumen Similaritas Dokumen Similaritas 
1 D6 0.821 D6 0.821 D2 0.372 
2 D2 0.691 D4 0.609 D1 0.357 
3 D4 0.658 D2 0.567 D6 0.299 
4 D1 0.623 D1 0.527 D4 0.171 
5 D5 0.525 D5 0.402 D5 0.062 
6 D3 0.329 D3 0.259 D3 0.047 
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3.3 Implementasi algoritma 
Pada tahapan ini dilakukan implementasi desain model sistem ke dalam 
kode program sehingga dapat dimengerti oleh komputer. Sistem yang dibangun 
adalah dekstop based application dengan bahasa pemrograman Java dan database 
MySql. Setelah melalui proses text preprocessing data disimpan kedalam database. 
Sehingga untuk proses selanjutnya data-data hasil ekstraksi diakses dari database. 
Terdapat dua komponen utama dalam fase ini yaitu pengembangan sistem 
perangkingan dokumen berbahasa Arab sesuai dengan metode yang diusulkan dan 
pengembangan interface sistem sebagai sarana interaksi sistem dengan pengguna. 
Lingkungan pengembangan penelitian yang digunakan dalam penelitian 
ini sebagai berikut: 
1. Spesifikasi perangkat lunak yang digunakan: 
a. Sistem operasi: Windows 8, 64 bit 
b. Netbeans 8 dengan bahasa pemrograman Java. 
c. Database server: Mysql 5.5.24. 
2. Spesifikasi perangkat keras yang digunakan: 
a. Processor: Intel(R) Core(TM) i5-3210M CPU @ 2.50 GHz. 
b. Memory (RAM): 4 GB (3.88 usable). 
Penelitian ini dilaksanakan di laboratorium Pascasarjana Fakultas 
Teknologi Informasi, Jurusan Teknik Informatika, Institut Teknologi Sepuluh 
Nopember. Penelitian ini dimulai dari bulan Oktober 2014 s/d Januari 2015. 
3.4 Pengujian dan Evaluasi  
3.4.1 Skenario Uji Coba 
Uji coba dilakukan dengan melakukan pencarian dan mengevaluasi hasil 
perangkingan dokumen. Uji coba yang dilakukan adalah uji coba dengan variasi 
nilai ∝ sebagaimana Tabel 3.11. Uji coba variasi nilai ∝ dilakukan untuk 
mengetahui nilai ∝ maksimal serta pengaruh ukuran nilai ∝ terhadap perangkingan 
dokumen. Pengujian dilakukan terhadap sejumlah query, mulai Q ke-1 hingga Q ke 
n. Untuk masing-masing query dilakukan pengujian dengan kondisi preferensi 
pengguna yang beragam, mulai dari P-1 hingga P-4. Tiap ragam query dan 
preferensi pengguna tersebut dilakukan pengujian dengan nilai ∝ = 0 hingga ∝ = 
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1. Dari masing-masing variasi tersebut dapat diperoleh nilai recall (R), precision 
(P), dan f-measure (F) sebagai nilai evaluasi kemampuan system. Pembahasan 
tentang evaluasi kemampuan sistem dalam melakukan pencarian dokumen sesuai 
preferensi pengguna menggunakan recall, precision, dan f-measure akan dijelaskan 
pada subbab 3.4.2. 
 
Tabel 3.11 Skenario Uji Coba variasi nilai ∝ 
Query 
Preferen
si 
Penggu
na 
0 0.1 0.2 …. 0.8 0.9 1 
R P F R P F R P F R P F R P F R P F R P F 
                       
Q-1 P-1                      
P-2                      
P-3                      
P-4                      
                       
Q-… P-1                      
P-2                      
P-3                      
P-4                      
                       
Q-n P-1                      
P-2                      
P-3                      
P-4                      
                       
 
Metode TF.IDF.IBF.IPF∝ dengan nilai ∝ maksimal berdasarkan uji coba 
pertama akan dibandingkan dengan metode pembobotan yang lainnya, yaitu 
TF.IDF dan TF.IDF.IBF. Skenario pengujian kedua ini ditunjukkan pada 
Tabel 3.12. Pengujian kedua ini juga dilakukan terhadap sejumlah query mulai dari 
Q ke-1 hingga Q ke-n dengan kondisi preferensi pengguna yang beragam mulai dari 
P-1 hingga P-4. Dari masing-masing variasi tersebut dapat diperoleh nilai recall, 
precision, dan f-measure menggunakan metode TF.IDF.IBF.IPF∝ serta 
dibandingkan dengan nilai recall, precision, dan f-measure menggunakan metode 
TF.IDF dan TF.IDF.IBF. 
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Tabel 3.12 Skenario Uji Coba Perbandingan Metode 
Query Preferensi Pengguna 
TF.IDF TF.IDF.IBF TF.IDF.IBF.IPF∝ 
R P F R P F R P F 
           
Q-1 P-1          
P-2          
P-3          
P-4          
           
Q-… P-1          
P-2          
P-3          
P-4          
           
Q-n P-1          
P-2          
P-3          
P-4          
 
3.4.2 Evaluasi dengan Recall, Precision, dan F-measure  
Dalam penelitian ini, metode evaluasi perangkingan yang digunakan 
adalah precision, recall, dan F-measure. F-measure digunakan pada temu kembali 
informasi dengan mengkombinasikan konsep recall dan precision.  
Metode sistem temu kembali informasi diaplikasikan untuk mendapatkan 
informasi yang relevan dengan keinginan pengguna. Dari kumpulan dokumen yang 
ada penelitian ini melakukan perangkingan berdasarkan query yang diberikan 
pengguna. Dari query ini di cari dokumen yang relevan dan sesuai dengan 
preferensi pengguna.  
Evaluasi dilakukan untuk menganalisa performa dari metode perangkingan 
yang digunakan. Analisa performa ini menggambarkan efektifitas metode yang 
direlasikan dengan kemampuan metode untuk mengembalikan dokumen yang 
relevan dengan query dan sesuai dengan preferensi pengguna. Disini metode temu 
kembali informasi berusaha untuk mengembalikan dokumen yang relevan sesuai 
dengan preferensi dan tidak mengembalikan dokumen yang tidak relevan.  
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Nilai recall dan precision sistem temu kembali informasi tersebut dapat 
dinyatakan sebagai Persamaan 3.8 dan Persamaan 3.9. Sebagaimana yang 
ditunjukkan pada  
Tabel 3.13, TP (true positive) merupakan jumlah dokumen relevan sesuai 
dengan preferensi pengguna yang ter-retrieve secara tepat oleh sistem. FP (false 
positive) merupakan jumlah dokumen relevan yang tidak sesuai preferensi 
pengguna yang ter-retrieve. TN (true negative) merupakan jumlah dokumen 
relevan sesuai preferensi pengguna yang tidak ter-retrieve. Sedangkan false 
negative merupakan jumlah dokumen relevan yang tidak sesuai preferensi 
pengguna yang tidak ter-retrieve. Berdasarkan evaluasi menggunakan precission, 
maka efektivitas dari metode yang digunakan dapat diketahui. 
 
𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 =  
𝒕𝒑
𝒕𝒑+𝒇𝒑
 , (3.8) 
  
𝑹𝒆𝒄𝒂𝒍𝒍 =  
𝒕𝒑
𝒕𝒑+𝒕𝒏
 , (3.9) 
 
Tabel 3.13 Tabel Recall Precision 
 Document retrieval secara Manual 
Dokumen Relevan yang 
sesuai Preferensi 
pengguna 
Dokumen Relevan yang 
Tidak sesuai Preferensi 
pengguna 
Document 
retrieval 
menggunakan 
TF.IDF.IBF.IPF∝  
Dokumen yang 
Ditemukan 
True Positive (tp) False Positive (fp) 
Dokumen yang 
Tidak Ditemukan 
True Negative (tn) False Negative (fn) 
 
Pada dasarnya, nilai recall dan precision berada pada rentang antara 0 sampai 
dengan 1. Oleh karena itu, suatu sistem temu kembali yang baik adalah yang dapat 
memberikan nilai recall dan precision mendekati 1.  
Nilai recall atau precision saja belum cukup mewakili kinerja sistem. Oleh 
karena itu diperlukan metode evaluasi yang mengkombinasikan metode evaluasi 
recall dan precision  metode evaluasi ini adalah F-measure. Formulasi F-measure 
dinyatakan dalam Persamaan 3.10, dengan r adalah recall, p adalah precission 
 
𝑭 −𝒎𝒆𝒂𝒔𝒖𝒓𝒆 =
𝟐𝒓𝒑
𝒓 +𝒑
  (3.10) 
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4. BAB IV 
IMPLEMENTASI DAN PEMBAHASAN 
 
Pada bagian ini dipaparkan hasil implementasi dari setiap langkah yang 
telah dipaparkan pada Bab 3. Kemudian dilanjutkan dengan menunjukkan hasil dari 
uji coba sesuai dengan skenario pengujian yakni perhitungan precision, recall, dan 
f-measure pada metode yang diusulkan dibandingkan dengan beberapa metode 
sebelumnya. Setelah itu dipaparkan evaluasi dan pembahasan hasil yang diperoleh 
pada bagian akhir bab ini. 
4.1 Implemantasi 
Metode yang diusulkan diimplementasikan dengan menggunakan bahasa 
pemrograman Java pada platform Java Development Kit (JDK) 1.7.0 dan IDE 
Netbeans 8.0. Database server yang digunakan adalah MySQL, dengan desain 
antarmuka swing Java, dan library lucene sebagai framework preprocessing. 
Aplikasi ini dibangun di atas platform Microsoft Windows 8, dengan spesifikasi 
processor Core i3 dan Memory DDR III 2 GB. 
Implementasi algoritma dilakukan dengan membuat fungsi-fungsi dari 
setiap proses / tahap yang telah dipaparkan pada Bab 3. Pada bagian ini ditampilkan 
hasil implementasi di setiap langkahnya beserta potongan-potongan script yang 
penting dalam setiap bagiannya. 
4.1.1 Pembuatan Indeks Dokumen 
Pembuatan indeks dokumen dilakukan melalui beberapa tahap. Tahap 
pertama adalah pengambilan data preferensi, buku dan isi dokumen dari database. 
Tahap selanjutnya adalah preprocessing yang mencakup tokenisasi, filtering, 
stemming dan penghapusan stopword. Hasil dari preprocessing tersebut adalah 
kumpulan term dari seluruh dokumen yang menjadi set fitur asli. Setelah itu 
dilakukan pembobotan dengan pembobotan TF, IDF, IBF, dan IPF pada masing-
masing term tersebut. Kemudian dilakukan pembobotan TF.IDF.IBF.IPF∝. 
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4.1.2 Pengambilan data dari database 
Data yang digunakan pada penelitian ini disimpan pada database MySQL 
yang terdiri dari tabel buku, tabel preferensi dan tabel dokumen. Proses koneksi ke 
database dilakukan melalui perantara kelas Koneksi. Instance dari kelas Koneksi, 
digunakan dalam form utama dan dirujuk oleh beberapa kelas lain yang 
memerlukan fitur manipulasi data ke database, baik berupa fungsi select, insert, 
atau update. Proses koneksi ke MySQL dilakukan melalui fungsi-fungsi library API 
JDBC. Pada penelitian ini, library JDBC-MySQL yang digunakan adalah library 
mysql-connector-java-5.1.0-bin.jar.  
Kelas Koneksi memiliki atribut conn sebagai objek yang bertipe 
Connection. Terdapat beberapa method utama yang digunakan untuk melakukan 
operasi pada database. Method destroyConnection() digunakan untuk memutus 
koneksi ke database. Method getConnection() digunakan untuk membangun 
koneksi ke database MySQL dengan perantaraan driver JDBC. Untuk melakukan 
koneksi, dibutuhkan empat parameter yakni nama server (URL), nama database, 
username, dan password. Pada Gambar 4.1 ditampilkan kode untuk membangun 
dan manajemen koneksi. 
 
 
Gambar 4.1 Method untuk koneksi database 
 
 
 
 
[1] String ipServer; //localhost 
[2] String dBase; //nama database 
[3] String username; //username database 
[4] String passWord; //pasword database 
[5] this.destroyConnection();  //method putus koneksi 
[6] String dbDriver ; //driver JDBC  
[7] String dbURL ; //Driver URL JDBC 
[8] Class.forName(dbDriver); 
[9] //untukkoneksi 
[10]conn = DriverManager.getConnection(dbURL,username,password); 
[11] return true; //proses pembangunan koneksi berhasil! 
[12] return false; //proses pembangunan koneksi gagal! 
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4.1.3 Preprocessing Dokumen 
Pada masing-masing dokumen yang akan dibuat indeksnya terlebih dahulu 
dilakukan preprocessing untuk memudahkan proses selanjutnya. Implementasi 
preprocessing ini terdiri dari beberapa tahapan, diantanya adalah tokenisasi, 
filtering, stemming, dan stopword removal. Tokenisasi dilakukan untuk memecah 
keseluruhan isi dokumen menjadi suku kata tunggal. Sedangkan pada tahapan 
filtering dilakukan pembuangan harokat-harokat bahasa Arab. Penghilangan 
stopword dilakukan untuk menghilangkan kata-kata yang sering muncul dalam 
dokumen tetapi tidak mempunyai nilai yang berarti pada sebuah dokumen. Daftar 
stopword diambil dari website http://arabicstemmer.codeplex.com/. Gambar 4.2 
menunjukkan potongan daftar stopword pada database. Tahap selanjutnya adalah 
stemming yang digunakan untuk memperoleh kata dasar dari masing-masing kata 
dengan cara mencari kata dasar (root) dan penghilangan affix serta suffix. Pada 
implementasi stemming ini digunakan Light Stemmer yang berada dalam library 
lucene.  
 
Gambar 4.2 Daftar Stopword 
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Gambar 4.3 Method untuk preprocessing dokumen 
 
Pada Gambar 4.3 ditampilkan kode untuk preprocessing dokumen 
dengan menggunakan library Lucene, yaitu dengan pemanggilan modul Arabic 
Analyzer sebagaimana yang ditunjukkan pada baris ke-3. Pada tahap preprocessing 
juga dilakukan penghilangan karakter angka maupun tanda baca. Untuk setiap term 
yang telat di-token dilakukan pengecekan pada daftar stopword. Pengecekan 
tersebut ditunjukkan pada baris ke-14.  
Preprocessing dilakukan terhadap setiap dokumen yang diambil dari 
database. Setelah dilakukan preprocessing, hasil term dari keseluruhan dokumen 
disimpan dalam database untuk diproses pada tahap pembobotan. Kode yang 
digunakan untuk mengambil data, memanggil kelas preprocessing, dan menyimpan 
term ditunjukkan pada Gambar 4.4. Baris ke-2 hingga baris ke-6 menunjukkan 
proses pengambilan data dari database. Baris ke-7 menunjukkan pemanggilan kelas 
[1] List<String> result = new ArrayList<>(); 
[2] Version version = Version.LUCENE_43; 
[3] ArabicAnalyzer arabicAnalyzer = new ArabicAnalyzer(version); 
[4] TokenStream stream  = analyzer.tokenStream(field, new  
  StringReader(keywords)); 
[5] stream.reset(); 
[6] try { 
[7]   while(stream.incrementToken()) { 
[8] String temp = 
stream.getAttribute(CharTermAttribute.class).toString(); 
[9]     temp=temp.replace("'", ""); 
[10]    temp=temp.replace("\"", ""); 
[11]    temp=temp.replace(" ", ""); 
[12]    temp=temp.replaceAll("[0-9]",""); 
[13]    temp=temp.trim(); 
[14] if(!stopword.contains(StringUtils.lowerCase(temp)) && 
temp.compareTo("")!=0) {   
[15]      result.add(temp); 
[16]    }  
[17]  } 
[18] } 
[19] catch(IOException e) { 
[20]     // not thrown b/c we're using a string reader... 
[21] } 
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stemming untuk melakukan preprocessing data. Hasil preprocessing disimpan 
sementara pada list. Term yang telah pada list tersebut disimpan pada database 
dengan kode baris ke-8 hingga ke-10. Daftar term hasil tahap preprocessing yang 
telah disimpan pada database ditunjukkan pada Gambar 4.5. Dari 120 dokumen 
yang digunakan pada penelitian ini, diperoleh 16435 term hasil preprocessing 
dengan distict term sejumlah 1611. 
 
 
 
Gambar 4.5 Daftar term hasil preprocessing 
[1] for (int i = 0; i <= 120; i++) { 
[2]    sql = "SELECT id_doc, text FROM document WHERE id_doc=" + i + ""; 
[3]    ResultSet rs = theKoneksi.executeSelect(sql); 
[4]     while (rs.next()) { 
[5]         id_doc = Integer.parseInt(rs.getString(1)); 
[6]         text = rs.getString(2); 
[7]         List result = Stemming.parseKeywords(text, 1, stopword, se); 
[8]         for (int j = 0; j < result.size(); j++) { 
[9]         sql2 = "INSERT INTO term (id_doc, term) " 
                   + " VALUES ('" + id_doc + "', '" + result.get(j).toString()
   + "')"; 
[10]        theKoneksi.executeUpdate(sql2); 
[11]        } 
[12]      } 
[13] } 
Gambar 4.4 Kode penyimpanan term hasil preprocessing 
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4.1.4 Pembobotan TF.IDF.IBF.IPF∝ 
Tahap selanjutnya setelah preprocessing adalah term weighting. 
Pembobotan ini dilakukan dengan cara menghitung TF (Term Frequency), IDF 
(Inverse Document Frequency), IBF (Inverse Book Frequency), kemudian IPF 
(Inverse Document Frequency) dari masing-masing term pada seluruh dokumen. 
Setelah diperoleh nilai TF, IDF, IBF, dan IPF dari masing-masing term, maka 
dilakukan pembobotan TF.IDF.IBF.IPF∝. 
Perhitungan TF dilakukan dengan menghitung jumlah frekuensi 
kemunculan term pada masing-masing dokumen. Implementasi dari perhitungan 
TF dari term yang sudah tersimpan dalam database dilakukan dengan kode SQL 
count(term) sebagai TF yang di-groub berdasarkan id_doc dan term. Darisana maka 
dapat diketahui jumlah setiap term pada setiap dokumen.  
Pembobotan IDF dilakukan dengan menghitung persebaran term pada 
seluruh dokumen. Nilai IDF suatu term berbanding terbalik dengan jumlah 
dokumen yang mengandung term tersebut. Langkah pertama implementasi 
pembobotan IDF dilakukan dengan menghitung jumlah dokumen yang memuat 
suatu term. Hal ini dilakukan dengan kode SQL count(id_doc) sebagai document 
frequency (df) yang di-groub berdasarkan term. Langkah selanjutnya, perhitungan 
IDF dilakukan melalui program java dengan fungsi log pada java yaitu 
Math.log10();. Sehingga idf = Math.log10(num_doc/df); 
Pembobotan IBF dilakukan dengan menghitung persebaran term pada 
seluruh buku dan IPF menghitung persebaran term pada seluruh kelompok 
preferensi. Nilai IBF dan IPF sebuah term masing-masing berbanding terbalik 
dengan jumlah buku dan kepompok preferensi yang mengandung term tersebut. 
Sama dengan perhitungan IDF, langkah pertama pembobotan IBF dan IPF 
dilakukan dengan kode SQL. Untuk mendapatkan bobot IBF, terlebih dahulu 
dilakukan perhitungan sebaran term pada kumpulan buku yang digunakan, hal ini 
dilakukan dengan kode count(term) yang di groub berdasarkan id_book dan term. 
Setelah proses select sebaran term tersebut maka dapat dilakukan perhitungan 
jumlah buku yang memuat term dengan kode count(id_book) dari sebaran term. 
Sehingga dapat diperoleh nilai book frequency(bf). 
 
39 
 
 
 
(a) Daftar Nilai TF 
 
(b) DaftarNilai IDF 
 
(c) Daftar Nilai IBF 
 
(d) Daftar Nilai IPF 
Gambar 4.6 Daftar bobot TF, IDF, IBF, dan IPF 
 
Sedangkan untuk mendapatkan bobot IPF, terlebih dahulu dilakukan 
perhitungan sebaran term pada kumpulan preferensi yang ada, hal ini dilakukan 
dengan kode count(term) yang di groub berdasarkan id_prefer dan term. Setelah 
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proses select sebaran term tersebut maka dapat dilakukan perhitungan jumlah 
kelompok preferensi yang memuat term dengan kode count(id_prefer) dari sebaran 
term. Sehingga dapat diperoleh nilai preference frequency(pf). 
Kemudian, sama dengan perhitungan IDF, perhitungan IBF dan IPF 
dilakukan dengan kode java, yaitu dengan pemanggilan fungsi 
Math.log10();.Sehingga ibf = Math.log10(num_book/bf); dan ipf = 
Math.log10(num_prefer/pf);. Gambar 4.6 menunjukkan daftar nilai pembobotan 
TF, IDF, IBF, dan IPF yang sudah disimpan pada database. 
 
 
Setelah diperoleh bobot TF, IDF, IBF, dan IPF, maka pembobotan 
TF.IDF.IBF.IPF∝ dilakukan terhadap tiap term dengan cara mengalikan tiap bobot 
tersebut dan dikalikan dengan nilai ∝ sesuai dengan preferensi pengguna dan nilai 
yang dimasukkan. Implementasi terhadap pembobotan TF.IDF.IBF.IPF∝ dilakukan 
dengan melakukan update bobot yang sudah disimpan dalam database, yaitu 
menggunakan kode yang ditunjukkan pada Gambar 4.7. Baris ke-6 pada kode 
tersebut menunjukkan bahwa bobot dikalikan dengan 1-((∝/2)+0.5) ketika term 
dokumen sama dengan term query. Sedangkan baris ke-8 pada kode tersebut 
[1] sql = "UPDATE weight  SET `" + tipe_weighting + "a`=" + tipe_weighting + ""; 
[2] theKoneksi.executeUpdate(sql); 
 
[3] query = "SELECT input_term FROM q_term "; 
[4] ResultSet rs = theKoneksi.executeSelect(query); 
[5] while (rs.next()) { 
 
[6]        sql = "UPDATE `weight` SET " + tipe_weighting + "a = " + tipe_weighting
   + "*(1-((" + alpha + "/2)+0.5)) " 
                     + "WHERE term ='" + rs.getString(1) + "' "; 
[7]        theKoneksi.executeUpdate(sql); 
 
[8]         sql = "UPDATE `weight` SET " + tipe_weighting + "a = " + tipe_weighting
   + "*((" + alpha + "/2)+0.5) " 
                     + "WHERE term ='" + rs.getString(1) + "' AND id_prefer="  
   + tipe_preferensi + ""; 
[9]           theKoneksi.executeUpdate(sql); 
[10]       } 
Gambar 4.7 Kode perhitungan TF.IDF.IBF.IPF∝ 
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menunjukkan bahwa bobot dikalikan dengan ((∝/2) + 0.5) ketika term dokumen 
sama dengan term query dan dokumen termasuk dalam kelompok preferensi 
pengguna.  Gambar 4.8 menunjukkan nilai TF.IDF, TF.IDF.IBF, dan 
TF.IDF.IBF.IPF∝. TF.IDF.IBF.IPF∝ merupakan kombinasi relevansi dan preferensi 
dengan nilai penguat berupa ∝.  
 
 
Gambar 4.8 Daftar Bobot TF.IDF, TF.IDF.IBF, TF.IDF.IBF.IPF dan 
TF.IDF.IBF.IPF∝ 
 
4.1.5 Ukuran Kemiripan dengan Cosine Similarity 
Pencarian query dilakukan dengan menghitung cosine similarity antara 
query dan masing-masing dokumen. Perhitungan cosine similarity ini didasarkan 
pada pembobotan TF.IDF.IBF.IPF∝. Pada implementasinya, perhitungan cosine 
similarity ini dilakukan dengan cara membandingkan kedekatan antara matriks 
Vector Space Model query dan matriks Vector Space Model masing-masing 
dokumen.  
Sebelum dilakukan perhitungan ukuran kemiripan antara query dengan 
dokumen, terlebih dahulu dilakukan preprocessing dan pembobotan terhadap query 
pengguna. Sebagaimana preprocessing dokumen, tahap preprocessing query juga 
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dilakukan menggunakan library lucene dengan kode pada Gambar 4.3. Hasil 
preprocessing query disimpan dalam tabel q_term sebagai penyimpanan sementara 
pada database. Tabel tersebut akan diupdate sesuai dengan input pengguna. 
Gambar 4.9 menunjukkan daftar term query yang telah di-preprocessing dan 
disimpan dalam database dengan contoh query pengguna adalah “ سجني يذلا ءاملا
سجني لا يذلاو” (air yang najis dan yang tidak najis). Gambar 4.10 menunjukkan hasil 
pembobotan query dimana nilai IDF, IBF dan IPF diperoleh dari bobot term 
dokumen yang sama dengan term query. 
 
 
Gambar 4.9 Daftar term query 
 
 
Gambar 4.10 Daftar bobot query 
 
Langkah untuk perhitungan cosine similarity adalah dengan menghitung 
perkalian antara vektor query dan vektor setiap dokumen kemudian menghitung 
panjang vektor. Panjang vektor merupakan nilai akar dari jumlah kuadrat bobot di 
masing-masing dokumen ataupun query. Nilai cosine similarity diperoleh dengan 
membagi jumlah perkalian bobot dengan perkalian panjang vektor query dan 
panjang vektor dokumen. 
Implementasi perhitungan perkalian antara vektor query dengan vektor 
setiap dokumen dilakukan dengan kode sum(i.bobot*b.tf_idf_ibf_ipfa) dengan 
kondisi term dokumen sama dengan term query dan di groub berdasarkan id_doc. 
Sedangkan panjang vektor dokumen dihitung dengan kode 
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sqrt(sum(tf_idf_ibf_ipfa* tf_idf_ibf_ipfa)) yang di groub berdasarkan id_doc. 
Begitu pula panjang vektor query dihitung dengan kode sqrt(sum(bobot*bobot)).  
 
 
Gambar 4.11 Kode untuk perhitungan cosine similarity 
 
Pada Gambar 4.11 ditunjukkan kode untuk perhitungan cosine similarity. 
Baris ke-1 menunjukkan perhitungan perkalian antara vektor query dengan vektor 
dokumen. Hasil perhitunagn perkalian antara vektor query dengan vektor dokumen 
ditunjukkan pada Gambar 4.12. Baris ke-5 menunjukkan perhitungan panjang 
vektor dokumen, sedangkan baris ke-7 menunjukkan perhitungan panjang vektor 
query. Gambar 4.13 menunjukkan hasil perhitungan panjang vektor query, 
 
[1] sql = "INSERT INTO proses_dot_product  " 
        + "(SELECT b.id_doc, sum(i.bobot*b." + tipe_weighting + "a) " 
        + "FROM proses_bobot_input i,weight b " 
        + "WHERE b.term=i.input_term GROUP BY b.id_doc) "; 
[2] theKoneksi.executeUpdate(sql); 
 
[3] sql = "DROP TABLE vector_length"; 
[4] theKoneksi.executeUpdate(sql); 
 
[5] sql = "CREATE TABLE vector_length (" 
+ " SELECT id_doc, sqrt(sum(" + tipe_weighting + "a*" + tipe_weighting 
+ "a)) as vector_length " 
        + " FROM weight GROUP BY id_doc)"; 
[6] theKoneksi.executeUpdate(sql);  
 
[7] sql = "SELECT sqrt(sum(bobot*bobot)) as vectorQ " 
        + " FROM proses_bobot_input "; 
[8] ResultSet rs = theKoneksi.executeSelect(sql); 
[9] while (rs.next()) { 
[10]        vectorQ = Double.parseDouble(rs.getString("vectorQ")); 
[11]        } 
     
[12] sql = "INSERT INTO result_similarity  " 
        + " (SELECT p.id_doc, d.id_book, r.id_prefer, (p.dot_product/(" 
     + vectorQ + "*v.vector_length)) " 
        + " FROM proses_dot_product p, vector_length v, document d, book r " 
        + " WHERE p.id_doc=v.id_doc AND p.id_doc=d.id_doc AND  
   d.id_book=r.id_book )"; 
[13] theKoneksi.executeUpdate(sql); 
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sedangkan Gambar 4.14 menunjukkan hasil perhitungan panjang vektor dokumen. 
Perhitungan jarak kosinus antara vektor dokumen dan vektor query ditunjukkan 
pada baris ke-12. Yaitu diperoleh dengan pembagian antara hasil perkalian vektor 
dengan hasil panjang vektor dokumen dikali hasil panjang vektor query. 
 
 
Gambar 4.12 Hasil perkalian anatara vektor query dengan vektor dokumen 
  
 
Gambar 4.13 Hasil perhitungan panjang vektor query 
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Gambar 4.14 Hasil perhitungan panjang vektor dokumen 
 
 
Gambar 4.15 Hasil perhitungan cosine similarity 
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Perhitungan Cosine Similarity ini akan menghasilkan nilai kemiripan 
antara matriks Vector Space Model Query dan matriks Vector Space Model masing-
masing dokumen. Semakin besar nilai cosine similarity antara query dan sebuah 
dokumen, maka semakin besar pula tingkat kemiripanya antara query dan dokumen 
tersebut. Berdasarkan nilai cosine similarity tersebut akan didapatkan hasil 
perangkingan dokumen sesuai dengan tingkat kemiripan dokumen terhadap query 
diurutkan dari yang paling mirip sampai yang kurang mirip. Hasil perhitungan 
cosine similarity sebagaimana pada Gambar 4.15, dimana dokumen diurutkan 
berdasarkan nilai similaritas mulai yang tertinggi hingga terendah. 
 
4.2 Hasil dan Uji Coba 
Subbab ini menampilkan hasil pengujian metode yang dikembangkan pada 
penelitian ini. Pengujian yang pertama yaitu uji coba variasi nilai ∝ dilakukan untuk 
mengetahui nilai ∝ maksimal serta pengaruh ukuran nilai ∝ terhadap perangkingan 
dokumen. Metode TF.IDF.IBF.IPF∝ dengan nilai ∝ maksimal berdasarkan uji coba 
pertama akan dibandingkan dengan metode pembobotan yang lainnya, yaitu 
TF.IDF dan TF.IDF.IBF. Pada tiap pengujian dilakukan pengukuran precision, 
recall, dan F-measure. 
4.2.1 Lingkungan Ujicoba 
Proses uji coba aplikasi dilakukan pada komputer dengan spesifikasi 
prosesor Intel Core i3 dengan memori RAM DDR III 4 GB dan sistem operasi 
Microsoft Windows 7. Aplikasi yang dibangun berjalan di atas Java Runtime 
Standard Edition 7 dengan database dataset menggungakan MySQL dan library 
lucene. 
4.2.2 Karakteristik Data Uji Coba 
Data yang digunakan dalam uji coba ini merupakan corpus atau kumpulan 
dokumen teks berbahasa Arab, yang diambil dari 12 kitab (buku) dalam e-book 
Bahasa Arab (http://shamela.ws/). Masing-masing halaman kitab-kitab tersebut 
adalah sebuah dokumen. Dokumen yang digunakan adalah 10 dokumen dari 
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masing-masing buku, sehingga total dokumen sejumlah 120 dokumen. Dan dari 
seluruh dokumen dataset tersebut terdapat 1.611 kata bebeda (distinct term).  
 
Gambar 4.16 Isi Dokumen Fiqih Berbahasa Arab 
 
Salah satu contoh data uji perangkingan dokumen pada penelitian ini 
terlihat seperti pada Gambar 4.16 dimana dokumen berisi teks bahasa Arab yang 
diambil dari ebook bahasa arab. Dokumen-dokumen inilah yang diproses dari tahap 
preprocessing, penghapusan stopword, pembentukan kata dasar, dan proses 
perangkingan itu sendiri. 
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Tabel 4.1 Daftar Query uji coba 
# Query Keterangan 
Jumlah 
relevan 
P1 P2 P3 P4 
Q1 
 
هتحيبذ لحت لا م ةينآ لامعتسا 
isti’malu aaniyatu man 
laa tahillu dzabiihatahu 
menggunakan bejana 
orang yang tidak halal 
sembelihannya 
 
Hanabilah, buku al-
mabda'u fiy syarhi al-
muqhta'i, halaman 7 
7 0 0 3 4 
Q2 
 لا يذلاو سجني ذلا ءاملا
سجني 
al-maa.ul-ladzi yanjisu 
wal-ladzi laa yanjisu 
air yang najis dan yang 
tidak najis 
 
Syafiiyah, buku al-umm, 
halaman 2 
16 5 2 8 1 
Q3 
نخسملا ءاملا 
al-maa.ul-musakhkhon 
air yang dipanaskan 
 
Hanabilah, buku al 
mughni, halaman 9 
4 0 0 1 3 
Q4 
سمشملا ءاملا 
al-maa.ul-musyammas 
air yang terkena panas 
matahari 
 
Hanabilah, buku al 
mughni, halaman 10 
3 0 0 1 2 
Q5 
مونلا نم ءوضولا 
al-wudhuu.u minan-
naumi 
wudhu setelah bangun 
tidur 
 
Malikiyah, buku al-
Mudwinah, halaman 7 
12 2 5 4 1 
Q6 
ةبانجلا لسغ 
ghoslu al-janaabatu 
mandi janabah 
 
Hanafiyah, buku al-
mabsuth, halaman 6 
10 2 3 4 1 
 
Query yang digunakan adalah potongan kalimat yang diambil dari masing-
masing kelompok preferensi. Untuk uji coba terdapat enam query yang digunakan. 
Daftar query sebagaimana yang ditunjukkan pada Tabel 4.1. Pada tabel tersebut 
juga ditunjukkan jumlah dokumen yang relevan dengan query serta sebarannya di 
masing-masing kelompok dokumen yang menjadi pilihan preferensi pengguna. 
Keterangan kode pilihan preferensi dapat dilihat pada Tabel 4.2. Beberapa query 
memiliki dokumen relevan yang tersebar merata dan terdapat pula query yang 
hanya memiliki dokumen relevan dari beberapa kelompok pilihan preferensi. 
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Ground thruth yang menjadi patokan dalam evaluasi uji coba penelitian ini 
dicantumkan pada Lampiran 1. 
Masing-masing query dimasukkan ke dalam aplikasi perangkingan 
dokumen yang telah dibuat dan dilakukan pencarian berdasarkan query tersebut 
dengan kondisi preferensi pengguna yang beragam. Nama kelompok yang menjadi 
pilihan preferensi pengguna dalam penelitian ini adalah empat metodologi fiqih. 
Dalam uji coba, metodologi fiqih tersebut akan dituliskan dalam bentuk kode mulai 
dari P1 hingga P4 sebagaimana tabel Tabel 4.2. 
 
Tabel 4.2 Pilihan preferensi pengguna 
# Pilihan Preferensi Pengguna 
P1 Hanafiyah 
P2 Malikiyah 
P3 Syafiiyah 
P4 Hanabilah 
 
4.2.3 Peringkat Dokumen Hasil Pencarian 
Evaluasi kemampuan sistem dalam merangkingkan dokumen berdasarkan 
preferensi pengguna dapat dilakukan dengan melihat posisi dokumen relevan yang 
sesuai dengan preferensi pengguna. Posisi hasil pencarian dokumen relevan 
terhadap ke-enam query yang diujikan dengan kondisi pilihan preferensi pengguna 
yang beragam serta dengan nilai ∝ mulai dari 0 hingga 1. Posisi dokumen relevan 
sesuai dengan preferensi pengguna secara keseluruhan dapat dilihat pada 
Lampiran 2. Sedangkan rata-rata posisi dokumen relevan sesuai dengan preferensi 
pengguna ditunjukkan pada Tabel 4.3.  
Nilai rata-rata posisi tersebut diperoleh dengan menjumlahkan posisi 
dokumen relevan teratas dengan posisi dokumen relevan terbawah kemudian dibagi 
dengan dua. Sebagai contoh dilakukan pencarian terhadap query Q1 dengan 
preferensi pengguna adalah P3 dan nilai ∝ = 0. Pada hasil pencarian tampak bahwa 
posisi dokumen relevan yang teratas adalah pada urutan ke-6 sebagaimana pada 
Gambar 4.17 sedangkan posisi dokumen relevan yang terbawah adalah pada 
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urutak ke-16 sebagaimana pada Gambar 4.18. Sehingga rata-rata posisi hasil 
pencarian untuk Q1_P3 dengan nilai ∝ = 0 adalah (6+16)/2 = 11.  
 
 
Gambar 4.17 Posisi dokumen relevan sesuai preferensi pengguna yang teratas 
pada hasil pencarian 
 
 
Gambar 4.18 Posisi dokumen relevan sesuai preferensi pengguna yang terbawah 
pada hasil pencarian 
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Tabel 4.3 Rata-rata posisi dokumen relevan sesuai preferensi pengguna pada hasil 
pencarian 
Input TF.IDF TF.IDF.IBF 
TF.IDF.IBF.IPF∝ 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
 
Q1_P1 
             
Q1_P2              
Q1_P3 11.5 11.5 11 9 7 5.5 5.5 5.5 4 3.5 3 2.5 2 
Q1_P4 
 
5 5.5 6.5 5.5 5.5 5.5 4.5 4 4 4 4 4 4 
              
Q2_P1 16.5 16.5 17 14 13.5 13.5 10 8.5 7.5 5.5 5.5 5 5 
Q2_P2 20.5 22 22 20 17 10 10.5 10.5 7 5 4 3.5 3.5 
Q2_P3 25 24 22.5 20.5 20 18.5 16 13 11.5 10 8 8 8 
Q2_P4 
 
2 2 3 2 2 1 1 1 1 1 1 1 1 
              
Q3_P1              
Q3_P2              
Q3_P3 4 4 4 4 3 2 2 1 1 1 1 1 1 
Q3_P4 
 
2 2 2 2 2 2 2 2 2 2 2 2 2 
              
Q4_P1              
Q4_P2              
Q4_P3 4 4 4 4 3 2 2 1 1 1 1 1 1 
Q4_P4 
 
3.5 3.5 3.5 3.5 3 3 3 2.5 1.5 1.5 1.5 1.5 1.5 
              
Q5_P1 7 8 10 9 7 4 4 4 4 2 2 2 2 
Q5_P2 6.5 6.5 6.5 4.5 4.5 4.5 4 4 4 3.5 3.5 3.5 3.5 
Q5_P3 8.5 8.5 8.5 7 5.5 4.5 4 3.5 3.5 3.5 3 3 3 
Q5_P4 
 
14 14 13 11 8 6 4 3 3 2 1 1 1 
              
Q6_P1 5 5.5 5.5 5.5 4.5 3 2.5 2.5 2.5 2 2 2 2 
Q6_P2 8 7.5 8 7.5 7 6 5.5 5 3.5 3 2.5 2.5 2.5 
Q6_P3 4.5 4.5 4.5 4.5 4.5 4 3 2.5 2.5 2.5 2.5 2.5 2.5 
Q6_P4 
 
12 12 12 10 9 9 6 3 3 2 1 1 1 
 
Perhitungan rata-rata posisi dilakukan terhadap variasi query lain dengan 
nilai ∝ = 0 hingga ∝ = 1. Selain itu, perhitungan rata-rata posisi juga dilakukan 
untuk dua metode lain, yaitu metode TF.IDF dan TF.IDF.IBF sehingga dapat 
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diketahui bagaimana perbandingan kemampuan metode dalam merangkingkan 
dokumen sesuai dengan preferensi pengguna. Semakin rendah rata-rata posisi 
menunjukkan bahwa dokumen relevan berada pada urutan atas, sebaliknya semakin 
tinggi nilai rata-rata posisi berarti dokumen relevan berada pada urutan bawah. 
Sehingga semakin kecil nilai rata-rata posisi maka sistem mampu memenuhi 
kebutuhan pencarian sesuai preferensi pengguna.  
 
 
Gambar 4.19 Pengaruh nilai ∝ terhadap posisi dokumen relevan sesuai preferensi 
pengguna pada hasil pencarian 
  
Pada Tabel 4.3, kolom yang kosong adalah ketika tidak ada dokumen 
relevan sesuai preferensi pengguna yang ditemukan. Dari tabel tersebut dapat 
diketahui bahwa posisi hasil pencarian dengan metode yang ajukan dengan nilai ∝ 
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= 0 hampir sama dengan posisi hasil pencarian dengan metode TF.IDF maupun 
TF.IDF.IBF. Untuk metode TF.IDF.IBF.IPF∝, semakin tinggi nilai ∝ maka rata-
rata posisi hasil pencarian yang relevan semakin kecil, ini menunjukkan bahwa nilai 
∝ berpengaruh dalam menempatkan dokumen relevan sesuai preferensi pengguna 
pada peringkat yang lebih atas. Semakin tinggi nilai ∝ maka dokumen relevan 
sesuai preferensi pengguna berada pada peringkat semakin tinggi. Hal ini juga 
sebagaimana yang ditunjukkan pada Gambar 4.19. 
4.2.4 Uji Coba Variasi Nilai ∝ 
Uji Coba ini membandingkan hasil recall, precision, dan f-measure dari 
metode TF.IDF.IBF.IPF∝ dengan variasi nilai ∝ antara 0 sampai dengan 1. Dimana 
nilai ∝ digunakan untuk menyatakan tinggat preferensi pengguna. Secara 
keseluruhan, hasil recall, precision, dan f-measure dari variasi nilai  ∝ antara 0 
sampai dengan 1 ditampilkan pada Lampiran 3.  
Evaluasi recall menunjukkan kemampuan sistem dalam me-retrieve 
dokumen yang relevan sesuai dengan preferensi pengguna. Pada Gambar 4.20 
tampak bahwa terhadap perubahan nilai ∝ untuk semua query, recall cenderung 
stabil dan meningkat perlahan hingga pada ∝=0.9 recall meningkat secara drastis 
menjadi 100% pada ∝=1. Hal ini karena pada ∝=1 hanya dokumen yang sesuai 
dengan preferensi pengguna yang ter-retrieve dan mengabaikan dokumen relevan 
dari kelompok pilihan preferensi yang lain. Sedangkan untuk ∝=0 hingga ∝=0.9 
sistem tidak hanya me-retrieve dokumen yang sesuai preferensi pengguna namun 
juga dari kelompok pilihan preferensi yang lain. 
Dari gambar tersebut pun tampak bahwa recall tertinggi ketika 
menggunakan query Q3 dengan pilihan preferensi P4, yaitu sebesar 75% untuk 
∝=0 hingga ∝=0.9 dan mencapai 100% untuk ∝=1. Hal ini karena Q3 merupakan 
penggalan kalimat yang diambil dari pilihan preferensi P4 (lihat Tabel 4.1) 
sedangkan dari pilihan preferensi lain tidak ditemukan dokumen yang relevan 
sehingga term query Q3 dengan preferensi pengguna P4 memiliki signifikasi yang 
tinggi terhadap preferensi pilihan preferensi lain dibandingkan dengan query yang 
lainnya. 
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Namun demikian, nilai recall Q2_P3 lebih tinggi dibandingkan recall 
Q3_P4 pada kondisi ∝=0.7 hingga ∝=0.9 yaitu mencapai 80% dan 100 % pada 
∝=1. Peningkatan tersebut cukup signifikan melihat posisi awal recall Q2_P3 
hanya sebesar 54.5% pada ∝=0. Hal ini karena terdapat banyak dokumen relevan 
dengan query yang berada pada kelompok pilihan preferensi yang lainnya, sehingga 
ketika nilai ∝ kecil posisi dokumen relevan yang sesuai dengan preferensi pengguna 
masih berada pada peringkat yang lebih rendah dibandingkan dengan dokumen 
relevan dari kelompok pilihan preferensi lain. 
 
 
Gambar 4.20 Grafik Recall metode TF.IDF.IBF.IPF∝ 
 
Secara keseluruhan dari semua query yang diujikan, mayoritas peningkatan 
recall terjadi mulai drastis saat ∝=0.4 dan meningkat lagi saat ∝=0.7 hingga 
∝=0.9. Oleh karena itu, dapat disimpulkan bahwa ∝ memiliki pengaruh dalam 
meningkatkan kemampun perangkingan dokumen yang sesuai dengan preferensi 
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pengguna. Semakin tinggi nilai ∝ maka dokumen relevan yang sesuai preferensi 
penggguna dapat ter-retrieve dan berada pada posisi yang lebih atas dibandingkan 
dengan dokumen lain yang bukan termasuk preferensi pengguna. 
Evaluasi precision digunakan untk mengetahui kemampuan sistem dalam 
me-retrieve dokumen. Berbeda dengan recall, nilai precision cenderung menurun 
karena semakin banyak dokumen yang ter-retrive maka dokumen yang tidak 
relevan pun akan semakin banyak dibandingkan dengan yang relevan. Hal ini pun 
tampak pada uji coba penelitian ini yang ditunjukkan pada Gambar 4.21. Hampir 
semua query mengalami penurunan nilai precision baik secara perlahan maupun 
drastis. Penurunan nilai precision secara drastis mulai tampak pada saat ∝=0.4 
sebagaimana yang terjadi pada Q6_P3 yang menurun dari 100% menjadi 80%, hal 
ini berkebalikan dengan nilai recall yang meningkat. Namun juga terdapat query 
yang memiliki nilai precision yang stabil yaitu Q4_P4 yang tetap bernilai 100% 
hingga pada ∝=0.9. Hal ini karena pada Q4 untuk preferensi pengguna P4 tidak 
ditemukan dokumen relevan dari kelompok pilihan preferensi lain. 
 
 
Gambar 4.21 Grafik Precision metode TF.IDF.IBF.IPF∝ 
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Sistem yang baik adalah ketika memiliki kemampuan untuk me-retrieve 
dokumen dan mayoritas dari dokumen yang ter-retrieve adalah dokumen yang 
relevan. Oleh karena itu, untuk menentukan nilai ∝ yang optimal pada metode 
TF.IDF.IBF.IPF∝ yang diajukan ini perlu melihat perbandingan recall dan precision 
untuk setiap nilai ∝. Hal ini ditunjukkan pada Gambar 4.22. Pada gambar tersebut 
nilai rata-rata recall, precision, dan f-measure meruapakan rata-rata untuk semua 
query yang digunakan dengan mengabaikan variasi query dan preferensi pengguna 
yang tidak memiliki dokumen relevan sesuai dengan preferensi sehingga memiliki 
nilai recall 0% dan precision 0%.  
 
 
Gambar 4.22 Rata-rata nilai recall, precision, dan f-measure di setiap nilai ∝  
 
Pada Gambar 4.22 tampak bahwa rata-rata nilai recall cenderung naik. 
Sebaliknya, rata-rata nilai precision cenderung turun. Sedangkan rata-rata f-
measure cenderung stabil. Pada penilitian ini, nilai ∝ dianggap optimal ketika 
memberikan recall yang tinggi dengan tetap memiliki kemampuan me-retrieve 
dokumen. Pada gambar tampak bahwa rata-rata recall tertinggi adalah ketika ∝=1 
yaitu mencapai 100%. Namun, pada ∝=1 rata-rata precision hanya bernilai 33.3% 
karena hanya me-retrieve dokumen yang sesuai dengan preferensi pengguna. Oleh 
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karena itu, ∝ yang dianggap optimal adalah ∝=0.9 dengan rata-rata recall sebesar 
44.7%, rata-rata precision sebesar 59.6%, dan rata-rata f-measure sebesar 46.7%.  
4.2.5 Uji Coba Perbandingan Metode 
Uji Coba ini membadingkan kemampuan metode yang diajukan dengan 
metode pembobotan yang telah ada sebelumnya dalam perangkingan dokumen 
yang memenuhi preferensi pengguna. Metode TF.IDF.IBF.IPF∝ dibandingkan 
dengan metode TF.IDF serta TF.IDF.IBF. Untuk metode TF.IDF.IBF.IPF∝ yang 
dibandingkan adalah dengan ∝=0.9.  
 
Tabel 4.4 Perbandingan Recall, Precision, dan F-measure Metode TF.IDF, 
TF.IDF.IBF, dan TF.IDF.IBF.IPF∝ 
Input 
TF.IDF.IBF.IPF∝ TF.IDF TF.IDF.IBF 
R (%) P (%) F (%) R (%) P (%) F (%) R (%) P (%) F (%) 
Q1_P1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
Q1_P2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
Q1_P3 42.9 100.0 60.0 42.9 100.0 60.0 42.9 100.0 60.0 
Q1_P4 66.7 80.0 72.7 57.1 100.0 72.7 57.1 100.0 72.7 
Q2_P1 45.5 50.0 47.6 27.3 50.0 35.3 27.3 50.0 35.3 
Q2_P2 25.0 20.0 22.2 9.1 20.0 12.5 9.1 20.0 12.5 
Q2_P3 80.0 57.1 66.7 54.5 66.7 60.0 54.5 66.7 60.0 
Q2_P4 50.0 6.7 11.8 9.1 16.7 11.8 9.1 16.7 11.8 
Q3_P1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
Q3_P2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
Q3_P3 25.0 100.0 40.0 25.0 100.0 40.0 25.0 100.0 40.0 
Q3_P4 75.0 100.0 85.7 75.0 100.0 85.7 75.0 100.0 85.7 
Q4_P1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
Q4_P2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
Q4_P3 33.3 100.0 50.0 33.3 100.0 50.0 33.3 100.0 50.0 
Q4_P4 66.7 100.0 80.0 66.7 100.0 80.0 66.7 100.0 80.0 
Q5_P1 12.5 25.0 16.7 9.1 100.0 16.7 9.1 100.0 16.7 
Q5_P2 71.4 55.6 62.5 45.5 100.0 62.5 45.5 100.0 62.5 
Q5_P3 66.7 44.4 53.3 36.4 100.0 53.3 36.4 100.0 53.3 
Q5_P4 11.1 33.3 16.7 9.1 100.0 16.7 9.1 100.0 16.7 
Q6_P1 25.0 50.0 33.3 20.0 100.0 33.3 20.0 100.0 33.3 
Q6_P2 37.5 60.0 46.2 30.0 100.0 46.2 30.0 100.0 46.2 
Q6_P3 57.1 57.1 57.1 40.0 100.0 57.1 40.0 100.0 57.1 
Q6_P4 12.5 33.3 18.2 10.0 100.0 18.2 10.0 100.0 18.2 
Rata-
rata 
44.7 59.6 46.7 33.3 86.3 45.1 33.3 86.3 45.1 
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Perbandingan metode secara keseluruhan  ditunjukkan pada Tabel 4.4. Pada 
tabel tersebut dicantumkan nilai recall, precision, dan f-measure dari setiap input 
query dan preferensi pengguna. Disertakan pula nilai rata-rata recall, precision, dan 
f-measure dan semua input dengan mengabaikan input yang tidak memiliki 
dokumen relevan sesuai dengan preferensi pengguna.  
Dapat dilihat pada Gambar 4.23, dari 18 variasi input query dan preferensi 
pengguna terdapat 13 input yang memberikan nilai recall lebih unggul 
dibandingkan dengan metode TF.IDF dan TF.IDF.IBF. Sedangkan 5 input lain 
memiliki nilai recall yang sama dengan metode TF.IDF dan TF.IDF.IBF. Diantara 
query yang unggul adalah Q1_P4 dengan nilai 9.5% lebih unggul, Q2_P1 dengan 
nilai 18.2% lebih unggul, Q2_P2 dengan nilai 15.9% lebih unggul, Q2_P3 dengan 
nilai 22.5% lebih unggul, Q2_P4 dengan nilai 40.9% lebih unggul, demikian 
seterusnya. Ini menunjukkan bahwa metode TF.IDF.IBF.IPF∝ yang diajukan pada 
penelitian ini terbukti mampu melakukan perangkingan dokumen sesuai dengan 
preferensi pengguna dibandingkan dengan metode pembobotan kata yang sudah 
ada sebelumnya. 
 
 
Gambar 4.23 Perbandingan Recall 
 
Gambar 4.24 menunjukkan perbandingan nilai precision antara metode 
TF.IDF.IBF.IPF∝ dengan metode TF.IDF dan TF.IDF.IBF. Dari gambar tersebut 
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diketahui bahwa metode TF.IDF dan TF.IDF.IBF memiliki nilai precision yang 
lebih tinggi dibandingkan dengan metode TF.IDF.IBF.IPF∝, yaitu pada 11 query 
yang digunakan, sedangkan 7 query lainnya memiliki nilai precision yang sama. 
Hal ini dikarenakan pada metode TF.IDF.IBF.IPF∝ meskipun dokumen relevan 
namun jika tidak sesuai dengan preferensi pengguna maka dokumen tersebut akan 
ditempatkan pada urutan yang lebih bawah dibandingkan dengan dokumen relevan 
dan sesuai dengan preferensi pengguna. 
 
 
Gambar 4.24 Perbandingan Precision 
 
Pada Gambar 4.25 ditunjukkan perbandingan nilai f-measure dari semua 
input dengan metode TF.IDF, TF.IDF.IBF, dan TF.IDF.IBF.IPF∝. Berdasarkan 
gambar tersebut diketahui bahwa terdapat 3 input dengan metode TF.IDF.IBF.IPF∝ 
yang memberikan nilai f-measure lebih tinggi dibandingkan dengan metode TF.IDF 
dan TF.IDF.IBF. Sedangkan untuk 15 input lainnya metode TF.IDF.IBF.IPF∝ 
memberikan hasil nilai f-measure yang sama dengan dua metode lainnya. Tiga 
input tersebut adalah Q2_P1 dengan nilai 12.3% lebih tinggi, Q2_P2 dengan nilai 
9.7% lebih tinggi, dan Q2_P3 dengan nilai 6.7% lebih tinggi dibandingkan dengan 
dua metode lain. 
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Gambar 4.25 Perbandingan F-measure 
 
Berdasarkan perbandingan nilai recall, precision, dan f-measure antara 
metode TF.IDF.IBF.IPF∝ dengan metode TF.IDF dan TF.IDF.IBF maka dapat 
disimpulkan bahwa metode yang diajukan lebih unggul dalam melakukan 
perangkingan dokumen berdasarkan preferensi pengguna dibandingkan dengan dua 
metode lain. Hal ini pun tampak dari rata-rata f-measure ketika metode tersebut 
(lihat Tabel 4.4). Metode TF.IDF.IBF.IPF∝ memiliki rata-rata f-measure sebesar 
46.7% sedangkan dua metode lain bernilai 45.1%.  
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5.  
BAB V 
KESIMPULAN DAN SARAN 
Pada bab terakhir ini, ditarik beberapa kesimpulan yang didapat dari hasil 
penelitian ini, juga saran-saran yang dapat digunakan sebagai bahan pertimbangan 
untuk pengembangan atau riset selanjutnya. 
5.1 Kesimpulan 
Berdasarkan aplikasi yang telah dibuat dan hasil yang didapat dari 
serangkaian uji coba yang telah dilakukan, maka dapat ditarik beberapa kesimpulan 
atas penelitian ini sebagai berikut : 
1. TF.IDF.IBF.IPF∝ dapat diaplikasikan pada perangkingan dokumen 
berbahasa Arab yang sesuai preferensi pengguna dengan nilai recall, 
precision dan f-measure mencapai 75%, 100%, dan 85.7% untuk query 
Q3 dengan pilihan preferensi pengguna P4.  
2. Pada metode TF.IDF.IBF.IPF∝, nilai ∝ memberikan pengaruh tingkat 
preferensi pengguna untuk perangkingan dukumen. Semakin besar nilai 
∝ maka dokumen yang termasuk pada preferensi pengguna akan berada 
pada peringkat yang lebih atas. Nilai ∝ optimal yang menempatkan 
dokumen relevan sesuai preferensi pengguna pada urutan atas dan tetap 
menampilkan dokumen relevan dari selain preferensi pengguna adalah 
saat ∝ = 0.9.  
 
5.2 Saran 
Beberapa saran setelah dilakukan penelitian ini adalah sebagai berikut: 
1. Preferensi pada penelitian ini berdasarkan preferensi tunggal. Oleh karena 
itu dapat dilakukan penelitian lebih lanjut untuk memenuhi kebutuhan 
multi preferensi. 
2. Kesesuaian hasil pencarian juga ditentukan oleh query pengguna. Perlu 
adanya query expansion untuk meningkatkan kemampuan pencarian. 
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LAMPIRAN 2 
Tabel Posisi Dokumen Relevan sesuai Preferensi Pengguna Pada Hasil 
Pencarian 
 
Posisi Dokumen Relevan dan sesuai Preferensi Pengguna pada Hasil Pencarian 
dengan Metode TF.IDF, TF.IDF.IBF dan TF.IDF.IBF.IPF∝ (untuk ∝ = 0 hingga ∝ 
= 0.3) 
Query 
Preferensi 
Pengguna 
Posisi Dokumen Relevan dan sesuai Preferensi Pengguna pada Hasil 
Pencarian 
TF.IDF TF.IDF.IBF 
TF.IDF.IBF.IPF∝ 
0 0.1 0.2 0.3 
A B A B A B A B A B A B 
Q1 
P1 - - - - - - - - - - - - 
P2 - - - - - - - - - - - - 
P3 5 18 5 18 6 16 6 12 4 10 3 8 
P4 1 9 1 10 1 12 1 10 1 10 1 10 
              
Q2 
P1 8 25 8 25 10 24 9 19 9 18 8 19 
P2 3 38 4 40 4 40 2 38 2 32 2 18 
P3 1 49 1 47 1 44 1 40 1 39 1 36 
P4 2 - 2 - 3 - 2 - 2 - 1 - 
              
Q3 
P1 - - - - - - - - - - - - 
P2 - - - - - - - - - - - - 
P3 4 - 4 - 4 - 4 - 3 - 2 - 
P4 1 3 1 3 1 3 1 3 1 3 1 3 
              
Q4 
P1 - - - - - - - - - - - - 
P2 - - - - - - - - - - - - 
P3 4 - 4 - 4 - 4 - 3 - 2 - 
P4 1 6 1 6 1 6 1 6 1 5 1 5 
              
Q5 
P1 7 - 8 - 10 - 9 - 7 - 4 - 
P2 1 12 1 12 1 12 1 8 1 8 1 8 
P3 2 15 2 15 2 15 2 12 1 10 1 8 
P4 14 - 14 - 13 - 11 - 8 - 6 - 
              
Q6 
P1 1 9 2 9 1 10 1 10 1 8 1 5 
P2 2 14 1 14 1 15 1 14 1 13 1 11 
P3 3 6 3 6 3 6 3 6 3 6 2 6 
P4 12 - 12 - 12 - 10 - 9 - 9 - 
 
68 
 
 
Posisi Dokumen Relevan dan sesuai Preferensi Pengguna pada Hasil Pencarian 
dengan Metode TF.IDF.IBF.IPF∝ (untuk ∝=0.4 hingga ∝= 1) 
Query 
Preferensi 
Pengguna 
Posisi Dokumen Relevan dan sesuai Preferensi Pengguna pada Hasil 
Pencarian 
TF.IDF.IBF.IPF∝ 
0.4 0.5 0.6 0.7 0.8 0.9 1 
A B A B A B A B A B A B A B 
Q1 
P1 - - - - - - - - - - - - - - 
P2 - - - - - - - - - - - - - - 
P3 3 8 3 8 3 5 2 5 1 5 1 4 1 3 
P4 1 8 1 7 1 7 1 7 1 7 1 7 1 7 
                
Q2 
P1 6 14 4 13 4 11 3 8 3 8 3 7 3 7 
P2 1 20 1 20 1 13 1 9 1 7 1 6 1 6 
P3 1 31 1 25 1 22 1 19 1 15 1 15 1 15 
P4 1 - 1 - 1 - 1 - 1 - 1 - 1 - 
                
Q3 
P1 - - - - - - - - - - - - - - 
P2 - - - - - - - - - - - - - - 
P3 2 - 1 - 1 - 1 - 1 - 1 - 1 - 
P4 1 3 1 3 1 3 1 3 1 3 1 3 1 3 
                
Q4 
P1 - - - - - - - - - - - - - - 
P2 - - - - - - - - - - - - - - 
P3 2 - 1 - 1 - 1 - 1 - 1 - 1 - 
P4 1 5 1 4 1 2 1 2 1 2 1 2 1 2 
                
Q5 
P1 4 - 4 - 4 - 2 - 2 - 2 - 2 - 
P2 1 7 1 7 1 7 1 6 1 6 1 6 1 6 
P3 1 7 1 6 1 6 1 6 1 5 1 5 1 5 
P4 4 - 3 - 3 - 2 - 1 - 1 - 1 - 
                
Q6 
P1 1 4 1 4 1 4 1 3 1 3 1 3 1 3 
P2 1 10 1 9 1 6 1 5 1 4 1 4 1 4 
P3 1 5 1 4 1 4 1 4 1 4 1 4 1 4 
P4 6 - 3 - 3 - 2 - 1 - 1 - 1 - 
 
Keterangan: 
A = Posisi peringkat atas 
B = Posisi peringkat bawah 
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LAMPIRAN 3 
Tabel Recall, Precision, dan F-measure 
 
Recall, Precision, dan F-measure metode TF.IDF.IBF.IPF∝ (untuk ∝ = 0 hingga 
∝ = 0.2) 
 TF.IDF.IBF.IPF∝ 
∝ 0 0.1 0.2 
Query 
Preferensi 
Pengguna 
R 
(%) 
P  
(%) 
F 
(%) 
R 
(%) 
P  
(%) 
F  
(%) 
R 
(%) 
P  
(%) 
F 
(%) 
1 
1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
2 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
3 33.33 100.00 50.00 42.86 100.00 60.00 42.86 100.00 60.00 
4 57.14 100.00 72.73 57.14 100.00 72.73 57.14 100.00 72.73 
2 
1 27.27 50.00 35.29 41.67 55.56 47.62 41.67 55.56 47.62 
2 9.09 20.00 12.50 9.09 20.00 12.50 9.09 20.00 12.50 
3 54.55 66.67 60.00 58.33 70.00 63.64 58.33 70.00 63.64 
4 9.09 16.67 11.76 10.00 14.29 11.76 10.00 14.29 11.76 
3 
1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
2 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
3 25.00 100.00 40.00 25.00 100.00 40.00 25.00 100.00 40.00 
4 75.00 100.00 85.71 75.00 100.00 85.71 75.00 100.00 85.71 
4 
1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
2 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
3 33.33 100.00 50.00 33.33 100.00 50.00 33.33 100.00 50.00 
4 66.67 100.00 80.00 66.67 100.00 80.00 66.67 100.00 80.00 
5 
1 9.09 100.00 16.67 9.09 100.00 16.67 9.09 100.00 16.67 
2 45.45 100.00 62.50 45.45 100.00 62.50 45.45 100.00 62.50 
3 36.36 100.00 53.33 36.36 100.00 53.33 36.36 100.00 53.33 
4 9.09 100.00 16.67 9.09 100.00 16.67 9.09 100.00 16.67 
6 
1 20.00 100.00 33.33 20.00 100.00 33.33 20.00 100.00 33.33 
2 22.22 100.00 36.36 30.00 100.00 46.15 30.00 100.00 46.15 
3 40.00 100.00 57.14 40.00 100.00 57.14 40.00 100.00 57.14 
4 10.00 100.00 18.18 10.00 100.00 18.18 10.00 100.00 18.18 
Rata-Rata 32.37 86.30 44.01 34.39 86.66 46.00 34.39 86.66 46.00 
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Recall, Precision, dan F-measure metode  TF.IDF.IBF.IPF∝  (untuk ∝ = 0,3 
hingga ∝ = 0.6) 
 TF.IDF.IBF.IPF∝ 
∝ 0.3 0.4 0.5 0.6 
Query 
Preferensi 
Pengguna 
R 
(%) 
P 
 (%) 
F 
(%) 
R 
(%) 
P  
(%) 
F 
(%) 
R 
(%) 
P 
 (%) 
F 
(%) 
R 
(%) 
P  
(%) 
F 
(%) 
1 
1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
2 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
3 42.86 100.00 60.00 42.86 100.00 60.00 42.86 100.00 60.00 42.86 100.00 60.00 
4 57.14 100.00 72.73 57.14 100.00 72.73 66.67 80.00 72.73 66.67 80.00 72.73 
2 
1 41.67 55.56 47.62 41.67 55.56 47.62 41.67 55.56 47.62 41.67 55.56 47.62 
2 10.00 16.67 12.50 18.18 28.57 22.22 18.18 28.57 22.22 18.18 28.57 22.22 
3 58.33 70.00 63.64 18.18 70.00 28.87 63.64 63.64 63.64 70.00 58.33 63.64 
4 11.11 12.50 11.76 58.33 12.50 20.59 12.50 11.11 11.76 16.67 9.09 11.76 
3 
1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
2 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
3 25.00 100.00 40.00 25.00 100.00 40.00 25.00 100.00 40.00 25.00 100.00 40.00 
4 75.00 100.00 85.71 75.00 100.00 85.71 75.00 100.00 85.71 75.00 100.00 85.71 
4 
1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
2 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
3 33.33 100.00 50.00 33.33 100.00 50.00 33.33 100.00 50.00 33.33 100.00 50.00 
4 66.67 100.00 80.00 66.67 100.00 80.00 66.67 100.00 80.00 66.67 100.00 80.00 
5 
1 9.09 100.00 16.67 9.09 100.00 16.67 9.09 100.00 16.67 9.09 100.00 16.67 
2 45.45 100.00 62.50 45.45 100.00 62.50 45.45 100.00 62.50 50.00 83.33 62.50 
3 36.36 100.00 53.33 36.36 100.00 53.33 36.36 100.00 53.33 36.36 100.00 53.33 
4 9.09 100.00 16.67 9.09 100.00 16.67 9.09 100.00 16.67 9.09 100.00 16.67 
6 
1 20.00 100.00 33.33 20.00 100.00 33.33 20.00 100.00 33.33 20.00 100.00 33.33 
2 30.00 100.00 46.15 30.00 100.00 46.15 30.00 100.00 46.15 30.00 100.00 46.15 
3 40.00 100.00 57.14 40.00 100.00 57.14 44.44 80.00 57.14 44.44 80.00 57.14 
4 10.00 100.00 18.18 10.00 100.00 18.18 10.00 100.00 18.18 11.11 50.00 18.18 
Rata-Rata 34.51 86.37 46.00 35.35 87.03 45.10 36.11 84.38 46.54 37.01 80.27 46.54 
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Recall, Precision, dan F-measure metode TF.IDF.IBF.IPF∝ (untuk ∝ = 0.7 
hingga ∝ = 1) 
∝ 0.7 0.8 0.9 1 
Query 
Preferensi 
Pengguna 
R 
(%) 
P  
(%) 
F 
(%) 
R 
(%) 
P 
(%) 
F 
(%) 
R 
(%) 
P 
 (%) 
F 
(%) 
R  
(%) 
P 
(%) 
F 
(%) 
1 
1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
2 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
3 42.86 100.00 60.00 42.86 100.00 60.00 42.86 100.00 60.00 100.00 42.86 60.00 
4 66.67 80.00 72.73 66.67 80.00 72.73 66.67 80.00 72.73 100.00 57.14 72.73 
2 
1 41.67 55.56 47.62 45.45 50.00 47.62 45.45 50.00 47.62 100.00 31.25 47.62 
2 20.00 25.00 22.22 22.22 22.22 22.22 25.00 20.00 22.22 100.00 12.50 22.22 
3 80.00 57.14 66.67 80.00 57.14 66.67 80.00 57.14 66.67 100.00 50.00 66.67 
4 20.00 8.33 11.76 25.00 7.69 11.76 50.00 6.67 11.76 100.00 6.25 11.76 
3 
1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
2 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
3 25.00 100.00 40.00 25.00 100.00 40.00 25.00 100.00 40.00 100.00 25.00 40.00 
4 75.00 100.00 85.71 75.00 100.00 85.71 75.00 100.00 85.71 100.00 75.00 85.71 
4 
1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
2 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
3 33.33 100.00 50.00 33.33 100.00 50.00 33.33 100.00 50.00 100.00 33.33 50.00 
4 66.67 100.00 80.00 66.67 100.00 80.00 66.67 100.00 80.00 100.00 66.67 80.00 
5 
1 11.11 33.33 16.67 12.50 25.00 16.67 12.50 25.00 16.67 100.00 9.09 16.67 
2 50.00 83.33 62.50 55.56 71.43 62.50 71.43 55.56 62.50 100.00 45.45 62.50 
3 40.00 80.00 53.33 50.00 57.14 53.33 66.67 44.44 53.33 100.00 36.36 53.33 
4 9.09 100.00 16.67 11.11 33.33 16.67 11.11 33.33 16.67 100.00 9.09 16.67 
6 
1 22.22 66.67 33.33 22.22 66.67 33.33 25.00 50.00 33.33 100.00 20.00 33.33 
2 30.00 100.00 46.15 33.33 75.00 46.15 37.50 60.00 46.15 100.00 30.00 46.15 
3 50.00 66.67 57.14 57.14 57.14 57.14 57.14 57.14 57.14 100.00 40.00 57.14 
4 11.11 50.00 18.18 11.11 50.00 18.18 12.50 33.33 18.18 100.00 10.00 18.18 
Rata-Rata 38.60 72.56 46.71 40.84 64.04 46.71 44.66 59.59 46.71 100.00 33.33 46.71 
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