Abstract. Cumulative broadband network tra c is often thought to be well modelled by fractional Brownian motion. However, some tra c measurements do not show an agreement with the Gaussian marginal distribution assumption. We show that if connection rates are modest relative to heavy tailed connection length distribution tails, then stable L evy motion is a sensible approximation to cumulative tra c over a time period. If connection rates are large relative to heavy tailed connection length distribution tails, then FBM is the appropriate approximation. The results are framed as limit theorems for a sequence of cumulative input processes whose connection rates are varying in such a way as to remove or induce long range dependence.
Introduction
Recent analysis of broadband measurements shows that the data sets exhibit three characteristic properties: heavy tails, self-similarity and long range dependence (LRD). Traditional tra c models using independent inter-arrival times with distribution tails which are exponentially bounded imply short range dependence in the tra c and hence are not appropriate for describing high-speed network tra c. Empirical evidence on the existence of self-similarity and LRD in tra c measurements can be found in 24, 9, 11] . A common explanation for observed LRD and self-similarity of network tra c is heavy tailed transmission times. Sometimes, this is due to le lengths being heavy tailed 8, 10, 12, 13, 11, 2] and sometimes due to heavy tailed burst lengths, where a burst is a period where packet arrivals are not separated by more than some threshold value 28] .
Analysts are largely in agreement about the self-similar nature of aggregate tra c, at least at time scales above a certain threshold. Empirical 45, 2] and theoretical 40, 17, 18, 19] evidence supports the heavy tailed explanation of the self-similarity. However, measurement studies diverge in their conclusions about the marginal distributions of cumulative tra c. There exists empirical evidence supporting a heavy tailed assumption backed by theoretical work 15, 23, 32] and also spirited interest and evidence for Gaussian marginal distributions 25] .
The point of this paper is to show that with heavy tailed input times, cumulative tra c at large time scales can look either heavy tailed or Gaussian depending on whether the rate at which transmissions are initiated (crudely referred to as the connection rate) is moderate or quite large.
There are two related models which frame this discussion: 19, 31, 1, 26, 21, 20, 37] ). In model (i), tra c is generated by a large number of independent ON/OFF sources such as workstations in a big computer lab. An ON/OFF source transmits data at a constant rate to a server if it is ON and remains silent if it is OFF. Every individual ON/OFF source generates an ON/OFF process consisting of independent alternating ON-and OFF-periods. The lengths of the ON-periods are identically distributed and so are the lengths of OFF-periods. Support for this model in the form of statistical analysis of Ethernet Local Area Network tra c of individual sources was provided in 45]; the conclusions of this study are that the lengths of the ON-and OFF-periods are heavy tailed and in fact Pareto-like with tail parameter between 1 and 2. In particular, the lengths of the ON-and OFF-periods have nite means but in nite variances. Further evidence is in 24] and 10]. The latter authors found evidence of Pareto-like tails in le lengths, transfer times and idle times in World Wide Web tra c; see also 11] .
Model (ii), the in nite source Poisson model, assumes transmission initiations or connections by sources at times of a rate Poisson process. The transmission durations are iid random variables independent of the times of connection initiation. The transmission lengths have nite mean, in nite variance and heavy tails. During a transmission, a source transmits at unit rate.
For both models, the process we study is A(t), the cumulative input in 0; t] by all sources.
Because both models assume unit rate transmissions, we may write A(t) = where N(s) is the number of active sources at time s. For large T, we think of (A(T t); t 0) as the process on large time scales. Our results for both models show that if the connection rate is allowed to depend on T in such a way that it has a growth rate in T which is moderate (in a manner to be made precise), then A(T ) looks like an -stable L evy motion, while if the connection rate grows faster than a critical value, A(T ) looks like a fractional Brownian motion. Section 2 de nes the models formally and Section 3 de nes slow and fast growth for the connection rate. Subsequent sections show that for our models, slow growth means that cumulative input can be approximated by a stable L evy motion while fast growth means cumulative input should be approximated by fractional Brownian motion.
Model formulation
We now de ne our two related models and give basic discussion.
2.1. The ON/OFF model. Consider rst a single ON/OFF source such as a workstation as described in 18] . During an ON-period, the source generates tra c at a constant rate 1, e.g. 1 byte per time unit. During an OFF-period, the source remains silent; we assign the value 0 to it. Let X on ; X 1 ; X 2 ; : : : be iid non-negative random variables representing the lengths of ON-periods and Y o ; Y 1 ; Y 2 ; : : : be iid non-negative random variables representing the lengths of OFF-periods.
We also write Z i = X i + Y i ; i 0 : The X-and Y -sequences are supposed to be independent. For any distribution function F we write F = 1 ? F for the right tail. By F on /F o we denote the common distribution of ON/OFF-periods. Note that N(t) is the input rate to the server at time t and can be referred to as the workload process. Since the sources are iid, (2.5) implies that N exhibits LRD in the spirit of (2.6), since the stationary version of N satis es
The cumulative input of work to the server or total accumulated work by time t is
The behavior of the cumulative input process A(t) for the superposition of a large number of iid ON/OFF sources has been studied in 45, 40] where it was found that the cumulative input process (properly normalized) of an increasing number of iid ON/OFF sources converges to fractional Brownian motion in the sense of convergence of the nite dimensional distributions. Their result is formulated as a double limit: rst, the number M of sources goes to in nity and then the time-scaling parameter T converges to in nity. This order of taking limits is crucial for obtaining fractional Brownian motion as limit. When limits are taken in reversed order, the limits of the nite dimensional distributions are those of in nite variance stable L evy motion. The increment process of fractional Brownian motion, fractional Gaussian noise, exhibits LRD re ecting the LRD in the original workload process. This is in contrast to stable L evy motion, which while self-similar, has increments which are independent.
In 45, 40] a double limit is involved and the limit regime is sequential. This sequential procedure is unsatisfactory both theoretically and in practice. (Similar remarks are made in 22] .) The limiting behavior of the cumulative input process depends on the relative sizes of the number of sources M, the time-scaling parameter T and the tail probabilities of the transmission lengths. We study simultaneous limit regimes, in which both M and T go to in nity at the same time. We assume that M = M T goes to in nity as T ! 1. The ON/OFF models change as T ! 1, and we will refer to the Tth model. The number of sources M = M T plays the role of the connection rate. Lebesgue measure. We imagine that a communication system has an in nite number of nodes or sources, and at time ? k a connection is made and some node begins a transmission at constant rate to the server. As a normalization, this constant rate is taken to be unity. The lengths of STABLE MOTION OR FBM? 5 transmissions are random variables X k . We assume X on ; X 1 ; X 2 ; : : : are iid and independent of (? k ) and P(X on > x) = F on (x) = x ? L(x); x > 0; 1 < < 2 ; (2.8) where L is a slowly varying function. Since 2 (1; 2), the variance of X on is in nite and its mean on is nite. We will need the quantile function b(t) = ? 1=F on (t); t > 0 ; (2.9) which is regularly varying with index 1= . We note that The notation N T refers to the fact that we will consider a family of Poisson processes indexed by the scaling parameter T > 0 such that the intensity = (T ) goes to in nity as T ! 1. Under this condition, the considered models change when time goes by, and therefore we will refer to the Tth model. The intensity = (T ) will be referred to as the connection rate.
The 
and so Condition 1 and (3.2) are equivalent. Similarly, Condition 2 is the same as T F on (T ) ! 1 :
To get the equivalence in terms of the covariances, use (2.14) and
which follows from Karamata's theorem for regularly varying functions; see 5].
We will see that if the rate of increase of satis es Condition 1, then A(T) is asymptotically a stable random variable while in the alternate case, it is asymptotically normal. The case = 2 corresponds to the Gaussian distribution. Notice that X 2; ; is Brownian motion, whereas < 2 implies that X ; ; has in nite variance marginal distributions. In contrast to
Brownian motion which has continuous sample paths with probability 1, in nite variance stable L evy motion has discontinuous sample paths with probability 1. to a process with a.s. discontinuous sample paths. Our favorite reference to weak convergence in metric spaces is 4].
In the rest of this section we give the proof of Theorem 1. for i = 1; : : : ; 4. Notice that the distributions of ((t k;i ; j k;i )) are independent of , which only enters into the speci cation of the mean of P i , i = and (4.21), we conclude that A(T) has the desired -stable limit. 
b(MT) = o(T).
The following theorem is our main result on the weak convergence of the process A. To formulate it, we will need the following notation: 3) The case of general on ; o 2 (1; 2) is treated in 27]. The results are qualitatively the same, yielding a limiting min( on ; o )-stable L evy motion. Moreover, the skewness parameter of the limit process may vary between ?1 and +1, depending on the right tails of F on and F o .
In the rest of this section we give the proof of our main result. It will be convenient to split the proof into di erent parts.
The basic decomposition. As for the proof of Theorem 1, we give a decomposition of the cumulative input process. This decomposition is very much in the spirit of Section 4.2. In what
follows, we will adapt the notation of Section 2.1 for the mth source. Whenever we consider only one source we will suppress the dependence on m in the notation.
Recall the construction of a stationary version of the renewal sequence (T n ) given in (2.3). We consider the renewal sequence (T (m) n ) corresponding to the mth source and de ne the corresponding renewal counting process The crucial di erence is that, for every m, the counting process (m) T is heavily dependent on the sequence (X (m) k ) which appears in the random sum representation of A 2 . This fact makes the proof below more complicated. The basic idea of the proof consists of replacing the counting processes is a sum of iid random variables and so classical limit theory for sums of iid random variables comes in. The replacement described above is provided by a large deviation result given in the Appendix. 
In the last step we used Lemma 2.
In the rest of the section we show that A 3 is asymptotically negligible. The following decomposition will be useful: The proof of (A), (B) and (C) is now presented via a series of lemmas. and assume without loss of generality that r on = 1. We have p(T) := P(?S (1) T ] > xb(MT)) P(? e S (1) T ] > xb(MT) ? T E(X ? e X)):
Using Karamata's theorem, we have
Using the left-hand inequality of Proposition 2 in Appendix B, with x = 1=D, t = Db(MT) and " = 2 ? gives that there is a xed t 0 such that for x 1 and t t 0 the right-hand side of (5. where denotes the right tail of the standard normal distribution. Notice that
As above we apply the left-hand inequality of Proposition 2 in Appendix B, to obtain that for large A lower bound for M P(S T;1 > x; T ) can be found in the same way as in the proof of Lemma 10.
This completes the proof.
We nally established that the nite dimensional distributions of the processes (A(T t); t 0) converge to those of the -stable L evy motion. This concludes the proof of Theorem 2. (2.6) . This is in contrast to Theorem 1 where the limiting process, -stable L evy motion, has independent increments.
In the rest of this section we provide the proof of Theorem 3. As for Theorem 1, the decomposition of Section 4.2 will be the key for deriving the Gaussian limit. As in Section 4 we give the proof in several steps. We use the same notation as in that section. 6.2. FBM limits: one dimensional convergence. We show that when (T ) grows faster, so that Condition 2 holds and b( T)=T ! 1, (A(T ) ? on T)= T (1) is asymptotically normal, where for t > 0 we de ne 2 T (t) = (T )(T t) 3 Consider e.g. the joint distribution of G T (u) and G T (u+v)?G T (u) for u; v > 0. By decomposing as in (4.1), both for T replaced by uT and by (u + v)T, and considering all intersections of the sets in the two decompositions, the problem is reduced to proving asymptotic joint normality of functions of the Poisson points in a number of disjoint sets. Since the sets are disjoint, and the functions hence independent, the sets may be considered separately. A typical such set is given by R = f(s; y) : 0 < s uT; uT ? s < y (u + v)T ? sg However, here the upper summation limits P may be replaced by m using the same method as in Section 6.2, and asymptotic joint normality with non-random summation limits is straightforward. with the aim to bound the fourth moments of the increments of G T . Let c be a generic constant whose value may change from appearance to appearance. We rst show that The left-hand inequality in Proposition 2 in Appendix B, with x = 1=u; t = U gives that there is a xed u 0 > 0 with F on (U)=F on (T ) bounded by a constant times (U=T ) The following large deviation result was proved in 6]. Remark. Writing M n = max k=1;:::;n Z k for the partial maxima of the Z-sequence, we see that we can replace nF(x) in (A.3) by P(M n > x). This means that the large deviation fS n > xg is essentially due to the event fM n > xg.
A consequence is the following result.
Corollary 1. In addition to (A.1) assume that EZ = 0 and F(?x) = x ? 2 L 2 (x); x > 0; for some 2 > 1 , 1 2 (1; 2) and L 2 slowly varying. Then (A.3) holds with n = a n h n and B n = n ; 1) where (h n ) is any sequence with h n " 1 and (a n ) satis es nF(a n ) 1. Proof. Since (a ?1 n S n ) weakly converges to an 1 -stable distribution relation ?1 n S n P ! 0 is immediate. Moreover, by Karamata's theorem 2 (x) (const) P(jZj > x); x > 0 ;
and so (A.2) is satis ed since n 2 (x) ln(n P(Z > n )) (const) n P(jZj > n ) ln(n P(jZj > n )) ! 0 :
This concludes the proof. The following result can be found in Resnick 34] , Proposition 0.8 (ii).
Proposition 2. Take " > 0. Then there is a xed t 0 such that for x 1 and t t 0 (1 ? ") x ?" < U(tx) U(t) < (1 + ") x +" :
These bounds are called the Potter bounds in 5].
