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Abstract
The distribution of the excess process describing heights of extreme values can be approximated by
the distribution of a Poisson cluster process. An estimate of the accuracy of such an approximation has
been derived in [4] in terms of the Wasserstein distance. The paper presents a sharper estimate established
in terms of the stronger total variation distance. We derive also a new bound to the accuracy of negative
Binomial approximation to the distribution of the number of exceedances.
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1. Introduction
The limit theory for a number Nn of exceedances of a “high” level constitutes a major part of
Extreme Value Theory. The topic has important applications in finance, insurance, meteorology,
network modelling, etc. (cf. [15,29,36]). For instance, a stationary sequence {X i , i ≥ 1} can
represent claims to an insurance company. Let
Nn ≡ Nn,x =
n−
i=1
1{X i > x}
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denote the number of claims exceeding level x in a sample of size n. In insurance applications
one can be interested in approximating the probability P(Nn,x1 = n1, . . . , Nn,xk = nk) that the
number of claims exceeding level x1 equals n1, . . . , the number of claims exceeding level xk
equals nk . This question can be easily addressed if the distribution of the excess process {Nn,·}
has been approximated.
In the case of independent and identically distributed observations Nn has Binomial
distribution B(n, p), where
p = P(X > x).
If p is “small” (which is typically the case), then L (Nn) may be approximated by the Poisson
distribution 5(np). The accuracy of Poisson approximation for Nn has been investigated
by many authors (see, e.g., [31,22,14,7–10,34,38]), including the case of dependent random
variables [2,3,13].
The natural measure of closeness of discrete distributions is the total variation distance,
denoted in the sequel by dT V. If C is a σ -field, then the total variation distance between two
probability measures Q1 and Q2 on C is defined as
dT V (Q1; Q2) = sup
B∈C
|Q1(B)− Q2(B)| .
If L(X) = Q1 and L(Y ) = Q2, then we put dT V (X; Y ) := dT V (Q1; Q2).
A well-known result by Barbour and Eagleson [2] states that
dT V (B(n, p);5(np)) ≤

1− e−np p (0 ≤ p ≤ 1). (1.1)
For small p a sharper estimate has been suggested by Cˇekanavicˇius and Roos [12]:
dT V (B(n, p);5(np)) ≤
3p
4e(1−√p)3/2 (1.2)
if p < 0.525; dT V (B(n, p);5(np)) ∼ 3p/(4e) if p = p(n) ∼ 1/n as n → ∞ [35] (we write
x ∼ y if x = y(1+ o(1))).
Dependence can cause clustering of extremes, and the Poisson approximation may no longer
be valid. Under a mild mixing condition the limiting distribution of Nn is necessarily compound
Poisson (Poisson cluster in the case of the excess process {Nn,·}) [18,27]. Estimates of the
accuracy of compound Poisson approximation for L (Nn) can be found, e.g., in [1,4,16,17,25,
26,28,32,33].
Hereinafter X, X1, X2, . . . is a stationary sequence of random variables, Fa,b = σ {X i , a ≤
i ≤ b} is the σ -field generated by {X i , a ≤ i ≤ b} and
α(l) = sup
A,B
|P(AB)− P(A)P(B)|,
β(l) = sup
j
E sup
B
|P(B|F1, j )− P(B)|,
where the supremum is taken over A ∈ F1, j , B ∈ F j+l+1,n, j ≥ 1. The following estimate of
the accuracy of compound Poisson approximation for Nn was established in [28].
Let ζ, ζ1, ζ2, . . . be independent random variables with the distribution
L(ζ ) = L(Nr |Nr > 0),
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where r ∈ {1, . . . , n}. Set
q = P(Nr > 0), k = [n/r ], r ′ = n − rk,
where [y] denotes the integer part of y, and let 5(kq, ζ ) denote the compound Poisson
distribution with intensity rate kq and multiplicity (cluster size) distribution L(ζ ). If n > r >
l ≥ 0, then, according to [28],
dT V (Nn;5(kq, ζ )) ≤ (1− e−np)rp + (2kl + r ′)p + k min{β(l); 6α(l)2/3}. (1.3)
Estimate (1.3) is accurate in the sense that it coincides with (1.1) if {X i } are independent (one
can choose r = 1, l = 0).
If one is interested in more information about the joint distribution of extreme values, then
empirical processes of exceedances must be introduced and studied. Barbour et al. [4] have
approximated the excess process by a Poisson cluster process and established an estimate of
the accuracy of approximation in terms of the Wasserstein metric dW . It is worthwhile to
mention that a compound Poisson process is a member of the Poisson cluster family. As the
asymptotic distribution of the excess process is much more complicated than that of the number
of exceedances, the total variation distance was not considered in [4] as a proper measure for
evaluating the accuracy of approximation.
The present paper shows that, contrary to intuition, a sharp estimate of the accuracy of Poisson
cluster approximation can be derived in terms of the total variation distance. The advantage of
using the total variation distance is that the estimate is valid for any statistic derived from the
process. Moreover, the Wasserstein metric dW in [4] obeys dW ≤ dT V. Theorem 1 presents a
sharper estimate of dT V than the estimate of dW in [4].
When the cluster sizes follow the logarithmic distribution P(ζ = n) = (1−ϑ)nn ln(1/ϑ) , 0 <
ϑ < 1, n ∈ N, the compound Poisson distribution reduces to the negative Binomial law [19,
pp. 212–213,346]. The negative Binomial approximation to L(Nn) under particular assumptions
on {X i } has been studied by Xia and Zhang [39]. The negative Binomial approximation to the
number of head runs of length k in a sequence of independent Bernoulli random variables has
been considered by Wang and Xia [37]. Note that the general compound Poisson approximation
to L(Nn) requires knowledge of the cluster size distribution; estimating the latter from a sample
is a demanding task. The advantage of the negative Binomial approximation is that it involves
only two parameters.
Theorem 2 presents an estimate of the accuracy of negative Binomial approximation toL(Nn).
In some situations the estimate is sharper than that of Theorem 1.
Our approach is based on Bernstein’s blocks method. The idea of the method is to split the
sample of size n into blocks of length 1 ≪ r = r(n)≪ n, which are separated by sub-blocks of
length 1 ≪ l = l(n) ≪ r . These blocks are asymptotically independent, while the contribution
of sub-blocks is asymptotically negligible. Bernstein’s blocks method was also employed in
[4,18,27,28]. We apply the Stein method in order to evaluate the accuracy of negative Binomial
approximation to L(Nn).
The paper is arranged as follows. In Section 2 we introduce an excess process and evaluate the
accuracy of Poisson cluster approximation to its distribution. We then focus on the distribution
of the number of exceedances, and establish an estimate of the accuracy of negative Binomial
approximation to L(Nn). Several examples are given to illustrate the accuracy of the estimates.
The proofs are postponed to Section 3. Throughout the paper the operation of multiplication is
superior to the division.
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2. Results
Recall that {X i , i ≥ 1} is a strictly stationary sequence of random variables.
Poisson cluster approximation. We are dealing with the problem of approximating the
distribution of the excess process {Nn(t), 0 < t ≤ T }, where
Nn(t) =
n−
i=1
1{X i > un(t)}, (2.1)
T is a fixed positive number and un(·) is a normalising function. A possible choice is a non-
increasing function un(·) such that
lim
n→∞P

max
1≤i≤n
X i ≤ un(t)

= e−t (t ≥ 0) (2.2)
(cf. [27,29]). Given r ∈ {1, . . . , n}, we set k = [n/r ], r ′ = n − kr ,
p = P(X > un(T )), q = P(Nr (T ) > 0).
Let γ (·), γ1(·), . . . be independent and identically distributed jump processes with the
distribution
L (γ (·)) = L

Nr (·)|Nr (T ) > 0

, (2.3)
and let π be a Poisson 5(kq) random variable independent of {γi (·), i ≥ 1}. Process N :=∑π
i=1 γi (·) is called the Poisson cluster process.
Theorem 1 evaluates the accuracy of Poisson cluster approximation to the distribution of the
excess process in terms of the total variation distance.
Theorem 1. For any n ≥ r > l ≥ 0,
dT V

Nn(·); N

≤ (1− e−np)rp + (r ′ + 2nl/r)p + (n/r)β(l). (2.4)
Theorem 3.1 in [4] implies that
dW (Nn; N ) ≤

1.65(1− rp)−1/2 + erp

rp + (4r + 2nl/r)p + (n/r)β(l). (2.5)
Theorem 1 provides a sharper estimate established in terms of a stronger distance.
Remark 1. The term (1 − e−np)rp in (2.4) is inherited from (1.1); instead of inequality (1.1)
we could have employed any other available estimate of the total variation distance between
Binomial and Poisson distributions.
If {X i } are independent and identically distributed random variables, then (2.4) with l =
0, r = 1 becomes
dT V

Nn(·);
π(np)−
i=1
ηi (·)

≤ (1− e−np)p,
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where L(π(np)) = 5(np), processes η, η1, η2, . . . are independent and identically distributed
and L(η(t)) = L(1{X > un(t)}|X > un(T )) (cf. [27]). Denote
Fc(x) = P(X > x).
If Fc is a continuous decreasing function, un(t) = F−1c (t/n) and L(ξ) = U[0; 1], then
η(t)
d= 1{ξ < t/T } (0 < t ≤ T ).
Suppose now that {X i } are m-independent (i.e., the sigma-fields σ(X1, . . . , X j ) and
σ(X j+m+1, . . .) are independent for any j). Then (2.4) with l = m and r = ⌈√mn ⌉, where
⌈·⌉ = [·] + 1, yields
dT V

Nn(·);
π−
i=1
γi (·)

≤ 4p⌈√mn ⌉. (2.6)
Remark 2. The arguments of the proof of Theorem 1 allow for generalisation of (2.4) in the
following way. Let
Sn(t) =
n−
i=1
Yi1{X i > un(t)} (0 < t ≤ T ),
where {(X i , Yi ), i ≥ 1} is a stationary sequence of random pairs, Yi > 0 may depend on X i , T
is a fixed positive number and un(·) is a normalising function. Let γ (·), γ1(·), . . . be independent
and identically distributed jump processes with the distribution L (γ (·)) = L (Sr (·)|Sr (T ) > 0).
Put Tr j (·) = ∑r ji=r( j−1)+1 Yi1{X i > un(·)}, T (l)r j (·) = ∑r j−li=r( j−1)+1 Yi1{X i > un(·)} (see the
proof of Theorem 1). Then (2.4) holds with Nn(·) replaced by Sn(·):
dT V

Sn(·);
π−
i=1
γi (·)

≤ (1− e−np)rp + (r ′ + 2nl/r)p + (n/r)β(l). (2.7)
The result allows one to approximate the joint distribution of
∑n
i=1 Yi1{X i > x1},∑n
i=1 Yi1{X i > x2}, . . . . The topic has applications in insurance. For instance, a reinsurance
company often pays amounts {Yi } that are functions of the claim size {X i } (e.g., if Yi =
max{X i ; z}, the payments are capped at level z). Process {Sn(·)} allows one to take into account
the numbers of claims as well as the amounts of payment.
If the pairs {X i , Yi } are independent and identically distributed, Fc is a continuous decreasing
function and un(t) = F−1c (t/n), then (2.7) with l = 0, r = 1 entails
dT V

Sn(·);
π(np)−
i=1
Yiηi (·)

≤ (1− e−np)p, (2.8)
where π(np), Y1, Y2, . . . , η1, η2, . . . are independent, L(π(np)) = 5(np), ηi (t) d= 1{ξ < t/T }
(0 < t ≤ T ) and L(ξ) = U[0; 1]. If {X i } are m-independent, then (2.7) with l = m and
r = ⌈√mn ⌉ yields
dT V

Sn(·);
π−
i=1
γi (·)

≤ 4p⌈√mn ⌉. (2.9)
Negative Binomial approximation. In some situations the negative Binomial approximation
to the distribution of the number of exceedances appears preferable to the compound Poisson
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approximation. We now focus on approximating the distribution of Nn ≡ Nn,x =∑ni=1 1{X i >
x} by the negative Binomial law.
A random variable Za,c has the negative Binomial distribution NB(a, c) with parameters
a > 0 and 0 < c ≤ 1 if
P(Za,c = m) = Γ (a/c + m)Γ (a/c)m! (1− c)
a/ccm (m ∈ Z+),
where 0(y) = ∞0 t y−1e−tdt and Z+ = N ∪ {0}. One can check that
EZa,c = a1− c , var Za,c =
a
(1− c)2 . (2.10)
If a/c is an integer, then Za,c is distributed as the sum ξ1 + · · · + ξa/c of independent random
variables with P(ξi = m) = (1 − c)cm (m ≥ 0). Note that NB(a, c) converges weakly to the
Poisson distribution5(a) as c → 0; we write NB(a, 0) = 5(a).
In order to approximate L(Nn), we use the traditional approach of splitting the set Jn =
{1, . . . , n} into three subsets. For each i ∈ Jn let Ai be such a subset that random variables
{Xℓ, ℓ ∈ Ai } are strongly dependent on X i . Another subset, Bi , contains ℓ ∈ Jn such that Xℓ are
weakly dependent on X i . Namely, for each i ∈ Jn we set
Ai = {i − r, . . . , i − 1, i + 1, . . . , i + r} ∩ Jn,
Bi = {i − r − l, . . . , i − r − 1, i + r + 1, . . . , i + r + l} ∩ Jn,
where r ≥ 0, l ≥ 0, r + l ≤ n (r and l may be different from those in Theorem 1); Ai (resp. Bi )
is ∅ if r = 0 (resp. l = 0). Then Jn \ (Ai ∪ Bi ∪ {i}) = C−i ∪ C+i , where
C−i = {1, . . . , i − r − l − 1} ∩ Jn, C+i = {i + r + l + 1, . . . , n} ∩ Jn .
The approach allows for flexibility with the choice of Ai , Bi in order to minimise the upper
bound.
Denote p = P(X > x), Ii = 1{X i > x}, M(A) =∑i∈A Ii ,M∗r+1 = M(Ar+1), and let
dn = dT V

Nn; Za,c

, c =
2E
r∑
j=1
I1 I1+ j
p + 2E
r∑
j=1
I1 I1+ j
, a = (1− c)np,
d∗n = max
i∈Jn
min{dT V (M(C−i );M(C−i )+ 1); dT V (M(C+i );M(C+i )+ 1)}.
Theorem 2. For any n ≥ 1,
dn ≤ d
∗
n
p

2c
1− cEIr+1M
∗
r+1 + EIr+1M∗r+1(M∗r+1 − 1)

+ (2r + 2l + 1)p + r
(1− c)n +

10.5

n/p + 4c
(1− c)p

β(l)
+ (1+ 2c/(1− c))EIr+l+1M(Br+l+1)/p. (2.11)
In some cases the right-hand side of (2.11) is O(1/
√
np), which is asymptotically sharper
than (1.3) if p ≫ n−1/3.
588 S.Y. Novak, A. Xia / Stochastic Processes and their Applications 122 (2012) 582–599
Example 1. Let X1, . . . , Xn be independent and identically distributed random variables, and
choose Ai = Bi = ∅, c = 0, a = ENn . Then NB(a, c) degenerates to 5(np), the right-hand
side of (2.4) coincides with that of (1.1), and (2.11) becomes
dT V (Nn;5(np)) ≤ p. (2.12)
Example 2. Let X i = Yi ∨ Yi+1 (i ≥ 1), where Y, Y1, Y2, . . . are independent and identically
distributed random variables, and let un(·) be a normalising sequence (i.e., (2.2) holds). We set
r = ⌈√2n ⌉, k = [n/r ], x = un(T ), L(π) = 5(kq),
p = P(X > x), p0 = P(Y > x), Nr = Nr (T ), q = P(Nr > 0),
and let γ (·), γ1(·), . . . be independent and identically distributed jump processes with distribution
(2.3). Note that p0 = 1−√1− p,
P(there exists a unique i ≤ r + 1 : Yi > un(T )|Nr > 0) = 1− O(rp),
P(Nr > 0) = (r + 1)p0(1+ O(rp)), P(Nr = 2) = (r − 1)p0(1+ O(rp)).
Therefore, P(Nr = 2|Nr > 0) = 1− O(r−1 + rp) and
dT V (γ (·); 2η(·)) = O(r−1 + rp),
where the processes {ηi } are defined in Remark 1. An application of (2.6) with r = ⌈√mn ⌉ and
m = 2 yields
dT V

Nn(·);
π−
i=1
γi (·)

≤ 4p⌈√2n ⌉.
Since dT V (
∑π
i=1 γi (·); 2
∑π
i=1 ηi (·)) ≤ kqdT V (γ ; 2η) = O(np(rp + 1/r)), we derive
dT V

Nn(·); 2
π−
i=1
ηi (·)

= O

p
√
n + p2n3/2

.
In particular, dT V (Nn; 2π) = O

p
√
n(1+ np) .
For the negative Binomial approximation we define a = (1− c)np,
c = 2p0(1+ (1− p0)p0)
2p0(1+ (1− p0)p0)+ p .
Then (2.11) becomes
dT V

Nn; Za,c
 ≤ 3+ c
1− c p +
1
(1− c)n +
2δn
1− c (c + p(1− c)), (2.13)
where
δn = 4
√
2√
π(1+ 1.5(n − 6)p0(1− p0)(p0 ∧ (1− p0))) +
46.25((1− p0)3 + p30)
(n − 6)p0(1− p0)
= O

1
p
√
n

.
Hence
dT V

Nn; Za,c
 = O(p + 1/p√n).
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Note that estimate (2.6) is of order p
√
n. One would prefer (2.6) if p is “small” (e.g., p =
O(n−1/2)); the right-hand side of (2.13) is sharper if p ≫ n−1/2.
Example 3. Let {Yi , i ≥ 1} and {ξi , i ≥ 1} be independent sequences of independent and
identically distributed random variables, ξk is Bernoulli with parameter θ, X1 = Y1,
X i+1 = ξi+1Yi+1 + (1− ξi+1)X i (i ≥ 1).
It is known [26] that {X i , i ≥ 1} is a stationary ϕ-mixing sequence with ϕ(k) ≤ (1 − θ)k . If
P(X ≥ x)/P(X > x) → 1 as x → sup{x : F(x) < 1}, where F(x) = P(X ≤ x), then
there exists a sequence {un} such that nP(X > un) → 1 as n → ∞ [21], and Nn(·) with
un(t) = u[θn/t] converges weakly to a compound Poisson process [26,29].
We put r = ⌈√nl ⌉. Then (2.4) yields
dT V

Nn(·);
π−
i=1
γi (·)

≤ (4√nl + 1)p +n/ l(1− θ)l+1, (2.14)
where p = P(X > un(T )),L(γ ) is given by (2.3), π is Poisson 5(kq) random variable
independent of {γi (·)} and q = P(Nr (T ) > 0). In particular, if we take l = [C2 ln pln(1−θ) ] ∨ 1
for a large enough C2, then
dT V

Nn(·);
π−
i=1
γi (·)

= O

p

n ln(1/p)

. (2.15)
An estimate of order p to the accuracy of compound Poisson approximation to L(Nn) follows
from Theorem 2.5 in [5] and Theorem 3.1 in [17] in the case θ > 4/5, ρ2 < 1/5:
dT V (Nn;Wn) ≤
1− ρ2
1− 5ρ2

4+ 4ρ2
1− ρ2 +
2ρ1
(1− ρ2)2

p + 2p,
where Wn is a compound Poisson random variable with intensity np(1 − ρ2) and cluster size
distribution P(ζ = k) = (1− ρ2)ρk−12 (k ∈ N), ρ1 = θp, ρ2 = 1− θ + θp.
In order to estimate the accuracy of negative Binomial approximation, let
a = (1− c)np, c = 2rp + 2(1− p)θ
−1((1− θ)− (1− θ)r+1)
2rp + 2(1− p)θ−1((1− θ)− (1− θ)r+1)+ 1 (2.16)
(0 ≤ r, l < n). Then
dT V

Nn; Za,c
 ≤ ρ4(8ρ23 + 4rρ3)+ (2r + 2l + 1)p + (1− θ)l+1 12n/p + 8ρ3/p
+ r/(1− c)n + 2(4ρ3 + 1)

lp + (1− θ)r+1/θ

, (2.17)
where ρ3 = rp + (1− θ)/θ , ρ∗ = (1− ρ1)/ρ1 + ρ2/(1− ρ2)+ 2,
ρ4 =
√
5ρ∗√
(n/2− r − l)min(1− ρ1; ρ2; 0.5) +
90

1−ρ1
ρ21
+ ρ2
(1−ρ2)2

(n/2− r − l)ρ∗ .
If p → 0 and np → ∞, then (2.17) with r = [C1 ln pln(1−θ) ], l = [C2 ln(p/n)ln(1−θ) ] and large enough
C1,C2 yields
dT V

Nn; Za,c
 = O max ln(1/p)√
np
; p ln(n/p)

. (2.18)
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If θ = 1, then {X i , i ≥ 1} is a sequence of independent and identically distributed random
variables, and (2.17) with r = l = c = 0 coincides with (2.12).
Note that {Ii , i ≥ 1}, where Ii = 1{X i > x}, is a stationary Markov chain on {0, 1} with
transition probabilities p01 = pθ, p11 = 1− θ + pθ . If 1− θ > p/(2− p), then it follows from
Theorem 1.1 in [39] that
dT V

Nn; Za,c
 = O max 1√
np
; (1− θ + θp)[n/4]

, (2.19)
which is slightly better than (2.18). Estimate (2.19) is obtained using the regenerative structure
of the two-state Markov chain, while Theorem 2 is a general result applicable to any stationary
sequence.
3. Proofs
Proof of Theorem 1. It is easy to see that
dT V

Nn(·);
kr−
i=1
1{X i > un(·)}

≤ P

max
kr<i≤n X i > un(T )

≤ r ′ p. (3.1)
For 1 ≤ j ≤ k, denote
Tr j (·) =
r j−
i=r( j−1)+1
1{X i > un(·)}, T (l)r j (·) =
r j−l−
i=r( j−1)+1
1{X i > un(·)}.
Then
∑kr
i=1 1{X i > un(·)} =
∑k
j=1 Tr j (·). Following Bernstein’s “blocks” approach, we switch
from {Tr j } to {T (l)r j } at the cost of the error
dT V

k−
j=1
Tr j (·);
k−
j=1
T (l)r j (·)

≤ klp ≤ nlp/r. (3.2)
The σ -fields corresponding to processes {Tr j (·)} are separated by l steps and hence are almost
independent. Let {T (l)r j } be independent copies of T (l)r1 . By Lindeberg’s [23] device,
P

k−
j=1
T (l)r j ∈ A

− P

k−
j=1
T (l)r j ∈ A

=
k−
j=1

P

T˜ j + T (l)r j ∈ A

− P

T˜ j + T (l)r j ∈ A (3.3)
for any measurable A, where T˜ j =∑ j−1i=1 T (l)ri +∑ki= j+1 T (l)ri . According to Berbee’s lemma [6,
Corollary 4.2.5], we have
dT V

T˜ j + T (l)r j ; T˜ j + T (l)r j  ≤ β(l).
This implies
dT V

k−
i=1
T (l)ri ;
k−
i=1
T (l)ri

≤ kβ(l). (3.4)
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Note that
dT V

k−
i=1
T (l)ri , k−
i=1
Tri ≤ nlp/r. (3.5)
By Khintchin’s formula [20, Chapter 2],
k−
j=1
Tr j d= νk−
j=1
γi , (3.6)
where random variable νk is independent from {γi } and has Binomial B(k, q) distribution.
Therefore (cf. [26]),
dT V

k−
j=1
Tr j ; π−
i=1
γi

= dT V

νk−
i=1
γi ;
π−
i=1
γi

≤ dT V (νk;π). (3.7)
Using inequality (1.1), we get1
dT V (νk;π) ≤ (1− e−kq)q. (3.8)
Combining estimates (3.1), (3.2), (3.4), (3.5), (3.7), (3.8), we arrive at (2.4). 
Proof of Theorem 2. For any bounded function g : Z+ → [0, 1] we define
Bg(i) = (a + ci)g(i + 1)− ig(i).
Then B characterises the negative Binomial distribution NB(a, c), i.e., if a random variable Z
satisfies
EBg(Z) = 0
for a sufficiently large class of bounded functions on Z+, then L(Z) = NB(a, c). The Stein
equation for the NB(a, c) distribution can be written as
Bg(i) = 1{i ∈ A} − NB(a, c)(A) (A ⊂ Z+). (3.9)
According to Phillips [30] (see also [11]), the Stein equation (3.9) has a solution gA that satisfies2
‖gA‖ ≤ 1.75√
a(1− c) , ‖∆gA‖ ≤ 1/a, (3.10)
where ∆gA(i) ≡ gA(i + 1)− gA(i).
The essence of Stein’s equation is to transform the comparison of P(Nn ∈ A) − NB(a, c)
(A) into the estimation of EBgA(Nn); the later can often be achieved through algebraic
manipulations.
Denote
W = Nn, Wi = W − Ii .
1 Instead of inequality (1.1) we could use any other available estimate of the total variation distance between Binomial
and Poisson distributions, cf. [8–10,34,35,38].
2 Note that at the cost of a larger constant (2 instead of 1.75) it is possible to give an elementary derivation of the
estimate ‖gA‖ ≤ 2/
√
a(1− c) similarly to [3, pp. 7–8].
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In the sequel we suppress the subscript A and write g instead of gA; {I ′i } and {I ′′i } stand for
independent copies of {Ii },
W ′ =
n−
i=1
I ′i , a = (1− c)EW. (3.11)
Then
E(ag(W + 1)− (1− c)Wg(W )) = (1− c)
−
i
E(g(W ′ + 1)− g(W ))Ii
= (1− c)
−
i
E

g(W ′ + 1)− g(M ′(C−i )+ M ′(C+i )+ 1)

Ii
+ (1− c)
−
i
E

g(M ′(C−i )+ M ′(C+i )+ 1)− g(M ′(C−i )+ M ′′(C+i )+ 1)

Ii
− (1− c)
−
i
E

g(W )− g(M(Ai )+ M(C−i )+ M(C+i )+ 1)

Ii
− (1− c)
−
i
E

g(M(Ai )+ M(C−i )+ M(C+i )+ 1)
− g(M(Ai )+ M(C−i )+ M ′(C+i )+ 1)

Ii
− (1− c)
−
i
E

g(M(Ai )+ M(C−i )+ M ′(C+i )+ 1)
− g(M(Ai )+ M ′′(C−i )+ M ′(C+i )+ 1)

Ii
+ (1− c)
−
i
E

g(M ′′(C−i )+ M ′(C+i )+ 1)
− g(M(Ai )+ M ′′(C−i )+ M ′(C+i )+ 1)

Ii
≡ J1 + J2 + J3 + J4 + J5 + J6,
where
M ′(B) =
−
i∈B
I ′i , M ′′(B) =
−
i∈B
I ′′i (B ⊂ Z+).
On the other hand,
cEW∆g(W ) = c
−
i
EIi (∆g(W )−∆g(M(Ai )+ M(C−i )+ M(C+i )+ 1))
+ c
−
i
EIi (∆g(M(Ai )+ M(C−i )+ M(C+i )+ 1)
−∆g(M(Ai )+ M(C−i )+ M ′(C+i )+ 1))
+ c
−
i
EIi (∆g(M(Ai )+ M(C−i )+ M ′(C+i )+ 1)
−∆g(M(Ai )+ M ′′(C−i )+ M ′(C+i )+ 1))
+ c
−
i
EIi∆g(M(Ai )+ M ′′(C−i )+ M ′(C+i )+ 1)
≡ J7 + J8 + J9 + J10.
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Therefore,
P(W ∈ A)− NB(a, c)(A) = EBg(W )
= E{ag(W + 1)− (1− c)Wg(W )+ cW∆g(W )} =
10−
j=1
J j . (3.12)
It is easy to see that
J6 + J10 = c
−
i
E∆g(M(Ai )+ M ′′(C−i )+ M ′(C+i )+ 1)Ii
− (1− c)
−
i
E
M(Ai )−
j=1
∆g(M ′′(C−i )+ M ′(C+i )+ j)Ii . (3.13)
Note that c = 2E∑r+1j=2 I1 I j/(2E∑r+1j=2 I1 I j + p) is equivalent to
cEIi − (1− c)EM(Ai )Ii = 0 (r + 1 ≤ i ≤ n − r).
Denote
ζi = M ′′(C−i )+ M ′(C+i ).
It follows from (3.13) that
J6 + J10 = c
−
i
EIi (∆g(M(Ai )+ ζi + 1)−∆g(ζi + 1))
− (1− c)
−
i
EIi
M(Ai )−
j=1
(∆g(ζi + j)−∆g(ζi + 1))
+

r−
i=1
+
n−
i=n−r+1

E∆g(ζi + 1) (cp − (1− c)EIiM(Ai ))
= c
−
i
EIiE {(∆g(M(Ai )+ ζi + 1)−∆g(ζi + 1)) |Ii ,M(Ai )}
− (1− c)
−
i
EIi
M(Ai )−
j=1
E {(∆g(ζi + j)−∆g(ζi + 1)) |Ii ,M(Ai )}
+ p

r−
i=1
+
n−
i=n−r+1

E∆g(ζi + 1)

2E
r+1∑
j=2
I1 I j − EIiM(Ai )
2E
r+1∑
j=2
I1 I j + p
 ,
which gives
|J6 + J10| ≤ ‖∆g‖
−
i
dT V (ζi ; ζi + 1) {2cEIiM(Ai )
+ (1− c)EIiM(Ai )(M(Ai )− 1)} + rp

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≤ ‖∆g‖

d∗n
−
i
{2cEIiM(Ai )+ (1− c)EIiM(Ai )(M(Ai )− 1)} + rp

. (3.14)
The same procedure can be employed to obtain
|J1| ≤ (1− c)‖∆g‖
−
i
E(M ′(Ai )+ M ′(Bi )+ I ′i )Ii
≤ (1− c)‖∆g‖n(2r + 2l + 1)p2, (3.15)
|J2| ≤ 2(1− c)n‖g‖β(l), |J3| ≤ (1− c)‖∆g‖
−
i
EIiM(Bi ), (3.16)
|J4| ≤ 2(1− c)n‖g‖β(l), |J5| ≤ 2(1− c)n‖g‖β(l), (3.17)
|J7| ≤ c
−
i
EIi
M(Bi )−
j=1
∆2g(M(Ai )+ M(C−i ∪ C+i )+ j)

≤ 2c‖∆g‖
−
i
EIiM(Bi ), (3.18)
|J8| ≤ 2cn‖∆g‖β(l), |J9| ≤ 2cn‖∆g‖β(l). (3.19)
The proof is completed by combining (3.10), (3.12), (3.14)–(3.19). 
Proof of (2.13). Direct computation ensures that
P(X i > x, X i+1 > x)
= P(Yi+1 > x)+ P(Yi+1 ≤ x, Yi > x, Yi+2 > x) = p0 + p20(1− p0)
and
P(X i > x, X j > x) = p2 (| j − i | ≥ 2).
Set Ai = {i − 1, i + 1}, Bi = {i − 2, i + 2}. Then
c = 2p0(1+ (1− p0)p0)
2p0(1+ (1− p0)p0)+ p .
Also, it is not hard to check that β(1) = 0, EIiM(Bi ) = 2p2,
EIiM(Ai )(M(Ai )− 1) = 2P(Ii = Ii−1 = Ii+1 = 1) ≤ 2p2.
Using Lemma 3, we derive
d∗n ≤ δn .
We now apply Theorem 2 to obtain
dT V (Nn(x); Za,c) ≤
δn
(1− c)np

2c(n − 1)p0(1+ (1− p0)p0)+ 2(1− c)np2

+ 3+ c
1− c p +
1
(1− c)n .
Since
p0(1+ (1− p0)p0)
p
= 1+ (1− p0)p0
2− p0 ≤ 1,
the result follows. 
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Lemma 3. Let Y, Y1, Y2, . . . be independent and identically distributed random variables, X i =
Yi ∨ Yi+1(i ≥ 1), Nr =∑ri=1 Ii , p0 = P(Y > x). Then
dT V (Nr ; Nr + 1) ≤
4
√
2√
π(1+ 3rp0(1− p0)(p0 ∧ (1− p0)))
+ 23.123((1− p0)
3 + p30)
rp0(1− p0) . (3.20)
Proof of Lemma 3. The proof is similar to the arguments in [39]. Denote Zi = 1{Yi > x},
Ii = 1{X i > x},
η1 = inf{i ≥ 1 : Zi = 0}, ξ1 = inf{i ≥ 1 : Zi+η1 = 1},
ηl = inf{i ≥ 1 : Zη1+...+ηl−1+ξ1+...+ξl−1+i = 0},
ξl = inf{i ≥ 1 : Zη1+...+ηl+ξ1+...+ξl−1+i = 1} (l ≥ 2).
Then {ηi } are independent and identically distributed random variables with the geometric
distribution 0(1− p0):
P(η1 = j) = p j−10 (1− p0), ( j ≥ 1).
Similarly, {ξi } are independent and identically distributed geometric random variables with the
geometric distribution 0(p0). Note that
1− dT V (ξ1; ξ1 + 1) = 1− p0, 1− dT V (η1; η1 + 1) = p0.
We set Ξ0 = L0 = 0,
Ξm =
m−
i=1
ξi , Lm =
m−
i=1
ηi (m ∈ N).
Then
Zi = 1
∃ j ≥ 0 : Ξ j + L j ≤ i < Ξ j + L j+1 , Nr = r−
i=1
Zi ∨ Zi+1.
Since the sequence of {Zi , i ≥ 1} has been split into blocks of η1 − 1 1’s, ξ1 0’s, η2 1’s etc., one
can verify that
Ξk+Lk−1−
i=1
Zi ∨ Zi+1 = (η1 − 1)+ (η2 + 1)+ · · · + (ηk + 1) = Lk + k − 2. (3.21)
Denote
c0 = 0.75p0(1− p0), k = [c0r ] + 1.
It follows from Corollary 1.6 in [24] that one can construct a copy (Ξ ′k, L ′k) of (Ξk, Lk) on the
same probability space so that
P(Ξk ≠ Ξ ′k − 1) = dT V (Ξk;Ξk − 1) ≤
√
2/π√
0.25+ k(1− p0) , (3.22)
P(Lk ≠ L ′k + 1) = dT V (Lk; Lk + 1) ≤
√
2/π√
0.25+ kp0 . (3.23)
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As (Ξ ′k, L ′k)
d= (Ξk, Lk), one can write
Ξ ′k = ξ ′1 + · · · + ξ ′k, L ′k = η′1 + · · · + η′k,
where {ξ ′i , 1 ≤ i ≤ k} are independent 0(p0)-distributed random variables and {η′i , 1 ≤ i ≤ k}
are independent 0(1 − p0)-distributed random variables. We set ξ ′0 = η′0 = 0, ξ ′j = ξ j and
η′j = η j if j ≥ k + 1. Let Ξ ′j = ξ ′1 + · · · + ξ ′j , L ′j = η′1 + · · · + η′j ( j ∈ Z+),
Z ′i = 1

∃ j ≥ 0 : Ξ ′j + L ′j ≤ i < Ξ ′j + L ′j+1

(i ≥ 1).
Then N ′r =
∑r
i=1 Z ′i ∨ Z ′i+1. Similar to (3.21), we have
Ξ ′k+L ′k−1−
i=1
Z ′i ∨ Z ′i+1 = L ′k + k − 2. (3.24)
If Lk = L ′k + 1, Ξk = Ξ ′k − 1 and Lk + Ξk ≤ r , then (3.21) and (3.24) entail Nr = N ′r + 1.
Therefore,
dT V (Nr ; Nr + 1) ≤ P(Nr ≠ N ′r + 1)
≤ P(Ξk ≠ Ξ ′k − 1)+ P(Lk ≠ L ′k + 1)+ P(Ξk + Lk > r). (3.25)
Without loss of generality, we may assume that c0r ≥ 11.992 so that
k/c0r ≤ 12.992/11.992. (3.26)
Indeed, if c0r < 11.992, then rp0(1 − p0)(p0 ∧ (1 − p0)) = c0r(p0 ∧ (1 − p0))/0.75 <
11.992/1.5 = 7.9946667, meaning the right-hand side of (3.20) is larger than 4
√
2√
π(1+3·7.9946667)+
23.123/4
11.992/0.75 > 1. Since
E(Ξk + Lk) = k

1
p0
+ 1
1− p0

= k
p0(1− p0) ,
it follows from Chebyshev’s inequality and (3.26) that
P(Ξk + Lk > r) = P ((Ξk + Lk)− E(Ξk + Lk) > r − k/p0(1− p0))
≤ k(var ξ1 + var η1)
r − kp0(1−p0)
2 = k

(1− p0)3 + p30

(rp0(1− p0)− k)2
≤ 23.123
r
(1− p0)3 + p30
p0(1− p0) . (3.27)
Taking into account (3.22) and (3.23) with k being replaced with 0.75rp0(1 − p0), (3.27) and
(3.25) yield (3.20). 
Proof of (2.17). With the notation in the paragraph preceding Theorem 2, we have
EIi I j = p2 + (p − p2)(1− θ)| j−i | (∀i, j),
where Ii = 1{X i > x}, p = P(Y > x), yielding
EIr+1M(Ar+1) = 2ENr Ir+1 = 2rp2 + 2(p − p2)[(1− θ)− (1− θ)r+1]/θ.
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Hence (2.16) holds. Since
EIr+1M(Ar+1) ≤ 2rp2 + 2p(1− θ)/θ, (3.28)
we have
c ≤ 2rp + 2(1− θ)/θ
2rp + 2(1− θ)/θ + 1 ,
1
1− c ≤ 2 (rp + (1− θ)/θ)+ 1,
c
1− c ≤ 2 (rp + (1− θ)/θ) ,
1+ c
1− c ≤ 4 (rp + (1− θ)/θ)+ 1. (3.29)
We use also the following estimates:
EIr+1M(Ar+1)(M(Ar+1)− 1) ≤ 2(2r − 1)

rp2 + p(1− θ)/θ

, (3.30)
EIr+l+1M(Br+l+1) ≤ 2lp2 + 2p(1− θ)r+1/θ. (3.31)
In order to estimate d∗n , we note that {Ii , i ≥ 1} is a stationary Markov chain with the state
space {0, 1} and the matrix of transition probabilities
P ≡

p00 p01
p10 p11

=

1− p θ p θ
(1− p)θ 1− θ + p θ

.
We apply Lemma 2.1 from [39] to get d∗n ≤ ρ4 (the term ρ4 in (2.17) can be slightly sharpened
if one uses Corollary 1.6 in [24]). Using (2.11), (3.28)–(3.31), we derive (2.17). 
We now present an estimate of β(l) (cf. [26]). For each j we define
τ j = inf{m ≥ 1 : ξ j+m = 0}.
Noting that the event B ∩ {τ j ≤ l + 1} is independent of F1, j for any B ∈ F j+l+1,n , we derive
β(l) = sup
j
E sup
B
P(B ∩ {τ j ≥ l + 2}|F1, j )− P(B ∩ {τ j ≥ l + 2})
≤ sup
j
E sup
B
max{P(τ j ≥ l + 2|F1, j );P(τ j ≥ l + 2)}
≤ sup
j
P(τ j ≥ l + 2) = (1− θ)l+1. (3.32)
Combining estimates (2.11), (3.28)–(3.32), we obtain (2.17). 
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