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Abstract
The high yield strength of nanocrystalline metals is an attractive feature for new tech-
nological applications. However, nanocrystallinity also leads to undesired effects, such
as increased strain-rate sensitivity and creep rates. The key characteristic responsible for
the unique properties of nanocrystalline materials is the relatively large fraction of atoms
that lie on the grain boundaries. The grain-boundary structure differs from the crystal
lattice by presenting a less ordered arrangement, which promotes diffusion-based defor-
mation mechanisms. The small grain size also affects dislocation-based mechanisms that
occur in the grain interior. These competing mechanisms often result in an increased rate
sensitivity.
This work presents a multiscale finite element solver aimed at capturing the effects
of grain-level deformation mechanisms and the material microstructure on the macro-
scopic elastic and plastic behavior of nanocrystalline thin films. The traditional multiscale
method is modified to impose any state of strain or stress on the representative volume
element (RVE). This allows us to simulate displacement-controlled tensile tests and load-
controlled creep tests. The multiscale method is also adapted to simulate cases in which
the separation of scales is valid in only two of the three spatial dimensions. Numerical
implementations of the multiscale finite element solver are developed in two (2-D) and
three dimensions (3-D).
The virtual microstructures used as RVEs in the multiscale analyses are based on Voronoi
tesselations specifically adapted to capture the columnar microstructures of the metallic
films. The finite element discretization combines triangular or tetrahedral elements to
model the volumetric response of individual grains, with interfacial cohesive elements
used to capture the response of the grain boundaries.
The two grain-level deformation mechanisms incorporated in the multiscale method
are the single-crystal plasticity model, aimed to capture the plastic behavior at higher
strain rates, and a diffusion-based grain-boundary sliding model, aimed to capture the
macroscopic creep behavior. The single-crystal plasticity model is calibrated with the
tensile tests at the right strain rates, whereas the grain-boundary sliding model is calibrated
with the creep tests.
Both the 2-D and 3-D models are validated by predicting the rate sensitivity of a
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nanocrystalline gold thin film for strain rates ranging from 6.0 × 10−6 to 12.8 s−1, us-
ing grain-level deformation models calibrated with the aid of one creep experiment and
higher strain-rate tensile tests. The multiscale model also provides a quantitative eval-
uation of the influence of creep strain during tensile testing of the gold thin films. We
demonstrate, that for tensile tests with strain rates below 10−4 s−1, plasticity caused by
grain-boundary sliding may be the deformation mechanism that defines the onset of
plasticity.
The effect of film thickness on the elastic and plastic properties, as measured by tensile
tests, is quantified. The numerical predictions show a decrease in the measured elastic
modulus and yield stress with a reduction in the film thickness. Such reductions are a di-
rect consequence of the grain size and film thickness having the same order of magnitude.
Experimental observations that corroborate the thickness dependence are presented.
We also study the influence of the grain-boundary angle with respect to the film plane on
the macroscopic behavior resulting from grain-boundary sliding. Creep test simulations
are performed with two sets of RVEs, one with grain boundaries perpendicular to the film
plane and one with grain boundaries tilted. The results show a strong influence of the
grain-boundary angle on the magnitudes of the three components of tensile strain.
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1 Introduction
This work presents an investigation of the behavior of nanocrystalline materials, a class of
polycrystalline materials with a grain size in the nanometer range. The term ”nanocrys-
talline” is usually applied to materials with grain sizes smaller than 100 nm, whereas the
term ”ultra-fine grain size” is used for grain sizes in the 100 nm to 1 µm range (Meyers
et al., 2006).
Motivated by reliability issues with radiofrequency microelectro-mechanical systems
(RF-MEMS), we focus on nanocrystalline materials used in thin films. Hsu and Peroulis
(2010) demonstrated the undesirable effect of inelastic behavior on the gap, and thus, the
capacitance, of a nickel varactor (variable capacitor). Figure 1.1 summarizes their findings.
Figure 1.1(a) shows the microscopy of the tested varactor, with a nickel moving plate of
300 µm by 220 µm suspended by four supporting beams. A gold actuation electrode was
positioned beneath the top plate. The capacitance change was achieved by applying a
voltage bias (difference) between the plate and the actuation electrode. This procedure
deformed the supporting beams, allowing the plate to move down, reducing the gap
between the two electrodes. In their study, the varactor was subjected to a loading cycle in
which a voltage bias of 40 V was applied for 60 min, followed by a 0-V bias for 1 min. This
cycle was repeated for 1370 hours. The gap between the moving plate and the actuation
electrode was evaluated by measuring the capacitance during the two states of the loading
cycle. The evolution of the gap as a function of time is presented in Figure 1.1(b). The
straight dashed line at 3 µm represents the initial gap when no voltage difference was
applied, unbiased. The dots represent each measurement during the biased and unbiased
stages, and the continuous line is a fitted exponential function.
The results presented in Figure 1.1(b) clearly show that the supporting beams do not
behave elastically as desired. Such inelastic behavior leads to performance degradation, as
Hsu and Peroulis (2010) demonstrated, or even to the failure of the device. Therefore, it is of
paramount importance to understand the mechanics and interactions of the deformation
mechanisms that can occur in these materials. In this work, we focus on two key issues
that affect the application of nanocrystalline metallic thin films on MEMS, namely, strain-
rate sensitivity and creep behavior. Experimental evidence shows that, because of the
nonelastic behavior of thin films, the performance of MEMS degrades over time. Thus,
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Figure 1.1 – a) Analog radiofrequency microelectro-mechanical system varactor with
an initial air gap of 3 µm between the nickel top plate and the actuation electrodes.
b) The dots represent the gap between the nickel plate and the actuation electrodes
during two stages of the loading cycle: when a voltage bias (difference) of 40 V was
applied on the varactor for 60 min and when a 0-V difference was imposed for 1 min.
The straight dashed line at 3 µm represents the initial gap when no voltage difference
was applied. Images adapted from Hsu and Peroulis (2010).
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to maximize the technological application potential of nanocrystalline materials, it is
necessary to understand the causes of their elevated yield strength, the dependence of
yield strength on the applied strain rate and room-temperature creep, and the dependence
of these behaviors on the film thickness.
The quest to manufacture nanocrystalline materials was initially motivated by the pos-
sibility of achieving close to theoretical material strength (G/10), where G is the material
shear modulus, and exploring superplasticity, a phenomenon that is observed at increas-
ingly higher strain rates for smaller grain sizes (Meyers et al., 2006). In the 1980s, with
the advent of new manufacturing processes, such as inert gas condensation and in situ
consolidation, nanocrystalline materials became a major field of research. Nowadays,
several processes are capable of synthesizing nanocrystalline materials in several forms,
for example, as thick plates, metal foams, foils, and thin films (Meyers et al., 2006). This
wide range of forms allows the unique mechanical properties of these materials to be
explored in several industrial applications, such as in aerospace, transportation, medical
devices, sports products, electronics, and defense (Valiev, 2004).
The inclusion of defects, such as dislocations, vacancies, and grain boundaries, in a
perfect crystal is known to improve the mechanical behavior of the crystal; this observation
can be explained by the fact that dislocation movement is hindered by the presence of
these defects. Thus, the higher the density of these defects, the greater the stress necessary
to move the dislocation through the material (Arzt, 1998).
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The high yield strength achieved by this mechanism can be an attractive feature for new
technological applications (Arzt, 1998). However, nanocrystallinity also leads to unde-
sired effects, such as increased strain-rate sensitivity and creep rates (Chasiotis et al., 2007;
Wang and Prorok, 2008; Jonnalagadda et al., 2010). The key characteristic responsible for
the unique properties of nanocrystalline materials is the large fraction of atoms that lie on
the grain boundaries. The grain-boundary structure differs from the structure of a crystal
lattice by presenting a less ordered arrangement, which promotes diffusion-based defor-
mation mechanisms and allows for dislocation-based mechanisms. The small grain size
also affects dislocation-based mechanisms that occur in the grain interior (Meyers et al.,
2006). These competing mechanisms often result in increased rate sensitivity, which is not
uniform across the different time scales because grain-boundary-mediated deformations
are usually important at slower loading rates.
The strong rate sensitivity of nanocrystalline thin films was initially reported by Emery
and Povirk (2003) and Chasiotis et al. (2007), who noticed that the stress-strain curves
obtained from tensile tests on gold specimens with a grain size smaller than 500 nm pre-
sented significant differences for strain rates ranging from 10−6 to 10−4 s−1 when compared
with strain rates above 10−4 s−1. The strain-rate dependence of thin films was also studied
in detail by Wang and Prorok (2008) and Jonnalagadda et al. (2010), who observed similar
trends and quantified the rate sensitivity as a power-law relation between the yield stress
and the strain rate.
This shift is, in part, due to creep behavior at room temperature. Yagi et al. (2006) and
Sakai et al. (2002) observed steady-state room-temperature creep in gold thin films with
an average grain size of 20 nm. The secondary, or steady-state, creep rate was reported
to be on the order of 10−9 to 10−8 s−1 for a stress level of 200 MPa, depending on the
manufacturing process. Although Sakai et al. (2002) focused on steady-state creep, they
also reported primary creep rates on the order of 10−6 s−1. Recently, Jonnalagadda et al.
(2010) observed a primary creep rate on the order of 10−7 s−1 for the same stress level.
These creep data suggest that, at the stress amplitudes commonly used in uniaxial tension
experiments, the deformation rate can be on the same order of magnitude as the applied
strain rate, that is, approximately 10−5 s−1.
The underlying deformation mechanism associated with such creep behavior is not
clearly addressed in the literature. The first explanation for room-temperature creep
observed in nanocrystalline materials was based on the classical creep model proposed
by Coble (1963), which suggests that grain boundaries facilitate the transport of vacancies
in the material because of their high diffusion coefficient. Thus, the network of grain
boundaries and triple junctions promotes the migration of vacancies, which produce
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inelastic strain at the macroscale. The higher ratio between grain-boundary and grain-
interior volumes in nanocrystalline materials increases the importance of this deformation
mechanism in comparison with those at the grain interior. Another plausible explanation
is based on the deformation mechanism proposed by Ashby (1972), which suggests that
grain boundaries can slide with respect to each other through the diffusion of atoms across
the boundary. Again, the higher ratio between the number of atoms at the grain boundary
and in the grain interior increases the importance of such mechanisms in nanocrystalline
materials.
An important issue with such models of diffusion-based deformation mechanisms is
that they predict a strain rate proportional to the applied stress, a dependence not observed
in several experimental works (Sakai et al., 2002; Jiang et al., 2006; Yagi et al., 2006).
Recently, we proposed a macroscopic nonlinear model that captured the creep behavior
observed in gold nanocrystalline materials (Karanjgaokar et al., 2013). This model was
based on the exponential relation between strain rate and applied stress.
This nonlinear behavior suggests that dislocation-based deformation mechanisms also
play a role in room-temperature creep. The traditional intragranular crystal plasticity,
which is nonlinear, cannot explain this behavior because for the applied stress the resulting
strain-rate is negligible. Thus, alternative explanations are based on dislocation-mediated
grain-boundary sliding. Such thermally activated deformation mechanisms were pro-
posed by Langdon (1970, 2006) and Conrad and Narayan (2000). Such deformation
models were qualitatively supported by the molecular dynamics simulations performed
by Warner et al. (2006), which demonstrated grain-boundary sliding through dislocation
movement.
The elastoplastic behavior of thin films is affected by other features as well, such as the
film thickness (Espinosa et al., 2004; Wang and Prorok, 2008) and the interplay between
the film thickness and grain size (Chauhan and Bastawros, 2008).
Although the effects of nano-sized grains on material behavior are an area of intensive
investigation, most of the work in the literature is devoted to modeling the inverse Hall-
Petch phenomenon (Meyers et al., 2006). The limited modeling efforts that focus on
the enhanced rate sensitivity can be classified into two groups. The first is based on
the emission of partial and complete dislocations at grain boundaries and triple junctions
(Asaro and Suresh, 2005), and the second is based on the grain-boundary sliding associated
with room-temperature creep (Kim and Estrin, 2005; Wei and Gao, 2008).
The arguments for dislocation-mediated mechanisms are based on a smaller grain
size, generally on the order of 10 nm. Because the average grain size of the thin films
used by Jonnalagadda et al. (2010), which provided the experimental data for this work,
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were larger than 10 nm, the multiscale model proposed here relies exclusively on grain-
boundary sliding.
All studies that suggested room-temperature creep as one possible cause for the en-
hanced rate sensitivity proposed macroscopic constitutive models (Kim and Estrin, 2005;
Wei and Gao, 2008). Although such models are useful for obtaining first-order approxi-
mations, they lack the ability to fully model the interaction of deformation mechanisms
active in the material. The use of a multiscale approach, as proposed in this paper, allows
us to quantify the interaction of these mechanisms in a more realistic grain ensemble,
along with the role of the grain geometry.
In this work, we propose a continuum-based multiscale method for polycrystalline
materials. This model presents a trade-off between purely atomistic models (Yamakov
et al., 2004) and macroscopic ones, such as one-dimensional plasticity and creep models
(Wei and Gao, 2008). This continuum-based approach can provide insights into the
interactions among deformation mechanisms at the grain level. Molecular dynamics
modeling, in contrast, cannot achieve the strain rates and length scales observed in the
experiments.
The proposed model is based on two deformation mechanism models, one representing
grain-boundary sliding and one capturing the volumetric deformation in the grain interior.
Both models are applied to a multiscale finite element scheme based on the mathematical
theory of homogenization (Bensousson et al., 1978). The geometrical representation of the
material microstructure is made by randomly generated two- (2-D) and three-dimensional
(3-D) Voronoi tessellation.
The objective of this work is to study the effect of grain-level deformation mechanisms
and microstructure on the macroscopic behavior of nanocrystalline thin films. This study
is performed by applying the multiscale finite element solver to simulate displacement-
controlled tensile tests and load-controlled creep tests. Within the broader objective of
linking grain-level phenomena to macroscopic behavior, we aim to
• Understand the root cause for the strong strain-rate sensitivity experimentally ob-
served by Jonnalagadda et al. (2010).
• Understand the effect of the thin-film morphology on the macroscopic behavior
attributable to grain-boundary sliding.
• Quantify the influence of film thickness on the elastic and plastic behavior of
nanocrystalline thin films.
This dissertation is organized as follows: Chapter 2 presents a review of the literature
on key features of nanocrystalline materials and the modeling efforts applied to explain
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their behavior. A description of the actual material system and a summary of the models
and methods applied in this work follow (Chapter 3). Chapter 4 is dedicated to the
numerical implementation of the 2-D and 3-D multiscale finite element solver and the
creation and meshing of the virtual microstructure. The next two chapters present the
numerical studies performed with the 2-D (Chapter 5) and 3-D (Chapter 6) thin film
models. Chapter 7 presents a discussion on alternative models to capture the creep
behavior of nanocrystalline gold thin films. Finally, Chapter 8 presents a summary of this
work, followed by a description of the key contributions of the research and suggestions
for future work.
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2 Literature Review
This chapter presents four aspects of the study and technical development of nanocrys-
talline materials. Initially, we discuss processes used to manufacture the materials, fol-
lowed by experimental observations of the key mechanical properties unique to nanocrys-
talline materials. We then present a discussion of the deformation mechanisms that may
explain those observations, and conclude by showing the numerical techniques used to
simulate and quantify the interplay among those mechanisms.
Although manufacturing methods are not the subject of this research, it is important to
acknowledge their influence on mechanical properties and the underlying deformation
mechanisms. Basically, two approaches are used to synthesize nanocrystalline materials:
1) bottom-up approaches, in which small clusters are consolidated atom by atom and
layer by layer, and 2) top-down approaches, in which the microstructure of a coarse-
grained material is broken down into nano-sized grains. Among the latter approaches,
the most common methods used to create nanocrystalline materials are mechanical al-
loying (Suryanarayana, 2001), severe plastic deformation (Valiev, 2000), and cryomilling
(Iwahashi et al., 1996; Perez et al., 1996). These three methods are based on imposing large
strain on the material until the coarse grains are broken down into smaller grains. The
most popular bottom-up methods (Meyers et al., 2006) are inert gas condensation (Gleiter,
1989), electrodeposition (Erb, 1995), crystallization from amorphous materials (Lu, 1996),
and chemical vapor deposition and sputtering (Vossen, 1971). The films studied in the
present work are manufactured by a variation of sputtering called radiofrequency (RF)
sputtering (Jonnalagadda et al., 2010).
Each manufacturing method tends to create microstructures with characteristics that
lead to a different interplay among deformation mechanisms. The most important aspects
of the microstructure that affect the material behavior are the grain size distribution (i.e.,
grain size histogram), the presence of porosity, the nature of the grain boundary (i.e.,
nonequilibrium or equilibrium), and the presence of twins inside the grains. It is diffi-
cult to make general statements about the characteristics of the microstruture based on
the manufacturing process alone. However, regarding the nature of the grain boundary,
usually the top-down approaches lead to larger grain sizes and nonequilibrium grain
boundaries with a large number of extrinsic dislocations (Valiev, 2004), whereas the op-
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posite is true for the bottom-up approaches. Nonequilibrium grain boundaries seem to
be more prone to sliding via dislocation movements. Furthermore, top-down approaches
usually lead to less porous materials than do bottom-up approaches. However, Meyers
et al. (2006) showed that a fully dense material could be obtained by both methods.
One of the advantages of nanocrystalline materials is their increased yield strength. Up
to a certain grain size, the material strength follows the Hall-Petch relation (Meyers et al.,
2006),
σy = σ0 + kd−1/2, (2.1)
where σy is the yield stress, d is the average grain size, and σ0 and k are constants specific to
each material. Pande and Cooper (2009) argued, based on an extensive literature review,
that the Hall-Petch relation holds for grain sizes larger than approximately 10 nm. Above
that value, the yield strength can range from 2 to 20 times higher than the yield strength
of their coarse-grained counterparts (Gleiter, 1989, 2000; Kumar et al., 2003; Meyers et al.,
2006). For nanocrystalline gold, which is the material being investigated in this work,
the reported yield strength is approximately 500 MPa (Emery and Povirk, 2003; Greer
et al., 2005; Jonnalagadda et al., 2010), which is 14 times larger than the yield strength for
coarse-grained gold.
Another aspect often observed in nanocrystalline materials with high yield strength
is the enhanced strain-rate sensitivity. It has been observed that the yield strength and
material ductility are strongly influenced by the applied strain rate. Usually, the higher
the strain rate, the stronger and more brittle the material is. Emery and Povirk (2003),
Chasiotis et al. (2007), and Wang and Prorok (2008) demonstrated this behavior in gold
nanocrystalline thin films, and Dao et al. (2006) demonstrated it in copper. Recently,
Jonnalagadda et al. (2010) presented a methodical study of this phenomenon and its
possible cause, room-temperature creep.
The creep behavior of metals is usually associated with high homologous tempera-
tures (Nabarro and Villiers, 1995); however, there have been observations indicating that
nanocrystalline materials can also present creep behavior at room temperature. Wang
et al. (1997) documented room-temperature creep in nickel with a grain size of 120 nm.
Sakai et al. (2002) and Yagi et al. (2006) investigated creep behavior in gas-deposited gold
films with a grain size of 20 nm. The same behavior was observed in aluminum thin
films (Kalkman et al., 2002). In the present work, the model for room-temperature creep
is calibrated against the results presented by Jonnalagadda et al. (2010).
As presented in the review by Pande and Cooper (2009), the Hall-Petch relation holds
only for materials with grain sizes larger than a threshold, which they argued is approxi-
mately 10 nm. For grain sizes smaller than this threshold, a behavior called ”inverse” or
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”abnormal” Hall-Petch is observed, in which the material becomes softer with a decrease
in grain size. Nieh and Wadsworth (1991) were two pioneers who identified this issue.
Later, the observations of the abnormal Hall-Petch relation were summarized in several
reviews (Arzt, 1998; Kumar et al., 2003; Meyers et al., 2006; Pande and Cooper, 2009). The
most recent reviews suggested that the abnormal behavior is caused by a combination of
decreased dislocation activities inside the grains and increased diffusion and dislocation
movement mediated by the grain boundary.
In the present work, we aim to investigate not only the deformation mechanisms asso-
ciated with nanocrystalline materials, but also the influence of the film thickness on their
behavior. Because the manufacturing process is based on material deposition, nanocrys-
talline materials are often presented as thin films. Their thinness, on the order of a few
micrometers, can sometimes affect the material behavior. The studies by Espinosa et al.
(2004), Chauhan and Bastawros (2008), Wang and Prorok (2008), and Jonnalagadda et al.
(2010) showed that a thinner film may lead to a stronger material or weaker material de-
pending on the grain size and magnitude of the thickness. To develop an understanding
of the material behaviors described above, namely, the increased yield strength and rate
dependence, the room-temperature creep, and the abnormal Hall-Petch relation, it is nec-
essary to identify the underlying deformation mechanisms that occur in nanocrystalline
materials. In the present work, we group the mechanisms according to two criteria: 1)
the nature of the defect movement and 2) its location. On the basis of this classification,
we are able to group the deformation mechanisms of interest as presented in Table 2.1.
The Nabarro-Herring creep and the Coble creep refer to the stress-assisted diffusion of
Diffusion of atoms and vacancies Dislocation sliding
Grain interior Nabarro-Herring creep Crystal plasticity
Grain boundary Coble creep and Ashby sliding model Extrinsic dislocations
Table 2.1 – Classification of deformation mechanisms for nanocrystalline materials.
vacancies; their only difference is where the diffusion occurs: in the grain interior or at the
grain boundary. These two mechanisms are responsible for Lifshitz grain-boundary slid-
ing, which is the relative movement of two grains resulting from the diffusion-mediated
deformation of the grains (Langdon, 2006). The two other mechanisms that take place
at the grain boundary, the Ashby model for grain-boundary sliding and the movement
of extrinsic dislocation, are responsible for Rachinger sliding. In this type of sliding, the
relative movement comes from the actual slip of one grain with respect to the other, and
it requires intragranular plasticity to accommodate it (Langdon, 2006). Finally, crystal
plasticity is the general mechanism causing dislocation sliding inside the grains; this is
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the traditional deformation mechanism for the plasticity of metallic materials.
Intragranular dislocation sliding in nanocrystalline materials has unique features com-
pared with that in their coarse-grained counterparts. As the grain size is reduced to
less than 100 nm, the traditional Frank-Read dislocation sources cease to operate (Kumar
et al., 2003) and the grain boundary becomes the potential source and sink of dislocations.
Yamakov et al. (2004) and Van Swygenhoven (2008), among others, investigated the me-
chanics of the grain boundary through molecular dynamics and showed that the grain
boundary acts as an active source of partial dislocation. These simulations also showed
that after a grain size threshold (∼10 nm) is reached, the plasticity is mainly mediated by
grain-boundary mechanisms instead of by grain-interior ones (Yamakov et al., 2004). On
the basis of these observations, Asaro and Suresh (2005) proposed an analytical model
based on the emission of partial and perfect dislocation by grain boundaries to model
nanocrystalline materials.
A less common deformation mechanism in coarse-grained materials that has drawn
considerable attention to nanocrystalline materials is grain-boundary sliding. To de-
termine the intragranular mechanisms, molecular dynamics simulations were used to
investigate the grain-boundary behavior. Schiotz et al. (1998) suggested that the soften-
ing of nanocrystalline materials can be explained by the sliding of the grain boundary.
Van Swygenhoven and Derlet (2001) and Van Swygenhoven et al. (2000) also observed
grain-boundary sliding in nanocrystalline material simulations. The molecular dynamics
observations suggested that this activity is facilitated by stress-assisted vacancy diffusion
and atomic shuﬄing (Van Swygenhoven et al., 2003; Warner et al., 2006). Another point
of view regarding grain-boundary sliding was presented first by Raj and Ashby (1971)
and later by Ashby (1972). They proposed that the relative movement of the grains can be
obtained by the diffusion of atoms through the interface. This mechanism leads to a pure,
viscous behavior of the grain boundary. Yet a third approach was proposed by Conrad
and Narayan (2002). They suggested that the grain-boundary behavior is governed by
a thermally activated shear mechanism similar to the traditional single-crystal plasticity
model. In addition to intragranular dislocation movements and grain-boundary sliding,
the diffusion of a mass through the material can be a source of deformation. The move-
ment of the mass occurs by a positional exchange between an atom and a vacancy in the
lattice, a phenomenon proposed by Herring (1950) when the mass flows through the grain
interior and by Coble (1963) when it flows through the grain boundary. Traditionally, this
deformation mechanism has been associated with high-temperature creep. However,
with the observation of room-temperature creep in nanocrystalline materials, diffusional
creep has been explored as a deformation mechanism concurrent with plasticity. Atom-
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istic simulations by Millett et al. (2008) showed diffusion-based deformation happening in
nanocrystalline materials. The authors also presented a study of grain boundaries acting
as a source of vacancies.
In addition to experimental observations of the unique features of nanocrystalline ma-
terials and discussions of their deformation mechanisms, the development of numerical
methods to quantify and predict the material behavior is an active field of research. Be-
fore presenting the literature review on the most significant contributions in the field,
it is important to make a distinction between molecular dynamics and continuum-level
simulations.
We understand that these two categories serve different purposes: molecular dynamics
is able to provide insights into the material behavior without making strong a priori
assumptions about which deformation mechanisms are active. In contrast, continuum-
based simulations require an initial choice and calibration of deformation models, which
undermine their capacity to provide insights into the behavior of new materials. However,
because of computational limitations, the time and length scales associated with atomistic
simulations are usually well below those observed in the experiments. This undermines
their capacity to provide quantitative information on the material behavior, whereas
continuum-based simulations have the capability to simulate large materials systems
for a time span equal to the length of the experiments. Because of these differences, we
present the relevant atomic-level simulations together with a discussion of the deformation
mechanisms they help elucidate. Next, we present the continuum-level simulation that is
used to quantify the behavior of nanocrystalline materials.
Regarding the simulation of strain-rate sensitivity, Kim and Estrin (2005) proposed a
simple micromechanical model based on the rule of mixtures in which they incorporated
four deformation mechanisms: grain-boundary diffusion, Coble creep, Nabarro-Herring
creep, and dislocation-based intragranular plasticity. Wei et al. (2008) developed a finite
element model for nanocrystalline materials with grain-boundary diffusion and sliding
as well as grain-interior plasticity. Asaro and Suresh (2005) used another approach to
capture the enhanced rate sensitivity of nanocrystalline materials. They outlined a novel
micromechanics model based on the emission of partial dislocation by grain boundaries.
Most of the mesoscale simulations, which rely on a finite element representation of the
nanocrystalline microstructure, have used a single-crystal plasticity model to simulate
intragranular plastic deformations. Although this model was developed to model macro-
scopic plastic behavior (Hutchinson, 1970; Asaro and Needleman, 1985), it is still the best
option for modeling intragranular plasticity at the continuum level. The single-crystal
plasticity model has been applied successfully to simulate several aspects of nanocrys-
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talline materials (Fu et al., 2004; Wei and Anand, 2004; Wei et al., 2006; Lebensohn et al.,
2007).
Another point of great debate in mesoscale modeling is the representation of the grain
boundary and its physical model. Some researchers have proposed that the grain bound-
ary consists of a region of finite thickness with an amorphous microstructure that can be
modeled by volumetric finite elements with plastic-like behavior (Fu et al., 2004; Wei et al.,
2006; Lebensohn et al., 2007). Other researchers have proposed the grain boundary as a
zero-thickness entity that can be modeled by interfacial (cohesive) finite elements. This
approach has been associated with diffusion-based models that represent grain-boundary
sliding and opening (Wei et al., 2008) or plasticity-like models (Wei and Anand, 2004).
A third approach was used by Garikipati (2001). They considered the grain boundary a
zero-thickness entity; however, the diffusion was modeled not only at the grain boundary,
as in Wei et al. (2008), but in the whole grain.
12
3 Problem Definition
3.1 Thin film characteristics
To study the behavior of thin films, we focus on the experimental data presented by
Jonnalagadda et al. (2010) and Karanjgaokar et al. (2013), based on tensile and creep tests
of a gold nanocrystalline thin film with a thickness of 1760 nm. The films are deposited in
bone-shaped specimens with a gauge section with a width and length of 100,000 nm and
1,000,000 nm, respectively. To facilitate the discussion, we define the coordinate system
depicted in Figure 3.1 such that the y1-direction corresponds to the length, the y2-direction
corresponds to the width, and the y3-direction corresponds to the thickness.
y3
y1
y2
Figure 3.1 – Schematic representation of the gold thin film and associated coordinate
system.
The grain morphology was characterized in Jonnalagadda et al. (2010) by scanning
electron microscopy (SEM) in the y1–y3 plane and by transmission electron microscopy
(TEM) in the y1–y2 plane. From the TEM image presented in Figure 3.2(a), we can observe
that the grains are elongated through the thickness, creating a columnar microstructure
that can span up to the whole thickness. This morphology is expected because the films
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are manufactured by a deposition process; thus, the films are grown from the bottom
up and the initial in-plane arrangements of grains are expected to propagate through the
thickness. It is also important to observe that the grains are not perfectly perpendicular
to the y1–y2 plane, and they are estimated to have a tilt angle between 90◦ and 80◦. The
columnar morphology of the grains is corroborated by the SEM image presented in Figure
3.2(b), where an equiaxed microstructure can be observed. The grain size was estimated
a) b)
Figure 3.2 – a) Scanning electron microscopy image of the thin film side view (y2–y3
plane). b) Transmission electron microscopy image of the thin film top view (y1–y2
plane). Images taken from Jonnalagadda et al. (2010).
in Jonnalagadda et al. (2010) by two different methods. The line average method was
applied to several TEM images and the grain size was estimated at 30 ± 6 nm, and from
the X-ray diffraction, the grain size was estimated at 38 nm. The X-ray diffraction image
also showed a strong (111) texture in the y3-direction and some evidence of (001). It is
assumed, based on the film morphology and the literature review, that the key deformation
mechanisms active during the tensile and creep experiments are grain-interior plasticity
and grain-boundary-mediated deformations. We model the dislocation-based plasticity
with the traditional single-crystal plasticity model proposed by Hutchinson (1976), which
is widely accepted in the literature. The grain-boundary-mediated deformation, however,
remains a point of contention in the literature. Although it is acknowledged that such
a mechanism should play an important role in the material behavior of nanocrystalline
materials, no model has been established to represent its behavior. In this work, we adopt
the traditional model proposed by Ashby (1972) for grain-boundary sliding. The next two
sections describe the grain-interior and grain-boundary models adopted in this work.
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3.2 Grain-interior model
As indicated in Section 3.1, we adopt the classical single-crystal plasticity model (Hutchin-
son, 1976; Asaro and Needleman, 1985) to simulate the response of the grain interior.
Although this model was not developed in the context of nanocrystalline materials, it has
been used extensively in the literature to model this class of materials (Fu et al., 2004; Wei
and Anand, 2004; Wei et al., 2006; Lebensohn et al., 2007). Indeed, the classical single-
crystal plasticity model does not account for size effects that hinder dislocation movement.
However, when the model is calibrated, the choice of parameters that govern the shear
rate of each slip system reflects the particularities of the material system being modeled.
In other words, the grain size and film thickness effects are included in the values of the
model parameters.
In a small-strain setting, the single-crystal plasticity model begins with an additive
decomposition of strain rate ε˙i j into an elastic ε˙ei j and a plastic ε˙
p
ij component,
ε˙i j = ε˙
p
ij + ε˙
e
i j, (3.1)
and the stress rate is evaluated in its traditional form,
σ˙i j = Ci jkl
(
ε˙i j − ε˙pij
)
, (3.2)
where Ci jkl is the fourth-order elasticity tensor.
The single-crystal plasticity model assumes that plastic deformation is the result of
dislocation motion along each crystal slip system. Thus, the plastic strain is defined as the
additive contribution of the strain generated by each of n slip systems and is written as
ε˙pij =
n∑
α=1
γ˙αPαi j, (3.3)
where Pαi j is the Schmidt tensor associated with slip system α and is given by
Pαi j =
1
2
(sαi m
α
j + m
α
j s
α
i ). (3.4)
In Equation (3.4), sαi and m
α
j are the slip direction and slip plane normal, respectively.
The shear rate γ˙α is a function of the resolved shear stress on slip system α, defined as
τα = Pαi jσi j. (3.5)
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The dependence of γ˙α on τα dictates the plastic behavior of the material. In this work, we
adopt the viscoplastic formulation presented by Hutchinson (1976), which reads
γ˙α = γ˙α0
τα
gα(γ¯)
( |τα|
gα(γ¯)
)m−1
, (3.6)
where γ˙α0 is a reference strain rate and the exponent m characterizes the rate sensitivity.
The function gα(γ¯) defines the slip system strength for a given history of plastic shear γ¯,
defined as
γ¯ =
n∑
α=1
∫ t
0
∣∣∣γ˙α∣∣∣ dt. (3.7)
The function gα(γ¯) is governed by the evolution law
g˙α =
∑
β
hαβγ˙α, (3.8)
where hαβ is the hardening matrix (Asaro and Needleman, 1985), given by
hαβ = qh + (1 − q)hδαβ, (3.9)
in which h is the self-hardening function [h(γ¯)], q is the coefficient that relates the latent to
self-hardening and lies between 1.0 and 1.4 (Kocks, 1970), and δαβ is the Kronecker delta.
The value of the current slip system strength is obtained by setting its initial value at
gα(0) = τ0 and integrating Equation (3.8) with self-hardening h, given by
h(γ¯) = h0sech2
[
h0γ¯
τsat − τ0
]
, (3.10)
where h0 is the initial hardening rate and τsat is the saturation strength.
In this work, there is no intention to propose a specific hardening mechanism for the
gold thin film. The choice of self-hardening in Equation (3.10) is based on its mathematical
convenience and performance in capturing the material behavior with a limited number
of parameters.
3.3 Grain-boundary model
To account for the deformation mechanisms associated with grain boundaries, it is neces-
sary to choose a model based on microscopic or atomistic arguments. Unlike traditional
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creep models (Herring, 1950; Coble, 1963), which relate macroscopic stresses to macro-
scopic strains, the multiscale approach adopted here requires a model that relates traction
on the grain boundaries to its relative displacements.
Relatively few models have been proposed in the literature to represent the grain-
boundary response at such a level. Some authors have considered the grain boundary a
finite layer of material with a mechanical behavior different from that of the grain interior
(Fu et al., 2004; Wei et al., 2006; Jerusalem et al., 2007; Lebensohn et al., 2007). Usually,
this behavior is based on modifications of the traditional plasticity and damage models.
Another approach has been to consider the grain boundary a zero-thickness entity and
model it with an interfacial element between the two grains (Wei and Anand, 2004). This
element is similar to the cohesive elements widely used in fracture mechanics, with a
traction-separation law that represents the grain-boundary behavior.
According to the literature review, the deformation mechanisms associated with grain-
boundary movements can be classified as either diffusion or dislocation based according to
their underlying physics. In this work, we assume that the enhanced strain-rate sensitivity
is due to diffusion taking place at room temperature; thus, we adopt the grain-boundary
sliding model proposed by Ashby (1972). This model is based on the hypothesis that
the boundary structure does not change during sliding, which happens through the flow
of atoms across the boundary. This process is represented schematically in Figure 3.3,
where the atoms depicted in dark gray diffuse from the bottom to the upper grain. This
phenomenon is modeled by balancing the power supplied by the external shear stress τgb
conjugated with the sliding rate χ˙s, and the power dissipated by the flow of atoms through
the chemical potential difference between the two sides of the grain boundary. From this
equilibrium condition, the grain boundary can be shown to have a viscous behavior, as
represented by
τgb = ηsχ˙s, (3.11)
where ηs is the grain-boundary viscosity, which depends on the angle mismatch between
grains. Ashby (1972) showed that the viscosity of a low-angle grain boundary could differ
by up to four orders of magnitude from that of a high-angle boundary. The viscosity is
also influenced by the grain-boundary thickness, the diffusion coefficient, and the size of
the atoms. In this work, a single value for the viscosity coefficient ηs is applied to all grain
boundaries. It is obtained through calibration with a creep experiment, and its value is
regarded as an average for the material system.
One caveat of this model is the assumption that the grain boundaries are planar surfaces.
Because this is not the case for gold nanocrystalline thin films, we adapt the model to
account for the effect of the nonplanar boundary. As proposed by Raj and Ashby (1971)
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Figure 3.3 – Schematic of atom diffusion at the grain boundary during the relative
sliding of two grains, as proposed by Ashby (1972).
and further investigated by Morris and Jackson (2009), the sliding of nonplanar grain
boundaries is possible only if the relative displacement is accommodated by deformation
of the grain interior, which can be achieved by elastic or inelastic mechanisms. In the
case of accommodation through elastic deformation, we expect that the total sliding will
depend on the magnitude of the shear stress on the grain boundary. Motivated by their
observation, we adopt a Kelvin element to represent the grain-boundary sliding as
τgb = ηsχ˙s + Ksχs. (3.12)
As pointed out in Chapter 1, the experimental data suggest that dislocation-based
grain-boundary sliding plays a important role in room-temperature creep, and this is
one possible explanation for the nonlinear relation between the observed strain rate and
applied stress (Karanjgaokar et al., 2013). Thus, the use of a linear viscoelastic model, as
presented here, imposes a limitation on the range of stress levels that can be captured.
Despite this limitation, the results show that this linear model is still able to predict the
shift in material-rate sensitivity as long as it is calibrated at creep curves at high stress
levels. Another important factor in choosing a linear model is its numerical convenience.
Studies with exponential and power-law-based models are performed; we find that they
require prohibitively large computational times because of the substantially smaller time
step necessary to obtain quadratic convergence of the Newton-Raphson method used to
solve the global equilibrium equations.
The grain-boundary model described above is used on the two-dimensional (2-D) and
three-dimensional (3-D) finite element solver. In the case of the 2-D model, it is necessary
to modify the model to account for the 3-D nature of the thin film morphology. To
account for the in-plane strain generated by out-of-plane sliding, an opening component
is incorporated into the grain-boundary model. Hereafter, this process is referred to as
an apparent opening to emphasize that no actual voids are created on the grain boundary.
18
The incorporation of an apparent opening in the model is motivated by the morphology of
the film as shown in Figure 3.2(a). The SEM image of the thin film cross section points
to a columnar grain structure, as discussed in Section 3.1. If this grain morphology is
idealized as a series of prismatic polygons, as presented in Figure 3.4(a), the out-of-plane
sliding will create an in-plane strain. This effect is captured through an opening viscosity
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Figure 3.4 – Grain-boundary model: a) Idealized grain geometry and schematics for
out-of-plane sliding observed as an in-plane grain-boundary opening. b) Viscoelastic
model of grain boundaries.
ηo related to its sliding counterparts through a simple geometric argument as
ηo =
tanα
cosα
ηs, (3.13)
where α is the tilt angle, as presented in Figure 3.4(b).
The elastic component that accounts for the nonplanar grain boundary is omitted from
the apparent opening model because the experimental results presented in Jonnalagadda
et al. (2010) showed a steady-state secondary creep. This suggests that the pure viscoelastic
model is accounting for other accommodation mechanisms, such as diffusion through the
grains (Raj and Ashby, 1971). In the 3-D model, there is no necessity of incorporating an
apparent opening; thus, the in-plane and out-of-plane sliding are governed by the same
Kelvin model.
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3.4 Mathematical theory of homogenization
To relate the aforementioned grain-level mechanisms to the macroscopic response of the
metallic film, we adopt the mathematical theory of homogenization in the context of
small-strain viscoplasticity. The basis for this theory was presented in Bensousson et al.
(1978), Sanchez-Palencia (1980), and Sanchez-Palencia and Zaoui (1985) for linear and
nonlinear problems. The use of a finite element solver to perform the homogenization
calculation was successfully demonstrated by Guedes and Kikuchi (1990) and Fish et al.
(1997), among others.
More recently, Terada and Kikuchi (2001) presented the homogenization method based
on a two-scale convergence framework (Allaire, 1992) instead of the traditional approach
based on the asymptotic expansion heuristics. Although both approaches led to the same
set of equations, the derivation based on generalized convergence arguments, such as Γ−,
G−, H− and two-scale convergence, provided a framework for some classes of nonlinear
problems (Terada and Kikuchi, 2001).
The incorporation of cohesive modeling interfaces in a multiscale framework, as is the
case in this paper, was considered by Matous and Geubelle (2006), Inglis et al. (2007), and
Matous et al. (2007). Other authors have also used cohesive zone models in multiscale
simulations: Lene and Leguillon (1982) considered interfaces with only tangential slips,
whereas Li et al. (2004) assumed distributed cohesive microcracks on a representative
volume element (RVE) subjected to a constant traction boundary condition.
In multiscale modeling, it is a common assumption to consider a prescribed macro-
scopic strain state and solve for the stress by calculating the perturbation fields at the
microstructure. However, this assumption is not applicable for simulating the creep ex-
periments presented in this paper because creep tests are stress driven. To overcome this
issue, following an approach similar to that proposed by Michel et al. (1999), we extend the
mathematical theory of homogenization hereafter to allow for any physical combination
of applied macroscopic stresses and strains.
Let us consider a representative volume element of polycrystalline material defined
by a bounded domain Θ ⊂ Rndim as presented in Figure 3.5. The grains are defined by
polygonal surfaces Sgb with normals Ngb, which encloses the domain Θg ⊂ Θ.
Following the traditional mathematical theory of homogenization (Sanchez-Palencia,
1980) the displacement field inside the domain Θ can be written as
ui = ε¯i jx j + u˜i, (3.14)
where ε¯i j is a uniform macroscopic strain, u˜i is a perturbation displacement due to the
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σ¯11
ε¯11
ε¯ij
σ¯ij
Figure 3.5 – Periodic representative volume element of a polycrystalline material.
material heterogeneities, and x j is a point coordinate. In a small strain setting, the local
strain in the domain Θg, i.e. inside the grains, is defined as
εi j = ε¯i j + ε˜i j, (3.15)
where ε˜i j is the perturbation strain defined as
ε˜i j =
1
2
(
∂u˜i
∂x j
+
∂u˜ j
∂xi
)
. (3.16)
Defining the jump in quantity • across the ± sides of the grain-boundary interface
as b•e = (•+ − •−), and defining (tgb) j as the traction on the grain-boundary interfaces
Sgb, we can use standard variational methods to write the microscopic equilibrium for a
representative volume in its weak form as
1
|Θ|
∫
Θg
σi j
(
ε¯i j, ε˜i j
) ∂Sδv˜i
∂y j
dΘ +
1
|Θ|
∫
Sgb
(tgb)ibδv˜iedSgb = 0, (3.17)
for all admissible variations δv˜i satisfying
u˜i is Y − periodic on ∂Θ,
δv˜i ∈ [H1(Θg)]ndim , (3.18)
δv˜i is Y − periodic on ∂Θ,
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where ndim is the space dimension and H1 is the Sobolev space, ∂Θ is the external surface
of the domain Θ, and Θg defines the grain interiors in which the displacement field is
continuous. The grain-boundary surfaces containing the discontinuities are defined by
Sgb.
The relation between the macro- and microscales is obtained through the Hill’s lemma
(Matous et al., 2008) as
σ¯i jδε¯i j =
1
|Θ|
∫
Θg
σi jδεi jdΘ +
1
|Θ|
∫
Sgb
(tgb)ibδu˜iedSgb. (3.19)
This implies that the virtual work at the microscale done by the stresses present at the RVE
is equal to the virtual work associated with the homogenized macroscopic stress defined
as
σ¯i j ≡
[
1
|Θ|
∫
Θ
σi jdΘ
]
, (3.20)
whereas the macroscopic strain is defined as
ε¯i j ≡ 1|Θ|
∫
Θg
(
ε¯i j + ε˜i j
)
dΘ +
1
|Θ|
∫
Sgb
1
2
(
bu˜ieN j + bu˜ jeNi
)
dSgb. (3.21)
The last term in the right hand side of equation 3.21 is added to account for the disconti-
nuities of the perturbation displacement field. Thus, the macroscopic strain attributable
to the grain-boundary deformation mechanism is given by
ε¯gbi j =
1
|Θ|
∫
Sgb
1
2
(
bu˜ieN j + bu˜ jeNi
)
dSgb. (3.22)
In this work, we are interested in capturing the response of the microstructure for
a uniaxial state of stress and strain, as imposed in the experimental tests. To impose
such a state, the microscopic equilibrium defined in Equation (3.17) and the definition of
the macroscopic stress, defined in Equation (3.20), are solved simultaneously. Figure 3.5
shows the schematic of the multiscale method implemented in this work. The equilibrium
equations at the microstructure is solved for a given combinations of stresses and strain
components and the remaining are calculated and thus the macroscopic behavior of the
material is characterized.
The multiscale method presented so far is not suitable for studying the effect of film
thickness. This is because the assumption of domain Θ being Y − periodic implies that
the domain is infinite in the three directions. Clearly, to study the effect of thickness,
the domain must be finite in the y3-direction, according to the coordinate system defined
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in Figure 3.1. To consider the effect of the free surfaces on the material behavior, the
mathematical theory of homogenization is modified by considering the periodic bound-
ary condition on only the y1–y2 plane and not in the y3-direction. Here, we show the
implications of this assumption on the homogenization method.
Within the mathematical theory of homogenization framework, the periodic boundary
condition is derived by recognizing that ε¯i j is constant in domain Θ. Thus, in the absence
of grain-boundary strains, Equation (3.21) becomes
ε¯i j =
1
|Θ|
∫
Θ
(
ε¯i j + ε˜i j
)
dΘ, (3.23)
which implies
1
|Θ|
∫
Θ
ε˜i jdΘ = 0. (3.24)
If we write Equation (3.24) as a function of the perturbation displacements u˜i, we have
1
|Θ|
∫
Θ
1
2
(
∂u˜i
∂y j
+
∂u˜ j
∂yi
)
dΘ = 0. (3.25)
Applying the Gauss theorem, one can transform the volume integral in Equation (3.25)
into a surface integral
1
|Θ|
∫
∂Θ
1
2
(
u˜in j + u˜ jni
)
d∂Θ = 0, (3.26)
where ∂Θ is the boundary of the domain and ni is its normal. Hence, the surface integral
can be split into six integrals, one for each face of the domain. Denoting ∂Θ+β as the face
with positive normal in the β direction, where β assumes the values of 1, 2, and 3, and ∂Θ−β
as the opposing face, we have the equality∫
∂Θ+1

u˜1 u˜22
u˜3
2
u˜2
2 0 0
u˜3
2 0 0
 d∂Θ+1 +
∫
∂Θ−1

−u˜1 − u˜22 − u˜32
− u˜22 0 0
− u˜32 0 0
 d∂Θ−1
+
∫
∂Θ+2

0 u˜12 0
u˜1
2 u˜2
u˜3
2
0 u˜32 0
 d∂Θ+2 +
∫
∂Θ−2

0 − u˜12 0
− u˜12 −u˜2 − u˜32
0 − u˜32 0
 d∂Θ−2 (3.27)
+
∫
∂Θ+3

0 0 u˜12
0 0 u˜22
u˜1
2
u˜2
2 u˜3
 d∂Θ+3 +
∫
∂Θ−3

0 0 − u˜12
0 0 − u˜22
− u˜12 − u˜22 −u˜3
 d∂Θ−3 = 0.
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It is clear from Equation (3.27) that, if the periodic boundary condition u˜+i = u˜
−
i is
imposed only on the surface pairs ∂Θ+1 – ∂Θ
−
1 and ∂Θ
+
2 – ∂Θ
−
2 , the equality in Equation
(3.24) is not satisfied. Thus, Equation (3.21), which defines the macroscopic strain, needs
to be expanded as
ε¯i j =
1
|Θ|
∫
Θ
(
ε¯i j + ε˜i j
)
dΘ =
1
|Θ|
∫
Θ

ε¯11 ε¯12 0
ε¯12 ε¯22 0
0 0 0
 +

0 0 ε˜13
0 0 ε˜23
ε˜13 ε˜23 ε¯33
 dΘ
=
1
|Θ|
∫
Θ

ε¯11 ε¯12 0
ε¯12 ε¯22 0
0 0 0
 dΘ (3.28)
+
1
|Θ|

∫
∂Θ+3

0 0 u˜12
0 0 u˜22
u˜1
2
u˜2
2 u˜3
 d∂Θ+3 +
∫
∂Θ−3

0 0 − u˜12
0 0 − u˜22
− u˜12 − u˜22 −u˜3
 d∂Θ−3
 .
Analyzing Equation (3.28), we are able to conclude that, if periodicity is imposed only in
the y1 and y2 directions, the macroscopic strain can be imposed only for the in-plane strain
components, i.e., ε¯11, ε¯22, ε¯12. It cannot be imposed for the out-of-plane components, and
its value will be a result of the material behavior according to Equation (3.28). To simulate
the tensile test in RVE with free surfaces, ˙¯ε11 is set to the desired strain rate, ε¯22 and ε¯12
are set equal to zero. The out-of-plane components of strain, i.e. ε¯13, ε¯23, ε¯3 are found
by postprocessing the perturbation displacements u˜ according to the integral in Equation
(3.28).
In the case where the grain-boundary strain is different from zero, i.e. there are displace-
ment jumps across the grain-boundaries, the macroscopic strain is defined by Equation
(3.21). Assuming the macroscopic strain ε¯i j constant inside the domain Θg we have
1
|Θ|
∫
Θg
ε˜i jdΘ +
1
|Θ|
∫
Sgb
1
2
(
bu˜ieN j + bu˜ jeNi
)
dSgb = 0. (3.29)
Applying the Gauss theorem, volume integral in Equation (3.29) becomes a surface integral
1
|Θ|
∫
∂Θg
1
2
(
u˜in j + u˜ jni
)
d∂Θ +
1
|Θ|
∫
Sgb
1
2
(
bu˜ieN j + bu˜ jeNi
)
dSgb = 0, (3.30)
The grain-surfaces can be split in two sets, ∂Θgext and ∂Θ
g
int such that ∂Θ
g
ext ∪ ∂Θgint = ∂Θg.
The external surfaces area equivalent to the RVE surfaces ∂Θ. The internal surfaces, ∂Θgint
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consist of the two sides of grain boundaries, Sgb, thus it can be split in two sets with
opposite normals, Ni, such that S+gb ∪ S−gb = ∂Θgint. Now Equation (3.30) can be written as
1
|Θ|
∫
∂Θ
g
ext
1
2
(
u˜in j + u˜ jni
)
d∂Θ +
1
|Θ|
∫
S+gb
1
2
(
u˜iN j + u˜ jNi
)
d∂S−gb
1
|Θ|
∫
S−gb
1
2
(
u˜iN j + u˜ jNi
)
d∂S+gb +
1
|Θ|
∫
Sgb
1
2
(
bu˜ieN j + bu˜ jeNi
)
dSgb = 0, (3.31)
Noting that the the S−gb and S
+
gb have opposite normals and pointing outward the grain,
Equation (3.31) can be reduced to
1
|Θ|
∫
∂Θ
g
ext
1
2
(
u˜in j + u˜ jni
)
d∂Θ+
1
|Θ|
∫
Sgb
1
2
(
−bu˜ieN j − bu˜ jeNi
)
dSgb+
1
|Θ|
∫
Sgb
1
2
(
bu˜ieN j + bu˜ jeNi
)
dSgb = 0, (3.32)
and thus Equation (3.30) is recovered. This implies that Equation (3.28) is valid for both
cases with or with out grain-boundary strains.
3.5 Geometrical representation of the microstructure
One crucial aspect of the multiscale method is the creation of a geometrical model that
is used as the RVE. The fidelity of the geometrical representation to the actual material
morphology can play an important role in the predicted material behavior. The geometric
arrangement of grains can strongly contribute to the macroscopic elastic behavior, the
magnitude of stress concentrations, and the grain-boundary sliding behavior. The digital
representation of the microstructure is a research area in itself, and its goal is to create
realistic microstructures that are identical to the material system or that have equivalent
statistical properties. Two main approaches are used for the construction of 3-D represen-
tations of polycrystalline material microstructures. The first and more complex approach
is based on processing images of several slices of the material system to create a geometric
representation. The second and more straightforward approach is based on obtaining
statistical data from surface images of the material system and then using a standard ge-
ometrical entity, such as cubes, Wigner-Seitz cells, a general Voronoi tessellation, or other
geometrical entity, to synthesize a microstructure that is statistically equivalent.
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The first approach is still in its early stages of development and is based on coupling
image reconstruction methods and advanced microscopy methods, such as synchrotron-
based X-ray imaging, X-ray diffraction, and 3-D X-ray diffraction microscopy. The combi-
nation of these tools, often called diffraction contrast tomography, is capable of providing
voxel-based 3-D models of grain geometry and crystallographic orientation (Ludwig et al.,
2009; Jensen and Poulsen, 2012). To perform a finite element analysis, as is the focus of
this work, the 3-D image obtained from diffraction contrast tomography needs to be
transformed into a mathematical representation suitable for meshing. This last step is, by
itself, another research area with several challenges. Currently, some off-the-shelf tools
for image processing and meshing can perform this task to some degree. An example is
the Simpleware software suite (http://www.simpleware.com). Although, such capabilities
seem promising to represent any microstructure correctly, the current imaging technol-
ogy is capable of resolving up to micrometer-sized volumes (Jensen and Poulsen, 2012),
which are orders of magnitude larger than the nanometer-sized grains being studied in
this work.
The second approach, based on the generation of a geometrical model with statistics
equivalent to the actual microstructure, does not present any limitations regarding the
minimum feature size. Furthermore, in this approach the choice of the basic geometrical
representation can limit the complexity of the final geometry, facilitating the meshing
process. However, this is also a drawback because it removes microstructural features
attributable to the choice of the basic geometrical representation, whether these be cubes
or Voronoi tessellation. The methods used with this approach can have different levels of
complexity, depending on the required statistical data used as inputs for the microstructure
synthesis. Among the most developed methods are the works of Saylor et al. (2004), which
used images of orthogonal surfaces of the specimen to estimate the statistics of the 3-D
microstructure and then synthesized an equivalent microstructure with grains represented
by a cluster of merged Voronoi cells. Similarly, Groeber et al. (2008) used detailed statistical
data obtained from several electron backscattering diffraction images of a serial sectioning
experiment to synthesize equivalent microstructures. Although the second approach is
more accessible, it involves the development of several computational tools to accomplish
the task. Thus, several researchers who performed single-crystal plasticity analyses of
polycrystalline materials resorted to simpler methods, in which only the average grain
size was measured in the actual microstructure and was considered while synthesizing
the virtual microstructure (Roters et al., 2010).
Independently of the approach used to create a virtual microstructure, the generation of
a mesh conforming to the geometry is a challenging task. It is reasonable to affirm that the
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higher the fidelity of the virtual microstructure geometry, the more difficult is the process
of creating a finite element mesh, precisely because of the level of detail presented in the
real microstructure. In this particular study, we needed to balance three factors involved
in the geometrical representation of the RVE: 1) the level of geometrical complexity, 2) the
requirement of a periodic geometry in the y1–y2 plane, and 3) the meshing capabilities
available to discretize the geometry in finite elements. For the specific material system
studied in this work, the only data available on the material morphology are the average
grain size and the qualitative information gathered from the few SEM and TEM images
presented in Section 3.1. Because of the limited amount of data, we opt to synthesize the
microstructure with a Voronoi tessellation such that the average grain size is 40 nm when
evaluated from images of the top or bottom free surface. For the 3-D models, we impose
a columnar microstructure, similar to the one shown in Figure 3.2(a).
In a virtual microstructure, as represented by a Voronoi tessellation, each grain is defined
by the region in space that is closer to the seed point of that grain than to any other seed
point. The number and arrangement of the seed points inside the domain defines the
grain size distribution and the homogeneity of the grain geometry, i.e., the number of
grains represented by triangles, quadrilaterals, pentagons, and so forth. In this work,
two approaches are used to assign seed points. For the 2-D model, a weighted Voronoi
tessellation is used. In this case, the seed distribution is obtained from the packing of
circles with diameters equal to the desired grain size inside a square domain. For the
3-D model, the seeds are randomly distributed in the middle y1–y2 plane of the domain;
thus, they are randomly perturbed in the z-direction to induce tilt angle α, as described
in Figure 3.4(b). Figure 3.6(a) shows a sample of the 2-D RVE created by the weighted
Voronoi tessellation method, whereas Figure 3.6(b) shows the top view of a 3-D RVE
created by randomly assigned seeds. It is clear from the comparison of these RVEs that
the weighted Voronoi tessellation creates a more structured geometry than does a regular
Voronoi tessellation. In the first case, the majority of grains are hexagons, and the grain
boundaries meet mostly in triple junctions. In the latter case, there is a wider distribution
of grain geometries, from triangles to heptagons, and the grain boundaries meet on triple
and quadruple junctions. On the basis of the TEM image presented in Figure 3.2(b) and
other microstructure images presented in the literature, a regular Voronoi tessellation is a
better representation of the nanocrystalline thin film.
The presence of geometrical features such as quadruple junctions or small grain sizes
tends to fail the meshing algorithm or even the geometrical engine of the meshing soft-
ware. This problem is solved by two different approaches. In the 2-D model, the use of
a weighted Voronoi tessellation automatically reduces the chances of such features; how-
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a) b)
Figure 3.6 – Geometrical representation of the microstructure: a) 2-D microstructure
with 64 grains, represented by Voronoi cells with the seeding obtained from packing
64 circles in a square domain. b) Top view of a 3-D microstructure with 100 grains,
represented by Voronoi cells with the seeding obtained by randomly assigning seeds
on the y1–y2 plane.
ever, as discussed above, it tends to generate less realistic microstructures. Thus, in an
attempt to improve the fidelity of the microstructure, we use a brute force approach in the
3-D model. We automatically attempt the meshing of hundreds of randomly generated
3-D microstructures and collect the ones the can be meshed. Depending on the number
of grains and the tilt angle, about 100 attempts are necessary to obtain one meshed mi-
crostructure. A more detailed discussion of the issues related the creation and meshing of
3-D Voronoi tessellation is found in Section 4.5.
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4 Numerical Implementation
4.1 Numerical solution for the equilibrium equations
The 2-D and 3-D versions of the equilibrium equations are solved by the finite element
model. The equilibrium equation at the microstructure and the macroscopic stress equa-
tion, as defined in Equation (3.4), are discretized and solved by the Newton-Raphson
method. In this chapter, braces, { }, represent vector quantities and brackets, [ ], represent
matrix quantities. Within the finite element framework, the residue equations are given
by
{R1({ε¯}, {u˜})} = A
∫
Ωe
[B]T{σ({ε¯}, {ε˜({u˜})})}dΩe +A
∫
Sgb
[N ×A]T{t({χ})}dSgb = 0, (4.1a)
{R2({σ¯}, {ε¯}, {u˜})} = A 1|Ω|
[∫
Ωe
{σ({ε¯}, {ε˜({u˜})})}dΩe
]
− {σ¯} = 0, (4.1b)
where A is the finite element assembly operator, Ωe is the volumetric element domain,
Sgb is the interfacial element domain, [B] is the matrix of shape function derivatives that
transforms the vector of nodal displacements {u˜} in the perturbation vector of strains
{ε˜}, {σ} is the vector of stress components, [N] is the shape functions for the interfacial
elements, [A] is the matrix that transforms the nodal displacements {u˜} in the vector of
displacement jumps across the grain boundary {χ}, {t} is the vector of nodal tractions due
to a displacement jump χ, |Ω| is the volume of the RVE, and {σ¯} is the vector of macroscopic
stress components.
The unknown variables are the nodal perturbation displacements {u˜} and a combination
of 6, out of 12, components of the stress vector {σ¯} and the strain vector {ε¯}. The remaining
six components of stress and strain, which are not treated as unknowns, are imposed
to achieve the desired state of stress. In the 2-D and 3-D models with free surfaces,
the uniaxial state of stress for the tensile test simulation is obtained by imposing the
components of stress σ¯22 and σ¯12 equal to zero and the strain rate ˙¯ε11 equal to the desired
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value. The remaining stress and strain components are considered unknowns in Equation
(4.1). The uniaxial state of stress during the creep test simulation is obtained by imposing
the component of stress σ¯11 to the desired level and σ¯22 and σ¯12 equal to zero; again, the
remaining components of stress and strain are treated as unknowns. In the 3-D model
without free surfaces, the tensile test is modeled by imposing the strain rate ˙¯ε11 equal
to the desired value and the stress components σ¯22 = σ¯33 = σ¯12 = σ¯13 = σ¯23 = 0. The
Jacobian matrix used to solve the system of equations [Equations (4.1)] is presented in the
Appendix, Section A.2.
The multiscale formulation applied in this work differs from the traditional homoge-
nization method by using the definition of macroscopic stress [Equation (4.1b)] as a part
of the linear system of equations being solved. This adds six extra degrees of freedom in
the 3-D finite element solver and three extra degrees of freedom in the 2-D finite element
solver.
The simulation is performed incrementally over a sequence of time steps [tn, tn+1] ⊂
R+,n = 0, 1, 2.... The time step is defined as ∆t = tn+1 − tn. The initial conditions are
{{ε¯}, {u˜}, {σ¯}} = {{0}, {0}, {0}}. The residue equations are satisfied for each increment in σ¯
or ε¯. The Gauss-Legendre numerical integration method is used to evaluate the element
integrals. The local stress {σ}, given as a function of the total strain {ε} = {ε¯}+ {ε˜}, is calcu-
lated by integrating the single-crystal plasticity model over the time interval ∆t. Similarly,
the local tractions on the grain boundary {t}, given as a function of the displacement jump
{χ}, are evaluated by integrating the grain-boundary model over the time interval ∆t. A
summary of integration methods for the stresses and tractions follows in Sections 4.2 and
4.3, respectively.
4.2 Time integration of the single-crystal plasticity model
To integrate the shear rate γ˙α, as defined in Equation (3.6), two methods are used: one based
on solving the linearized version of the function γ˙α(τα, gα) and the other based on solving
the actual nonlinear equation through the Newton-Raphson method. Henceforth, the first
is called a linear material update, and the second a nonlinear material update. Within the
finite element formulation, {g} is the strength vector for all 12 slip systems, {γ} is the vector
for the current slip in each system, and γ¯ is a scalar value for the total strain accumulated
in all slip systems, as in Equation (3.7). Given the incremental formulation used to solve
the finite element equilibrium equations, during each time increment ∆t = tn+1 − tn, the
state variables {{g}, {γ}, γ¯}|tn+1 , and thus the stress {σ}|tn+1 , need to be calculated for a given
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total strain increment {∆ε} and the known quantities at the beginning of the time step,
which are {ε}|tn and the material state variable {{g}, {γ}, γ¯}|tn .
The stress increment is given by
{∆σ} = [C]· ({∆ε} − {∆εp}), (4.2)
where [C] is the matrix form of Ci jkl, the fourth-order elasticity tensor, and {∆ε} is the
increment in total strain {∆ε} = {∆ε¯} + {∆ε˜}. The plastic strain increment {∆εp} is given by
{∆εp} =
nα∑
α=1
∆γα{Pα}, (4.3)
where {Pα} is the vector form of the Schmid tensor, nα is the number of slip systems, and
the increment in slip ∆γα is given by a linear interpolation of the slip rate γ˙α,
∆γα = ∆t[γ˙αtn(1 − θ) + γ˙αtn+1θ], (4.4)
where θ is a parameter ranging from 0 to 1. In this work, we use θ = 0.5.
In the first approach, the tangent modulus (Peirce et al., 1984) is used to solve Equation
(4.4). Applying a Taylor expansion in γ˙α(τα, gα), we have
{γ˙}|tn+1 = {γ˙}
∣∣∣
tn
+
∂{γ˙}
∂{τ}
∣∣∣∣∣
tn
{∆τ} + ∂{γ˙}
∂{g}
∣∣∣∣∣
tn
{∆g}, (4.5)
The increment in strength {∆g} is given by Equation (3.8), which, in the incremental form,
is
{∆g} = [h]{|∆γ|}, (4.6)
where [h] is the matrix form of hαβ defined in Equation (3.9) and {|∆γ|} is a vector with the
absolute values of the slip increment. {|∆γ|} can be written as
{|∆γ|} = [sign(∆γ)]{∆γ}, (4.7)
where [sign(∆γ)] is a matrix in the form
[sign(∆γ)] =

sign(∆γ1) 0 . . . 0
0 sign(∆γ2) . . . 0
...
...
. . .
...
0 0 . . . sign(∆γnα)
 . (4.8)
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The resolved shear stress vector can be written as
{∆τ} = [P]T· ([C]· ({∆ε} − [P]{∆γ})), (4.9)
where [P] is the matrix containing all vectors {Pα} in the form
[P] =
[
{P1} {P2} . . . {Pnα}
]
. (4.10)
The matrix [P] has the form nstrain × nα , where nstrain is the number of strain components
in the vector {∆ε}.
Now, combining Equation (4.5) with Equation (4.4) and using Equations (4.6) and (4.9),
the following linear system of equations can be found:[
I + θ∆t
(
∂{γ˙}
∂{τ}
∣∣∣∣∣
tn
[P]T[C][P] − ∂{γ˙}
∂{g}
∣∣∣∣∣
tn
[h]|tn [sign(∆γ)]
)]
{∆γ}
= ∆t
(
{γ˙}
∣∣∣
tn
+ θ
∂{γ˙}
∂{τ}
∣∣∣∣∣
tn
[P]T[C]{∆ε}
)
. (4.11)
After solving Equation (4.11) for the increment in slip {∆γ}, the stress state {σ}|tn+1 can be
found with the help of Equations (4.3) and (4.2). In addition, the state variable {g}|tn+1 can
be found by using Equation (4.6), and γ¯|tn+1 can be found with
γ¯|tn+1 = γ¯|tn +
nα∑
α=1
|∆γα|. (4.12)
In the second approach, Equation (4.4) is combined with Equations (4.3) and (4.2) and
the following residue equation is found:
R({∆σ}) =
[
[C]·
(
{∆ε} − ∆t[P]
(
{γ˙}
∣∣∣
tn
(1 − θ) + {γ˙}|tn+1θ
))]
− {∆σ} = {0}, (4.13)
where the slip rate equation γ˙α(τα, gα) at time tn+1 is approximated as
{γ˙}|tn+1 = {γ˙({σ} + {∆σ}, {g}|tn)}. (4.14)
Using {g}|tn instead of {g}|tn+1 , which is implicitly a function of {∆σ}, allows us to analytically
obtain the derivative ∂R({∆σ})∂{∆σ} required to solve the the nonlinear system of equations by the
Newton-Raphson method.
By solving Equation (4.13), the stress increment {∆σ} is found; thus, {σ}|tn+1 can be found.
The slip increment ∆γα can be found with Equation (4.4), and the remaining state variables
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can be found as in the first approach.
In summary, both approaches use the trapezoidal rule to integrate the function
∆γα =
∫ tn+1
tn
γ˙αdt. (4.15)
However, in the first case, the function γ˙α is approximated by the Taylor expansion around
tn, whereas in the second case, no approximation is made and γ˙α|tn+1 is found with the help
of the Newton-Raphson method. The evolution of the hardening parameter {g} is always
done explicitly, either by the approximation made in Equation (4.14) or by using [h]|tn in
Equation (4.11).
Numerical tests show that both approaches may fail to converge if the time step is too
large. The second approach, based on the Newton-Raphson method, has the advantage
that the time integration convergence can be verified by the convergence rate of the
Newton-Raphson method; thus, the time step can be decreased if necessary. Usually
if the time step is decreased enough, the expected quadratic convergence is reached
again. In the first approach, the integration scheme fails when the the linear system of
equations becomes singular. It is usually not effective to reduce the time step because the
parameter causing the singularity is {g}, which is treated explicitly. The numerical test also
demonstrates that the first approach, based on the linearization, seems to perform better
for simulations at high strain rates and that the second approach, based on Newton-
Raphson, seems to perform better at low strain rates. The reason for such behavior is
not investigated. The results for both methods are compared, and for 300 time steps or
more, no significant difference is observed in stress-strain curves when compared with
the experimental data. The numerical tests results are presented in the Appendix, Section
A.3.
4.3 Time integration for the grain-boundary model
In the 3-D model, the behavior of the interfacial cohesive element representing the grain
boundary is divided in two components: the normal and the tangent to the interface. The
displacement jump normal to the interface is modeled by a linear spring with the stiffness
chosen such that no significant normal displacement is observed during the tensile or
creep tests. The grain boundary thus presents only sliding behavior. The tangential
displacement jump follows the Kelvin viscoelastic model presented in Equation (3.12).
For the numerical implementation, an extra spring is added in series to the Kelvin model.
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The resulting viscoelastic model is presented in Figure 4.1. The stiffness Kgb of the added
 !
 !
 !
Ks
τgb
Kgb
ηs
Figure 4.1 – Viscoelastic model used to represent the grain-boundary sliding behavior.
The value of Kgb is chosen such that the implemented model represents the Kelvin
model.
spring is chosen such that the displacement jump attributable to its extension is negligible.
The spring constant Ks and the viscosity coefficient ηs are equivalent to the constants
present in Equation (3.12). The tangential traction τgb is given by the convolution integral
from minus infinity to the desired time tn+1,
τgb =
∫ tn+1
−∞
R(t − t′)∂χ
∂t′
dt′, (4.16)
where R(t) is the relaxation modulus and χ is the total sliding. The relaxation modulus is
defined by a Prony series with only one term, as in
R(t) =
e1
p1
+
(
e0
p1
− e1
p21
)
exp
(−t
p1
)
, (4.17)
where the constants p1, e0, and e1 are defined as
p1 =
η
Kgb + Ks
, (4.18)
e0 =
KgbKs
Kgb + Ks
, (4.19)
e1 =
Kgbηs
Kgb + Ks
. (4.20)
Finally, assuming that the sliding rate χ˙ is constant throughout the time step, the con-
volution integral can be evaluated by a recursive algorithm, as presented in Zienkiewicz
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and Taylor (2005), which leads to the following equation:
τgb =
e1
p1
χ|tn+1 +
(
e0
p1
− e1
p21
)
∗ q|tn+1 , (4.21)
where q|tn+1 is given by
q|tn+1 = exp
(
−∆t
p1
)
q|tn +
[
p1
∆t
(
1 − exp
(
−∆t
p1
))]
∆χ. (4.22)
The increment in the tangential displacement jump is defined as
∆χ = χ|tn+1 − χ|tn . (4.23)
4.4 Finite element implementation
The multiscale finite element solver is implemented in two different in-house codes. The 2-
D version is implemented in a serial Fortran code, and the 3-D version is implemented in a
parallel C++ code. The 2-D version uses the sequential version of the SuperLU (Demmel
et al., 1999) library to solve the linear system of equations at each Newton-Raphson
iteration. The 3-D version uses the distributed-memory implementation counterpart of
the SuperLU library, SuperLU DIST (Li and Shao, 2010). The library SuperLU DIST is
used through the wrapper provided by the PETSc library (Balay et al., 2013) .
Table 4.1 shows the time spent on each phase of the simulation for the parallel implemen-
tation. During the assembly phase, all local stiffness matrices are calculated and assembled
in a global stiffness matrix, which is distributed across processors. SuperLU DIST is re-
sponsible for the solution phase. It receives one matrix per processor such that all matrices
have the same size and their sum represents the linear system to be solved. SuperLU DIST
performs the necessary communication between processors, solves the system, and re-
turns the complete solution vector to each processor. In the last phase, postprocessing,
the global quantities are integrated over the entire mesh, and the solution fields, i.e. as
stress, strain and displacement, are output to the disk.
We can observe in Table 4.1 that the assembling and postprocessing times are roughly
constant. This is expected because the ratio of degrees of freedom (dofs) per processor is
kept fairly constant around ∼2700 degres of freedom per processor and the computational
cost associated with these tasks is linearly proportional to the number of dofs. The
solution time, however, significantly increases with the number of degrees of freedom.
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Degrees of
freedom
Processors Assemby [min] Solution [min] Postprocessing [min]
149,451 48 3.5 95 15.2
241,053 96 2.9 229 13.0
464,103 192 3.1 720 13.4
1,140,123 432 3.4 2086 15.8
Table 4.1 – Walltime for tensile test simulations with meshes of different sizes solved
with the distributed-memory implementation. The total time is divided by the three
phases of the software: assembling the global stiffeness matrix, solving the linear sys-
tem of equations with SuperLU DIST, and postprocessing the results by calculating
the global averages and writing the output to the disk.
Again this is expected because the computational cost associated with LU decomposition
is proportional to the cubed number of degrees of freedom.
We also note that the solution time is responsible for the major part of the simulation
time. For the larger mesh with 1,140,123 degrees of freedom, the solution phase is respon-
sible for 99% of the total time. One possible way to reduce the solution time is to increase
the number of processors used; however there are limitations in this approach. Figure
4.2 shows the walltime required to solve a linear system with 773,529 degrees of freedom
using SuperLU DIST for different numbers of processors. The solid line represents the
ideal solving time, which is proportional to 1/p, where p is the number of processors. This
study shows that the performance of SuperLU DIST is close to ideal when the number of
dofs per processor is between ∼32,000 and ∼4,000, for this specific implementation and
hardware. If the number of processors is further increased, in this case to more than 200,
the solution time is not reduced as expected and eventually it begins to increase. The ratio
of degrees of freedom per processor for the simulation with the larger mesh presented in
Table 4.1 is 2639, which indicates that the total time of 2086 min is already close to the
minimum attainable with SuperLU DIST. Another way to reduce the solution time is to
use an iterative solver. We use the implementation of the GMRES method available in the
PETSc library. However, the results are unsatisfactory because GMRES fails to converge
for high values of Kgb (Figure 4.1).
Regarding the finite element formulation, the 2-D version uses three-node triangular
elements to mesh the grain interiors, whereas it uses four-node cohesive elements along
the grain boundaries. The elastic and plastic regimes are modeled in plane stress. The
3-D stiffness matrix [C] for cubic isotropy is modified as proposed by Rand and Rovenski
(2005) to guarantee zero out-of-plane stresses in the elastic regime. The single-crystal
plasticity model for an FCC material, such as gold, is adapted to allow for an apparent
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Figure 4.2 – Time required to solve a linear system with 773,529 degrees of freedom
using SuperLU DIST with different numbers of processors. The solid line represents
the ideal solution time, which should be proportional to the inverse of the number of
processors.
in-plane compressibility resulting from the out-of-plane strain. The adaptation is based
on the selection of a subset of slip systems that promote in-plane and out-of-plane strain
simultaneously. Thus, the incompressible 3-D Schmidt tensor for the slip system leads
to a compressible 2-D projection. The number of selected slip systems that satisfy such a
condition depends on the grain orientation: 6 slip systems for the (111) texture and 8 for
the (100) texture. The 12 slip systems of the FCC crystal are used as a basis to represent the
incompressible plastic strain in the 3-D version. To avoid volumetric locking in elements
experiencing high plastic strain, 10-node tetrahedral elements are used to mesh the grain
interiors. To ensure displacement compatibility with the interfacial element, a 12-node
triangular wedge/cohesive element is used to discretize the grain boundaries. The cubic
shape functions of the 6-node triangular faces of the wedge element match the shape
functions for the triangular face of the 10-node tetrahedron.
The mesh convergence studies, for both the 2-D and 3-D models, demonstrate that a fine
mesh of interfacial elements is necessary to capture the influence of the grain boundary
and triple junctions on the total deformation. In the 2-D RVEs, we adopt an average
element size equal to 1.75 nm along the grain boundaries. To reduce the number of
degrees of freedom, a nonuniform mesh is used, allowing the volumetric elements to
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reach 10 nm in the interior of the grain (Figure 4.3).
Figure 4.3 – Typical mesh for an unit cell of 64 grains, represented by different
shades of gray. The mesh contains 22,367 nodes, 38,622 triangular elements, and 2628
interfacial cohesive elements.
A similar mesh biasing approach is used in the 3-D RVEs. The average element size
at the grain edges and faces is set equal to 10 nm, and the edge meshes are biased such
that edge extremities present smaller elements; their sizes are controlled to produce a
smooth transition. The maximum element size in the grain interior is set to 20 nm. For
the RVE of a film with a thickness of 50 nm, which is used for the numerical studies, such
a meshing scheme results in five elements through the thickness (ETT). A sample mesh,
for a film with a thickness of 500 nm, is presented in Figure 4.4, in which a higher density
of elements can be observed close to the top and bottom surfaces of the film. The higher
density is a result of the bias applied to the vertical edges of the grain. The bias is less
pronounced on the smaller edges to maintain a good element aspect ratio. This can be
observed in Figure 4.5, which presents a mesh with the same bias scheme but on a thin
film with a thickness of 50 nm.
The mesh convergence study for the 3-D RVEs is presented in Figure 4.6. The elastic
modulus and the yield stress measured with a strain shift of 0.02% are presented for an
RVE with 36 grains for a film with a thickness of 50 nm. Five different mesh densities,
labeled by the number of ETT, is simulated. The element size of all meshes is kept roughly
proportional to the size in the thickness direction; i.e., the elements are not elongated on
the thickness direction. The right axis in Figure 4.6 shows the percentage change with
respect to the value for the mesh with five ETT. It is evident that most of the change in
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Figure 4.4 – Mesh sample for a 100-grain representative volume element of a film with
a thickness of 500 nm. The grain edges are biased, resulting in a higher mesh density
near the vertices. The mesh contains 280,545 tetrahedral elements and 507,091 nodes.
elastic modulus and 0.02% yield stress is observed for meshes with two to five ETT. The
increase in mesh density from five to nine ETT results in a change of 0.09% in the elastic
modulus and 0.13% in the 0.02% yield stress. This observation justifies the use of the mesh
density associated with five ETT for the numerical studies presented in this work.
The mesh convergence study for the 2-D RVE is presented in Figure 4.7. Similar to the
3-D model, the elastic modulus and the 0.02% yield stress are presented for an RVE with
16 grains simulated with five different mesh densities. The labels represent the average
element size in the mesh. The right axis in Figure 4.7 shows the percentage change of the
measured quantity with respect to the mesh with an average element size of 10 nm. To
reduce the computational cost for the numerical studies, the coarse mesh with an element
size of 10 nm has been chosen to perform these numerical studies. The changes of 1.4% in
the yield stress and of 0.12% in the elastic modulus are deemed acceptable when compared
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Figure 4.5 – Mesh sample for a 100-grain representative volume element (RVE) of a
film with a thickness of 50 nm. The RVE is cut in the middle to show the mesh in the
grain interior.
with the variations observed in the experimental data.
Time convergence studies are also performed to guarantee the accuracy of the results. To
speed up the simulation, an adaptive time-stepping scheme with a limited maximum time
increment ∆t is used to guarantee the accuracy of the result. The adaptive time-stepping
scheme is discussed in the Appendix, Section A.1.
4.5 Representative volume element (RVE)
The 2-D RVE is created by an in-house software program called Packtot3D, which produces
a triangular finite element mesh of a periodic Voronoi tessellation. Packtot3D performs
three main operations: 1) it invokes the software Rocpack (Rocpack, 2013), which packs
a given number of circles of different diameters inside a square domain; 2) it uses the
position of each circle to create a periodic weighted Voronoi tessellation, and 3) it invokes
T3D (Rypl, 2012) to create a periodic finite element mesh. This approach allows us to
easily create several RVEs and thus perform statistical analyses. Although this approach
is robust, the meshing step is more prone to error. Some of the Voronoi tessellation cannot
be meshed with T3D. The meshing step becomes more challenging in the case of the 3-D
model.
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Figure 4.6 – Elastic modulus and 0.02% yield stress evaluated with five mesh sizes
on a 3-D representative of a film with a thickness of 50 nm. The labels represent
the number of elements through the thickness of the film. The right axis shows the
percentage change from the mesh with five elements through the thickness, which is
the mesh selected to perform the numerical studies.
The 3-D RVEs are created by a combination of a C++ library called Voro++ (Rycroft,
2009) and the commercial software Hypermesh™ (Hypermesh, 2013). The Voro++ library
has the advantage that its data structure is organized by the Voronoi cells. This allows us
to adapt the Voro++ library to output a TCL-language script that is read by Hypermesh™.
This script provides the RVE geometry to Hypermesh™. For each grain, which is a Voronoi
cell, a set of points, lines, and oriented surfaces defines a closed volume. All the surfaces
are defined by triangular faces; thus, a grain boundary, in general, is made up of a
combination of triangular faces. Voro++ is also able to provide the quantitative data,
such as volume, number of faces, and face normals, for each cell. Those data are used to
measure the average grain size and the grain-boundary tilt angle.
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Figure 4.7 – Elastic modulus and yield stress0.02% evaluated with five mesh sizes on
a 2-D representative volume element. The labels represent the average element size.
The right axis shows the percentage change from the mesh with an average element
size equal to 10 nm, which is the mesh selected to perform the numerical studies.
The Voro++ library is capable of creating virtually any 3-D Voronoi tessellation. Figure
4.8(a), shows a Voronoi tessellation for a thin film with a thickness of 1750 nm. This
tessellation represents an RVE containing 500 columnar grains with average in-plane and
out-of-plane grain sizes equal to 40 nm and 350 nm, respectively. The grains have grain
boundaries tilted with respect to the film plane. Figure 4.8(b) shows the RVE for a bulk
material with equiaxed grains. The average grain size is 40 nm and the RVE contains 512
grains.
Although Voro++ is able to generate complex Voronoi tesselations, such as those pre-
sented in Figure 4.8, only simpler Voronoi tessellations can be meshed. A representation
of the actual 3-D RVEs used in this work is presented in Section 6.1, Figure 6.1.
The meshing of the 3-D RVE is performed by Hypermesh™. To accommodate any grain
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a) b)
Figure 4.8 – Representative volume elements of a thin film with a thickness of 1750
nm and 500 grains created with Voro++. a) Microstructure of columnar grains with
average in-plane and out-of-plane grain sizes equal to 40 nm and 350 nm, respectively.
b) Microstructure of equiaxed grains with an average grain size equal to 40 nm.
geometry, the meshes are created by a bottom-up approach. First, all surfaces are meshed,
and then the volumes are meshed. The surfaces on the RVE boundaries are meshed in
pairs. The face on one side is meshed and then copied to the surface on the opposing
side. This guarantees the mesh periodicity required for boundary conditions. After the
volumetric mesh is created, the cohesive elements are inserted between grains, if desired.
All the meshing steps are scripted in TCL and performed automatically. The meshing
step is the least reliable part of RVE creation. We encounter three types of problems: 1)
this process fails to create the geometry with closed volumes, 2) it fails to create periodic
surface meshes, and 3) it fails to create volumetric meshes. As mentioned in Section 3.5,
the rate of success can be 1 out of 100 for RVEs with 100 grains. Most of the issues originate
from the presence of small faces. In 3-D Voronoi tessellation, the greater the number of
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cells, the greater is the chance of a volume having a small face. Ideally, the small faces
should be collapsed into a line or point; however, this task cannot be automated easily.
Although some meshes are fixed manually, it is time prohibitive to fix meshes with a
larger number of errors.
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5 Results from 2-D Model
5.1 Representative volume element (RVE) size study
As presented in Section 3.4, multiscale modeling relies on the definition of a periodic
RVE to calculate the macroscopic properties of the material system. Although the actual
microstructure of a polycrystalline material is not periodic, the mathematical theory of
homogenization still holds true if the random fields that represent the material prop-
erties are statistically homogeneous and ergotic. In other words, the statistics for the
microstructural features, such as grain size and texture, at a given material point must be
independent of the point position in the specimen. In addition, the spatial average of such
properties must be equal to the ensemble average. A formal definition of these concepts
applied to the homogenization of polycrystalline materials can be found in Ranganathan
and Ostoja-Starzewski (2008).
The macroscopic properties derived from microstructural-level simulations depend
on the RVE, that is, the actual grain geometry arrangement and texture. However, we
aim to obtain macroscopic stress-strain relations that are independent of the unit cell.
Theoretically, this can be achieved, in the limit, when the unit cell contains an infinite
number of grains. In practical terms, we are interested in defining the minimum number
of grains that a unit cell must have such that the variance associated with the grain
arrangement and orientation is similar to the experimental uncertainties of the data used
in this work.
To define the variance associated with the microstructure, the Monte Carlo method
is applied on periodic unit cells with 16, 36, and 64 grains. Although a convergence
study of the Monte Carlo sample size is not performed, the standard deviation values
obtained with 10 realizations indicate that the uncertainty associated with an RVE of 64
grains allows meaningful comparisons with the experimental data. The geometric model
used to represent the grain arrangement is a weighted Voronoi tessellation created by
packing circles with diameters equal to the desired grain size. The center of all randomly
packed circles defines the set of points that generate the Voronoi tessellation. The grain
arrangement in unit cells with 16, 36, and 64 grains is presented in Figure 5.1. The in-plane
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rotation for all grains follows a uniform distribution between 0◦ and 360◦.
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Figure 5.1 – RVE study: a) Example of a realization for periodic unit cells with 16, 36,
and 64 grains; b) standard deviations for material properties with respect to the unit
cell size for a strain rate of 12.8 s−1.
For each realization, the yield stress and Young’s modulus values obtained from tensile
test simulations at 12.8 s−1 are extracted. The standard deviations of these values provide
a measure of the uncertainty associated with the unit cell size. For this particular model,
Figure 5.1 shows that with 64 grains, the standard deviations for the yield stress and elastic
modulus are 2.3 and 1.3%, respectively. As expected, the standard deviation of Young’s
modulus decreases monotonically for larger unit cells. Although the yield stress does not
follow the same trend, the absolute value of the standard deviation is small enough to
justify the use of a unit cell with 64 grains as an RVE.
5.2 Model calibration
To capture the lower values observed for film stiffness (compared with its bulk counter-
part), we adopt a distribution of grain orientations involving a mix of (111) and (100)
textures. The choice of the (100) texture in addition to the (111) texture measured by X-ray
diffraction is supported by theoretical predictions that the bottom layers of deposited thin
films can be predominantly (100) (Thompson, 2000). The single-crystal elastic properties
of gold are C11 = 186 MPa, C12 = 157 MPa, and C44 = 42 MPa (Huntington, 1958). The
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single-crystal plasticity model is calibrated with five stress-strain curves with strain rates
higher than 0.05 s−1 because these strain rates are likely to be too high to allow for any
grain-boundary diffusion effects. The best fit of experimental curves is found with the rate
sensitivity parameter m = 80, the reference strain rate γα0 = 0.001 s
−1, the initial strength
τ0 = 265 MPa, the saturation stress τsat = 350 MPa, and the initial hardening slope h0 = 35
GPa. The ratio of latent to self-hardening q is chosen as 1.3, as suggested in Kocks (1970).
The calibration is performed by simulating each of the five tension tests with 10 different
realizations of the 64-grain periodic unit cell. The outcome of this calibration study is
presented in Figure 5.2 for ˙¯ε = 12.8 s−1 and ˙¯ε = 1.1 s−1. The experimental curves are
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Figure 5.2 – Calibration of the single-crystal plasticity model with tension test results
at ˙¯ε = 12.8 s−1 (left) and ˙¯ε = 1.1 s−1 (right). The shaded area represents the interval
between the maximum and minimum curves obtained from 10 random realizations
of the RVE and demonstrates the small uncertainty associated with a 64-grain RVE.
denoted with symbols, whereas the solid curves correspond to the upper and lower
bounds of the numerical results associated with the 10 realizations of the polycrystalline
RVE, with all numerical curves falling within the shaded area. The good agreement
between experimental and numerical results points to the suitability of the classical single-
crystal plasticity model for capturing the viscoplastic response of gold thin films.
Figure 5.3 shows the von Mises stress and equivalent plastic strain fields on an RVE
realization at the end of the tension test at a strain rate of 1.1 s−1. This rate represents
the state of the microstructure of a macroscopic material point subjected to a uniaxial
state of stress with a stress level of 870 MPa and a corresponding macroscopic strain
47
of 0.02. As clearly shown in the figure, the heterogeneity of grain orientations leads
to a significant stress fluctuation in the unit cell. In this specific case, the maximum
stress is at least 1.5 times higher than the average value. The plastic deformation is also
heterogeneous and, as expected, concentrates near the triple junctions. The equivalent
plastic strain distribution shows the absence of localization, such as shear bands, which
would invalidate the assumption of separation of scale that underlies the homogenization
scheme used in this study. Figure 5.3 also points to the importance of using a multiscale
framework to capture the effect of the local stress concentration on heterogeneous grain-
boundary sliding.
a) b)
Figure 5.3 – a) von Mises stress field and b) equivalent plastic strain for ˙¯ε = 1.1 s−1,
σ¯ = 870 MPa, and ε¯ = 0.02.
The final component of the multiscale model, the grain-boundary sliding model, is cal-
ibrated with creep experiments performed at 350 MPa. Simulations of the creep test are
performed for 19 randomly generated RVE realizations, and the corresponding means and
standard deviations are presented in Figure 5.4. The tilt angle α entering the description
of the grain-boundary response is estimated to be 85◦ from the scanning electron mi-
croscopy images of the cross section (Figure 3.4a). The parameters Ks and ηs that describe
the shear (tangential) response of the grain boundaries are calibrated using the creep data
obtained at the 350-MPa load level (Figure 5.4a). The best fit corresponds to ηs = 750, 000
GPa/(nm/s) and Ks = 2.25 GPa/nm, from which ηo is 4800 GPa/(nm/s) from Equation (3.13).
Because of the heterogeneous nature of the stress field developed in the microstructure, it
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Figure 5.4 – Calibration of grain-boundary model parameters with a) the creep ex-
periment at 350 MPa and b) prediction of the response at 250 MPa. The shaded areas
represent the standard deviations around the mean for 19 realizations of the RVE.
is expected that some plastic strain will occur, even at creep tests of 350 MPa. However,
numerical results show that the total plastic strain in the RVE is nonsignificant compared
with the strain associated with grain-boundary sliding. To validate the creep model, the
250-MPa creep test is simulated and the predicted behavior is compared with the exper-
imental results. The outcome of this validation study is shown in Figure 5.4(b), with the
experimental data denoted by symbols and the numerical predictions by solid lines. The
shaded area represents the standard deviations around the mean for 19 realizations. Very
good agreement was observed between the numerical predictions and the experimental
data. It is clear that this grain-boundary sliding model captures the creep behavior of gold
films well, at least for the range of stress levels investigated in this study.
5.3 Rate dependence study
We now combine the microstructural models described earlier to investigate the rate
dependence of the macroscopic constitutive response of gold thin films. As Jonnalagadda
et al. (2010) observed, the rate sensitivity of the film, that is, the slope of the yield stress
versus strain rate curves on a log-log scale, displays a noticeable shift for strain rates
below 10−4 s−1. To investigate the ability of the multiscale framework to capture this
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shift, we simulate the tensile response of the film for 19 strain rate values between 1.9
10−6 and 12.8 s−1. For each strain rate, 10 realizations of the 64-grain RVE are used. The
comparison between experimental measurements and numerical predictions focuses on
two measures of yield stress: those associated with 0.02% strains and those associated
with 0.2% strains. The former definition is adopted in addition to the “classical” 0.2%
definition of yield stress to better capture the influence of grain-boundary sliding on the
onset of the plastic response by limiting the level of plasticity in the grains. The results
of the validation study, performed over seven decades of strain rates, are presented in
Figure 5.5, with the symbols denoting the experimental measurements and the solid
curves denoting the numerical predictions. The dashed-line segments emphasize the rate
sensitivity shift displayed by the experimental results, whereas the error bars associated
with the numerical values denote the standard deviations of the predictions obtained with
the 10 realizations of the RVE.
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Figure 5.5 – Predicted and measured rate sensitivities for the 0.2 and 0.02% yield
stress values over seven decades of applied strain rate.
Overall, the agreement between numerical and experimental results is quite good and
the numerical model is able to capture the aforementioned shift in rate sensitivity observed
below 10−4 s−1. The multiscale model, however, overpredicts the yield stress values,
especially for lower strain rates. This discrepancy might be due to the combination of the
50
simplicity of the grain-boundary model and other underlying assumptions, such as plane
stress.
The multiscale model also provides some insight into the relative importance of the
intra- and intergranular damage mechanisms, using, for example, the evolution of the
various components of the macroscopic strain: elastic, plastic, and grain boundaries. The
contribution of the grain boundary to the macroscopic strain is computed using Equation
(3.22). As illustrated in Figure 5.6, which corresponds to applied strain rates of 12.8
s−1 (a) and 6.0 × 10−6 s−1 (b), the contribution of the grain boundaries is negligible at
high strain rates but becomes important at low strain rates. As expected, in the initial
stages of the deformation process, when the stress level is small, grain-boundary sliding
strain dominates its plastic counterpart and leads to the observed shift in the overall rate
sensitivity. The inset in Figure 5.6(b) shows that the grain-boundary strain rate is on the
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order of 10−7 s−1, which points to the fact that primary creep takes place at the beginning of
the tensile test. From Figure 5.5 and the plots of the multiscale model, it can be concluded
that in the absence of creep strain, the predicted 0.02% yield stress (which is an indication
of the onset of inelastic deformation) would be 100 MPa higher (550 vs. 450 MPa) for
strain rates around 10−6 s−1. This value is obtained by considering that the rate sensitivity
does not change for strain rates below 6.0 × 10−4 s−1. The multiscale method shows that
at a yield stress of 0.2%, the total strain is composed of 81% elastic, 14% plastic, and 5%
grain-boundary sliding, for a tensile test at the strain rate of 6.0×10−6 s−1. Figure 5.6 shows
the contribution of each strain component throughout the tension test and the yield stress
that occurs at approximately 2300 s.
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6 Results from 3-D Model
6.1 Thin film geometrical model
To study the behavior of nanocrystalline thin films, two sets with 10 realizations of the
representative volume element (RVE) are created. In both sets, each realization contains
100 grains randomly distributed in a columnar thin film with a thickness of 50 nm. In
the first set, all grains are perfectly columnar such that all internal grain boundaries are
perpendicular to the film plane. Hereafter, this set of RVEs is denoted ”set P.” In the second
set, the grains are tilted and their boundaries have an average tilt angle of α = 83.5◦, where
α is the angle between the grain-boundary surface and the film plane. Hereafter, this set
of RVEs is denoted ”set T.” An RVE of the first set is presented in Figure 6.1(a) and an
RVE of the second set is presented in Figure 6.1(b). The distribution of the tilt angles of
a) b)
Figure 6.1 – Three-dimensional microstructure reconstructed by Voronoi tessellation.
The microstructures in panels a) and b) each contain 100 grains, with an average
in-plane size of 40 nm and a columnar microstructure, in a film with a thickness of
50 nm. The microstructure presented in a), ”set P,” has perfectly columnar grains,
whereas the one presented in b), ”set T,” has tilted grains.
each boundary for all 1000 grains contained in the 10 realizations of the RVE is presented
in Figure 6.2, where we can observe the median and average tilt angles of α = 85.5◦ and
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α = 83.5◦, respectively. These values agree with the visual estimations in Figure 3.2(a).
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Figure 6.2 – Distribution of tilt angles α for the 10 realizations of the representative
volume element used to study the material behavior. The distribution has a median
of 85.5◦, an average of 83.5◦, and a range of 12.0◦ to 88.9◦.
The RVEs in both sets have a length and width of 400 nm, and the average grain size is
40 nm. The grain size is measured as the square root of the grain area on the free surfaces.
Figure 6.3 presents the distribution of grain sizes for both sets of RVEs. We can conclude
from analyzing those histograms that the RVEs with tilted grains present a slightly larger
range of grain sizes. This can be explained by the fact that the tilted grain boundary tends
to decrease the free surface of the grain on one side of the film and to increase it on the
other side, thus increasing its range.
The grain size and tilt angle distributions are fairly similar among the realizations in
each set. Here, we opt to present the distributions of the 1000 grains contained in all
realizations of each set; however, the distribution for each RVE is visualized and no
significant difference is observed.
As in the two-dimensional (2-D) model, the film stiffness is captured by a combination of
the (111) and (100) textures. Again, this choice is motivated by the fact that the observed
elastic modulus is lower than the predicted modulus for a material with a pure (111)
texture, as suggested by X-ray diffraction measurement. For the film with the 50-nm
thickness, it is necessary to have 80% of the grains with a (100) texture and 20% with a
(111) texture to correctly capture the elastic modulus observed on the experimental stress-
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Figure 6.3 – Grain size distribution for ”set P” (top) and ”set T” (bottom). Grain size
is measured as the square root of the grain-boundary area on the top and bottom
surfaces of the film.
strain curves. The same elastic constants as in the 2-D model are considered: C11 = 186
MPa, C12 = 157 MPa, and C44 = 42 MPa (Huntington, 1958).
6.2 Film thickness sensitivity
Initially, we study the effect of film thickness on the behavior of the film when columnar
grains are perpendicular to the film plane. The elastic modulus and the yield stress at
0.2 and 0.02%, as defined in Section 5.3, are computed for five different film thicknesses,
and their values are compared with an infinitely thick film subjected to a uniaxial state of
stress. The simulations of tensile tests for films with a finite thickness are performed by
imposing the average strain rate ˙¯ε11 = 6.0× 10−2 s−1 and the average stresses σ¯22 = σ¯12 = 0.
Thus, in this case, the unknowns of interest are the stress components σ¯11, σ¯13, σ¯23, and
σ¯33 and the strain components are ε¯22, ε¯12, ε¯13, ε¯23, and ε¯33. For the case of an infinitely
thick film, a periodic boundary condition is imposed in the three directions, allowing us
to impose average stresses of σ¯22 = σ¯33 = σ¯12 = σ¯13 = σ¯23 = 0 as well as the average strain
55
rate ˙¯ε11 = 6.0 × 10−2s−1. In this case, the unknowns of interest are the average stress σ¯11,
which is used to define the elastic modulus, and the average strain components ε¯22, ε¯33,
ε¯12, ε¯13, and ε¯23.
RVEs for films with thicknesses of 10, 50, 100, 200, and 500 nm are created such that
they have identical microstructures with 100 grains and each grain has exactly the same
orientation. The only difference between models is the thickness and the finite element
discretization. The 10- and 50-nm-thick models are discretized with five elements through
the thickness, whereas the models with thicknesses of 100, 200, and 500 nm have an
average element size of approximately 10 nm in the thickness direction. The mesh is
biased such that the elements close to the free surface are smaller than the elements on
the middle plane of the film. According to the mesh convergence analysis presented in
Section 4.4, the change in yield stress at 0.02% induced by the mesh refinement from five
to nine elements through the thickness is on the order of 0.5 MPa. This numerical error
is significantly smaller than the effect of the thickness observed in this study, which is on
the order of 10 MPa. This gives us confidence that the conclusion drawn here is not a
numerical artifact resulting from mesh size differences. The infinitely thick film model is
simulated by imposing the extra periodic boundary condition on the model with a 50-nm
thickness; thus, it has five elements through the thickness.
The stress-strain curves obtained for each model are presented in Figure 6.4. This figure
shows that a reduction in thickness decreases the measured elastic modulus and the yield
stress of the material. It is important to note that, the material model does not contain
a length scale, thus, the effect of the thickness is a consequence of the aspect ratio of
the columnar grain. The figure also shows that the change in both quantities increases
monotonically and tends to approximate the film with an infinite thickness. The grain
geometry of the RVE for the film with a thickness of 500 nm is shown in Figures 6.5(a) and
6.5(b). The first panel shows the in-plane orientation of each grain. This angle is randomly
assigned and has a range of 0 to 2pi radians. The two other angles, which define the grain
texture, are assigned such that 20% of the grains have a (111) texture and 80% of the grains
have a (001) texture. The distribution of textures is shown in Figure 6.5(b). A snapshot of
the von Mises stress field during the tensile test for an average stress of σ¯11 ≈ 830 MPa is
presented in Figure 6.5(c). From analyzing such a stress field, we first observe the strong
heterogeneity of the film, especially in plane. The von Mises stress ranges from 600 to 1400
MPa, which is well above the ultimate tensile stress of this material. The fluctuation of
the stress field is a consequence of the random orientation of grains that have anisotropic
elasticity and plasticity. We can observe from comparing Figures 6.5(b) and 6.5(c) that the
larger stresses correlate to the position of grains with a (111) orientation. This is expected
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Figure 6.4 – Stress-strain curves for films with thicknesses of 10, 50, 100, 200, and 500
nm, as well as for an infinitely thick film subjected to a uniaxial state of stress. The
inset shows strain ranging from 0 to 0.02, whereas the plot shows the portion of the
curve where plasticity is more prominent.
because this orientation is stiffer than that for the (001) orientation for in-plane loads.
Thus, the grains with a (111) texture will carry more load when the RVE is subjected to an
average strain of ε¯11.
The solution for all stress components is presented in Figure 6.6. First, it should be noted
that the range of the σ11 component of stress is roughly symmetrical to the average σ11,
in this case approximately 830 MPa. The applied macroscopic strain ε¯11 is approximately
0.015. The other components of stress have an average of zero, which is expected because
the film is under a uniaxial state of stress. The average values for the in-plane components
of stresses σ12 and σ22 are imposed to be zero through the multiscale method, and the
out-of-plane stress has a zero average because the top and bottom surfaces are load free.
Taking into consideration that the RVE is subject to a periodic boundary condition in the
1–2 plane but has free top and bottom surfaces, one can observe that the variances of
components σ33, σ13, and σ23 tend to vanish at the film surface, as expected. The values
that are different from zero at the surface are due to the representation of the stress field.
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Figure 6.5 – 500-nm-thick film RVE: a) In-plane orientation of the grains with a (111)
or (001) texture. b) Distribution of grains with textures of (111) and (001). c) von
Mises stress distribution on the representative volume element during the tensile test
for an average stress of σ¯11 ≈ 830 MPa.
This representation shows the average stress on the elements closest to the surface, which,
in this case, have a depth of approximately 5 nm.
To better quantify the stress fields on the film, the profiles of the stress through the
thickness are determined; these are presented in Figure 6.7. The solid lines represent
the averages, and the error bars represent the standard deviations on that plane of the
film. This task is performed by slicing the model into 100 planes perpendicularly to
the film plane. First, each plane is meshed with triangular elements matching the mesh
obtained from cutting the volumetric elements in that plane. Second, the stress inside each
planar element is assumed constant and equal to the average stress of the corresponding
volumetric element. Finally, the averages and standard deviations of the stress and strain
fields on the plane are calculated and plotted as a function of the position on the free
surfaces of the film. Figure 6.7 shows the stress profiles for all components of stress for
the films with thicknesses of 10 nm, 500 nm, and an infinite thickness. To analyze these
stress profiles, it is important to remember that the resolution of stress in the thickness
direction is higher for the model with a thickness of 500 nm because it has approximately
500 elements through the thickness, whereas the other two models have only five elements
through the thickness. This allows for a better resolution of the stress profile, especially
the standard deviation close to the surface.
Analyzing Figure 6.7, we first observe that the average stress is similar for all thicknesses.
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Figure 6.6 – Stress fields on the microstructure of a 500-nm-thick gold thin film during
the tensile test for a stress level of σ¯11 ≈ 830 MPa. The applied macroscopic strain ε¯11
is approximately 0.015.
In addition, we note the effect of the surface, which tends to decrease the variance of the
components σ33, σ13, and σ23 and to increase the variance of σ11, σ22, and σ12 in its vicinity.
This change in variance is easier to observe on the 500-nm-thick film because of its higher
stress resolution. When the stress variance for the 500-nm-thick film is compared with that
for the infinitely thick model, we observe that for all components of stress, the standard
deviations tend to match in the central part of the model when the surface effects have
already vanished. This explains the similarity in macroscopic behavior observed on the
stress-strain curves of Figure 6.4. The key difference between the films is the magnitude
of the variance. It is clear that the 10-nm-thick film has a significantly smaller magnitude
of variance when compared with the thicker films. This is not a surface effect but a
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Figure 6.7 – Profiles for the stress components in films of different thicknesses. Snap-
shot obtained during the tensile test for a stress level of σ¯11 ≈ 830 MPa. The position
on the film thickness is normalized to facilitate comparison.
consequence of the film thickness on the overall film behavior.
The profiles for the three components of plastic strain are presented in Figure 6.8. The
top graph (a) presents the average values for εp11, ε
p
22, and ε
p
33 for the 500-nm-thick and
infinitely thick films. The effect of the surface is clear on the 500-nm-thick film. Close to the
surface, the magnitude of the three components of plastic strain deviates from the value in
the central part of the film. The strain oscillations on the infinitely thick film are roughly
uniform and are of the same magnitude as those on the 500-nm-thick film. The effect of
thickness is also observed on the average values for plastic strain. Given that the plastic
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strain profiles are from a snapshot of the tensile test, it is interesting to note that, when
the three films are subjected to the same axial stress of σ¯11 ≈ 830 MPa, the infinitely thick
film plasticizes less in the longitudinal direction than do the finite films. This difference
is more prominent when compared with that of the 10-nm-thick film presented in Figure
6.8(b). Because the plastic strain is volume preserving, the plastic extension εp11 needs to be
compensated for by compressive strains εp22 and ε
p
33. As far as these two strain components
are concerned, the out-of-plane strain has the largest magnitude. Figure 6.8(b) also shows
the standard deviations of the plastic strain components. As in the stress profiles, the
average and standard deviation for the 500-nm-thick and infinitely thick films tend to
converge in the central part of the film. The effect of thickness on the magnitude of the
standard deviation of the plastic strain is the reverse of its effect on the stress, as presented
in Figure 6.7. The thinner film tends to have a higher variance in plastic strain than do
the thicker films. This reverse effect is expected because the presence of plastic strain
decreases the stress values.
Based on our understanding of the stress and plastic strain fields and their dependence
on film thickness, we investigate the impact of film thickness on the elastic modulus and
on the yield stress of the material. The elastic modulus, measured on the linear section
of the stress-strain curves, is presented as a function of thickness in Figure 6.9. A dashed
line, representing the elastic modulus obtained for an infinitely thick film subjected to a
uniaxial state of stress, is added for reference. It is clear from this graph that the thicker
the film, the closer the elastic modulus is of an infinitely thick film. It also seems that
it converges asymptotically, and both values should coincide for an infinite thickness.
This result is expected because the thicker models tend to represent an infinite body in
a uniaxial state of stress. This same convergence behavior is observed on the stress and
plastic strain profiles presented in Figures 6.7 and 6.8. Figure 6.10 shows the stress (σ11)
and strain (ε11) profiles for the infinitely thick and the 50-nm-thick films during the tensile
test for an imposed strain of ε¯11 ≈ 0.005. It also shows the apparent elastic modulus,
measured as
¯¯E =
¯¯σ11
¯¯ε11
, (6.1)
where ¯¯• represents the average value of the quantity • in the given plane.
For the total applied strain of ε¯11 ≈ 0.005, the average stress in both films is well below
the elastic limit for the given strain rate ( ˙¯ε11 = 0.06 s−1) and no plastic strain is observed
in the film. A comparison of the strain profiles shows that both films present the average
strain as fairly constant throughout the thickness and as equal to the imposed strain of
ε¯11. The local effect of the free surface is observed for both the stress and strain fields.
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Figure 6.8 – Profiles for the plastic strain components in films of different thicknesses.
a) Average values for the 500-nm-thick and infinitely thick films. b) Averages and
standard deviations for three thickness values. Snapshot obtained during the tensile
test for a macroscopic stress level σ¯11 ≈ 830 MPa. The position on the film thickness
is normalized to facilitate comparison.
The variance of strain ε11 tends to decrease close to the surface, whereas the variance of
stress σ11 tends to increase. In addition, the mean stress increases in the vicinity of the
free surface. This effect is clear on the profile for the apparent elastic modulus ¯¯E, where
an increase close to the surface is noticeable. Although the free surface increases the
apparent elastic modulus in its vicinity, it does not explain the change in elastic modulus
as a function of thickness, as presented in Figure 6.9. This change is not a result of a local
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Figure 6.9 – Influence of film thickness on the elastic modulus. The solid lines
represent the values for a representative volume element for an infinitely thick film
under a uniaxial state of stress. The percentage labels represent the difference from
the infinitely thick film. The top horizontal axis shows the ratio of thickness to grain
size.
effect of the free surface but a consequence of the overall stress profile, which is influenced
by the film thickness. It is clear from Figure 6.10 that the infinitely thick film has a higher
average stress and thus a higher elastic modulus. The higher stress σ11 can be explained
by resistance to a nonuniform reduction of the cross section imposed by the film thickness
and the impossibility of such a phenomenon in an infinitely thick film. Figure 6.11 shows
the shear strain ε13 in a film slice in the 1–3 plane, that is, parallel to the longitudinal axis
of the specimen. The films of 50 nm (b), 500 nm (d), and infinite thickness (c) are depicted
with an exaggerated deformation according to the total displacement u = u(0) + u(1). The
displacement amplification factor is 16. The black frame surrounding the film denotes the
undeformed shape. Figure 6.11(a) also presents the grain texture on the given slice of the
film with a thickness of 50 nm. The same texture is presented in the two other films.
It is clear that the films of finite and infinite thickness present qualitatively different
behavior. Because of the heterogeneity imposed by the grain textures, the cross section of
the finite films shrinks at different ratios throughout the length of the specimen, whereas
on the infinitely thick film, this behavior cannot occur. Because of this extra degree of
freedom and the fact that the film can shrink at different ratios, the stress can be reduced
on the thinner films and thus reduce the measured elastic modulus. It is clear that this
behavior is dependent on the thickness because it involves bending the upper half of the
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Figure 6.10 – Profiles for the average and standard deviation of the stress and strain
through the thickness of two film models. The y-axis shows the position relative to
the middle plane of the film. The apparent elastic modulus ¯¯E defined in Equation
(6.1) is presented together with the volumetric average.
film downward and the bottom half upward. Thus, the thicker the film, the greater the
bending stiffness and the higher the elastic modulus. The bending of both portions of
the film can be verified by the shear strain values, as shown by the arrow in Figure 6.11.
Both the 50- and 500-nm-thick films present this behavior; however, in the thicker film,
the relative change in thickness is much smaller than that on the thinner film. Thus, the
behavior of the 500-nm-thick film tends to be similar to that of the infinitely thick film. In
Figure 6.11, we can observe that the grains in the (001) orientation tend to shrink, whereas
those in the (111) orientation tend to resist the cross-sectional reduction, generating the
bending behavior described here. This same bending behavior explains the increase in
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the average stress close to the surface, similar to a beam bending where the highest tensile
stress happens on the beam surface. It is important to note that the softening behavior
ε13
ε13
Film bending
ε13
a)
b)
c)
d)
(111) (001)
Figure 6.11 – Shear strain field of ε13 for the 50-nm-thick (b), infinitely thick (c), and
500-nm-thick (d) films. Slice of film in the 1–3 plane during the tensile test simulation,
for an applied average strain of ε¯11 ≈ 0.005. The texture of all films is illustrated by
that of the 50-nm-thick film (a).
described here is a direct result of the interplay between the columnar microstructure
and the elastic properties of grains as defined by the grain orientations. In this particular
study, the films have 20% of their grains in the (111) texture and 80% in the (001) texture.
The film thickness also influences the 0.2 and 0.02% yield stress, as defined in Section
5.3. The strength increases as a function of film thickness, as presented in Figure 6.12. The
dashed line and dashed and dotted line represent the yield stress measures for an infinitely
thick film, whereas the circles and squares represent the measures for each thickness. It is
clear from these graphs that both measures of yield stress tend to converge asymptotically
to the infinitely thick film. The percentage change with respect to the infinitely thick film
is presented as a label on the data points and shows that the yield stresses at 0.2 and 0.02%
can decrease up to 2.7 and 4.8%, respectively. To isolate the change in yield stress from the
change in elastic modulus just described, the evolution of plastic strain in the longitudinal
direction (ε¯p11) is presented as a function of the longitudinal stress (σ¯11) during the tensile
test for different film thicknesses. Figure 6.13 shows that for the same stress level, the
thinner films accumulate more plastic strain than the thicker films.
The same conclusion can be drawn from Figure 6.14, which shows the three components
of plastic strain ε¯p11, ε¯
p
22, and ε¯
p
33 for different thicknesses. The straight lines represent the
plastic strain for the film with an infinite thickness. The plastic strain values are obtained
from the tensile test when the average stress is ∼830 MPa. As mentioned, the behavior
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Figure 6.12 – Influence of film thickness on the 0.2 and 0.02% yield stress. The straight
dashed line and the dashed and dotted line represent the values for an infinitely thick
film under a uniaxial state of stress. The point labels represent the percentage change
with respect to the infinitely thick film. The top horizontal axis shows the ratio of
thickness to grain size.
of the thin film asymptotically converges for the film with an infinite thickness. Figure
6.14 also shows that although the magnitude of the plastic strain is dependent on the
film thickness, the ratio between the components ε¯p11, ε¯
p
22, and ε¯
p
33 is independent of the
thickness. This implies that, on average, the same slip systems are active in all films;
the thickness will affect only the magnitude of slip. The mechanics behind the higher
plasticity observed on the thinner films can be identified in Figure 6.15, which shows the
plastic strain (εp11) field for films of (b) 50-nm, (d) 500-nm, and (c) infinite thickness. The
texture of all films is identical and is exemplified by (a) the texture of the 50-nm-thick film.
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Figure 6.13 – Evolution of plastic strain in the longitudinal direction as a function of
stress for different film thicknesses.
These snapshots of strain fields are for a stress level of ∼830 MPa, which is above the yield
stress at 0.2% for the applied strain rate of 6.0 × 10−2 s−1.
Similar to the case of the elastic modulus, the ability of the thinner film to shrink in
a nonuniform fashion facilitates the occurrence of plastic strain and thus decreases the
computed yield stress. Figure 6.15(b) shows that in the 50-nm-thick film, one of the grains
accumulates most of the plastic strain in this slice of the film. In addition, this grain is fully
plasticized throughout the thickness of the film. Another factor that hinders the plastic
deformation is that the plasticity tends to propagate at an angle of 45◦; thus, the thicker
film tends to delay the plastic field from reaching the other side of the film. This can be
observed on the 500-nm-thick film. The same grain tends to plasticize at ∼45◦ close to
the top surface, but it does not reach the bottom surface. In the thicker films, the surface
effect is limited, and the grains tend to plasticize uniformly throughout the thickness. This
can be observed in the plastic field of the leftmost grain in the RVE for the 500-nm-thick
and infinitely thick films. A similar nonuniform reduction of film thickness was observed
experimentally in the study by Lee et al. (2003), where 1000-nm-thick aluminum films
were subjected to a tensile test and then analyzed by transmission electron microscopy.
The study presented here suggests that the interaction of the film thickness with the
elastic and plastic heterogeneity of the film leads to a decrease of ∼5% in the measured
elastic modulus and yield stress when the film thickness is reduced from more than 500
nm to 10 nm. It also suggests that the difference attributable to this effect is on the order
of ∼0.5% or less for films with a thickness greater than 500 nm. It is important to note
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Figure 6.14 – Components of plastic strain for different film thicknesses during the
tensile test for a stress level of ∼830 MPa. The horizontal lines (ε¯p11∞, ε¯p22∞, and ε¯p33∞)
denote the components of strain for an infinitely thick film.
that these percentage changes are specific to the film under investigation. However,
if the length scale of the heterogeneity, usually the grain size, is on the same order of
magnitude as the film thickness, we can generalize that the measured material properties
are dependent on the thickness. Here, we demonstrate that this influence is significant
when the ratio of thickness to grain size is less than 10.
To confirm that this effect is indeed a result of the heterogeneity in the film, simulations
of the tensile test of a homogeneous film with a (111) texture, that is a single-grain film,
are performed for a 50-nm-thick and an infinitely thick film. It is clear when comparing
the resulting stress-strain curves that there is no thickness effect. Figure 6.16 shows the
stress-strain curves for both films. This result is expected because the homogenization
method predicts a zero perturbation displacement in the case of a homogeneous body.
This implies that the stress and strain fields are constant and the macroscopic behavior is
identical to the microscopic behavior. In the case of the film with a free surface, in which
the homogenization method is strictly imposed only for the in-plane components of stress
and strain, no surface effect is observed because out-of-plane components of stresses σ33,
σ13, and σ23 are also constant and thus equal to zero, to satisfy the free surface boundary
condition.
The film thickness sensitivity presented here is contrary to the literature consensus that
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Figure 6.15 – Plastic strain fields of εp11 for 50-nm-thick (b), infinitely thick (c), and
500-nm-thick (d) films. Slice of film in the 1–3 plane during the tensile test simulation
for an applied average stress of σ¯11 ≈ 830 MPa. The texture of all films is ilustrated
by that of the 50-nm-thick film (a). The displacement in (b), (c), and (d) are amplified
by a factor of 16.
the elastic modulus is independent of the thickness and that the yield stress should increase
with a thickness reduction. Regarding the influence of thickness on the elastic modulus,
no literature studies have been found on the phenomenon described here. Usually, the
change in elastic properties attributable to film thickness is caused by the influence of
atoms on the free surface. Because surface atoms are subject to a different environment
than interior atoms, their equilibrium positions will differ; thus, the properties that depend
on the relative position of atoms, such as the elastic properties, will be modified locally.
This phenomenon can be important for thin films when the number of atoms at, or close
to, the free surface is comparable with the number of interior atoms. Streitz et al. (1994)
proposed a model based on explicitly introducing the surface energy and surface stress
into the equilibrium equations of the thin film. Their results predicted a change in the
elastic modulus of gold films with thicknesses ranging from 0.5 to 6 nm. Above that
thickness, the influence of the free surface was negligible. In the experimental literature,
the thin films tested usually had thicknesses well above the 6-nm threshold; thus, such
phenomena were rightfully ignored.
Some evidence exists that the phenomena described in this section, although never
documented, have been experimentally observed. Wang and Prorok (2008) reported that
the elastic modulus of gold thin films was dependent on the film thickness.
In their work, nanocrystalline gold thin films of three different thicknesses with a
columnar microstructure were tested, and the elastic modulus was found to be between
69
Infinite
50 nm
Film thicknessS
tr
e
s
s
 [
M
P
a
]
0
500
1000
Strain []
0 0.01 0.02
Figure 6.16 – Tensile test for homogeneous (single-grain) films with a (111) texture
and 50-nm and infinite thickness.
54 and 59 GPa for a 250-nm-thick film, between 51 and 53 GPa for a 500-nm-thick film,
and between 62 and 66 GPa for a 1000-nm-thick film. For their specific specimens, the
difference in elastic moduli may be explained by two competing mechanisms: the change
in the film texture and the interplay between grain size and thickness. They reported
that the thinner films had a stronger (111) texture, whereas the thicker films presented a
significant (001) texture. This difference may explain the decrease in the elastic moduli
they observed between the 250- and 500-nm-thick films. The grain sizes were reported
to be 40 nm for the 250-nm-thick film, 50 nm for the 500-nm-thick film, and 100 nm for
the 1000-nm-thick film. Because the grain size for the 1000-nm-thick film did not scale
proportionally to that of the 250-nm-thick film, the effect described here may have played
a role in the softening observed between those two films.
Haque and Saif (2002), who conducted tensile tests on aluminum films with thicknesses
of 30 and 50 nm, reported the presence of equiaxed and columnar grains on the film. The
30-nm-thick film had an average grain size of 11.1 nm, whereas the 50-nm-thick film had
an average grain size of 22.5 nm. Although they did not report the elastic modulus for
both films, we can observe a softening behavior attributable to a decrease in film thickness
by calculating the elastic modulus from the stress-strain curves presented in the paper.
As calculated from three tensile tests for each film thickness, the elastic moduli of the
50- and 30-nm-thick films are 65.8 ± 3.3 GPa and 58.3 ± 5.0 GPa, respectively. Taking
into consideration that the film studied here does not share the same microstructural
properties, such as grain size and texture, the experimental results of Haque and Saif
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(2002) point to a softening behavior that may be a result of the interplay between film
thickness and grain size, as described in this section.
Espinosa et al. (2004) presented tensile tests of gold thin films with thicknesses of 200,
300, 500, and 1000 nm. All films presented a strong (111) texture and equiaxed grains with
an average size of ∼150 nm. They reported that all films presented elastic moduli ranging
from 53 to 55 GPa. Although the films in their study had equiaxed instead of columnar
grains, the film thickness and grain size were on the same order of magnitude; thus, an
interplay between film thickness and grain size may be changing the measured properties.
Because of the lack of columnar grains, the thickness sensitivity will strongly depend on
the spatial distribution of grain orientations. A firm conclusion regarding the presence of
the softening behavior described here will depend on a more careful examination of the
elastic modulus for each thickness.
The study presented here is based on the microstructure and texture of the thin films
tested by Jonnalagadda et al. (2010). Their work showed that the elastic modulus increased
from 64.7 ± 6.5 GPa to 66.6 ± 2.5 GPa when the thickness was increased from 850 to 1760
nm. Although the observed change in elastic modulus of ∼3% is more than that predicted
in the present study, the experimental results showed a similar trend of an increase in the
elastic modulus resulting from a thickness increase.
Regarding the dependence of yield stress on the film thickness, a large body of literature
has demonstrated the Hall-Petch relation (Argon, 2008), which predicts a strengthening
of grain size following
σy ∝ d−1/2, (6.2)
where σy is the yield stress and d is the average grain size. Although the film thickness
sensitivity is not well understood, it is generally accepted that a similar strengthening
dependence would be observed in thinner films; that is, the thinner the film, the stronger
it would be. The effect of the free surface can be of two natures: it may constrain the
dislocation loop by imposing a barrier and thus strengthening the material (Arzt, 1998),
or it may annihilate dislocations close to the surface, reducing the dislocation density
and thus weakening the material (Chauhan and Bastawros, 2008). Because of the discrete
nature of these two phenomena, there is no straightforward way to incorporate their
impact into continuum models, such as the single-crystal plasticity model. Efforts to
simulate such a surface effect are usually based on discrete models, such as dislocation
dynamics (Hartmaier et al., 1999; Nicola et al., 2005).
Within the framework of single-crystal plasticity and continuum mechanics, size effects
can be modeled by strain-gradient plasticity (Fleck and Hutchinson, 1993; Fleck et al.,
1994). In general, these models take into account the density of the geometrically neces-
71
sary dislocation, measured by some form of strain gradient, to evolve the hardening law
(Acharya, 2000; Gao and Huang, 2003). Although this framework has been used success-
fully to predict grain size effects (Acharya and Beaudoin, 2000), it is not clear that it can
capture free surface effects because it does not account for the two surface effects described
here, the constraining of the dislocation loop and the annihilation of dislocations (Gao and
Huang, 2003).
Given that the classical crystal plasticity used in this work does not account for free
surface effects and does not have an intrinsic length scale, we expect that the experimental
results will deviate from the predicted results. In this work, we identify one of several
effects the film thickness has on the plastic behavior. Literature studies have shown exper-
imental evidence of decreasing yield stress resulting from a reduction in film thickness.
Those observations may be influenced by the phenomenon described here.
Chauhan and Bastawros (2008) performed tensile tests of copper thin films with thick-
nesses ranging from 2 to 50 µm. One set of films with a grain size of 1.8 µm showed
a pronounced strengthening with a reduction in thickness, whereas another set of films
with a grain size of 5 µm showed a weakening at the lower thickness. The authors pro-
posed that the weakening was due to dislocation annihilation at the free surface, whereas
strengthening was due to grain-boundary source starvation at small grain sizes. Without
invalidating their conclusion, we suggest it is possible that the weakening described in
this section may be playing a stronger role in the film with the 5-µm grain size than in the
film with the 1.8-µm grain size. This is because the film with the grain size of 5 µm has
a thickness-to-grain size ratio between 0.4 and 10, which is more prone to this effect than
the film with a grain size of 1.8 µm. Figure 6.12 clearly shows that this phenomenon is
more significant at low ratios.
The work of Espinosa et al. (2004) showed that although the yield stress increased from
55 to 170 MPa when the film thickness was reduced from 1000 to 500 nm, the yield stress
plateaued at 170 MPa when the thickness was further reduced to 300 nm. This suggests
that some weakening effect is taking place at the lower thickness. Jonnalagadda et al.
(2010) showed a yield stress increase of approximately 10% when the film was reduced
from 1760 to 850 nm. Similar to the results found by Espinosa et al. (2004), a weakening
may be observed if the film thickness is reduced even more.
6.2.1 Impact of film thickness sensitivity on the rate dependence study
The study just described suggests that the surface effect on the actual film with a thickness
of 1750 nm is be negligible; thus, the best representation of the actual thin film is achieved
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by using an RVE with periodicity imposed through the thickness or an RVE with a
thickness of 500 nm or more. Unfortunately, neither of these approaches is feasible when
the mesh capabilities and computational power available are taken into consideration. The
approach using a film with a thickness of 500 nm or more is not possible because it requires
a mesh with approximately 400,000 nodes, which creates a system of equations with
approximately 1,200,000 variables. With the current implementation and the available
cluster, a single tensile test simulation takes 48 hours with 432 cpu. This amount of
time and computational power is not available to complete all the desired simulations.
The second approach of applying a periodic boundary condition through the thickness
direction is not feasible because it cannot be applied to a film with tilted grains; by
definition, a tilted film with grains crossing the entire thickness is not periodic. One way
to circumvent this is to limit the length of the columnar grains and build a model with
three or more layers of grains through the thickness. In this way, the periodic conditions
imply that the top and bottom layers are the same while the middle layer is independent.
This three-layer approach is also not feasible because it leads to a model with sizes similar
to the 500-nm-thick film.
The large number of elements through the thickness of the film is a consequence of
the aspect ratio of the thickness and in-plane features, that is, the grain size. To create
a good-quality mesh, in which the element aspect ratios are close to one, the average
element size should be similar to the smaller length scale of the model; thus, the largest
length scale will dictate the total number of elements.
It is decided, based on the limitation just described, that all subsequent analyses are
performed using the 50-nm-thick model. These models present a good aspect ratio be-
tween the thickness and the average grain size of 40 nm. The 50-nm-thick films require
models with approximately 50,000 nodes, which can be solved by 48 processors in 4 to 8
hours. The difference in elastic moduli and yield stresses between the 50-nm-thick model
and the actual 1760-nm-thick film is compensated for by calibrating the plasticity and
grain-boundary models to match the behavior of the 1760-nm-thick film. In this way,
the macroscopic behavior of the actual film can be captured by a film with a different
thickness.
6.3 Model calibration
As in the case of the 2-D model, the calibrations of the single-crystal plasticity model and
the grain-boundary model are performed independently. The crystal plasticity model is
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calibrated with the tensile tests subjected to strain rates above 6 × 10−4 s−1, whereas the
grain-boundary model is calibrated against the creep test at 350 MPa. The RVEs used
to calibrate the crystal plasticity model do not have grain-boundary elements, whereas
the ones used to calibrate the grain-boundary model do not include the single-crystal
plasticity model. This is possible because with the particular regimes used to calibrate the
models, only one of them generated significant plasticity. The plastic strain during the
during creep test simulations is approximately 2% of the grain-boundary strain.
To calibrate the single-crystal plasticity model, the set of 10 realizations for the RVE
with all grain boundaries perpendicular to the film plane, ”set P” as described in Section
6.1, is used. Unlike the case of the 2-D models, here we opt to assume the reference strain
rate of γα0 = 10
13 s−1, which is on the order of magnitude of the atomic frequency of metals
(Argon, 2008). The choice of γα0 does not affect the material behavior because it multiplies,[
gα(γ¯)
]−m in Equation 3.6; thus, it will only change the magnitude of other constants within
this model. Noting that gα(0) = τ0, the choice of γα0 and the rate sensitivity parameter m
define the value of τ0 that best captures the onset of plasticity on the grain. The value
of m = 65 is chosen such that the rate sensitivity for the yield stress at 0.2% will match
the experimental data, as can be verified in Figure 6.17 by the slope of the numerical and
experimental data. In this figure, the symbols represent the experimental data and the
solid curves correspond to the range of values within one standard deviation above and
below the average of 10 realizations of the RVE. The initial strength of τ0 = 450 MPa
is chosen to match the magnitude of the yield stress at 0.02%. The saturation stress of
τsat = 620 MPa and the initial hardening slope of h0 = 100 GPa are chosen to best fit the
nonlinear part of the stress-strain curve, as can be observed in Figure 6.18 for strain rates
of 12.8 and 0.06 s−1. The ratio of latent to self-hardening q is chosen as 1.3, as suggested in
Kocks (1970).
The good agreement between experimental and numerical results, as in the 2-D models,
points to the suitability of the classical single-crystal plasticity model for capturing the
plastic response of gold thin films. The fact that both the 2-D and 3-D models capture the
rate-dependent plastic response of the thin film corroborates the validity of the assump-
tions necessary to transform the inherent 3-D nature of the single-crystal plasticity model
to a 2-D finite element setting. When the tensile curves for the 3-D model presented in
Figure 6.18 are compared with their counterparts for the 2-D model (Figure 5.2), it is clear
that both models are able to capture the material behavior if the models are correctly cal-
ibrated. Analyzing the magnitude of the standard deviation, represented by the shaded
areas on the tensile curves in Figure 6.18, we observe that the stress predicted with an
RVE of 100 grains has an uncertainty of approximately 5% throughout the tensile test.
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Figure 6.17 – Calibration of the strain-rate sensitivity and initial strength of the single-
crystal plasticity model. The shaded area represents the interval of one standard de-
viation above and below the average for 10 realizations of the representative volume
element. The numerical results do not include the grain-boundary model.
This translates to an uncertainty in the yield stress at 0.02% of approximately 2%, which
is represented by the shaded areas in Figure 6.17. Such uncertainty levels are within the
range of experimental error and do not prevent a meaningful comparison between the
numerical and experimental results. Figure 6.17 also shows the predicted values for both
measures of yield stress in the absence of the grain-boundary model. Because the rate
sensitivity is defined in the crystal plasticity formulation by a single value, m, the model
predicts a unique slope for rate sensitivity through all strain rates. This fact allows us to
extrapolate the measures of yield stress for lower strain rates, as shown by the dashed
lines in Figure 6.17.
The second model used to capture the material behavior, the grain-boundary sliding
model, is calibrated with the creep experiments performed at 350 MPa. Creep test simula-
tions are performed with the two sets of 10 realizations of the RVE. The mean and standard
deviation for the first set, which has grain boundaries perpendicular to the film plane,
are represented in Figure 6.19 by the black line. The gray line represents the mean and
standard deviation for the second set of 10 realizations, which contains grain boundaries
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Figure 6.18 – Calibration of the single-crystal plasticity model with the tensile test
results at ˙¯ε = 12.8 s−1 (left) and ˙¯ε = 0.06 s−1 (right). The shaded area represents the
interval of one standard deviation above and below the average for 10 realizations of
the RVE.
tilted with respect to the film plane, as documented in Section 6.1. The best fit for the
parameters governing grain-boundary sliding is found to be ηs = 4, 520 GPa/(nm/s) and
Ks = 0.75 GPa/nm.
Here, it is important to note that the experimental creep curve used to calibrate the 3-D
model is different from the one used to calibrate the 2-D model. At the time of the 2-D
study, the experimental results presented in Figure 6.19 were not yet available. This new
creep curve is part of a set of results published by Karanjgaokar et al. (2013). In that study,
we discussed the application of a nonlinear creep model to capture the film behavior for
stresses ranging from 100 to 350 MPa. Here, we opt to calibrate the linear creep model
with the higher stress level, 350 MPa, because we are interested in the influence of creep
mechanisms on the yield stress, which occur between 400 and 700 MPa for the strain
rates of interest. A complete discussion of the use of linear and nonlinear models can be
found in Chapter 7. Unlike the 2-D model (Figure 5.4), the creep simulation results for the
3-D model do not capture the steady-state portion of the creep curve. This is due to the
assumptions made in each case. We argue that, in the case of the 2-D model, to capture the
out-of-plane grain-boundary sliding, an apparent opening needs to be included. In the
case of the 3-D model, no such assumption needs to be made and the out-of-plane sliding
is automatically considered through to the grain-boundary tilt. Figure 6.19 shows that the
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Figure 6.19 – Calibration of the grain-boundary model parameters with the creep
experiment at 350 MPa. The black and gray lines show the representative volume
elements (RVEs) with grain boundaries perpendicular and tilted, respectfully, in
relation to the plane surface.
out-of-plane sliding, which can occur only in the RVEs with tilted grain boundaries, does
not significantly affect the creep behavior of the thin film. In the 2-D model, the effect of
out-of-plane sliding is significant. This sliding allows the model to capture the secondary,
steady-state creep because the elastic component of the Kelvin model is removed. The
3-D results show that this is not a valid assumption. A discussion of the influence of the
grain-boundary tilt angle on the creep behavior is presented in more detail in Section 6.5.
6.4 Rate dependence study
Following the same approach as for the 2-D model, we combine the microstructural models
calibrated previously to predict the shift in rate sensitivity reported by Jonnalagadda et al.
(2010). Tensile test simulations at strain rates of 12.8, 6.0×10−4, 6.0×10−5, and 6.0×10−6 are
performed for the set with 10 realizations of the RVE with grain boundaries perpendicular
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to the film plane. The ”classical” 0.2% definition of yield stress as well as the yield stress
associated with a shift to a 0.02% strain are measured and are presented in Figure 6.20.
The shaded and patterned areas represent the interval of one standard deviation above
and below the average of the given yield stress measure, and the squares and circles
represent the experimental data. A dashed line is added to emphasize the rate sensitivity
shift shown in the experimental results when the strain rates are below 10−4 s−1.
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Figure 6.20 – Predicted and measured rate sensitivities for yield stresses of 0.2 and
0.02%. The shaded and patterned areas represent the interval of one standard devi-
ation above and below the average for 10 realizations of the representative volume
element with grain boundaries perpendicular to the film plane.
Good agreement between the experimental and numerical results is observed and the
rate sensitivity shift is captured qualitatively. The numerical models seem to capture the
shift in rate sensitivity for the 0.02% yield stress better than for the 0.2% yield stress. This
can be explained by the contribution of each of the deformation mechanisms, grain-interior
plastic strain (ε¯p11) and grain-boundary-mediated strain (ε¯
gb
11), on the total accumulated
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inelastic strain. The yield stress is defined as the point at which the accumulated inelastic
strain shifts the stress-strain curve at a 0.2 or 0.02% strain. The grain-boundary strain is
computed using Equation (3.22).
Figure 6.21 shows the fraction of each deformation mechanism on the total inelastic
strain accumulated up to the 0.2% (top) and 0.02% (bottom) yield stress as a function of
the strain rate. The data in Figure 6.21 are obtained from a given realization within the set of
10 realizations used to predict the rate sensitivity presented in Figure 6.20. The fractions
of grain-boundary strain (ε¯gb11) are denoted in dark gray, whereas the complementary
fractions, representing the plastic strain (ε¯p11), are denoted in light gray. Similar to the
conclusion drawn for the 2-D study in Section 5.3, the contribution of grain-boundary
sliding is negligible at higher strain rates, above 10−3 s−1, but becomes significant at lower
strain rates; thus, it supports the shift in rate sensitivity described previously. It is evident
in Figure 6.21 that the grain-boundary sliding has a larger contribution to the plastic strain
at the 0.02% than at the 0.2% yield stress, which explains why the former measure of yield
stress best captures the shift in strain rate. The shift in deformation mechanisms also
explains the change in uncertainty of the 0.02% yield stress at lower strain rates.
From an experimental point of view, the 0.02% yield stress is a way to measure the
onset of plasticity, which traditionally is associated with the critical resolved shear stress
necessary to promote the dislocation movement. However, the numerical results indicate
that the measured onset of plasticity may be influenced by other deformation mechanisms,
such as grain-boundary sliding. The numerical simulations predict that for a strain rate
of 6× 10−6 s−1, all the inelastic strain accumulated up to the onset of plasticity (0.02% yield
stress) is a result of grain-boundary sliding.
Although the competition between the two models captures the shift in rate sensitivity,
the numerical model overpredicts the 0.2% yield stress and underpredicts the 0.02% yield
stress at lower strain rates. This is because the linear grain-boundary model considered
in this work does not accurately represent the creep behavior for stress ranging from 400
to 700 MPa. In Chapter 7 the use of a nonlinear grain-boundary model is discussed.
The numerical study presented here is based on the simulation of a thin film with
grain boundaries perpendicular to the film plane. To evaluate the influence of the grain-
boundary tilt angle on the rate sensitivity, tensile test simulations are performed in one
realization of the RVEs for a film with tilted grain boundaries. We select one realization
among the 10 belonging to set ”T,” as described in Section 6.1. The resulting 0.02% yield
stress over seven decades of strain rates is presented in Figure 6.22 together with the
results for set ”T,” which represents films with grain boundaries perpendicular to the film
plane. The shaded area represents the interval of one standard deviation above and below
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Figure 6.21 – Contributions of grain-boundary strain (ε¯gb11) and plastic strain (ε¯
p
11) on
the total inelastic strain accumulated up to the 0.2% yield stress (top) and the 0.02%
yield stress (bottom) as a function of the strain rate. The fraction is obtained from one
given realization of the representative volume element.
the average for 10 realizations of the RVE with grain boundaries perpendicular to the film
plane. This comparison shows that the grain-boundary tilt does not affect the thin film
rate sensitivity. This is expected because the grain-boundary tilt has a limited influence
on the macroscopic strain resulting from grain-boundary sliding, as shown previously in
Section 6.3, and the rate sensitivity is a direct effect of grain-boundary sliding.
When the rate sensitivity studies for the 2-D and 3-D models are compared, we observe
that both capture the shift in rate sensitivity, but only the 2-D model correctly captures the
primary and secondary creep behavior of the thin film. Thus, the shift in rate sensitivity
is uniquely dependent on the magnitude and rate of the primary creep. The secondary
creep does not play a role in modifying the yield stress measured at low strain rates.
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Figure 6.22 – Predicted rate sensitivity for the 0.02% yield stress. The shaded and
patterned areas represent the interval of one standard deviation above and below the
average for 10 realizations of the RVE with grain boundaries perpendicular to the
film plane. The squares represent one realization for grains with grain boundaries
tilted with respect to the film plane.
6.5 Influence of grain-boundary tilt on the creep behavior
The effect of tilted grains on the macroscopic creep behavior of thin films is further
investigated in this section. Creep tests at 350 MPa are simulated in two sets of RVEs:
set ”P,” with grain boundaries perpendicular to the film plane, and set ”T,” with grain
boundaries tilted with respect to the film plane. The grain boundaries in set ”T” have an
average tilt angle of α = 83.5◦, with α defined as in Figure 3.4. A detailed description of
both sets is presented in Section 6.1.
Figure 6.23 shows three components of macroscopic strain resulting from grain-boundary
sliding. The lines represent the mean values, and the error bars represent the standard
deviations of the given strain component for 10 realizations of the RVE with grain bound-
aries perpendicular (left) and tilted (right) with respect to the film plane. It is clear from
Figure 6.23 that the model with tilted grain boundaries generates macroscopic out-of-
plane strain ε¯gb33, whereas the model with perpendicular grain boundaries does not. Figure
6.24 highlights this observation by showing in detail only the components of ε¯gb33 for both
sets of RVEs.
The effect of grain-boundary tilt on the macroscopic strain is a consequence of the fact
that grain-boundary sliding can generate only shear strain; thus, the total strain must be
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Figure 6.23 – Components of grain-boundary-mediated strain for RVEs with grain
boundaries perpendicular (left) and tilted (right) with respect to the film plane. The
error bars represent the standard deviations for 10 realizations of the RVE.
volume preserving. For grain boundaries perpendicular to the film plane, the extension
(ε¯gb11) is compensated by transversal (ε¯
gb
22) compression. In contrast, in the model with tilted
grain boundaries, the in-plane extension (ε¯gb11) is compensated by compression in the other
two directions (ε¯gb22 and ε¯
gb
33). From a mathematical point of view, it is possible to show
from Equation (3.22), which defines the grain-boundary strain, that if the grain-boundary
normal is perpendicular to the y3 axis, the component of strain ε¯
gb
33 will always be zero. This
also explains the standard deviation of ε¯gb33 being equal to zero in the case of perpendicular
grain boundaries.
Figure 6.23 shows that contrary to the assumptions made in the 2-D model, the presence
of out-of-plane strain does not promote the secondary creep behavior. In the 2-D model,
the out-of-plane sliding is incorporated as an apparent opening of the grain boundary,
which is completely independent of the sliding component. The inclusion of an apparent
opening is physically sound because the tilted grain boundaries make the two in-plane
components of strain (ε¯gb22 and ε¯
gb
33) apparently compressible; thus, an opening component
should be allowed. However, the 3-D model shows that the apparent opening should be
coupled with in-plane sliding; thus, when one ceases to operate, the other will stop as
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Figure 6.24 – Comparison of ε¯gb33 for representative volume elements (RVEs) with
perpendicular and tilted grain boundaries with respect to the film plane.
well.
The numerical predictions made here create a natural way to identify the deformation
mechanism in a thin film with columnar grains. Grain-boundary-mediated deformations
should create a highly anisotropic deformation, as shown here, whereas the intragran-
ular dislocation-based plasticity should create a more isotropic deformation. The ratios
between the components of strain resulting from crystal plasticity are a consequence of
the material texture. If an experiment were devised in which both in-plane strains ε11 and
ε22 were measured, the comparison of their magnitude could be used as a parameter to
identify the source of the observed deformation.
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7 Discussion of the Creep Model
Results obtained with the 2-D and 3-D models show that the plastic behavior of gold
thin films can be satisfactorily captured by the classical single-crystal plasticity model.
Conversely, the viscoelastic model proposed to simulate grain-boundary sliding does not
capture the creep behavior for the stress levels ranging between 100 and 350 MPa. In a
recently published paper (Karanjgaokar et al., 2013), we showed that the creep behavior
could be modeled by a nonlinear viscoelastic model with three elements, as represented
in Figure 7.1. In this model, the creep strain, εc, for a constant applied stress σ¯ is given by
  
  
  
ηp
ηss
Eh
σ¯
Figure 7.1 – Phenomenological representation of the creep behavior through an asso-
ciation of nonlinear springs and dashpots.
εc =
σ¯
Eh
[
Eh
ηss
t +
(
1 − exp
(−Eh
ηp)
t
))]
, (7.1)
whereas the viscous parameters associated with the primary creep ηp and the steady-state
creep ηss are given by
ηp = exp(ap1 − ap2σ¯), (7.2)
ηss = exp(ass1 − ass2 σ¯), (7.3)
where σ¯ is the applied stress on the film, ap1 and a
p
2 are empirical constants that control the
primary creep behavior, and ass1 and a
ss
2 are empirical constants that control the secondary
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creep behavior. The delayed elasticity parameter Eh, which captures the magnitude of the
primary creep strain, is a phenomenological representation of the competition between
strain hardening and recovery and is given by a linear relation with respect to the applied
stress,
Eh = α
p
3 − αp4σ¯, (7.4)
where αp3 and α
p
4 are empirical constants. The exponential dependence of the viscous coef-
ficient on the applied stress is motivated by the kinetics of thermally activated deformation
processes (Argon, 2008), which can be expressed as
γ˙ = γ˙0 exp
[
−∆G(τ, τ0)
kT
]
, (7.5)
where γ˙0 is a pre-exponential factor that represents the strain rate generated during one
deformation event, k is the Boltzmann constant, T is the temperature, and ∆G(τ, τ0) is the
activation free energy for the forward deformation process. The activation energy can be
expressed as a function of the applied stress τ and a material strength parameter τ0.
The aforementioned model can capture the creep behavior of the gold thin film subjected
to stress levels of 100, 150, 200, and 250 MPa, as presented in the bottom graph of Figure
7.2. The solid lines represent the numerical model and the dotted lines represent the
experimental results. The top graph in Figure 7.2 shows the same data as well as the
experimental and numerical results at 350 MPa. At that stress level, the numerical model
underpredicts the magnitude of the primary creep strain, pointing to a change in the
hardening mechanism responsible for interruption of the primary creep.
The ability of the nonlinear model to capture the primary and secondary creep rates
indicates that the creep behavior is a consequence of a dislocation-based deformation
mechanism. Because the material is nanocrystalline, i.e., having a grain size of less
than 100 nm, it is possible that such creep behavior is a result of grain-boundary sliding
accommodated by dislocation movement. This fact is also corroborated by the single-
crystal plasticity model prediction of the yield stress. The data extrapolated from Figure
6.17 predict that the 0.02% yield stress of the material reaches 250 MPa only when the
applied strain rate is below approximately 10−27 s−1. This indicates that at the stress levels
imposed during the creep experiment, no significant intragranular plasticity is expected;
thus, grain-boundary sliding is a good candidate to explain the presence of a nonlinear
thermally activated mechanism.
The rate-sensitivity study shows that the primary creep rate is the most important
factor controlling the observed shift in rate dependence. Although the 3-D model does
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Figure 7.2 – Experimental and numerical results for the one-dimensional nonlinear
creep model. Detailed view of creep curves for stress levels between 100 and 250 MPa
(bottom) and between 100 and 350 MPa (top). The solid and dotted lines represent
the numerical and experimental results, respectively.
not capture the secondary creep rate, it is still able to capture the strain-rate sensitivity
shift. This indicates that the secondary creep rate does not affect the shift in strain-rate
sensitivity. The importance of the primary creep can also be shown by analyzing the
magnitudes of the strain rate applied in the tensile test and the primary creep rate. The
components of strain during the tensile test for the applied strain rate of 6.0 × 10−6 s−1
presented in Figure 5.6 show that the grain-boundary sliding strain rate of ∼10−7 s−1 is
sufficient to reduce the observed yield stress. A strain rate of ∼10−7 s−1 is similar to the
observed primary creep around 300 MPa.
To improve the ability of the multiscale finite element solver to capture the creep be-
havior between 100 and 250 MPa, the grain-boundary sliding model should be modified
to incorporate the nonlinearity just described. Figure 7.3 shows the experimental primary
creep rate represented by bullets for applied stresses between 100 and 350 MPa and three
possible mathematical forms to represent its behavior: exponential, power law, and linear.
The linear model, as calibrated in the 3-D multiscale solver, is added for reference. The
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exponential form relates the creep strain rate ε˙ to the applied stress σ¯ as
ε˙ = exp
(
ap1 − ap2σ¯
)
, (7.6)
where ap1 and a
p
2 are positive empirical constants. It is evident that the best fit for the
primary creep strain rate is obtained by the exponential model. The second best fit is
achieved by a power law in the form
ε˙ = a1σ¯a2 , (7.7)
where a1 and a2 are empirical constants. The power law is usually used as a convenient
mathematical representation to approximate the exponential model. The linear model
calibrated to match the primary creep strain rate at 350 MPa is also represented by a
dashed line in Figure 7.3. The linear model shows the predicted primary creep strain
rate that is obtained with the linear model used in the multiscale finite element solver. It
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Figure 7.3 – Experimental primary creep rate for applied stresses between 100 and 350
MPa and three possible mathematical representations: exponential [Equation (7.6)],
power law [Equation (7.7)], and linear.
becomes clear, based on Figure 7.3, that an exponential model should be used to govern
grain-boundary sliding as a function of shear stress on the grain surface. In addition to the
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primary creep rate, the grain-boundary sliding model must capture the total magnitude
of the primary creep strain resulting from a hardening effect because of grain-boundary
sliding. Thus, we propose a phenomenological model to capture the hardening effect by
premultiplying the exponential law given in Equation (7.6). The hardening equation is
a function with a magnitude of 1 at the onset of grain-boundary sliding and 0 when the
primary creep strain reaches its maximum value. As in the nonlinear viscoeleastic model,
we propose a hardening effect based on the magnitude of the shear stress τ and total
sliding χ on the grain boundary. When the phenomenological hardening is combined
with the exponential form, the grain-boundary sliding rate is given by
χ˙ =
[
0.5
(
1 + tanh
(
h1 − h2|τ| + |χ
max|
|χ¯|
))]
︸                                        ︷︷                                        ︸
hardening
exp
(
rp1 − rp2|τ|
)
sign(τ)︸                      ︷︷                      ︸
strain rate
, (7.8)
where χ is the displacement jump in the sliding direction; χmax is the maximum sliding ob-
served by the grain boundary; h1, h2, and χ¯ are phenomenological hardening parameters;
and rp1 and r
p
2 are phenomenological sliding-rate parameters. Although this model can
capture the primary creep strain rate and the magnitude of the total primary creep strain,
the nonlinearity introduced by the tangent hyperbolic and the exponential functions make
its computational cost extremely high for use on the multiscale finite element solver.
Equation (7.8) as well as a power-law version, as in
χ˙ =
[
0.5
(
1 + tanh
(
h1 − h2|τ| + |χ
max|
|χ¯|
))]
︸                                        ︷︷                                        ︸
hardening
(
rp1|τ|r
p
2
)
sign(τ)︸            ︷︷            ︸
strain rate
, (7.9)
are implemented in the multiscale finite element solver. The parameters of Equation
(7.9) are calibrated with the experimental creep results at 100 and 200 MPa. The solver
uses an RVE with 36 grains, and the results are presented in Figure 7.4. The dotted
lines represent the experimental results and the continuous lines represent the numerical
model presented in Equation (7.9). Because of the small time step necessary to satisfy
convergence, the power-law-based model requires approximately 4000 time steps, which
is an order of magnitude larger than the 300 steps required by the linear model to simulate
the same time span. Because of the excessive computational cost associated with the
nonlinear models, the simulations to predict the rate-sensitivity shift with the RVEs with
100 grains are not pursued.
It is expected that the use of nonlinear models, as presented in Equations (7.8) and (7.9),
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Figure 7.4 – Calibration of the grain-boundary sliding model based on the power
law, as in Equation (7.9). The dotted lines represent the experimental results, and the
continuous lines represent the numerical model.
will improve the agreement between the experimental and numerical results. Figure 7.3
shows that, compared with the exponential model, the linear model tends to underpredict
the primary creep strain rate by about an order of magnitude for stress levels around 600
MPa. Because the primary creep strain is the mechanism responsible for the observed
shift in rate sensitivity, the use of the exponential-based grain-boundary sliding law should
improve the numerical prediction of yield stress for strain rates below 10−4 s−1.
Although the nonlinear creep model is not pursued within the multiscale finite element
framework, in the study by Karanjgaokar et al. (2013), we showed that the nonlinearity
had an impact on the long-term stability of nanocrystalline films subjected to periodic
loads. We evaluated the long-term strain response of nanocrystalline gold films subjected
to nominally elastic cyclic loads at low frequencies (periods of ∼4 to 60 min) and for
extended periods of time.
A baseline numerical simulation of the material response for a periodic square loading
profile with a mean stress (rm) of 175 MPa and an amplitude (A) of 75 MPa, i.e., a stress
profile with a minimum value of 100 MPa and a maximum value of 250 MPa, is carried
out as shown in Figure 7.5. The effective creep response represented by the dotted lines
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for the upper and lower bounds is the cumulative effect of the strain accumulated at the
upper stress (250 MPa) and the competition between the strain accumulated at the lowest
stress (100 MPa) and the strain recovered because of the sudden stress reduction from
rmax = 250 MPa to rmin = 100 MPa. The curves for the lower bound of creep strain as a
function of time for stress amplitudes of 25, 50, and 75 MPa and a mean stress of 175 MPa
are shown in Figure 7.6. The material response for a constant stress of 175 MPa, i.e., zero
oscillation amplitude, is also shown in Figure 7.6 for comparison with the creep curves
for different periodic stress amplitudes.
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Figure 7.5 – Strain profile for a material point subjected to a periodic step function
stress profile with a mean stress of 175 MPa and a stress amplitude of 75 MPa. Note
that the vertical strain jumps represent the elastic strain in each cycle.
This simulation highlights one of the implications of the nonlinear creep model by
comparing the creep strain at a constant stress (175 MPa) with the effective creep strain for
a periodic stress profile with the same mean stress. As explained by McLean et al. (2010),
if the creep response follows a linear viscoelastic law, the effective cyclic creep response
represented by the lower bound, i.e., the difference between the total strain and the initial
elastic strain at the minimum stress, should be identical to the creep strain produced by
the mean stress as a direct consequence of Boltzmann’s superposition. Because of the
nonlinearity of the model, the effective creep strain in Figure 7.6 depends not only on
the average applied stress but also on the stress amplitude. This nonlinearity also affects
the relative contributions of the primary and secondary creep, which are assessed by
two parameters extracted from the effective cyclic creep strain curves in Figure 7.6: the
accumulated primary creep strain, i.e., the strain accumulated because of the effective
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primary creep for cyclic loads, and the secondary creep rate, i.e., the effective steady-
state creep response. These two quantities normalized by the corresponding values for
the creep curve at a mean stress of 175 MPa are shown in Figure 7.7. The accumulated
primary creep strain increases by 25%, whereas the secondary creep rate decreases by 21%
for high stresses.
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Figure 7.6 – Effective cyclic creep strain for a material point subjected to a periodic
square stress profile with a mean stress of 175 MPa for a period of 3 min and at
different amplitudes. The solid line for 175 MPa represents an amplitude of 0 MPa.
From a long-term material stability perspective, it is important to note that the accu-
mulated total creep strain can be controlled effectively by changing the amplitude of the
applied cyclic stress. The difference in the accumulated primary creep strain could arise
from the strong influence of the nonlinear dependence of the primary creep rate on stress,
leading to high creep rates at the maximum value of applied stress, which cannot be
completely recovered at a smaller driving force, leading to an accumulated primary creep
strain. The opposite trend is observed during the secondary creep phase because the sec-
ondary creep rate is reduced with increasing amplitudes. The primary creep response at
lower stresses lasts much longer than the cycle period; hence, the strain recovery resulting
from the reduction in stress from the righer to the lower level is larger for increasing stress
amplitudes. Consequently, for increasing stress amplitudes, the increase in strain recov-
ery at the lower stress is larger than the increase in creep strain accumulated at the higher
stress. Thus, the reduction in the effective steady-state creep rate is a direct consequence
of the long duration of primary creep, leading to a higher strain recovery at low bounds
of cyclic stress. It should be noted that the shape of the loading profile has no significant
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Figure 7.7 – The accumulated primary creep strain and the steady-state creep strain
rate normalized with the corresponding parameters from a creep curve at a constant
stress of 175 MPa.
effect on the results and trends presented in Figure 7.7. The effective creep results from
sinusoidal stress profiles with the same mean and amplitude values are in agreement
with those for square stress profiles. The effect of frequency of the loading profiles is
also evaluated for a mean stress of 175 MPa and an amplitude of 75 MPa for periods of
3, 30, and 60 min. The lower bound creep curves for different time periods reveal that,
although the steady-state creep rates remain unaffected by frequency, the magnitude of
the primary creep strain increases with increasing frequency. This trend is somewhat
expected because the primary creep response, representative of the competition between
hardening and relaxation, depends strongly on frequency for a strongly rate-dependent
material such as nanocrystalline gold.
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8 Concluding Remarks and Future Work
8.1 Summary
This work has presented a multiscale finite element solver aimed at capturing the effects of
grain-level deformation mechanisms and the material microstructure on the macroscopic
elastic and plastic behavior of nanocrystalline thin films. The multiscale method was
modified, based on the mathematical theory of homogenization, to impose any state of
strain or stress on the representative volume element (RVE). This allowed us to simulate
displacement-controlled tensile tests and load-controlled creep tests. To study the effect of
film thickness, the multiscale method was also adapted for cases in which the separation
of scales was valid in only two of the three spatial dimensions. 2-D and 3-D versions of
the multiscale finite element solver were implemented.
To improve the fidelity of the multiscale simulation, auxiliary software was developed
to create RVEs of the nanocrystalline thin films. For the 2-D models, in-house, C++-
based software was used to create a 2-D weighted Voronoi tessellation. The randomness
of the tessellation was controlled by using the centers of circles packed inside a square
as seed points. The distribution of the circle radii controlled the grain size distribution
in the RVE. A periodic finite element mesh was created by the software T3D. The 3-D
RVEs of the nanocrystalline materials were also created by Voronoi tessellation. The C++
library Voro++ was used to create 3-D models, and a series of Hypermesh™and Python
scripts were developed to generate the periodic finite element mesh. A particular seeding
technique was applied to create RVEs of thin films with a columnar microstructure. The
seeds were randomly distributed in the middle plane of the film to create columnar Voronoi
cells that traversed the film thickness. To create tilted grain boundaries, the seeds were
randomly perturbed in the out-of-plane direction. The grain interiors were meshed with
volumetric finite elements, whereas the grain boundaries were meshed with interfacial
finite elements.
The two deformation mechanisms incorporated in the multiscale method were the
single-crystal plasticity method, aimed to capture the plastic behavior at high strain rates,
and a diffusion-based grain-boundary sliding model, aimed to capture the macroscopic
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creep behavior. The single-crystal plasticity model was calibrated with tensile tests at the
right strain rates, whereas the grain-boundary sliding model was calibrated with creep
tests.
An RVE size study was performed with the 2-D finite element solver. The uncertainties
of the elastic modulus and yield stress were measured for unit cells with 16, 36, and 64
grains. The standard deviations for the yield stress and elastic modulus were found to
be 2.3 and 1.3%, respectively. In the 3-D model, the standard deviation of the yield stress
was equal to 2% when the RVE contained 100 grains.
Both the 2-D and 3-D models were validated by predicting the rate sensitivity of a
nanocrystalline gold thin film for strain rates ranging from 6.0× 10−6 s−1 to 12.8 s−1, using
grain-level deformation models calibrated with the aid of one creep experiment and higher
strain-rate tensile tests. The multiscale model also provided a quantitative evaluation of
the influence of creep strain during tensile testing of the gold thin films. The results showed
that the 0.02% yield stress was smaller by 100 MPa when compared with predictions at
a strain rate of 10−6 s−1 that ignored creep effects. The contributions of grain-boundary
sliding and volumetric plastic strain were quantified. In the 3-D model, the amount of
grain-boundary strain accounted for up to 100% of the total inelastic strain accumulated
at the onset of plasticity, as measured by the 0.02% yield stress. We also demonstrated
that during the tensile test at a strain rate of 6.0 × 10−6 s−1, the grain-boundary strain rate
is approximately 10−7 s−1, which is similar to the primary creep strain rate at 300 MPa.
This observation implies that inelastic properties of thin films derived from experiments
performed at low strain rates must be done with caution. The rate-sensitivity study
showed that auxiliary creep tests are critical for quantifying the concurrent development
of the active deformation mechanisms and assessing the contribution of each one.
The effect of film thickness on the elastic and plastic properties, as measured by tensile
tests, was quantified. Simulations of tensile tests at 6 × 10−2 s−1 were performed in films
with thicknesses of 10, 50, 100, 200, and 500 nm. The properties of a thin film without
surface effects was calculated by simulating an infinitely thick film in a uniaxial state of
stress. The numerical results showed a decrease in the measured elastic modulus and
yield stress with a reduction in the film thickness. The mechanics behind this effect were
explored, and it was demonstrated that the film thickness affected the overall states of
strain and stress on the film by modifying its elastic and plastic behavior. The effect of
thickness on the behavior of the film is a direct consequence of the ratio between grain
size and film thickness. Although the absolute value of the thickness may modify the ac-
tive deformation mechanism in an actual experiment, in this work only one deformation
mechanism has been considered for the film thickness effect. This study highlights the
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fact that elastic and inelastic properties derived from tensile tests of thin films are specific
to the set of films that shares the same thickness, texture, and microstructure. The gener-
alization of these properties to other thin films with different characteristics might not be
meaningful. Similar to composites, polycrystalline thin films may need to be regarded as
heterogeneous materials. Experimental evidence of the thickness dependence found in
the literature was documented.
The last study performed was to quantify the influence of the grain-boundary angle
with respect to the film plane on the macroscopic behavior attributable to grain-boundary
sliding. Creep test simulations were performed in two sets of RVEs, one with grain
boundaries perpendicular to the film plane and one with grain boundaries tilted. The
results showed that the grain-boundary angle was responsible for generating strain in the
direction transverse to the load direction. This result can be a powerful tool for identifying
the source of deformation, i.e., grain-boundary sliding or grain-interior plasticity, in a thin
film with grains forming a columnar microstructure.
8.2 Key contributions
This work was divided into two parts. The first part focused on the development of
unique computational tools, and the second focused on the insights and understandings
generated by applying these tools to study nanocrystalline thin films. This work is among
the few in the literature in which a rigorous mathematical theory of homogenization is
used to model inelastic behavior in polycrystalline materials. It is also among the few
works in which a 3-D analysis of nanocrystalline thin films was performed. Regarding
the analysis, this work
• Established that the interplay between grain-boundary sliding and volumetric defor-
mation may be the root cause of the strong rate dependence observed in nanocrys-
talline materials (Sections 5.3 and 6.4). The results for the 2-D model have been
published in the International Journal for Multiscale Computational Engineering (Stump
et al., 2012).
• Illustrated the influence of film thickness on the elastic and inelastic behavior of thin
films (Section 6.2).
• Demonstrated that the primary creep observed in nanocrystalline thin films can be
explained mainly by grain-boundary sliding (Section 6.3).
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• Quantified the influence of the thin film morphology, specifically the effect of the
columnar microstructure, on the macroscopic deformation attributable to grain-
boundary sliding (Section 6.5).
• Estimated the long-term stability of nanocrystalline gold films subjected to cyclic
loading based on nonlinear creep models. These findings have been summarized in
a manuscript published at the journal Scripta Materialia (Karanjgaokar et al., 2013).
The findings of the 3-D model, presented in Chapter 6, are being summarized in a
manuscript to be submitted to publication.
8.3 Future work
Linking microscopic features of the material, such as the inter- and intragranular plastic
behavior, the grain size, and the texture, to the macroscopic behavior is a complex task
that depends on the parallel development of numerical models and experiments. The
suggestions for future work provided in this section are divided in three sets. The first set
suggestions includes tasks that can improve the agreement between numerical predictions
and the experimental data presented in this work (Section 8.3.1). The second set, described
in Section 8.3.2, presents possible improvements to be made on the multiscale 3-D solver
and the geometry and mesh generation tools. The third set includes suggestions for new
studies in which the current multiscale framework would be a valuable tool (Section 8.3.3).
8.3.1 Physical models
The first issue that needs to be addressed is to identify the root cause of the difference
in elastic moduli between the experimental measurements and the values predicted by
the material texture. It is extremely important to identify the reason for the reduced
elastic modulus because the correction incorporated into the numerical model, to match
the experimental data, defines the stress and strain fields, and thus the resulting plastic
behavior.
The difference in elastic moduli may be due to the larger number of grain boundaries
with an amorphous structure, or to some sort of porosity of the material, or to the pres-
ence of other textures not measured through X-ray diffraction. To identify the main cause
contributing to the lower elastic modulus, it is necessary to measure the material density
precisely to obtain a detailed description of the material texture and microstructure and,
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if possible, to measure the elastic constants associated with the grain boundary. If the
material is defined as fully dense, as in the case of the films used in this work, detailed in-
formation on the material microstructure and texture would be useful, to explore whether
any interaction between grain size and film thickness is acting to reduce the elastic mod-
ulus. Several electro-backscattering diffraction (EBSD) images could be used to create a
virtual microstructure with a higher fidelity. One of the approaches presented in Section
3.5 could be used to synthesize the virtual microstructure.
The influence of the grain-boundary elastic properties on the macroscopic elastic behav-
ior could be predicted easily if the grain-boundary elastic properties could be measured
or estimated. Ideally, the grain boundary could be tested if a thin film with only one grain
boundary, that is a bicrystal specimen, could be manufactured. Given the difficulty of
manufacturing such a specimen, the grain-boundary properties could be estimated with
the help of molecular dynamics. Another approach would be to measure this indirectly
through the elastic moduli of films with different grain sizes. The grain-boundary elastic
properties could be estimated easily if the elastic moduli of films with different grain sizes
were available. Again, it is necessary to have virtual microstructures with good fidelity to
capture possible interactions between grain size and film thickness that could be reducing
the elastic modulus.
The second most important issue to be addressed is the grain-boundary behavior. Usu-
ally, it is argued that the behavior of a nanocrystalline material differs from its counterpart
with a larger grain size because of the influence of the grain boundary. However, little
is known about grain-boundary behavior, especially how plastic deformations take place
inside the grain boundary. Similar to the grain-boundary elastic constants, a bicrystal
thin film specimen would be the ideal method to characterize the plastic behavior of the
grain boundary. However, if this is not feasible, it would be necessary to rely on indirect
measurements of the grain boundary. Unlike for the grain-boundary elastic properties,
molecular dynamics is not an option to quantify the plastic behavior accurately. Although
molecular dynamics can easily provide qualitative information on the grain-boundary
behavior, it is still a challenge to obtain truly predictive data with molecular dynamics
simulations. The time scales associated with deformation mediated by grain-boundary
sliding are on the order of hours, whereas molecular dynamics usually captures phenom-
ena with a duration of nanoseconds.
One possible way to indirectly measure the plastic behavior of grain-boundary sliding
would be to identify stress levels for creep tests and strain rates for tensile tests in which
grain-boundary sliding is the major deformation mechanism. This could be done by
measuring the two in-plane components of strain ε11 and ε22, and possibly the out-of-plane
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component ε33, and compare the ratios among these components with the predictions
obtained through the multiscale finite element solver. This analysis would be conclusive
only if the ratios between strain components attributable to grain-boundary sliding were
different from the ratios attributable to intragranular crystal plasticity for the specific
texture. In Section 6.5, we showed that for the material studied, the magnitude of the grain-
boundary sliding-mediated strain εgb22 should be around 90% of ε
gb
11 and the magnitude of
εgb33 should be around 10% of ε
gb
11. The confidence in the values obtained through indirect
measurements of grain-boundary sliding will be strongly dependent on the fidelity of the
virtual microstructure. In this case, a detailed characterization through EBSD images is
very important.
In addition to the new measurements for grain-boundary sliding, improvements could
be made in the grain-boundary model. As discussed in Chapter 7, the thin film studied
presents a nonlinear creep behavior. Assuming that the creep is indeed a result of grain-
boundary sliding, the nonlinearity could originate from two sources: the movement of
dislocations at the grain boundary, that is, extrinsic dislocations, or the intragranular
plastic accommodation of diffusion-based sliding. For the extrinsic dislocations, new
physically based hardening laws could be developed to represent the evolution of the
grain-boundary structure and its effect on grain-boundary sliding. In Section 7, Equation
(7.9) shows a possible phenomenological hardening law. To study the intragranular plastic
accommodation of diffusion-based grain-boundary sliding, a multiscale solver to extract
the “macroscopic” constitutive law of the grain boundary could be developed.
Within the multiscale finite element solver presented in this work, the material could
only accumulate grain-boundary-mediated strain if the surrounding grains deformed,
accommodating the sliding movement. However, in this model it was clear that most
of this accommodation was elastic. No significant crystal plasticity was observed on the
material during the creep test simulations. The lack of intragranular plastic deformation
may be a consequence of the grain boundary being represented as a plane. Thus, to
incorporate the effect of irregular grain boundaries on the material, another multiscale
solver could be used to extract the “macroscopic” constitutive law based on a detailed
geometrical model of the grain boundary. In this case, the RVE would be a virtual
representation of a grain-boundary interface: the grain interior surrounding the interface
must contain the single-crystal plasticity model, and the grain-boundary interface would
allowed to slide only according to a linear viscous law. The interface between the two
grains is nonplanar such that the relative movement of the grains would require some sort
of intragranular deformation. The constitutive laws of the grain boundary would thus
be obtained by applying shear and normal strain and calculating the resulting stresses.
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The numerical constitutive law obtained with this study needs to be incorporated into the
grain-boundary model of the multiscale solver for the entire material system.
In addition to grain-boundary sliding, the grain boundary is known to deform by the
accumulation of atoms transported by diffusion through the network of grain bound-
aries. This is classically known as Coble creep. Such a deformation mechanism could be
incorporated into the multiscale finite element solver. Numerical models for diffusion-
based grain-boundary opening and sliding have been proposed by Wei et al. (2008) and
Garikipati (2001). These models would be useful for capturing linear creep behavior,
which is expected for creep tests at stress levels below 100 MPa at room temperature or
above 100 MPa at higher temperatures.
8.3.2 Numerical implementation
Regarding the numerical methods and implementation developed in this dissertation,
some issues could be solved to improve the efficiency of the software, thus allowing us to
solve problems with larger and more complex microstructures. As discussed in Section
4.4, most of the simulation time was expended solving the linear system of equations
derived from the Newton-Raphson method. In this work, we tested iterative solvers that
should be more efficient for large problems; however, we encountered convergence issues.
A further investigation that would involve tuning the parameter of the iterative solver
and using different pre-conditioners could prove valuable to reduce the solving time, thus
allowing us to solve larger problems.
In Chapter 7, we mentioned that studies with nonlinear grain-boundary behavior could
not be pursued because of their the computational cost. This problem would be automat-
ically solved if the time to solve a linear system were reduced by two to three orders of
magnitude with the use of iterative solvers. Alternatives to the time integration procedure
presented in Appendix A.1 that would allow for a larger time step could also be explored.
Another issue that hindered the simulation of 3-D RVEs with more complex microstruc-
tures was the difficulty encountered in meshing more complex geometries. As discussed
in Section 4.5 we encountered three types of problems: 1) failing to create the geometry
with closed volumes, 2) failing to create periodic surface meshes, and 3) failing to create
volumetric meshes. The first problem, which was responsible for most of the fails, could
be solved during the creation of the Voronoi tessellation, in this case within the Voro++
library, or within the meshing software in a process usually called “defeaturing.”
The Voronoi tessellation, by definition, is a set of closed volumes; however, some of
the Voronoi cells may not close a volume because of numerical approximations. Usually,
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the problem originated from the presence of small faces that were wrongly interpreted by
the geometrical engine of the meshing software. Thus, this problem could be avoided if
the Voronoi tessellation did not present such small faces. The use of a weighted Voronoi
tessellation, as was used in the 2-D models, could reduce the presence of small faces;
however it would also reduce the variation in grain sizes and shapes, which is not desir-
able. Another approach that could be implemented, inside the Voro++ library or inside
the meshing software (Hypermesh™), would be to perform some automatic defeaturing
on the Voronoi tessellation before meshing it. This would involve 1) identifying all small
faces in the Voronoi tessellation, 2) automatically deciding wheter if the face needed to
be collapsed into a line or a point, 3) collapsing the face by merging the points and lines,
and 4) updating the description of the Voronoi cell to accommodate the reduced number
of lines and points. Such operations would transform the planar faces of Voronoi cells
on a nonplanar 3-D surface in which only the positions of the vertex and edges would
be known; thus, a new description of the Voronoi surface would need to be created.
Usually, the last step of this process is automatically performed by the meshing software,
but it would need to be implemented inside the Voronoi creation library. The two other
problems, 1) failing to create periodic surface meshes, and 2) failing to create volumetric
meshes, were related to limitations of the Hypermesh™ software. In this case, the use of
other meshing tools could be explored. It is important to keep in mind that the meshing
software needs to have the following specific features: 1) it must be able to build a geom-
etry from the bottom-up, i.e., from points, lines, surfaces, and volumes, and 2) it must be
able to insert interfacial cohesive elements.
8.3.3 Other studies
The multiscale finite element solver developed in this work could be used to capture
the competition between two or more grain-level deformation mechanisms in a different
experimental set. This would be a valuable tool for studying grain size effects, especially
the breakdown of the Hall-Petch relation. To study such effects, the crystal plasticity
model would need to be modified to incorporate a length scale. This could be done
explicitly by incorporating the grain size into the formulation, which is less desirable, or
implicitly by considering a strain-gradient-based plasticity model. The grain-boundary
model, into which grain-boundary sliding and possibly grain-boundary opening could
be incorporated, needs to be calibrated according to the direct or indirect measurements
discussed previously. Then, similar to the rate sensitivity predicted in this work, the
breakdown of the Hall-Petch relation could be identified as the competition between
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inter- and intragranular deformation mechanisms.
The inclusion of a single-crystal plasticity model with an intrinsic length scale would
contribute to further understanding the effect of thickness on the behavior of the film.
In this case, in addition to the strain-gradient plasticity aimed to capture the grain size
effect, it would be desirable to include the effect of the free surface on the accumulation
of dislocation, and thus material hardening, close to the surface. As discussed in Section
6.2, the inclusion of such a free-surface effect in a continuum-based plasticity model is not
straightforward; however, the conclusions obtained from such a thickness dependence
study could provide meaningful results to further explain the behavior of metallic thin
films.
The multiscale finite element solver could also be applied to other material systems.
A study on the difference between the mechanical behavior of thin films with columnar
grains and of bulk material with equiaxed grains could be performed. The multiscale tool
can also be applied to identify the failure of thin films subjected to other states of stress
and strain. In MEMS devices the thin films are usually subjected to bending, thus it could
be useful use the multiscale finite element solver to study the behavior of metallic thin
films subjected to shear strains.
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A Appendix
A.1 Time integration for the nonlinear grain-boundary
model
The nonlinear grain-boundary sliding rate as given in Equations (7.8) and (7.9) is integrated
incrementally over a sequence of time steps [tn, tn+1] ⊂ R+,n = 0, 1, 2.... The time step is
defined as ∆t = tn+1 − tn. We assume that the tangential sliding can be split into an elastic
and an inelastic part such that an increment in displacement jump ∆χ can be written as
∆χ = ∆χe + ∆χi, (A.1)
where ∆χe is the elastic portion and ∆χi is the inelastic portion. As in the plasticity model,
it is assumed that the tangential traction τ is given by
τ = k(χ − χi), (A.2)
where k is the stiffness of the grain boundary. It value is chosen such that in the absence
of a plastic model, the observed ∆χe is approximately zero. Writing Equations (7.8) and
(7.9) in a general form
χ˙i = χ˙i(τ, χimax), (A.3)
the increment in the displacement jump can be expressed as
∆χi = ∆t
(
χ˙i
∣∣∣
tn
(1 − θ) + χ˙i
∣∣∣
tn+1
θ
)
, (A.4)
where θ is an integration parameter ranging from 1 to 0. In this work, we use θ = 0.5. We
can write the residue equation as
R(τ) = k
(
χ|tn+1 −
[
χ|tn + ∆t
(
χ˙i
∣∣∣
tn
(1 − θ) + χ˙i
∣∣∣
tn+1
θ
)])
− τ = 0. (A.5)
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Similarly to the integration of the single-crystal plasticity model, the sliding rate χ˙i
∣∣∣
tn+1
at
the end of the time step can be approximated by
χ˙i
∣∣∣
tn+1
= χ˙i(τ|tn+1 , χimax
∣∣∣
tn
). (A.6)
The new tangential traction τ|tn+1 is then found by solving Equation (A.5) by the Newton-
Raphson method. Finally, the new value of χimax can be obtained with the help of Equation
(A.4).
A.2 Implementation of the stress- and strain-driven
homogenization method and time-step adaptivity
To solve the system of equations defined by Equations (4.1a) and (4.1b), we define the
unknown vector {X},
{X} =
{u˜}{ϕ}
, (A.7)
as the concatenation of the perturbation displacement vector {u˜} with the vector {ϕ}
containing the components of stress and strain treated as unknowns. For instance, to
simulate the displacement-controlled tensile test in a uniaxial state of stress, {ϕ} is defined
as
{ϕ} =
[
σ¯11 ε¯22 ε¯33 ε¯12 ε¯13 ε¯13
]
T. (A.8)
To simulate a load-controlled creep test, {ϕ} is defined as
{ϕ} =
[
ε¯11 ε¯22 ε¯33 ε¯12 ε¯13 ε¯13
]
T. (A.9)
The vector for the remaining components of stress and strain is defined as {ξ}; thus, for a
displacement-controlled tensile test in a uniaxial state of stress, {ξ} is defined as
{ξ(t)} =
[
ε¯11 σ¯22 σ¯33 σ¯12 σ¯13 σ¯13
]
T =
[
ε¯11(t) 0 0 0 0 0
]
T, (A.10)
and for the load-controlled creep test, {ξ} is defined as
{ξ(t)} =
[
σ¯11 σ¯22 σ¯33 σ¯12 σ¯13 σ¯13
]
T =
[
σ¯11(t) 0 0 0 0 0
]
T, (A.11)
were t is the current time.
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Now, defining the residue Equation (4.1a) as
{R1({u˜}, {ϕ}, {ξ})} = {R1({ε¯}, {u˜})}, (A.12)
and the residue Equation (4.1b) as
{R2({u˜}, {ϕ}, {ξ})} = {R2({σ¯}, {ε¯}, {u˜})}, (A.13)
the residue equations can be written as
{R({X})} =
{R1({u˜}, {ϕ}, {ξ})}{R2({u˜}, {ϕ}, {ξ})}
 =
{0}{0}
 . (A.14)
The system of equations defined as in Equation (A.14) is solved for a history of {ξ(t)}
according to Algorithm 1. The Jacobian matrix required by the Newton-Raphson method
is defined as [
∂{R({X})}
∂{X}
]
=
∂{R1({u˜},{ϕ},{ξ})}∂{u˜} ∂{R1({u˜},{ϕ},{ξ})}∂{ϕ}∂{R2({u˜},{ϕ},{ξ})}
∂{u˜}
∂{R2({u˜},{ϕ},{ξ})}
∂{ϕ}
 . (A.15)
The time step in Algorithm 1 is controlled by Algorithms 2 and 3. The goal of the
time-step adaptivity is to keep the number of Newton-Raphson iterations between itermax
and itermin and reduce the time step such that single-crystal plasticity and grain-boundary
model updates can be performed at every integration or Gauss point. Algorithm 2 checks
whether a step back is necessary, i.e. the current solution is discarded and a new time
step equal to ∆t/stepdown is tried. A step back is necessary if the global Newton-Raphson
method presented in Algorithm 1 fails to converge or if the material update fails to
converge at any integration point. The material update fails when the Newton-Raphson
method, as presented in Section 4.2 and Appendix A.1, fails to converge or if the linear
system presented in Equation (4.11) become singular. Algorithm 3 checks whether the
global Newton-Raphson method converges in more or fewer iterations than itermin. The
time step is increased by ∆t = ∆t × stepup if fewer iterations are performed, and it is kept
constant if more iterations are performed.
Figure A.1 shows the effect of the adaptive time stepping for a tensile test simulation
using the nonlinear material update. The initial time step is set to ∆t = t¯/50, where t¯ is
the total simulation time, stepdown is set equal to eight, and stepup is set equal to 1.1. Insets
(a) and (b) in Figure A.1 show the times at which a step back is performed because the
material update at a given integration point has failed to converge. Between regions (a)
and (b), it is possible to see that the time step increases with a ratio defined by stepup.
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Algorithm 1 Algorithm to evolve Equation (A.14) for a history of {ξ(t)}
. //Comment: Get user-defined parameters
Define maximum number of Newton-Raphson iterations itermax
Define minimum number of Newton-Raphson iterations itermin
Define multiplier to decrease time step stepdown
Define multiplier to increase time step stepup
Define total time t¯
Define initial time increment ∆t
Define the maximum time increment ∆tmax
Define the tolerance for the Newton-Raphson convergence tol = 1e − 6
. //Comment: Set initial condition
{X}n+1 = 0
t = 0
. //Comment: Start loop over time steps
while t < t¯ do
{X}n = {X}n+1
t = t + ∆t
Set {ξ} for time t according to the imposed strain and stress state
. //Comment: Start Newton-Raphson iterations
iter = 0
while |{R({X})}| ≥ tol do
iter = iter + 1
Evaluate the residue {R({X})} and the Jacobian
[
∂{R({X})}
∂{X}
]
Solve the linear system
[
∂{R({X})}
∂{X}
]
{∆X} = −{R({X})}
Update variable: {X}n+1 = {X}n+1 + {∆X}
Check for convergence according Algorithm 2
end while
Update time step according to Algorithm 3
end while
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Algorithm 2 Algorithm to check whether Newton-Raphson iterations should continue
if (Single-crystal plasticity or grain-boundary model update failed at any Gauss point)
then
. //Comment: Step back and try a reduced ∆t
{X}n+1 = {X}n
t = t − ∆t
∆t = ∆t/stepdown
Break
end if
if (Number of Newton-Raphson iterations is larger than itermax) then
. //Comment: Step back and try a reduced ∆t
{X}n+1 = {X}n
t = t − ∆t
∆t = ∆t/stepdown
Break
end if
Algorithm 3 Algorithm to update the time step
if (Newton-Raphson converged within itermax) then
if (Number of Newton-Raphson iterations is more than itermin) then
. //Comment: Keep current time step ∆t
end if
if (Number of Newton-Raphson iterations is less than itermin) then
. //Comment: Increase time step ∆t
∆t = ∆t × stepup
Check if ∆t < ∆tmax
end if
end if
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Toward the end of the simulation, it is possible to see that the time step is kept constant
because the global Newton-Raphson converges with a number of iterations between
itermin = 3 and itermax = 15. A simulation with 300 fixed time steps is presented in Figure
A.1 for comparison. The difference between the solution with adaptive time stepping and
that with fixed time stepping is not significant, showing that the adaptive time stepping
produces an accurate solution.
Adaptive time stepping (total 115 steps)
Fixed time stepping (300 steps)
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b)
a) b)
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Figure A.1 – Comparison of adaptive and constant time-stepping scheme.
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A.3 Comparison of time integration schemes for the
single-crystal plasticity model
As discussed in Section 4.2, two integration schemes are used in this work: the linear
material update, which is based on the linearization of the function γ˙α(τα, gα), and the
nonlinear material update, which is based on solving the nonlinear Equation (4.13) by
the Newton-Raphson method. Numerical tests show that for a fixed time stepping with
∆t = t¯/300, where t¯ is the total time, both schemes produce virtually the same solution.
Figure A.2 shows the tensile test simulation of a thin film with a thickness of 50 nm using
both the linear and nonlinear material updates. The simulation is performed with an RVE
of 100 grains. It is observed that the maximum difference in the predicted stress is of 1.2%.
This difference is deemed negligible, and both integration schemes are used in this work.
Numerical tests also show that the linear material update performs better at high than
at low strain rates. Figure A.3 shows the results for tensile test simulations at a strain rate
of 12.8 s−1. The linear update is able to complete the simulation in 100 steps, whereas the
nonlinear material update fails to converge around the strain level of 0.006; thus, the time
step is decreased according to the time-stepping adaptivity presented in Appendix A.2. It
is possible to see that with a reduced time step, the nonlinear material update converges
and the time stepping is then increased. In this simulation this process is repeated until a
user-defined minimum time step is reached.
At lower strain rates, the nonlinear material update performs better than the linear one.
Figure A.4 shows the results for tensile test simulations at a strain rate of 6.0×10−6 s−1. The
nonlinear material update can complete the simulation in 100 steps, however, the linear
update presents numerical oscillations around the strain of 0.011. The oscillations occur
because of an incorrect update of the hardening parameter {g}. In the linear update, if
the time step is too large, the strength of the material, characterized by {g}, may decrease.
This may cause the linear system of Equation (4.11) to become numerically singular or
cause unrealistic oscillations in the stress-strain curve, as observed in Figure A.4.
The reason for this performance difference is not thoroughly explored, however, we
believe that it is related to the evolution of gα(γ¯) and the resolved shear stress |τα|, used
in Equation (3.6). If, for some reason, the resolved shear stress increases faster than the
hardening parameter, the simulation may fail to converge or present a not-a-number.
Usually in these situations, some nodes in the mesh may present unrealistically large
displacements.
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Linear material update
Nonlinear material update
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Figure A.2 – Comparison of linear and nonlinear material update schemes for the
simulation of a tensile test. The initial time step is ∆t = t¯/300. The applied strain rate
is 6.0 × 10−2 s−1. The RVE contains 100 grains.
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Nonlinear material update
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Figure A.3 – Comparison of linear and nonlinear material update schemes for the
simulation of a tensile test. The initial time step is ∆t = t¯/100. The applied strain rate
is 12.8 s−1.
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Figure A.4 – Comparison of linear and nonlinear material update schemes for the
simulation of a tensile test. The initial time step is ∆t = t¯/100. The applied strain rate
is 6.0 × 10−6 s−1.
111
References
Acharya, A. (2000). Lattice incompatibility and a gradient theory of crystal plasticity.
Journal of the Mechanics and Physics of Solids 48, 1565–1595.
Acharya, A. and A. J. Beaudoin (2000). Grain-size effect in viscoplastic polycrystals at
moderate strains. Journal of the Mechanics and Physics of Solids 48(10), 2213–2230.
Allaire, G. (1992). Homogenization and two-scale convergence. SIAM Journal on Mathe-
matical Analysis 23(6), 1482–1518.
Argon, A. (2008). StrengtheningMechanisms in Crystal Plasticity. Oxford: Oxford University
Press.
Arzt, E. (1998). Size effects in materials due to microstructural and dimensional constraints:
A comparative review. Acta Materialia 46(16), 5611–5626.
Asaro, R. J. and A. Needleman (1985). Overview no. 42 Texture development and strain
hardening in rate dependent polycrystals. Acta Metallurgica 33(6), 923–953.
Asaro, R. J. and S. Suresh (2005). Mechanistic models for the activation volume and rate
sensitivity in metals with nanocrystalline grains and nano-scale twins. Acta Materi-
alia 53(12), 3369–3382.
Ashby, M. F. (1972). Boundary defects, and atomistic aspects of boundary sliding and
diffusional creep. Surface Science 31, 498–542.
Balay, S., J. Brown, K. Buschelman, W. D. Gropp, D. Kaushik, M. G. Knepley, L. C. McInnes,
B. F. Smith, and H. Zhang (2013). PETSc Web page. http://www.mcs.anl.gov/petsc/.
Bensousson, A., J. L. Lions, and G. Papanicolaou (1978). Asymptotic Analysis for Periodic
Structures. Amsterdam: North-Holland.
Chasiotis, I., C. Bateson, K. Timpano, A. S. McCarty, N. S. Barker, and J. R. Stanec (2007).
Strain rate effects on the mechanical behavior of nanocrystalline Au films. Thin Solid
Films 515(6), 3183–3189.
Chauhan, S. and A. F. Bastawros (2008). Probing thickness-dependent dislocation storage
in freestanding Cu films using residual electrical resistivity. Applied Physics Letters 93(4),
041901–041901–3.
Coble, R. L. (1963). A model for boundary diffusion controleed creep in polycrystalline
materials. Journal of Applied Physics 34, 1679–1682.
112
Conrad, H. and J. Narayan (2000). On the grain size softening in nanocrystalline materials.
Scripta Materialia 42(11), 1025–1030.
Conrad, H. and J. Narayan (2002). Mechanism for grain size softening in nanocrystalline
Zn. Applied Physics Letters 81(12), 2241–2243.
Dao, M., L. Lu, Y. F. Shen, and S. Suresh (2006). Strength, strain-rate sensitivity and
ductility of copper with nanoscale twins. Acta Materialia 54(20), 5421–5432.
Demmel, J. W., S. C. Eisenstat, J. R. Gilbert, X. S. Li, and J. W. H. Liu (1999). A su-
pernodal approach to sparse partial pivoting. SIAM Journal on Matrix Analysis and
Applications 20(3), 720–755.
Emery, R. D. and G. L. Povirk (2003). Tensile behavior of free-standing gold films. Part II.
Fine-grained films. Acta Materialia 51(7), 2079–2087.
Erb, U. (1995). Electrodeposited nanocrystals: Synthesis, properties and industrial appli-
cations. Nanostructured Materials 6(5–8), 533–538.
Espinosa, H. D., B. C. Prorok, and B. Peng (2004). Plasticity size effects in free-standing
submicron polycrystalline FCC films subjected to pure tension. Journal of the Mechanics
and Physics of Solids 52(3), 667–689.
Fish, J., K. Shek, M. Pandheeradi, and M. Shephard (1997). Computational plasticity
for composite structures based on mathematical homogenization: Theory and practice.
Computer Methods in Applied Mechanics and Engineering 148, 53–73.
Fleck, N. and J. Hutchinson (1993). A phenomenological theory for strain gradient effects
in plasticity. Journal of the Mechanics and Physics of Solids 41(12), 1825–1857.
Fleck, N. A., G. M. Muller, M. F. Ashby, and J. W. Hutchinson (1994). Strain gradient
plasticity: Theory and experiment. Acta Metallurgica et Materialia 42(2), 475–487.
Fu, H.-H., D. J. Benson, and M. Andre Meyers (2004). Computational description of
nanocrystalline deformation based on crystal plasticity. Acta Materialia 52(15), 4413–
4425.
Gao, H. and Y. Huang (2003). Geometrically necessary dislocation and size-dependent
plasticity. Scripta Materialia 48(2), 113–118.
Garikipati, K. (2001). A lattice-based micromechanical continuum formulation for stress-
driven mass transport in polycrystalline solids. Journal of the Mechanics and Physics of
Solids 49(6), 1209–1237.
Gleiter, H. (1989). Nanocrystalline materials. Progress in Materials Science 33(4), 223–315.
Gleiter, H. (2000). Nanostructured materials: Basic concepts and microstructure. Acta
Materialia 48(1), 1–29.
113
Greer, J., W. Oliver, and W. Nix (2005). Size dependence of mechanical properties of gold
at the micron scale in the absence of strain gradients. Acta Materialia 53(6), 1821–1830.
Groeber, M. A., M. D. Uchic, D. M. Dimiduk, Y. Bhandari, and S. Ghosh (2008). A frame-
work for automated 3D microstructure analysis & representation. Journal of Computer-
Aided Materials Design 14, 63–74.
Guedes, J. and N. Kikuchi (1990). Preprocessing and postprocessing for materials based on
the homogenization method with adaptive finite element methods. Computer Methods
in Applied Mechanics and Engineering 83(2), 143–198.
Haque, M. A. and M. T. A. Saif (2002). Mechanical behavior of 30–50 nm thick aluminum
films under uniaxial tension. Scripta Materialia 47(12), 863–867.
Hartmaier, A., M. C. Fivel, G. R. Canova, and P. Gumbsch (1999). Image stresses in a free-
standing thin film. Modelling and Simulation in Materials Science and Engineering 7(5),
781–793.
Herring, C. (1950). Diffusional viscosity of a polycrystalline solid. Journal of Applied
Physics 21(5), 437–445.
Hsu, H.-H. and D. Peroulis (2010). A viscoelastic-aware experimentally-derived model
for analog RF MEMS varactors. 2010 IEEE 23rd International Conference on Micro Electro
Mechanical Systems (MEMS), 783–786.
Huntington, H. B. (1958). The Elastic Constants of Crystals. Walthan, MA: Academic Press.
Hutchinson, J. W. (1970). Elastic-plastic behaviour of polycrystalline metals and com-
posites. Proceedings of the Royal Society of London A, Mathematical and Physical Sci-
ences 319(1537), 247–272.
Hutchinson, J. W. (1976). Bounds and self-consistent estimates for creep of polycrystalline
materials. Proceedings of the Royal Society of London. Series A, Mathematical and Physical
Sciences (1934–1990) 348(1652), 101–127.
Hypermesh (2013). Hypermesh. http://www.altairhyperworks.com/.
Inglis, H. M., P. H. Geubelle, K. Matous, H. Tan, and Y. Huang (2007). Cohesive modeling
of dewetting in particulate composites: Micromechanics vs. multiscale finite element
analysis. Mechanics of Materials 39(6), 580–595.
Iwahashi, Y., J. Wang, Z. Horita, M. Nemoto, and T. Langdon (1996). Principle of equal-
channel angular pressing for the processing of ultra-fine grained materials. Scripta
Materialia 35(2), 143–146.
Jensen, D. J. and H. Poulsen (2012). The three dimensional X-ray diffraction technique.
Materials Characterization 72, 1–7.
114
Jerusalem, A., L. Stainier, and R. Radovitzky (2007). A continuum model describing the
reverse grain-size dependence of the strength of nanocrystalline metals. Philosophical
Magazine 87(16), 2541–2559.
Jiang, Z., X. Liu, G. Li, Q. Jiang, and J. Lian (2006). Strain rate sensitivity of a nanocrystalline
Cu synthesized by electric brush plating. Applied Physics Letters 88(14), 143115–143115–3.
Jonnalagadda, K., N. Karanjgaokar, I. Chasiotis, J. Chee, and D. Peroulis (2010). Strain
rate sensitivity of nanocrystalline Au films at room temperature. Acta Materialia 58(14),
4674–4684.
Kalkman, A. J., A. H. Verbruggen, G. C. A. M. Janssen, and S. Radelaar (2002). Tran-
sient creep in free-standing thin polycrystalline aluminum films. Journal of Applied
Physics 92(9), 4968–4975.
Karanjgaokar, N., F. Stump, P. Geubelle, and I. Chasiotis (2013). A thermally activated
model for room temperature creep in nanocrystalline Au films at intermediate stresses.
Scripta Materialia 68(8), 551–554.
Kim, H. S. and Y. Estrin (2005). Phase mixture modeling of the strain rate dependent
mechanical behavior of nanostructured materials. Acta Materialia 53(3), 765–772.
Kocks, U. F. (1970). Relation between polycrystal deformation and single-crystal defor-
mation. Metallurgical Transactions 1(5), 1121–1143.
Kumar, K. S., H. Van Swygenhoven, and S. Suresh (2003). Mechanical behavior of
nanocrystalline metals and alloys. Acta Materialia 51(19), 5743–5774.
Langdon, T. G. (1970). Grain boundary sliding as a deformation mechanism during creep.
Philosophical Magazine 22(178), 689–700.
Langdon, T. G. (2006). Grain boundary sliding revisited: Developments in sliding over
four decades. Journal of Materials Science 41(3), 597–609.
Lebensohn, R. A., E. M. Bringa, and A. Caro (2007). A viscoplastic micromechanical model
for the yield strength of nanocrystalline materials. Acta Materialia 55(1), 261–271.
Lee, H.-J., P. Zhang, and J. C. Bravman (2003). Tensile failure by grain thinning in micro-
machined aluminum thin films. Journal of Applied Physics 93(3), 1443–1451.
Lene, F. and D. Leguillon (1982). Homogenized constitutive law for a partially cohesive
composite material. International Journal of Solids and Structures 18(5), 443–458.
Li, S. F., G. Wang, and E. Morgan (2004). Effective elastic moduli of two dimensional solids
with distributed cohesive microcracks. European Journal ofMechanics A–Solids 23(6), 925–
933.
Li, X. S. and M. Shao (2010). A supernodal approach to incomplete LU factorization with
partial pivoting. ACM Transactionon on Mathematical Software 37(4), 43–1–43–20.
115
Lu, K. (1996). Nanocrystalline metals crystallized from amorphous solids: Nanocrystal-
lization, structure, and properties. Materials Science and Engineering R: Reports 16(4),
161–221.
Ludwig, W., A. King, P. Reischig, M. Herbig, E. Lauridsen, S. Schmidt, H. Proudhon,
S. Forest, P. Cloetens, S. R. D. Roscoat, J. Buffie`re, T. Marrow, and H. Poulsen (2009). New
opportunities for 3D materials science of polycrystalline materials at the micrometre
lengthscale by combined use of X-ray diffraction and X-ray imaging. Materials Science
and Engineering: A 524(1–2), 69–76.
Matous, K. and P. H. Geubelle (2006). Multiscale modelling of particle debonding in
reinforced elastomers subjected to finite deformations. International Journal for Numerical
Methods in Engineering 65(2), 190–223.
Matous, K., H. M. Inglis, X. Gu, D. Rypl, T. L. Jackson, and P. H. Geubelle (2007). Multiscale
modeling of solid propellants: From particle packing to failure. Composites Science and
Technology 67(7-8), 1694–1708.
Matous, K., M. G. Kulkarni, and P. H. Geubelle (2008, April). Multiscale cohesive failure
modeling of heterogeneous adhesives. Journal of the Mechanics and Physics of Solids 56(4),
1511–1533.
McLean, M., W. Brown, and R. Vinci (2010). Temperature-dependent viscoelasticity in
thin Au films and consequences for MEMS Devices. Journal of Microelectromechanical
Systems 19(6), 1299–1308.
Meyers, M. A., A. Mishra, and D. J. Benson (2006). Mechanical properties of nanocrys-
talline materials. Progress in Materials Science 51(4), 427–556.
Michel, J. C., H. Moulinec, and P. Suquet (1999). Effective properties of composite materials
with periodic microstructure: a computational approach. Computer Methods in Applied
Mechanics and Engineering 172(1-4), 109–143.
Millett, P. C., T. Desai, V. Yamakov, and D. Wolf (2008). Atomistic simulations of diffusional
creep in a nanocrystalline body-centered cubic material. Acta Materialia 56(14), 3688–
3698.
Morris, S. J. S. and I. Jackson (2009). Diffusionally assisted grain-boundary sliding and
viscoelasticity of polycrystals. Journal of theMechanics and Physics of Solids 57(4), 744–761.
Nabarro, F. R. N. and H. L. D. Villiers (1995). The Physics of Creep: Creep and Creep-Resistant
Alloys. Oxford: Taylor & Francis.
Nicola, L., E. der Giessen, and A. Needleman (2005). Size effects in polycrystalline thin
films analyzed by discrete dislocation plasticity. Thin Solid Films 479(1-2), 329–338.
Nieh, T. and J. Wadsworth (1991). Hall-petch relation in nanocrystalline solids. Scripta
Metallurgica et Materialia 25(4), 955–958.
116
Pande, C. and K. Cooper (2009). Nanomechanics of Hall–Petch relationship in nanocrys-
talline materials. Progress in Materials Science 54(6), 689–706.
Peirce, D., C. F. Shih, and A. Needleman (1984). A tangent modulus method for rate
dependent solids. Computers & Structures 18(5), 875–887.
Perez, R. J., B. Huang, E. J. Lavernia, and F. Al (1996). Thermal stability of nanocrystalline
Fe–10 wt.% Al produced by cryogenic mechanical alloying. Science 7(5), 565–572.
Raj, R. and M. Ashby (1971). On grain boundary sliding and diffusional creep. Metallurgical
and Materials Transactions B 2(4), 1113–1127.
Rand, O. and V. Rovenski (2005). Analytical Methods in Anisotropic Elasticity: With Symbolic
Computational Tools. Boston: Birkha¨user.
Ranganathan, S. I. and M. Ostoja-Starzewski (2008). Scale-dependent homogeniza-
tion of inelastic random polycrystals. Journal of Applied Mechanics–Transactions of the
ASME 75(5), 51008–51008–9.
Rocpack (2013). Rocpack. http://fermat.cse.uiuc.edu/rocpack/index.html.
Roters, F., P. Eisenlohr, L. Hantcherli, D. Tjahjanto, T. Bieler, and D. Raabe (2010). Overview
of constitutive laws, kinematics, homogenization and multiscale methods in crystal
plasticity finite-element modeling: Theory, experiments, applications. Acta Materi-
alia 58(4), 1152–1211.
Rycroft, C. H. (2009). VORO++: A three-dimensional Voronoi cell library in C++. Chaos:
An Interdisciplinary Journal of Nonlinear Science 19(4), 041111–041111.
Rypl, D. (2012). T3D: Triangulation of 3D Domains - User Guide.
http://mech.fsv.cvut.cz/ dr/software/T3d/guide.html.
Sakai, S., H. Tanimoto, E. Kita, and H. Mizubayashi (2002). Characteristic creep behavior
of nanocrystalline metals found for high-density gold. Physical Review B 66(21), 214106–
214106–9.
Sanchez-Palencia, E. (1980). Non-homogeneousMedia and Vibration Theory. Berlin: Springer-
Verlag.
Sanchez-Palencia, E. and A. Zaoui (1985). Homogenization Techniques for Composite Media.
Berlin: Springer-Verlag.
Saylor, D., J. Fridy, B. El-Dasher, K.-Y. Jung, and A. Rollett (2004). Statistically repre-
sentative three-dimensional microstructures based on orthogonal observation sections.
Metallurgical and Materials Transactions A 35(7), 1969–1979.
Schiotz, J., F. D. di Tolla, and K. W. Jacobsen (1998). Softening of nanocrystalline metals at
very small grain sizes. Nature 391(6667), 561–563.
117
Streitz, F., R. Cammarata, and K. Sieradzki (1994). Surface-stress effects on elastic proper-
ties. I. Thin metal films. Physical Review B 49(15), 10699–10706.
Stump, F. V., N. Karanjgaokar, P. H. Geubelle, and I. Chasiotis (2012). A multiscale model
of rate dependence of nanocrystalline thin films. International Journal for Multiscale
Computational Engineering 10(5), 441–459.
Suryanarayana, C. (2001). Mechanical alloying and milling. Progress in Materials Sci-
ence 46(1-2), 1–184.
Terada, K. and N. Kikuchi (2001). A class of general algorithms for multi-scale analyses of
heterogeneous media. ComputerMethods inAppliedMechanics and Engineering 190(40-41),
5427–5464.
Thompson, C. V. (2000). Structure evolution during processing of polycrystalline films.
Annual Review of Materials Science 30, 159–190.
Valiev, R. (2000). Bulk nanostructured materials from severe plastic deformation. Progress
in Materials Science 45(2), 103–189.
Valiev, R. (2004). Nanostructuring of metals by severe plastic deformation for advanced
properties. Nature Materials 3(8), 511–516.
Van Swygenhoven, H. (2008). Footprints of plastic deformation in nanocrystalline metals.
Materials Science and Engineering A 483–484(1–2 C), 33–39.
Van Swygenhoven, H. and P. Derlet (2001). Grain-boundary sliding in nanocrystalline
FCC metals. Physical Review B 64(22), 1–9.
Van Swygenhoven, H., P. Derlet, and A. Hasnaoui (2003). Atomistic modeling of strength
of nanocrystalline metals. Advanced Engineering Materials 5(5), 345–350.
Van Swygenhoven, H., D. Farkas, and A. Caro (2000). Grain-boundary structures in
polycrystalline metals at the nanoscale. Physical Review B 62(2), 831–838.
Vossen, J. (1971). Control of film properties by RF-sputtering techniques. Journal of Vacuum
Science and Technology 8(5), S12–S30.
Wang, L. and B. C. Prorok (2008). Characterization of the strain rate dependent behavior
of nanocrystalline gold films. Journal of Materials Research 23(1), 55–65.
Wang, N., Z. Wang, K. T. Aust, and U. Erb (1997). Room temperature creep behavior of
nanocrystalline nickel produced by an electrodeposition technique. Materials Science
and Engineering A 237, 150–158.
Warner, D. H., F. Sansoz, and J. F. Molinari (2006). Atomistic based continuum investigation
of plastic deformation in nanocrystalline copper. International Journal of Plasticity 22,
754–774.
118
Wei, Y., A. F. Bower, and H. Gao (2008). Enhanced strain-rate sensitivity in FCC nanocrys-
tals due to grain-boundary diffusion and sliding. Acta Materialia 56(8), 1741–1752.
Wei, Y. and H. Gao (2008). An elastic-viscoplastic model of deformation in nanocrystalline
metals based on coupled mechanisms in grain boundaries and grain interiors. Materials
Science and Engineering A 478(1--2), 16–25.
Wei, Y., C. Su, and L. Anand (2006). A computational study of the mechanical behavior of
nanocrystalline FCC metals. Acta Materialia 54(12), 3177–3190.
Wei, Y. J. and L. Anand (2004). Grain-boundary sliding and separation in polycrystalline
metals: Application to nanocrystalline FCC metals. Journal of the Mechanics and Physics
of Solids 52(11), 2587–2616.
Yagi, N., A. Rikukawa, H. Mizubayashi, and H. Tanimoto (2006). Experimental tests of
the elementary mechanism responsible for creep deformation in nanocrystalline gold.
Physical Review B 74(14), 144105–144105–6.
Yamakov, V., D. Wolf, S. R. Phillpot, A. K. Mukherjee, and H. Gleiter (2004). Deformation-
mechanism map for nanocrystalline metals by molecular-dynamics simulation. Nature
Materials 3, 43–47.
Zienkiewicz, O. and R. Taylor (2005). The Finite Element Method for Solid and Structural
Mechanics. Oxford: Butterworth-Heinemann.
119
