Abstract. In optical tomography, conventionally the diffusion approximation (DA) to the radiative transport equation (RTE) with a constant refractive index is used. The existence, uniqueness, and non-uniqueness of the forward and the inverse problem using conventional DA has been studied in the past. In this report, we investigate the existence, uniqueness, and non-uniqueness of optical tomography forward and the inverse problem based on the DA to the RTE for a highly scattering medium with a spatially varying refractive index. We establish criteria for existence and uniqueness of solutions. In particular, we derive a nonlinear partial differential equation for the parameter constraint whose unique solvability guarantees uniqueness of the inverse problem.
INTRODUCTION.
Media with spatially varying refractive index are among us in the form of biological tissues and the atmosphere [13, 11] . Modelling photon transport in such media is potentially better done when these variations are taken into account. Additionally, spatially resolved estimations of refractive index may provide a means to distinguish between two types of such media, e.g. two kinds of human tissue. This potential has prompted recent interest in the radiative transport equation (RTE) for a medium with spatially varying refractive index [9, 10, 14, 8] .
In optical tomography, conventionally the diffusion approximation DA to the RTE with a constant refractive index is used. The existence, uniqueness, and non-uniqueness of the forward and the inverse problem using the conventional DA has been studied extensively in the past [2, 3] . In this report, we investigate the existence, uniqueness, and non-uniqueness of the optical tomography forward and inverse problems based on the DA to the RTE for a highly scattering medium with a spatially varying refractive index. We establish criteria for existence and uniqueness of solutions.
Let Ω ⊂ R d (d = 2 or d = 3) be simply connected, open, and bounded with boundary ∂Ω which is
2 (∂Ω), and n, D ∈ H 2 (Ω). Then the diffusion approximation to the radiative transfer equation (RTE) with spatially varying refractive index is given by [9, 10] :
∇n(x) v(x, t) = 0 in Ω (1.1) with the Robin boundary condition
and Neumann measurementg
where ν(x) denotes the outward unit normal to ∂Ω, n(x) is the spatially varying refractive index coefficient, c = c 0 is the constant speed of light in vacuum, D(x) is the diffusion coefficient, and µ a (x) is the absorption coefficient. Here we assume that all of these parameters are time independent.
In optical tomography, there are three types of experiments [2] : (i) in the time domain, (ii) in the frequency domain, and (iii) the time independent or DC case. In time domain, typically delta type laser pulsef is used to generate the diffusion waves through the medium to be measured at the detectors and the full parabolic model (1.1) should be used. In the frequency domain, a frequency (ω) modulated laser pulse is used to probe the media and in the time independent case, only continuous waves are sent by laser. In our analysis, we will mainly consider frequency domain and DC optical tomography models. In fact, we will only consider frequency domain case and the DC case will automatically follow as ω = 0 case. Therefore, we take the time domain Fourier transform of equations (1.1)-(1.3) and we get the following:
with the following boundary condition
and the following Neumann measurementĝ
where ∂/∂t has been replaced by iω and t) ] are the corresponding Fourier transforms. Now, we can define the forward problem as: given sourcesf j on ∂Ω and a vector of model parameters q in Q, for example the coefficient of diffusion D, spatially varying refractive index n, and the coefficient of absorption µ a (i.e. q = (D, n, µ a ) T ) that belongs to a parameter set Q, find the dataĝ j on ∂Ω. The associated inverse problem is defined as: given sourcesf j and dataĝ j on ∂Ω find the q in Q, that yields this data. In the literature, typically there are two approaches for analysis of the inverse problem: (i) output least square formulation [4] and (ii) Dirichlet-to-Neumann (DtoN) formulation [12] . In this report, we will address both formulation, in section 3, we will investigate output least square formulation and in section 4, we will investigate the DtoN formulation. The outline of the report is as follows. In section 2, we will investigate the existence and uniqueness of the forward problem. In section 3, we will investigate the existence of the least square inverse problem. In section 4, we will investigate uniqueness and non-uniqueness of the inverse problem. In section 5, we discuss the future direction of our work.
EXISTENCE AND UNIQUENESS OF THE FORWARD PROBLEM.
We shall now devote our attention to the weak formulation of the boundary value problem
We work primarily in H 1 (Ω) = W 1,2 (Ω) the Sobolev space of degree 2 and order 1. Define the inner product ·, · V by
It is well known that the induced norm · V , given by
is an equivalent norm to · H 1 (Ω) [1, 5] . When using · V , we will denote H 1 (Ω) by V (Ω). The weak form of (2.1) is obtained by multiplying both sides by a test function φ(x) and integrating over the spatial domain Ω:
Integrating by parts and applying the boundary condition yields
Then we may express (2.4) as
where
Note that F is a bounded linear functional on
We will proceed to verify the continuity and coercivity conditions of the Lax-Milgram lemma (see [6] ) for the form
Applying Hölder's inequality we get
Taking note that µ a (x) ≥ 0 for all x ∈ Ω we may neglect the last integral and write
Using Hölder's inequality to estimate the second integral, we get:
Having satisfied the continuity and coercivity conditions of the Lax-Milgram lemma, we conclude that the boundary value problem (2.1) has a unique solution u which satisfies the a priori estimate
for some constant C > 0 which is dependent only on the parameters D, n and µ a . Otherwise stated, the solution is continuous with respect to data.
OUTPUT LEAST SQUARE FORMULATION OF THE INVERSE PROBLEM.
In this section we shall concern ourselves with the existence of local solutions that minimize a particular cost functional, which is important to computational methods. In general, measurement of u(q) may not be possible, only some observable part Cu(q) of the actual state u(q) may be measured. In this abstract setting, the objective of the inverse or parameter estimation problem is to choose a parameter q * in Q, that minimizes an error criterion or cost functional J(u(q), Cu(q), q) over all possible q in Q subject to u(q) satisfying the diffusion approximation. A typical observation operator is,
where x i is in ∂Ω, m is the number of measurements. A typical cost functional J λ is given as,
where z f j i is the measured data at the boundary for a given source f j and λ is the Tikhonov regularization parameter. Now composing u(q) and Cu(q) we obtain the parameter-to-output mapping: T [q] = Cu. This is the nonlinear mapping of refractive index based diffusion optical tomography in abstract setting.
In this section, we will define q as
where W k,p is the standard Sobolev space with the norm · W k,p and p > 1. Suppose Q 1 is the subspace of Q such that
Now Q 1 endowed with the topology
is a metric space. This follows from the facts i) W 1,p weak is metrizable because closed unit sphere of a reflexive Banach space is compact in weak topology and ii) the L ∞ weak * coordinates are metrizable because these coordinates can be shown to be compact using Alaoglu's theorem together with separability of L 1 . If we further restrict our parameter set Q 1 to the following
It can be shown thatQ is a compact subset of Q, we refer the reader to Lemma 1.3 p. 223 [4] for further details. It can also be shown that there exists unique weak solution u(q) ∈ H 1 for all q ∈Q and moreover there exists uniform continuity in H 1 ∩ H 2 with respect to data overQ mainly u(q) H 2 ≤ K f L 2 where K is independent of q ∈Q, see Corollary 1.1, p. 222 [4] and Lemma 1.4, p. 223 [4] for a proof.
Continuity With Respect to Parameters. Let {q
k } be a sequence inQ such that q k → q. We claim that q ∈Q and u(q k ) → u(q) weakly in H 2 . The fact that q ∈Q is obvious because we assumeQ is compact and there is at least a subsequence q kj that converges to q inQ. Furthermore u(q) exists from the regularity of u(q) overQ. Now let u(q) satisfy the following weak formulation of the refractive index diffusion equation
and let u(q k ) satisfy the following weak formulation:
Since we have uniform regularity of the solutions u(q k ) inQ, we have u(q k ) converges to some w ∈ H 1 (Ω) which satisfies equation (3.6) . Furthermore because of our parameters in q k are bounded both above and below by zero, we can approximate these functions by continuous functions and the fact that u xi (q k )φ is in L 1 (Ω), we can take the limit in equation (3.7) and get (3.6). But the uniqueness of the solution to the refractive index diffusion approximation (see section 4), we deduce that u = w in H 1 (Ω). Therefore we have shown that u(q k ) → u(q). This also guarantees that there exists a minimum of J(q) in equation (3.2) because the compactness of the parameter spaceQ combined with continuity of the solutions u(q) with respect to the parameters q ∈Q as well as the fact that H 2 (Ω) is embedded in the space of continuous functions C(Ω) and the fact that point evaluation of u(q) is a continuous operator.
UNIQUENESS OF THE INVERSE PROBLEM USING DtoN FORMULATION.
In this section, we will investigate the Dirichlet-to-Neumann formulation of the inverse problem. From (1.4)-(1.6), our frequency domain inverse problem is to determine (n,
which are related by the following boundary value problem, note that u ∈ H 1 (Ω):
Here we need an additional assumption that 4D n ∂n ∂ν = 1 on ∂Ω. Otherwise, the measurement information is nothing but the input information;ĝ = −f . Now, we will transform (4.1) to Schrödinger type equation and the Robin-to-Neumann boundary conditions (4.2)-(4.3) to Dirichlet-to-Neumann boundary conditions. 
Absorbing the first order term. If we note that
Using this transformation (4.4) becomes
where we used the fact that n 2 γ 2 = D. On the other hand, we have
¿From this we can simplify the sum of first two terms in the parenthesis of (4.5):
Hence (4.5) is now
4.3. DtoN boundary condition. We consider Dirichlet-to-Neumann boundary conditions for (4.6):
We can find a linear relation between (f ,ĝ) and (f, g) as follows: From (4.2) and (4.3), we have
Since w = γu, we have
Plugging the above into (4.7), we get the following linear relation;
The determinant of the above matrix is − 
Therefore, knowing (f ,ĝ) is equivalent to knowing (f, g) as long as n and D are known on ∂Ω. Note f = w| ∂Ω ∈ H 1/2 (∂Ω) although it is represented by a linear sum off ∈ H −1/2 (∂Ω) andĝ ∈ H −1/2 (∂Ω), since we already know w ∈ H 1 (Ω). In summary, we have proved the following theorem. 
We will now deduce uniqueness conditions for the inverse problem which follow from the results of Sylvester and Uhlmann [12] and Grinberg [7] 
Furthermore, ξ := n √ D satisfies the following Dirichlet boundary value problem of nonlinear PDE;
Proof. From [12, 2] and [7] , we know that the potential of Schödinger equation is uniquely determined by the complete Dirichlet-to-Neumann map. So the real part, β, and the imaginary part, ωα/c 0 , of the potential are individually determined.
Since ξ = n √ D and α = n/D, we have D = (ξ/α) 2/3 . Substituting it into the second equation, we get
From the above theorem, we can readily deduce the following corollary for uniqueness in refractive index based optical tomography. . Note that when n(x) ≡ 1, this result coincides with that of Arridge [2] . In our future works, to study the uniqueness of the inverse problem when µ a is known, we will investigate when (4.8) possess a unique solution.
CONCLUSIONS AND DISCUSSIONS.
In summary, we derived a refractive index based optical tomography model, the inverse problem of which is to determine (n, D, µ a ). Through Dirichlet-to-Neumann formulation, we established two quantities that could be uniquely determined. In particular, (n, D, µ a ) can be uniquely determined if either n or D is assumed to be known. When µ a is known, the unique identifiability is dependent on the unique solvability of the Dirichlet boundary value problem of a semilinear elliptic PDE. We are currently investigating this unique solvability condition and how we can take advantage of this condition as well as the nonlinear equation for the reconstruction of parameters.
