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Summary
Objectives: To select, present, and summarize the most relevant 
papers published in 2018 and 2019 in the field of Ontologies 
and Knowledge Representation, with a particular focus on the 
intersection between Ontologies and Machine Learning. 
Methods: A comprehensive review of the medical informatics 
literature was performed to select the most interesting papers 
published in 2018 and 2019 and that document the utility 
of ontologies for computational analysis, including machine 
learning.
Results: Fifteen articles were selected for inclusion in this survey 
paper. The chosen articles belong to three major themes: (i) the 
identification of phenotypic abnormalities in electronic health 
record (EHR) data using the Human Phenotype Ontology ; (ii) 
word and node embedding algorithms to supplement natural 
language processing (NLP) of EHRs and other medical texts; and 
(iii) hybrid ontology and NLP-based approaches to extracting 
structured and unstructured components of EHRs.
Conclusion: Unprecedented amounts of clinically relevant data 
are now available for clinical and research use. Machine learning 
is increasingly being applied to these data sources for predictive 
analytics, precision medicine, and differential diagnosis. Ontolo-
gies have become an essential component of software pipelines 
designed to extract, code, and analyze clinical information 
by machine learning algorithms. The intersection of machine 
learning and semantics is proving to be an innovative space in 
clinical research.
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1   Introduction
Unprecedented amounts of clinically rele-
vant data are now available for clinical and 
research use, including Electronic Health 
Records (EHRs), laboratory reports, imaging, 
clinical instrument outputs, drugs and drug 
doses, genomic investigations, and dynamic 
data from wearable devices [1]. Machine 
Learning (ML) is increasingly being applied 
to these data sources for predictive analytics, 
precision medicine, and differential diagnosis. 
Ontologies can be used to encode clinical data 
for ML and other forms of computational anal-
ysis [1]. This survey paper will cover selected 
important advances at the intersection of ML 
and clinical ontologies in the last several years.
The terms Artificial Intelligence (AI) and 
ML are occasionally used interchangeably 
and have been defined in many different ways. 
AI is defined by the Food and Drug Adminis-
tration (FDA) as “the science and engineering 
of making intelligent machines” [2], but it 
often invokes fears of machines taking over 
the world as in Arnold Schwarzenegger’s 
Terminator movies, with Elon Musk, CEO 
of Tesla, recently calling AI the biggest ex-
istential threat to humanity [3]. In contrast, 
ML refers to a category of AI algorithms 
that learn from data to perform tasks such as 
classification and clustering. In practice, ML 
(still) usually requires humans to define the 
categories of interest, to provide and at least 
partially label large amounts of relevant data, 
and to specify a particular ML algorithm that 
is suited to the ML task at hand [3]. 
Many ML algorithms expect data to be 
encoded in numerical form, and a plethora 
of methods have emerged for encoding data 
prior to ML. For instance, one common and 
simple scheme is “one-hot encoding” where 
a table would be used to represent a cohort 
of patients and one column is created for 
each patient feature. If feature j is present 
in a patient i, 1 is entered in cell (i,j) of the 
table, otherwise 0 is entered. For a cohort 
of breast cancer patients, one might see one 
column with cells describing age bins (20-29 
years, 30-39 years, ...etc.), tumor size (0-
4mm, 5-9 mm, ..., etc.), menopause status, 
presence of lymph node metastases, history 
of irradiation, ..., etc. While this type of en-
coding is easy to perform and enables most 
ML algorithms to use the data, it ignores 
the semantic structure of the data, e.g., the 
relationships between or within features (for 
instance, that the age groups are ordered or 
that certain biomarkers are associated with 
specific subtypes of breast cancer). 
Ontologies represent a way of computa-
tionally encoding data to reflect our knowl-
edge of a domain. It requires substantially 
more effort to encode data with ontologies 
than with simple schemes such as one-hot 
encoding, but in some cases this may im-
prove the results of ML classification. In con-
trast to terminologies, which can be defined 
as systematic nomenclatures that provide a 
set of preferred or official terms in a domain 
(e.g., Medical Subject Headings used for 
information retrieval in PubMed), ontolo-
gies define relationships between concepts 
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in a way that allows computational logical 
reasoning to infer new knowledge from re-
lated assertions. For example, if an ontology 
defines “bacterium” as an infectious agent, 
and “infectious meningitis” as a type of 
meningitis due to an infectious agent, then 
it would conclude that “bacterial meningitis” 
is a subclass of “infectious meningitis” [1].
In this survey paper, we summarize a 
selection of recent outstanding publications 
in the use of ontologies for translational re-
search, with a focus on the use of ontologies 
to advance ML technologies. 
2   About the Paper Selection 
A comprehensive literature review was con-
ducted to identify articles with a focus on ML, 
ontologies, and knowledge representation for 
translational research and medical informat-
ics. The selection was performed by querying 
PubMed/Medline (from NCBI, National Cen-
ter for Biotechnology Information) with the 
keywords: “Ontology”, “Machine Learning”, 
and “Artificial Intelligence”. Databases were 
searched on December 14th, 2019 for papers 
published since January 1st, 2018. Results 
were manually filtered for relevance to trans-
lational research and medical informatics. 
In some cases, additional works are cited to 
provide context. A total of 15 articles were 
finally selected for inclusion [4–18]. 
3   Identifying Phenotypic 
Abnormalities in EHR Data
Textual data within Electronic Health Records 
(EHRs) is often a rich narrative describing a 
variety of patient features, including pheno-
typic features that are simply not encoded 
within the EHR’s structured data. However, 
these unstructured data are extremely difficult 
to use in their raw form for ML. Natural lan-
guage processing (NLP), specifically Named 
Entity Recognition (NER), transforms the 
data into structured information annotated to 
terminological entities for analytics. 
The Human Phenotype Ontology (HPO) is 
a widely used resource for capturing human 
disease phenotypes for computational analy-
sis to support differential diagnoses [19]. A 
number of publications have appeared in the 
last two years that apply NLP supplemented 
by ontologies and ML to extract Human 
Phenotype Ontology (HPO) terms from med-
ical texts. Integration of detailed phenotype 
information with genetic data can facilitate 
accurate diagnosis of Mendelian diseases by 
exome or genome sequencing [20]. Compu-
tational tools for HPO-driven prioritization 
of variants identified by exome or genome 
sequencing typically require manual entry 
of the proband’s clinical signs and symptoms 
and other phenotypic abnormalities [21]. 
While this is common practice in research 
settings, for clinical care, it would be desirable 
to extract a comprehensive and accurate set 
of HPO terms directly from EHR data. The 
heterogeneity and noise in EHR narratives 
make this challenging. As a first step towards 
this goal, Son and colleagues [5] developed an 
NLP pipeline to process genetic notes from 
EHRs and extract and normalize phenotype 
concepts by using HPO using MedLEE [22] 
and MetaMap [23], two well-regarded NLP 
tools. Both tools extracted more HPO terms 
than human experts (on average 18-19 for 
NLP tools, and 11 for human experts). In 
a retrospective study, the authors show that 
prioritization results using the NLP-extracted 
HPO terms had a performance comparable 
to that with expert curation of phenotype 
terms from EHR narratives [5]. This is 
critically important because it demonstrates 
that there are significant efficiency gains 
that can potentially increase the use of deep 
phenotyping in settings without substantial 
curation resources. 
More recent efforts have demonstrated a 
high accuracy in identifying HPO terms in 
EHRs. ClinPhen [6] breaks EHR-derived free 
text into sentences and words, and uses heuris-
tics to identify HPO terms in commonly en-
countered clinical phraseology. For instance, 
the phrase “Hands are large” will match the 
HPO term “Large hands (HP:0001176)”, and 
excluded phenotypic abnormalities or those 
that were found in other family members are 
recognized as such. The authors showed that 
ClinPhen had a similar performance when 
compared to two commonly used, general 
purpose NLP tools. Importantly, HPO terms 
derived by ClinPhen displayed better perfor-
mance in gene prioritization tasks. 
Bastarache and colleagues [7] present a 
phenotype risk score for rare disease based on a 
mapping to HPO ontology terms to consolidate 
billing codes from the EHR. For instance, the 
HPO term “Hydroureter (HP:0000072)” was 
mapped to the consolidated billing code for 
“Stricture/obstruction of ureter”. The map-
pings, termed “phecodes”, are used to define a 
Phenotype Risk Score (PheRS) for Mendelian 
diseases as the sum of clinical features observed 
in a given subject weighted by the log inverse 
prevalence of the feature. PheRS was shown to 
be effective in identifying patients with diag-
nosed Mendelian disease using only phecodes 
derived from the EHR. In a study on 21,701 
genotyped adults, an increased burden of phe-
notypes among individuals with rare variants 
in Mendelian disease genes was found, and 
subsets of patients with likely genetic causes 
for common diseases were identified [7]. This 
work was innovative in leveraging integration of 
billing data to support identification of individ-
uals with rare genetic disease from EHR data. 
Ontology-based encoding of clinical 
data can, to some extent, mitigate the fact 
that many NLP tools were designed for 
English-language texts. A recent study used 
the Chinese translation of the HPO to extract 
ontology terms from Chinese EHR data in 
order to develop a venous thromboembo-
lism risk assessment model [8]. This work 
illustrates how the use of a standardized 
ontology may even be used across clinical 
systems implemented in different languages 
in a standardized manner.
NLP extraction from EHRs is now being 
used to support clinical care. In a study per-
formed in a neonatal intensive care unit (ICU), 
NLP was applied to 101 children with genetic 
diseases [9]. A mean of 4.3 NLP-extracted 
phenotypic features matched the expected 
phenotypic features of those diseases, com-
pared with a match of 0.9 phenotypic features 
used in manual interpretation. The accuracy 
and speed of NLP extraction of HPO terms 
is essential in the setting of a neonatal ICU, 
where speed is of essence in order to avoid 
serious and potentially irreversible complica-
tions [9]. A number of approaches have been 
attempted to further improve accuracy. For 
example, Doc2HPO is a Web-based tool that 
allows users to vet and improve the results of 
HPO terms that can be extracted from clinical 
notes using one of five NLP engines [10]. 
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Taken together, these results document 
that NLP of phenotypic data is becoming 
a mature field that can be used to improve 
clinical care. 
4   Ontologies and Machine 
Learning for Medical NLP
Deep learning (DL) methods are extremely 
powerful in a wide range of applications. 
However, deep learning has been most suc-
cessful on data with an underlying Euclidean 
structure, in which data points can be repre-
sented as numeric vectors [24]. In many set-
tings, clinical knowledge can be represented 
as a knowledge graph (KG) that represents 
data as an heterogeneous graph with nodes 
and edges of many different types. How-
ever, additional algorithmic techniques are 
required to apply deep learning to these 
graphs. In essence, these methods transform 
the KG into numeric vectors, a process 
referred to as graph embedding. Many 
of these algorithms extend the word2vec 
family of algorithms, which produce vector 
embeddings of words by training two-layer 
neural networks on the contexts of words 
in some corpus of texts. Word2vec predicts 
the probability of surrounding words with 
a radius of m words given a word in the 
center. Vectors with 50-200 dimensions are 
randomly initialized to start the algorithm, 
and a loss (error) function is defined that 
compares the predictions of the vectors 
representing the words with words actually 
observed in texts. Then, gradient descent 
learning is performed using standard deep 
learning approaches, which adjusts the val-
ues of the vectors representing each word to 
reduce the error rate [25]. Thus, the vector 
embeddings are produced as a by-product of 
backpropagation in deep learning. 
A number of methods have emerged for 
graph embedding, whereby the nodes of the 
graph represent “words” and walks across 
the network of the graph generate “texts” that 
can be passed to the word2vec algorithm, 
which then performs the actual embedding. 
A random walk on a graph begins at a start 
node and selects a node at random, and 
moves to it. Then, a neighbor of this node 
is selected at random and the walk moves to 
it. In this way, a random sequence of nodes 
(a path through the graph) is selected [26]. 
Deep learning approaches based on random 
walks sample from many random walks 
from a node in order to generate a graph 
embedding that preserves graph properties. 
The DeepWalk algorithm treats series of 
nodes on a path analogously to a series of 
words in the word2vec algorithm and tries 
to predict the probability of context nodes 
given a node of interest [27]. DeepWalk 
and extensions of DeepWalk such as node-
2vec provide class or multiclass predictions 
for nodes, in which every node in the graph 
is assigned one or more labels representing 
a finite set of categories [28,29]. Graph 
embedding techniques have been used for 
a number of prediction tasks in the bio-
medical domain including the prediction of 
polypharmacy side effects [30].
Vector embedding approaches are being 
adopted in the translational research com-
munity. For instance, HPO2Vec+ embeds 
the HPO with disease phenotype associa-
tions and was used to stratify rare disease 
patients in EHR data at the Mayo Clinic 
[11]. Another approach to ontology-guid-
ed graph embedding uses a convolutional 
neural network to encode input phrases and 
then rank medical concepts based on the 
similarity in that space. It uses the hierar-
chical structure provided by the HPO and 
Systematized Nomenclature of Medicine 
- Clinical Terms (SNOMED-CT) terms as 
an implicit prior embedding to better learn 
embedding of various terms [4]. Other new 
research shows the importance of wisely 
choosing text corpora for training. Vector 
embeddings trained on different sources 
can show dramatically different accuracies 
on medically relevant prediction tasks [12, 
18]. Recently, an embedding of the Unified 
Medical Language System (UMLS) concept 
identifiers (CUIs) was generated from an in-
surance claims database of 60 million mem-
bers, a collection of 20 million clinical notes, 
and 1.7 million full text biomedical journal 
articles, resulting in the largest ever set of 
embeddings for 108,477 medical concepts. 
The resulting approach, terms cui2vec, was 
shown to be superior to word2vec and some 
related algorithms on tasks including pre-
diction of comorbidity and UMLS Semantic 
Type [13]. All of these methods demonstrate 
the intersection of the use of ontologies for 
NER with deep learning to further maximize 
extraction of knowledge from clinical data. 
5   Ontology-based Extraction 
of Structured Data from EHRs
Limited EHR interoperability between in-
stitutions makes secondary research use of 
EHR data challenging, especially in collab-
orative projects involving more than a single 
institution. The HL7 Fast Healthcare Interop-
erability Resources (FHIR) is one of several 
models that intend to provide a standardized 
data representation for EHR data. Hong and 
coworkers [14] presented a pilot study on a 
generic integration approach for modeling 
EHR data with the FHIR data model. They 
developed a rule-based approach to assign NLP 
output types as transformations of structured 
EHR data where appropriate. They showed that 
their system achieved acceptable accuracy in 
extracting information about medication state-
ments in EHR data [14]. The same group then 
used an extension of that framework, called 
NLP2FHIR, to convert discharge summaries 
into corresponding FHIR resources, which 
were then passed to ML algorithms to predict 
obesity and comorbidities, achieving effective 
prediction accuracy [15]. SemEHR is a similar 
approach to extracting structured and unstruc-
tured components of EHRs [16]. Finally, our 
own approach to converting laboratory encod-
ed data into HPO transforms the outcomes 
of commonly used laboratory tests (encoded 
using the Logical Observation Identifiers Names 
& Codes (LOINC)) with HPO terms, thereby 
providing a means of interpreting the outcomes 
of laboratory tests using an ontology of phe-
notypic abnormalities. In a study on 15,681 
patients with respiratory complaints, our 
approach allowed us to convert the majority of 
the laboratory tests into HPO terms and assign 
an average of 57.7 unique phenotypes to each 
patient. A number of previously described asth-
ma biomarkers were found to have statistically 
significant overrepresentation in individuals 
diagnosed with this disease [17]. Approaches 
like these are likely to be influential as means 
of improving portability and interoperability 
of ML-based phenotyping algorithms across 
different institutions and EHR systems.
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6   Conclusion
The last several years have witnessed a 
growth in the importance of ML in many 
areas of medical informatics. In this survey, 
we have presented a selection of recent arti-
cles that document the utility of ontologies 
in extracting and coding clinical information 
for ML and other computational analysis 
approaches. In the initial phases of the HPO 
project (2008-2015), HPO terms were cap-
tured by bespoke tools or entered by hand 
prior to use in tools for differential diagnostic 
support or research [31]. The articles sum-
marized in this piece describe a diverse set 
of tools to extract HPO from EHR data using 
different approaches to perform research or 
accelerate clinical diagnostics in ways that 
would have been unimaginable a decade 
ago. One of the hottest new topics in the 
intersection between ontologies and ML in 
the last two years has been the application of 
node embedding algorithms to clinical data. 
Finally, several works have emphasized the 
benefit of using ontologies as part of pipe-
lines to extract clinical profiles from EHR for 
phenotyping, research, or decision support. 
As such technologies evolve, there will likely 
be increasing use of different ontologies 
in different ways to perform EHR-based 
analytics — supporting not only improved 
but also more standardized clinical decision 
support and clinical research. 
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