For a class of distributed recursive algorithms, it is shown that a stochastic approximation-like tapering stepsize routine suppresses the effects of interprocessor delays.
Introduction
In the distributed implementation of recursive algorithms, one often has to contend with the problem of interprocessor delays. There have been several attempts to model and analyse such phenomena mathematically, the earliest perhaps being the work of Chazan & Miranker (1969) on linear iterations. A comprehensive survey of the work up to late eighties, along with an extensive bibliography, can be found in (Bertsekas & Tsitsiklis 1989) , chapters 6 and 7. In these references, one observes that the distributed algorithms are shown to work as desired only under rather strong conditions, such as boundedness of delays and other algorithm-specific restrictions. On a different note, the recent work of Gharavi & Anantharam (1992) analyses the complex behaviour that can result under stationary delays even in linear iterations.
The aforementioned works use a constant stepsize for deterministic algorithms. A tapering stepsize as in stochastic approximation theory by Benveniste et al (1990) is used only when there is a random 'noise' component and the aim there is to suppress the effect of noise on the asymptotic behavior of the algorithm. We argue here that the same scheme also suppresses the effect of delays. The main strength of our analysis is that we allow for very general delays, possibly unbounded, correlated and nonstationary, as long as a mild 'moment' condition is satisfied. Another important gain is that our analysis is not very algorithm-specific. It applies simultaneously to a large class of algorithms, viz., those whose continuous limit is a so called 'strict Liapunov system'. The latter subsumes a large number of gradient-like algorithms currently in vogue among the neural networks community (Hirsch 1987) .
The paper is organized as follows. The next section describes the mathematical formulation of the problem and the assumptions. It also defines a strict Liapunov system and gives several examples of such systems. The third section proves our 995 V S Borkar and V V Phansalkar main result. The last section concludes with some relevant remarks.
Problem description
raider a recursive algorithm in R ~, d > 1, described by
here
., Xa(n)]' E R a with X(O) prescribed, and F(.) -[FI(.), '-, Fd(.)]' : R d --+ R a is a bounded map satisfying the Lipsehitz condition:
II F(x) -F(y) I1_< K 11 x -y II; ~, v ~ R '~ for some K > 0 (Prime denotes transposition of a vector or a matrix). {a(n)} is a prescribed sequence of strictly positive numbers. The i -th row of this vector iteration reads
(2)
In our model of distributed computation with delays, we replace (2) by
where {rij(n), 1 < i,j <_ d} are random delays encountered at the (n + 1) -st iteration. Our aim is to analyse the system (3) under the following assumptions:
The delays {7"ij (n)} satisfy: There exist b, C > 0 such that
with probability one, for all i, j, n.
The ordinary differential equation (ODE) described by
~(~) = v(x(t)) (.~)
is a 'strict Liapunov system' described later in this section. Some comments are called for regarding these assumptions. (A1) implies ~ a(n) 2 < co, V~ a(n) = co, which is the condition used in stochastic approximation theory to suppress the effect of noise. Our choice of {a(n)} coupled with (4) will simplify our analysis considerably. This choice, however, is not very rigid. One could use other stochastic approximation-like tapering stepsize routines in conjunction with an appropriate modification of (4), as will become evident later. Note that (4), in particular, implies that the conditional distributions of rij given the past are 'tight' in probability theory parlance. Finally, the Lipschitz condition on F implies that (5) has a unique solution for all t >_ 0. Later on we shall comment on the possibility of relaxing this condition.
A continuously differentiable function V : R d ---, R + is said to be a Liapunov function for (5) if VV.F <_ 0 everywhere and a strict Liapunov function if in addition, VV.F < 0 outside the set EF = {z [ F(z) = 0}. Call (5) a strict Liapunov system if it has bounded trajectories, EF consists of isolated points and a strict Liapunov
