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Effects of DEM resolution on modeling coastal flood vulnerability 
This paper examines whether DEM resolution affects the accuracy of predicted 
coastal inundation extent using LISFLOOD-FP, with application to a sandy 
coastline in New Jersey. DEMs with resolution ranging from 10 to 100 m were 
created using coastal elevation data from NOAA, using the North American 
Vertical Datum of 1988. A two-dimensional hydrodynamic flood model was 
developed in LISFLOOD-FP using each DEM, all of which were calibrated and 
validated against an observed 24-hour tidal cycle and used to simulate a 1.5 m 
storm surge. While differences in predicted inundated area from all models were 
within 1.0%, model performance and computational time worsened and 
decreased with coarser DEM resolution, respectively. This implied that using a 
structured grid model for modeling coastal flood vulnerability is based on two 
trade-offs: high DEM resolution coupled with computational intensity, but higher 
precision in model predictions, and vice versa. Furthermore, water depth 
predictions from all DEMs were consistent. Using an integrated numerical 
modeling and GIS approach, a two-scale modeling strategy, where a coarse DEM 
is used to predict water levels for projection onto a fine DEM was found to be an 
effective, and computationally efficient approach for obtaining reliable estimates 
of coastal inundation extent. 
 
Keywords: Digital Elevation Model; Spatial Resolution; Structured Grid Models; 
Hydrodynamic Modeling; Coastal Flood Vulnerability Assessment.  
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1. Introduction 
With anticipated rises in global sea-levels (Church et al. 2013; Jevrejeva et al. 2016; Waters et 
al. 2016) and the frequency of extreme storm surges (Grinsted et al. 2013; Lin and Emanuel 
2015) under climate change, it is likely that the probability of flooding (McClatchey et al. 
2014) will increase for low lying coastal areas (Bilskie et al. 2014; McGranahan et al. 2007). 
In turn, this will pose a significant threat to Small Island Developing States (SIDS) (Nicholls 
and Cazenave 2010), particularly those with densely populated coasts and an economic 
dependency on coastal tourism and natural resources. Thus, assessing coastal flood 
vulnerability, especially for small island states, is needed to guide coastal flood risk 
management. Two tools are commonly applied for these assessments: Geographic Information 
Systems (GIS) and hydrodynamic models. The former typically over-estimates flood extents 
due to issues relating to hydraulic connectivity, while the latter is generally more precise, but 
computationally demanding (Bates et al. 2005; Gallien et al. 2014; Seenath et al. 2016). This 
paper focuses on the application of hydrodynamic models for Coastal Flood Vulnerability 
Assessments (CFVA), specifically for cases where the outputs are to be used in informing 
coastal management initiatives.  
 
Hydrodynamic models solve the Navier Stokes equations, the key equations of oceanic 
movements, by enforcing the laws of physics (Abbott and Basco 1989; Kantha and Clayson 
2000). Flow in hydrodynamic models is solved on either a structured or unstructured 
grid. The former imposes a finite difference approach to calculating flow, while the latter 
adopts a finite element or finite volume method (Bates and De Roo 2000; Spasojevic and 
Forrest 2008). The main advantage of unstructured grid models is their triangular network, 
which increases their grid flexibility to resolve compound shorelines (Zhang and Baptista 
2008). However, they are computationally intensive and sensitive to numerical errors. 
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Conversely, the key advantage of structured grid models is their short computational times 
(Horritt and Bates 2001b); however, they lack grid flexibility (Zhang and Baptista 2008). 
Therefore, intricate topographic and bathymetric features, characteristic of study sites, will not 
be fully accounted for when assessing coastal flood vulnerability using finite difference models 
(de Brye et al. 2010).  
 
Due to a lack of grid flexibility, an issue surrounding the application of structured grid models 
is the selection of the spatial resolution of the DEM to be used in simulating coastal flood 
vulnerability, which may affect the accuracy and precision of model predictions. Unlike finite 
element models where the computational mesh can be modified to account for topographic and 
bathymetric complexities, grids used in finite difference models are fixed (i.e. a grid of square 
cells). Thus, it is likely that the accuracy of model outputs from fixed grid models can be 
affected by the resolution of the DEM used. Therefore, this paper assesses whether increasing 
DEM resolution in a structured grid flood model increases the accuracy of predicted coastal 
inundation extent, using LISFLOOD-FP with application to a sandy coastline in New Jersey 
(Figure 1), as a case study. The underlying aim of the study is to identify an optimal DEM 
resolution (if possible) for simulating coastal floods in a structured grid model, particularly for 
cases where the outputs are to support coastal management.   
 
For logistical reasons, research in this paper is focused on a sandy coastline in New Jersey, 
where there is plentiful high-resolution elevation and coastal processes data, needed to 
effectively address the aim of the study. In addition, the New Jersey coastline selected has been 
affected by storm surges in the past (c.f. Colle et al. 2008), notably from Hurricane Sandy (Hall 
and Sobel 2013), and, therefore, presents an ideal case site for simulating coastal floods. Also, 
it is worth noting that this paper is not concerned with assessing the flood vulnerability of a 
4 
 
particular site, but rather on gauging the impacts of DEM resolution on simulating coastal 
floods. The outcomes of this research are likely to be useful in assisting coastal managers and 
modelers in data-poor, vulnerable coastal areas.   
 
2. LISFLOOD-FP model specifications 
LISFLOOD-FP is a simplified coupled 1D-2D finite difference model, based on a grid of 
square cells, developed by Bates and De Roo (2000). A raster DEM and water inflow details 
are required by the model to simulate flood dynamics. Hydraulic continuity principles are 
applied in the model for the estimation of water depth in each cell of the DEM grid, and water 
routing across the floodplain is based on the difference in hydraulic head between adjacent 
cells (Bates et al. 2005). Flow rates in the model are estimated using the water surface height 
above land and the Manning friction coefficient (Bates et al. 2005).  
 
In LISFLOOD-FP,  change in water depth, h, in cell i, j is solved at time, t, using (Neal et al. 
2011): 
 
ℎ𝑖,𝑗
𝑡+∆𝑡 =  ℎ𝑖,𝑗
𝑡 +  ∆𝑡 
𝑄𝑥𝑖,𝑗−1
𝑡 − 𝑄𝑥𝑖,𝑗
𝑡 + 𝑄𝑦𝑖,𝑗−1
𝑡 − 𝑄𝑦𝑖,𝑗
𝑡
∆𝑥2
       (1) 
 
where ∆𝑥 is the cell width, ∆𝑡 is the model time step, and 𝑄𝑡 is the flow between cells, 
calculated at the cell faces using a centered difference scheme decoupled in 𝑥 or 𝑦 directions 
using: 
 
𝑄𝑡 =  
𝑞𝑡− 𝑔ℎ𝑓𝑙𝑜𝑤
𝑡  ∆𝑡 
∆(ℎ𝑡+𝑧)
∆𝑥
(1+ 𝑔ℎ𝑓𝑙𝑜𝑤
𝑡  ∆𝑡𝑛2|𝑞𝑡−∆𝑡|/(ℎ𝑓𝑙𝑜𝑤
𝑡 )
10/3
)
 ∆𝑥       (2) 
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where: 
ℎ𝑓𝑙𝑜𝑤  Depth between cells through which water can flow 
𝑧 Cell bed elevation 
𝑛 Manning’s roughness coefficient 
𝑔 Acceleration due to gravity 
𝑞 Flux between cells from the previous time-step (i.e. Q from the previous time step 
divided by cell width) 
 
In LISFLOOD-FP, two-dimensional dynamic flows are represented on the floodplain by the 
discretization of floodplain flows over a regular grid. LISFLOOD-FP is designed for easy 
integration with a GIS for the purposes of the spatial representation of the output flood plain. 
The model has been validated and shown to perform well in coastal applications (Bates et al. 
2005), and has been used by Lewis et al. (2013), Wadey et al. (2013), Quinn et al. (2014), and 
Seenath (2015), amongst others, for simulating coastal floods.  
 
3. Methodology 
The methodologies applied in this paper for running flood model simulations, validating model 
performance, and analyzing outputs are outlined across sections 3.1 to 3.5.  
3.1 Data and model grids development 
A post Hurricane Sandy coastal DEM of the application site, developed by the National 
Oceanic and Atmospheric Administration (NOAA), National Centers for Environmental 
Information (NCEI) (Eakins et al. 2015; N.C.E.I 2018), was used as the source data for the 
computational grid in LISFLOOD-FP (see Figure 2). This dataset provides a seamless 
integration of land topography and bathymetry created from a number of sources: NOAA 
Office of Coast Surveys, NOAA National Geodetic Survey, U.S. Geological Survey, and the 
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U.S. Army Corps of Engineers. The composed dataset has been obtained at a resolution of 1/9 
arc second (~ 3 metres) and is referenced vertically and horizontally to the North American 
Vertical Datum of 1988 (NAVD 88), and the World Geodetic System (WGS) 84 datum in 
metres, respectively. To drive the flow in the model domain, tidal levels were obtained from 
NOAA’s Atlantic City tide gauge station (Station ID: 8534720) (N.O.A.A 2018). The tidal 
levels were referenced to the same datum (horizontal and vertical) as the DEM, in metres.  
 
Flood models, representative of the application site, were created using the LISFLOOD-FP 
code. This entailed the re-gridding of the source DEM into DEMs at varying grid resolutions: 
10 m, 15 m, 20 m, 30 m, 40 m, 50 m, and 100 m. These formed the basis of the flood model 
domains representing the slope of the land and seabed at the study site. For resampling the 
source DEM, the nearest neighbour approach was used in ArcMap 10.3.1. As the nearest 
neighbour method is simply a relocation algorithm, it is often prone to deliver patchier results, 
which may affect modeling outcomes. Therefore, two smoothing algorithms (i.e. bilinear 
interpolation and cubic convolution) were used to transform the source DEM into a 30 m and 
50 m DEM, to ascertain whether an alternative interpolation approach would have significantly 
altered the results of the nearest neighbour algorithm used.  
 
3.2. Storm surge simulations and model calibration 
A 1.5 m storm surge was superimposed onto a 24-hour tidal cycle, which was obtained from 
NOAA. The resulting time-series water levels (Figure 3) were entered along the east border in 
the boundary conditions file in LISFLOOD-FP. As a result, the storm surge was programmed 
in the model to approach the coast from an easterly direction. For flood simulations, a static 
friction value of 0.02 was used in the model, since this is the Manning’s friction coefficient for 
open water/sand (Mattocks and Forbes 2008), which broadly defines the study area. To verify 
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the use of a friction value of 0.02, a model calibration was performed against an observed 24-
hour tidal cycle (Figure 3) using friction values in the range of 0.01 to 0.04 at 0.005 intervals. 
Observations of the inland extent at high tide was extracted from a tide-coordinated, geo-
referenced RapidEye image (6.5 m resolution), acquired from Planet (2017), by heads-up 
digitizing in ArcMap 10.3.1. Model performance in each friction test case was determined 
using the Root Mean Squared Error (RMSE) approach (equation 3) and a friction value of 0.02 
was found to generate the best fit between the predicted and observed inland extent of the tide. 
 
RMSE =  √
∑ ((𝐹[Obs],𝑥− 𝐹[Pred],𝑥)
2
+(𝐹[Obs],𝑦− 𝐹[Pred],𝑦)
2
)𝑁𝑖=1
𝑁
      (3) 
 
where 𝐹[Obs] is the observed flood points and 𝐹[Pred] is the corresponding closest computed 
flood position along the shoreline, each specified with locations with coordinates 𝑥, 𝑦, in metres 
UTM; 𝑁 is the number of observations.  
 
In the model, the acceleration solver was applied for calculating flow. The acceleration solver 
is a simplified form of the shallow water equations, where only the convective acceleration 
terms is assumed negligible. The flow between cells is calculated as a function of friction and 
water slopes, and local water acceleration. This approach is first-order in space and explicit in 
time but applies a semi-implicit treatment for the friction term to help stabilize the model. The 
time-step used in this solver varies throughout the simulation in accordance with the Courant-
Friedrichs-Lewy (CFL) condition and is related to both cell size and water depth. For further 
details, see Bates et al. (2013).      
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The key to selecting the storm surge level was to highlight the impact of DEM resolution on 
assessing flow in a variable topography. When superimposed onto the 24-hour tidal cycle 
selected, the highest water elevation generated was 1.92 m. The land areas within the 
immediate coastal zone ranges in elevation from around 0 to roughly 3.9 m (Figure 4). Though 
this is a relatively small variation, a 1.92 m water elevation (which represents roughly the 
midpoint between 0 and 3.9 m) will be able to show a more variable effect on water flow 
relative to using a larger or smaller storm surge level. Thus, differences (if any) in flood extent 
predicted from the re-gridded DEMs would be clearly shown with a 1.5 m storm surge. In 
addition, a 1.5 m storm surge falls within the range of highest water levels generated from 
previous storms at the study site (Colle et al. 2008). Therefore, the use of a 1.5 m storm surge 
enabled a realistic simulation of coastal floods for the application site.     
 
3.3. Flood extent predictions 
Hydrodynamic flood simulations were carried out in LISFLOOD-FP for the full 24-hour tidal 
cycle representing the abovementioned storm surge scenario, using each re-gridded DEM. The 
maximum water depth raster output from each simulation was analyzed in ArcMap 10.3.1. A 
depth threshold of 0.1 m was used to distinguish between flooded and non-flooded areas, since 
flood depths below this level is expected to exert very little consequence and, therefore, provide 
an extreme indication of flood extents which may be inappropriate and misleading (Aronica et 
al. 2002). Flood extent predictions obtained was used to create a flood extent map to highlight 
the impact of DEM resolution on predicted coastal inundation extent (see Figure 5).   
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3.4. Model validation  
To add certainty to the modeling results and to ascertain the impact of DEM resolution on 
model accuracy, the flood models created from each re-gridded DEM were validated against 
an observed 24-hour tidal cycle, due to the absence of flood data for the application site. To 
facilitate this, observations of the inland extent at high tide was extracted from a tide-
coordinated, geo-referenced RapidEye image (6.5 m resolution), acquired from Planet (2017), 
by heads-up digitizing in ArcMap 10.3.1. The corresponding observed 24-hour tidal cycle 
(Figure 3) was entered along the east border in the boundary conditions file in LISFLOOD-FP, 
as before. A simulation of the tidal cycle was carried out using each re-gridded DEM, and the 
projected inland extent of the tide from all models were found using a depth threshold of 0.1 
m, as before. The distance between the observed and projected flood extents were calculated 
using the spatial analyst function ‘near’ in ArcMap 10.3.1, and the values obtained were used 
to estimate the RMSE (equation 3) in flood extent predictions from each re-gridded DEM.   
 
More specifically, the inundation extent (i.e. the landward extent of the water boundary) was 
converted to points. The number of points is related to the DEM resolution from which they 
have been extracted, and ranges from 186 (from the 100 m re-gridded DEM) to 1923 (from the 
10 m re-gridded DEM). These points were subsequently used to determine the offset between 
the observed flood extent line and predicted flood extent points. In ArcGIS, the shortest 
distance from a point to a line segment is the perpendicular to the line segment (see Figure 6). 
The distance between the predicted and observed flood extent indicators was used to estimate 
the RMSE of flood extent predictions from each re-gridded DEM.  
3.5. Integrating numerical modeling and GIS for predicting coastal flood extent 
To account for relevant details on coastal elevation, whilst ensuring computational efficiency 
and precision in coastal flood extent predictions, running structured grid, raster-based models 
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with a coarse DEM and re-projecting the predicted water levels onto a fine DEM is worth 
considering. To explore this, water levels predicted for the observed 24-hour tidal cycle using 
the 15 m, 20 m, 30 m, 40 m, 50 m, and 100 m DEMs were projected onto the 10 m DEM. In 
particular, the maximum water depth raster output from the coarser DEMs were resampled to 
10 m resolution and then subtracted from the 10 m DEM in ArcMap 10.3.1. As before, a 0.1 m 
depth threshold was used to delineate the predicted inundation extent from the resulting raster 
outputs, and their RMSE estimated using equation 3.  
 
4. Results and analysis 
The outputs from the re-gridding procedure, flood simulations, and model evaluations are 
presented across sections 4.1 to 4.3.  
 
4.1. Spatial differences in elevation between re-gridded DEMs 
From Table 1 and Figures 7-8, it would appear that the nearest neighbour re-sampling process 
did not significantly alter the quality and topographic complexity of the DEMs. This is 
ascertained by a Kruskal Wallis test, which indicated that there was no significant difference 
in the elevations between the re-gridded DEMs (χ2 = 12.59, p = 1.000). By resampling a fine 
resolution DEM using the nearest neighbour approach, the high-quality measurements are 
usually preserved, although they are spread out with greater point-to-point differences. 
Therefore, no significant differences between the re-gridded DEMs were expected. In real-
world modeling applications, it is possible that a poorer quality DEM may be used from the 
beginning, the results of which can be starkly different. However, many high-quality datasets 
are now becoming increasingly available through open-source repositories. Thus, the 
probability of obtaining high-resolution datasets is high relative to a few years ago.  
 
11 
 
Furthermore, a comparison of the 30 m and 50 m DEMs generated from the nearest neighbour, 
bilinear, and cubic convolution algorithms revealed no differences (Figure 9). Therefore, the 
flood model outputs derived from the nearest neighbour re-sampled DEMs is not likely to differ 
from those that would have been produced using a bilinear or cubic convolution smoothing 
algorithm.   
4.2. Flood extent predictions relative to DEM resolution   
Irrespective of spatial resolution, differences in the projected percentage of inundated area from 
all DEMs used in modeling the 24-hour tidal cycle and storm surge scenario were within 1.0% 
(Table 2).  This suggest that coastal flood extent predictions from all re-gridded DEMs were 
consistent, as also illustrated in Figure 5. While the aerial change may seem small, the average 
distance between the observed and projected flood extents were not. From Table 3, it is noted 
that the modeled boundaries became further away from the true flood boundaries with 
decreasing grid resolution. This aligns with the model validation results, which indicated that 
LISFLOOD-FP’s performance worsened with coarsening DEM resolution (Table 3 and Figure 
10). The small aerial changes in flood extent predictions is likely related to the steep terrain at 
the inundated in-land areas (see Figure 4).  Had the terrain been flatter, it is likely that there 
would be larger differences between the models.  
  
From Figure 4, much of the land at the study site varies within 4 m above NAVD88, whereas 
coastal profiles are relatively steep. In addition, there is an area of steep depression further 
inland due to the passage of a water course linked to a coastal lagoon. Therefore, the study site 
is characterized by steep depressions at the inundated in-land and beach areas, and irregular 
slopes in the land areas. Thus, the topographic features, in particular the steep depressions, is 
the key control of flood flow at the study site. For the representation of depressions governing 
flood dynamics, nearest neighbour resampling is generally useful (Casas et al. 2006; J. Zhang 
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et al. 2014). As such, a coarse DEM would have represented the key elevation characteristics 
of the study site well, leading to a good agreement between the flood extent observation and 
predictions from each re-gridded DEM. In a geomorphological setting where coastal floods are 
primarily controlled by small features such as groynes and breakwaters, interpolation at low 
spatial resolution can exclude these features from the DEM leading to flood extent over-
estimation (c.f. Falter et al. 2013). 
 
From Table 3 and Figure 10, it is acknowledged that the 10 m and 100 m grid DEM, i.e. the 
finest and coarsest resolutions used, resulted in the lowest (29.08 m) and highest (90.28 m) 
RMSE, respectively. Typically, RMSE values closer to 0 infer good model performance. 
However, in this case study, roughly 29 m was the lowest RMSE generated from using a 10 m 
grid DEM. A potential reason behind this large error value is the uncertainty associated with 
the horizontal and vertical accuracy of the DEM used. As the source DEM used was a collection 
of multiple datasets, a quantitative assessment of its accuracy (horizontal and vertical) was not 
estimated by the NCEI. Further, with the absence of ground control points, the quality of the 
DEM could not have been assessed. But, as this study is primarily concerned with illustrating 
the impact of DEM resolution on projections of coastal inundation extent, the accuracy and 
precision of the DEM used is of little significance and consequence relative to the study’s 
findings. The paper is simply designed to guide coastal managers and coastal flood modelers 
of the relevance (or non-relevance) of DEM resolution in coastal flood modeling.  
 
Regarding computational costs, the time taken to complete a 24-hour tidal cycle using a 10 m 
grid DEM was approximately 1 hour, while those carried out with lower DEM resolutions (15 
m, 20 m, 30 m, 40 m, and 50 m) took less than 15 minutes. In both cases, the time taken to 
complete a 24-hour simulation was not excessive. This is due to the small area focused on in 
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this study (i.e. a DEM equivalent to 29.62 km2 (11.44 mi2)). For a larger area, such as the U.S. 
east coast, model run times using both fine (e.g. 10 m) and low resolution (e.g. 100 m) would 
be excessively longer.  
 
4.3. Flood predictions from the integrated numerical modeling and GIS approach 
To circumvent the issues associated with DEM resolution and computational intensity, whilst 
ensuring reasonable accuracies of flood extent predictions, an integrated numerical modeling 
and GIS approach was explored, as outlined in section 3.5. From Figure 10, a decrease in 
RMSE values was acquired from re-projecting the predicted water levels obtained from the 
coarser DEMs onto the 10 m DEM (i.e. the finest resolution used in this paper). This reflected 
a significant improvement in coastal flood extent predictions. Also, it insinuates that the lower 
resolution DEMs (15 m, 20 m, 30 m, 40 m, 50 m, and 100 m) were effective in predicting 
reasonably good and consistent water levels relative to the 10 m DEM. In turn, this made a 
more detailed demarcation of probable coastal flood extent possible with a higher resolution 
DEM at low computational costs.  
 
5. Discussion 
Results imply that selecting a DEM resolution for use in a structured grid coastal flood model 
is based on two trade-offs: 
 
(1) High DEM resolution coupled with long computational times, but higher precision in 
flood extent prediction. Ideally, this scenario is recommended for small geographical 
areas, where detailed studies is required for obtaining results with precision, and 
reasonable certainty that can be used for decision making in coastal management 
(Chen and Liu 2014; Hartnett and Nash 2017; Seenath et al. 2016). Namely, this 
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option is recommended for local natural resource management agencies and 
environmental firms tasked with the job of managing small coastal areas of economic 
importance (e.g. beaches and coastal resorts), which are likely to be adversely 
affected by storm surges and sea-level rise under climate change.  
 
(2) Low DEM resolution coupled with short computational times, but lower precision in 
flood extent predictions. This option can facilitate the assessment of larger 
geographical areas (e.g. regional scales), but simulated outputs may contain 
questionable uncertainty and accuracy (Falter et al. 2013; Seenath et al. 2016). 
However, a coarse DEM can be used to provide a generalized indication of flood 
vulnerable areas in order to identify critical coastal areas (Gesch 2009) for a detailed 
assessment of coastal flood vulnerability to inform appropriate measures of coastal 
management.  
 
From Figure 5, it is acknowledged that model predictions of flood extent matched 
relatively well irrespective of DEM resolution, but this can be linked to the elevation 
characteristics of the site (Li and Wong 2010). If an area is mainly flat or high, the DEM 
resolution used to simulate coastal floods may have little significance in terms of water 
level, but it can affect the horizontal position of the predicted flood boundary (Falter et 
al. 2013). In such geomorphological environments, small features (e.g. depressions, 
narrow channels, and flood defenses) may have a more influential effect on flood flow, 
which may be excluded from a coarse DEM (Li and Wong 2010; Vaze et al. 2010) leading 
to poor predictions in horizontal flood boundary (Falter et al. 2013). Conversely, in a 
geomorphology with variable topography, characterized by large areas with steep and 
irregular slopes (i.e. a more rugged terrain), the elevation characteristics of the area 
15 
 
would exert a more significant control on flood flow (c.f. Li and Wong 2010) than small 
features. Topographic features are generally well preserved by nearest neighbour 
resampling (Casas et al. 2006; Nikolakopoulos et al. 2006; J. Zhang et al. 2014), provided 
that the scale of the terrain characteristics is good enough relative to the resolution at 
which the DEM is being resampled to (Savage et al. 2016). In these cases, a coarse DEM 
may be suitable for simulating coastal floods. As aforementioned, the main control on 
flood flow at the study site is its topographic features. Therefore, a coarse DEM 
(resampled from a high-quality DEM) would have represented the key elevation 
characteristics of the study site well, leading to a good agreement between flood extent 
observation and predictions from each re-gridded DEM.  
 
However, the accuracies inherent in the outputs acquired from the lower resolution 
DEMs were too low to be used for decision making in coastal management. Low spatial 
resolution means less detail (Li and Wong 2010; Savage et al. 2016; Vaze et al. 2010). 
Therefore, less detail will lead to simulated outputs farther away from reality (c.f. Falter 
et al. 2013). In the case of the application site, there were prominent slope characteristics 
which governed the flow of floods. In such cases, coarser DEMs will produce similar 
outputs as finer DEMs (see Figure 5). However, in a geomorphological setting where 
coastal floods are primarily controlled by small features such as groynes and 
breakwaters, interpolation at low spatial resolution can exclude these features from the 
DEM leading to flood extent over-estimation (Falter et al. 2013; Savage et al. 2016). 
Repercussions of flood extent over-estimation include: 
 
(a) An over-exaggeration of flood zones, which can lead to the needless relocation of 
people (i.e. forced migration) (Seenath et al. 2016).  
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(b) Waste of investment (Saghafian et al. 2013), particularly for persons paying high 
premiums to live in misguided flood risk zones (Mennel 2014 ). 
(c) Restricting development to non-flood zone areas, thus rendering potential 
valuable land as useless if it falls within a pseudo ‘flood zone’, leading to a 
probable loss in economic opportunities (Viglione et al. 2014). 
 
Furthermore, modeling results suggests that fine DEMs (≤ 10 m) is perhaps best for modeling 
coastal flood vulnerability, since the finest DEM used (i.e. 10 m) generated the best fit between 
the flood extent predictions and observations. Attempts were made to run the model using a 
DEM with 5 m and 7 m resolution, but this was not computationally practical. Hydrodynamic 
models calculate flow per grid cell. Therefore, the finer the resolution, the longer the 
computational run time. Flood modeling in this paper was restricted to a coastal area the size 
of 29.62 km2, which is small compared to coastal regions elsewhere. For larger geographical 
areas, a 10 m resolution may not be practical for reasons aforementioned. However, it is 
important to consider that the underlying purpose of any CFVA is often flood risk management. 
Thus, sufficient detail and precision in data inputs is needed for a realistic estimate of coastal 
flood vulnerability, particularly for areas with complex topographic and bathymetric features.  
 
From Figure 10, the decrease in RMSE values acquired from re-projecting the predicted water 
levels obtained from using a coarser DEM onto a fine DEM reflected a significant improvement 
in coastal flood extent predictions. Also, it insinuated that the coarser DEMs (15 m, 20 m, 30 
m, 40 m, 50 m, and 100 m) were effective in generating reasonably good and consistent water 
levels relative to the 10 m DEM. In turn, this made a more detailed demarcation of probable 
coastal flood extent possible with a higher resolution DEM, which can be useful for informing 
coastal flood risk management. This finding suggests that a two-scale modeling strategy, where 
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(1) a coarse DEM is used to predict water levels and (2) a fine DEM is applied to transform the 
predicted water levels into a precise estimate of coastal inundation extent, is perhaps the best 
approach for modeling (and quantifying) coastal flood vulnerability.  
 
Several river-based studies have shown that coarse DEMs can predict reasonably good water 
levels (Brandt 2016; Casas et al. 2006; Horritt and Bates 2001a), which can be used in flood 
analysis alongside DEMs of high quality (Horritt and Bates 2002). Therefore, the two-scale 
modeling strategy outlined is not new in modeling river floods, but rather commonly adopted 
in related river literature. However, in the coastal literature, flood modeling studies are either 
based on (1) the traditional raster-based modeling using a GIS, where land elevation lower than 
the elevation of floodwater at some level is considered flood-vulnerable, irrespective of 
hydraulic connectivity (i.e. the bathtub approach) or (2) hydrodynamic modeling, where the 
detailed physics behind the flood flow is simulated (Haer et al. 2018; Seenath et al. 2016). The 
former is more popular and widely adopted in related coastal literature (Gesch 2009; Haer et 
al. 2018; Leon et al. 2014), despite the many limitations associated with its simplistic approach 
towards CFVA (Kumbier et al. 2018; Leon et al. 2014; Seenath et al. 2016). Numerical raster-
based modeling, where a DEM is used to simulate coastal floods in a hydrodynamic model, is 
a fairly recent development in the coastal literature (Vousdoukas et al. 2016), and is 
sporadically used for coastal flood modeling relative to the bathtub approach. Therefore, while 
the outlined two-scale modeling strategy is very well-adopted in the river literature, it is not a 
strategy that has yet been extensively explored in related coastal literature. Thus, the outcomes 
of this study can lead to further considerations in integrating raster-based numerical models 
with a GIS for simulating coastal floods at large spatial scales at low computational costs, in 
order to better assess flood vulnerability for informing coastal management.  
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Figure 10 also illustrates that variations in RMSE values (though small) were obtained when 
predicted water levels from coarsening DEM resolution was projected onto the 10 m DEM. 
This suggest that DEM resolution do exert some level of influence on model accuracy. For 
example, RMSE values increased by 7.0% from projecting water levels predicted from a 100 
m DEM relative to a 20 m DEM onto the 10 m DEM. This imply that some level of 
computational intensity is needed. As the underlying purpose of CFVA is often to inform 
coastal flood risk management, precision in model outputs is needed, since flood extent over-
estimation can lead to over-management of coastal areas with adverse implications, as 
previously noted.  In addition, flood extent underestimation can lead to the under-management 
of coastal environments, which can increase the risks associated with coastal hazards with 
adverse economic (e.g. infrastructural damage from storm surges), social (e.g. destruction of 
property and loss of livelihood from coastal floods) and environmental (e.g. weakening of 
natural defense systems, such as coastal dunes, from sediment redistribution by coastal floods) 
implications (Rosner et al. 2014; Siegrist and Gutscher 2006; Verwaest et al. 2012). Therefore, 
even though an option exists to use a two-scale modeling strategy for obtaining a reasonable 
estimate of coastal flood vulnerability at low computational costs, the optimal lowest DEM 
resolution should be carefully selected based on site characteristics. In other words, the grid 
resolution of the input DEM should be fine enough to account for the main features of the area 
of interest.  
 
6. Conclusions 
This paper attempted to explore the effects of DEM resolution on modeling coastal flood 
vulnerability, using a raster-based, structured grid model, LISFLOOD-FP, with application to 
a sandy coastal stretch in New Jersey. The key conclusions drawn are: 
 
19 
 
1. The application of a structured grid, raster-based model for CFVA is based on two 
trade-offs: high DEM resolution coupled with long computational times, but higher 
precision, and vice versa. The former is more applicable for small geographical areas 
of economic importance (e.g. beaches) where high precision in model outputs is needed 
for flood risk management purposes, while the latter is more suitable for larger 
geographical areas (e.g. regional scales) where an indication of potential flood 
vulnerable areas is desired.  
2. A two-scale modeling strategy, where (1) a coarse DEM is used to predict water levels 
in a numerical model and (2) a fine resolution DEM is used to transform the predicted 
water levels into a precise estimate of coastal flood extent within a GIS, appears to be 
an effective and computationally efficient approach for modeling, predicting, and 
quantifying coastal flood vulnerability.  
3. As the underlying purpose of CFVA is often to inform coastal flood risk management, 
precision in model outputs is needed, since flood extent over- and under-estimation can 
lead to over- and under-management of coastal areas, respectively, with adverse 
implications. Therefore, while reasonable estimates of inundation extent can be 
achieved at low computational costs by projecting predicted water levels from a coarse 
DEM onto a fine DEM, the optimal (lowest) DEM resolution should be carefully 
selected to ensure that the main elevation features of the area of interest are aptly 
represented in the model.  
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Tables 
 
Table 1. Statistical descriptors of each re-gridded DEM.  
DEM Elevation characteristics (m) Error (m) 
Resolution Minimum Maximum Mean Standard 
Deviation 
ME* SE** RMSE*** 
10 -12.95 8.01 -3.58 4.31 - - - 
15 -12.89 7.46 -3.55 4.30 0.019 0.007 0.113 
20 -12.73 7.08 -3.54 4.30 -0.001 0.010 0.148 
30 -12.29 6.50 -3.54 4.30 -0.061 0.037 0.594 
40 -12.77 6.64 -3.55 4.30 -0.021 0.040 0.633 
50 -11.97 6.36 -3.54 4.30 0.0170 0.022 0.350 
100 -12.49 4.62 -3.56 4.30 -0.061 0.061 0.966 
*Mean error (ME) relative to the 10 m DEM.  
**Standard error (SE) relative to the 10 m DEM. 
***Root mean squared error (RMSE) relative to the 10 m DEM.  
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Table 2. Percentage change in area inundated relative to DEM resolution 
DEM 
Resolution (m) 
Inundated area (%) Percentage change* 
Tidal cycle Storm surge Tidal cycle Storm surge 
10 65.55 66.40 - - 
15 65.64 66.49 0.13 0.13 
20 65.91 66.76 0.55 0.54 
30 65.34 66.21 -0.32 -0.29 
40 65.24 66.07 -0.47 -0.49 
50 65.56 66.38 0.01 -0.03 
100 65.80 66.64 0.38 0.36 
* Percentage change calculated using area inundated from the 10 m DEM as the baseline for 
comparison. 
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Table 3. Statistical comparison of the differences between the observed and predicted flood 
extents relative to DEM resolution.  
Statistic* 
DEM resolution (m) 
10 15 20 30 40 50 100 
Standard error (m) 0.38 0.46 0.53 0.71 0.93 1.01 2.13 
RMSE (m) 29.08 29.26 29.99 35.57 41.20 39.30 90.28 
Mean absolute error (m) 23.68 24.04 25.03 28.62 35.79 34.17 85.54 
*Error statistics were based on the estimated distance between the predicted and observed flood 
extent indicators.  
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Figure Caption List 
 
Figure 1. Overview of the application site location. (Sources: National Geographic, Esri, 
DeLorme, HERE, UNEP-WCMC, USGS, NASA, ESA, METI, NRCAN, GEBCO, NOAA, 
increment P Corp.) 
 
Figure 2. Source coastal elevation model used in the re-gridding process to produce DEMs at 
coarser resolution. (Sources: National Geographic, Esri, DeLorme, HERE, UNEP-WCMC, 
USGS, NASA, ESA, METI, NRCAN, GEBCO, NOAA, increment P Corp.) 
 
Figure 3. Time series plot of the observed 24-hour tidal cycle and storm surge scenario created. 
The storm surge scenario was generated by superimposing a 1.5 m storm surge onto the 24-
hour tidal cycle, which was obtained from NOAA’s Atlantic City tide gauge station. Highest 
water elevation generated in this process was 1.92 m above NAVD88. 
 
Figure 4. Cross-sections of all re-gridded DEMs showing profiles from the ocean through 
beach to higher ground characteristic of the application site. From these, it is clear that there 
are prominent slope characteristics, which may be the key control on flood flow at the study 
site.   
 
Figure 5. Comparison of inundation extent from the (a) 24-hour tidal cycle and (b) storm surge 
scenario relative to DEM resolution. (Sources: National Geographic, Esri, DeLorme, HERE, 
UNEP-WCMC, USGS, NASA, ESA, METI, NRCAN, GEBCO, NOAA, increment P Corp.) 
 
Figure 6. Schematic diagram illustrating how the distance between the predicted flood extent 
points and the observed flood extent line was estimated in ArcMap 10.3.1. 
 
Figure 7. Elevation characteristics of each re-gridded DEM. From the box plot, it is clear that 
the re-gridding procedure had little impact on the overall quality and topographic complexity 
of the re-sampled DEMs. This can be related to the terrain slope characteristics of the area.   
 
Figure 8. A comparison of the elevation differences between the coarser DEMs and the 10 m 
DEM (i.e. the finest resolution used in the model). Again, it is shown that the nearest neighbour 
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re-gridding procedure applied had minimal impact on the final quality and topographic 
complexity of the re-gridded DEMs.  
 
Figure 9. Elevation characteristics of (a) the 30 m and (b) 50 m DEMs created using the nearest 
neighbour, bilinear, and cubic convolution interpolation methods. Here, it is shown that there 
were no differences in the DEMs generated from all three interpolation methods. Therefore, 
the flood model outputs derived from the nearest neighbour re-gridded DEMs are not likely to 
differ from those that would have been generated using a bilinear or cubic convolution 
smoothing algorithm.   
 
Figure 10. RMSE in coastal flood extent predictions obtained from (a) each re-gridded DEM 
and (b) projecting water levels predicted from the coarser DEMs (≥ 15m) onto the 10 m DEM. 
The spike seen in the graph at 40 m is related to the quality of the 40 m DEM. From Figure 8, 
it is noted that the 50 m DEM had a slightly better fit with the 10 m DEM. Therefore, the RMSE 
of the flood-extent predictions generated from the 40 m DEM was slightly higher than the 
RMSE of the flood-extent predictions obtained from the 50 m DEM.  
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