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(Dated: November 5, 2018)
We offer theoretical explanations for some recent observations in numerical simulations of quantum
random walks (QRW). Specifically, in the case of a QRW on the line with one particle (walker) and
two entangled coins, we explain the phenomenon, called “localization”, whereby the probability
distribution of the walker’s position is seen to exhibit a persistent major “spike” (or “peak”) at
the initial position and two other minor spikes which drift to infinity in either direction. Another
interesting finding in connection with QRW’s of this sort pertains to the limiting behavior of the
position probability distribution. It is seen that the probability of finding the walker at any given
location becomes eventually stationary and non-vanishing. We explain these observations in terms
of the degeneration of some eigenvalue of the time evolution operator U(k). An explicit general
formula is derived for the limiting probability, from which we deduce the limiting value of the height
of the observed spike at the origin. We show that the limiting probability decreases quadratically for
large values of the position x. We locate the two minor spikes and demonstrate that their positions
are determined by the phases of non-degenerated eigenvalues of U(k). Finally, for fixed time t
sufficiently large, we examine the dependence on t of the probability of finding a particle at a given
location x.
PACS numbers: 03.67.Lx, 05.30.-d, 05.40.-a, 89.70.+c
I. INTRODUCTION
Discrete-time random walks employing a quantum coin
originated in 1993 with the publication of [1]. Since then,
inspired by the promise of applications to the develop-
ment of super-fast algorithms, especially after the publi-
cation of [3, 4, 5] in the years 2000 and 2001, this field of
research has flourished immensely.
A natural spatial setting for the evolution of a discrete-
time random walk is an infinite linear lattice. In the sim-
plest classical example, the walker starts at the origin
and subsequently, depending on the outcome (heads or
tails) of the toss of a fair coin, strolls one step (spatial
unit) either to the right or to the left. In the quantum
context, the tossing of the coin is modeled by the action
on the overall state function of a “coin operator” while
the movement of the walker is modeled by the action of
a “shift operator”. The observable aspects of the sys-
tem are captured by the eigenvalues of these operators.
The characteristically quantum-mechanical phenomenon
of superposition of states gives rise to spatial probability
distributions quite unlike those observed in classical ran-
dom walks. Typically, sharp spikes of high probability
density are observed at specific locations and troughs of
near zero probability elsewhere.
A number of cases have been studied in some depth.
For instance, the case of one particle and one coin is
treated in [3, 4, 8, 11, 14]; two entangled particles and one
coin in [17]; one partilce and many coins in [9, 19], and
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one particle and two entangled coins in [15], etc. Very re-
cently, Venegas-Andraca et al. [15] showed, by way of nu-
merical simulations, that the walker tends to persist with
high probability at the initial position as evidenced by a
very prominent “peak” or “spike” at the origin. The oc-
currence of spikes and similar phenomena (called localiza-
tion) also has been reported in two-dimensional Grover
walks [7, 10, 12, 20], in multi-state quantum walk on a
circle [13], in one-dimensional quantum walks driven by
many coins [9] and in one-dimensional three-state quan-
tum walk [16].
In this paper, we concentrate on the case of a discrete-
time QRW on a linear lattice with two entangled coins, as
proposed by Venegas-Andraca et al. [15]. In this frame-
work, abbreviated “2cQRW”, the controlling behavior of
the two entangled coins is modeled by a certain 4 × 4
matrix which is defined as the second-order tensor-power
of a 2 × 2 unitary matrix. As in [16], we show that the
occurrence of localized spikes at the origin and elsewhere
reflects the degeneracy of some eigenvalue of the time
evolution operator U(k). An explicit formula for the lim-
iting spatial probability density enables us to specify the
height of the spike at the origin. For sufficiently large val-
ues of the position x, we find that the limiting probability
density decreases quadratically. This is in sharp contrast
to the result obtained by Inui et al for a three-state QRW
[16], where it was found that the limiting spatial proba-
bility density decreases exponentially for large x.
2II. FORMULATION OF QUANTUM RANDOM
WALKS WITH ENTANGLED COINS ON THE
LINE
A. Quantum random walks on the line with two
entangled coins
We proceed to define the elements, as formulated in
[15], of a random walk on a discrete linear lattice gov-
erned by a pair of entangled qubits. The definitions and
corresponding notations are analogous to those for the
single-coin (one-qubit) framework outlined in [21]. For
brevity of exposition, as in [15], the two-coin, or more pre-
cisely, two-qubit framework is abbreviated by the name
“2cQRW”.
Akin to the one-qubit case, the coin space of the
2cQRW framework is the Hilbert space Hec (“ec” for en-
tangled coin) spanned by the orthonormal basis {|j〉; j ∈
Bc} where Bc = {00, 01, 10, 11}. The position space is
the Hilbert space Hp spanned by the orthonormal basis
{|x〉;x ∈ Z}. The “overall” state space of the system is
H = Hp ⊗ Hec, in terms of which a general state of the
system may be expressed by the formula:
ψ =
∑
x∈Z
∑
j∈Bc
ψ(x, j)|x〉 ⊗ |j〉.
The spatio-temporal progression of the 2cQRW is gov-
erned by an “evolution operator” U , which is composed
of a coin operator Aec and a shift operator S.
In the 2cQRW context, the coin operator is defined as
the tensor product of two single-qubit operators
Aec = A⊗ A,
where the unitary operator A acts on a single-coin space
(see [21]).
As in [15], the shift operator is given by:
S = |00〉〈00| ⊗
∑
i
|i + 1〉〈i|+ |01〉〈01| ⊗
∑
i
|i〉〈i|
+|10〉〈10| ⊗
∑
i
|i〉〈i|+ |11〉〈11| ⊗
∑
i
|i− 1〉〈i|. (1)
The journey of the particle (a.k.a. walker) along the
line is driven by a stochastic sequence of iterations of S.
At every time step of the walk, depending on the state of
the coin, the walker strolls either one spatial unit to the
right or to the left or stalls at that step. Note that the
walker moves only when both coins reside in the |00〉 or
|11〉 state. Otherwise, the walker stalls at that step.
Let I denote the identity operator on Hp. Then, in
terms of Aec and S, the total evolution operator U is
given by
U = S(I ⊗Aec).
Given ψ0 ∈ H, where ||ψ0|| = 1, the expression ψt =
U tψ0 is called the wave function for the particle at time
t. The corresponding random walk with initial state ψ0
is represented by the sequence {ψt}∞0 .
Let X denote the position operator on Hp, defined by
X |x〉 = x|x〉 and let ψt =
∑
x∈Z
∑
j∈Bc ψt(x, j)|x〉 ⊗ |j〉
be the wave function for the particle at time t. Then the
probability pt(x) of finding the particle at the position x
at time t is given by the standard formula
pt(x) =
∑
j∈Bc
|ψt(x, j)|2,
where | · | indicates the modulus of a complex number.
At each instant t, the eigenvalues of the operator Xt
.
=
U †
t
XU t equate to the possible values of the particle’s
position with corresponding probability pt(x).
B. Fourier transform formulation of the wave
function for 2cQRW
As in the single-coin setting treated in [11], Fourier
transform methods can be applied in the 2cQRW set-
ting to obtain a useful formulation of the wave func-
tion. Let Ψect (x) ≡ [ψt(x, 1), ψt(x, 2), ψt(x, 3), ψt(x, 4)]T
represent the amplitude of the wave function, whose
four components at position x and time t correspond
respectively to the coin states 00, 01, 10, and 11.
As usual, the superscript T denotes the transpose
operator. Assuming that the 2cQRW is launched
from the origin, then the initial quantum state of the
system is reflected by the components of Ψec0 (0) =
[ψ0(0, 1), ψ0(0, 2), ψ0(0, 3), ψ0(0, 4)]
T ≡ [α1, α2, α3, α4]T ,
where
∑4
j=1 |αj |2 = 1.
To begin, the spatial Fourier transform of Ψect (x) is
defined by
Ψ̂ect (k) =
∑
x∈Z
Ψect (x)e
ikx.
For instance, under this transformation, the initial am-
plitude is related to its Fourier dual by the formula:
Ψ̂ec0 (k) = Ψ
ec
0 (0). (2)
In general, the Fourier dual of the overall state space
of the 2cQRW system is the Hilbert space L2(K)⊗Hec,
consisting of C4-valued functions:
φ(k) =


φ1(k)
φ2(k)
φ3(k)
φ4(k)

 , (3)
subject to the finiteness condition
‖φ‖2 = ‖φ1‖2L2 + ‖φ2‖2L2 + ‖φ3‖2L2 + ‖φ4‖2L2 <∞.
Thus, given the initial state Ψ̂ec0 (k), the Fourier dual of
the wave function of the 2cQRW system is expressed by
Ψ̂ect (k) = Uec(k)
tΨ̂ec0 (k), (4)
3where the total evolution operator Uec(k) on L
2(K)⊗Hec
is given by
Uec(k) =


eik 0 0 0
0 1 0 0
0 0 1 0
0 0 0 e−ik

Aec . (5)
Note that Uec(k) = U(k/2)⊗ U(k/2), where
U(k/2) =
[
eik/2 0
0 e−ik/2
]
A . (6)
To wrap up this introductory section, we collect some
basic facts about the eigenvalues and eigenvectors of the
operators discussed above.
Since the matrix A is unitary, we may assume, with-
out loss of generality, that its determinant is |A| = eiθ,
where θ is a real constant. Similarly, for the unitary
matrix U(k/2), we may assume that its eigenvalues are
λ1(k) = e
iη(k) and λ2(k) = e
i(θ−η(k)), where η is a
real-valued differentiable function of k. Let v1(k) and
v2(k) denote the corresponding unit eigenvectors. Since
Uec(k) = U(k/2)⊗U(k/2), it follows that the eigenvalues
of Uec(k) are:

Λ1(k) = [λ1(k)]
2 = eiϕ(k) where ϕ(k) = 2η(k)
Λ2(k) = λ1(k)λ2(k) = |A| = eiθ
Λ3(k) = λ1(k)λ2(k) = |A| = eiθ
Λ4(k) = [λ2(k)]
2 = ei(2θ−ϕ(k)).
Correspondingly, the unit eigenvectors are:

V1(k) = v1(k)⊗ v1(k)
V2(k) = v1(k)⊗ v2(k)
V3(k) = v2(k)⊗ v1(k)
V4(k) = v2(k)⊗ v2(k).
Finally, in terms of eigenvalues and eigenvectors, the
wave function Ψ̂ect (k) may be expanded as follows:
Ψ̂ect (k) = U
t
ec(k)Ψ̂
ec
0 (k)
= eitϕ(k)〈V1(k), Ψ̂ec0 (k)〉V1(k)
+eitθ〈V2(k), Ψ̂ec0 (k)〉V2(k)
+eitθ〈V3(k), Ψ̂ec0 (k)〉V3(k)
+eit(2θ−ϕ(k))〈V4(k), Ψ̂ec0 (k)〉V4(k). (7)
III. SPATIAL PROBABILITY DISTRIBUTION
OF 2CQRW
For simplicity of notation, occasionally the explicit de-
pendency on the parameter k of the quantities {Vj}4j=1,
Ψ̂ect and Ψ̂
ec
0 will be suppressed. By inverse Fourier trans-
formation, the amplitude of the wave function of the par-
ticle at the position x and the time t is given by
Ψect (x) = [ψt(x, 1), ψt(x, 2), ψt(x, 3), ψt(x, 4)]
T
=
∫ 2pi
0
e−ixkΨ̂ect
dk
2π
= I1 + I2 + I3 + I4, (8)
where

I1 =
∫ 2pi
0 e
−ixkeitϕ(k)〈V1, Ψ̂ec0 〉V1 dk2pi
I2 =
∫ 2pi
0
e−ixkeitθ〈V2, Ψ̂ec0 〉V2 dk2pi
I3 =
∫ 2pi
0
e−ixkeitθ〈V3, Ψ̂ec0 〉V3 dk2pi
I4 =
∫ 2pi
0
e−ixkeit(2θ−ϕ(k))〈V4, Ψ̂ec0 〉V4 dk2pi .
In view of [18], the asymptotic behavior of the four
Fourier integrals representing the amplitude components
I1, I2, I3 and I4 of Ψ
ec
t (x) can be described by the follow-
ing lemma:
Lemma 1. Let g(k) be an N -fold continuously dif-
ferentiable function in the interval 0 ≤ k ≤ 2π. Let
g(n) = dng/dkn, AN (x) =
∑N−1
n=0 i
n−1g(n)(a)(−x)−n−1
and BN (x) =
∑N−1
n=0 i
n−1g(n)(b)(−x)−n−1. Then, as
|x| → ∞, we have∫ 2pi
0
e−ixkg(k)dk = BN (x)−AN (x) + o(x−N ). (9)
The following theorem justifies the prominent spike at
the origin observed by Venegas-Andraca et al in [15], as
well as other interesting phenomena.
Theorem 1. Let pt(x)=‖Ψect (x)‖2=
∑
j∈Bc |ψt(x, j)|2,
where ‖‖ denotes vector norm. Let p(x) = limt→∞ pt(x).
If the 2cQRW is launched from the origin with initial
state Ψ̂ec0 and governed by evolution operator Uec(k),
then the limiting probability of finding the walker at |x〉
is
p(x) = ‖
∫ 2pi
0
{e−ixk
3∑
j=2
〈Vj(k), Ψ̂ec0 (k)〉Vj(k)}
dk
2π
‖2.
In particular
(i) when x = 0, we have:
p(0) = ‖
∫ 2pi
0
{
3∑
j=2
〈Vj(k), Ψ̂ec0 (k)〉Vj(k)}
dk
2π
‖2. (10)
(ii) as |x| → ∞, we have:
p(x) ∼ 1
x2
‖
3∑
j=2
[〈Vj(0), Ψ̂ec0 (0)〉Vj(0)−
〈Vj(2π), Ψ̂ec0 (2π)〉Vj(2π)]‖2 +O(x−2). (11)
Proof. See Appendix A.
The height of the spike at the origin is quantified pre-
cisely by Eq.(10). For instance, if we choose, as the ini-
tial coin state, the Bell state |Φ+〉 = 1√
2
(|00〉+ |11〉),
then the probability of finding the particle at the origin
converges to p(0) = 3 − 2√2 ≈ 0.171573 (justification
below). This agrees quite accurately with the graphical
4representation in FIG. 1 (see below) and the observations
reported in [15]. No such spikes are evident in QRWs
driven by single coins.
The formula Eq.(11) for p(x) implies that the limiting
probability of finding the particle at any fixed location
does not vanish. This is in sharp contrast to the behavior
of single-coin QRWs [3, 4, 8, 14], for which the analogous
limiting probability converges everywhere to zero.
In [16], which treats the case of a one-dimensional
three-state quantum walk, there too the behavior of p(x)
is observed to be everywhere non-vanishing. However,
one important difference distinguishes that case from the
present case. Whereas in [16] the rate of decay of p(x)
as |x| → ∞ is exponential, in the present case the rate of
decay of p(x) as |x| → ∞ is quadratic.
By the proof of Theorem 1 (see Appendix A), the ev-
erywhere non-vanishing behavior of p(x) as well as the
occurrence of the spike at the origin both are due to the
independence on k of the degenerate eigenvalues of the
evolution operator Uec.
We remark that the sequence {p(x)}∞x=0 of limiting
probabilities does not itself amount to a probability dis-
tribution. In fact the sum
∑
x∈Z p(x) usually is less than
unity. The following theorem evaluates this sum.
Theorem 2. If the 2cQRW is launched from the origin
with initial state Ψ̂ec0 and governed by evolution operator
Uec(k), then
∑
x∈Z
p(x) =
∫ 2pi
0
3∑
j=2
|〈Vj(k), Ψ̂ec0 (k)〉|2
dk
2π
. (12)
Proof. See Appendix B.
To illustrate the above theorem, suppose the 2cQRW
is launched from the origin with initial state |Φ+〉 =
1√
2
(|00〉+ |11〉), governed by the coin operator H⊗2,
where H is the 2× 2 Hadamard operator. Then, by (12),∑
x∈Z p(x) =
√
2 − 1. This example is discussed further
in the sequel.
The third and final theorem of this article provides
detailed information on the local behavior of pt(x), the
probability of finding the particle at time t and position
x. In preparation for this theorem, we digress for a mo-
ment to review some prerequisites.
As in Eq.(5), let ϕ(k) denote the phase of the princi-
pal eigenvalue Λ1 = e
iϕ(k) associated with the evolution
operator Uec(k). To ensure sufficient control over the an-
alytic properties of ϕ, our choice of the coin operator Aec
must be restricted accordingly. Specifically, ϕ must pos-
sesses no stationary points (see [3, 18]) of order greater
than 1. Moreover, the maximum and minimum values of
the function ϕ′(k) over [0, 2π] must coincide respectively
with |ϕ′(k0)| and −|ϕ′(k0)|, where k0 is a zero of ϕ′′(k)
of multiplicity one.
Provided that β is neither 0 nor pi2 , the aforementioned
assumptions are valid at least for the important case of
the coin operator A(β)⊗2 treated in [21]. If β is 0 or pi2 ,
then the resulting QRW is trivial.
In the special case when β = pi4 , our coin operator
A(pi4 )
⊗2 coincides with the 4×4 Hadamard-based matrix
H⊗2. This example is fully elaborated below.
Theorem 3. Suppose the 2cQRW is launched from
the origin with initial state Ψ̂ec0 (k) and governed by
evolution operator Uec(k) based on the coin operator
Aec = A(β)
⊗2. Let ϕ(k) denote the phase function of
the principal non-degenerate eigenvalue Λ1 = e
iϕ(k) of
Uec(k) and let M = |ϕ′(k0)|, where k0 is a zero of ϕ′′(k).
(i) When x = 0, we have
pt(0) = p(0) +O(t
− 12 ). (13)
(ii) If x is an integer within a small fixed distance δ of
±tM then pt(x) = O(t− 23 ).
(iii) For a fixed ǫ > 0, if t ≥ x ≥ t(M + ǫ) or t ≥ −x ≥
t(M + ǫ), then pt(x) = O(t
−2).
(iv) For a fixed ǫ > 0, if t
1
2 ≤ x ≤ t(M − ǫ) or t 12 ≤
−x ≤ t(M − ǫ), then pt(x) = O(t−1).
(v) If |x| < t 12 , and |x| ≈ 0, then
pt(x) = p(x) +O(t
− 12 ). (14)
(vi) If |x| < t 12 , and |x| ≈ t 12 , then pt(x) = O(t−1).
According to this theorem, if t is fixed and sufficiently
large, the distribution of pt(x) is characterized by a spike
at the origin and two minor spikes located at ±tϕ′(k0).
As t increases, the two minor spikes shrink in height and
drift off to infinity in both directions (see FIG. 1), while
the spike at the origin persists and settles to a specific
height given by Eq.(10). These inferences confirm the
observations based on numerical simulations reported in
[15].
Example. For the duration of this example, let us
agree to adopt the convection whereby any row vector,
when enclosed in round parentheses, is identified with the
corresponding column vector enclosed in square brackets.
For instance:
(a1, a2, a3) =

 a1a2
a3


Suppose the 2cQRW is launched from the origin with
initial state |Φ+〉 = 1√
2
(|00〉+ |11〉) and governed by the
coin operator
H⊗2 =
[
1√
2
(|0〉〈0|+ |0〉〈1|+ |1〉〈0| − |1〉〈1|)
]⊗2
,
which equals the operator Aec = A(β)
⊗2 in Theorem 3
when β = pi4 .
5The total evolution operator is given by Uec(k) =
U(k/2)⊗ U(k/2), where
U(k/2) =
1√
2
[
eik/2 eik/2
e−ik/2 −e−ik/2
]
. (15)
Let ϕ(k) = 2 sin−1
(
sin(k/2)√
2
)
. Then the two eigenval-
ues of U(k/2) are
λ1(k) = e
iϕ(k)/2
λ2(k) = −e−iϕ(k)/2.
and the four eigenvalues of Uec(k) = U(k/2) ⊗ U(k/2)
are:


Λ1(k) = λ1(k)
2 = eiϕ(k)
Λ2(k) = λ1(k)λ2(k) = −1
Λ3(k) = λ1(k)λ2(k) = −1
Λ4(k) = λ2(k)
2 = e−iϕ(k).
To apply Theorem 3, observe that
ϕ′(k) =
cos(k/2)√
2− sin2(k/2)
,
ϕ′′(k) =
− sin(k/2)
2[2− sin2(k/2)] 32 .
so that the zeros of ϕ′′(k), both of multiplicity one, occur
at 0 and 2π. Thus, the maximum value M =
√
2
2 of ϕ
′(k)
is attained at k = 0 while its minimum value −
√
2
2 is
attained at k = 2π.
For economy of notation, let
γ1(k) = − cos k2 +
√
1 + cos2 k2
γ2(k) = − cos k2 −
√
1 + cos2 k2 ,
and
N1(k) = 2− 2γ1(k) cos k2
N2(k) = 2− 2γ2(k) cos k2 ,
in terms of which, the two unit eigenvectors of U(k/2)
corresponding to the eigenvalues λ1(k) and λ2(k) are:
v1(k) =
1√
N1
(
eik/2, γ1(k)
)
v2(k) =
1√
N2
(
eik/2, γ2(k)
)
,
and the four unit eigenvectors of Uec(k) are:

V1(k) =
1
N1
(
eik, eik/2γ1(k), e
ik/2γ1(k), γ1(k)
2
)
V2(k) =
1√
N1N2
(
eik, eik/2γ2(k), e
ik/2γ1(k),−1
)
V3(k) =
1√
N1N2
(
eik, eik/2γ1(k), e
ik/2γ2(k),−1
)
V4(k) =
1
N2
(
eik, eik/2γ2(k), e
ik/2γ2(k), γ2(k)
2
)
.
By Eq.(7), with Ψ̂ec0 (k) =
(√
2
2 , 0, 0,
√
2
2
)
, the wave
function Ψ̂ect (k) = U
t
ec(k)Ψ̂
ec
0 (k) may be expressed as a
sum of four components
Ψ̂ect (k) = H1(k, t) +H2(k, t) +H3(k, t) +H4(k, t),
where:

H1(k, t) =
√
2eitϕ(k)
2N1
(
e−ik + γ1(k)2
)
V1(k)
H2(k, t) =
√
2eipit
2
√
N1N2
(
e−ik − 1)V2(k)
H3(k, t) =
√
2eipit
2
√
N1N2
(
e−ik − 1)V3(k)
H4(k, t) =
√
2eitϕ(k)
2N2
(
e−ik + γ2(k)2
)
V4(k).
Applying inverse Fourier transformation, as in Eq.(8),
the four summands of
Ψect (x) = I1 + I2 + I3 + I4 (16)
are:

I1 =
∫ 2pi
0 e
−ixk
√
2eitϕ(k)
2N1
(
e−ik + γ1(k)2
)
V1(k)
dk
2pi
I2 =
∫ 2pi
0 e
−ixk
√
2eipit
2
√
N1N2
(
e−ik − 1)V2(k) dk2pi
I3 =
∫ 2pi
0 e
−ixk
√
2eipit
2
√
N1N2
(
e−ik − 1)V3(k) dk2pi
I4 =
∫ 2pi
0 e
−ixk
√
2eitϕ(k)
2N2
(
e−ik + γ2(k)2
)
V4(k)
dk
2pi .
To determine the height of the spike at the origin, as
given by Eq.(10), we must evaluate the sum of the second
and third terms of (16) at x = 0. After some algebraic
manipulations, using the identity N1N2 = 4 + 4 cos
2 k
2
and the formulas
∫ 2pi
0
1
1 + cos2 k2
dk
2π
=
√
2
2
,
∫ 2pi
0
cos k
1 + cos2 k2
dk
2π
= 2− 3
√
2
2
,
∫ 2pi
0
sink
1 + cos2 k2
dk
2π
= 0,
we arrive at the formula:
I2 + I3 =
1
2
(
(−1)t(2−
√
2), 0, 0, (−1)t(2−
√
2)
)
. (17)
Therefore, the probability of finding the particle at the
origin converges to
p(0) = ‖I2 + I3‖
= 3− 2
√
2
≈ 0.171573.
Our computer simulation (see FIG. 1) accords well
with this theoretical value as does the simulation result
0.171242 reported in [15].
6FIG. 1: The position probability distribution pt(x) for a
2cQRW with initial coin state |Φ+〉 = 1√
2
(|00〉 + |11〉) after
t = 400 steps.
We proceed to elucidate the destinies of the two minor
spikes, which plainly are visible in FIG. 1. By Theo-
rem 3, with M =
√
2
2 , each of the spikes, respectively,
is predicted to lurk within a small neighborhood of the
positions x = ±
√
2
2 t. It suffices to consider only the spike
at x =
√
2
2 t, since the other one may be treated similarly.
Also, to serve as our small neighborhood, it suffices to
adopt the interval Jt = [
√
2
2 t− 1,
√
2
2 t+ 1].
Let x =
√
2
2 t + c ∈ Jt. Substituting in each of the
summands of Eq.(16) this value of x and performing some
simple algebraic manipulations, we obtain:


I1 =
∫ 2pi
0
eit[ϕ(k)−
√
2
2 k]e−ikδ
√
2
2N1
(
e−ik + γ1(k)2
)
V1(k)
dk
2pi
I2 =
∫ 2pi
0
eipite−ixk
√
2
2
√
N1N2
(
e−ik − 1)V2(k) dk2pi
I3 =
∫ 2pi
0
eipite−ixk
√
2
2
√
N1N2
(
e−ik − 1)V3(k) dk2pi
I4 =
∫ 2pi
0
eit[−ϕ(k)−
√
2
2 k]e−ikδ
√
2
2N2
(
e−ik+γ2(k)2
)
V4(k)
dk
2pi .
By Lemma 1, both I2 and I3 decay as O(t
−1). Hence,
as t → ∞, their contributions to the value of pt(x) be-
come eventually negligible relative to I1 and I4, whose
values, as shown below, decay no faster than O(t−
2
3 ).
Without much effort, one verifies that the modified
phase function ϕ(k)−
√
2
2 k possesses a stationary point of
order 2 at k = 0 and, by similar reasoning, −ϕ(k)−
√
2
2 k
possesses a stationary point of order 2 at k = 2π. Thus,
by the method of “stationary phase” [3, 18], the following
values are obtained for the leading terms of I1 and I4:
I1 ∼ C1 · (1,
√
2− 1,
√
2− 1, 3− 2
√
2),
I4 ∼ C2 · (1,
√
2− 1,
√
2− 1, 3− 2
√
2),
where
C1 =
1
2π
2
√
2− 2
(4− 2√2)2 e
−ipi6
(
96
t
√
2
) 1
3 Γ(13 )
3
C2 =
1
2π
2
√
2− 2
(4− 2√2)2 e
−ic2pie−it
√
2pi+ipi6
(
96
t
√
2
) 1
3 Γ(13 )
3
.
Finally, after some further manipulations, we obtain:
pt(x) ∼ ‖I1 + I4‖2
∼ ‖e−ipi6 + e−ic2pie−it
√
2pi+ipi6 ‖2 · (6
√
2)
2
3Γ(13 )
2
18π2
t−
2
3
∼
(6
√
2)
2
3Γ(13 )
2
6π2
t−
2
3 .
IV. RELATED IDEAS FOR FURTHER
RESEARCH
As above, let X denote the position operator on the
position space Hp and let Xt .= U †tXU t, where U de-
notes the evolution operator. A natural and potentially
more useful statistical description of the evolution of the
2cQRW as time t→∞ can be developed in terms of the
“normalized” operator 1tXt.
Suppose the 2cQRW, controlled by the coin oper-
ator H⊗2, is launched from the origin in the initial
state Ψec0 (0) = α1|00〉+ α2|01〉+ α3|10〉+ α4|11〉, where∑4
j=1 |αj |2 = 1. For y ∈ [−1, 1], let δ0(y) denote the
point mass at the origin and let I(a,b)(y) denote the in-
dicator function of the real interval (a, b). Then, as
t → ∞, the normalized position distribution ft(y) asso-
ciated with 1tXt converges, in the sense of a weak limit,
to the density function
f(y) = c00δ0(y) +
I(−1/√2,1/√2)(y)
π(1− y2)
√
1− 2y2
2∑
j=0
cjy
j . (18)
In the above formula, the coefficients c00, c0, c1 and c2
are given by
c00 =
√
2
4
+
1
2
(2−
√
2)(|α2|2 + |α3|2)
+
1
2
Re[(2−
√
2)(α2α4 + α3α4 − α1α2 − α1α3)
+(3
√
2− 4)α1α4 −
√
2α2α3] (19)
c0 =
1
2
+ Re{α2α3 − α1α4} (20)
c1 = |α1|2 − |α4|2
+Re(α1α2 + α1α3 + α2α4 + α3α4)
c2 =
1
2
(|α1|2 + |α4|2 − |α2|2 − |α3|2)
+Re[3α1α4 + α1α2 + α1α3
−α2α3 − α2α4 − α3α4)].
7The derivation of Eq.(18) is due to the method by
Grimmett et al. [11].
For instance, if the 2cQRW is launched from the Bell
state |Φ+〉 = 1√
2
(|00〉+ |11〉), then we obtain
f(y) = (
√
2− 1)δ0(y) +
2y2I(−1/√2,1/√2)(y)
π(1− y2)
√
1− 2y2
. (21)
It is no accident that the coefficient c00 =
√
2 − 1 of
δ0(y) in Eq. (21) coincides with the value of the sum in
Eq. (12). In this particular instance, we have
c00 =
∑
x∈Z
p(x) =
√
2− 1.
A detailed study of the limit distribution of 1tXt for
2cQRW will be presented in a forthcoming publication.
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APPENDIX A: PROOF OF THEOREM 1
Proof. Let m ≥ 0 denote the highest order of the
stationary points of ϕ(k). By the method of stationary
phase [3, 18] applied to the first term and the fourth term
in Eq. (8), we have
∫ 2pi
0
{e−ixkeitϕ(k)〈V1(k), Ψ̂ec0 (k)〉V1(k)}
dk
2π
→ O(t− 1m+1 ) as t→∞; (A1)
∫ 2pi
0
{e−ixkeit(2θ−ϕ(k))〈V4(k), Ψ̂ec0 (k)〉V4(k)}
dk
2π
→ O(t− 1m+1 ) as t→∞. (A2)
Since the eigenvalues corresponding to I2, I3 in Eq.
(8) are independent of k, the values of I2 and I3 do not
vanish as t→∞. Hence, I2 and I3 provide the only non-
negligible contributions to the limiting amplitude. Thus
p(x) =
∥∥∥∥∥∥
∫ 2pi
0
{e−ixk
3∑
j=2
〈Vj(k), Ψ̂ec0 (k)〉Vj(k)}
dk
2π
∥∥∥∥∥∥
2
.
By Lemma 1, as x→∞, we obtain
∫ 2pi
0
{e−ixk
3∑
j=2
〈Vj(k), Ψ̂ec0 (k)〉Vj(k)}
dk
2π
=
1
ix
3∑
j=2
[〈Vj(0), Ψ̂ec0 (0)〉Vj(0)−
〈Vj(2π), Ψ̂ec0 (2π)〉Vj(2π)] +O(x−1). (A3)
Therefore,
p(x) ∼ 1
x2
‖
3∑
j=2
[〈Vj(0), Ψ̂ec0 (0)〉Vj(0)−
〈Vj(2π), Ψ̂ec0 (2π)〉Vj(2π)]‖2 + o(x−2). (A4)
At the other extreme, setting x = 0, we obtain:
p(0) = ‖
∫ 2pi
0
{
3∑
j=2
〈Vj(k), Ψ̂ec0 (k)〉Vj(k)}
dk
2π
‖2. (A5)
.
APPENDIX B: PROOF OF THEOREM 2
Proof. Let
W (k) =
3∑
j=2
〈Vj(k), Ψ̂ec0 (k)〉Vj(k),
and let
cx =
∫ 2pi
0
e−ixkW (k)
dk
2π
,
so that
W (k) =
∑
x∈Z
cxe
ixk.
Since
〈W (k),W (k)〉 =
∑
x∈Z
‖cx‖2 +
∑
x 6=y
cxcye
i(x−y)k,
and, by Theorem 1,∑
x∈Z
p(x) =
∑
x∈Z
‖cx‖2,
we conclude that∫ 2pi
0
〈W (k),W (k)〉dk
2π
=
∑
x∈Z
‖cx‖2
=
∑
x∈Z
p(x).
8.
On the other hand,
〈W (k),W (k)〉 =
3∑
j=2
|〈Vj(k), Ψ̂ec0 (k)〉|2.
Therefore
∑
x∈Z
p(x) =
∫ 2pi
0
3∑
j=2
|〈Vj(k), Ψ̂ec0 (k)|2
dk
2π
.
APPENDIX C: PROOF OF THEOREM 3
Proof. (i) Assuming that 1 is the highest order of
any stationary point of ϕ(k), we infer, by the method of
stationary phase [3, 18], that the first term I1 and the
fourth term I4 in Eq.(8) decay as follows:
∫ 2pi
0
{e−ixkeitϕ(k)〈V1(k), Ψ̂ec0 (k)〉V1(k)}
dk
2π
→ O(t− 12 ) as t→∞; (C1)
∫ 2pi
0
{e−ixkeit(2θ−ϕ(k))〈V4(k), Ψ̂ec0 (k)〉V4(k)}
dk
2π
→ O(t− 12 ) as t→∞. (C2)
Hence
pt(0) = ‖
∫ 2pi
0
3∑
j=2
〈Vj(k), Ψ̂ec0 (k)〉Vj(k)
dk
2π
‖2 +O(t− 12 )
= p(0) +O(t−
1
2 ). (C3)
(ii) If x ∈ [tϕ′(k0)− δ, tϕ′(k0) + δ], say, x = tϕ′(k0) +
c, where |c| ≤ δ, then the amplitudes of Eq.(8) can be
expressed as follows:
(ψt(x, 1), ψt(x, 2), ψt(x, 3), ψt(x, 4))
T
=
∫ 2pi
0
{eit[ϕ(k)−ϕ′(k0)k]e−ick〈V1, Ψ̂ec0 〉V1
+eit[θ−kϕ
′(k0)]e−ick〈V2, Ψ̂ec0 〉V2
+eit[θ−kϕ
′(k0)]e−ick〈V3, Ψ̂ec0 〉V3
+eit[2θ−ϕ(k)−ϕ
′(k0)k]e−ick〈V4, Ψ̂ec0 〉V4}
dk
2π
. (C4)
Since k0 is a zero of ϕ
′′(k) with multiplicity 1, k0 is
a stationary point of ϕ(k) − ϕ′(k0)k, θ − kϕ′(k0) and
2θ − ϕ(k)− ϕ′(k0)k of order 2, 0, and 0, respectively.
By the method of stationary phase, as in [3, 18], we
infer that, as t → ∞, the first term I1 in Eq. (C4)
is the order of O(t−
1
3 ), while the other three terms in
Eq. (C4) are of order O(t−1). Therefore, as t → ∞,
ψt(x, j) = O(t
− 13 ) where j = 1, 2, 3, 4.
Similarly, when x ∈ [−tϕ′(k0)−δ,−tϕ′(k0)+δ], we get
ψt(x, j) ∼ O(t− 13 )where j = 1, 2, 3, 4. Hence, in either
case, pt(x) = O(t
− 23 ).
(iii) For convenience, we may assume ϕ′(k0) > 0, then
M = ϕ′(k0). It suffices to treat the case when t ≥ x >
(ϕ′(k0) + ǫ)t, as other case can be treated similarly. The
amplitudes of in Eq. (8) can be expressed as follows:
(ψt(x, 1), ψt(x, 2), ψt(x, 3), ψt(x, 4))
T
=
∫ 2pi
0
{eit[ϕ(k)−xt k]〈V1, Ψ̂ec0 〉V1
+eitθe−ixk〈V2, Ψ̂ec0 〉V2
+eitθe−ixk〈V3, Ψ̂ec0 〉V3
+eit[2θ−ϕ(k)−
x
t
k]〈V4, Ψ̂ec0 〉V4}
dk
2π
. (C5)
Note that ddk (ϕ(k) − xt k) < ϕ′(k) − ϕ′(k0) − ǫ ≤ −ǫ,
and ddk (2θ − ϕ(k) − xt k) < −ϕ′(k) − ϕ′(k0) − ǫ < −ǫ.
Thus, neither ϕ(k) − xt k nor 2θ − ϕ(k) − xt k in the first
and fourth terms of Eq. (C5) possess stationary point(s)
of non-zero order. By the method of stationary phase
in [3, 18], Ij ∼ O(t−1) as t → ∞, where j = 1, 4. For
the second and third terms in Eq. (C5), by appealing to
Lemma 1, we have ψt(x, j) ∼ O(x−1) as t→∞ (therefore
as x → ∞), so Ij ∼ O(t−1) where j = 2, 3. Hence
pt(x) = O(t
−2).
(iv) It suffices to treat the case when
√
t < x <
(ϕ′(k0) − ǫ)t, as the other case can be treated similarly.
Note that ddk (ϕ(k) − xt k) = ϕ′(k) − xt . since −M + ǫ <
x
t < M − ǫ, we see that ϕ(k) − xt k and 2θ − ϕ(k) − xt k
both possess a stationary point of order 1. Thus, by the
method of stationary phase in [18], Ij ∼ O(t− 12 ), where
j = 1, 4. Meanwhile, the other two terms in Eq. (C5)
satisfy Ij ∼ O(x−1) where j = 2, 3. Note that
√
t < x <
(ϕ′(k0) − ǫ)t, so either Ij ∼ O(t− 12 ) or Ij ∼ o(t− 12 ) for
j = 2, 3. Hence pt(x) = O(t
−1).
(v) As in the proof of (iv), we have Ij ∼ O(t− 12 ) for
j = 1, 4. Note that Ij ∼ O(1) as |x| ∼ 0 for j = 2, 3.
Therefore
pt(x) =
∥∥∥∥∥∥
∫ 2pi
0
e−ixk
3∑
j=2
〈Vj(k), Ψ̂ec0 (k)〉Vj(k)
dk
2π
∥∥∥∥∥∥
2
+O(t−
1
2 )
= p(x) +O(t−
1
2 ). (C6)
(vi) As in the proof of (iv), it can be shown that Ij ∼
O(t−
1
2 ) for j = 1, 4. Note that Ij ∼ O(|x|−1) ∼ O(t− 12 )
as |x| approaches t 12 for j = 2, 3, by Lemma 1. Therefore,
pt(x) = O(t
−1).
9[1] Y. Aharonov, L. Davidovich, and N. Zagury, Phys. Rev.
A 48, 1687 (1993).
[2] E. Farhi and S. Gutmann, Phys. Rev. A 58, 915 (1998).
[3] A. Nayak and A. Vishwanath,e-print quant-ph/0010117.
[4] A. Ambainis, E. Bach, A. Nayak, A. Vishwanath and J.
Watrous, in Proceedings of the 33rd Annual ACM Sym-
posium on Theory of Computing, 2001, pp.50-59.
[5] D. Aharanov, A. Ambainis, J. Kempe and U. Vazirani,
in Proceedings of the 33rd Annual ACM Symposium on
Theory of Computing, 2001, pp.37-49.
[6] J. Kempe, Contemp. Phys. 44, 307 (2003).
[7] T. D. Mackay, S. D. Bartlett, L. T. Stephenson, and B.
C. Sanders, J. Phys. A: Math. Gen. 35, 2745 (2002).
[8] N. Konno, Quantum Information Processing,Vol.1, pp.
45-54 (2002).
[9] T. A. Brun, H. A. Carteret, and A. Ambainis, Phys. Rev.
A 67, 052317 (2003).
[10] B. Tregenna, W. Flanagan, R. Maile, and V. Kendon,
New J. Phys. 5, 83 (2003).
[11] G. Grimmett, S. Janson and P. Scudo, Phys. Rev. E 69,
026119 (2004).
[12] N. Inui, Y. Konishi, and N. Konno, Phys. Rev. A 69,
052323 (2004).
[13] N. Inui and N. Konno, Physica A: Statistical Mechanics
and its Applications, 353, pp. 133-144 (2005).
[14] N. Konno, Journal of the Mathematical Society of Japan,
57(4) pp. 1179-95 (2005).
[15] S. E. Venegas-Andraca, J. L. Ball, K. Burnett and S.
Bose, New J. Phys. 7, 221 (2005).
[16] N. Inui, N. Konno and E. Segawa, Phys. Rev. E 72,
056112 (2005).
[17] Y. Omar, N. Paunkovic´, L. Sheridan and S. Bose, Phys.
Rev. A 74, 042304 (2006).
[18] Erde´lyi, Asymptotic Expansions, Dover Publications,
Inc. (1956).
[19] T. Miyazaki, M. Katori, N. Konno, Phys. Rev. A 76,
012332 (2007).
[20] K. Watabe, N. Kobayashi, M. Katori and N. Konno,
Phys. Rev. A 77, 062331 (2008).
[21] C. Liu, the ”t/2 law” for quantum random walks on the
line starting in the classical state, J. Phys. A: Math.
Theor. 41, 355306 (11pp), (2008).
