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ABSTRACT 
LetA=(Al,..., Ak) be a k-tuple of Hermitian operators on an n dimensional 
innerproductspaceXwithunitsphereS={uEX:(u,~)=l}.Witha=(cr~,...,ac~) 
as the corresponding quadratic forms, i.e., oj( x) = (x, Ajx) for all XEX, j = 1,. . , k, 
we study ranges of CY over various subsets T of X. The interplay between geometric 
properties of (Y(T) and algebraic properties of A is our main concern. In particular, we 
characterize those A for which a(S) is identical with the convex hull of the joint 
spectrum of A defined by 
u(A):= (X~C~:A~u=X~uforsomeu~S}. 
The closely related problem of diagonalizing several Hermitian operators simultane- 
ously is also studied. 
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1. INTRODUCTION 
Let A = ( A,, . . . , Ak) be a k-tuple of Hermitian operators on an n 
dimensional inner product space X with unit sphere S = {u E X : (u, u) = 1). 
With a = (al,. . . , ak) as the corresponding quadratic forms, i.e., oj( x) = 
(x, Ajx) for all x E X, j = 1, . . . , k, we shall study ranges of a over various 
subsets of X. One such range is the set a(S), which in the case k = 1 is the 
numerical range W( A,) of A,, and is well understood. For example CY~( S) is a 
line segment, viz. the convex hull of the eigenvalues of A,, and hence we have 
the following. 
PROPOSITION 1.1. The set CY~( S) is a singleton {y} if and only $A, = yI. 
Such interplay between geometry and algebra will be our main concern. In 
the case k = 2, the study of a(S) corresponds to that of the numerical range 
W( A) of A = A, + iA, if we identify a with cxr + icr,. Conversely, given any 
linear operator A on X, the identifications A, = (A + A*)/2 and A, = i( A* 
- A)/2 show that the correspondence is l-l. Investigations of numerical 
ranges have a long history (see [S, 10, 121 and their references), and for 
example W(A) is compact and convex, and satisfies the analogue of Proposi- 
tion 1.1. Thus these properties hold for k = 2, but although compactness and 
arcwise connectedness continue for k > 2, convexity may fail if (n, k) = (2,3) 
or k > 3; see, e.g., [4, 71. (H ere and below, we assume the scalars to be 
complex-analogous results are possible for reals and quaternions). An exam- 
ple of nonconvexity is as follows. 
EXAMPLE 1.2. Let X = C2, a(x) = (1 xl ( ’ - 1 x2) 2, 2 Re rifs, 
2 Im x1 Z2). Then a(S) is the unit sphere of R3. 
In general, then, it is necessary that we consider both the joint numerical 
range a(S) and its convex hull co a(S), which we denote by I’. Notice that P 
can also be defined as the set {tr( A, P), . . . , tr( AkP) : P is positive semidefi- 
nite, tr P = l}, which arises naturally in the study of control theory; see, e.g., 
[5]. In Section 2 we discuss boundary points of these sets, and for example we 
show that if a(S) admits a normal cone with nonempty interior at a boundary 
point y. then y is in the joint spectrum of A defined by 
u(A)= {X~C~:A~u=X~uforsomeu~S}. (1.1) 
(Results on joint numerical ranges and joint spectra of commuting operators 
may be found in [l, 11, 141 and their references.) If y is such a boundary point 
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of I’, then also 
r = CO({Y) uc), 
where C is a compact set not containing y. This justifies the term “conical 
point” used by Abramov [l], although, as we shall see, his definition needs 
modifying for his conclusion 7 E a(A). The above ideas generalize the known 
result that the (countably many) nondifferentiable points of the boundary of 
W(A) are necessarily in the spectrum of A. 
Section 3 concerns the global structure of (Y(S) and I’, and is aimed 
particularly at the situation when 
r = co u(A). (1.2) 
We give several necessary and sufficient conditions for (1.2) including the 
known results that W(A) is a convex polygon (with interior) * W(A) = 
co a( A) * A is unitarily similar to a matrix of the form B @ C where 
W(A) = W(B) and B is normal. A useful tool for our analysis is the analogue 
for (Y(S) of the standard result 
W(B 0 c) = co[W(B) u w(c)]. (1.3) 
Results for W(A) can frequently be sharpened if A is normal; for example 
W(A) = co o(A) is then automatic. Of course normality of A is equivalent to 
the commutativity of A, and A,, i.e., to their simultaneous diagonalizability 
by a unitary transformation (SDU). This, and simultaneous diagonalizability by 
congruence (SDC), form the subject of Section 4. Again direct sums form a 
useful tool, e.g., (B, CB C,, . . . , Bk 8 C,) are SDU (respectively SDC) o B 
and C are SDU (respectively SDC). F or k = 2 and SDC, this is a result of 
Au-Yeung [3]. We give various geometric and algebraic characterizations of 
SDU and SDC: for example, SDU is equivalent to certain minimax principles 
for linear functionals over (Y(S). SDC implies that various ranges of a! (in 
particular over X itself) are polyhedral, and is equivalent to solubility of the 
linked eigenvalue problems 
AjAlu = X,A,u, 1 <l,.i<k, (1.4) 
for a basis of generalized eigenvectors u E S. 
Systems like (1.4) have been studied extensively in the context of multipa- 
rameter spectral theory [2]. In the case k = 2, the equivalence between SDC 
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and (1.4) is due to Au-Yeung [3], and we shall conclude with a simple 
geometrical interpretation. If A is SDC, then a(x) is a convex cone generated 
by rays R,,, say, where 1 < m < n. If A, (say) is positive definite, then the 
intersection of ar( X ) with the line cya = 1 is the convex hull of the intersection 
points of the R, with CY~ = 1. The corresponding values of 01~ are extrema of 
cxr( x) subject to aa( x) = 1, x E X, and the first order condition for this 
extremum problem is just (1.4) with X, = 1 and Lagrange multiplier X,. In 
general the constraint is ) az( x) 1 = 1 and the problem may be “abnormal,” so 
the homogeneous (sometimes called Caratheodory or Fritz John) multipliers 
X, and X, are both needed (cf. [13, p. 2491). 
2. BOUNDARY POINTS 
Let us start with a boundary point y = (u(u) of P = co (Y(S). Evidently the 
set N,(y) of exterior normals to support planes to P at y is nonempty, and 
since ik * a(x) < p * a(u) for all PEN,(~) and x E S, we have 
PROPOSITION 2.1. Let y = a(u) with UES, and for any FE&(~), 
let p*A = p1A, + **a +pkAk. Then p * A - p * yl is nonpositive definite, 
and u is an eigenvector corresponding to the eigenvalue zero. 
COROLLARY 2.2. Let 1 < t < k. The set a(S), and hence I’, has affine 
dimension t $ and only if there exist real numbers cj and a maximal set of 
linearly independent vectors pj E Rk, j = 1, . . . , k - t, such that c1 * A = cjl. 
COROLLARY 2.3. Zf a(S) = {y}, then Aj = r,Z, j = 1,. ., k. 
Proof. Consider Proposition 2.1 for p and -CL, and apply Proposition 1.1; 
we have p * A = ~1 . y I for all p. The result then follows. n 
Let V denote the set of closed convex cones K c Rk containing no line, 
i.e., K I7 (- K) is trivial. It is easily shown that 7$(O) has nonempty interior if 
K E V, so K admits exterior normals at 0 forming a basis of Rk. See, e.g., [2, 
Chapter 91 for the geometry of such cones, including those without closure, to 
which we shall return with Example 4.2. 
DEFINITION 2.4. Let 2 C Rk. A point yeZ is a conical point of I: if 
Z C 7 + K for some K E V. We say that y is a local conical point of Z if y is 
a conical point of C n B for some open ball B containing y. 
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It is clear that if y is either a conical point of (Y(S) or a local conical point 
of I’, then it must be a conical point of P. 
The following result was claimed by Abramov [l] without assuming closure 
of K. We shall show in Example 4.2 that closure is necessary. 
PROPOSITION 2.5. lf r is a conical point of I’, then yea(A) (see (1.1)). 
Proof. Choose linearly independent pi, . . . , pk E Nr( 7). By Proposition 
2.1, 
pj * Au, = p’ * yu, (2.1) 
if cu(ui) = 7 and 1 <j < k. Appropriate linear combinations of these equa- 
tions yield Alu, = ylu,, 1 = 1,. . . , k. n 
COROLLARY 2.6. The number of conical points of r is not greater than n. 
We shall improve the conclusion of Proposition 2.5 in Section 3, but we 
conclude this section with an improvement in the hypothesis, aimed at the 
potential nonconvexity of a(S). 
THEOREM 2.7. If y is a local conical point of (Y(S), then y E a(A). 
Proof. Let y = cy(ur), u1 ES, and extend ui to an orthonormal basis uj, 
j= l,..., n, of X. Choose pj as for Proposition 2.5, and note that the 
functions 
t-+&. a( tq + 6x4,) 
have zero t-derivative at t = 0 for j = 1, . . . , k, I = 2, . . . , n. Thus 
( ul, pj * Au 
1)=O j=l,..,, k, Z=2 ,..., n. 
It follows that /.~j * Au, = yiul for some rj~ C. Thus /.~j * a(q) = rj, so we 
obtain rj = pj . y, whence (2.1). The proof concludes as for Proposition 2.5. 
n 
3. POLYHEDRAL PROPERTIES 
We shall start with the promised extension of (1.3) to the case of k 
operators. 
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PROPOSITION 3.1. If X = Y @ 2 and correspondingly A, = Bj 8 Ej and 
crj = oj 63 Ej, j = 1,. . . , k, then r = co a(S) = co[&S) U E(S)]. 
Proof. That I’ > co[& S) U E(S)] 1s c ear. 1 If y = C~=Otma(um) where t, 
are convex coefficients and u, = o,,, @ w, E S, then 
+nJ = II~ml128(~m/ll~,lI) + ll~,I12~(~,/IIW,Il)E~~[P(S) u E(S)]. 
The result P C co[&S) U E(S)] now follows directly. H 
As a first corollary, we can sharpen Proposition 2.5 and show that Abramov’s 
term “conical point” is very apt. Roughly, 8P consists of line segments near 
such a point. 
COROLLARY 3.2. Zf y is a conical point of (Y(S), i.e., of I?, then either 
I’ = co[{y) U a(T)], where T c S and y#a(T), or else r = {y}. 
Proof. Let y = (Y(U) with YES. Then I’ = co[(y} U (Y(u~ nS)] by 
Proposition 3.1. If y # o( u ’ fl S), set T = u L n S and the proof is completed. 
Otherwise, pick o~ul nS with y = (r(u), to give P = co[(y) U cr(u’ nul 
S)]. Continuing this way, we reach T as required after finitely many steps, or 
else r = {y}. n 
Following the decomposition method in the proof of Corollary 3.2 (or by 
Proposition 2.5), we see that if P has at least n - 1 conical points, then a( A) 
has at least n - 1 elements. Picking n - 1 orthonormal joint eigenvectors and 
extending them to an orthonormal basis, we see that Aj have diagonal matrix 
representations with respect to this basis. Thus Aj are SDU. Summarizing the 
discussion, we have the following. 
COROLLARY 3.3. Zf l? has at least n - 1 conical points, then Aj are SDU. 
Corollary 3.2 also gives us a geometrical tool for decomposing X into joint 
invariant subspaces. Essentially one splits off invariant subspaces C corre- 
sponding to conical points and then examines ranges of the form (Y( Z 1 fl S) 
for further conical points. The following results consider (1.2) and SDU from 
this viewpoint. 
THEOREM 3.4. The following are equivalent (TFAE): 
(a) P = CO U(A). 
(b) r is polyhedral (i.e., is the convex hull of a finite set). 
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(c) A decomposition exists as in Proposition 3.1 where the Bj are SDU and 
r = cop(s). 
Proof. That (c) * (a) * (h) are clear. To prove (b) * (c), observe that if I’ 
is polyhedral, then all its extreme points are conical points and hence belong 
to a(A). Let Y be the subspace of X spanned by the joint eigenvectors of A 
corresponding to the extreme points of I’, and let Z = Y _L . The result then 
follows. n 
THEOREM 3.5. TFAE: 
(a) The Aj are SDU. 
(b) The Aj admit an orthonormal basis of joint eigenvectors. 
(c) For any decomposition as in Proposition 3.1, where Y or Z may be 
trivial, we have co /3(S) = co a(B) and co E(S) = co a(E). 
Proof. That (a) * (b) is clear, so we next prove (b) =) (c). If, for each 
eigenspace of A, there is j such that the corresponding eigenvalue of Aj is not 
a common eigenvalue of Bj and Ej, then the eigenvectors automatically 
decompose with the direct sum Bj Q Ej. In the case of common eigenvalues of 
Bj and Ej for all j, decomposable bases are easily constructed. It follows from 
Theorem 3.4 that (c) must hold. 
To prove (c) * (a), observe that X = X d 0. Thus condition (c) implies 
co ar(S) = co u(A). By Theorem 3.4, A = B e E such that Bj are SDU. Now 
repeat the arguments on E; we have E = F 8 G such that I$ are SDU. 
Repeating this argument, we get the conclusion after finitely many steps. n 
COROLLARY 3.6. The set I? is a line segment if and only if Aj are SDU and 
a(A) has collinear elements. 
Proof. The suffkiency part is clear. To prove the necessity part note that 
if I’ is a line segment, then co B(S) and co E(S) must also be line segments for 
any decomposition as in Proposition 3.1. In particular, co /3(S) and co E(S) are 
polyhedral. By Theorem 3.4, we see that condition (c) of Theorem 3.5 is 
satisfied. Consequently, Aj are SDU. Since a(A) C I’, a(A) has collinear 
elements. n 
COROLLARY 3.7. For n < 4, p = co a(A) vand only if the Aj are SDU. 
164 PAUL BINDING AND CHI-KWONG LI 
Proof. The sufficiency part is clear. We consider the necessity part. If 
P = co a(A). The set may have one, two, three, or four conical points. If it has 
only one conical point, i.e., P is a singleton, then all Aj are scalar opertors by 
Corollary 2.3. Thus they are SDU. If the set has two conical points, i.e., P is a 
line segment, the result follows from Corollary 3.6. For the remaining cases, 
the result follows from Corollary 3.3. w 
We remark that Corollaries 3.3,3.6,3.7 and Theorems 3.4,3.5 are still 
valid if we replace P by (u(S), co /3(S) by fl( S), co E(S) by E(S), conical points 
by local conical points, etc. 
4. SIMULTANEOUS DIAGONALIZATION 
A simple but useful tool for this section is the following consequence of 
Theorem 3.5. 
PROPOSITION 4.1. The comonents of (B, d E,, . . . , Bk o Ek) are SDU if 
and only if Bj and Ej are SDV. 
As a result we can give some examples concerning Sections 2 and 3. 
EXAMPLE 4.2. Let Y = Z = C2 with /3(y) = 2( 1 y1 ) ‘, Re yi jja), E(Z) = 
2( - ( z2 1 2, Re zIZ2), and a( y @ z) = /3(y) e E( 5). Denoting the unit sphere 
of C2 by S3, we see that &S3) and E( S”) are disks of radius 1 and centers 
*(l,O). Thus y = (1,1) is a “conical point” of P = co[&S3) U &(S3)]-see 
Proposition 3.1-if one uses Definition 2.4 without closure of K, i.e., the 
definition of Abramov [l]. On the other hand /3(S3) is not polyhedral, so the 
corresponding Bj are not SDU (see Theorem 3.4) and therefore A is not SDU 
either. 
The following example (cf. [15]) h s ows that n - 1 in Corollary 3.3 and 
n < 4 in Corollary 3.7 are sharp. 
EXAMPLE 4.3. Let Y = C2 with fi( y) = (I y1 1 2 - ( y2 ( 2, 2 Re yi ij2) and 
Z=C3 with ~(~)=(--4(~~(~+4(z~(*,-2(z~(~-2(z~(~+2(z~(~). 
Then &S3) is the unit disk A in Rk, and the corresponding range of E is the 
triangle T with vertices (-4, - 2), (4, - 2) and (0,2) (with interior). With 
a( y + z) = /3( y) CB E(Z) we thus have n = dim X = 5, while I? = co(A U T) 
has three vertices. 
We turn now to SDC of A, which means that the oj are all sums of squares 
of moduli of coordinates with respect to some common basis: if the basis is 
orthonornmal, then A is SDU. 
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THEOREM 4.4. TFAE: 
(a) The Aj are SDC. 
(b) For some invertible Q, the components of ( Q*AIQ, . . . , Q*AkQ) ure 
SDU. 
(c) For some positive definite P, the components of (PA, P, . . , PAI, P) are 
SDU. 
(d) For some positive definite II, the linked eigenvalue problems 
Aju = i\,nu (4.1) 
admit a basis of generalized eigenvectors u. 
(e) The homogeneous linked eigenvalue problems (1.4) admit a basis of 
generalized eigenvectors u corresponding to nonzero X. 
Proof. For simplicity we shall identify operators with their matrices with 
respect to a fixed orthonormal basis. Then (a) * (b) is obvious, so assume (b). 
Pre- and postmultiplying by U* and u respectively, where U is the unitary 
matrix Q*( QQ*) - 1/2, we see that P = (QQ*)i12 suffices for (c). To prove 
(c) * (d), write PAjP = Aj, whence AjP = n PAj, where II = P-“, and P is 
the eigenvector matrix. The implications (d) * (c) * (a) then follow immedi- 
ately. The equivalence between (a) and (e) is proved in [8]. n 
The equivalence between (a) and (e) is also proved in [3] for the case 
k = 2. One can then deduce the following: 
COROLLARY 4.5 [33. The components of (B, o E,, . . . , B, 8 Ek) are SDC 
if and only if Bj and Ej are SDC. 
Although the criteria of Theorem 4.4(b) and (c) admit geometrical inter- 
pretations via our previous results, the determination of Q and P forms a 
significant drawback. One way around this is to use the full range (U(X), 
which is the cone generated by a(S), and also by cr( PS), where P comes from 
Theorem 4.4(c). Since a(PS) . 1s a polyhedron (cf. Theorem 3.5), we have: 
COROLLARY 4.6. If A is SDC, then a( X ) is a polyhedral cone with at most 
n generators. 
We note that B(Y) = R2 in both Example 4.2 and Example 4.3, and since 
a cone with at most two generators must lie in a half plane, the corresponding 
Bj are not SDC. By virtue of Corollary 4.5, then, Example 4.2 and Example 
4.3 give A which are not even SDC. 
In fact, one may develop this along the lines of the decomposition tech- 
nique following Corollary 3.2 to provide algorithms for testing SDU and SDC 
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and for characterizing the transformation matrices. The key is to interpret the 
algebraic conditions of (1.1) and (4.1) as critical point conditions, correspond- 
ing to certain variational principles. Consider first the variational problem of 
finding extrema for crj(x) subject to (x, x) = 1, i.e., XE S. Using Xj as a 
Lagrange multiplier, we obtain Ajx = 5x. Thus (1.1) states that the coordi- 
nate functions aj have simultaneous extrema over S, and in fact the same is 
true for any linear functional p - a. 
Suppose first that A is SDU, say U*AjV = diag(kj). Then a(S) = 
co{ti,..., A”}, where ti = (Xi, . . . , A\). In other words, a(S) is a polyhedron 
generated by those x” which form (external) vertices, and, if one wishes, by 
the remaining x’, which can be thought of as “internal vertices.” The ti may 
be obtained variationally as above, say as recursive maxima, or as minimaxima, 
of p I (Y over S. In particular, the external vertices x” give maxima ~1 - A” of 
~1 * a for p in the relevant normal cones to a(S), and the maximizers ue 
provide the relevant columns of U. Denoting the span of the ue by E, say, we 
may thus “peel” away the x” and expose (some of) the x” by considering 
a(E L f-IS) instead. C on muing with successive such ranges, we eventually t’ 
expose all the x’. If A is not SDU, then this “peeling” algorithm stops when 
one of the successive ranges is not polyhedral. 
Similar ideas hold for SDC. To avoid calculating Q, P, etc., we shall use 
the full range a(X), which is a polyhedral cone under SDC. Specifically, if 
U*PAjPU = diag(kj), then (u(X) has (external) generators R+X and, if one 
wishes, “internal generators” R+X’, in the notation of the previous paragraph. 
Again the ti all admit variational characterizations. For example, if 1 is an 
external normal to (u( X ) at x”, then zero is the maximum value of p _L cy over 
X. Thus for some x E X, 
(~*A)x = 0 (4.2) 
for all p I a(x), where x” = ta( x) for some positive t. It is easily seen that 
(4.2) has solution 
A(x) = x”y, where y = )IAell-‘(Xe. A)x, 
and then (1.4) is immediate. Similarly, (I .4) corresponds to zero being a 
critical point (but not a maximum) of p * a when p I 2. 
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