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Resumo
Extrair informações de estado de um conjunto de máquinas e permitir que o respon-
sável por elas atue em tempo real no sistema monitorado é algo extremamente relevante
no cenário da computação atual. Além disso, monitorar o tráfego de uma rede e reconhe-
cer padrões de ciberataques antes que informações críticas sejam acessadas por terceiros
também é um grande desafio.
Este trabalho apresenta o projeto de um sistema de processamento em tempo real
extensível, capaz de extrair informações de estado dos recursos monitorados e processá-
los com baixa latência. O sistema de monitoramento foi projetado para rodar em um
conjunto de máquinas distribuídas (cluster) a fim de garantir escalabilidade. Além disso,
a comunicação entre os ambientes computacionais monitorados e o sistema de proces-
samento pode acontecer de maneira segura através da utilização de certificados digitais
(SSL/TLS) para autenticar os recursos e cifrar os dados trafegados entres as máquinas.
No projeto deste sistema foram utilizadas apenas ferramentas livres e consolidadas, como
o Apache Storm, o Apache Kafka e o framework Netty.
A solução proposta foi desenvolvida em duas arquiteturas. A primeira delas provê um
canal de comunicação direto entre o recurso monitorado e o servidor de monitoramento.
Esta solução foi projetada principalmente para monitorar ambientes computacionais que
necessitam que as suas informações de estado sejam tratadas com baixa latência.
A segunda arquitetura foi projetada para monitorar ativos que necessitam transmitir
uma larga quantidade de dados por unidade de tempo para representar suas informações
de estado, como por exemplo roteadores e switches. Dessa forma, escolheu-se colocar uma
fila de mensagens intermediária entre o recurso monitorado e o servidor de monitoramento
para permitir o tratamento assíncrono dessas informações. Apesar de apresentar uma
latência maior, a segunda arquitetura permite que um número maior de máquinas seja
monitorado simultaneamente em relação à primeira, devido à capacidade das filas de
mensagens de lidarem com um grande número de transações concorrentes.
Cada arquitetura proposta será defendida por meio da apresentação dos seus detalhes
e de suas respectivas vantagens e desvantagens quando comparadas com as outras arqui-
teturas. Foram realizados testes comparativos de performance para sustentar as ideias
discutidas neste texto.
Palavras-chave: monitoramento, tempo real, alta performance, processamento distri-
buído, Apache, Storm, Kafka, Netty, segurança, ResourceMonitor, StormEngine
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Abstract
Extracting status information from a set of computers and analyzing them in real-time
is extremely relevant in the current computing scenario. Moreover, monitoring the traffic
of a network and recognizing cyber attack patterns before critical information is leaked
to third parties is also a great challenge.
This paper presents the design of an extensible real-time processing system, able to
extract status information of monitored resources and process them with low latency.
The monitoring system is designed to run on a distributed network of computers (cluster)
to ensure scalability. Furthermore, communication between the monitored computing
environments and the central processing unit can take place in a secure manner using
digital certificates (SSL / TLS) to authenticate and encrypt the data exchanged between
the machines. Only open-source tools were used in this project, namely Apache Storm,
Apache Kafka and the Netty API.
The proposed solution was developed in two architectures. The first provides a direct
communication channel between the monitored resource and the monitoring server. This
solution was designed mainly to monitor computing environments that require their status
information to be treated with low latency.
The second architecture was designed to monitor assets that need to transmit a large
amount of data per unit of time to represent its status information, such as routers
and switches. Thus, it was decided to place an intermediate message queue between
the monitored resource and the monitoring server to allow asynchronous processing of
the information. Although it presents a larger latency, the second architecture allows a
greater number of machines to be simultaneously monitored than the first, since message
queues are capable of coping with a large number of concurrent transactions.
Each proposed architecture will be defended by presenting its implementation and
their respective advantages and disadvantages when compared to the other architecture.
Comparative performance tests were conducted to support the ideas presented in this
text.
Creating a tool that can help these type of systems to be less human dependent,
making their own decisions based on the data collected from themselves and warning the
system administrators of any suspicious behavior, contribute to the Information Technol-
ogy community by providing a reliable tool to systems administrators. This framework
doesn’t deal with all the received data yet, but with further work, this software could
be used to monitor and analyze all kinds of data received from remote machines and
networks.
Keywords: monitoring, real time, high performance, distributed processing, Apache,
Storm, Kafka, Netty, security, ResourceMonitor, StormEngine
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Capítulo 1
Introdução
Analisar, coletar e tratar informações de estado de um conjunto de máquinas em
tempo real e permitir que o responsável por elas atue antes de ocorrer alguma falha no
sistema monitorado é algo extremamente relevante no cenário da computação atual. Outro
grande desafio é monitorar o tráfego de uma rede e reconhecer padrões de ciberataques
antes que informações críticas sejam acessadas por terceiros. Deseja-se por meio deste
trabalho solucionar de maneira eficiente, segura, extensível e escalável estes desafios e os
problemas mencionados a seguir.
O volume de informações a ser tratado neste tipo de problema pode variar muito de
acordo com o tipo de monitoramento desejado. Por exemplo, caso se deseje monitorar
apenas informações básicas de estado, como o uso de memória, processador ou disco,
a quantidade de dados a ser enviada por recurso monitorado é relativamente pequena,
dependendo da frequência que estas informações foram programadas para serem enviadas.
No entanto, este volume pode crescer rapidamente quando se deseja monitorar muitas
máquinas ou quando se deseja monitorar ativos que produzam uma grande quantidades
de dados por unidade de tempo, como por exemplo, roteadores que enviam os metadados
(IP de origem, IP de destino, Porta de origem e de destino) de cada pacote roteado.
As principais soluções de monitoramento atuais, como o Nagios [17] e o Zabbix [30],
não foram projetadas para monitorar recursos que envolvem a coleta e o processamento
de um grande volume de dados, como a análise de fluxo de uma rede. O sistema proposto
neste documento foi desenvolvido para ser capaz de lidar com estes problemas de forma
escalável e extensível.
1.1 Problema
Monitorar ambientes computacionais distribuídos em larga escala e em tempo real.
1.2 Objetivo
Propor e implementar um sistema capaz de monitorar em tempo real recursos distribuí-
dos. Estes recursos podem ser servidores, computadores pessoais, softwares executando
nestas máquinas, o uso do hardware da máquina, a rede em que estas máquinas estão
inseridas e até mesmo agentes da rede como os switches e os roteadores.
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O sistema proposto a seguir é uma solução eficiente, distribuída e segura para to-
dos os problemas expostos nas seções anteriores. Após detalhar este sistema, no fim do
capítulo, será feita uma comparação entre esta solução e a maneira mais comumente uti-
lizada (modelo orientado à troca de mensagens por meio de filas e nós trabalhadores) pela
comunidade da Tecnologia da Informação para realizar processamento distribuído.
1.3 Visão Geral da Solução Proposta
A fim de analisar a carga e os recursos dos ativos que desejamos monitorar é necessário
criar uma ferramenta que possa coletar, agregar e classificar, em tempo real, as métricas de
interesse. Além disso, faz-se necessário também que a ferramenta utilize algum algoritmo
de classificação de dados para identificar em tempo real se um determinado ativo possui
risco de falhar e avisar o administrador do sistema antes que isso aconteça.
Assim sendo, foi criado um sistema distribuído para a coleta e o processamento de
dados em tempo real. Ele foi baseado em uma arquitetura de troca de mensagens entre
o ambiente computacional monitorado e o sistema de monitoramento, através de uma
conexão direta entre as máquinas ou por meio de uma fila de mensagens intermediária.
O sistema desenvolvido é escalável e eficiente, pois é capaz de processar até milhões
de mensagens por unidade de tempo. Além disso, ele possui mecanismos de segurança
que garantem a autenticação das máquinas monitoradas e a privacidade do canal de
comunicação.
A solução é composta por dois softwares. O primeiro deles, nomeado StormEngine, é
uma central de processamento responsável por receber, tratar e analisar em tempo real as
informações de estado das máquinas monitoradas. A central de monitoramento, em todas
as arquiteturas propostas, consiste em um sistema distribuído e escalável. O segundo
software, denominado ResourceMonitor, coleta as informações de estado dos ambientes
computacionais e as enviam ao StormEngine.
O StormEngine foi programado utilizando o framework Apache Storm [8]. Essa central
de processamento irá receber e processar as informações enviadas pelo recursos monitora-
dos em tempo real. Os dados que os ambientes computacionais mandam periodicamente
contêm informações suficientes para medirmos a carga de um ativo na rede e compará-lo
com os outros ativos. Outros tipos de informação poderão ser adicionados caso seja neces-
sário. A arquitetura do sistema foi projetada para que as funcionalidades e as informações
a serem monitoradas sejam facilmente expandidas por meio de plugins.
Para monitorar os ambientes computacionais, foi criado um programa chamado Re-
sourceMonitor que coleta as informações de estado da máquina a ser monitorada, encap-
sula esses dados em uma mensagem JSON 1 de acordo com o tipo da informação e os envia
regularmente ao servidor configurado. Este servidor pode ser a central de monitoramento
(StormEngine) ou uma fila de mensagens (servidor de log) intermediária responsável por
armazenar as informações e permitir que o StormEngine as consumam depois. Este pro-
grama deverá ser executado em cada um dos ativos de rede que se deseja monitorar. Ele
pode ser facilmente estendido por meio de plugins de acordo com os tipos de informações
1JavaScript Object Notation (JSON) é um padrão simplificado para intercâmbio de dados computa-
cionais. A principal vantagem do JSON sobre o XML é a facilidade em se escrever um parser JSON em
relação à um parser XML.
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que o administrador deseja monitorar. A linguagem de programação escolhida para codi-
ficar esse pequeno cliente foi a linguagem Java devido ao suporte multiplataforma nativo
do ambiente de execução.
A seguir, será feita uma comparação entre as arquiteturas e as ferramentas utilizadas
para implementar esta solução e o modelo mais comumente utilizado (modelo orientado à
troca de mensagens por meio de filas e nós trabalhadores) pela comunidade da Tecnologia
da Informação para realizar processamento distribuído.
1.3.1 Modelo Orientado à Troca de Mensagens por Meio de Filas
e Nós Trabalhadores
O modelo de fila de mensagens e nós trabalhadores é bastante utilizado no cenário
da computação distribuída pela comunidade da Tecnologia da Informação. Basicamente,
utiliza-se filas de mensagens para servirem de buffers entre um nó e outro para que o
tratamento do fluxo de dados ocorra de maneira assíncrona. A Figura 1.1 ilustra como
ocorre esse processamento distribuído.
Figura 1.1: Modelo Clássico Fila-Trabalhador [35] - Os nós workers (trabalhadores) são
responsáveis pelo processamento das mensagens e as queues (filas de mensagens) arma-
zenam estas mensagens temporariamente até que elas possam ser consumidas pelos nós
workers. O último estágio do processamento é armazenar as informações processadas no
data store (banco de dados).
A arquitetura baseada em fila de mensagens da solução apresentada neste documento
é baseada neste modelo.
Implementações do modelo de fila de mensagens e nós trabalhadores podem apresentar
problemas típicos. Os principais são:
Processamento sem garantias O modelo por si só não garante o processamento de
todas as mensagens, especialmente quando um dos nós trabalhadores falha durante a
execução de alguma tarefa.
Dificuldade e complexidade operacional Dificuldade em realizar o backup das filas
de mensagem e recuperar o estado dos nós trabalhadores.
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Problemas de configuração Dificuldade de configurar o particionamento das filas
(distribuição das mensagens entre as filas), o consumo das mensagens (qual conjunto de
mensagens cada nó irá consumir da fila de mensagens) e a implantação dos nós trabalha-
dores em novas máquinas.
Para evitar os problemas do modelo acima, utilizamos o Apache Storm no StormEngine
para realizar o processamento em tempo real, pois ele oferece escalabilidade horizontal,
garantia de pelo menos um processamento para cada mensagem, sem filas intermediárias
externas na comunicação entre os nós do cluster (as filas de mensagem do Storm se
caracterizam pelos buffers do protocolo de comunicação 2 utilizado para ligar os nós
Workers), além da facilidade de uso e manutenção.
O Storm foi projetado para processar largas quantidades de dados em tempo real
através de fluxos contínuos de dados. Ele é capaz de processar até milhões de tuplas por
segundo por nó da rede [9]. O uso do Storm é um dos grandes diferencias deste projeto,
justamente pelo seu poder de processamento e facilidade de personalização. No próximo
capítulo ele será descrito em detalhes.
1.3.2 Visão Geral das Arquiteturas e das Tecnologias Utilizadas
no Sistema
O sistema de monitoramento proposto foi implementado em duas arquiteturas.
A primeira arquitetura não possui uma fila de mensagens intermediária entre o recurso
monitorado (ResourceMonitor) e o servidor de monitoramento (StormEngine). Esta ar-
quitetura foi proposta para monitorar especialmente ativos na rede que não necessitam
que uma larga quantidade de dados seja transmitida para representar suas informações
de estado, como por exemplo os computadores domésticos. Para realizar a comunicação
entre as máquinas foi utilizado o framework Netty. Ele é um conjunto de bibliotecas Java
para realizar a comunicação entre processos executados em máquinas distintas ou não.
A segunda arquitetura foi projetada para monitorar ativos que necessitam transmitir
uma larga quantidade de dados por unidade de tempo para representar suas informações
de estado, como por exemplo, um roteador que envia constantemente os metadados de
cada pacote roteado por ele. Por isso, escolheu-se colocar uma fila de mensagens (Apache
Kafka) entre o recurso a ser monitorado e o servidor de monitoramento. O Apache Kafka
é um sistema distribuído para armazenamento de logs rápido e confiável. No capítulo a
seguir, tanto o Kafka quanto o Netty serão descritos em detalhes. Esta arquitetura foi
baseada no modelo orientado à troca de mensagens por meio de filas e nós trabalhadores
apresentado na seção anterior.
1.4 Organização do Texto
Este capítulo apresentou a visão geral do problema motivador e das soluções propos-
tas. No capítulo seguinte descreve-se em detalhes cada ferramenta e tecnologia utilizada
no projeto. No Capítulo 3 cada uma das soluções propostas é defendida por meio da
apresentação da sua arquitetura e de suas respectivas vantagens e desvantagens quando
2O Storm, atualmente, utiliza o Netty como mecanismo de comunicação entre os nós trabalhadores.
Este mecanismo de comunicação será descrito em detalhes no próximo capítulo.
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comparadas com as outras soluções. Em seguida, no Capítulo 4, descrevemos os casos
de uso utilizados para testar o sistema e realizamos testes de desempenho em cada ar-
quitetura apresentada. Os resultados obtidos são comparados e expostos por meio de
uma análise detalhada. No Capítulo 5 são resumidos os principais pontos discutidos e os
resultados obtidos no projeto. Por último, é feita uma projeção dos trabalhos futuros que
poderão ser adicionados ao projeto.
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Capítulo 2
Revisão Literária
2.1 Apache Storm
O Storm é um framework para processamento em tempo real de dados. Atualmente,
ele é um projeto mantido pela fundação Apache, mas foi desenvolvido inicialmente nos
laboratórios da BackType por Nathan Mars. O código foi escrito em Clojure [18] em sua
maior parte, e nas porções restantes em Java. O Storm pode ser utilizado para gerar
analytics em tempo real, realizar aprendizado de máquina online (machine learning),
computação contínua de dados, chamada de procedimentos remotos de forma distribuída
(RPC) , ETL (Extração Transformação Carga) entre várias outras aplicações [8].
Devido ao sucesso do projeto, o Storm logo passou a ser desejado pelo Twitter [23]
para incorporá-lo às ferramentas da empresa. Consequentemente, a BackType foi com-
prada pelo Twitter, que passou a utilizar o Storm para analisar, em tempo real, os tweets
e as hashtags dos seus usuários. Logo depois, o Twitter decidiu doar o projeto à fundação
Apache para que ele pudesse ser aprimorado e mantido pela comunidade. Além de dispo-
nibilizar o código do framework, eles abriram o código de diversos algoritmos e topologias
utilizados por eles (protótipos de aplicações para serem rodadas no Storm) para servirem
de ponto de partida para a comunidade.
O Storm é de certa forma similar ao Hadoop [1], ambos foram desenvolvidos para
processarem largas quantidades de dados, no entanto, o primeiro foi desenvolvido para
processar fluxos contínuos de dados em tempo real, enquanto o segundo foi desenvolvido
para processar largas quantidades de dados em lotes, previamente armazenados no sistema
de arquivos. Testes de desempenho [9] comprovam a velocidade do Storm que pode atingir
até milhões de tuplas processadas, por segundo por nó da rede.
As principais características da ferramenta são:
• Facilidade de instalação e operabilidade;
• Escalabilidade;
• Tolerância à falhas;
• Suporte à varias tecnologias de filas de mensagens e banco de dados;
• Garantia de processamento de dados;
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• Processamento dos fluxos de forma arbitrária.
Cada um desses tópicos serão explicados em detalhes, mas primeiro é necessário apre-
sentar alguns conceitos da plataforma.
2.1.1 Elementos Básicos de uma Aplicação Storm
Os elementos básicos de uma aplicação Storm são os Streams, as Tasks, o Stream
Grouping, Topologia e Storm Cluster. Cada um destes elementos será descrito em detalhes
a seguir.
Streams
Streams são uma sequência ilimitadas de tuplas (Figura 2.1). As tuplas podem ser
basicamente qualquer tipo de informação encapsulada. Ex.: eventos, logs, mensa-
gens JSON, pares chave-valor, requisições http, tweets entre outros.
Figura 2.1: Streams são uma sequência ilimitada de tuplas (pares chave-valor), dados ou
mensagens JSON como é o caso do sistema de monitoramento apresentado neste docu-
mento. [35].
Task
Uma Task (tarefa) é responsável por tratar os dados de alguma forma. Cada nó
Worker do cluster Storm irá ter no mínimo uma tarefa para executar. Essas tarefas
podem ser de dois tipos:
Spout
São fontes de streams. Eles são a maneira que o framework recebe as infor-
mações do mundo externo. O programador pode desenvolver o seus próprios
Spouts (no caso desse projeto foi desenvolvido um que pudesse se comunicar
com o mundo externo por meio do protocolo Netty) ou usar Spouts fornecidos
pela comunidade. Os Spouts (Figura 2.2) podem ser vistos como fontes de
dados (conectores) a partir do mundo externo.
Bolt
Os Bolts (Figura 2.3) são as unidades de processamento responsáveis por re-
alizar as transformações nos fluxos de dados. Qualquer forma de tratamento
dos dados serão implementados na forma de um Bolt ou um conjunto deles.
7
Figura 2.2: Spouts são a porta de entrada dos fluxos de informações no Storm [35]. É
necessário que pelo menos um Spout seja configurado para que o framework possa receber
informações do mundo externo.
Figura 2.3: Bolts são responsáveis por transformar um fluxo de dados (Stream) A em um
fluxo de dados B após processar a informação recebida [35].
Stream Grouping
O Stream Grouping permite que o processamento dos fluxos de dados seja organi-
zado de forma arbitrária. Stream Grouping é a forma que os Bolts se comunicam
com os Spouts e entre si. Na definição da topologia é escolhido como funcionará
o agrupamento dos fluxos de dados entre cada um dos Bolts dentro dela. Existem
várias formas de agrupamento:
• Shuﬄe grouping - Distribuição aleatória das tuplas para o próximo conjunto
de Bolts.
• Fields grouping - Distribuição das tuplas de acordo com um campo especificado.
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• All grouping - Replicação de cada tupla para todos os Bolts do próximo con-
junto de Bolts definido.
• Global grouping - Envia um fluxo inteiro para apenas um único processoWorker
de um Bolt.
• None grouping - Especifica que o desenvolvedor não se importa em como o
fluxo será distribuído.
• Direct grouping - Esse é um tipo especial de agrupamento, pois o nó produtor
do fluxo que define quem irá receber a tupla produzida. Essa forma de agru-
pamento só pode ser declarada em fluxos previamente definidos como fluxos
diretos.
• Local grouping - Bolts localizados na mesma máquina que a tarefa que está
emitindo as tuplas possuem prioridade em receber as tuplas.
• Custom grouping - O desenvolvedor pode definir a sua própria forma de agru-
pamento.
Topologia
Uma Topologia (Figura 2.4) é uma organização de Spouts e Bolts para desempenhar
alguma tarefa. Ela pode ser vista como um grafo direcionado acíclico que define o
fluxo de dados e de processamento.
Figura 2.4: Topology (topologia) é maneira utilizada pelo Storm para ligar os Spouts e
Bolts entre si. Essa organização pode ser vista como um grafo acíclico [35].
Storm Cluster
Um cluster Storm é um conjunto de máquinas responsáveis por distribuir e executar
as tarefas definidas em um topologia. Um cluster Storm (Figura 2.5) pode rodar
simultaneamente múltiplas topologias. As topologias são naturalmente paralelas e
por isso, podem ser distribuídas e remanejadas facilmente nas máquinas do cluster
. Um cluster Storm (Figura 2.6) é composto por:
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Figura 2.5: Um cluster Storm é composto por pelo menos uma máquina executando
o processo Nimbus onde as topologias a serem executadas são submetidas. As outras
máquinas do cluster devem executar o processo Supervisor que é responsável por descobrir
as tarefas alocadas ao nó que ele está executando e distribuí-las entre as threads Worker
que estão sob a sua supervisão [35].
Nimbus
O Nimbus é um serviço que executa no nó mestre de um cluster Storm. Ele é
o responsável por distribuir o código (Spouts e Bolts) a ser executado em torno
do cluster. Dessa forma, ele é responsável por atribuir as tarefas e monitorar
falhas nos nós do cluster. Suas funcionalidades são similares ao Job Tracker
do Hadoop [1].
Utiliza-se o Nimbus para emitir novas topologias para o cluster Storm. Além
disso, esse serviço é considerado fail-fast (recuperação rápida após uma falha)
e sem-estado, dessa forma, caso ocorra alguma falha nele ou ele seja terminado
por algum outro processo (kill -9) o cluster reinicia esse serviço e ele retorna a
executar. É possível também ajustar o paralelismo das topologias em execução
sem precisar interrompê-las.
Supervisor
O Supervisor é um serviço que roda em todas as outras máquinas do cluster.
Ele é responsável por coordenar todas as tarefas desempenhadas na máquina
que ele está rodando. A sua função principal é descobrir quais tarefas foram
atribuídas à sua máquina. Assim sendo, ele se baseia nas informações da tarefa
que o Nimbus passa, para que ele inicie e termine processos trabalhadores
(Workers) para executar a tarefa recebida (Spouts ou Bolts). Dessa forma,
ele consegue realocar os seus próprios recursos de acordo com tarefa a ser
executada. Assim como o Nimbus, ele é fail-fast e sem-estado.
Worker
Os Workers (Figura 2.7) são os processos coordenados pelo Supervisor respon-
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Figura 2.6: Esta figura tambémmostra a arquitetura de um cluster Storm. As informações
contidas nela são as mesmas contidas na Figura 2.5 porém sob uma perspectiva diferente
[27].
sáveis por realizar as tarefas da topologia. O código executado por um Worker
pode ser um Spout ou um Bolt.
Figura 2.7: Esta figura ilustra um processo Worker em execução na Java Virtual Machine
(JVM) [11]. Cada Worker é responsável por executar as tarefas que são submetidas a ele
em threads executors [35].
Coordenação do Zookeeper
O Zookeeper também é um software da fundação Apache e é responsável por
conectar e descobrir serviços em outras máquinas, além de servir de coorde-
nador entre os nós de um cluster. O Storm utiliza o Zookeeper para fazer a
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comunicação entre os nós do cluster (Nimbus e Supervisor) e coordená-los. Ele
também é utilizado para armazenar o estado dos nós do cluster e coletar esta-
tísticas. Graças a ele que o Nimbus e o Supervisor não armazenam o próprio
estado de execução, e permite que eles se recuperem de falhas rapidamente.
Todos os nós do cluster enviam regularmente pequenas mensagens de estado
(heartbeats) para o Zookeeper.
Interface com o Usuário
O Storm provê uma interface de usuário gráfica por meio de uma página web
no Nimbus, nessa interface é possível acompanhar as informações de estado de
cada nó do cluster além das informações de log de cada um deles.
Até esta seção foram apresentados todos os conceitos da plaforma Storm, nas seções
seguintes serão apresentadas as principais vantagens do Storm quando executado
em ambiente distribuído.
2.1.2 Características do Storm
Nesta seção serão descritas as principais características do Apache Storm.
Facilidade de Instalação e Operabilidade
Uma aplicação Storm pode executar localmente (em uma única máquina) ou em
um cluster de máquinas. Na forma de execução local não é necessário instalar o
framework para conseguir rodar a aplicação. Basta que as bibliotecas do Storm
sejam adicionadas ao projeto. Dessa forma, rodar a aplicação em um ambiente local
pode se tornar tão fácil quanto executar um arquivo JAR [11].
No caso distribuído, é necessário instalar e configurar o Storm nas máquinas. Essa
tarefa pode ser demorada em alguns casos, no entanto existem diversas iniciativas
da comunidade open-source que fazem dessa tarefa um procedimento muito simples
e rápido [25].
Escalabilidade
O Apache Storm provê escalabilidade horizontal 1 para os clusters. Para se adicionar
uma nova máquina ao cluster basta ter o Storm instalado e configurá-lo para se
comunicar com o Zookeeper do cluster.
Suporte à Várias Tecnologias de Filas de Mensagens e Banco de Dados
O Storm possui suporte nativo à diversas tecnologias de filas de mensagens e banco
de dados. Para se conectar à essas tecnologias basta utilizar os códigos forneci-
dos na própria página oficial da plataforma [8]. As filas de mensagens suportadas
oficialmente pelo storm:
• Kestrel;
• Apache Kafka;
• RabbitMQ / AMQP;
1Escalar horizontalmente significa aumentar a performance do sistema distribuído apenas adicionando
mais nós (máquinas) ao sistema.
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• JMS;
• Amazon Kinesis.
Além do suporte oficial à essas filas de mensagens é muito simples adicionar su-
porte à algum outro tipo de tecnologia. Neste projeto foi implementado o suporte
ao framework Netty com TLS para cifrar a comunicação no canal. O código foi
aberto pela equipe de desenvolvimento no principal repositório de software aberto
do mundo[32].
Para conectar o Storm a um banco de dados basta abrir uma conexão com o banco
e fazer as leituras e escritas desejadas. O Storm fica responsável por paralelizar,
particionar e tentar novamente caso a conexão falhe.
Confiabilidade
O Storm provê uma estrutura de confiabilidade para o processamento das tuplas
(Figura 2.8), pois é atribuído um identificador único para cada tupla (ID). Uma
tupla emitida por um Spout é vista como a raiz de uma árvore e sempre quando um
Bolt produz uma nova tupla a partir da tupla recebida, essa se torna um nó filho
da árvore (tupla-pai). A cada passo a árvore é transcorrida de cima para baixo, e
é emitida uma mensagem de confirmação ou de negação de recebimento para cada
nó a um processo monitor. Se todos os nós da árvore são reconhecidos com sucesso,
a árvore inteira é considerada válida. Caso contrário, se uma mensagem de negação
for recebida, toda a árvore é considerada inválida e o nó raiz (tupla-pai) é emitido
para um manipulador de falhas. A forma de tratamento escolhida na topologia
deste projeto foi a reemissão da tupla pelo Spout devido a sua fácil implementação
no Storm.
Figura 2.8: Sempre quando alguma tupla é identificada como falha, o AckerBolt (Bolt
específico para o tratamento de falhas em tuplas) fica responsável por tratá-la. No caso
das topologias utilizadas neste projeto, o comportamento definido para o AckerBolt foi o
da reemissão das tuplas defeituosas para o Spout que a criou [27].
Outro fator que contribui para a tolerância à falhas do framework é que quando
algum processo do cluster morre, o próprio framework se encarrega de reiniciá-lo
em outra máquina. Todos os processos (Nimbus, Supervisor e Worker) são fail-fast
e sem estado, e portanto, podem ser reinicializados sem comprometer a execução da
topologia.
Limitações
Atualmente o gerenciador de tarefas do Storm não considera a localidade dos da-
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dos de forma automatizada. Por isso, faz-se necessário um projeto cuidadoso da
topologia para minimizar ao máximo o tráfego de dados na rede.
É possível programar uma topologia Storm em diversas linguagens de programação
além das linguagens suportadas pela Java Virtual Machine [11]. No entanto, para
se programar nessas linguagens deve-se utilizar uma API específica, o que pode se
tornar um processo excessivamente trabalhoso.
A forma que o escalonador atribui as tarefas para os nós do cluster leva em conside-
ração apenas a quantidade de tarefas alocadas para cada máquina. A versão atual
do projeto ainda não considera o uso de CPU, memória e tráfego da rede nos nós
para tomar essa decisão. Isso significa que em alguns casos poderão existir nós mais
sobrecarregados do que outros.
2.1.3 Adoção da Plataforma no Mercado
Será detalhado a seguir como o Apache Storm [8] tem sido utilizado no Twitter [23],
Spotify [22] e Cisco [20].
Twitter [23]
A companhia utiliza o Storm atualmente para descoberta de tópicos/histórias emer-
gentes, personalização da experiência do usuário, busca (aprimoramento do ranking
do buscador), analytics em tempo real para anúncios e log interno de informações.
A Figura 2.9 ilustra como o Twitter tem utilizado o Storm.
Figura 2.9: O aplicativo do Twitter [23] para smartphones envia as estatísticas de uso regu-
larmente ao cluster Storm da empresa. Diversas informações são submetidas para análise,
como por exemplo, quais perfis e hashtags o usuário mais acompanhou ultimamente, entre
outras coisas. O Storm é utilizado para extrair tendências dos usuários (trending topics)
e para aumentar a lucratividade da empresa por meio de real-time analytics [35].
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Spotify [22]
O Spotify utiliza o Storm em um cluster de 22 nós rodando mais de 15 topologias
[31]. Em média, eles processam um valor acima de 200 mil tuplas por segundo. Eles
utilizam a ferramenta para fazer recomendações de músicas baseado na utilização do
usuário, identificar músicas que estão na moda, além de personalização de anúncios.
Eles também o utilizam para monitoramento e real-time analytics.
Cisco [20]
A Cisco utilizou o Storm para criar uma ferramenta de análise extensível, escalável e
avançada para segurança cibernética. Ela se chama OpenSOC[12] e utiliza o Apache
Hadoop [1], o Storm [8], o Kafka [4] e o Hbase [2] (Banco de dados para aplicações
em tempo real) para identificar e alertar ataques na rede monitorada em tempo
real. Em Novembro de 2014, eles abriram o código e estão a procura de apoio da
comunidade para avançarem o projeto.
O OpenSOC (detalhado nas Figuras 2.10, 2.11, 2.12) consegue analisar 1,2 milhões
de pacotes por segundo em tempo real utilizando apenas um cluster de 14 nós [12].
O framework suporta diversas fontes de telemetria inclusive Netflow [13], Syslog
[19], fluxo de rede puro (PCAP [33]), entre outros. Eles são capazes de realizar
inspeção a fundo em cada pacote (DPI - Deep Packet Inspection) a fim de extrair
informações de tráfego e outras informações.
Figura 2.10: Esta figura representa a arquitetura conceitual do Cisco OpenSOC [12]. O
sistema foi construído em diversas camadas com responsabilidades distintas. A pilha de
camadas no lado esquerdo da figura se referem aos mecanismos de telemetria (fontes de
informação) da aplicação. Entre os protocolos suportados estão o Netflow [13], Syslog [19],
fluxo de rede puro (pacotes), informações de logs, entre outros. As camadas seguintes
(orientação vertical na figura) são responsáveis por fazer o parse dessas informações e
agregar outras métricas à estes dados. Estes dados serão tratados nas camadas seguintes
por meio de algoritmos de classificação de dados. Diversos mecanismos de armazenamento
estão disponíveis nesta aplicação, como por exemplo um banco de dados de índices voláteis
(Elastic Search [16]), um banco de dados de alta performance para dados em tempo real
(Hbase [2]) e outro para armazenamento convencional (Apache Hive [3]).
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2.2 Apache Kafka
O Kafka funciona como um banco de dados distribuído de logs (fila de mensagens)
rápido e confiável. Ele foi desenvolvido pela LinkedIn [21] e teve seu código aberto ao ser
doado para a fundação Apache. Ele é um sistema de mensagens distribuído no formato
publish-subscribe [24]. O código fonte do Kafka foi escrito em Scala [39] e foi projetado
para lidar com fluxos de informações em tempo real, ex.: logs, métricas coletadas e etc.
Esse servidor irá armazenar todas as informações de estado que os ambientes com-
putacionais monitorados enviarem a ele. O Kafka separa as informações recebidas por
tópicos a fim de organizar o armazenamento das mensagens. Cada tópico é uma fila de
mensagens distinta.
O Apache Kafka foi projetado para ter uma vazão de mensagens alta e por isso é
utilizado em conjunto com o Storm por diversas empresas que implementaram soluções
de processamento em tempo-real.
Atualmente, o Kafka não tem suporte a praticamente nenhum tipo de mecanismo
de segurança ou autenticação, portanto, não é recomendável utilizá-lo em ambientes de
produção que não possuam uma rede segura. Nesse caso recomenda-se a utilização de
tecnologias mais maduras como o RabbitMQ 2[28], pois oferecem suporte a TLS (Transport
Layer Security) e outros mecanismos de autenticação dos produtores.
A Figura 2.13 ilustra como o Kafka é comprovadamente mais rápido que os seus
competidores, e por isso pode ser uma solução eficaz para processamento em tempo real,
se inserido em um ambiente de produção livre de intrusões.
Entre as principais vantagens do Kafka é possível citar:
• Sistema de cache para as mensagens;
• Não faz cópias desnecessárias das mensagens, o local que os produtores escrevem no
Broker é o mesmo que os consumidores lêem;
• É capaz de agrupar e comprimir um grupo de mensagens;
• Permite um auto balanceamento de carga entre os nós do cluster através da confi-
guração correta dos produtores.
2.2.1 Conceitos da Plataforma Kafka
Cada um desses tópicos serão explicados em detalhes, mas primeiro é necessário apre-
sentar alguns conceitos da plataforma.
Modelo de Mensagens Publish-Subscribe
Este é um modelo de troca de mensagens em que o produtor não encaminha as men-
sagens diretamente aos consumidores. Neste modelo os produtores não precisam conhecer
os consumidores pois as mensagens são encaminhadas para filas de mensagens (tópicos)
intermediárias. Do outro lado, os consumidores lêem as mensagens destes tópicos sem o
conhecimento de quem as produziu. A Figura 2.14 exemplifica essa comunicação.
2Tecnologia de fila de mensagens similar ao Kafka, porém com suporte à mecanismos de autenticação
de usuários.
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Figura 2.11: Esta figura ilustra o fluxo de dados no framework passando pelas camadas da
arquitetura exposta na Figura 2.10. O fluxo das métricas começa pelos estágios de captura
de informação (utilizando protocolos como PCAP [, pcap] Syslog [19], Netflow [13], etc),
passando pelas filas de mensagens intermediárias (Kafka [4]), e sendo processado em tempo
real pelo Apache Storm [8], após isso, as informações relevantes são armazenadas (HBase
[2], Elastic Search [16] e Hive [3]) ou mostradas através de uma interface com o usuário
(página web)[12].
Figura 2.12: Esta figura mostra a topologia Storm utilizada pela Cisco [20] para realizar
inspeção a fundo nos pacotes. As métricas de interesse entram no sistema através do
KafkaSpout [12] (mecanismo de comunicação entre o Storm [8] e a fila de mensagens
Kafka [4]), após isso, o Parser Bolt faz o parse das mensagens para que os Bolts seguintes
possam enriquecer a métrica agregando novas informações como localização, dados da
máquina de origem e etc. O HDFS Bolt e o ES Bolt são responsáveis por armazenar as
métricas coletadas nos bancos de dados Hive [3] e Elastic Search [16] respectivamente.
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Figura 2.13: As duas figuras representam um teste de desempenho [14] do Kafka [4] rea-
lizado na LinkedIn [21] comparando ele com outras tecnologias de filas de mensagem. Na
ilustração da esquerda é utilizado um lote (batch) de 50 informações de log por mensagem
transmitida e na ilustração da direita um lote de apenas uma informação de log para cada
mensagem transmitida.
Figura 2.14: O produtores de mensagens enviam as informações para as filas de mensagens
intermediárias para permitir que os consumidores as leiam em intervalos de tempo distin-
tos. Cada fila é denominada tópico. Os consumidores assinam estes tópicos e consomem
as mensagens em um momento oportuno após descobrirem que elas foram produzidas,
tudo isso de maneira assíncrona.
Tópicos
Os tópicos são filas de mensagens. Cada fila é divida em múltiplas partições (Figura
2.15), e cada uma dessas partições é replicada nas outras máquinas que estão rodando o
Kafka. Essas réplicas existem como uma medida de tolerância à falhas e não como uma
forma de aumentar a escalabilidade do sistema, uma vez que apenas o servidor líder da
partição pode escrever nela.
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Figura 2.15: Cada Broker é uma máquina do cluster Kafka. Os tópicos (topics) são as
filas de mensagens internas ao servidor. A figura ilustra o processo de réplica de uma fila
de mensagens em Brokers distintos.[15]
Broker
Os Brokers são os servidores responsáveis por armazenar os tópicos. Eles basicamente
necessitam manter um descritor de arquivo aberto para cada fila de mensagem e gerenciar
as conexões TCP com os produtores e consumidores.
Os produtores enviam (push) as mensagens para o Broker e os consumidores as lêem
(pull) posteriormente. Apenas o Broker líder de uma partição pode escrever nela. Quando
isso acontece, ele é responsável por replicar a mensagem recebida nas outras partições
mantidas por outros Brokers.
É possível descobrir o endereço de todos os outros Brokers a partir de um Broker.
Os dados não são eliminados do Broker após a leitura pelos consumidores. Isso permite
que os consumidores re-leiam as mensagens caso necessário. Dessa forma, os dados ficam
armazenados por um intervalo de tempo pré-definido para evitar esgotamento de memória.
Produtor
Os Produtores podem apenas adicionar mensagens aos tópicos (append-only) não
sendo possível apagar mensagens previamente postadas. Eles são os responsáveis por
balancear a carga entre os vários Brokers.
No sistema de monitoramento proposto neste trabalho, cada máquina monitorada na
rede (rodando o ResourceMonitor) funciona como um produtor Kafka. Eles mandam suas
informações de estado no formato de uma mensagem JSON para o Broker em intervalos
regulares de tempo. Posteriormente o StormEngine consumirá essas mensagens do Broker
e as processará.
Consumidor
Os Brokers não empurram as mensagens para os consumidores. Pelo contrário, os
consumidores pedem as informações para o Broker em intervalos de tempo regulares.
Cada consumidor mantém o seu próprio estado de leitura, ou seja, eles possuem uma
referência para um pedaço do tópico que estão lendo e à medida que precisam, pedem
mais mensagens ao Broker e avançam o ponteiro de leitura.
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Caso o Kafka esteja sendo utilizado em conjunto com o Storm, a comunicação entre
os dois ocorre por meio do Kafka Spout do Storm que pede mensagens ao Kafka Broker
conforme necessário.
A Figura 2.16 mostra como ocorre a escrita e a leitura de mensagens em um Broker :
Figura 2.16: A figura mostra a visão interna do funcionamento de uma fila de mensagens
no interior de um Broker. Os consumidores podem ler as mensagens de maneira assíncrona
em relação à produção das mensagens. Cada consumidor possui uma referência para a
mensagem seguinte a ser lida por ele.
Integração com o Zookeeper [10]
O Zookeeper [10] é um serviço de coordenação, configuração e descoberta de serviços
para aplicações distribuídas de alta performance. Ele é um projeto open-source da Apache
[10] utilizado tanto pelo Storm e Kafka para coordenação de seus serviços.
O Zookeeper é responsável por gerenciar o estado dos nós Kafka. Futuras versões do
Kafka utilizarão o Zookeeper para balanceamento dos nós. A Figura 2.17 mostra como
funciona a integração de todos os conceitos apresentados com o Apache Storm.
2.3 Netty
O Netty é um framework NIO (Non-Blocking I/O) para desenvolvimento de aplica-
ções cliente-servidor assíncronas e API de comunicação entre processos na rede [29]. Por
meio da interface provida pelo framework é possível construir rapidamente aplicações
distribuídas, pois ela simplifica a comunicação entre os processos abstraindo detalhes de
implementação de emphsockets TCP e UDP por exemplo. As duas definições a seguir são
necessárias para o entendimento do funcionamento do Netty. São elas, Non-Blocking I/O
e Staged Event-Driven Architecture
Non-Blocking I/O
NIO é uma coleção de bibliotecas Java para operações intensivas de entrada e saída
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Figura 2.17: Nesta figura é possível observar a integração entre o Kafka e Storm por meio
do Apache Zookeeper [24]. Os produtores das mensagens descobrem o endereço do Kafka
Broker por meio do Zookeeper. Após isso, o produtor envia as mensagens para o Kafka
para que elas possam ser consumidas posteriormente pelo cliente Storm. O Apache Storm
também encontra o Broker Kafka através do Zookeeper, mas neste caso esta ferramenta
também é responsável por manter a referência para quais pedaços das filas de mensagens
cada consumidor (Kafka Spout) já leu. Após estas mensagens entrarem no framework
Storm por meio dos Kafka Spouts, elas são tratadas de acordo com a lógica implementada
na topologia em execução no Storm (Queue Topology e Topic Topology) naquele dado
momento.
de dados. Esse conjunto de bibliotecas foi adicionada ao Java na versão J2SE 1.4
pela Sun Microsystems. Elas foram projetadas para permitir acesso às operações de
entrada e saída de baixo nível dos sistemas operacionais modernos. Apesar da in-
terface provida por essas bibliotecas serem de alto nível, a performance alcançada é
muito alta, pois a mesma utiliza as operações de acesso à rede mais eficientes da pla-
taforma em que a JVM está rodando. Diversas funcionalidades foram introduzidas
por essa biblioteca, como:
• Uma interface de entrada e saída de dados multiplexada e assíncrona para
servidores;
• Abstração para canais de entrada e saída chamados de Channels ;
• Buffers para dados primitivos da plataforma Java;
• Casamento de padrões para expressões regulares;
• Uma interface de arquivos que suporta exclusão mútua e mapeamento em me-
mória.
Staged Event-Driven Architecture
SEDA é uma arquitetura baseada em eventos para processamento de requisições
de rede [34]. Ela foi criada para substituir o modelo de threads dispatcher-worker
utilizado em servidores web.
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Essa arquitetura foi projetada especialmente para lidar com uma larga quantidade
de requisições simultâneas, sem degradar significativamente a vazão. Para utilizar
essa arquitetura é recomendável um canal assíncrono e eficiente de IO (NIO) como
o provido pelo Netty.
A Figura 2.18 compara a arquitetura e o desempenho do modelo de threads com a
SEDA. Claramente a SEDA apresenta uma vazão muito maior quando comparada
ao modelo de threads quando o número de requisições é muito grande.
Figura 2.18: A vazão do modelo de threads dispatcher-worker quando submetida à um
grande número de requisições simultâneas é menor do que a vazão do sistema baseado em
eventos (SEDA[34]) .
2.3.1 Características do Netty
O Netty provê uma interface única para diversos mecanismos de transporte (TCP,
UDP e etc). Além disso, ele possui suporte à um modelo de threads customizável baseado
em eventos para manipulação das conexões, como por exemplo o SEDA (Staged Event-
Driven Architecture) [34].
A biblioteca oferece alta vazão com baixa latência e utilização de recursos computa-
cionais, isso se deve principalmente a minimização das cópias desnecessárias na memória
dos dados a serem processados e transmitidos. O framework provê também mecanismos
de segurança para a comunicação entre os processos através da utilização de certificação
digital (SSL/TLS - StartTLS) para autenticar clientes e cifrar o canal.
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A Figura 2.19 ilustra a arquitetura da biblioteca, listando todos os serviços de trans-
porte e protocolos suportados.
Figura 2.19: Esta figura ilustra os mecanismos de transporte e os protocolos de comu-
nicação suportados pelo Netty [29] atualmente. Entre os protocolos suportados está o
SSL/TLS (Secure Socket Layer/Transport Layer Security) que garante a autenticação
das partes envolvidas na comunicação assim como a privacidade das mensagens quando
trafegadas no canal de comunicação. Além disso, a ferramenta possui algumas caracterís-
ticas em seu núcleo que garantem alta velocidade de transmissão para o framework. Entre
elas, está a capacidade da ferramenta de não fazer cópias desnecessárias das mensagens,
pois o local da memória em que as mensagens recebidas são escritas se mantém o mesmo
até elas serem lidas pela aplicação responsável por consumir aquela informação.
No próximo capítulo serão discutidos os dois softwares que compõem a solução pro-
posta e as arquiteturas utilizadas no projeto deles. Todas as ferramentas que foram descri-
tas neste capítulo serão utilizadas em conjunto para compor o sistema de monitoramento
distribuído proposto a seguir.
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Capítulo 3
Solução Distribuída Proposta
Foram projetadas e implementadas duas soluções para o problema motivador deste
projeto. A primeira implementação não possui uma fila de mensagens intermediária entre
o recurso monitorado (ResourceMonitor) e o servidor de monitoramento (StormEngine).
Esta solução foi projetada para monitorar ativos na rede que não necessitam que uma
larga quantidade de dados seja transmitida para representar suas informações de estado,
como por exemplo os computadores domésticos. Nesta solução é possível cifrar o tráfego
das informações entre o ResourceMonitor e a StormEngine utilizando SSL/TLS.
A segunda implementação foi desenvolvida para monitorar ativos que necessitam trans-
mitir uma larga quantidade de dados por unidade de tempo para representar suas informa-
ções de estado, como por exemplo, um roteador que envia constantemente os metadados
de cada pacote roteado por ele. Por isso, escolheu-se colocar uma fila de mensagens
(Kafka) entre o recurso a ser monitorado e o servidor de monitoramento. Nesta solução,
não foi utilizado nenhum mecanismo de autenticação ou cifragem do canal entre as partes
envolvidas no processo. Isso se deve porque o Kafka (0.8.1.1 ) não provê suporte ao SSL
ou à qualquer outro mecanismo de segurança. O principal fator que deve ser levado em
consideração ao adicionar essa camada de segurança é o impacto na performance.
Na última seção deste capítulo é detalhado o funcionamento e a arquitetura das topo-
logias Storm utilizadas para tratar as informações recebidas do ResourceMonitor. Entre
as funcionalidades do StormEngine pode-se citar a listagem de todos os dados de monito-
ramento recebidos (separados por máquina monitorada), mensagens de advertência para
o administrador do sistema quando alguma métrica extrapolar um limite pré-definido, re-
gistro de logs para as mensagens de advertência, uso de um algoritmo de janela deslizante
para guardar as informações de estado entre outras funcionalidades.
3.1 Arquitetura da Solução sem Fila de Mensagens
Utilizou-se o Netty (framework de troca de mensagens) para a comunicação direta
entre os ativos monitorados e o StormEngine (Apache Storm). Essa arquitetura pode ser
utilizada de duas formas: com cifragem do canal de comunicação (SSL/TLS) (Figura 3.2)
ou sem (Figura 3.1).
Nesta arquitetura o ResourceMonitor funciona como um cliente Netty. Ele é um
pequeno programa de monitoramento implantado em cada máquina a ser monitorada.
Ele é responsável por coletar as informações de estado do ativo, estabelecer a conexão
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Figura 3.1: Arquitetura da solução utilizando comunicação direta entre o recurso moni-
torado e os servidores de monitoramento. Nesta implementação as mensagens JSON são
trafegadas em claro no canal de comunicação.
Figura 3.2: Nesta arquitetura utiliza-se SSL/TLS para cifrar a comunicação direta entre
o recurso monitorado e os servidores de monitoramento. As mensagens JSON não são
trafegadas em claro no canal de comunicação.
com o servidor de monitoramento (StormEngine) e enviar as informações em intervalos
pré definidos.
O servidor Netty foi implementado no StormEngine por meio de um Spout chamado
NettySpout. Esse módulo foi desenvolvido durante o projeto e teve seu código aberto na
internet [32]. O NettySpout fica escutando uma porta pré-definida na rede para estabe-
lecer uma conexão direta, cifrada (TLS) ou não, com os clientes Netty e a partir disso,
passa a receber as mensagens enviadas pelo ResourceMonitor.
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3.1.1 Justificativa da Utilização do Netty
Foi escolhido o Netty como framework de comunicação porque ele provê uma interface
única para diversos mecanismos de transporte (TCP, UDP e etc), suporte à um modelo
de threads customizável baseado em eventos para manipulação das conexões, mecanismos
para cifrar o canal de comunicação (SSL/TLS - StartTLS), além de apresentar velocidade
superior à dos concorrentes.
3.2 Arquitetura da Solução com Fila de Mensagens
Esta implementação foi desenvolvida para monitorar uma grande quantidade de ativos
que necessitam transmitir muitos dados por unidade de tempo para representar suas
informações de estado (Figura 3.3), como por exemplo o monitoramento de recursos e
logs de todos os ativos de uma Rede (Máquinas, Switches e Roteadores).
Figura 3.3: Arquitetura da solução utilizando um fila de mensagens intermediária na
comunicação entre o recurso monitorado e os servidores de monitoramento. Nesta solução
as mensagens JSON são trafegadas em claro no canal de comunicação.
Nesta arquitetura o ResourceMonitor funciona como um produtor Kafka. Ele é res-
ponsável por coletar as informações de estado da máquina, separá-las pelos tópicos, esta-
belecer a conexão com o Broker Kafka configurado, e enviar as informações para o tópico
correspondente no Broker em intervalos pré definidos.
A Figura 3.3 ilustra a comunicação entre os produtores, o Kafka e o Storm. Foi utili-
zado apenas um tópico ("monitoredResources") no Broker para armazenar as mensagens
de estado dos ativos monitorados. Caso o número de máquinas monitoradas seja muito
grande, recomenda-se dividir as mensagens em tópicos distintos a fim de se aumentar o
paralelismo no consumo de mensagens.
Para conectar o StormEngine ao Kafka foi criado uma nova topologia denominada
KafkaTopology. Nesta topologia foi utilizado o KafkaSpout (Spout disponível no site
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oficial do Storm para comunicação com o Kafka) para conectar e consumir as mensagens
do Broker Kafka configurado.
Deve-se notar que é necessário configurar um KafkaSpout para cada tópico a ser moni-
torado. Como nos testes realizados utilizou-se apenas um tópico, foi necessário instanciar
apenas um KafkaSpout.
3.2.1 Justificativa da Utilização do Apache Kafka
Entre as vantagens de se utilizar o Kafka estão: velocidade superior à dos concorrentes
[14], separação das mensagens por tópicos, constante desenvolvimento e aperfeiçoamento
pela comunidade Apache e fácil integração com outros softwares Apache como o Storm.
3.3 Monitoramento e Processamento em Tempo Real
Nesta seção será explicado como ocorre a coleta, o envio e o processamento das in-
formações de estado enviadas pelas máquinas monitoradas, quais tipos de informações
(tópicos) chegam ao StormEngine e quais destes tópicos o sistema é capaz de tratar atu-
almente. Além disso, são detalhadas todas as topologias, Spouts e Bolts criados neste
projeto para realizar o tratamento dos dados coletados no Storm.
3.3.1 ResourceMonitor - Coleta e Envio de Dados
O ResourceMonitor é um programa a ser implantado na máquina monitorada. Ele é
responsável por coletar as informações e enviá-las diretamente para o Storm ou para a fila
de mensagens configurada (Kafka). Ele foi desenvolvido de maneira extensível e modular
para permitir que novos mecanismos de comunicação, além do Netty e do Kafka, sejam
adicionados. Para isso basta implementar a interface (Apêndice A.1) que estabelece o
padrão (JSON) de envio de informações para o Storm.
O ResourceMonitor (RM) foi projetado para ser utilizado em conjunto com plugins.
O RM apenas inicia e gerencia a comunicação entre a máquina em que ele está rodando
e o Storm (conexão direta) ou o Kafka Broker (uso de fila de mensagens). A funcionali-
dade de coletar as informações do sistema é provida pelos plugins que são conectados ao
ResourceMonitor.
Ele foi projetado dessa maneira para permitir personalizar quais informações serão en-
viadas e permitir que novas funcionalidades e métricas possam ser adicionadas de maneira
transparente. Cada plugin deve executar em uma thread separada para não influenciar ou-
tros plugins, além disso, eles devem poder auto-regular a frequência com que vão mandar
suas informações para o servidor. Para garantir que todos os plugins sejam facilmente
acoplados ao monitor, foi criado uma classe abstrata que define o comportamento pa-
drão de um plugin. Dessa forma, todos os plugins do sistema devem estender esta classe
(Apêndice A.2) e implementar suas respectivas funcionalidades.
Cada plugin é responsável por encapsular em um JSON todas as informações que deseja
enviar para o StormEngine. Note que todo plugin deve receber um objeto que implemente
ChannelSpecification para saber em que canal de comunicação ele deve utilizar. Além
disso, eles são obrigados a incluir no JSON dois campos de metadados: o nome do tópico
e o nome da máquina hospedeira. Esses dois campos são adicionados para facilitar o
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tratamento do JSON quando este chegar no StormEngine. Foram criados 9 plugins para
demonstrar o funcionamento do sistema. Eles podem ser conferidos na Figura 3.4.
Figura 3.4: Diagrama UML - Todos os plugins desenvolvidos herdam da classe abstrata
definida no Apêndice A.2
A frequência com que eles foram configurados para enviarem suas informações ao
StormEngine pode ser conferida na Tabela 3.1.
Tabela 3.1: Tabela de Plugins
.
Tipo de Informação Enviada (Plugin) Frequência
Uso do processador 1 seg
Uso da memória RAM 1 seg
Uso do sistema de arquivos 1 seg
Informações do hardware do CPU 60 seg
Informações do hardware da Memória 60 seg
Lista das interfaces de rede 60 seg
Lista dos processos em execução na máquina monitorada 60 seg
Tabela de encaminhamento IP da máquina 60 seg
Informações das configurações de rede 60 seg
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3.3.2 StormEngine - Tratamento dos Dados
A versão utilizada do Storm foi a versão storm-core-0.9.3. Foram criadas duas topo-
logias para tratar os dados. A primeira delas se chama NettyTopology que é responsável
por receber as informações de clientes Netty, e a outra KafkaTopology, que consome as
mensagens de um Broker Kafka. A diferença entre as duas topologias está nos Spouts,
que são as entradas de dados do Storm a partir do mundo externo. Na primeira topologia
utiliza-se o NettySpout que abre e mantém uma conexão direta com os clientes Netty, e
na segunda utiliza-se o KafkaSpout que se conecta ao Broker Kafka configurado, e lê as
mensagens à medida que elas chegam. Após os Spouts, o fluxo de informações se mantém
o mesmo em ambas as topologias, conforme pode ser observado nas Figuras 3.5 e 3.6.
Atualmente apenas as informações de uso de memória, uso do processador e uso do
sistema de arquivos estão sendo tratadas, devido ao escopo de tempo limitado destinado
ao projeto. As outras informações de monitoramento recebidas, que não possuem um tra-
tamento específico ainda, são enviadas para o PrettyPrinterBolt que salva as estatísticas
de cada host monitorado em um arquivo separado.
A seguir será apresentada a organização da topologia Storm utilizada para processar
e analisar os dados de monitoramento.
Definição da Topologia
Foram definidas duas topologias para processar as informações de estado das má-
quinas monitoradas em tempo real. A primeira topologia é a Netty Topology (Fi-
gura 3.5) responsável por tratar as informações dos ambientes computacionais que
estejam executando o ResourceMonitor configurado para utilizar o mecanismo de
comunicação Netty. A segunda topologia, denominada Kafka Topology (Figura 3.6),
tratará as informações dos ambientes computacionais configurados para enviarem
as suas informações para um Kafka Broker.
A seguir, será explicado em detalhes o funcionamento de cada Bolt definido nas
duas topologias mencionadas nas Figuras 3.5 e 3.6 que foram utilizados para tratar
os fluxos de informações de monitoramento provenientes do ResourceMonitor.
MultiplexerBolt
O Multiplexer Bolt possui duas funções:
• Fazer o parse do JSON recebido do Spout e encapsulá-lo em um JSONObject;
• Encaminhar o JSONObject para o Bolt responsável por tratá-lo.
Parse do JSON Este Bolt é conectado diretamente ao NettySpout ou ao Kaf-
kaSpout dependendo da topologia, e portanto, é responsável por tratar todas as
mensagens recebidas deles. Os Spouts recebem da rede as mensagens JSON em
formato de String e passam para o MultiplexerBolt nesse mesmo formato. Ao re-
ceber a mensagem, O MultiplexerBolt faz o parse da String e a transforma em um
JSONObject. O trecho de código localizado no Apêndice A.5 demonstra como é
feito este parse.
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Figura 3.5: O fluxo de dados dentro do StormEngine é definido pela topologia apresentada
nesta figura. As informações de monitoramento (mensagens JSON) entram no sistema
através do Netty Spout, em seguida, o Multiplexer Bolt faz o parse de cada mensagem
e a encaminha para o fluxo de tratamento correspondente à ela. Os fluxos CpuStream,
MemStream, FsStream são responsáveis por tratar as informações de uso do processador,
memória e sistema de arquivos respectivamente dos ambientes computacionais monitora-
dos. O quarto fluxo (DefaultStream) é responsável por tratar todas as outras informações
de monitoramento que ainda não possuem um tratamento específico definido ainda, como
a lista de processos em execução em cada máquina. O código fonte responsável por definir
esta topologia pode ser encontrado no Apêndice A.3.
Encaminhamento O encaminhamento ocorre baseado no metadado tópico in-
serido dentro da mensagem JSON enviada pelo ResourceMonitor. Atualmente o
StormEngine possui 4 fluxos de dados declarados, um para cada tipo de informação
tratada e o outro que é o fluxo padrão de dados para os tópicos que ainda não pos-
suem um tratamento específico. O código localizado no Apêndice A.6 demonstra
como esses fluxos de dados são declarados.
Por exemplo, caso a mensagem JSON recebida seja sobre o uso de memória de um
host, ele será encaminhado ao MemUsageStream cujo próximo Bolt é o Rolling-
CountBolt.
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Figura 3.6: Esta topologia foi definida para consumir mensagens de um conjunto de Bro-
kers Kafka. Ela se difere da topologia apresentada na Figura 3.5 apenas pelo Kafka Spout,
que nesta topologia substituiu o Netty Spout. Os fluxos de tratamento das informações
de monitoramento se mantêm os mesmos. O código fonte responsável por definir esta
topologia também pode ser encontrado no Apêndice A.4.
RollingCountBolt
O RollingCountBolt é um Bolt que armazena informações de estado voláteis, como
a porcentagem de uso da memória RAM, o uso do processador e o uso do disco
de cada host monitorado em uma estrutura de dados que utiliza um buffer circular
com uma janela deslizante (Figura 3.7) para percorrê-lo. O tamanho da janela e
a frequência de emissão de dados para o próximo Bolt podem ser configurados na
definição da topologia. Nas duas topologias propostas, o tamanho configurado para
as janelas foi de 60 segundos. A cada um segundo, o RollingCountBolt emite o valor
médio da janela de cada host para o Bolt seguinte e move a janela em um slot ao
redor do buffer circular.
Este Bolt foi instanciado três vezes para tratar três tópicos diferentes em três fluxos
de dados distintos (CpuUsageStream, MemUsageStream, FileSystemUsageStream).
Iremos analisar apenas um deles pois a lógica é a mesma para os três.
O Storm possui um sistema temporizador interno chamado de Tick Tuples. Pode-se
regular o intervalo que elas são emitidas, no caso deste sistema elas são emitidas a
31
Figura 3.7: Esta figura demonstra o funcionamento de uma janela deslizante percorrendo
um buffer linear. No exemplo ilustrado acima, a janela possui um tamanho de 5 slots. A
cada segundo a janela se desloca em um slot para a direita. Logo antes do deslocamento,
a janela emite a soma e a média dos valores contidos nos slots dentro dela. No Rolling-
CountBolt, são utilizados duas janelas para cada ambiente computacional monitorado. A
primeira janela serve para armazenar as informações de monitoramento e a segunda serve
para contar quantas mensagens foram recebidas daquele host. É necessário utilizar duas
janelas para ser possível calcular o valor médio da janela.
cada segundo. Quando o RollingCountBolt recebe uma Tick Tuple ele emite o valor
médio da janela para o Bolt seguinte e avança a janela no tempo.
Nesse intervalo de um segundo entre um movimento da janela e outro, o Bolt ar-
mazena todos os valores recebidos de um host em um mesmo slot da janela. O
RollingCountBolt utiliza duas janelas deslizantes para cada host. Uma para manter
a soma dos valores recebidos em cada slot e a outra para manter quantas mensagens
foram recebidas daquele tópico para determinado host durante o slot. É necessário
utilizar as duas janelas para calcular o valor médio da janela antes de emití-la para
o Bolt seguinte.
A janela deslizante percorre um buffer circular de tamanho sempre maior ou igual ao
tamanho da janela. Dessa maneira sempre que o ponteiro de deslocamento do buffer
(início da janela) pula para o slot seguinte ele estará sobrescrevendo a informação
mais antiga. As informações que chegam dos Spouts sempre são armazenadas no
primeiro slot da janela. A Figura 3.8 abaixo representa um buffer de 12 posições
com uma janela de tamanho 3. O buffer utilizado no StormEngine possui tamanho
60, com uma janela também de tamanho 60 com deslocamento a cada segundo
(assim que uma Tick Tuple é recebida).
UsageAnalyserBolt
Sempre que o RollingCountBolt recebe uma Tick Tuple, ele manda uma tupla re-
ferente a cada host monitorado do tipo chave-valor contendo o nome do host e o
valor médio do tópico para o UsageAnalyserBolt. A Tabela 3.2 ilustra dois exemplos
de como seriam essas tuplas para o tópico "CpuUsage". Neste caso apenas duas
máquinas estão sendo monitoradas Taveira.Local e CIC.UnB
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Figura 3.8: A janela deslizante demonstrada na Figura 3.7 irá percorrer este buffer. O
buffer circular ilustrado nesta figura possui 12 slots, e está sendo percorrido por uma
janela deslizante de tamanho 3. A vantagem de se utilizar um buffer circular é que a
quantidade de memória utilizada sempre será a mesma, e ela será limitada pelo tamanho
do buffer. No sistema de monitoramento projetado foi utilizado um buffer circular de 60
slots em conjunto com uma janela de tamanho 60. A cada segundo, a janela se desloca
em um slot ao redor do buffer.
Tabela 3.2: Exemplo de Tuplas Recebidas pelo UsageAnalyserBolt
{Taveira.Local, 0.65}
{CIC.UnB, 0.88}
Esses dois exemplos demonstram que o valor médio do uso do processador nos
últimos 60 segundos no host Taveira.Local era de 65 % e no host CIC.UnB era de
88%.
O UsageAnalyserBolt é um Bolt responsável por analisar se o valor das tuplas rece-
bidas não possuem valores anormais. Por exemplo, no fluxo CpuUsageStream este
Bolt foi configurado para checar se algum host está com o uso do processador acima
de 70%. Se este for o caso, ele irá emitir um aviso para o administrador do sistema
e irá escrever uma mensagem em um arquivo de log central contendo o nome do
host, o timestamp e o tópico associado a mensagem. Todas as instâncias do Usa-
geAnalyserBolt irão escrever no mesmo arquivo de log central, de modo que neste
único arquivo de log estarão presentes todas as mensagens de advertência que estes
Bolts geraram. A Tabela 3.3 ilustra um exemplo de três mensagens de log emitidas
pelo UsageAnalyserBolt.
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Tabela 3.3: Exemplo de Mensagens de Log Emitidas pelo UsageAnalyserBolt
[CIC.UnB] [1421605074574] [CpuUsage] is over the limit. Average: 88.0
[CIC.UnB] [1421605075575] [CpuUsage] is over the limit. Average: 84.3
[CIC.UnB] [1421605076577] [CpuUsage] is over the limit. Average: 95.1
PrettyPrinterBolt
O PrettyPrinterBolt é o Bolt responsável por tratar todos os tópicos que não pos-
suem um fluxo de dados específico para eles ainda. Este Bolt recebe todas as tuplas
do DefaultStream e as separa de acordo com o nome do host e cria um arquivo (.json)
para cada máquina monitorada, contendo apenas as informações de monitoramento
mais recentes daquela daquela máquina.
A mensagem JSON contida no Apêndice B.1 representa as informações recebidas
pelo StormEngine do host Taveira.Local. Os tópicos contidos nele são os que não
possuem um tratamento especializado ainda. Esses tópicos estão contidos na Tabela
3.4.
Tabela 3.4: Tópicos do DefaultStream
Nome do Tópico Tipo de Informação Enviada
CpuInfo Informações detalhadas do processador da máquina
MemInfo Informações detalhadas da memória da máquina
NetInterfaceStats Informações detalhadas das interfaces de rede da máquina
ProcessList Tabela dos processos em execução na máquina monitorada (PID, usuário, memória do processo e o diretório)
NetRouteList Tabela de encaminhamento IP da máquina
NetInfo Informações como o gateway padrão, DNS primário e secundário da máquina
3.3.3 Justificativa da Utilização do Apache Storm
O Storm já é considerado uma ferramenta madura [27] para processamento em tempo
real dada a sua larga utilização no mercado. Diversos outros sistemas foram criados para
o mesmo fim, mas não atingiram o mesmo grau de popularidade do Storm. Dentre esses
sistemas podem ser citados: o S4 [5], o MillWheel [37], o Samza [6], o Spark Streaming
[7] e o Photon [36].
O Storm é o projeto em linguagem Java que possui o maior número de ’stars’ (métrica
de popularidade) do principal repositório de código-fonte do mundo (github.com). Além
disso, ele tem sido utilizado por muitas empresas líder de segmento, entre elas, a Cisco
[12], Twitter [35], Verisign [26], Spotify [31], Yahoo [38] e outras. Isso tudo comprova
que é possível utilizar a ferramenta tanto em ambientes de desenvolvimento como em
ambientes de produção.
No próximo capítulo serão expostos os testes de desempenho realizados na solução
proposta neste capítulo.
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Capítulo 4
Experimentação
O principal objetivo dos testes a seguir é comparar a velocidade de processamento dos
mecanismos de comunicação (Netty e Kafka) e por isso, todos os testes foram realizados em
uma mesma máquina. Não foi colocado o ResourceMonitor, o Kafka e StormEngine supra-
mencionados em máquinas diferentes para evitar que a velocidade da rede influenciasse
no experimento.
4.1 Caso de Uso
A máquina utilizada para os testes possui um Intel Core i7 de 2,3GHz, 16GB 1600MHz
DDR3 e o Mac OS X versão 10.10.1. Os testes foram repetidos utilizando-se mensagens
de 100, 400 e 1500 bytes de informação útil. Foi desenvolvido um plugin específico para
testes no ResourceMonitor para produzir sempre a mesma mensagem de acordo com o
tamanho espeficificado. Para medir o tempo utilizou-se o temporizador interno da Java
Virtual Machine (JVM) [11] com precisão de nano segundos. Isso só foi possível porque os
experimentos foram realizados na mesma máquina, e portanto compartilhavam a mesma
JVM. Cada teste foi repetido três vezes, e o valor exposto no grafíco é o valor médio das
três iterações.
Foram instanciados apenas um ResourceMonitor, um StormEngine e um Kafka Broker.
Para cada teste realizado o ResourceMonitor foi reiniciado três vezes, em cada execução
utilizou-se um mecanismo de comunicação diferente (Netty sem TLS, Netty com TLS
e Kafka). O StormEngine também foi configurado para utilizar um Spout compatível
com o mecanismo de comunicação que iria ser testado. A solução utilizando o Kafka foi
configurada para utilizar apenas um tópico no Kafka Broker.
4.2 Configuração do Teste
Foram desenvolvidos três tipos de testes:
Teste de Latência: Utilizado para medir quanto tempo demora para o StormEngine
receber a primeira mensagem de monitoramento do ResourceMonitor e estar pronto
para processá-la;
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Teste de Processamento: Utilizado para medir quanto tempo demora para o Stor-
mEngine receber até 5000 mensagens de monitoramento do ResourceMonitor e es-
tar pronto para processá-las. Foram feitas medições com 1000, 2000, 3000 e 4000
mensagens, e como o padrão se repetia em todas estas quantidades, foi escolhido o
valor máximo de 5000 mensagens para ilustrar o teste. Neste teste o plugin de coleta
de informações do ResourceMonitor foi configurado para dormir por um período de
10ms entre um envio de informações e outro. Foi escolhido o valor de 10ms para
simular várias máquinas sendo monitoradas. Por exemplo, em um cenário real esse
período será maior, normalmente de 1 segundo, dessa forma, ao utilizar um valor
de 10ms, é possível simular a carga que 100 máquinas configuradas para mandar as
informações a cada segundo produziriam;
Teste de Stress: Utilizado para medir o desempenho dos três conectores (Netty sem
TLS, Netty com TLS e Kafka) do ResourceMonitor. O plugin de coleta de infor-
mações do ResourceMonitor foi configurado para não dormir entre um envio de
informações e outro. Esse teste ilustra qual a taxa máxima de transmissão de
mensagens alcançada pelo ResourceMonitor em suas três configurações e ilustra
também quanto tempo leva para o StormEngine receber 5000 mensagens (valor es-
colhido empiricamente) de monitoramento do ResourceMonitor e estar pronto para
processá-las.
4.3 Medições
Os três testes realizados serão analisados e expostos nesta seção.
4.3.1 Teste de Latência
Deseja-se medir o tempo que uma mensagem leva para chegar ao StormEngine após
ser produzida no ResourceMonitor. O cronômetro foi disparado assim que a primeira
mensagem foi emitida pelo ResourceMonitor. No StormEngine o cronômetro só foi inter-
rompido quando a primeira mensagem chegou ao MultiplexerBolt. A Figura 4.1 ilustra o
valor da latência registrado para cada mecanismo de comunicação.
Análise do Teste de Latência
Os resultados obtidos neste teste demonstram que adicionar uma camada de segu-
rança como o SSL/TLS ao Netty traz prejuízos consideráveis à latência da aplicação.
Isso deve ao processo de iniciar a sessão SSL e definir qual chave simétrica será utili-
zada para cifrar a comunicação. Além disso, o teste serviu também para demonstrar
que a utilização de filas de mensagens intermediárias também acrescem o tempo de
resposta da aplicação, pois é necessário armazenar a mensagem na fila antes de
consumi-la no Storm.
Ao projetar uma solução que utilize um desses três mecanismos de comunicação
deve-se levar em consideração as vantagens e os prejuízos que cada um deles possui.
Por exemplo, no caso de aplicações que requerem baixíssima latência e não neces-
sitam de mecanismos de segurança, recomenda-se utilizar o Netty sem SSL para
comunicação direta entre a máquina a ser monitorada e o StormEngine.
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Figura 4.1: Este teste demonstra que o tamanho da mensagem influencia muito pouco na
latência do mecanismo de comunicação. Adicionar SSL/TLS ao sistema quadruplicou o
tempo de resposta da aplicação. Além disso, adicionar uma fila de mensagens interme-
diária na comunicação, como o Apache Kafka, aumentou em 8 vezes a latência entre o
recurso monitorado e o sistema de monitoramento.
4.3.2 Teste de Processamento
O plugin de coleta de informações do ResourceMonitor foi configurado para dormir
por um período de 10ms entre um envio de informações e outro.
A Figura 4.2 ilustra o tempo gasto para que 5000 mensagens estivessem prontas para
serem processadas no Storm. O teste foi repetido para mensagens de tamanho de 100, 400
e 1500 bytes. Conforme pode ser observado na figura, o tamanho da mensagem influenciou
muito pouco na diferença de performance observada entre os mecanismos de comunicação.
Análise do Teste de Processamento
A Figura 4.3 demonstra mais uma vez a tendência da solução utilizando o Kafka levar
mais tempo para processar uma grande quantidade de mensagens. Isso se deve ao
tempo adicional necessário para armazenar a mensagem na fila de mensagens antes
de chegar ao StormEngine. Além disso, fica demonstrado que a diferença de tempo
para processar cinco mil mensagens entre o Netty sem SSL e o Netty com SSL é
praticamente desprezível quando o plugin do ResourceMonitor está configurado para
esperar um período de pelo menos 10 ms entre uma coleta e outra. O desempenho
da solução utilizando o Kafka mais uma vez ficou atrás do Netty, mas só isso não
deve ser utilizado para julgar a utilização ou não de uma fila de mensagens, pois
elas foram projetadas para serem escaláveis e utilizadas para receberem dados de
milhares de clientes o que não foi o caso deste experimento.
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Figura 4.2: Produção de 5000 mensagens utilizando um produtor limitado (10ms). Neste
teste fica evidenciado que o tamanho da mensagem influencia muito pouco no desempenho
da aplicação quando executada num cenário similar a este.
4.3.3 Teste de Stress na Produção de Mensagens
Teste da velocidade máxima em que o ResourceMonitor consegue produzir 5000 men-
sagens em suas três configurações possíveis. Neste teste o plugin de coleta de informações
do ResourceMonitor foi configurado para não dormir entre um envio de informações e
outro. Dessa maneira, o ResourceMonitor estava livre para enviar as mensagens assim
que elas estivessem prontas. O teste foi repetido para mensagens de tamanho de 100, 400
e 1500 bytes.
O tempo total ilustrado na Figura 4.4 refere-se ao tempo gasto para transferir as 5000
mensagens do ResourceMonitor ao StormEngine.
Análise do Teste de Stress
Ao se comparar os resultados do Teste de Processamento e do Teste de Stress
percebe-se que o StormEngine não foi o limitador de velocidade no primeiro teste.
Pois no Teste de stress ele foi capaz de processar as 5000 mensagens no caso do
Netty sem SSL em pouco mais de 1 segundo.
4.4 Considerações Finais
A maior limitação do sistema atualmente está nos Spouts e no ResourceMonitor, pois
estes muitas vezes não conseguem ler ou produzir as mensagens de maneira suficientemente
rápida. Em ambientes de produção sempre é utilizado uma arquitetura com uma fila de
mensagens intermediária, pois isso traz escalabilidade e permite que vários Spouts possam
ler pedaços da fila de mensagens de maneira paralela, aumentando assim a vazão do
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Figura 4.3: Desempenho geral (quanto menor, melhor). Esta figura ilustra o desempenho
da aplicação em processar até 5000 mensagens produzidas por um plugin no Resource-
Monitor configurado para enviá-las a cada 10 ms. Como é possível observar no gráfico
acima, em um caso de uso mais próximo do real, a diferença de performance entre os três
mecanismos é muito pequena.
sistema. Dessa forma, é reconhecida a necessidade de se produzir um teste que simule
um cenário de utilização real, no entanto, devido à limitação de recursos não foi possível
realizá-lo neste projeto. Este teste deveria utilizar a rede local ou a internet como meio
de comunicação entre os recursos monitorados, implantar o ResourceMonitor, o Kafka e o
StormEngine em máquinas geograficamente distribuídas e utilizar múltiplos tópicos, um
para cada métrica monitorada, no Kafka. Além disso, tanto o Storm quanto o Kafka
deveriam ser instalados em um cluster de máquinas.
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Figura 4.4: Teste da velocidade máxima em que o ResourceMonitor consegue produzir
5000 mensagens em suas três configurações possíveis. Variou-se o tamanho da mensagem
três vezes, e nitidamente se percebe que quanto maior for tamanho da mensagem, maior
é o impacto na performance da aplicação. Outra característica importante é que ao
aumentar o tamanho da mensagem, a performance da solução utilizando uma fila de
mensagens intermediária se aproxima da performance da solução que utiliza uma conexão
direta.
* O ResourceMonitor utilizando o Netty com SSL/TLS atingiu uma velocidade de produção de mensagens
superior à taxa de vazão de mensagens do canal cifrado. Após alguns segundos rodando este teste, o
ResourceMonitor acusou um erro de falta de memória no buffer de saída. Este problema poderá ser
corrigindo aumentando a velocidade de processamento do NettySpout com SSL habilitado. Planeja-se
estudar uma forma de paralelizar o uso do NettySSL no StormEngine para permitir que mais de um
NettySpout seja utilizado para receber as informações de monitoramento.
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Capítulo 5
Conclusão
Este documento detalhou o projeto de um sistema de processamento em tempo real
extensível, capaz de extrair informações de estado dos recursos monitorados e processá-los
com baixa latência.
A solução proposta foi desenvolvida em duas arquiteturas. A primeira delas provê
um canal de comunicação direto (com suporte à SSL/TLS) entre o recurso monitorado
e o servidor de monitoramento. Esta solução foi projetada para monitorar ambientes
computacionais que não necessitam que uma larga quantidade de dados seja transmitida
para representar suas informações de estado, como por exemplo os computadores pessoais
e servidores.
A segunda arquitetura foi projetada para monitorar ativos que necessitam transmitir
uma larga quantidade de dados para representar suas informações de estado, como por
exemplo roteadores e switches. Dessa forma, escolheu-se colocar uma fila de mensagens
intermediária (Kafka) entre o recurso monitorado e o servidor de monitoramento.
Em ambas arquiteturas a central de monitoramento (StormEngine) foi projetada para
rodar em um conjunto de máquinas distribuídas (cluster) a fim de garantir escalabilidade
ao sistema.
Atualmente, o sistema é capaz de monitorar remotamente servidores, computadores
pessoais, softwares rodando dentro destas máquinas, o uso do hardware da máquina, entre
outras coisas. Deseja-se no futuro estender os recursos do sistema para que ele possa de
maneira automatizada analisar em tempo real o tráfego de uma rede, reconhecer padrões
de ataques e notificar o administrador da rede em caso de detecção. Os algoritmos de
detecção destes padrões de ataque é um tópico de pesquisa extremamente desafiador para
a comunidade científica, dada a complexidade do problema e dos requisitos de velocidade
e dos volumes de dados a serem tratados em tempo real.
Um dos objetivos é produzir uma solução de monitoramento nacional que possa defen-
der e detectar atividades suspeitas nos ativos de rede brasileiros. Outro fator motivador
para estender esta aplicação é o setor privado da economia, uma vez que os índices de es-
pionagem cibernética entre empresas privadas cresceu muito nos últimos anos, e por causa
disso, elas estão cada vez mais interessadas em proteger as suas propriedades intelectuais.
As principais soluções de monitoramento como o Nagios [17] e o Zabbix [30] não são
extensíveis a todos os tipos de problemas que deseja-se solucionar. Por exemplo, elas
não conseguem processar e analizar em tempo real os metadados de todos os pacotes
transmitidos por um roteador. Isso demonstra que nenhum dos dois é capaz de realizar
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um processamento intensivo nas informações de monitoramento devido a natureza não
distribuída da central de monitoramento. No caso da solução apresentada neste projeto é
possível facilmente implantar o StormEngine em um cluster de máquinas para aumentar
o poder de processamento da solução.
O desempenho da implementação utilizando o Kafka ficou atrás das implementações
Netty em todos os testes realizados. No entanto, isso não deve ser utilizado para julgar
a utilidade de uma fila de mensagens, pois elas foram projetadas para serem escaláveis e
distribuídas. Os testes desempenhados neste projeto não eram adequados para demonstrar
as vantagens que uma fila de mensagens traria ao sistema.
Outra limitação encontrada durante os testes de desempenho da aplicação foi no con-
trole de fluxo do ResourceMonitor com Netty SSL/TLS. Ao utilizar esse mecanismo de
comunicação sem limitar a produção de mensagens, rapidamente o buffer de saída do
RM se esgotava pois o NettySpout muitas vezes não conseguia ler as mensagens do canal
cifrado de maneira suficientemente rápida.
Em ambientes de produção tipicamente é utilizado uma arquitetura com uma fila de
mensagens intermediária, pois isso traz escalabilidade e permite que vários spouts possam
ler pedaços da fila de mensagens de maneira paralela, aumentando assim a vazão do
sistema. Planeja-se estudar uma forma de paralelizar o uso do NettySSL no StormEngine
para permitir que mais de um NettySpout seja utilizado para receber as informações de
monitoramento.
Para finalizar, recomenda-se utilizar cada mecanismo de comunicação testado em ce-
nários distintos:
• Recomenda-se utilizar o Netty sem SSL para monitorar recursos que necessitam de
uma latência muito baixa entre o servidor de monitoramento e a máquina monito-
rada. Este mecanismo deve ser utilizado em redes seguras que não possuem riscos
de terceiros estarem escutando o canal.
• Recomenda-se utilizar o Netty com SSL/TLS em redes inseguras para cifrar a
comunicação entre as máquinas. Este mecanismo deve ser utilizado para monitorar
poucas máquinas devido à limitação encontrada no NettySpout. Outra vantagem
desta tecnologia é a baixa latência entre o servidor de monitoramento e a máquina
monitorada.
• O Kafka é recomendado para monitorar um grande número de máquinas [14] de
maneira que cada uma delas produza uma larga quantidade de dados de monitora-
mento. No entanto, conforme foi apresentado, o Kafka ainda não possui suporte
algum para mecanismos de segurança e portanto deve ser utilizado em redes seguras
ou em ambientes onde as informações trafegadas não sejam críticas.
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5.1 Trabalhos Futuros
Nesta seção serão descritos os principais trabalhos futuros a serem agregados à este
projeto.
RabbitMQ
O RabbitMQ é um software de fila de mensagens compatível com o Storm assim
como o Kafka. Ele oferece suporte à SSL/TLS e outros mecanismos de autenticação,
em contrapartida, ele é um pouco mais lento que o Kafka [14]. A Figura 2.13 ilustra
a diferença de performance entre as duas tecnologias de filas de mensagens.
Em trabalhos futuros deseja-se implementar uma nova solução de comunicação en-
tre o ResourceMonitor e o StormEngine que utilize o RabbitMQ [28] como fila de
mensagens intermediária. Dessa forma será possível ter uma solução com fila de
mensagens com suporte à SSL e autenticação de usuários.
O RabbitMQ é recomendado para os mesmos casos de uso do Kafka. No entanto,
como essa tecnologia apresenta suporte a mecanismos de autenticação e controle de
usuários, ela pode também ser utilizada para monitorar recursos espalhados pela
internet.
Testes de Desempenho
Produzir um teste que simule um cenário de utilização real. Este teste deverá
utilizar a rede local ou a internet para ligar os recursos monitorados ao StormEngine,
implantar o ResourceMonitor, Kafka e StormEngine em máquinas geograficamente
distribuídas, utilizar múltiplos tópicos (um para cada métrica monitorada) no Kafka.
Além disso, deve-se instalar o Storm e o Kafka em um cluster de máquinas.
Cisco OpenSOC
Integrar o sistema de monitoramento desenvolvido neste projeto ao Cisco OpenSOC
[12]. Essa integração irá trazer muitas funcionalidades ao produto pois o OpenSOC
permite extrair informações de diversas fontes de telemetria como Netflow, Syslog,
fluxo de rede puro (PCAP), entre outros. Além disso, seria possível realizar inspeção
a fundo em cada pacote (DPI - Deep Packet Inspection) a fim de extrair informações
de tráfego e outras informações, como por exemplo, identificar um ataque cracker
na rede.
Algoritmos de Mineração e Classificação de Dados
Pesquisar, desenvolver e implementar no StormEngine algoritmos capazes de iden-
tificar em tempo real ataques de negação de serviço na rede, vazamentos de infor-
mações, falhas nos ativos monitorados, malwares nas máquinas monitoradas, entre
outros.
Implantação em Nuvem
Após a consolidação do sistema, dos mecanismos de segurança, das funcionalida-
des a serem providas e da interface com usuário, deseja-se contratar servidores na
nuvem para hospedar o StormEngine e a fila de mensagens a ser utilizada (Kafka
ou RabbitMQ) com o objetivo de fornecer um serviço de monitoramento em tempo
real distribuído e barato na internet. Seguindo este modelo, os usuários que dese-
jarem monitorar as suas máquinas deverão apenas implantar o ResourceMonitor e
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configurar as credenciais de autenticação neles. Após isso, o sistema ficará respon-
sável por gerenciar toda a coleta e a troca de informações com o servidor de forma
transparente. Como o servidor estará na nuvem, o cliente poderá acompanhar o
monitoramento de seus ativos em qualquer local, desde que possua conexão com a
internet para acessar a página do servidor.
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Obrigado,
Luís Felipe Rabello Taveira
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Apêndice A
Códigos Fonte Utilizados no Projeto
Apêndice A.1: Interface que Define um Mecanismo de Comunicação no ResourceMonitor
public interface ChannelSpecification {
void send(JSONObject objToSend) throws Exception;
}
Apêndice A.2: Classe Abstrata que Define o Comportamento Padrão de um Plugin
// Classe abstrata que define o comportamento padrao de um plugin
public abstract class SystemResourcePlugin implements Runnable {
protected Integer period;
ChannelSpecification channel = null;
protected JSONObject objToReturn = null;
public abstract JSONObject getSystemInformation ();
public abstract String topicName ();
protected SystemResourcePlugin(Integer period){
this.period = period;
}
public void run() {
while (true){
JSONObject jsonObjToSend = getSystemInformation ();
// Garante que cada JSON enviado contenha o nome do topico e do host que
enviou a informacao.
jsonObjToSend.put("topic", topicName ());
jsonObjToSend.put("hostname", InetAddress.getLocalHost ()
.getHostName ());
if(jsonObjToSend != null)sendToChannel(jsonObjToSend);
Thread.sleep(period);
}
}
public void setChannel(ChannelSpecification channel)
throws InterruptedException {
this.channel = channel;
}
public void sendToChannel(JSONObject obj) throws Exception {
channel.send(obj);
}
}
Apêndice A.3: Definição da Organização dos Spouts e Bolts da Topologia Netty Utilizada
no StormEngine
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static private TopologyBuilder createTopology () {
TopologyBuilder topology = new TopologyBuilder ();
// Apenas um NettySpout para gerenciar as conexoes com os clientes
topology.setSpout("NettySpout", new NettySpout(nettyServerPort), 1);
topology.setBolt("MultiplexerBolt", new MultiplexerBolt (), 1).
shuffleGrouping("NettySpout");
topology.setBolt("MemUsageRollingCountBolt", new RollingCountBolt
("MemUsage" ,30,1)).shuffleGrouping("MultiplexerBolt", "
MemUsageStream");
topology.setBolt("MemUsageAnalyser", new UsageAnalyser("
MemUsage")).fieldsGrouping("MemUsageRollingCountBolt"
, new Fields("hostname","count"));
topology.setBolt("CpuUsageRollingCountBolt", new RollingCountBolt
("CpuUsage" ,30,1)).shuffleGrouping("MultiplexerBolt", "
CpuUsageStream");
topology.setBolt("CpuUsageAnalyser", new UsageAnalyser("
CpuUsage")).fieldsGrouping("CpuUsageRollingCountBolt"
, new Fields("hostname","count"));
topology.setBolt("FileSystemUsageRollingCountBolt", new
RollingCountBolt("FileSystemUsage" ,30,1)).shuffleGrouping("
MultiplexerBolt", "FileSystemUsageStream");
topology.setBolt("FileSystemUsageAnalyser",new
UsageAnalyser("FileSystemUsage"))
.fieldsGrouping("FileSystemUsageRollingCountBolt",new
Fields("hostname","count"));
topology.setBolt("PrettyPrinterBolt", new PrettyPrinterBolt (), 1)
.shuffleGrouping("MultiplexerBolt","DefaultStream");
return topology;
}
Apêndice A.4: Definição da Organização dos Spouts e Bolts da Topologia Kafka Utilizada
no StormEngine
static private TopologyBuilder createTopology () {
TopologyBuilder topology = new TopologyBuilder ();
BrokerHosts brokerHosts = new ZkHosts("localhost :2181");
String topicName = "monitoredResources";
SpoutConfig kafkaConfig = new SpoutConfig(brokerHosts , topicName , "/" +
topicName , "StormEngine");
kafkaConfig.scheme = new SchemeAsMultiScheme(new StringScheme ());
TopologyBuilder topology = new TopologyBuilder ();
topology.setSpout("KafkaSpout", new KafkaSpout(kafkaConfig), 1);
topology.setBolt("MultiplexerBolt", new MultiplexerBolt (), 1).
shuffleGrouping("KafkaSpout");
topology.setBolt("MultiplexerBolt", new MultiplexerBolt (), 1).
shuffleGrouping("NettySpout");
topology.setBolt("MemUsageRollingCountBolt", new RollingCountBolt
("MemUsage" ,30,1)).shuffleGrouping("MultiplexerBolt", "
MemUsageStream");
topology.setBolt("MemUsageAnalyser", new UsageAnalyser("
MemUsage")).fieldsGrouping("MemUsageRollingCountBolt"
, new Fields("hostname","count"));
topology.setBolt("CpuUsageRollingCountBolt", new RollingCountBolt
("CpuUsage" ,30,1)).shuffleGrouping("MultiplexerBolt", "
CpuUsageStream");
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topology.setBolt("CpuUsageAnalyser", new UsageAnalyser("
CpuUsage")).fieldsGrouping("CpuUsageRollingCountBolt"
, new Fields("hostname","count"));
topology.setBolt("FileSystemUsageRollingCountBolt", new
RollingCountBolt("FileSystemUsage" ,30,1)).shuffleGrouping("
MultiplexerBolt", "FileSystemUsageStream");
topology.setBolt("FileSystemUsageAnalyser", new
UsageAnalyser("FileSystemUsage")).
fieldsGrouping("FileSystemUsageRollingCountBolt", new
Fields("hostname","count"));
topology.setBolt("PrettyPrinterBolt", new PrettyPrinterBolt (), 1)
.shuffleGrouping("MultiplexerBolt","DefaultStream");
return topology;
}
Apêndice A.5: Código Responsável por Fazer o Parse da Mensagem JSON em um JSO-
NObject.
//Parse Json Object
JSONObject jsonObj = new JSONObject(new JSONTokener (( String) tuple.
getValue (0)));
String topico = jsonObj.getString("topic");
Apêndice A.6: Código Responsável por Fazer o Encaminhamento da Mensagem JSON
para o Fluxo de Tratamento Correspondente.
public void declareOutputFields(OutputFieldsDeclarer declarer) {
declarer.declareStream("CpuUsageStream", new Fields("JsonObject" ) );
declarer.declareStream("MemUsageStream", new Fields("JsonObject" ) );
declarer.declareStream("FileSystemUsageStream", new Fields("JsonObject" )
);
declarer.declareStream("DefaultStream", new Fields("JsonObject" ) );
}
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Apêndice B
Exemplo de Informações de
Monitoramento
Apêndice B.1: Exemplo de Informações de Monitoramento Registradas pelo PrettyPrin-
terBolt a Respeito do Host Taveira.Local
1 {
2 "RAM": {
3 "ActualFree": 5751218176,
4 "ActualUsed": 11428651008,
5 "Free": 22757376,
6 "FreePercent": 33.47649574279785,
7 "Ram": 16384,
8 "Total": 17179869184,
9 "Used": 17157111808,
10 "UsedPercent": 66.52350425720215
11 },
12 "hostname": "Taveira.local",
13 "topic": "MemInfo"
14 }
15
16 {
17 "CPU0": "{CacheSize:256, TotalSockets:8, Mhz:2300, Model:
MacBookPro11,3, TotalCores:8, Vendor:Intel,
CoresPerSocket:16}",
18 "CPU1": "{CacheSize:256, TotalSockets:8, Mhz:2300, Model:
MacBookPro11,3, TotalCores:8, Vendor:Intel,
CoresPerSocket:16}",
19 "CPU2": "{CacheSize:256, TotalSockets:8, Mhz:2300, Model:
MacBookPro11,3, TotalCores:8, Vendor:Intel,
CoresPerSocket:16}",
20 "CPU3": "{CacheSize:256, TotalSockets:8, Mhz:2300, Model:
MacBookPro11,3, TotalCores:8, Vendor:Intel,
CoresPerSocket:16}",
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21 "CPU4": "{CacheSize:256, TotalSockets:8, Mhz:2300, Model:
MacBookPro11,3, TotalCores:8, Vendor:Intel,
CoresPerSocket:16}",
22 "CPU5": "{CacheSize:256, TotalSockets:8, Mhz:2300, Model:
MacBookPro11,3, TotalCores:8, Vendor:Intel,
CoresPerSocket:16}",
23 "CPU6": "{CacheSize:256, TotalSockets:8, Mhz:2300, Model:
MacBookPro11,3, TotalCores:8, Vendor:Intel,
CoresPerSocket:16}",
24 "CPU7": "{CacheSize:256, TotalSockets:8, Mhz:2300, Model:
MacBookPro11,3, TotalCores:8, Vendor:Intel,
CoresPerSocket:16}",
25 "hostname": "Taveira.local",
26 "topic": "CpuInfo"
27 }
28
29 {
30 "awdl0": "Speed:10000000, TxBytes:275964, RxErrors:0,
TxErrors:0, RxBytes:0, TxPackets:1298, RxDropped:0,
RxPackets:0, TxCollisions:0",
31 "bridge0": "Speed:0, TxBytes:586, RxErrors:0, TxErrors:0,
RxBytes:0, TxPackets:3, RxDropped:0, RxPackets:0,
TxCollisions:0",
32 "en0": "Speed:0, TxBytes:746003714, RxErrors:0, TxErrors:0
, RxBytes:3763467897, TxPackets:3148544, RxDropped:0,
RxPackets:3848601, TxCollisions:0",
33 "en1": "Speed:0, TxBytes:0, RxErrors:0, TxErrors:0,
RxBytes:0, TxPackets:0, RxDropped:0, RxPackets:0,
TxCollisions:0",
34 "en2": "Speed:0, TxBytes:0, RxErrors:0, TxErrors:0,
RxBytes:0, TxPackets:0, RxDropped:0, RxPackets:0,
TxCollisions:0",
35 "hostname": "Taveira.local",
36 "lo0": "Speed:0, TxBytes:2948862022, RxErrors:0, TxErrors:
0, RxBytes:2948862022, TxPackets:2418073, RxDropped:0,
RxPackets:2418073, TxCollisions:0",
37 "p2p0": "Speed:10000000, TxBytes:0, RxErrors:0, TxErrors:0
, RxBytes:0, TxPackets:0, RxDropped:0, RxPackets:0,
TxCollisions:0",
38 "topic": "NetInterfaceStats"
39 }
40
41 {
42 "DefaultGateway": "192.168.0.1",
43 "DomainName": " ",
44 "HostName": "Taveira.local",
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45 "PrimaryDns": "189.6.0.73",
46 "SecondaryDns": "189.6.0.78",
47 "hostname": "Taveira.local",
48 "topic": "NetInfo"
49 }
50
51 {
52 "Route0": "{Ifname:en0, Metric:0, Irtt:0, Gateway:192.168.
0.1, Mtu:0, Flags:67587, Window:0, Use:0, Destination:0
.0.0.0, Mask:124.0.5.4, Refcnt:0}",
53 "Route1": "{Ifname:en0, Metric:0, Irtt:0, Gateway:192.168.
0.1, Mtu:0, Flags:84017159, Window:0, Use:0,
Destination:17.171.4.15, Mask:0.0.0.0, Refcnt:0}",
54 "Route10": "{Ifname:en0, Metric:0, Irtt:0, Gateway:192.168
.0.1, Mtu:0, Flags:84017159, Window:0, Use:0,
Destination:64.233.186.116, Mask:0.0.0.0, Refcnt:0}",
55 "Route11": "{Ifname:en0, Metric:0, Irtt:0, Gateway:192.168
.0.1, Mtu:0, Flags:84017159, Window:0, Use:0,
Destination:64.233.186.117, Mask:0.0.0.0, Refcnt:0}",
56 "Route12": "{Ifname:en0, Metric:0, Irtt:0, Gateway:192.168
.0.1, Mtu:0, Flags:84017159, Window:0, Use:0,
Destination:64.233.186.125, Mask:0.0.0.0, Refcnt:0}",
57 "Route13": "{Ifname:lo0, Metric:0, Irtt:0, Gateway:127.0.0
.1, Mtu:0, Flags:2305, Window:0, Use:0, Destination:127
.0.0.0, Mask:255.0.0.0, Refcnt:0}",
58 "Route14": "{Ifname:lo0, Metric:0, Irtt:0, Gateway:127.0.0
.1, Mtu:0, Flags:2097157, Window:0, Use:0, Destination:
127.0.0.1, Mask:0.0.0.0, Refcnt:0}",
59 "Route15": "{Ifname:en0, Metric:0, Irtt:0, Gateway:0.0.0.0
, Mtu:0, Flags:2305, Window:0, Use:0, Destination:169.2
54.0.0, Mask:124.0.5.4, Refcnt:0}",
60 "Route16": "{Ifname:en0, Metric:0, Irtt:0, Gateway:192.168
.0.1, Mtu:0, Flags:17170439, Window:0, Use:0,
Destination:189.6.0.73, Mask:0.0.0.0, Refcnt:0}",
61 "Route17": "{Ifname:en0, Metric:0, Irtt:0, Gateway:192.168
.0.1, Mtu:0, Flags:84017159, Window:0, Use:0,
Destination:189.6.76.143, Mask:0.0.0.0, Refcnt:0}",
62 "Route18": "{Ifname:en0, Metric:0, Irtt:0, Gateway:192.168
.0.1, Mtu:0, Flags:84017159, Window:0, Use:0,
Destination:189.6.76.147, Mask:0.0.0.0, Refcnt:0}",
63 "Route19": "{Ifname:en0, Metric:0, Irtt:0, Gateway:192.168
.0.1, Mtu:0, Flags:17170439, Window:0, Use:0,
Destination:189.6.76.151, Mask:0.0.0.0, Refcnt:0}",
64 "Route2": "{Ifname:en0, Metric:0, Irtt:0, Gateway:192.168.
0.1, Mtu:0, Flags:84017159, Window:0, Use:0,
Destination:17.172.34.14, Mask:0.0.0.0, Refcnt:0}",
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65 "Route20": "{Ifname:en0, Metric:0, Irtt:0, Gateway:192.168
.0.1, Mtu:0, Flags:84017159, Window:0, Use:0,
Destination:189.6.76.157, Mask:0.0.0.0, Refcnt:0}",
66 "Route21": "{Ifname:en0, Metric:0, Irtt:0, Gateway:192.168
.0.1, Mtu:0, Flags:17170439, Window:0, Use:0,
Destination:189.6.76.158, Mask:0.0.0.0, Refcnt:0}",
67 "Route22": "{Ifname:en0, Metric:0, Irtt:0, Gateway:192.168
.0.1, Mtu:0, Flags:17170439, Window:0, Use:0,
Destination:189.6.76.162, Mask:0.0.0.0, Refcnt:0}",
68 "Route23": "{Ifname:en0, Metric:0, Irtt:0, Gateway:192.168
.0.1, Mtu:0, Flags:84017159, Window:0, Use:0,
Destination:189.6.76.172, Mask:0.0.0.0, Refcnt:0}",
69 "Route24": "{Ifname:en0, Metric:0, Irtt:0, Gateway:192.168
.0.1, Mtu:0, Flags:84017159, Window:0, Use:0,
Destination:189.6.76.187, Mask:0.0.0.0, Refcnt:0}",
70 "Route25": "{Ifname:en0, Metric:0, Irtt:0, Gateway:0.0.0.0
, Mtu:0, Flags:2305, Window:0, Use:0, Destination:192.1
68.0.0, Mask:136.0.5.4, Refcnt:0}",
71 "Route26": "{Ifname:en0, Metric:0, Irtt:0, Gateway:0.0.0.0
, Mtu:0, Flags:2305, Window:0, Use:0, Destination:192.1
68.0.1, Mask:128.0.5.4, Refcnt:0}",
72 "Route27": "{Ifname:en0, Metric:0, Irtt:0, Gateway:0.0.0.0
, Mtu:0, Flags:352453637, Window:0, Use:0, Destination:
192.168.0.1, Mask:0.0.0.0, Refcnt:0}",
73 "Route28": "{Ifname:en0, Metric:0, Irtt:0, Gateway:0.0.0.0
, Mtu:0, Flags:2305, Window:0, Use:0, Destination:192.1
68.0.19, Mask:128.0.5.4, Refcnt:0}",
74 "Route29": "{Ifname:en0, Metric:0, Irtt:0, Gateway:0.0.0.0
, Mtu:0, Flags:21103621, Window:0, Use:0, Destination:1
92.168.0.255, Mask:0.0.0.0, Refcnt:0}",
75 "Route3": "{Ifname:en0, Metric:0, Irtt:0, Gateway:192.168.
0.1, Mtu:0, Flags:84017159, Window:0, Use:0,
Destination:17.172.34.45, Mask:0.0.0.0, Refcnt:0}",
76 "Route30": "{Ifname:en0, Metric:0, Irtt:0, Gateway:192.168
.0.1, Mtu:0, Flags:84017159, Window:0, Use:0,
Destination:194.68.28.243, Mask:0.0.0.0, Refcnt:0}",
77 "Route4": "{Ifname:en0, Metric:0, Irtt:0, Gateway:192.168.
0.1, Mtu:0, Flags:84017159, Window:0, Use:0,
Destination:17.172.34.90, Mask:0.0.0.0, Refcnt:0}",
78 "Route5": "{Ifname:en0, Metric:0, Irtt:0, Gateway:192.168.
0.1, Mtu:0, Flags:84017159, Window:0, Use:0,
Destination:17.172.34.200, Mask:0.0.0.0, Refcnt:0}",
79 "Route6": "{Ifname:en0, Metric:0, Irtt:0, Gateway:192.168.
0.1, Mtu:0, Flags:84017159, Window:0, Use:0,
Destination:17.172.233.112, Mask:0.0.0.0, Refcnt:0}",
52
80 "Route7": "{Ifname:en0, Metric:0, Irtt:0, Gateway:192.168.
0.1, Mtu:0, Flags:84017159, Window:0, Use:0,
Destination:38.117.98.230, Mask:0.0.0.0, Refcnt:0}",
81 "Route8": "{Ifname:en0, Metric:0, Irtt:0, Gateway:192.168.
0.1, Mtu:0, Flags:84017159, Window:0, Use:0,
Destination:64.233.186.108, Mask:0.0.0.0, Refcnt:0}",
82 "Route9": "{Ifname:en0, Metric:0, Irtt:0, Gateway:192.168.
0.1, Mtu:0, Flags:84017159, Window:0, Use:0,
Destination:64.233.186.109, Mask:0.0.0.0, Refcnt:0}",
83 "hostname": "Taveira.local",
84 "topic": "NetRouteList"
85 }
86
87 {
88 "1": "[root, ???, launchd]",
89 "102": "[root, ???, ctkd]",
90 "103": "[root, ???, secinitd]",
91 "1184": "[Taveira, 2.3M, /System/Library/Frameworks/
ApplicationServices.framework/Frameworks/PrintCore.
framework/Versions/A/printtool]",
92 "121": "[root, ???, WindowServer]",
93 "124": "[root, ???, findmydeviced]",
94 "1251": "[Taveira, 53M, /Applications/Preview.app/
Contents/MacOS/Preview]",
95 "1277": "[Taveira, 4.4M, /usr/libexec/USBAgent]",
96 "137": "[_nsurlsessiond, ???, nsurlsessiond]",
97 "139": "[root, ???, nehelper]",
98 "140": "[root, ???, usbd]",
99 "141": "[root, ???, ntpd]",
100 "142": "[root, ???, com.apple.ifdrea]",
101 "144": "[root, ???, socketfilterfw]",
102 "145": "[_networkd, ???, networkd]",
103 "146": "[root, ???, sysmond]",
104 "150": "[root, ???, mds_stores]",
105 "16": "[root, ???, syslogd]",
106 "17": "[root, ???, UserEventAgent]",
107 "19": "[root, ???, kextd]",
108 "20": "[root, ???, fseventsd]",
109 "22": "[root, ???, thermald]",
110 "24": "[_appleevents, ???, appleeventsd]",
111 "245": "[_nsurlstoraged, ???, nsurlstoraged]",
112 "247": "[root, ???, networkd_privile]",
113 "25": "[root, ???, configd]",
114 "252": "[root, ???, discoveryd_helpe]",
115 "258": "[root, ???, CVMServer]",
116 "26": "[root, ???, powerd]",
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117 "260": "[root, ???, com.apple.Ambien]",
118 "268": "[root, ???, com.apple.CodeSi]",
119 "276": "[root, ???, tccd]",
120 "277": "[root, ???, com.apple.Accoun]",
121 "29": "[root, ???, airportd]",
122 "30": "[root, ???, 360Daemon]",
123 "301": "[root, ???, watchdogd]",
124 "31": "[root, ???, warmd]",
125 "310": "[root, ???, securityd_servic]",
126 "311": "[Taveira, 12M, /usr/libexec/UserEventAgent]",
127 "313": "[Taveira, 21M, /usr/sbin/distnoted]",
128 "315": "[Taveira, 18M, /usr/sbin/cfprefsd]",
129 "319": "[Taveira, 614M, /Applications/Safari.app/Contents/
MacOS/Safari]",
130 "320": "[Taveira, 41M, /Applications/Calendar.app/
Contents/MacOS/Calendar]",
131 "321": "[Taveira, 118M, /Applications/Mail.app/Contents/
MacOS/Mail]",
132 "322": "[Taveira, 19M, /Applications/Utilities/Activity
Monitor.app/Contents/MacOS/Activity Monitor]",
133 "324": "[Taveira, 39M, /System/Library/CoreServices/Dock.
app/Contents/MacOS/Dock]",
134 "326": "[Taveira, 19M, /System/Library/CoreServices/
SystemUIServer.app/Contents/MacOS/SystemUIServer]",
135 "327": "[Taveira, 317M, /System/Library/CoreServices/
Finder.app/Contents/MacOS/Finder]",
136 ...
137 "950": "[Taveira, 12M, /System/Library/PrivateFrameworks/
CloudServices.framework/Resources/EscrowSecurityAlert.
app/Contents/MacOS/EscrowSecurityAlert]",
138 "hostname": "Taveira.local",
139 "topic": "ProcessList"
140 }
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