Exponential Convergence to the Maxwell Distribution For Spatially
  Inhomogenous Boltzmann Equations by Gang, Zhou
ar
X
iv
:1
60
3.
06
64
2v
5 
 [m
ath
.A
P]
  7
 A
pr
 20
17
Exponential Convergence to the Maxwell Distribution Of Solutions
of Spatially Inhomogenous Boltzmann Equations
Zhou Gang∗
February 26, 2018
Department of Mathematics, California Institute of Technology, MC 253-37, Pasadena, CA, 91106
Abstract
We consider the rate of convergence of solutions of spatially inhomogenous Boltzmann equations,
with hard sphere potentials, to some equilibriums, called Maxwellians. Maxwellians are spatially
homogenous static Maxwell velocity distributions with different temperatures and mean velocities.
We study solutions in weighted space L1(R3 × T3). We prove a conjecture of C. Villani in [28]:
assume the solution is sufficiently localized and sufficiently smooth, then the solution, in L1-space,
converges to a Maxwellian, exponentially fast in time.
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1 Formulation of the problem
In this paper we consider the Boltzmann’s equation
∂tg + v · ∇xg = Q(g, g) (1.1)
with initial condition
g(v, x, 0) = g0(v, x) ≥ 0, v ∈ R3, x ∈ R3/(2πZ)3
satisfying
∫
R3×T3 g0(v, x) d
3vd3x = 1. The nonlinearity Q(g, g) is chosen to correspond to a hard-
sphere potential:
Q(g, g)(v, x) :=
∫
R3×S2
|(u− v) · ω|[g(u′, x)g(v′, x)− g(u, x)g(v, x)] d3u d2ω, (1.2)
2
where u′, v′ ∈ R3 are given by u′ := u− [(u− v) · ω]ω, v′ := v + [(u− v) · ω]ω.
The equation has the following properties, for any time t ≥ 0, provided that the solution exists,
(A) g(v, x, t) ≥ 0 if g0(v, x) ≥ 0;
(B) (1)
∫
R3×T3
g(v, x, t) d3vd3x =
∫
R3×T3
g0(v, x) d
3vd3x = 1; (1.3)
(2)
∫
R3×T3
vkg(v, x, t) d
3vd3x =
∫
R3×T3
vkg0(v, x) d
3vd3x, k = 1, 2, 3; (1.4)
(3)
∫
R3×T3
|v|2g(v, x, t) d3vd3x =
∫
R3×T3
|v|2g0(v, x) d3vd3x. (1.5)
(C) The equation has a family of Maxwellian solutions MT,µ defined as
MT,µ(v) :=
1
(2π)3
1
(2πT )
3
2
e−
|v−µ|2
2T , (1.6)
where T is the temperature, and µ ∈ R3 is the mean velocity of the gas.
The purpose of this paper is to prove asymptotic stability of Maxwellians. The main objective is
to prove a conjecture of C. Villani, namely the solution will converge to a Maxwellian exponentially
fast, under the assumption of the smoothness and boundness (uniform in time t) of the solution.
For the complete statement, see Main Theorem 2.1.
In the literature, one finds many results on the asymptotic stability of Maxwellians for the
Boltzmann equation. One circle of results concerns the spatially homogeneous case, where g(v, x, t)
is independent of the position x. This direction of research has been pioneered by H.Grad in [16].
Further results can be found in [5, 10, 15, 24]. Another circle of results concerns the Boltzmann
equation on an exponentially weighted L2 space; see, e.g. [31, 20, 21, 17, 18, 6]. The advantage of
working in such spaces is that spectral theory on Hilbert space can be used. There are also results
in [30, 29, 22, 7, 23].
In this context, the existence of weak global solutions has been established in [13]. In [12],
the asymptotic stability of Maxwellians, for general initial conditions, has been studied under the
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assumption that global smooth solutions exist. In the spatially homogeneous case, such results
appear, e.g. in [1, 33, 24, 8].
There is an earler proof of Villani’s conjecture due to Maria Gualdani, Stephane Mischler
and Clement Mouhot in [19]. In the present paper an alternative proof is presented. For a non-
constructive proof, see [2].
In this paper, the main difficulty is to study the properties of a certain linear operator L defined
in Equation (3.3), below. An important step in our analysis consists in proving an appropriate
decay estimate for the linear evolution given by e−tL(1− P ), where P is the Riesz projection onto
the eigenspace of L corresponding to the eigenvalue 0. The difficult is that, as in [14], the spectrum
of the operator L occupies the entire right half of the complex plane, except for a strip of strictly
positive width around the imaginary axis that only contains the eigenvalue 0; see Figure 6.1, below.
Rewriting e−tL(1− P ) in terms of the resolvent, (L− z)−1, of L,
e−tL(1− P ) = − 1
2πi
∮
Γ
e−tz(L− z)−1 dz, (1.7)
(see, e.g., [26]), where the integration contour Γ encircles the spectrum of L, except for the
eigenvalue 0, we encounter the problem of proving strong convergence of the integral on the right
hand side of (1.7) on L1. This problem is solved in Section 6.
Our paper is organized as follows. The main Theorem will be stated in Section 2. The operator
obtained by linearization around Maxwellian will be derived and studied in Section 3. Based on
the spectrum of the linear operator, the solution will be decomposed into several components. The
estimates on these components will be a reformulation of the Main Theorem. This will take place
in Section 4. The main theorem will be proved in Section 5. In the rest of the paper, namely from
Section 6, we prove the decay estimate for the propagator.
In the present paper the meaning of a . b is that, for some fixed constant C,
a ≤ Cb. (1.8)
2 Main Theorem
We start with formulating C. Villani conjecture, see [28, 12].
The conjecture is formulated under assumptions that g, the solution to Boltzmann equation
(1.1), satisfies several conditions, including the following two:
(1) For some sufficiently large constant φ > 0,
sup
t≥0
‖〈v〉φg(·, t)‖L1(R3×T3) . 1. (2.1)
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(2) For some sufficiently large natural number L,
sup
t≥0
∑
|k|≤L
‖∂kxg(·, t)‖L2(R3×T3) . 1. (2.2)
By assuming these and some more assumptions, L. Desvillettes and C. Villani proved in [12]
that the solution converges to a Maxwellian faster than t−N in space L1, for any N ≥ 0. C. Villani
conjectured the convergence rate is exponential, see [28].
It is worth pointing out that there are examples satisfying all the assumptions, by the results
of Guo in [20, 21].
In what follows we state the main result of the present paper, which is an affirmative answer
to the conjecture. The initial conditions we choose need to be sufficiently close to a Maxwellian,
and this is satisfied by solution at a large time, proved by C. Villani, see [28].
Before stating the main result, we choose T, µ for initial conditions g0. Recall that g0 is
the initial conditions for Boltzmann equation (1.1), and MT,µ, T ∈ R+, µ ∈ R3, are Maxwellian
solutions. It is not difficult to see that there exist unique T and µ such that
∫
R3×T3
vkg0(v, x, t) d
3vd3x =
∫
R3×T3
vkMT,µ d
3vd3x, k = 1, 2, 3,
∫
R3×T3
|v|2g0(v, x, t) d3vd3x =
∫
R3×T3
|v|2MT,µ d3vd3x.
(2.3)
The main result is
Theorem 2.1. Assume the solution g of Boltzmann equation satisfies the estimates in [1] and [2]
above, and assume that the initial conditions g(·, 0) is sufficiently close to a Maxwellian MT0,µ0 for
some T0, µ0, in the sense that for some δ = δ(T0) > 0
‖g(·, 0) −MT0,µ0‖L1(R3×T3) ≤ δ. (2.4)
Then for the T, µ chosen in (2.3), there exist constants C0, C1 > 0, such that for any time t ≥ 0
‖g(·, t) −MT,µ‖L1(R3×T3) ≤ C1e−C0t. (2.5)
This theorem will be proven in Section 5.
3 The linearization around the Maxwellian
We start with defining a linear operator, obtained by linearizing around the Maxwellian solutions.
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Recall that MT,µ are solutions to the equation
−v · ∇xg +Q(g, g) = 0. (3.1)
We plug g =MT,µ + f into the nonlinear operator −v · ∇xg +Q(g, g) to find
−v · ∇xg +Q(g, g) = −LT,µf +Q(f, f). (3.2)
Here the linear operator L is defined by
LT,µ := v · ∇x + νT,µ(v) +KT,µ. (3.3)
where νT,µ is the multiplication operator defined by
νT,µ(v) :=
∫
R3×S2
|(u− v) · ω|MT,µ(u) d3ud2ω, (3.4)
and KT,µ is an integral operator, defined by, for any function f ,
KT,µ(f) :=MT,µ(v)
∫
R3×S2
|(u− v) · ω|f(u) d3ud2ω
−
∫
R3×S2
|(u− v) · ω|MT,µ(u′)f(v′) d3ud2ω (3.5)
−
∫
R3×S2
|(u− v) · ω|MT,µ(v′)f(u′) d3ud2ω
=:K1 −K2 −K3
where the operators Kl, l = 1, 2, 3, are naturally defined.
Next we study the eigenvectors and eigenvalues of the operator LT,µ. By the fact that
−v · ∇xcMT,µ +Q(cMT,µ, cMT,µ) = 0. (3.6)
for any c ∈ R, T > 0, µ ∈ R3, we obtain, after taking c, T and µ derivatives on the equation above,
that LT,µ has five eigenvectors with eigenvalues zero
MT,µ, ∂TMT,µ, ∂µkMT,µ, k = 1, 2, 3. (3.7)
A key fact is that these are the only eigenvectors for LT,µ with eigenvalue 0 in certain weighted
L2 space, see [10, 20, 21, 25].
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Define its Riesz projection, onto the eigenvector space, by P T,µ. It takes the form
P T,µh :=
1
8π
7
2T
2
3
e−
|v−µ|2
2T
∫
R3×T3
h(u, x) d3ud3x (3.8)
+
1∫
R3
u21e
−
|u|2
2T d3u
1
8π
7
2
3∑
k=1
e−
|v−µ|2
2T (vk − µk)
∫
R3×T3
(uk − µk)h(u, x) d3ud3x
+
1∫
R3
(|u|2 − 3T )2e− |u|
2
2T d3u
1
8π
7
2
e−
|v−µ|2
2T (|v − µ|2 − 3T )
∫
R3×T3
(|u− µ|2 − 3T )h(u, x) d3ud3x.
To prepare for our analysis, we state some estimates on the nonlinearity Q and the operators
νT,µ, KT,µ. Define a constant ΛT as
ΛT := inf
v
νT,µ(v). (3.9)
The results are:
Lemma 3.1. ΛT is positive, i.e.
ΛT > 0. (3.10)
There exists a positive constant CT such that
νT,µ(v) ≥ CT (1 + |v − µ|). (3.11)
For any m ≥ 0, there exists a positive constant Υm,T such that, for any functions f, g ∈ L1(R3),
‖〈v − µ〉mKT,µf‖L1(R3) ≤ Υm,T ‖〈v − µ〉m+1f‖L1(R3), (3.12)
and
‖〈v〉mQ(f, g)‖L1(R3) ≤ Cm
[‖f‖L1(R3)‖〈v〉m+1g‖L1(R3) + ‖〈v〉m+1f‖L1(R3)‖g‖L1(R3)]. (3.13)
This lemma is proven in Appendix A.
4 Reformulation of Main Theorem 2.1
To facilitate later analysis we reformulate equation (1.1) into a more convenient form.
For the T, µ chosen in (2.3), we define a function f : R3 × T3 × R+ → R by
f(v, x, t) := g(v, x, t) −MT, µ(v). (4.1)
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By the conservation laws in (1.3)-(1.5), we have∫
R3×T3
vkf(v, x, t) dv
3dx3 = 0, k = 1, 2, 3, (4.2)
∫
R3×T3
|v|2f(v, x, t) dv3dx3 = 0, (4.3)
and ∫
R3×T3
f(v, x, t) dv3dx3 = 0, (4.4)
by the fact
∫
R3×T3 g(v, x, t) dv
3dx3 =
∫
R3×T3 MT,µ(v) dv
3dx3 = 1.
These orthogonality conditions for f and the definition of P T,µ in (3.8) imply
P T,µf(·, t) = 0. (4.5)
In what follows we derive effective governing equation for f .
Plug the decomposition of g in (4.1) into Boltzmann equation (1.1) to derive
∂tf = −LT,µf +Q(f, f). (4.6)
Here the linear operator LT,µ is defined in (3.3), and the nonlinear term Q(f, f) is defined in (1.2).
For the initial conditions f0(v, x) := g0(v, x) −MT, µ(v), we use the conditions imposed on g0
in (2.4) and the assumed condition ‖〈v〉4g0‖L1 <∞, see (2.1), to find that
‖f0‖L1 ≤ δ
1
2 ≪ 1. (4.7)
To cast the equation for ∂tf into a convenient form, we apply the operator 1 − P T,µ on both
sides of (4.6), and use that P T,µf = 0, and that P T,µ commutes with LT,µ, to obtain an effective
equation for f,
∂tf = −LT,µf + (1− P T,µ)Q(f, f). (4.8)
Apply Duhamel’s principle on (4.8) to obtain
f = e−tLT,µf0 +
∫ t
0
e−(t−s)LT,µ(1− P T,µ)Q(f, f)(s) ds. (4.9)
The proof that f decays exponentially fast in weighted L1 norm, relies critically on the decay
estimates of the propagator e−tLT,µ(1− P T,µ) acting on L1. The result is
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Theorem 4.1. If m > 0 is sufficiently large, then there exist constants C0, C1, Π > 0, such that
for any function h, we have
‖〈v − µ〉me−tLT,µ(1− P T,µ)h‖L1(R3×T3) ≤ C1e−C0t‖〈v − µ〉m+Πh‖L1(R3×T3). (4.10)
The theorem will be proved in Section 6.
We continue to study the equation (4.9). Apply the propagator estimate in Theorem 4.1 and
use that (1− P T,µ)f0 = f0 to find that,
‖〈v − µ〉mf(·, t)‖L1 . e−C0t‖〈v − µ〉m+Πf0‖L1 +
∫ t
0
e−C0(t−s)‖〈v − µ〉m+ΠQ(f, f)(s)‖L1 ds.
(4.11)
We will prove in Subsection 4.1 below, using the assumptions on the solution in Theorem 2.1, that
‖〈v − µ〉m+ΠQ(f, f)(s)‖L1 . ‖〈v − µ〉mf(s)‖
5
4
L1
≤ e− 54C0sM 54 (t) (4.12)
where M is a controlling function defined as
M(t) := max
0≤s≤t
eC0s‖〈v − µ〉mf(s)‖L1(R3×T3). (4.13)
It is not hard to see that ‖〈v − µ〉mf(s)‖L1(R3×T3), from (4.9), is continuous in t, this implies that
the function M is also continuous.
Suppose (4.12) holds, then by (4.11)
‖〈v − µ〉mf(·, t)‖L1 . e−C0t[‖〈v − µ〉m+Πf0‖L1 +M
5
4 (t)]. (4.14)
Observe that M is an increasing function by definition, hence
M(t) . ‖〈v − µ〉m+Πf0‖L1 +M
5
4 (t). (4.15)
It turns out that (4.15) directly implies Main Theorem 2.1, see Section 5.
4.1 Proof of (4.12)
Without loss of generality, we only prove (4.12) for µ = 0.
We divide the proof into two steps.
In the first step we prove
‖〈v〉m+ΠQ(f, f)‖L1 .
∑
|β|≤4
‖〈v〉m+Π+1∂βxf‖L1‖f‖L1 . (4.16)
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Then in the second step we prove, for |β| ≤ 4
‖〈v〉m+Π+1∂βxf‖L1 . ‖〈v〉mf‖
1
4
L1
[
1 + ‖〈v〉3m+4Π+24f‖L1 + ‖(1 − ∂2x)20 f‖L2
]
. (4.17)
Suppose that (4.16) and (4.17) hold, then we apply the assumptions in Main Theorem 2.1 to
obtain
‖(1− ∂2x)20 f‖L2 , ‖〈v〉2m+2Π+12f‖L1 . 1 (4.18)
To see this, we use the assumptions (1) and (2) in Main Theorem 2.1 to obtain
‖(1− ∂2x)20 f‖L2 ≤‖(1− ∂2x)20 g‖L2 + ‖(1− ∂2x)20 MT,µ‖L2 . 1,
‖〈v〉2m+2Π+12f‖L1 ≤‖〈v〉2m+2Π+12g‖L1 + ‖〈v〉2m+2Π+12MT,µ‖L1 . 1, (4.19)
recall that g =MT,µ + f in (4.1).
Plug (4.18) into (4.17) to find
∑
|β|≤4
‖〈v〉m+Π+1∂βxf‖L1 . ‖〈v〉mf‖
1
4
L1
. (4.20)
This together with (4.16) implies the desired estimate for ‖〈v〉m+ΠQ(f, f)‖L1 , or (4.12).
To complete the proof we need to prove (4.16) and (4.17) .
We start with proving (4.16).
Use (3.13) to find,
‖〈v〉m+ΠQ(f, f)‖L1(R3×T3) .
∥∥‖〈v〉m+Π+1f‖L1(R3)‖f‖L1(R3)∥∥L1(T3)
≤‖f‖L1(R3×T3) max
x∈T3
‖〈v〉m+Π+1f(·, x)‖L1(R3).
We claim that
max
x∈T3
‖〈v〉m+Π+1f(·, x)‖L1(R3) .
∑
|β|≤4
‖〈v〉m+Π+1∂βxf‖L1
which together with the estimates above implies the desired estimate.
To verify the claim, we Fourier expand f into the form
f(v, x) =
∑
n∈Z3
ein·xfn(v)
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and compute directly to have
max
x∈T3
‖〈v〉m+Π+1f(·, x)‖L1(R3) ≤
∑
n∈Z3
‖〈v〉m+Π+1fn‖L1(R3)
=
∑
n∈Z3
1
(|n|2 + 1)2 (1 + |n|
2)2‖〈v〉m+Π+1fn‖L1(R3). (4.21)
Observe that
(|n|2 + 1)2‖〈v〉m+Π+1fn‖L1(R3) =
1
(2π)3
‖〈ein·x, (1− ∂2x)2〈v〉m+Π+1f〉T3‖L1(R3)
≤ 1
(2π)3
‖(1− ∂2x)2〈v〉m+Π+1f‖L1(R3×T3).
Put this back into (4.21) and use the fact that
∑
n∈Z3
1
(|n|2 + 1)2 <∞
to obtain the desired (4.16).
Next we prove (4.17), which is to control ‖〈v〉m∂βxf‖L1 , |β| ≤ 4.
The key step is to prove, using some Ho¨lder’s-type inequality to obtain, for any constant ǫ > 0,
‖〈v〉m+Π+1∂βxf‖L1 .‖
[1
ǫ
〈v〉2m+2Π+12 + ǫ〈v〉−10(1− ∂2x)20
]
f‖L1 . (4.22)
This estimate takes an equivalent form, by defining g :=
[
1
ǫ
〈v〉2m+2Π+12 + ǫ〈v〉−10(1− ∂2x)20
]
f ,
ǫ‖〈v〉m+Π+11∂βx
[〈v〉2m+2Π+22 + ǫ2(1− ∂2x)20]−1g‖L1 . ‖g‖L1 . (4.23)
For the latter, Fourier-expand g
g(v, x) =
∑
n∈Z3
ein·xgn(v),
and compute directly to obtain the desired result, recall that |β| ≤ 4
ǫ‖〈v〉m+Π+11∂βx
[〈v〉2m+2Π+22 + ǫ2(1− ∂2x)20]−1g‖L1(R3×T3)
≤
∑
n
ǫ(1 + |n|)4‖ 〈v〉
m+Π+11
〈v〉2m+2Π+22 + ǫ2(1 + |n|2)20 gn‖L1(R3)
≤
∑
n
‖ 1
(1 + |n|2)6 gn‖L1(R3) . ‖g‖L1(R3×T3) (4.24)
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where in the second step we used the Ho¨lder’s inequality, and in the last step we used that
‖gn‖L1(R3) =
1
(2π)3
‖〈ein·x, g〉T3‖L1(R3) ≤
1
(2π)3
‖g‖L1(R3×T3)
and
∑
n∈Z3
1
(1 + |n|2)6 . 1.
After proving (4.22), we apply Ho¨lder’s inequality on both terms to obtain
‖〈v〉m+Π+1∂βxf‖L1 .
1
ǫ
‖〈v〉2m+2Π+12f‖L1 + ǫ‖〈v〉−10(1− ∂2x)20 f‖L1
.
1
ǫ
[ 1
ǫ2
‖〈v〉mf‖L1 + ǫ2‖〈v〉3m+4Π+24f‖L1
]
+ ǫ‖(1− ∂2x)20 f‖L2 , (4.25)
where, we used the facts 〈v〉−10 ∈ L2(R3), and L2(T3) ⊂ L1(T3) to obtain
‖〈v〉−10(1− ∂2x)20 f‖L1(R3×T3) ≤
∥∥‖(1− ∂2x)20 f‖L2(R3)∥∥L1(T3) . ‖(1 − ∂2x)20 f‖L2(R3×T3).
Next set
ǫ = [‖〈v〉mf‖L1 ]
1
4 (4.26)
in (4.25) to obtain the desired result (4.17).
5 Proof of the Main Theorem 2.1
By the choice of initial conditions, we have that,
M(0)≪ 1 and ‖〈v〉m+Πf0‖L1(R3×T3) ≤ ‖f0‖
1
2
L1
‖〈v〉2m+2Πf0‖
1
2
L1
≪ 1,
where we used the condition ‖f0‖
1
2
L1
≪ 1 in (4.7), and the assumption ‖〈v〉2m+2Πf0‖
1
2
L1
. 1 in
Theorem 2.1.
This together with (4.15), and that M is a continuous function, implies that for t ∈ [0,∞),
M(t) ≤ 2C‖〈v〉m+Πf0‖L1(R3×T3). (5.1)
This, together with the definition of M in (4.13), proves Theorem 2.1.

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6 Propagator Estimates: Proof of Theorem 4.1
To simplify the notations, we fix the constant T and vector µ to be
T =
1
2
, µ = 0 (6.1)
and for the operators L 1
2
,0, ν 1
2
,0, K 1
2
,0 and P
1
2
,0 and for the Maxwellian M 1
2
,0 we denote
L := L 1
2
,0, ν := ν 1
2
,0, K := K 1
2
,0, P := P
1
2
,0, M :=M 1
2
,0. (6.2)
It is easy to see that our arguments, in what follows, can be easily adapted to general cases.
The proof are based on previous results in [10, 21, 20, 25], where it was proved that the operator
L, mapping the space
M
1
2L2 := {f : R3 × T3 → C| ‖M− 12 f‖L2 <∞}
into itself, has an eigenvalue 0 with eigenvectors listed in (3.7), and it has a gap with the other
parts of the spectrum. By these we establish the crucial identity (7.12) below.
Besides these, in proving Theorem 4.1, we adopt the same strategy as in [14], to circumvent
the difficulty that the spectrum of L is “too big”.
We start with outlining the general strategy of the proof.
There are two typical approaches to proving decay estimates for propagators. The first one is
to apply the spectral theorem, (see e.g. [26]), to obtain
e−tL(1− P ) = 1
2πi
∮
Γ
e−tλ(λ− L)−1 dλ
where the contour Γ is a curve encircling the spectrum of L(1 − P ). The obstacle is that the
spectrum of L(1 − P ) occupies the entire right half of the complex plane, except for a strip in a
neighborhood of the imaginary axis, as illustrated in Figure 6.1 below. This makes it difficult to
prove strong convergence on L1 of the integral on the right hand side.
The second approach is to use perturbation theory, which amounts to expanding e−tL in powers
of the operator K, (see (6.15)):
e−tL = e−t(ν+v·∇x) +
∫ t
0
e−(t−s)(ν+v·∇x)Ke−s(ν+v·∇x) ds + · · · .
It will be shown in Proposition 6.1 that each term in this expansion can be estimated quite well,
but the fact that K is unbounded forces us to estimate them in different spaces.
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We will combine these two approaches to prove Theorem 4.1.
We expand the propagator e−tL(1− P ) using Duhamel’s principle:
e−tL(1− P ) =
12∑
k=0
(1− P )Ak(t) + (1− P )A˜(t), (6.3)
where the operators Ak are defined recursively, with
A0 = A0(t) := e
−t(ν+v·∇x), (6.4)
and Ak, k = 1, 2, · · · , 12, given by
Ak(t) :=
∫ t
0
e−(t−s)(ν+v·∇x)KAk−1(s) ds. (6.5)
Finally A˜ is defined by
A˜(t) =
∫ t
0
e−(t−s)LKA12(s) ds. (6.6)
The exact form of Ak, k = 0, 1, · · · , 12, implies the following estimates.
Recall that Λ := infv ν(v) > 0.
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Proposition 6.1. For any C0 ∈ (0, Λ), there exists a positive constant C1 such that, for any
function f : R3 × T3 → C,
‖〈v〉mAk(t)f‖L1(R3×T3) ≤ C1e−C0t‖〈v〉m+kf‖L1(R3×T3). (6.7)
This proposition is proven in Subsection 6.1.
Next we estimate A˜, which is given by
A˜ =
∫ t
0
e−(t−s1)LK
∫ s1
0
e−(s1−s2)(ν+v·∇x)K · · ·
∫ s12
0
e−(s12−s13)(ν+v·∇x)Ke−s13(ν+v·∇x) ds13 · · · ds1.
We start with transforming A˜ into a more convenient form.
One of the important properties of the operators L is that, for any function g : R3 → C (i.e.,
independent of x) and n ∈ Z3, we have that
Pein·xg =0 if n 6= 0,
Lein·xg =ein·xLng, (6.8)
(ν + v · ∇x)ein·xg =ein·x(ν + in · v)g,
where the operator Ln is unbounded and defined as
Ln := ν + in · v +K.
(Recall that P has been defined in (3.8).)
To make (6.8) applicable, we Fourier-expand the function g : R3 × T3 → C in the variable x,
i.e.,
g(v, x) =
∑
n∈Z3
ein·xgn(v). (6.9)
Then use (6.8) and compute directly to obtain
‖(1 − P )A˜g‖L1(R3×T3) ≤
∑
n∈Z3
‖A˜ngn‖L1(R3), (6.10)
where A˜n is defined as follows: If n 6= (0, 0, 0) then
A˜n :=
∫ t
0
e−(t−s1)LnK
∫ s1
0
e−(s1−s2)(ν+iv·n)K · · ·
∫ s12
0
e−(s12−s13)(ν+iv·n)Ke−s13(ν+iv·n) ds13 · · · ds1
and for n = (0, 0, 0) we define
A˜0 :=
∫ t
0
(1− P )e−(t−s1)L0K
∫ s1
0
e−(s1−s2)νK · · ·
∫ s12
0
e−(s12−s13)νKe−s13ν ds13 · · · ds1.
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Next, we study A˜n, which is defined in terms of the operators e
−tLn , e−t[ν+in·v] andKe−t[ν+in·v]K.
It is easy to estimate e−t[ν+in·v] : The fact that the function ν has a positive global minimum
Λ (see (3.9)) implies that
‖e−t[ν+in·v]‖L1→L1 ≤ e−Λt. (6.11)
Next we consider operator e−tLn .
The result is:
Lemma 6.2. There exist constants C0, C1 > 0, such that if n 6= (0, 0, 0), then
‖e−tLn‖〈v〉−mL1(R3)→〈v〉−mL1(R3) ≤ C1(1 + |n|)e−C0t. (6.12)
and for n = (0, 0, 0)
‖e−tL0(1− P )‖〈v〉−mL1(R3)→〈v〉−mL1(R3) ≤ C1e−C0t. (6.13)
This lemma will be proven in Section 7.
The most important step is to estimate
K
(n)
t := Ke
−t(ν+in·v)K.
It is well known that the operator K, defined in (3.5), has an integral kernel K(v, u): for any
function f : R3 → C,
K(f) = K1(f)−K2(f)−K3(f) (6.14)
with integral kernels taking the form
K1(f) =πe
−|v|2
∫
R3
|u− v|f(u) d3u, (6.15)
K2(f) +K3(f) =2π
∫
R3
|u− v|−1e−
|(u−v)·v|2
|u−v|2 f(u) d3u.
Here we take the explicit form of K from [15], (see also [16, 11]).
Then the integral kernel, K
(n)
t (v, u), of K
(n)
t is given by
K
(n)
t (v, u) =
∫
R3
K(v, z)e−t[ν(z)+in·z]K(z, u) dz
for some properly defined function K(v, u). The presence of the factor e−itn·z plays a critically
important role. It makes the operator K
(n)
t smaller, as |n| becomes larger. Recall that Λ :=
infv ν(v) > 0.
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Lemma 6.3. There exists a positive constant C1 such that, for any n ∈ Z3 and t ≥ 0,
‖K(n)t f‖〈v〉−mL1(R3) ≤
C1
1 + |n|te
−Λt‖〈v〉3f‖〈v〉−mL1(R3). (6.16)
This lemma will be proven in Subsection 6.2.
The results in Proposition 6.1, Lemma 6.2 and Lemma 6.3 suffice to prove Theorem 4.1.
Proof of Theorem 4.1. In Equation (6.3) we have decomposed e−tL(1−P ) into several terms.
The operators Ak, k = 0, 1, 2, · · · , 12, are estimated in Proposition 6.1.
In what follows, we study A˜. By (6.10) we only need to control A˜n, n ∈ Z3. For n = (0, 0, 0)
it is easy to see that
‖〈v〉mA˜0g0‖L1(R3) . e−Λt‖〈v〉m+12g0‖L1(R3) (6.17)
by collecting the different estimates in (6.11) and Lemma 6.2 and using the estimates on K in
Lemma 3.1.
For n 6= 0, we observe that the integrands in the definitions of A˜n are products of terms
e−(t−s1)Ln , Ke−(sk−sk+1)(ν+in·v)K and e−(sk−sk+1)(ν+in·v), where k ∈ {1, 2, · · · , 13} (we use the
convention that s14 = 0). Applying the bounds in (6.11), Lemma 6.2 and Lemma 6.3, we see
that there is a constant C0 > 0 such that
‖〈v〉mA˜ngn‖L1(R3)
.e−Λt(1 + |n|)‖〈v〉m+20gn‖L1(R3)×∫ t
0
∫ s1
0
· · ·
∫ s12
0
[1 + |n|(s12 − s13)]−1[1 + |n|(s10 − s11)]−1 · · · [1 + |n|(s2 − s3)]−1 ds13ds12 · · · ds1.
Compute directly to find, for any positive constant C˜0 ≤ Λ, there exists a constant C1 > 0 such
that
‖〈v〉mA˜ngn‖L1(R3) ≤ C1e−C˜0t
1
(1 + |n|)4 ‖〈v〉
m+20gn‖L1(R3).
Plugging this and (6.17) into (6.10), we find that
‖〈v〉m(1− P )A˜g‖L1(R3×T3) . C1e−C˜0t
∑
n∈Z3
1
(1 + |n|)4 ‖〈v〉
m+20gn‖L1(R3). (6.18)
The fact gn =
1
(2π)3
〈ein·x, g〉x enables to obtain
‖〈v〉m+20gn‖L1(R3) ≤ (2π)3‖〈v〉m+20g‖L1(R3×T3).
This, together with the fact that
∑
n∈Z3
1
(1 + |n|)4 <∞, implies that
‖〈v〉m(1− P )A˜g‖L1(R3×T3) . C1e−C˜0t‖〈v〉m+20g‖L1(R3×T3). (6.19)
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Obviously Equation (6.3), Inequality (6.19) and Proposition 6.1 imply Theorem 4.1.

6.1 Proof of Proposition 6.1
Recall the definition of the constant Λ = Λ 1
2
> 0 in (3.9). The definition of A0 (see (6.4)) implies
that
‖〈v〉mA0(t)f‖L1(R3×T3) ≤ e−Λt‖〈v〉mf‖L1(R3×T3). (6.20)
For A1, we use the estimate for the unbounded operator K given in Lemma 3.1. Compute
directly to obtain
‖〈v〉mA1(f)‖L1(R3×T3) ≤
∫ t
0
e−Λ(t−s)‖〈v〉mKe−s(ν+v·∇x)xf‖L1(R3×T3) ds
.
∫ t
0
e−Λ(t−s)e−Λs ds‖〈v〉m+1f‖L1
=e−Λtt‖〈v〉m+1f‖L1 .
Similar arguments yield the desired estimates for Ak, k = 2, 3, · · · 12.
Thus, the proof of Proposition 6.1 is complete.

6.2 Proof of Inequality (6.16)
Proof. We denote the integral kernel of the operator K by K(v, u) and infer its explicit form from
(6.15). It is then easy to see that the integral kernel of the operator Ke−t(ν+in·v)K is given by
K
(n)
t (v, u) :=
∫
R3
K(v, z)e−t[ν(z)+in·z]K(z, u) d3z.
We use the oscillatory nature of e−itn·z to derive some “smallness estimates” when |n| is suf-
ficiently large, by integrating by parts in the variable z. Without loss of generality we assume
that
|n1| ≥ 1
3
|n|.
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Integrate by parts in the variable z1 to obtain
K
(n)
t (v, u) =
∫
R3
K(v, z)K(z, u)
1
−t[∂z1ν(z) + in1]
∂z1e
−t[ν(z)+in·z] d3z
=
∫
R3
∂z1 [K(v, z)K(z, u)
1
t[∂z1ν(z) + in1]
]e−t[ν(z)+in·z] d3z (6.21)
The different terms in ∂z1 [K(v, z)K(z, u)
1
t[∂z1 ν(z)+in1]
] are dealt with as follows.
(1) We claim that, for l = 0, 1, and for any Ψ ≥ 0, there exists a constant c(Ψ) > 0 such that
∫
R3
〈v〉Ψ|∂lz1K(v, z)| d3v ≤ c(Ψ)〈z〉Ψ+2,
∫
R3
〈z〉Ψ|∂lz1K(z, u)| d3z ≤ C(Ψ)〈u〉Ψ+2. (6.22)
(2) By direct computation,
|∂lz
1
t[∂z1ν(z) + in1]
| . 1|n|t for l = 0, 1. (6.23)
These bounds and the fact that e−tν . e−Λt (see (3.9)) imply that
∫
R3×R3
〈v〉Ψ|K(n)t (v, u)g(u)| d3u .
e−Λt
|n|t ‖〈v〉
Ψ+3g‖L1 .
To remove the non-integrable singularity in the upper bound at t = 0, we use a straightforward
estimate derived from the definition of K
(n)
t to obtain∫
R3×R3
〈v〉Ψ|K(n)t (v, u)g(u)| d3u ≤ C(Ψ)e−Λt‖〈v〉Ψ+3g‖L1 .
Combination of these two estimates yields (6.16).
We are left with proving (6.22). In the next we focus on proving (6.22) when l = 1, the case
l = 0 is easier, hence omitted. By direct computation we find that
|∂z1K(v, z)| . |∂z1 |z − v|−1e
− |(z−v)·v|
2
|z−v|2 |+ |∂z1 |z − v|e−|v|
2 |
and, similarly, that
|∂z1K(z, u)| . |∂z1 |z − u|−1e
− |(z−u)·z|
2
|z−u|2 |+ |∂z1 |z − u|e−|z|
2 |.
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Among the various terms we only study the most difficult one, namely ∂z1K˜(v, z), where K˜(v, z)
is defined by
K˜(v, z) := |z − v|−1e−
|(z−v)·v|2
|z−v|2 .
By direct computation
|∂z1K˜(v, z)| .
1 + |v1|
|v − z|2 e
− 1
2
|(z−v)·v|2
|z−v|2 .
To complete our estimate we divide the set (v, z) ∈ R3×R3 into two subsets defined by |v| ≤ 10|z|
and |v| > 10|z|, respectively. In the first subset we have that
|∂z1K˜(v, z)| .
1
|v − z|2 (|v|+ 1) ≤
10(|z| + 1)
|v − z|2 ,
and hence∫
|v|≤8|z|
〈v〉Ψ|∂z1K˜(v, z)| d3v ≤ 10(1 + |z|)Ψ+1
∫
|v|≤10|z|
1
|v − z|2 d
3v . (1 + |z|)Ψ+2. (6.24)
In the second subset we have that z − v ≈ −v, which implies that |(z−v)·v||z−v| ≥ 12 |v|. Thus,
|∂z1K˜(v, z)| ≤
1 + |v|
|v|2 e
− 1
8
|v|2 .
This obviously implies that
∫
|v|≥10|z|
〈v〉Ψ|∂z1K˜(v, z)| d3v .
∫
|v|≥10|z|
〈v〉Ψ 1 + |v||v|2 e
− 1
8
|v|2d3v . 1. (6.25)
By such estimates the proof of (6.22) can be easily completed.
7 Proof of Lemma 6.2
Proof. Before we study the linear unbounded operator
Ln := ν(v) + iv · n+K, n ∈ Z3, (7.1)
mapping 〈v〉−mL1(R3) into the same space, we start with studying Ln, mapping M 12L2(R3) into
itself. Here the definitions of the spaces 〈v〉−mL1(R3) and M 12L2(R3) are
〈v〉−mL1(R3) = {f : R3 → C| ‖〈v〉mf‖L1 <∞} (7.2)
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and
M
1
2L2(R3) = {f : R3 → C| ‖M− 12 f‖L2 <∞}. (7.3)
Here recall that M =M 1
2
,0 is the Maxwellian solution, see (6.2).
Denote the spectrum of the unbounded linear operator Ln, mapping M
1
2L2(R3) into itself, by
σ(Ln). Then since K is a compact operator in the chosen space, we have that
σ(Ln) = σd(Ln) ∪ σess(Ln). (7.4)
Recall that Ln is related to L := ν(v) + v · ∇x +K by the fact that
Lein·xf = ein·xLnf.
Hence if f is an eigenvector for Ln in the space M
1
2L2(R3), then ein·xf is an eigenvector for L in
the M
1
2L2(R3 × T3) space, with the same eigenvalue.
By this we have the following results.
Lemma 7.1. If f : R3 → C is an eigenvector for Ln in the space M 12L2(R3), then ein·xf is an
eigenvector for L in the M
1
2L2(R3 × T3) space, with the same eigenvalue.
The set of eigenvalues of Ln : M
1
2L2(R3)→M 12L2(R3), is a subset of that of L : M 12L2(R3×
T
3)→M 12L2(R3 × T3).
Moreover if f ∈ M 12L2(R3 × T3) is an eigenvector of L with eigenvalue λ, and 〈f, ein·x〉T3 =∫
T3
f(v, x)ein·x dx 6= 0, then 〈f, ein·x〉T3 ∈M
1
2L2(R3) is an eigenvector of Ln with eigenvalue λ.
To locate the essential spectrum in the space M
1
2L2(R3), we use the fact that K is compact to
find
σess(Ln) = {ν(v) + iv · n|v ∈ R3}. (7.5)
By known results, see [9, 10, 25, 20, 21], and Lemma 7.1, we have that for n 6= (0, 0, 0)
σd(Ln) = An, and σess(Ln) = {ν(v) + in · v |v ∈ R3}; (7.6)
and for n = (0, 0, 0)
σd(Ln) = {0} ∪An, and σess(Ln) = {ν(v) |v ∈ R3}. (7.7)
Here the sets An keep a uniform distance from the imaginary axis, specifically, there exists a positive
constant Λ satisfying
Λ ∈ (0, inf
v∈R3
ν(v)) (7.8)
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such that
Reλ ≥ Λ > 0 if λ ∈ ∪n∈Z3An. (7.9)
The spectrum of L_n
Γ_n
Region Ω_n
Figure 7.1: The spectrum of Ln, the curve Γn, and the region Ωn
In what follows we study Ln, n 6= (0, 0, 0). For n = (0, 0, 0), the analysis is similar except that
0 is an eigenvalue.
Based on the informations about the spectrum of Ln in (7.6) and (7.7), we have the following
results.
For any n ∈ Z3\(0, 0, 0), we define a curve Γn (see Figure 7.1) to encircle the spectrum of Ln,
Γn := Γ1(n) ∪ Γ2(n) ∪ Γ3(n) (7.10)
with
Γ1(n) := {Θ+ iβ| β ∈ [−Ψ(|n|+ 1), Ψ(|n|+ 1)]};
Γ2(n) := {Θ+ i(|n|+ 1)Ψ + β + iΨβ(|n| + 1), β ≥ 0};
Γ3(n) := {Θ− i(|n|+ 1)Ψ + β − iΨβ(|n| + 1), β ≥ 0}.
Here Ψ is a large positive constant to be chosen later, see (7.11), Lemma 7.2 and (8.4) below; Θ > 0
can be any constant in (0, 12Λ), with Λ being the same one in (7.9).
22
Moreover, we define Ωn to be the complement of the region encircled by the curve Γn; see
Figure 7.1.
For the multiplication operator ν + in · v − ζ, if the constant Ψ in the definition of the curves
Γk,n, k = 0, 1, 2, in (7.10), are sufficiently large, then there exists a constant C such that for any
ζ ∈ Γn
|ν + in · v − ζ|−1 ≤ C(1 + |v|+ |n · v|)−1. (7.11)
It is straightforward, but a little tedious to verify this. Details are omitted.
Use the spectral theorem in [26] to find that, if Ψ is large enough, then for n 6= (0, 0, 0) and for
any g ∈M 12L2, we have that
e−tLng =
1
2πi
∮
Γn
e−tζ [ζ − Ln]−1 dζ g, (7.12)
recall that Ln−ζ = ν+ in ·v−ζ+K. To see [ζ−Ln]−1 = [ν+ in ·v−ζ]−1[1+K(ν+ in ·v−ζ)−1]−1
is uniformly well defined, we use the key fact that the operator K : M
1
2L2 → M 12L2 is compact,
and discuss two different cases:
(a) If |ζ| ≫ 1 or |n| ≫ 1, then this together with (7.11) implies that |ν+in ·v−ζ| ≫ 1 everywhere
except for a small set, this makes the operator K(ν + in · v− ζ)−1 small, hence [ζ −Ln]−1 is
uniformly well defined. It is easy, but tedious, to prove that |ν + in · v − ζ| ≫ 1 everywhere
except for a small set. Moreover the techniques will be used to prove Propositions 8.2 and
8.3 below, which are more involved. Hence we choose to skip the details here.
(b) If |ζ|, |n| = O(1), then ζ ∈ Γ1(n) if Φ in (7.10) is sufficiently large, here the uniformity is
implied by Lemma 7.1 and the spectrum of L.
Motivated by Cook’s method, see [27], we consider the identity in the space 〈v〉−mL1(R3), defined
as
〈v〉−mL1 := {f : R3 → C | ‖〈v〉mf‖L1 <∞}. (7.13)
By the wellposedness, to be proved in Section B below, we have that for any time t ≥ 0, e−tLng ∈
〈v〉−mL1 if g ∈ 〈v〉−mL1.
For the term on the right hand side of (7.12), the following lemma provides an important
estimate.
Lemma 7.2. There exists a constant Φ such that if m ≥ Φ, and if the positive constant Ψ in (7.10)
is sufficiently large, then there exists a constant C = C(m) independent of n and ζ ∈ Γn such that,
for any point ζ ∈ Γn and n ∈ Z3, we have
‖(Ln − ζ)−1‖〈v〉−mL1→〈v〉−mL1 ≤ C.
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This lemma will be proven in section 8.
Applying Lemma 7.2 to (7.12), we obtain that, for g ∈ 〈v〉−mL1 ∩M 12L2,
‖e−tLng‖〈v〉−mL1 .
∫
ζ∈Γ1(n)∪Γ2(n)∪Γ3(n)
e−tRe ζ |dζ| ‖g‖〈v〉−mL1
By the definition of Γ1(n), it is easy to see that∫
ζ∈Γ1
e−Θt|dζ| . e−Θt(|n| + 1).
Similarly, the definitions of Γ2(n) and Γ3(n) imply that for any t ≥ 1,
∫
ζ∈Γ2(n)∪Γ3(n)
e−tReζ |dζ| . (1 + |n|)
∫ ∞
Θ
e−tσdσ . e−Θt(1 + |n|).
Collecting the estimates above and using the fact that 〈v〉−mL1 ∩M 12L2 is dense in 〈v〉−mL1,
we prove (6.12), for t ≥ 1.
The proof will be complete if we can show that the propagator e−tLn is bounded on L1(R3)
when t ∈ [0, 1]. To prove this, we establish the local wellposedness of the linear equation
∂tg =[−ν − in · v −K]g, (7.14)
g(v, 0) =g0(v), (7.15)
in Appendix B below, which shows that, there exists a constant C, independent of n, s.t. (7.14)
has a unique solution in the time interval [0, 1] and it satisfies the estimate
‖〈v〉mg(·, t)‖L1 ≤ C‖〈v〉mg0‖L1 .
This completes the proof of Lemma 6.2.
8 Proof of Lemma 7.2
As stated in Lemma 7.2, we need m sufficiently large to make certain constants sufficiently small.
In the rest of the paper, we keep track all the constants related to m. The meaning a . b is that
a ≤ Cb (8.1)
with C being a fixed constant, independent of m.
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We start by simplifying the arguments in Lemma 7.2. Using the definitions of the operators
Ln, n ∈ Z3, in (6.8), K in (6.15), and ν in (3.4) we find that
Ln = ν +K + in · v.
In order to prove the uniform invertibility of Ln − ζ, ζ ∈ Γn, we claim that it suffices to prove
this property for 1−Kζ,n with Kζ,n defined by
Kζ,n := K(ν + in · v − ζ)−1. (8.2)
To see that, rewrite Ln − ζ as
Ln − ζ = [1 +Kζ,n](ν + in · v − ζ). (8.3)
For the multiplication operator ν + in · v − ζ, if the constant Ψ in the definition of the curves
Γk,n, k = 0, 1, 2, in (7.10), are sufficiently large, then there exists a constant C such that for any
ζ ∈ Γn
|ν + in · v − ζ|−1 ≤ C(1 + |v|+ |n · v|)−1. (8.4)
It is straightforward, but a little tedious to verify this. Details are omitted.
In what follows we study the linear operator 1+Kζ,n, the key result is the following: recall the
definition of space
〈v〉−mL1 := {f : R3 → C | ‖〈v〉mf‖L1 <∞}. (8.5)
Lemma 8.1. Suppose that m > 0 is sufficiently large. Then for any point ζ ∈ Γn and n ∈
Z
3\{(0, 0, 0)}, we have that 1 +Kζ,n : 〈v〉−mL1 → 〈v〉−mL1 is invertible; its inverse satisfies the
estimate
‖(1 +Kζ,n)−1‖〈v〉−mL1→〈v〉−mL1 ≤ C(m),
where the constant C(m) is independent of n and ζ.
This will be proven after presenting the key ideas.
The results above complete the proof of Lemma 7.2, assuming that Lemma 8.1 holds.
Next we present the key ideas in proving Lemma 8.1.
In proving 8.1, we divide the set {(n, ζ) | n ∈ Z3, ζ ∈ Γn} into three subsets: namely for some
large constants N and X,
(1) |n| > N ,
(2) |n| ≤ N , and |ζ| > X,
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(3) |n| ≤ N , and |ζ| ≤ X.
To fix N and X, we need the results in Propositions 8.2, 8.3 and 8.4 below.
Recall the constant Υm := Υm, 1
2
defined in (3.12), and that Υm →∞ as m→∞.
Proposition 8.2. There exists a constant Y > 0, such that if m ≥ Y , then for any ζ ∈ Γn,
satisfying |ζ| ≥ (1 + |n|2)[Υm +m]4, we have
‖〈v〉m(1 +Kζ,n)−1〈v〉−m‖L1→L1 ≤ 2. (8.6)
The proposition will be proved in subsection 8.1.
The basic ideas in the proof are easy. By the fact Kζ,n = (K1 −K2 −K3) (ν + in · v − ζ)−1,
we have that in the region |v| ≤ |ζ| 12 , we have a smallness estimate
|(ν + in · v − ζ)−1| ≤ 〈v〉−1|ζ|− 12 .
For the region |v| > ζ| 12 it is relatively easy to prove that Kζ,n is small.
Next, we state the second result. Let Υm be the same constant as in Proposition 8.3.
Proposition 8.3. There exists a constant Y > 0, such that if m ≥ Y , and if Υ2m|n|−
1
5+C(m)|n|− 110
is sufficiently small for some fixed constant C(m), then for any ζ ∈ Γn,
‖〈v〉m(1 +Kζ,n)−1〈v〉−m‖L1→L1 . Υm. (8.7)
The proposition will be proved in subsection 8.2.
The basic ideas in proving Proposition 8.3 are easy. Recall that by definition
Kζ,n = (K1 −K2 −K3) (ν + in · v − ζ)−1.
When |n| is large, the purely imaginary part of ν + in · v− ζ, which is n · v − Imζ, is large except
for a “small” set, for example where v ⊥ n and v = 0. This will render Kζ,n small except for a
small set.
We also need the following key result: recall Λ from (7.9),
Proposition 8.4. There exists a constant Φ such that if m ≥ Φ, then for any ζ, satisfying the
condition Reζ ≤ 12Λ, we have that, for some constants Cn,ζ > 0,
‖〈v〉m(1 +Kζ,n)−1 g‖L1 ≤ Cn,ζ‖〈v〉mg‖L1 . (8.8)
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The proof will be in Section 8.4, by the techniques and construction learned from [24, 19], see
also [1, 33].
Based on Propositions 8.2, 8.3 and 8.4, we choose N and X, to define the three regimes listed
before Proposition 8.2.
Let m ≥ Y , with Y large enough such that Propositions 8.2 and 8.3 apply.
Then choose N ∈ N large enough to make Υ2m|N |−
1
5 + C(m)|N |− 110 sufficiently small, then by
Proposition 8.3, for any n satisfying n ≥ N ,
‖〈v〉m[1 +Kζ,n]−1〈v〉−m‖L1→L1 . Υm. (8.9)
After choosing N , we choose X as
X := (1 + |N |2)[Υm +m]4, (8.10)
so that for any |n| ≤ N and ζ ∈ Γn satisfying |ζ| ≥ X, Proposition 8.2 applies.
Now we ready to prove Lemma 8.1.
Proof. For the first and second regimes, we use Propositions 8.2 and 8.3.
For the third regime, by the definition of Γn, we have ζ ∈ Γ1 if Ψ is large enough. This together
with (8.8) and the facts |n| ≤ N and |ζ| ≤ X implies that Cn,ζ in Lemma 8.1 has a proper upper
bound in this regime.
Collecting the estimates above, we complete the proof.
In the rest of this section, we prove Propositions 8.2 and 8.3. Upon completion of the work,
we realize that, by reading known works such as [19], many of the estimates to be used in proving
Propositions 8.2 and 8.3 can be obtained more efficiently by applying Povzner’s inequality, see also
[4, 3, 34, 19, 24].
Before the proof we define three small constants.
Recall the definitions of operators Kl, l = 1, 2, 3, in (3.5). Define a new quantity δm,0 by
δm,0 :=
3∑
l=1
‖χ>m〈v〉mKl〈v〉−m−1χ>m‖L1→L1 . (8.11)
Here the cutoff function χ>m is defined as
χ>m(v) =
[
1 if |v| > m
0 otherwise
(8.12)
The result is
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Lemma 8.5. The quantity δm,0 satisfies the following estimate
δm,0 → 0 as m→ +∞. (8.13)
The proof will be in subsection 8.3.
Define a constant δm,1 as
δm,1 := max
a≥0
(1 + a2)−
m
2
a√
1 + a2
. (8.14)
By the definition we have
δm,1 → 0 as m→∞. (8.15)
We define another constant δm,2 as
δm,2 := 2
m
∫
z≥m
3
4
z2me−
z2
4 dz = 3 · 2m−2
∫
z≥m
z
3m
2
− 1
4 e−
1
4
z
3
2 dz. (8.16)
Then the fact e−
1
4
z
3
2 decays faster, in |z|, than exponentially makes δm+1,2
δm,2
≪ 1 if m is large, hence
δm,2 → 0 as m→∞. (8.17)
The proof of these two facts above are straightforward, hence omitted.
8.1 Proof of Proposition 8.2
We start by casting the expression into a convenient form, by transforming the operator 1 +Kζ,n
into a 2× 2 operator-valued matrix. Let χ≤2m be a Heaviside function
χ≤2m(v) =
[
1 if |v| ≤ 2m
0 otherwise
(8.18)
and naturally
χ>2m := 1− χ≤2m.
Decompose the L1(R3) space into a vector space, bijectively,
L1(R3)→
[
χ≤2mL
1(R3)
χ>2mL
1(R3)
]
, with f →
[
χ≤2mf
χ>2mf
]
(8.19)
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with the norm ‖
[
f
g
]
‖L1 = ‖f‖L1+‖g‖L1 = ‖f+g‖L1 , where in the last step we used a properties
uniquely holds for L1 space (among Lp space, p ∈ [1, ∞])): namely if f and g have disjoint supports,
then
‖f‖L1 + ‖g‖L1 = ‖f + g‖L1 .
Consequently for any function f ,
‖〈v〉m(1 +Kζ,n)f‖L1 = ‖〈v〉m(1 +D)
[
χ≤2mf
χ>2mf
]
‖L1 . (8.20)
Here D is an operator-valued 2× 2 matrix defined as
D :=
[
χ≤2mKζ,nχ≤2m χ≤2mKζ,nχ>2m
χ>2mKζ,nχ≤2m χ>2mKζ,nχ>2m
]
. (8.21)
Next we prove that all entries in D are small. Recall that the small constants δm,l, l = 0, 1, 2,
are defined in (8.11), (8.14) and (8.16).
Lemma 8.6. If
|ζ| ≥ (1 + |n|2)[Υm +m]4, (8.22)
then we have
‖χ≤2m〈v〉mKζ,n〈v〉−mχ≤2m‖L1→L1 , ‖χ>2m〈v〉mKζ,n〈v〉−mχ≤2m‖L1→L1 ≤ |ζ|−
1
2 . (8.23)
Moreover
‖χ>2mKζ,nχ>2m‖L1→L1 . δm,0 (8.24)
and
‖χ≤2mKζ,nχ>2m‖L1→L1 . δm,0 + 2−m (8.25)
The lemma will be proved in subsubsection 8.1.1.
The fact that D is small obviously implies that 1 +D is uniformly invertible, provided that ζ
and m are sufficiently large. This is the desired Proposition 8.2.
Next we prove Lemma 8.6 to complete the proof.
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8.1.1 Proof of Lemma 8.6
Proof. We start with proving (8.23). Instead of proving the two estimates separately, it suffices to
prove a stronger one:
‖〈v〉mKζ,n〈v〉−mχ≤2m‖L1→L1 ≤ |ζ|−
1
2 . (8.26)
Recall that by definition
Kζ,n := (K1 −K2 −K3)(ν(v) + in · v − ζ)−1.
The key idea here is to exploit that |ζ| is large.
Observe that, restricted to the set |v| ≤ 2m,
|ν(v) + in · v − ζ| ≥ |ζ| − |n||v| − |ν(v)| ≥ 1
2
|ζ|〈v〉. (8.27)
This together with the estimate for Kl, l = 1, 2, 3, in (3.12) implies the desired result
‖〈v〉mKζ,n〈v〉−mχ≤2m‖L1→L1 ≤ 2|ζ|−1
3∑
l=1
‖〈v〉mKl〈v〉−m−1χ≤2m‖L1→L1 ≤ 2Υm|ζ|−1 ≤ |ζ|−
1
2 .
(8.28)
Now we turn to (8.24), i.e. estimating χ>2mKζ,nχ>2m.
Use |ν(v) + in · v+ ζ|−1 . 〈v〉−1 from (8.4), and apply the estimate δm,0 in Lemma 8.5 to have
the desired estimate
‖〈v〉mχ>2mKζ,n〈v〉−mχ>2m‖L1→L1 .
3∑
l=1
‖〈v〉mχ>2mKl〈v〉−m−1χ>2m‖L1→L1 ≤ δm,0. (8.29)
Next we prove (8.25). Compute directly to find the desired result, for any function f,
‖〈v〉mχ≤2mKζ,n〈v〉−mχ>2mf‖L1
.
3∑
l=1
‖〈v〉mχ≤2mKl〈v〉−m−1χ>2m|f |‖L1
≤
3∑
l=1
‖〈v〉mχ≤mKl〈v〉−m−1χ>2m|f |‖L1 +
3∑
l=1
‖〈v〉mχ>mKl〈v〉−m−1χ>2m|f |‖L1 .
.2−m
3∑
l=1
‖Kl〈v〉−1χ>2m|f |‖L1 + δm,0‖χ>2mf‖L1 . [2−m + δm,0]‖χ>2mf‖L1 (8.30)
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where in the second last step we used the obvious estimate 〈v〉
m
〈u〉m . 2
−m if |u| ≥ 2m and |v| ≤ m,
and the bound ≤ δm,0‖χ>2mf‖L1 is from Lemma 8.5.
8.2 Proof of Proposition 8.3
We start with presenting the ideas. By the definition Kζ, n is defined as
Kζ, n = K(ν + in · v − ζ)−1.
The fact that |n| is large makes the purely imaginary part of ν + in · v− ζ, which is n · v− ζ2 with
ζ2 := Im ζ, favorably large, except for a “small” set of v. We divide this small set into two regimes:
(1) |v| ≤ |n|− 14 , (2) 1|v||n| |n · v − ζ2| ≤ |n|−
1
4 .
To consider, separately, this “small but adverse” set, we define a Heaviside function χ : R3 →
{0, 1}
χ(v) =


1 if |v| ≤ |n|−14 ,
1 if 1|v||n| |n · v + h| ≤ |n|−
1
4 ,
0 otherwise.
(8.31)
Then as in (8.20) we transform the linear operator Kζ,n into a 2× 2 operator valued matrix F ,
defined as
F :=
[
χKζ,n χ χKζ,n(1− χ)
(1− χ)Kζ,n χ (1− χ)Kζ,n(1 − χ)
]
, (8.32)
and for any function g ∈ L1,
‖〈v〉m(1 +Kζ,n)g‖L1 = ‖〈v〉m(1 + F )
[
χg
(1− χ)g
]
‖L1 (8.33)
Consequently, to prove the invertibility of 1 + Kζ,n, it suffices to prove that for the matrix
operator 1 + F .
The entries in F satisfy the following estimates:
Lemma 8.7. There exists N such that if |n| ≥ N , then three entries of F are small
‖〈v〉mχKζ,nχf‖L1 .
[
C(m)|n|− 110 + δm,0 + δm,2
]‖〈v〉mχf‖L1 , (8.34)
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with C(m) being some constant depending only on m, and
‖〈v〉mχKζ,n(1− χ)f‖L1 , ‖〈v〉m(1− χ)Kζ,n(1− χ)f‖L1 . Υm|n|−
1
4 ‖〈v〉m(1− χ)f‖L1 . (8.35)
One (and only one) of the off-diagonal entries is possibly large,
‖〈v〉m(1− χ)Kζ,n χf‖L1 . Υm‖〈v〉mχf‖L1 . (8.36)
The lemma will be proved in subsubsection 8.2.1.
We are ready to prove Proposition 8.3.
Proof. The difficulty here is that an off-diagonal component, namely (1 − χ)Kζ,nχ, of the matrix
operator F possibly has a large norm.
The basic idea in proving the invertibility of 1 + F is motivated by inverting a 2 × 2 scalar
matrix Id + F˜ : suppose that F˜ takes the form F˜ =
[
f11 f12
f21 f22
]
with |f11|, |f12|, |f22| ≪ 1 and
|f21| ≫ 1. If one has that |f12f21| ≪ 1, then Id + F˜ is invertible and by direct computation,
‖(Id + F˜ )−1‖ . 1 + |f21|. (8.37)
For the present 2× 2 operator-valued matrix F = [fij ], we have
‖f11‖, ‖f22‖, ‖f12‖ ≪ 1,
and the only large entry f21 satisfies
‖f12‖‖f21‖ ≪ 1.
By this we construct the inverse of the matrix operator 1+F by first diagonalizing the matrix, and
then finding the bound on the inverse as in (8.37). The process is easy but tedious. We omit the
details here.
8.2.1 Proof of Lemma 8.7
Proof. For (8.35), use the definition of K in (3.5) to obtain
Kζ,nf = (K1 −K2 −K3)(ν + in · v − ζ)−1f. (8.38)
To simplify our consideration, it suffices to prove a slightly general estimate, for l = 1, 2, 3,
‖〈v〉mKl(ν + in · v − ζ)−1〈v〉−m(1− χ)f‖L1 . Υm|n|−
1
4 ‖(1− χ)f‖L1 . (8.39)
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The key observation is that on the support of 1− χ, where
|v| ≥ |n|− 14 and 1|v||n| |n · v + ζ2| ≥ |n|
− 1
2 , (8.40)
we have
|ν + in · v − ζ| ≥ |n| 12 |v| ≥ |n| 14 (|v|2 + 1) 12 .
Compute directly to obtain the desired result
‖〈v〉mKl(ν + in · v − ζ)−1〈v〉−m(1− χ)f‖L1 ≤|n|−
1
4‖〈v〉mKl〈v〉−1−m(1− χ)f‖L1
≤Υm|n|−
1
4 ‖(1− χ)f‖L1 .
Now we prove (8.36) by a direct computation, using (3.12),
‖〈v〉m(1− χ)Kζ,n χf‖L1 .
3∑
l=1
‖〈v〉mKl〈v〉−1 χ|f |‖L1 . Υm‖〈v〉mχf‖L1 . (8.41)
Next we prove (8.34).
Decompose χKl(ν + in · v − ζ)−1χ further as
χKl(ν + in · v − ζ)−1χ =χ≤2mχKl(ν + in · v − ζ)−1χ+ χ>2mχKl(ν + in · v − ζ)−1χ
=χ≤2mχKl(ν + in · v − ζ)−1χ+ χ>2mχKl(ν + in · v − ζ)−1χ≤mχ
+ χ>2mχKl(ν + in · v − ζ)−1χ>mχ (8.42)
with χ≤2m, χ>2m = 1 − χ≤2m, χ>m, and χ≤m = 1 − χ>m being Heaviside functions defined in a
similar way as that in (8.18).
In estimating χ≤2mχKl(ν+ in ·v−ζ)−1χ, l = 1, 2, 3, we use the fact that |(ν+ in ·v−ζ)−1| . 1
to find that, for any function f,
‖〈v〉mχ≤2mχKl(ν + in · v − ζ)−1χ〈v〉−mf‖L1 . ‖χ≤2mχKlχ|f |‖L1 (8.43)
We claim that, for some constant C(m) > 0,
‖〈v〉mχ≤2mχKlχ|f |‖L1 ≤ C(m)|n|−
1
10 ‖χf‖L1 . (8.44)
We start with considering the terms involving K2 and K3. Use the integral kernel for K2 +K3 in
(6.15) to find
∑
l=2,3
‖〈v〉mχ≤2mχKlχ|f |‖L1 ≤ ‖〈v〉mχ≤2mχ[K2 +K3]χ|f |‖L1 . max
u
∫
R
〈v〉m|v − u|−1dv3 ‖χf‖L1 ,
(8.45)
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with R ⊂ R3 defined as
R := {|v| ≤ 2m, 1|v||n| |n · v − ζ2| ≤ |n|
− 1
4 , |v| ≥ |n|− 14}. (8.46)
Observe that the large value of n, the smaller region R becomes.
Compute directly to find that, for some constant C(m) > 0,
max
u
∫
R
〈v〉m|v − u|−1dv3 .(1 + 2m)m[
∫
|v−u|≤|n|−
1
10
|v − u|−1d3v + |n| 110
∫
R
d3v]
=(1 + 2m)m[
∫
|v|≤|n|−
1
10
|v|−1d3v + |n| 110
∫
R
d3v]
≤C(m)|n|− 110 (8.47)
This, together with (8.45), implies the desired (8.44) for Kl, l = 2, 3.
The corresponding estimate for K1 is easier, by the presence of the factor e
−|v|2 in its integral
kernel. We skip the details here.
For the third term in (8.42), we apply Lemma 8.5 to find the desired estimate
‖χ>2m〈v〉mχKl(ν + in · v − ζ)−1〈v〉−mχ χ>m‖L1→L1 ≤ ‖χ>2m〈v〉mKl〈v〉−m−1χ>m‖L1→L1 ≤ δm,0.
(8.48)
Turning to the second term in (8.42), we compute directly to find, for any function f ,
‖χ>2mχ〈v〉mKl(ν + in · v − ζ)−1〈v〉−mχ χ≤mf‖L1 ≤ ‖χ>2m〈v〉mKl〈v〉−m−1χ≤mχ|f |‖L1 . (8.49)
For K1, the presence of the factor e
−|v|2 in its integral kernel makes the integral small,
‖χ>2m〈v〉mK1〈v〉−m−1χ≤mχf‖L1 .
∫
|v|≥2m
〈v〉m+1e−|v|2 d3v ‖χ≤mχf‖L1 ≤ δm,2‖χ≤mχf‖L1
(8.50)
with the small constant δm,2 defined in (8.17).
For K2 +K3, we use its integral integral to find∑
l=2,3
‖χ>2m〈v〉mKl〈v〉−m−1χ≤mχ|f |‖L1 =‖χ>2m〈v〉m
∑
l=2,3
Kl〈v〉−m−1χ≤mχ|f |‖L1
=‖χ>2m〈v〉m
∫
K(u, v)〈v〉−m−1χ≤m(u)χ|f |(u) d3u‖L1
(8.51)
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where K(u, v) := 2π|u − v|−1e−
|(u−v)·v|2
|u−v|2 , see (6.15). The facts that |v| ≥ 2m and |u| ≤ m imply
that the direction of the unit vector u−v|u−v| is controlled by v, hence
|(u− v) · v|2
|u− v|2 ≥
1
4
|v|2.
This together with estimate |u− v|−1 ≤ 2|v|−1 implies that
K(u, v) . |v|−1e− 14 |v|2 . (8.52)
By these results, we compute directly to obtain the desired estimate,
∑
l=2,3
‖χ>2m〈v〉mKl〈v〉−m−1χ≤mf‖L1 .
∫
|v|≥2m
〈v〉m|v|−1e− 14 |v|2 dv3‖χ≤mf‖L1 ≤ δm,2‖χ≤mf‖L1 .
(8.53)
Thus we complete the estimate for the second term on the right hand side of (8.42).
Collect the estimates above to complete the proof of (8.34).
8.3 Proof of Lemma 8.5
Proof. It is easy to prove that
‖χ>m〈v〉mK1〈v〉−m−1χ>mf‖L1
‖f‖L1
→ 0 as m→∞
by the presence of the factor e−|v|
2
in the integral kernel ofK1 and that limm→∞
∫
|v|>m e
−|v|2 dv = 0.
The methods in estimating ‖χ>m〈v〉mKl〈v〉−m−1χ>mf‖L1 , l = 2, 3, are similar, hence we choose
to study l = 2.
We start with casting the expression into a convenient form.
For ω ∈ S2 in the definition of K2, we look for an unitary rotation Uω to make
U∗ωω =

 10
0

 . (8.54)
For any ω ∈ S2, there exist unique θ ∈ [0, 2π) and α ∈ [−π2 , π2 ) such that
ω =

 cosθ cosαsinθ cosα
sinα

 , (8.55)
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then we choose U∗ω in (8.54) as
U∗ω :=

 cosα 0 sinα0 1 0
−sinα 0 cosα



 cosθ sinθ 0−sinθ cosθ 0
0 0 1

 .
Insert the rotation into appropriate places of K2 and f , and compute directly to obtain
‖χ>m〈v〉mK2〈v〉−m−1χ>mf‖L1
≤
∫
S2
∫
R(m)
e−|v1|
2−|u2|2−|u3|2 〈v〉m|u1 − v1|
(1 + u21 + v
2
2 + v
2
3)
m+1
2
|f |((u1, v2, v3) Uω)d3ud3vdω
.‖f‖L1 sup
u1, v2, v3
∫
|v|>m
e−|v1|
2 〈v〉m|u1 − v1|
(1 + u21 + v
2
2 + v
2
3)
m+1
2
dv1 (8.56)
where R(m) is the region defined as
R(m) := {(u, v) ∈ R3 × R3| |v| > m,
√
u21 + v
2
2 + v
2
3 > m},
and the integral
∫
R(m) in the second step is over 6 variable (u, v) ∈ R6.
Consequently, to prove the desired result Lemma 8.5, it suffices to prove that
sup
u1, v2, v3
∫
|v|>m
e−|v1|
2 〈v〉m|u1 − v1|
(1 + u21 + v
2
2 + v
2
3)
m+1
2
dv1 → 0 as m→∞. (8.57)
To see this we divide the integral region into two parts: |v1| ≤ m 34 and |v1| > m 34 .
For the first case |v1| > m 34 , we compute directly to find
∫
|v1|≥m
3
4
e−|v1|
2 〈v〉m|u1 − v1|
(1 + u21 + v
2
2 + v
2
3)
m+1
2
dv1 ≤2m
∫
|v1|≥m
3
4
e−|v1|
2 |v1|mdv1
=3 · 2m−2
∫
|u|≥m
e−|u|
3
2 |u| 3m−14 du ≤ δm,2 (8.58)
where, by (8.17) limm→∞ δm,2 = 0, and in the last step we changed variable u = |v1| 34 .
In the bounded region, where |v1| ≤ m 34 , |v| ≥ m and m≫ 1, we observe that
e−
1
2
v21〈v〉m ≤ 2e− 12v21 (v21 + v22 + v23)
m
2 ≤ 2(v22 + v23)
m
2 (8.59)
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where in the last step, after some elementary manipulations, we took the power [·] 2m to find the
following equivalent form, which can easily verified by using |v| ≥ m,
1 +
v21
v22 + v
2
3
≤ e
v21
m =
∞∑
l=0
1
l!
(
v21
m
)l.
Apply (8.59) to find
e−
1
2
v21
〈v〉m|u1 − v1|
(1 + u21 + v
2
2 + v
2
3)
m+1
2
≤ e− 12v21 〈v〉
m|u1 − v1|
(u21 + v
2
2 + v
2
3)
m+1
2
≤ 2(v
2
2 + v
2
3)
m
2 |u1|
(u21 + v
2
2 + v
2
3)
m+1
2
+
2(v22 + v
2
3)
m
2 |v1|
(u21 + v
2
2 + v
2
3)
m+1
2
. (8.60)
The second part is small by
|v1|
(u21 + v
2
2 + v
2
3)
1
2
≤ m− 14 .
The first takes the form
(1 + a2)−
m
2
a√
1 + a2
≤ max
b≥0
(1 + b2)−
m
2
b√
1 + b2
:= δm,1
with a := |u1|√
|v2|2+|v3|2
, which goes to zero when m goes to ∞.
Consequently
sup
u1, v2, v3
∫
|v|>m, |v1|≤m
3
4
e−|v1|
2 〈v〉m|u1 − v1|
(1 + u21 + v
2
2 + v
2
3)
m+1
2
dv1 .
∫
e−
1
2
|v1|2dv1[δm,1 + δm,2 +m
− 1
4 ]
.δm,1 + δm,2 +m
− 1
4 . (8.61)
This is of the desired form since as m→∞, δm,1 + δm,2 +m− 14 → 0.
This together with (8.58) implies the desired (8.57), and hence completes the proof.
8.4 Proof of Proposition 8.4
Proof. In what follows we use the techniques and constructions developed in [24, 19]. The collision
integral of Boltzmann equation (1.1) is the ω representation of the corresponding equation in [24],
see [32]. Hence the results in [24, 19] apply. It is worth pointing out that in [24], the space is chosen
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to be e−av
s
L1 for some a, s > 0 where we consider the space 〈v〉−mL1. However the results are
applicable in (8.65) below by the definition of cutoff function in (8.63) below.
The first observation is that, the fact Reλ ≤ 12 infv ν(v), see (7.8), implies that there exists
some C > 0 independent of λ such that
|(ν(v) + iv · n− λ)−1| ≤ C(1 + |v|)−1. (8.62)
Hence the operator 〈v〉m(ν + iv · n− λ)−1K〈v〉−m : L1 → L1 is uniformly bounded.
In the next we use the construction of (right) inverse operator for 〈v〉m(Ln−λ)〈v〉−m in Propo-
sition 4.1 of [24].
We take the same cutoff functions from [19], see also [24]: define a smooth cutoff function
Θδ = Θδ(v, u, ω) satisfying the following conditions
Θδ =1 if |v| ≤ δ−1, 2δ < |v − u| ≤ δ−1, | cos θ| ≤ 1− 2δ,
=0 if |v| ≤ 2δ−1, δ < |v − u| ≤ 2δ−1, | cos θ| ≤ 1− δ, (8.63)
Here |cosθ| = |ω · (u−v)|u−v| |.
Recall the definitions of the operators Kl, l = 1, 2, 3 from (3.5), we define Kδ as
Kδ(f) :=M(v)
∫
R3×S2
Θδ(v, u, θ) |(u− v) · ω|f(u) d3ud2ω
−
∫
R3×S2
Θδ(v, u, θ) |(u− v) · ω|M(u′)f(v′) d3ud2ω
−
∫
R3×S2
Θδ(v, u, θ) |(u− v) · ω|M(v′)f(u′) d3ud2ω.
Here recall that we only consider the case T = 12 , µ = 0, and denote M =M 12 ,0
, see (6.2).
Decompose the operator into two parts,
〈v〉m(Ln − λ)〈v〉−m = Bδ +Aδ
with Bδ := ν + in · v − λ+ 〈v〉m[K −Kδ ]〈v〉−m, and Aδ := 〈v〉mKδ〈v〉−m.
The construction of the inverse of 〈v〉m(Ln − λ)〈v〉−m : L1 → L1 is taken from [24],
[〈v〉m(Ln − λ)〈v〉−m]×[
1− 〈v〉mM 12 [M− 12 (Ln − λ)M
1
2 ]−1〈v〉−mM− 12 [〈v〉mAδ〈v〉−m]
]
[〈v〉mBδ〈v〉−m]−1 = Id. (8.64)
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Hence if the operator
[
1−〈v〉mM 12 [M− 12 (Ln−λ)M
1
2 ]−1〈v〉−mM− 12 [〈v〉mAδ〈v〉−m]
]
[〈v〉mBδ〈v〉−m]−1 : L1(R3)→ L1(R3)
is well defined, then 〈v〉m(Ln − λ)〈v〉−m is invertible, which directly implies the desired result.
To verify the operator is well defined, we use the following facts:
(1) the mapping 〈v〉mM 12 : L2 → L1 is obviously well defined since M decays rapidly fast,
(2) the mapping [M−
1
2 (Ln−λ)M 12 ]−1 : L2 → L2 is well defined since −λ is not an eigenvalue of
Ln, see [20, 21]. Recall that n 6= (0,0,0).
Recall that, in certain sense, the eigenvector space of Ln is a subset of that of L, see Lemma
7.1.
(3) the mapping M−
1
2Aδ〈v〉−m can be considered in the setting
M−
1
2Aδ〈v〉−m : L1 → L2 (8.65)
by using that Kδh is “compactly supported” by the definition of cutoff function, see also
(2.12) and (2.14) in [24], where the space was chosen to be e−av
s
L1 for some a, s > 0. But
the result still applies by the definition of the cutoff functions in (8.63). See also [19].
(4) To show that 〈v〉mBδ〈v〉−m : L1 → L1 is invertible for large m, we apply Lemma 4.4 of [19]
where the Povzner lemma was applied, see also [4], together with (8.62), to find that there
exists some c > 0 such that
‖〈v〉m(ν + iv · n− λ)−1(K −Kδ)f‖1 ≤ [ c
m− 1 + ǫm(δ)]‖〈v〉
mf‖1 (8.66)
where ǫm(δ)→ 0 as δ → 0 for each fixed m.
Hence if we choose m to be large enough, and then choose δ to be small enough, then
c
m− 1 + ǫm(δ) ≤
1
4
, (8.67)
and hence the operator 1 + 〈v〉m(ν + iv · n − λ)−1(K − Kδ)〈v〉−m : L1 → L1 is uniformly
invertible.
The proof is complete.
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A Proof of Lemma 3.1
It is easy to derive (3.10) and (3.11) by the definitions of νT,µ. It is an easy application of results
in [4]. We therefore omit the details.
For (3.13), we start with proving that, for any functions f, g : R3 → C we have
‖〈v〉mQ(f, g)‖L1(R3) ≤Cm[‖f‖L1(R3)‖〈v〉m+1g‖L1(R3) + ‖〈v〉m+1f‖L1(R3)‖g‖L1(R3)]. (A.1)
A key observation in proving the estimate is that for any fixed ω ∈ S2, the mapping from
(u, v) ∈ R6 to (u′, v′) ∈ R6 is a linear symplectic transformation, hence
d3ud3v = d3u′d3v′ (A.2)
where, u′ and v′ are defined (1.1). This together with the observation that
〈v〉m ≤ c(m)[〈u′〉m + 〈v′〉m], and |(u− v) · ω| ≤ |u′|+ |v′| (A.3)
obviously implies (A.1), and hence the desired (3.13).
As one can infer from the definition K in (3.5), (3.12) is a special case of (3.13) by setting f
or g to be MT,µ.

B The local wellposedness of the linear equation
In the present appendix we study the local wellposedness of the linear problem
∂tg =[−ν − in · v −K]g, (B.1)
g(v, 0) =g0(v). (B.2)
Recall that we study the solution in the space
〈v〉−mL1(R3) := {f |‖〈v〉mf‖L1 <∞},
with m sufficiently large.
The main result is:
Lemma B.1. Suppose that m > 0 is large enough, then the equation (B.1) has a unique solution
for any given g0 ∈ 〈v〉−mL1(R3). Moreover, for any t ≥ 0, there exists a positive function X,
independent of n, such that
‖〈v〉mg(·, t)‖L1 ≤ X(t)‖〈v〉mg0‖L1 . (B.3)
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Proof. We start with casting the equation into a convenient form. Apply Duhamel’s principle to
obtain
g = e(−ν−in·v)tg0 −
∫ t
0
e(−ν−in·v)(t−s)Kg(s) ds. (B.4)
We start with simplifying the problem.
(1) Since the equation is linear, it suffices to prove the existence of solutions, in a small time
interval.
(2) All the estimates made on the terms on the right hand side of (B.4) will be based on (B.6)
and (B.7) below, which do not depend on n. Thus the estimates are “uniform in n”.
In the next, we define a Banach space to make the fixed point theorem applicable in proving
the existence and uniqueness of the solution to (B.4).
We define the norm, for any function g : R3 × R+ → C, for any τ ≥ 0,
‖g‖τ := max
s∈[0,τ ]
[‖〈v〉mg(s)‖L1 +Φ2
∫ s
0
‖χ≤m〈v〉m+1g(s1)‖L1 ds1 +Φ
∫ s
0
‖χ>m〈v〉m+1g(s1)‖L1 ds1
]
.
(B.5)
where Φ ≫ 1 is to be chosen, later. The ideas in choosing the norm above are motivated directly
by those used in [21, 20], see also the application of Lumer-Philipps Theorem in [19].
In the chosen Banach space, the following two results make the fixed point theorem applicable,
hence establish the desired result Lemma B.1:
(A) for any τ > 0, and g0 satisfying ‖〈v〉mg0‖L1 <∞, we have
‖e−νt|g0|‖τ <∞, (B.6)
(B) if τ > 0 is sufficiently small, then the linear mapping
∫ t
0 e
(−ν−in·v)(t−s)Kg(s) ds is contractive,
‖
∫ t
0
e(−ν−in·v)(t−s)Kg(s) ds‖τ ≤ 3
4
‖g‖τ . (B.7)
To complete the proof, we need to prove the two key estimates (B.6) and (B.7).
We start with proving (B.7). To simplify the notation, we define a linear operator H(g) by
H(g)(t) :=
3∑
l=1
∫ t
0
e−ν(t−s)Klg(s) ds. (B.8)
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We start with considering ‖〈v〉mH(g)‖L1 . Compute directly to obtain, recall Υm = Υm, 1
2
from
(3.12),
‖〈v〉mH(g)‖L1 .Υm
∫ t
0
‖〈v〉m+1g(s)‖L1 ds
=Υm
∫ t
0
‖χ≤m〈v〉m+1g(s)‖L1 ds+Υm
∫ t
0
‖χ>m〈v〉m+1g(s)‖L1 ds ≤
Υm
Φ
‖v‖t.
(B.9)
For Φ2
∫ t
0 ‖χ≤m〈v〉m+1H(g)‖L1 ds, compute directly to obtain
Φ2
∫ t
0
‖χ≤m〈v〉m+1H(g)‖L1 ds ≤Φ2
∫ t
0
∫ s
0
‖χ≤me−(s−s1)ν〈v〉m+1K g(s1)‖L1 ds1ds
≤Φ2
3∑
k=1
‖χ≤m
∫ t
0
∫ s
0
e−(s−s1)ν〈v〉m+1Kl |g(s1)| ds1ds‖L1 . (B.10)
Integrate by parts in s, using e−sν = −ν−1∂se−sν , to obtain
χ≤m
∫ t
0
∫ s
0
e−(s−s1)ν〈v〉m+1Kl |g(s1)| ds1ds = χ≤m
∫ t
0
(1− e−(t−s)ν)ν−1〈v〉m+1Kl |g(s)| ds.
(B.11)
The smallness is from χ≤m(1− e−(t−s)ν) if t, and hence s ≤ t, are sufficiently small, then we have
ǫ(tm)→ 0 as tm→ 0
with ǫ(tm) defined as
ǫ(tm) := ‖χ≤m(1− e−tν)‖L∞ ≤ ‖χ≤m(1− e−(t−s)ν)‖L∞ , s ≤ t. (B.12)
Plug this into (B.10), and use ν−1〈v〉 . 1, to obtain
Φ2
∫ t
0
‖χ≤m〈v〉m+1H(g)‖L1 ds
.Φ2ǫ(tm)Υm
[ ∫ t
0
‖χ≤m〈v〉m+1g(s)‖L1 ds+
∫ t
0
‖χ>m〈v〉m+1g(s)‖L1 ds
]
.(Φ + 1)ǫ(tm)Υm‖g‖t. (B.13)
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For Φ
∫ t
0 ‖χ>m〈v〉m+1H(g)‖L1 ds, integrate by parts as in (B.11) to find
∫ t
0
‖χ>m〈v〉m+1H(g)‖L1 ds .
3∑
l=1
[ ∫ t
0
‖χ>m〈v〉mKlχ>mg(s)‖L1 ds+
∫ t
0
‖χ>m〈v〉mKlχ≤mg(s)‖L1ds
]
.Φδm,0
∫ t
0
‖χ>m〈v〉m+1g(s)‖L1 ds+ΦΥm
∫ t
0
‖χ≤m〈v〉m+1g(s)‖L1 ds
.
[
δm,0 +
Υm
Φ
]‖g‖t. (B.14)
where δm,0 is defined before Lemma 8.5, and satisfies δm,0 → 0 as m→∞.
The estimates in (B.9), (B.13) and (B.14) imply that, for some constant c,
‖H(g)‖t ≤c
[Υm
Φ
+ δm,0 + (Φ + 1)ǫ(tm)Υm
]‖g‖t. (B.15)
Now we choose m, Φ and t to make
c
[Υm
Φ
+ δm,0 + (Φ + 1)ǫ(tm)Υm
] ≤ 3
4
. (B.16)
This, together with (B.15), implies the desired (B.7).
Next we choose m, Φ and t to make (B.16) valid. First choose m to be sufficiently large, so
that
cδm,0 ≤ 1
4
,
secondly choose Φ so that
c
Υm
Φ
≤ 1
4
,
and lastly choose t small enough so that
c(Φ + 1)ǫ(tm)Υm ≤ 1
4
.
The proof of (B.7) is complete.
The proof of (B.6) is considerably easier, hence omitted.
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