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ABSTRACT
Aims. We develop a new theoretical framework to generate Besançon Galaxy Model Fast Approximate Simulations (BGM FASt) to
address fundamental questions of the Galactic structure and evolution performing multi-parameter inference. As a first application
of our strategy we simultaneously infer the initial-mass function (IMF), the star formation history and the stellar mass density in the
solar neighbourhood.
Methods. The BGM FASt strategy is based on a reweighing scheme, that uses a specific pre-sampled simulation, and on the assump-
tion that the distribution function of the generated stars in the Galaxy can be described by an analytical expression. To evaluate the
performance of our strategy we execute a set of validation tests. Finally, we use BGM FASt together with an approximate Bayesian
computation algorithm to obtain the posterior probability distribution function of the inferred parameters, by automatically comparing
synthetic versus Tycho-2 colour-magnitude diagrams.
Results. The validation tests show a very good agreement between equivalent simulations performed with BGM FASt and the stan-
dard BGM code, with BGM FASt being ∼ 104 times faster. From the analysis of the Tycho-2 data we obtain a thin-disc star formation
history decreasing in time and a present rate of 1.2±0.2M/yr. The resulting total stellar volume mass density in the solar neighbour-
hood is 0.051+0.002−0.005M/pc
3 and the local dark matter density is 0.012 ± 0.001M/pc3. For the composite IMF, we obtain a slope of
α2 = 2.1+0.1−0.3 in the mass range between 0.5M and 1.53M. The results of the slope at the high-mass range are trustable up to 4M and
highly dependent on the choice of extinction map (obtaining α3 = 2.9+0.2−0.2 and α3 = 3.7
+0.2
−0.2 , respectively, for two different extinction
maps). Systematic uncertainties coming from model assumptions are not included.
Conclusions. The good performance of BGM FASt demonstrates that it is a very valuable tool to perform multi-parameter inference
using Gaia data releases.
Key words. stars: luminosity function, mass function – Galaxy: Disc – Galaxy: Solar Neighbourhood – Galaxy: Evolution – Galaxy:
star formation rate – Galaxy: star formation history, initial mass function
1. Introduction
Recently, the astrophysics community has successfully carried
out important ground-based and space missions generating very
large data sets. Large sky surveys with photometric and astro-
metric data, such as Gaia data release 2 (Gaia Collaboration et al.
2018), among others, represent a challenge for Galaxy modelling
in terms of both the new types of data and the large amounts of
data created. At the same time, new statistical techniques are
having a significant effect on modern astronomy. The use of
Bayesian statistics for the exploration of large parameter spaces,
together with Monte Carlo Markov Chains (MCMC) or approx-
imate Bayesian computation (ABC), among others, are in rapid
development.
Several attempts have been done to generate fast Milky Way
simulations (e.g. Girardi et al. 2005, Juric´ et al. 2008, Sharma
et al. 2011 or Pasetto et al. 2016). It is demonstrated that the
Galaxy models from Sharma et al. (2011) and Pasetto et al.
(2016) can be used to explore large parameters spaces under
machine-learning algorithms, MCMC, and ABC (e.g. Rybizki
& Just 2015 and Pasetto et al. 2016). The Galaxia code is able to
work in two different modes: it can simulate the Milky Way from
a Galaxy model based on Robin et al. (2003), or from N-body
simulations. The fast performance of Galaxia relies on its sam-
pling technique and its clever strategy adopted to avoid the sim-
ulation of unnecessary stars. The strategy of Pasetto et al. (2016)
to perform fast simulations of the Milky Way is based on the
use of distribution functions. It constructs colour-magnitude di-
agrams (CMDs) of single stellar populations from N-body sim-
ulations, with low computational cost (Pasetto et al. 2012).
The Besançon Galaxy Model (BGM; Robin et al. 2003) is
also a stellar population synthesis model for the Milky Way. It is
a very powerful and versatile tool for the statistical analysis of
the structure and evolution of the Milky Way. Moreover, it is a
valuable tool for the preparation and validation of catalogues for
space- and ground-based observational instruments and surveys.
Recently, BGM was used to study the kinematics of the local
disc from the RAVE survey and the Gaia first data release (DR1)
(Robin et al. 2017), to evaluate the evolution of the Milky Way’s
disc shape over time (Amôres et al. 2017), to constrain Galactic
and stellar physics (Lagarde et al. 2017), to constrain the local
initial-mass function (IMF) using Galactic Cepheids and Tycho-
2 data (Mor et al. 2017), and to study microlensing events in
the Galactic bulge (Awiphan et al. 2016). Furthermore, BGM
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has also been useful, together with other Milky Way models, to
study the bulge bar (Simion et al. 2017) and for the validation of
the Gaia DR1 (Arenou et al. 2017). Nowadays, a BGM standard
(BGM Std) simulation (e.g. Czekaj et al. 2014) has a computa-
tional cost that is not adapted to exploring large parameter spaces
using modern Bayesian iterative methods that require a very
large number of simulations. To overcome this handicap we have
developed a theoretical framework to generate very fast Milky
Way approximate simulations based on BGM. This framework
allows us to explore, among others, the parameter spaces of the
IMF, the star formation history (SFH), and the density laws us-
ing ABC. The flexibility of the strategy presented here allows
for the generation of fast approximate simulations for different
Milky Way components, such as thin disc, thick disc, halo, and
bulge. Our full strategy is codified to run on Apache Spark 1
(Zaharia et al. 2012) and Apache Hadoop 2, which are engines
coming from business science suited to deal with large surveys.
Thanks to its codification, BGM FASt is implemented in the big
data infrastructure known as Gaia Data Analytics Framework
(GDAF, e.g. Tapiador et al. 2017). As a first application of this
complex strategy we use ABC algorithms, BGM, and Tycho-2
data to constrain the IMF, the local SFH, the local stellar mass
density, and the thin-disc density laws.
In Sect. 2 we describe the BGM, and in Sect. 3 we present
the framework to generate the BGM fast approximate simula-
tions (BGM FASt). In Sect. 4 we describe the treatment of the
local dynamical statistical equilibrium in the context of BGM
FASt. In Sect. 5 we briefly describe the approximate Bayesian
computation technique applied to explore the parameter space
of the fundamental functions of the Milky Way. In Sect. 6 we
present an evaluation of the BGM FASt performance in the solar
neighbourhood. Results are presented in Sect. 7 while a discus-
sion and conclusions are presented in Sects. 8 and 9.
2. The Besançon Galaxy Model
In the present paper we use the following versions of the Galactic
components of BGM chosen from a compromise between recent
and stable updates.
For the stellar halo component we use the model from Robin
et al. (2014) and for the bulge-bar region we use the model de-
scribed in Robin et al. (2012). For the thick disc component we
use the model from the best fit obtained in Robin et al. (2014)
which is a thick disc with two main star-formation episodes at 10
and 12 Gyr. For the thin disc component we use the model de-
scribed in Czekaj et al. (2014) with the updates on the parameters
introduced in Mor et al. (2017). The local dynamical statistical
equilibrium of BGM is ensured by dynamical constraints based
on Bienaymé et al. (1987). The last dynamics and kinematics
updates from Bienaymé et al. (2015) and Robin et al. (2017) are
not considered in the present paper and will be incorporated in
the near future.
2.1. BGM star-generation strategy
The BGM has two main working modes to compute the gen-
eration of the stars in the Galaxy. The traditional approach re-
lies on using a precomputed Hess diagram (Robin et al. 2003),
while the more updated approach is able to generate the stars
from a given set of fundamental functions (e.g. IMF, SFH, age-
metallicity among others), making them evolve using a desired
1 https://spark.apache.org/
2 http://hadoop.apache.org/
set of stellar evolutionary models (Czekaj et al. 2014). For each
Galactic component we can choose whether we want to simulate
it using the Hess diagram or the updated strategy. Alternatively,
from the updated star-generation strategy we can build a Hess
diagram from a given set of fundamental functions, and ingest it
into BGM code afterwards to be used in a traditional way.
In this section we summarise the stellar generation strat-
egy described in Czekaj et al. (2014), henceforth referred to as
our standard strategy. Initially this strategy was developed for
the thin-disc component but nowadays it can be used for other
Galactic components.
In the BGM Std strategy, to generate stars born τ years ago
for a given Galactic i-component (e.g. thin disc, thick disc, halo
and bulge-bar), we start from a given total surface mass density
at the position of the Sun (Σi). We then use the SFH (ψi(τ)) to
distribute the surface mass density along τ as follows:
Σi(τ) ≈ Σi · ψi(τ). (1)
For simplicity, the current version neglects the radial migra-
tion. We setup the model so that the stars are born in the plane.
We then redistribute them in the process of secular evolution by
using the surface-to-volume mass density ratio at the position of
the Sun (H(τ, x¯) = Σ(τ)/ρ(τ)) to compute the volume stellar
mass density from Σi , as follows.
ρi(τ, x, y, z) =
Σi(τ)
Hi(τ, x, y, z) =
Σi · ψi(τ)
Hi(τ, x, y, z) , (2)
where we have expressed the position x¯ in Cartesian Galactic
coordinates as (x, y, z). The volume mass density is distributed
throughout the Galaxy as
ρi(τ, x, y, z) = ρi(τ, x, y, z) · Ri(τ, x, y, z), (3)
whereRi(τ, x, y, z) are the density laws for the given i-component
and Ri(τ, x, y, z) = 1. We can then write Hi(τ, x, y, z) as
the integral of the density law along the vertical direction at the
position of the Sun:
Hi(τ, x, y, z) = Σ
i(τ)
ρi(τ, x, y, z)
=
∫
∀z
Ri(τ, x, y, z) · dz. (4)
Finally, from Equations 2, 3 and 4, we can write the distribution
of the volume mass density along position and age as follows.
ρi(τ, x¯) =
Σi · ψi(τ)
Hi(τ) · Ri(τ, x¯), (5)
where for simplicity we call Hi(τ) to Hi(τ, x, y, z). As ex-
plained in Czekaj et al. (2014), the IMF distributes this mass
density in three mass ranges. The star generation process goes
through all the volume elements in the Galaxy. First, in a given
volume element, for a given age sub-population the age of the
star is drawn uniformly within the age limits. Afterwards, the
mass of the star is drawn from the IMF. Next, the metallic-
ity is assigned depending on the age and position of the stars.
In the most updated versions, the α-elements-to-iron abundance
([α/Fe]) is assigned to each star with a given probability (La-
garde et al. 2017). The evolutionary stage is then assigned to the
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star by interpolating the stellar evolutionary tracks. In a follow-
ing step, the process assigns to the generated star a given proba-
bility to be the primary component of a stellar multiple system.
This probability is assigned following the guidelines of Arenou
(2011). Finally, if the star is flagged as a primary component of
a stellar multiple system, the standard strategy generates a sec-
ondary star with a mass drawn from the probability distributions
described in Arenou (2011).
For consideration in the following sections we define a BGM
Std simulation to be one that works using the standard stellar
generation strategy or a fixed Hess diagram built from the stan-
dard stellar generation strategy.
2.2. Standard thin disc component
The thin disc component is described in Czekaj et al. (2014). The
stars are generated as described in Sect. 2.1. The thin disc popu-
lation is divided in seven age sub-populations. Usually the cho-
sen age intervals are those described in Bienaymé et al. (1987)
but for the two youngest populations we use the age limits de-
scribed in Mor et al. (2017). The density distribution of each
sub-population of the thin disc is assumed to follow an Einasto
density profile as described in Robin et al. (2012), except for the
youngest sub-population which follows the expression described
in Robin et al. (2003). These profiles are characterised by the ec-
centricities of the ellipsoid (i.e. the axis ratio), the radial scale
length of the disc (hR), and the radial scale length of the disc
hole (hRh). A velocity dispersion as a function of age is adopted
and the dynamical statistical equilibrium is ensured by using the
strategy described in Bienaymé et al. (1987). Stellar evolutionary
tracks and model atmosphere, combined with an age-metallicity
relation, allow us to go from masses, ages, and metallicities to
the space of the observables. In this process a three-dimensional
(3D) interstellar extinction map is adopted.
3. Framework for the Besançon Galaxy Model Fast
Approximate Simulation
A BGM Std simulation has a computational cost of ∼ 432 hours
of CPU time for a simulation of 106 stars, excluding the use of it-
erative methods like ABC or MCMC to explore large parameter
spaces. Hence, we have developed a new method, called BGM
FASt, which is able to robustly simulate the Galaxy with a com-
putational cost of ∼ 240 seconds of CPU time for a simulation
of 106 stars. Thanks to the use of Apache Hadoop and Apache
Spark environments (Zaharia et al. 2012) the computational cost
should not scale with the number of stars as is the case in stan-
dard environments (Julbe, F. private comm.).
3.1. The BGM FASt concept
The BGM FASt is a population-synthesis simulation of the
Milky Way, obtained from a clever modification of a BGM Std
simulation. The BGM FASt development is based on the distri-
bution function of the generated stars (Di) . TheDi carries on the
information about the generation of the stars in the i-component
of the Galaxy (e.g. thin disc, thick disc, halo, bulge-bar) through-
out the life of the given component up to the present day. This
distribution function contains the chemo-dynamical information
that is classically expressed by fundamental functions such as the
IMF, the SFH, density distribution, the age-metallicity relation,
and the radial metallicity gradient, among others. The Di is de-
fined in a N dimensional space (¶i) for each of the i-components
of the Galaxy. This N dimensional space contains all the param-
eters that can be involved in a distribution function of the gener-
ated stars in the Galaxy. Let us introduce the parameter space as
follows:
¶i ≡ τ × M × Z × x¯ × v¯ × p¯, (6)
where τ is the present age of the stellar object, M and Z are
its initial mass and metallicity, and x¯ and v¯ are position and ve-
locity, respectively. p¯ accounts for other independent parameters
that, for some specific purposes, would be interesting to have ex-
plicitly introduced in the distribution function. The α-elements-
to-iron abundance ratio ([α/Fe]) is an example of one of the
possible p¯ parameters and we treat this in the following section.
The strategy to generate a BGM FASt begins with the choice
of a specific Mother Simulation with an imposed set of funda-
mental functions. We use Mother Simulation to refer to a BGM
Std simulation used as a seed to generate a BGM FASt simu-
lation. This Mother Simulation is used as a main constituent to
generate one or several BGM FASt simulations with different
assumptions for the fundamental functions. The idea behind the
BGM FASt strategy is that the number of stars generated in a
given interval of the parameter space (Ni(∆¶)) is proportional
to the mass dedicated to generate stars for that given interval
(Mi(∆¶)):
Ni(∆¶) ∝ Mi(∆¶), (7)
where ∆¶ ≡ (∆τ,∆M,∆Z,∆x¯,∆v¯,∆ p¯). Equation (7) is valid for
both the Mother Simulation and the BGM FASt simulation. If ∆¶
is small enough, we can write a proportion between the number
of stars and the masses relating both the Mother Simulation and
the BGM FASt simulation:
NFAS ti (∆¶)
NMS ti (∆¶)
∝ M
FAS t
i (∆¶)
MMS ti (∆¶)
. (8)
Then we can approximate the number of stars for a given interval
for a BGM FASt simulation as follows:
NFAS ti (∆¶) ≈
MFAS ti (∆¶)
MMS ti (∆¶)
· NMS ti (∆¶). (9)
Let us call weight to the mass ratio of equation (9):
wi =
MFAS ti (∆τ,∆M,∆Z,∆x¯,∆v¯,∆p¯)
MMS ti (∆τ,∆M,∆Z,∆x¯,∆v¯,∆p¯)
, (10)
where we compute the mass dedicated to generate stars, in a
given interval, from the distribution function of the generated
stars that we present in following sections.
In practice, we generate a BGM FASt simulation by apply-
ing a weight to each star of the Mother Simulation. This is done
according to the parameters of the star, such as mass, age, posi-
tion, and distance, among others. Thus, the resulting simulation
is an approximation of the BGM Std simulation that would be
obtained with the standard BGM star generation process.
We present the theoretical framework and the practical im-
plementation for the generation of a BGM FASt as follows.
First, in Sect. 3.2, we describe the distribution function of
the generated stars Di in the most generic context and its rela-
tion with the masses involved in Equation (10). This allows us to
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introduce the classical fundamental functions, such as the IMF
and the SFH, and functions describing more complex scenarios.
In a following step we consider a set of assumptions and approxi-
mations to reach aDi function compatible with theDi implicitly
involved in a BGM Std simulation.
Next, in Sect. 3.3, we discuss the treatment of stellar multiple
systems as modelled in a BGM. We introduce the probability of
obtaining a binary system at birth in our approximated Di. The
obtained expressions are useful for both the process ensuring the
local dynamical statistical equilibrium and the computation of
the surface mass stellar density at the position of the Sun. Finally
after describing a generalizable weight expression, in Sect. 3.4,
we constrain it to the BGM context including stellar multiple
systems.
3.2. The distribution function of the generated stars
3.2.1. Generic context and fundamental functions
In this section we describe the distribution function of the gen-
erated stars in its most generic context. Under the given defini-
tion of the parameter space (¶i) we can precisely define some of
the parameters belonging to p¯. It is convenient for future pur-
poses to write the distribution function Di(τ,M,Z, x¯, v¯, p¯) ac-
counting explicitly for the ratio [α/Fe]. Subsequently, [α/Fe]
is considered as one of the p¯ parameters and we can write
Di(τ,M,Z, x¯, v¯, [α/Fe], p¯′) in the N dimensional space:
¶i ≡ τ×M×Z× x¯× v¯× p¯ = τ×M×Z× x¯× v¯× [α/Fe]× p¯′. (11)
In our line of action, for the moment, we are interested in explic-
itly representing age, mass, metallicity, position, velocity, and
the ratio [α/Fe] in the distribution function. Subsequently we
marginalize Di(τ,M,Z, x¯, v¯, [α/Fe], p¯′) over the rest of the p¯′
parameters:
Gi(τ,M,Z, x¯, v¯, [α/Fe]) =
∫
∀ p¯′ ∈ ¶i,
Di(τ,M,Z, x¯, v¯, [α/Fe], p¯′)·dp¯′,
(12)
where Gi is the distribution function of the generated stars for
the i-component in the reduced space ¶ir:
¶ir ≡ τ × M × Z × x¯ × v¯ × [α/Fe]. (13)
For simplicity let us henceforth refer to [α/Fe] using only α.
The Gi(τ,M,Z, x¯, v¯, α) distribution function is such that the
integral over all the parameters that belong to the parameter
space is the total number of generated stars in the i-component
of the Galaxy:
∫
∀ τ,M,Z¯,x¯,v¯,α ∈ ¶ir
Gi(τ,M,Z, x¯, v¯, α) · dτdM dZ dx¯ dv¯dα = Ni, (14)
and if we multiply by the mass before the integration, we have
the total mass of the generated stars for the i-component of the
Galaxy:
∫
∀ τ,M,Z¯,x¯,v¯,α ∈ ¶ir
Gi(τ,M,Z, x¯, v¯, α) · M · dτdM dZ dx¯ dv¯dα = Mi.
(15)
The mass of equation (7) can then be expressed as the integral
of the distribution function for a given interval in the parameter
space (∆¶ir) :
Mi(∆τ,∆M,∆Z,∆x¯,∆v¯,∆α) =
=
∫
∀ τ,M,Z¯,x¯,v¯,α ∈∆¶ir
Gi(τ,M,Z, x¯, v¯, α)·M ·dτdM dZ dx¯ dv¯dα, (16)
and we can write equation (10) as
wi =
∫
∆¶ir GFAS ti (τ,M,Z, x¯, v¯, α) · M · d¶r∫
∆¶ir GMS ti (τ,M,Z, x¯, v¯, α) · M · d¶r
, (17)
where d¶r ≡ dτdM dZ dx¯ dv¯dα.
The true Gi(τ,M,Z, x¯, v¯, α) distribution function is unknown,
but its marginalization over combinations of parameters results
in deeply studied functions such as the IMF, the SFH, the age-
metallicity relation, the radial metallicity gradient, and also func-
tions carrying information about the density distribution of the
Galaxy or dynamical and chemo-dynamical information. Let us
exemplify mathematically how some of these fundamental func-
tions can be treated related to the distribution function.
The marginalization over the parameters τ,Z, x¯, v¯ and α
within the values that belong to the ¶ir space can be written as:∫
∀ τ,Z,x¯,v¯,α ∈ ¶ir
Gi(τ,M,Z, x¯, v¯, α) dτ dZ dx¯ dv¯ dα = ξi(M), (18)
where ξi(M) is the composite IMF for each one of the i-
components. Marginalizing now the Gi over M,Z, x¯, v¯, α within
the values that belong to the ¶ir space we have the τ distribution
of the generated stars that can be interpreted as the SFH of the
whole i-component:
∫
∀M,Z,x¯,v¯,α ∈ ¶ir
Gi(τ,M,Z, x¯, v¯, α) dM dZ dx¯ dv¯ dα = Ψi(τ). (19)
IF we are interested in studying how the τ distribution depends
on the position, we can then perform a marginalization over M,
Z, v¯ and α, obtaining
∫
∀M,Z,v¯,α ∈ ¶ir
Gi(τ,M,Z, x¯, v¯, α) dM dZ dv¯ dα = fi(τ, x¯). (20)
If in equation (20) we set x¯ = x¯, the position of the Sun, then the
resulting function can be interpreted as the SFH at the position
of the Sun.
The functions involving metallicity, such as the age-
metallicity relation or the radial metallicity gradient, could
also be considered in BGM FASt. If we marginalize
Gi(τ,M,Z, x¯, v¯, α) over mass, α, and phase-space we get the Z
distribution of stars formed τ years ago:
∫
∀M,x¯,v¯,α ∈ ¶ir
Gi(τ,M,Z, x¯, v¯, α) dM dx¯ dv¯ dα = χi(τ,Z). (21)
The radial metallicity gradient can be deduced from a more
complex expression obtained marginalizing Gi over age, mass,
velocity and α:
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∫
∀ τ,M,v¯,α ∈ ¶ir
Gi(τ,M,Z, x¯, v¯, α) dτ dM dv¯ dα = ηi(Z, x¯). (22)
This latter expression is the position and metallicity distribution
of the generated stars throughout the life of the i-component.
Finally, information about chemo-dynamics and kinematics
can be introduced with the following two equations.
∫
∀M,x¯, α ∈ ¶ir
Gi(τ,M,Z, x¯, v¯, α) dM dx¯ dα = Qi(τ,Z, v¯), (23)
∫
∀M,Z, α ∈ ¶ir
Gi(τ,M,Z, x¯, v¯, α) dM dZ dα = Ki(τ, x¯, v¯). (24)
The spatial distribution of the volume mass density (ρig(x¯))
that has been dedicated to generating stars for the Galactic i-
component throughout its life can be written as follows.
ρig(x¯) =
∫
∀ τ,M,Z¯,v¯,α ∈ ¶ir
Gi(τ,M,Z, x¯, v¯, α) · M dτ dM dZ dv¯ dα.
(25)
In the following steps it is useful to have the equation of the
mass density dedicated to generating stars born τ years ago in a
position x¯:
ρig(τ, x¯) =
∫
∀M,Z¯,v¯ ∈ ¶ir
Gi(τ,M,Z, x¯, v¯, α) · M dM dZ¯ dv¯ dα. (26)
Until now, we have described the distribution function of the
generated stars in the Galaxy in a generic context. We have em-
phasised that our strategy can be generalizable and any of the
fundamental equations described above (Equations 18 to 24) can
be used if we are able to write an analytical expression for them.
3.2.2. The approximate solution
In this section we find an approximation to the distribution func-
tion of the generated stars compatible with BGM. At the same
time this approximation aims to be extensible to other models
of the Galaxy that use similar star-generation strategies. As the
exploration of the velocity spaces is not included in the present
paper, for simplicity we do not consider the kinematic part here.
Our goal is therefore to find an approximate solution to the inte-
gral
∫
∀ v¯ ∈ ¶ir Gi(τ,M,Z, x¯, v¯, α) · dv¯.
In this context the first assumption comes from a traditional
strategy (e.g. Tinsley 1980), assuming that mass and age distri-
butions are separated. Splitting the mass function from the func-
tion of τ and x¯ as follows.
ξi(M) · Fi(τ, x¯). (27)
Moreover, the BGM assumes a metallicity distribution that
depends on position and age. We can therefore introduce, in
the equations, the probability that a star of a given age in a
given position has a metallicity Z: Pi(Z|τ, x¯). Furthermore, BGM
has recently included the possibility to use [α/Fe], a parame-
ter which affects the stellar evolutionary tracks (Lagarde et al.
2017), assuming, from observational surveys, a certain probabil-
ity that a given star has a given [α/Fe]. In general, for a given
i-component, this probability depends on the age, the position,
and the metallicity of the star and we denote it as Pi(α|τ,Z, x¯).
From Equation (27), and the metallicity and [α/Fe] distribu-
tions, we can write:
∫
∀ v¯ ∈ ¶ir
Gi(τ,M,Z, x¯, v¯, α)·dv¯ ≈ ξi(M)·Fi(τ, x¯)·Pi(Z|τ, x¯)·Pi(α|τ,Z, x¯),
(28)
where the assumptions and approximations behind the math-
ematical expression of the functions Fi(τ, x¯), Pi(Z|τ, x¯) and
P(α|τ,Z, x¯) are imposed to be compatible with the BGM. Equa-
tion (28) assumes, from the statistical point of view, that the
probability to generate a star with mass M and the probability to
generate a star τ years ago in a given position are conditionally
independent. This means that the IMF is assumed to be indepen-
dent of time and position.
The standard star-generation strategy described in Sect. 2.1
guides us by using Equation (5) to approximate the function
Fi(τ, x¯) as follows.
Fi(τ, x¯) ≈ Σ
i · ψi(τ)
Hi(τ) · Ri(τ, x¯), (29)
where Σi is the stellar surface mass density (∗/pc2) of the gener-
ated stars at the position of the Sun for the Galactic i-component,
Hi(τ) is the surface-to-volume-density ratio at the position of the
Sun, Ri(τ, x¯) is the density distribution, and ψi is the SFH in the
solar neighbourhood.
Taking into account the approximations implicitly or explic-
itly adopted in standard BGM we present a solid solution for the
following integral.
∫
∀ v¯ ∈ ¶ir
Gi(τ,M,Z, x¯, v¯, α) dv¯ ≈
≈ Σ
i · ψi(τ)
Hi(τ) · Ri(τ, x¯) · ξi(M) · Pi(Z|τ, x¯) · Pi(α|τ,Z, x¯), (30)
where the IMF is normalized as
∫
∀M ∈ ¶ir ξ(M)·MdM = 1, the SFH
in the solar neighbourhood is normalized as
∫
∀ τ ∈Πr ψ(τ)dτ = 1,
and by definition Pi(Z|τ, x¯) and Pi(α|τ,Z, x¯) are normalized to
1. Ri(τ, x¯) and Hi(τ) are such that the integral over the whole
parameter space of Gi(τ,M,Z, x¯, v¯, α) gives the total number of
generated stars in the Galactic i-component.
For simplicity, as BGM Std does, we assume an axi-
symmetric structure with no radial migration. Additionally, we
assume that for a given volume element, dρdt ≈ 0 , where ρ is
the stellar volume mass density. These assumptions allow us to
use the density distributions (Ri(τ, x¯)) described in Robin et al.
(2003) and Robin et al. (2014), derived to match the present den-
sity distribution of each Galactic i-component.
3.3. Handling of the stellar multiple systems
The probability of obtaining a multiple system at birth in a star
formation event is unknown, very complex, and can depend on
many parameters, such as the metallicity, the mass of the molec-
ular cloud, the turbulence, mass segregation, mass competition,
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and mass accretion rate (e.g. Bonnell et al. 2007, Kroupa et al.
2013). For these reasons, the BGM approach (e.g. Czekaj et al.
2014 and Robin et al. 2012) is performed adopting an empiri-
cal law to match the observed present distribution function of
multiple stellar systems (Arenou 2011). This approach assigns a
certain probability to a generated star of being the primary com-
ponent of a multiple system, depending on its mass and its lumi-
nosity class. Inside our framework this means a dependence on
mass, age, and, through the stellar evolutionary models, Z and α.
This probability is therefore P(bin|τ,M,Z, α).
Let us refer to the generated star susceptible to be flagged
as either the single star or primary component of the binary sys-
tem as the "primal star". Once a primal star is decided as being
a primary component of a multiple system, a secondary star is
generated with a mass m. The mass m of the secondary is as-
signed following a probability distribution function (PDF) that
depends mainly on the mass M and the luminosity class of the
primary component, leading to P(m|τ,M,Z, α).
We introduce the stellar multiple systems in BGM FASt
by simplifying their treatment under two assumptions: (1) The
masses of primal stars (singles and primaries) are drawn from
the IMF while the mass of the secondary follows the empirical
laws described above, and (2) the age of the primary star follows
the SFH, while the age of the secondary is assumed to be the
same as the primary (i.e. both components were born together).
With these two assumptions, the multiple stellar systems can be
introduced in our analytical approach at low computational cost.
We can compute first, at the position of the Sun, the surface mass
density of secondary stars (Σi,$ ) as a function of the surface mass
density of the primal stars (Σi,4 ) and afterwards compute Σ
i,4
 as
a function of Σi. We begin by expressing Σi as
Σi = Σ
i,4
 + Σ
i,$
 . (31)
Subsequently, the stellar volume mass density of primary stars
at the position of the sun for the i-component is given by
ρi,4g (x¯) ≈
∫
∀ τ,M,Z, α ∈ ¶ir
Σ
i,4
 · ψi(τ)
Hi(τ) · R(τ, x¯) · ξi(M) · M·
·Pi(Z|τ, x¯) · Pi(α|τ,Z, x¯)dτ dM dZ dα, (32)
and the stellar volume mass density of secondary stars at the
position of the sun for the i-component is given by
ρi,$g (x¯) ≈
∫
∀ τ,M,Z, α, ∈ ¶ir
∫ mmax
mmin
Σ
i,4
 · ψi(τ)
Hi(τ) ·R(τ, x¯)·ξi(M)·Pi(Z|τ, x¯)·
·Pi(α|τ,Z, x¯)·P(bin|τ,M,Z, α)·P(m|τ,M,Z, α)·mdmdτ dM dZ dα.
(33)
We also want to compute the surface mass density; then, if we
leave out Hi from the integrand of equation (33), we get the
surface mass density of secondary stars at the position of the
Sun:
Σ
i,$
 ≈ Σi,4
∫
∀ τ,M,Z, α ∈ ¶ir
∫ mmax
mmin
ψi(τ) · ξi(M) · Pi(Z|τ, x¯)·
·Pi(α|τ,Z, x¯)·P(bin|τ,M,Z, α)·P(m|τ,M,Z, α)·mdmdτ dM dZ dα.
(34)
Finally, Σi,4 is computed from Σi using Equations (31) and (34).
This result is very useful for both determining the weight
function when considering multiple stellar systems as imple-
mented in BGM (Sect. 3.4) and computing the local dynamical
statistical equilibrium (Sect. 4). In Sect. 4 we also particular-
ize the computation of Σi,4 when specifically using the thin disc
component as described in Czekaj et al. (2014).
3.4. The weight
The strategy developed in previous sections allows us to give the
analytical expression to compute the weights. These weights are
able to transform the distribution of stars in the Mother Simu-
lation, linked to a given set of Galactic fundamental functions,
into the distribution of the stars linked to other Galactic funda-
mental functions adopted for a BGM FASt simulation. From (17)
and (30) we obtain an expression for the weights applicable to
Galaxy models that sample the stars from a distribution func-
tion of the form of Equation (28), considering the assumptions
discussed in Sect. 3:
wi(τ,M,Z, x¯, α) ≈
∫
∆¶ir
Σ
i,FAS t
 ·ψi,FAS t
HFAS ti (τ)
· RFAS ti (τ, x¯)∫
∆¶ir
Σ
i,MS
 ·ψi,MS
HMS ti (τ)
· RMS ti (τ, x¯)
·
·ξ
FAS t
i (M) · M · PFAS ti (Z|τ, x¯) · PFAS ti (α|τ,Z, x¯) · d¶r
ξMS ti (M) · M · PMS ti (Z|τ, x¯) · PMS ti (α|τ,Z, x¯) · d¶r
. (35)
In the BGM context, including multiple stellar systems and
taking into account the scenario described in Sect. 3.3, the
weight that we apply in practice to generate a BGM FASt simu-
lation is the following.
wi(τ,M,Z, x¯, α) ≈
∫
∆¶ir
Σ
i,4,FAS t
 ·ψi,FAS t
HFAS ti (τ)
· RFAS ti (τ, x¯)∫
∆¶ir
Σ
i,4,MS
 ·ψi,MS
HMS ti (τ)
· RMS ti (τ, x¯)
·
·ξ
FAS t
i (M) · M · PFAS ti (Z|τ, x¯) · PFAS ti (α|τ,Z, x¯) · d¶r
ξMS ti (M) · M · PMS ti (Z|τ, x¯) · PMS ti (α|τ,Z, x¯) · d¶r
, (36)
where we have substituted Σi with Σ
i,4
 from Equation (35).
In our approach, the stellar evolutionary tracks are the same
for both the Mother Simulation and the BGM FASt simulation.
For simplicity, the probabilities Pi(Z|τ, x¯) and Pi(α|τ,Z, x¯) are
imposed and we are not going to explore them; they are equal
for both the Mother Simulation and the BGM FASt simulation
and we can marginalize the numerator and denominator over Z
and α to obtain the final expression for the weights:
wi(τ,M, x¯) ≈
∫
∆τ,∆M,∆x¯
Σ
i,4,FAS t
 ·ψi,FAS t
HFAS ti (τ)
· RFAS ti (τ, x¯)∫
∆τ,∆M,∆x¯
Σ
i,4,MS
 ·ψi,MS
HMS ti (τ)
· RMS ti (τ, x¯)
·
·ξ
FAS t
i (M) · M · dτ dM dx¯
ξMS ti (M) · M · dτ dM dx¯
. (37)
In practice, the weight in Equation (37) is applied to each sin-
gle star and each stellar system. This means that both the primary
and the secondary components of the stellar system are weighted
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with the same value, according to the parameters of the primary
component. We choose this way to apply the weights because in
BGM Std the mass and age of the secondary star are drawn ac-
cording to the mass and the age of the primary star. This choice
ensures that the mass and age distributions of the primal stars
in a BGM FASt simulation follow the pertinent IMF and SFH,
and that the mass distribution of the secondary stars follows the
empirical distributions described in Arenou (2011).
The choice of the intervals for the integrals must be discussed
for each particular case. Generally they must be small enough to
preserve Equations (8) and (9). For tests and cases presented in
the present paper, the choice of the mass interval is set to be
very small (0.025M). For a given star of age τ we set the limits
of the integral to be the age limits of the age sub-populations
to which the star belongs. Finally, as the BGM Std generation
strategy assigns the density of its centre to the whole volume
element, in BGM FASt we do not need to perform a volume
element integral.
4. Local dynamical statistical equilibrium (LDSE)
By local dynamical statistical equilibrium we understand that, at
the position of the Sun, the mass density distribution and the
potential satisfy both the Poisson equation and the first-order
moment of the collisionless Boltzmann equation for the vertical
direction (Bienaymé et al. 1987). In this approach we consider
axi-symmetry to solve both equations. To solve the first-order
moment of the collisionless Boltzmann equation in the vertical
direction, we also assume steady state, isothermal state, and de-
coupled radial and vertical motions. One possible methodology
to ensure the LDSE is described in Czekaj et al. (2014) and sum-
marised in Sect. 4.1. As it requires a computational time that is
not affordable for the methodology presented in this paper, we
develop here analytical (Sect. 4.2) and approximate (Sect. 4.4)
methods that ensure LSDE, significantly reducing the computa-
tional cost.
4.1. Full LDSE
The iterative strategy described in Czekaj et al. (2014) performs,
for a given set of Galactic fundamental functions, a local nor-
malization and a sphere simulation around the Sun to compute
at the position of the Sun: the surface mass density of the gener-
ated stars, Σ, the volume mass density of the stars generated τ
years ago, that is ρg(τ, x¯), and the volume mass density for stars
generated τ years ago which are not stellar remnants at present,
that is ρ(τ, x¯) 3. We define the stars which are not remnant at
present as those with τ ≤ Tlim(M,Z, α), where Tlim(M,Z, α) is
the maximum age that a star of a given mass, metallicity, and
[α/Fe] reaches without becoming a remnant object. The stellar
mass density at the position of the Sun is fitted with the stars
that are not remnants at present and the white dwarfs’ density is
added separately. The mass lost by the stars during their evolu-
tion and the interaction between components of a stellar multiple
system are neglected. The total mass in stars, plus that of the in-
terstellar medium, the dark matter, and the central mass, allows
us to compute the radial force. At this stage, the dark matter
density distribution and the central mass is adjusted such that
the model rotation curve fits the observations, the fit is done us-
ing the least-squares method in velocity. Finally, the Poisson and
the first-order moment of the collisionless Boltzmann equation
3 We note that the equivalent nomenclature for ρg(τ, x¯) and ρ(τ, x¯) in
Czekaj et al. (2014) is ρall (i) and ρ
obs
 (i).
in the vertical direction are iteratively solved. The whole strategy
is iterated from the beginning until convergence is reached.
4.2. Analytical LDSE
In this analytical approach to ensure LDSE, we follow the pro-
cess described in Sect. 4.1, but instead of using a simulation of
a sphere around the Sun, we analytically derive the surface mass
density of the generated stars (Σ), the volume mass density of
the stars generated τ years ago (ρg(τ, x¯)), and the volume mass
density for stars generated τ years ago which are not remnant at
present (ρ(τ, x¯)). As this approach concerns only the thin-disc
component, from now on we avoid the use of the index i.
Using Equation (31) we can express Σ as the sum of the
surface density for primal stars (Σ4) and the surface density for
secondary stars (Σ$). In an equivalent way, the ρg(τ, x¯) for the
generated stars can be expressed as
ρg(τ, x¯) = ρ4g (τ, x¯) + ρ
$
g(τ, x¯), (38)
and the stellar volume mass density of the stars with τ ≤
Tlim(M,Z, α) can be expressed as
ρ(τ, x¯) = ρ4(τ, x¯) + ρ$(τ, x¯). (39)
Now we want to derive the stellar volume mass density of the
primal stars at the position of the Sun ρ4g (τ,Z, x¯, α). Therefore,
from equation (32) we obtain
ρ4g (τ,Z, x¯, α) ≈
∫
∀M ∈ ¶r
Σ4 · ψ(τ)
H(τ) · ξ(M) · M·
·P(Z|τ, x¯) · P(α|τ,Z, x¯)dM. (40)
At this stage we assume that at the position of the Sun all the
stars have solar metallicity Z = Z and for the moment BGM
assumes that the α-elements-to-iron abundance for the thin disc
is α = α. The probabilities for Z and α then become
P(Z|τ, x¯)
{
1, if Z = Z
0, otherwise
, (41)
and
P(α|τ,Z, x¯)
{
1, if α = α
0, otherwise
. (42)
Combining Equations (40), (41), and (42) we can approximate
ρ4g (τ, x¯) by
ρ4g (τ, x¯) ≈
∫
∀M ∈ ¶r
Σ4 · ψ(τ)
H(τ) · ξ(M) · M · dM. (43)
As mentioned above, the fit with the observational value of
the volume stellar mass density at the position of the Sun is done
with the stars with τ ≤ Tlim(M,Z, α). Therefore, as a next step,
we need to derive an analytical expression for the density of non-
remnant primal stars at the position of the Sun. This is given by
ρ4(τ,Z, x¯, α) ≈
∫
∀M ∈ ¶r
O(τ,M,Z, α) · Σ
4 · ψ(τ)
H(τ) · ξ(M) · M·
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·P(Z|τ, x¯) · P(α|τ,Z, x¯)dM, (44)
where the function O(τ,M,Z, α) discussed in Sect. 4.3 is defined
as
O(τ,M,Z, α) =
{
0, τ > Tlim(M,Z, α)
1, τ ≤ Tlim(M,Z, α) . (45)
As before, we assume all the stars at the position of the Sun
have Z = Z and α = α (Equations (41) and (42) ), thus
ρ4(τ, x¯) ≈
∫
∀M ∈ ¶r
O(τ,M,Z, α) · Σ
4 · ψ(τ)
H(τ) · ξ(M) · M · dM.
(46)
Up to now we have derived analytical expressions for the
volume densities of the primal stars (43 and 46). To complete
Equations (38) and (39) we need to derive the analytical expres-
sions for the mass density of secondary components. Consider-
ing Equation (33) we can write ρ$g(τ,Z, x¯, α):
ρ$g(τ,Z, x¯, α) ≈
∫
∀M∈ ¶ir
∫ mmax
mmin
Σ4 · ψ(τ)
H(τ) · ξ(M) · P(Z|τ, x¯)·
·P(α|τ,Z, x¯) · P(bin|τ,M,Z, α) · P(m|τ,M,Z, α) ·mdmdM. (47)
Next, to continue reducing computational time, we assume that
the mass of the secondary is only dependent on the mass of the
primary component P(m|τ,M,Z, α) ≈ P(m|M) and we consider
this probability is uniform and given by
p(m|M) ≈
 1M−Mmin , if Mmin < m ≤ M0, otherwise , (48)
where Mmin is the minimum mass needed to generate a star. This
expression states that the mass of the secondary star is always
equal or less massive than the corresponding primary compo-
nent.
We introduce a second approximation assuming that for a
given generated primal star the probability of being the primary
component of a multiple system is given by
P(bin|τ,M,Z, α) ≈
{
0, τ > Tlim
P(bin|M), 0 < τ ≤ Tlim . (49)
This probability, as defined, is not null only for the non-
remnant stars. Therefore, using Equation (45), it can also be ex-
pressed as p(bin|τ,M,Z, α) = O(τ,M,Z, α) · p(bin|M). In other
words, this approach assumes that the probability of being a pri-
mary component of a binary system is null for those stars which
are remnant at present. Introducing Equations (48) and (49) in
(47), we have
ρ$g(τ,Z, x¯, α) ≈
∫
∀M∈ ¶ir
∫ mmax
mmin
O(τ,M,Z, α)·Σ
4 · ψ(τ)
H(τ) ·ξ(M)·
·P(Z|τ, x¯) · P(α|τ,Z, x¯) · P(bin|M) · P(m|M) · mdmdM. (50)
The above assumptions imply that secondary stars are never rem-
nants, thus ρ$(τ,Z, x¯, α) = ρ$g(τ,Z, x¯, α).
As done for primal stars, we assume that all the stars at the
position of the Sun have solar metallicity Z = Z and α = α.
Therefore,
ρ$(τ, x¯) = ρ$g(τ, x¯) ≈
∫ M=Mmax
M=Mmin
∫ m=Mmax
m=Mmin
O(τ,M,Z, α)·
·Σ
4 · ψ(τ)
H(τ) · ξ(M) · P(bin|M) · P(m|M) · mdmdM. (51)
As done for primal stars, we leave out H(τ) from (51) to
reach the expression for Σ$:
Σ$ ≈
∫ τ=τend
τ=0
∫ M=Mmax
M=Mmin
∫ m=Mmax
m=Mmin
O(τ,M,Z, α)·Σ4·ψ(τ)·ξ(M)·
·P(bin|M) · P(m|M) · mdmdM dτ. (52)
At this point we have on hand all the analytical expressions
to compute the Σ that fits the observed stellar mass density at
the position of the Sun (ρobs) for the thin disc stars with τ ≤
Tlim(M,Z, α). To do so we use Equations (51) and (46) in (39)
and set ρ(τ, x¯) = ρobs, with ρ

obs being the observed stellar mass
volume density at the position of the Sun for stars which are not
remnant at present. We then solve the resulting equation for Σ4
and compute Σ from (31) and (52).
For the practical implementation of the analytical approach
developed in this section we adopt Mmin = 0.09M and Mmax =
120M, the mass range of the evolutionary models we are using
at present (Chabrier & Baraffe 1997, Bertelli et al. 2008, 2009).
For p(bin|M) in Equation (49) we follow the expression for main
sequence stars in Arenou (2011).
4.3. The non-remnant fraction (Ω)
The O function (45) is directly related with the stellar evolution-
ary tracks considered through the expressions of Tlim(M,Z, α).
We define Tlim(M,Z, α) as the maximum age for which a star of
a given mass, metallicity, and α-elements-to-iron abundance is
still not a stellar remnant. As discussed in the previous section,
for the O function we consider solar metallicity Z = Z and solar
α = α. We use, for the moment, the stellar evolutionary tracks
Bertelli et al. (2008) and Chabrier & Baraffe (1997) considered
in Czekaj et al. (2014) which do not consider the α-element
abundance; therefore Tlim(M,Z, α) = Tlim(M,Z). From the men-
tioned stellar evolutionary tracks we derive Tlim(M,Z) fitting
three truncated logarithmic expressions to the two-dimensional
(2D) grid of mass and age limit for Z = Z. We end up with the
following expressions
for M/M ≥ 7.
Tlim(M,Z) ≈ exp(−1.6 · ln(M) + 20.8) (53)
for 2.2 < M/M < 7.0,
Tlim(M,Z) ≈ exp(−2.7 · ln(M) + 23.0) (54)
for 2.0 < M/M < 2.2,
Tlim(M,Z) ≈ exp(−2.7 · ln(2.2) + 23.0) (55)
for M/M ≤ 2.2,
Tlim(M,Z) ≈ exp(−3.5 · ln(M) + 23.3). (56)
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With these latter expressions we have everything we need
for the execution of the analytical LDSE as described in Sect.
4.2. At this point, to take into account that the BGM Std strat-
egy samples the age of the stars uniformly inside each age sub-
population (see Sect. 2.2) we substitute the O function by the Ω
function in the equations of Sect. 4.2. The Ω(τ,M,Z) function
is defined as
Ω(τ,M,Z) =

1, Tlim(M,Z) > T
j
end(τ)
Tlim(M,Z)−T jini(τ)
T jend(τ)−T jini(τ)
, T jini(τ) ≤ Tlim(M,Z) ≤ T jend(τ)
0, Tlim(M,Z) < T
j
ini(τ),
(57)
where T jini(τ) and T
j
end(τ) are respectively the low and high age
boundaries for each of the seven age sub-populations of the thin
disc ( j=1...7). We note that T jini(τ) and T
j
end(τ) obviously de-
pend on τ, because the age τ of the star establishes the j-sub-
population to which the star belongs. We emphasise that the Ω
function defined above gives the fraction of stars which are not
remnant at present and is constant with τ inside the limits of
each age sub-population. Furthermore, when defining O and Ω
functions we are neglecting both the entangled evolution of stars
belonging to the multiple stellar systems and the mass lost by the
star during its evolution. If in the future we want to implement
the effect of the mass lost by the stars during its evolution, we
can do this by introducing a new function, L(τ,M,Z, α), into the
equations, accounting for the fraction of mass that a given star
has lost during its evolution up to the present time. If at some
point we are interested in accounting for the entangled evolution
of a stellar multiple system then we need to implement the de-
sired evolutionary model of stellar systems directly in the BGM
Std strategy, generate a Mother Simulation, and finally modify
Tlim accordingly.
4.4. Approximate LDSE
In Sects. 4.2 and 4.3 we explained how, in the full process to
ensure the LDSE (Sect. 4.1), we can substitute the entire simula-
tion of a sphere around the Sun by crafted analytical expressions
which are computationally undemanding. Here we complete the
construction of an approximate LDSE strategy by complement-
ing Sects. 4.2 and 4.3 with a final assumption to make the process
even faster. As described in Sect. 4.1 in the full LDSE process,
the central mass and the dark matter density distribution is ad-
justed such that the model rotation curve fits the observations.
We can avoid the computational cost of this adjustment by as-
suming that the central mass density and the dark matter density
distribution are invariant under variations of the Galactic funda-
mental functions 4.
We shall test the performance of the approximate LDSE to
evaluate the assumptions that we made and to constrain its range
of validity. In the following section we present a set of tests com-
paring the results obtained when applying the full LDSE process
against the results of our approximate LDSE.
4 In practice we impose that the central mass density and the dark mat-
ter density distribution take the values of the Default Model Variant in
Mor et al. (2017).
Table 1: For the seven model variants adopted from Mor et al.
(2017) we present: (1) The three slopes of the initial mass func-
tion (α1,α2 and α3) and the two mass limits (x1 and x2) between
the three truncated power laws of a Kroupa-like type; (2) the
stellar volume mass density at the position of the Sun (ρ); and
(3) The radial scale length of the old thin disc (hR).
ID SFH IMF Dens. law
γ (Gyr−1) α1 α2 α3 x1 x2 ρ (M/pc3) hR (pc)
DAV 0.12 1.3 1.8 3.2 0.5 1.53 0.033 2170
DM 0.12 1.3 1.8 3.2 0.5 1.53 0.033 2530
DBV 0.12 1.3 1.8 3.2 0.5 1.53 0.039 2530
DCV 0.00 1.3 1.8 3.2 0.5 1.53 0.033 2530
HRV 0.12 1.6 1.6 3.0 0.5 1.00 0.033 2530
HRVB 0.12 1.6 1.6 3.0 0.5 1.00 0.039 2530
SV 0.12 2.35 2.35 2.35 0.5 1.53 0.033 2530
4.5. Validation of the approximate LDSE
We develop three tests to evaluate the goodness of our approx-
imate method (Sects. 4.2 to 4.4). These tests quantify the dif-
ferences, when using the approximate instead of full method, in
some of the key parameters resulting from the LDSE process. All
the tests are performed using the seven model variants described
in Mor et al. (2017) that were built with different assumptions of
the IMF, the SFH, and the density laws. In Table 1 we present
their main parameters. These model variants cover the range of
parameters that we want to explore in this paper well, and there-
fore they are a good set to perform the tests. The parameters for
the thin disc density laws which are not listed in Table 1 are
adopted to be the same as used in Mor et al. (2017), being the
functional forms of the density laws listed in Robin et al. (2003).
The rest of the model ingredients which are not specifically in-
dicated in Table 1, for example the atmosphere models, the stel-
lar evolutionary tracks, the age-metallicity relation, and the age-
velocity dispersion, are adopted to be the same as in "Model B"
listed in Table 5 of Czekaj et al. (2014).
In the first test we show that our approximate method ob-
tains a rotation curve compatible with the one resulting from the
full method. For all model variants, we obtain differences of less
than 2% in the rotational velocity between a galactocentric ra-
dius from 3 kpc to 14 kpc. Moreover these differences are much
smaller than discrepancies between the observational values (e.g.
Caldwell & Ostriker 1981 and Sofue 2015). In Fig. 1 we present
the results for the two model variants where we found the high-
est discrepancies between the rotation curve obtained from both
methods. The discrepancies along the curve from 3 kpc to 14
kpc are always smaller than 5 km/s. Thus we consider that the
approximated LDSE is valid within these galactocentric radii.
The second test compares for each model variant the eccen-
tricities of the Einasto density profiles which are fitted inside the
process that ensures the LDSE. The Einasto eccentricities are
computed for each one of the seven age sub-populations of the
thin disc. In all cases we find differences smaller than 0.7%.
Our third test compares the local volume stellar mass density
of all the thin-disc age sub-populations. For each model variant
we check our capability to recover the density values of Table 1
of Mor et al. (2017). The discrepancies are within the error bars
and are always smaller than 5%.
We want to point out that these tests are the first empirical
demonstration that our strategy for the BGM FASt simulation is
well founded. Whereas it is true that they validate the equations
behind the weight function, they do not evaluate the capabilities
of the weight function itself to generate a BGM FASt simulation.
To do so we need to directly test distributions of observable pa-
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Fig. 1: Two examples of the comparison between the rotation
curve obtained with both the full process to ensure LDSE and
the rotation curve obtained with the approximate LDSE. Top:
Results for the DAV variant from Mor et al. (2017). Bottom:
Results for the HRBV variant from Mor et al. (2017). The
green triangles show the data points derived from the Caldwell
& Ostriker (1981) rotation curve assuming R0 = 8000 pc and
V0 = 230 km/s for the Sun. The magenta triangles show the data
points of the rotation curve from Sofue (2015). For Sofue data,
error bars are provided by the author, while we have estimated
the errors of the data from Caldwell & Ostriker (1981) following
the expressions and tables in their paper.
rameters obtained with BGM FASt simulations. Tests on age and
mass distribution are also needed to deeper validate the BGM
FASt strategy. These tests are presented in Sect. 6 and Appendix
A.1.
5. ABC to infer Galactic fundamental functions
5.1. The ABC method
For very complex models such as the BGM, to obtain the ex-
act likelihood function is mathematically impossible or compu-
tationally prohibitive. In these cases the ABC algorithms allow
us to compute an approximate posterior probability distribution
function of the explored parameters. In this paper we use a se-
quential Monte Carlo approximate Bayesian computation algo-
rithm (SMC-ABC) because of its balance between high accep-
tance rate and independence of the outcomes. The algorithm that
we use is further described in Jennings & Madigan (2017), and is
available as a python package named astroABC. The SMC-ABC
method is an improvement of basic ABC acceptance-rejection
sampling (ARS-ABC) to optimise the acceptance rate. The ba-
sic ARS-ABC contains the theoretical bases of the SMC-ABC
algorithm. This latter first generates a proposed set of parameters
θ¯ from the prior PDF. Subsequently, the algorithm generates the
simulated data using the proposed set of parameters in a given
model, and finally the set of parameters is accepted as part of the
posterior PDF if the simulated data (Dsimu) are equal to the real
data (D); otherwise θ¯ is rejected and we start the process again.
This algorithm is very restrictive because it is almost impossible
to find a model with a given set of parameters that perfectly re-
produces the data. Usually one uses the ARS-ABC, relaxing the
conditionDsimu = D and approximating the method as follows.
1 Generate θ¯ from the prior PDF.
2 Simulate dataDsim from the modelM with parameters θ¯.
3 Calculate the distance δ(D,Dsim) betweenD andDsim.
4 Accept θ¯ if δ is smaller than a given threshold (υ) δ ≤ υ; return
to 1.
This approximate algorithm needs to adopt an adequate dis-
tance metric δ and a threshold υ. When υ → 0, the algorithm
is sampling exactly from the posterior PDF. Very small values
of υ diminish the acceptance rate of the algorithm, and therefore
the choice of υ must be a compromise between computational
cost and accuracy of the posterior PDF. We want to emphasise
that ARS-ABC samplers generate independent outcomes; each
iteration is independent from the previous.
Other ABC methods, like the so-called free likelihood
MCMC samplers (MCMC-ABC), are also built to optimise the
acceptance rate. The MCMC-ABC increases the acceptance rate
by modifying MCMC sampling algorithms (such as Metropolis-
Hastings) to be able to work without the need of the likelihood
(Marjoram et al. 2003), but the price paid in this case is that
the outcomes are dependent (Marjoram et al. 2003). In a dif-
ferent way, the SMC-ABC improves the acceptance rate with a
double entangled optimisation. For each iteration, the algorithm
uses kernels to assign a higher sampling probability to the sets
of parameters with better results. The resulting new sampling
probability is used in the next iteration. In other words, regions
of the parameter space with better results are visited more fre-
quently. The application of kernels in the limits of the prior PDF
can sometimes produce a posterior PDF slightly wider than the
limits stated by the prior PDF. The use of the kernels is com-
plemented with an adaptive threshold υ, where the upper and
lower limits have to be set. This allows to go from a more re-
laxed threshold in the first iterations down to a small threshold
for the last ones, optimising the sampling of the posterior PDF
in terms of computational time. We emphasise that for a given
expression for the distance metric and a given υ, the outcomes
are still independent in the SMC-ABC.
Now we need to choose the data in accordance with the pa-
rameters that we want to infer. Observations can only provide
a small subset of all the potential data defining the Milky Way
system. This limitation forces us to search for summary statis-
tics, which are of a lower dimension and are incomplete. If the
chosen summary statistics, S, are statistically sufficient for D
then the posterior PDF under the summary data P(θ|S) is equiv-
alent to the posterior PDF under the full data P(θ|D). In practice
it is very difficult, or impossible, to formally identify rigorous
summary statistics sufficient for D. As suggested in Marjoram
et al. (2003) we use a more heuristic approach for our specific
problem. In the following section we propose summary statis-
tics S that capture information on the θ¯ essential parameters of
the Milky Way. Once sufficient statistics are established,D is re-
placed by S in the algorithm as done in Marjoram et al. (2003).
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The theoretical basis for these algorithms can be found in Marin
et al. (2011) , Beaumont et al. (2008) and Sisson & Fan (2010),
for example.
5.2. Bayesian inference in the solar neighbourhood
For the appropriate use of the ABC algorithm described above,
we need to define, for each of the specific scientific goals that
we want to achieve, our sufficient statistics S, a distance metric
δ, and a threshold υ. For both the evaluation of the BGM FASt
performance (Sect. 6) and the science demonstration cases (Sect.
7), we consider as our sufficient statistics S the star counts in a
binned four-dimensional space of position, apparent magnitude,
and observed colour. This means that for the purposes of this
paper we define our sufficient statistics as the number of stars
in each bin of latitude, longitude, visual Tycho magnitude (VT ),
and Tycho-2 colour (B − V)T . Specifically, our S is the colour-
magnitude diagram split in three latitude rangesù: (|b| < 10),
(10 < |b| < 30), and (30 < |b| < 90). We choose the bin size
of the colour-magnitude diagram to be large enough to allow for
a robust statistical analysis to be performed, but small enough
to avoid loosing information. As mentioned in the previous sec-
tion, our choice of S is based on our previous experience when
comparing BGM with observational data. We know that the ob-
served colour-magnitude diagrams in different regions of the sky
offer very valuable information to constrain the IMF, the SFH,
the local stellar mass density, and the density laws (e.g. Mor
et al. 2017, Robin et al. 2014, Robin et al. 2012). In some of
these papers these colour-magnitude diagrams have already been
used as sufficient statistics combined with ABC algorithms (e.g.
Robin et al. 2014). Furthermore, in Czekaj et al. (2014) it was
demonstrated that the division of the sky into the three above-
mentioned latitude ranges is very useful to analyse the Galac-
tic fundamental functions by fitting BGM to Tycho-2 data. In
our star counts analysis we always work inside the completeness
limits of the observational catalogues and therefore our sufficient
statistics when using Tycho-2 data are limited at VT = 11 where
Tycho-2 is complete up to 99%.
Once our sufficient statistics are defined, we need to choose
the distance metric to quantify differences between the observed
and simulated data, δ (Sobs,Ssimu). We use this to compare the
simulated Ssimu and the observed Sobs data. For this paper we
use the following expression, which we call Poissonian distance:
δP (Sobs,Ssimu) =
∣∣∣∣∣∣∣
N∑
i=1
qi · (1 − Ri + ln(Ri))
∣∣∣∣∣∣∣ , (58)
where Ri is defined as the quotient Ri = fi/qi and qi and fi are
the number of stars in the data and the model, respectively. Addi-
tionally, we penalise the cases where there are no stars observed
in the bin but the model predicts stars to be present by replac-
ing qi and fi in the formula with qi + 1 and fi + 1, respectively.
The defined distance metric becomes zero when the simulation
and the observations have the same number of stars in each bin.
The smaller the value of the distance metric, the closer Ssimu
is to Sobs. From Kendall & Stuart (1973) and Bienaymé et al.
(1987) we know this formula is a good choice for the compari-
son between observed and simulated colour-magnitude diagrams
in terms of star counts. Furthermore, in Mor et al. (2017) we al-
ready introduced the idea that expression (58) can be understood
as a distance metric.
Finally, we choose an upper limit and a lower limit for the
threshold υ by experimenting with different values to have a
good balance between computational cost and accuracy of the
posterior PDF.
6. Evaluating BGM FASt at the solar neighbourhood
In this section we evaluate the behaviour of BGM FASt in the
solar neighbourhood and we demonstrate that the performance
of the BGM FASt strategy is independent of the Mother Sim-
ulation. In Sect. 6.1 we use both BGM FASt and BGM Std to
simulate the solar neighbourhood. We then analyse the resulting
samples limited in apparent magnitude by comparing colour dis-
tributions and CMDs. Additionally, we extend the comparison
to mass and age distributions for a deeper analysis of the BGM
FASt performance. We do these comparisons in the complete-
ness regime of Tycho-2 catalogue, and therefore we use samples
limited in Tycho visual apparent magnitude (VT ) up to 11, where
Tycho-2 is complete at 99%.
In Sect. 6.2 we present a test for the BGM FASt framework
together with the ABC algorithm, consisting in exploring the pa-
rameter space of the SFH, demonstrating that we are able to cor-
rectly recover an imposed SFH in the solar neighbourhood.
6.1. BGM FASt versus BGM Std
To evaluate the performance of the BGM FASt we compare sim-
ulations generated with the same sets of fundamental functions
obtained from both the BGM FASt and BGM Std strategy. We
have selected five model variants from Mor et al. (2017): DAV,
DBV, DCV, HRV and SV. All of them constitute a good frame-
work to analyse the BGM FASt behaviour in the solar neighbour-
hood as they adequately cover the parameter space that we want
to explore with BGM FASt in Sect. 7. For each model variant we
perform the tests using both the Drimmel & Spergel (2001) and
Marshall et al. (2006) extinction maps. 5 The main set of compar-
isons aims to evaluate the behaviour of BGM FASt when using
as Mother Simulation the best fit variant from Mor et al. (2017)
(the DAV variant) obtained using Galactic Cepheids and Tycho-
2 data. The DAV variant is our choice for the Mother Simulation
when exploring a six-dimensional (6D) parameter space in Sect.
7.2. In the tests we evaluate the effects of changing one or more
parameters of the fundamental functions when generating BGM
FASt simulations according to the model variants DBV, DCV,
HRV and SV.
Additionally we repeat the comparisons but use the DCV
variant (constant SFH) as the Mother Simulation. These addi-
tional tests help us to evaluate the BGM FASt performance in
several aspects. First, they allow us to demonstrate whether or
not the performance of the BGM FASt strategy is independent
of the Mother Simulation. Second, we are able to analyse pos-
sible dependencies on the total number of stars of the Mother
Simulation. Third, they allow us to study simultaneous changes
of the IMF and the SFH. Finally, they provide us with more data,
which can be used to better interpret the obtained results.
In Table 2 we summarise the parameters of the IMF, the SFH,
and the density laws for the variants involved in the tests. The
functional form for the SFH is assumed to be an exponential law,
the IMF is assumed to be a three-times-truncated power law and
the density profiles are assumed to be of Einasto shape. In the
5 The Marshall et al. (2006) extinction map covers the longitude ranges
−100 < l < 100 and the latitude ranges |b| < 10. Therefore, when
simulating with the Marshall map we use the Drimmel map for the rest
of the sky.
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Table 2: Summary of the results of the BGM FASt vs. BGM Std tests and the parameters for the SFH, the IMF, and the density laws
of the model variants. x1 = 0.5 for all the model variants. The units for this table are the same as in Table 1. The variants marked
with an asterisk are those which are less affected by the sampling noise discussed in Appendix B. The final column indicates the
assumed 3D extinction map in each case; it can be Drimmel & Spergel (2001) (D) or Marshall et al. (2006) (M).
Parameters of the Mother Simulation Parameters of BGM FASt and BGM Std. simulations FASt vs. Std Ext.
SFH IMF Dens. law ID SFH IMF Dens. law δp %γ α1 α2 α3 x2 ρ hR γ α1 α2 α3 x2 ρ hR
0.12 1.3 1.8 3.2 1.53 0.033 2170
DBV∗ 0.12 1.3 1.8 3.2 1.53 0.039 2530 1178 +2.38 D685 +0.57 M
DCV∗ 0.00 1.3 1.8 3.2 1.53 0.033 2530 1623 +3.7 D932 +2.00 M
(DAV)
HRV 0.12 1.6 1.6 3.0 1.00 0.033 2530 1722 +1.49 D1450 -0.55 M
SV 0.12 2.35 2.35 2.35 1.53 0.033 2530 2284 -5.22 D2642 -7.01 M
0.00 1.3 1.8 3.2 1.53 0.033 2530
DAV∗ 0.12 1.3 1.8 3.2 1.53 0.033 2170 1893 -1.13 D1683 +0.77 M
DBV∗ 0.12 1.3 1.8 3.2 1.53 0.039 2530 1698 +1.43 D1866 +1.60 M
(DCV)
HRV 0.12 1.6 1.6 3.0 1.00 0.033 2530 1748 +0.47 D1939 +0.48 M
SV 0.12 2.35 2.35 2.35 1.53 0.033 2530 2993 -6.26 D3144 -8.87 M
first column we show the parameters that we use as Mother Sim-
ulation: the DAV and DCV. In the second column we show the
parameters for the BGM FASt simulations. The same parameters
are also used to perform BGM Std simulations. We mark in bold
text the parameters that have been modified from the Mother
Simulation to generate the BGM FASt simulation. In the third
column (FASt vs. Std) we present a summary of the global re-
sults comparing BGM FASt with BGM Std simulations, δp is for
the Poissonian distance from equation (58) and % refers to the
discrepancies of the total number of stars between BGM FASt
and BGM Std simulations, that is ((# Stars in BGM FASt - #
Stars in BGM Std)/# Stars in BGM Std)∗100). We note that for
all cases except the SV variant the discrepancies in the total num-
ber of stars is smaller than 4%. When looking to the Poissonian
distance metric we note that all the values are below 2000. Ex-
cept, again, for the SV variant. The Poissonian distance between
BGM FASt and BGM Std simulations is one order of magnitude
smaller than the difference between the best fit variant from Mor
et al. (2017) and Tycho-2 data.
When comparing colour, age, and mass distributions be-
tween BGM FASt and BGM Std, for the cases of Table 2, we
note that in general the differences in relative counts per bin are
smaller than 5% (see Figs. A.1, A.2, and A.3 in the Appendix
A for details). In some cases, such as when using the IMF (SV
variant) from Salpeter (1955) or when changing the mass limits
of the IMF (HRV variant), the difference in the youngest popula-
tion of the thin disc and for the high mass range can reach about
10%. These differences are also reflected in the colour distribu-
tions. We demonstrate in Appendix B that these discrepancies
(> 10%) come from the sampling noise involved in the BGM
Std generation strategy. Occasionally, mostly for flat values of
the IMF at high masses, the mass distribution of the youngest
massive stars is influenced by the distribution of sampling noise
in very low-mass reservoirs 6. The sampling noise in very-low-
6 As described in Czekaj et al. (2014) equation (1) in each age bin, the
mass available to be spent on star production in a given volume element,
is the mass reservoir.
mass reservoirs produces, on average, more stars than predicted
by the imposed distribution function for the mass range between
1.53M and 4M. From Appendix B, we deduce that we must
use a Mother Simulation such that the combination of the im-
posed fundamental function minimises the effects of the noise in
the very small mass reservoir; this is the case of the DAV variant,
for example.
After the analysis presented in this section and also in Sect.
4.5 we conclude that BGM FASt is performing correctly in the
solar neighbourhood.
6.2. Recovering an imposed SFH
To show that BGM FASt together with the ABC algorithm is
capable of inferring a given parameter, we perform several tests
trying to recover an imposed SFH of the thin disc. We assume
the SFH to be a decreasing exponential function:
ψ = Kψ · eγτ, (59)
where Kψ is the normalization constant, γ is the inverse of the
characteristic timescale (e.g. Snaith et al. 2015 7) and τ is the
time. The coordinate origin of the τ space is at present (τ = 0)
and the values are positive in the direction backwards in time,
to the past, until the age of the thin disc (in this case we impose
τ = 10Gyr). We use one BGM Std simulation, with an imposed
value of γ, playing the role of the observations, and we use one
BGM Std simulation, with an imposed γ, as a Mother Simulation
to generate BGM FASt simulations while mapping the parameter
space.
We use Equation (58) as a distance metric and the sufficient
statistics S described in Sect. 5.2. The threshold υ is set to be
small enough to obtain statistically significant results. The sim-
ulations are covering the full sky with a limiting apparent mag-
nitude of VT = 11 to mimic the completeness selection func-
7 We want to emphasise that we use different nomenclature from
Snaith et al. (2015)
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Fig. 2: Probability distribution function for the inverse of the
characteristic time scale (γ parameter) of the thin disc SFH, as-
suming a decreasing exponential shape. The right vertical blue
dotted line indicates the γ value of the Mother Simulation used
in the test. The left black dotted vertical line (γ = 0) indicates
the value to be recovered by the test. In green we show the prior
probability distribution function assumed for the test (uniform
distribution between −0.05 and 0.20). In red we show the re-
sulting approximate posterior probability distribution function
P(γ|data).
tion of Tycho-2. Moreover we added the Tycho-2 photometric
errors to the simulated observables (Czekaj et al. 2014 and Mor
et al. 2017). The first test consists in using a BGM Std simu-
lation with γ = 0.12Gyr−1 as the observational data and as the
Mother Simulation. For the second test, we use a BGM Std sim-
ulation with γ = 0.12Gyr−1 as observational data and another
BGM Std simulation with γ = 0.00Gyr−1 as the Mother Sim-
ulation. Our third test consists in using a BGM Std simulation
with γ = 0.00Gyr−1 as observational data and another BGM Std
simulation with γ = 0.12Gyr−1 as the Mother Simulation, that
is, the inverse of the second test. We find that in the three tests
presented here our strategy succeeded in recovering the imposed
γ value with a narrow posterior probability distribution function.
The posterior probability distribution for the γ parameter result-
ing from the last test is plotted in Fig. 2. In green we show the
prior PDF while in red we plot the posterior PDF. It is interesting
to see how from a given prior PDF we end up with a posterior
PDF of a very different shape. This is expected as according to
the Bayesian statistics theory, the better the information coming
from the data, the smaller the dependency of the posterior PDF
on the prior PDF.
7. BGM FASt science demonstration cases
To show the capabilities and the strength of BGM FASt simula-
tions, we present two science demonstration cases using Tycho-
2 data. We want to prove that our BGM FASt strategy together
with the ABC algorithm obtain consistent results by analysing
data from the solar neighbourhood. The solar vicinity is a good
region to start with, allowing comparisons with previous results.
In both cases we use Tycho-2 data with VT < 11. We transform
the photometry from Johnson to Tycho as done in Mor et al.
(2017). Following Czekaj et al. (2014) we adopt a spacial reso-
lution of 0.8 arcsec, according to the Tycho-2 catalogue, to de-
cide if the binary stellar systems are resolved or unresolved. In
addition, we add photometric errors to the simulations to mimic
Tycho-2 data. In both cases, for the ABC, we use the sufficient
statistics defined in Sect. 5.2 and the distance metric from Equa-
tion (58). The lower limit of the threshold is chosen in each case
to be large enough to ensure the existence of sets of parameters
(θ¯) able to fulfil the condition δP < υ ( that is: ∃ θ¯ | δP(θ¯) < υ)
and at the same time to be small enough to achieve an accurate
posterior PDF.
7.1. Case A: The SFH in the solar neighbourhood
The goal of case A is twofold. On one hand, we evaluate 12 sets
of parameters under variations of the thin disc SFH to analyse
which one best fits the observational data, obtaining a posterior
PDF for the SFH under the given prior. On the other hand, the
obtained results allow us to decide which Mother Simulation and
parameter space are the best to design case B (see Sect. 7.2).
For case A we work in a 2D space. The first dimension is the
inverse of the characteristic time scale (γ) for a SFH modelled
with an exponential law (see Eq. 59). The second dimension is
the projection of all the other parameters involved in the thin
disc simulation, which we call the Variant dimension. For the γ
parameter of the SFH we choose a uniform prior within γ = 0
(constant SFH) and γ = 1/3. We set these limits to be the min-
imum and maximum value of the inverse of the characteristic
timescale compatible with the data in Snaith et al. (2015) (their
Fig. 5), when fitting a SFH with an exponential shape. To build
the prior for the variant dimension we select six model variants
(DAV, DM, DBV, HRV, HRVB and SV) whose details are shown
in Table 1 and Sect. 4.5. These model variants, using two differ-
ent extinction maps, one from Drimmel & Spergel (2001) and
the other from Marshall et al. (2006), constitute 12 sets of pa-
rameters belonging to our second dimensional space. We then
assign a prior probability of 112 to each set. This is a very re-
strictive prior and limits our exploration to 12 slices of the full
parameter space.
In Fig. 3 we present the projection to the γ space of the
approximate posterior probability distribution function. The ob-
tained value for the γ parameter is γ = 0.13+0.04−0.03Gyr
−1. In Fig. 4
we present the projection to the Variant space of the approximate
PDF. We show here that the DAV variant with Drimmel extinc-
tion map is the most probable result. We also show that variants
using the Drimmel extinction map are carrying more than 80%
of the probability. Moreover, the variants using Salpeter IMF has
almost null probability.
In Fig. 5 we present, for the accepted sets of parameters in the
ABC algorithm, the Poissonian distance (δP) as a function of the
γ parameter for the 12 model variants in the Variant space. The
variant giving the best fit (smaller δp) is the DAV variant using
the Drimmel extinction. Furthermore, we want to emphasise that
this variant gives a better fit in a large range of γ values, that
is, from γ ≈ 0.10 to γ ≈ 0.16. As discussed for Fig. 4, the
four variants closest to the data (pink, cyan, green and red) use
the Drimmel extinction map. We show using the horizontal solid
line how three variants (HRVB, DM and DBV) with different
combinations of parameters could result in the same Poissonian
distance (δP) to Tycho-2 data. We note that within 1σ (black
dotted vertical lines show the 0.16 and 0.84 quantiles) in Fig. 5 ,
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Fig. 3: P(γ|data) (in green) Approximate posterior probability
distribution function for the γ parameter resulting from case
A, given the adopted prior (see text). The vertical red dotted
line indicates the mode of the distribution γ = 0.13 with an
uncertainty in the range indicated by the two black vertical
lines corresponding to the quantiles 0.16 and 0.84, respectively
(γ = 0.13+0.04−0.03Gyr
−1). We obtain these results when using as ob-
servational data the stars in Tycho-2 catalogue with visual ap-
parent magnitude VT < 11. In blue we show the adopted prior
probability distribution function.
the DAV variant can have a δP that is compatible with the δP of
HRVB, DM and DBV variants.
By analysing the obtained approximate posterior PDF we
can state that when modelling the SFH as a simple exponen-
tial law (allowing constant SFH when γ = 0) our results point
to a decreasing SFH in the solar neighbourhood with γ =
0.13+0.04−0.03Gyr
−1. However, we must keep in mind that in our pa-
rameter space the dimension of the SFH is continuously cov-
ered while the second dimension is discrete. Therefore, non-
considered combinations of the full parameter space could lead
to a better fit with Tycho-2 data (see case B).
As mentioned above, the results obtained from case A guide
us for the design of case B. We want to choose a Mother Sim-
ulation for case B as close to the observational data as possible.
This choice minimises the effects of the approximations taken in
BGM FASt and also the effects due to noise explained in Ap-
pendix C. From Fig. 4 it is clear that the Mother Simulation for
case B should be the DAV variant.
Finally, to design the parameter space of case B we must try
to include both the most important parameters as well as the ones
that produce degeneracies in the results. From Figs. 4 and 5 it
is clear that the IMF and the SFH produce important variations
on the results. In Fig. 5 we note that the stellar volume mass
density at the position of the Sun is causing degeneracy among
three models differing by the IMF and the SFH. Therefore, the
parameter space of case B should contemplate the IMF, the SFH,
and the density laws.
Fig. 4: P(Model|data): Approximate posterior probability distri-
bution function for the variants (see Table 2) given the adopted
prior (see text). We obtain these results when using as obser-
vational data the stars in Tycho-2 catalogue with visual appar-
ent magnitude VT < 11. Variants whose names end with "-D"
use the extinction maps from Drimmel & Spergel (2001) while
names ending with "-M" use those from Marshall et al. (2006).
With a dotted blue line we show the adopted prior probability
distribution function.
7.2. Case B: Simultaneous inference of the SFH, the IMF,
and the density laws
In this second science demonstration case we explore a 6D pa-
rameter space of the IMF, the SFH, and the density laws for the
thin disc component. As in case A, the SFH is assumed to be an
exponential law. Therefore, one of the dimensions is the inverse
of the characteristic timescale γ. The IMF is assumed to be a
Kroupa-like IMF; this is a three truncated power law with three
slopes α1, α2, and α3 and two mass limits x1 and x2. For simplic-
ity in this case we fix x1 = 0.5M and x2 = 1.53M which are
the values used in the best-fit models from Czekaj et al. (2014).
Finally, for the thin disc density laws we use as main parameters
the scale length (hR) and the thin disc stellar volume mass density
at the position of the Sun (ρ). As the youngest sub-population is
too young to be considered isothermal, the dynamical constraints
are not applied on the population with age less than 0.10Gyr and
its hR is fixed to be the one assumed in Robin et al. (2003), that
is hR = 5000pc. We explore the scale-length value for the rest
of the age sub-populations assuming that it is independent of the
age.
The Mother Simulation that we use in this case B is the DAV
variant (see Table 2). We use the 3D extinction map from Drim-
mel & Spergel (2001) and additionally an alternative 3D extinc-
tion map called Stilism. This new map was constructed using the
method of Capitanio et al. (2017) but setting the Marshall et al.
(2006) map as a prior at a distance of 1.5 kpc. The full process
is explained in Lallement et al. (2018) (their Sect. 5). This map
is still at the testing stage. However, we find it interesting to in-
clude this preliminary version in our study because it is the most
updated 3D extinction map built specially for the BGM.
To sum up, we explore a 6D space that includes γ, α1, α2,
α3, hR and ρ. For all of these parameters we consider a uniform
prior PDF within the values of Table 3. In the Bayesian strat-
egy for the parameter inference the assumption of the prior is
of marginal importance if the data are good enough to constrain
the explored parameters. Our choice for the low and high limits
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Fig. 5: This plot is built from the results of Case A shown in Figs.
6 and 7. Each point in the plot represents a set of parameters ac-
cepted by the ABC algorithm as part of the posterior probability
distribution function. For each accepted set we plot the Poisso-
nian distance (δP) as a function of the inverse of the characteris-
tic timescale (γ parameter) of an assumed decreasing exponen-
tial SFH. δP is computed using the expression of Equation (58);
the smaller the value of δP , the better its agreement with the
data. Dotted horizontal line gives the δP value around the best fit
(δP ≈ 16000) and the solid horizontal line is to emphasise the
degeneracy for three different sets of parameters of the model
variants (see Table 2). The vertical dashed black lines denote the
quantile 0.16 (left) and quantile 0.84 (right) for the distribution
of Fig. 3. The vertical red dashed line is for the mode of the γ
distribution in Fig. 3. We obtain these results when using as ob-
servational data the stars in the Tycho-2 catalogue with visual
apparent magnitude VT < 11. Variant/extinction map combina-
tions are as described in Fig.4.
Table 3: Lower and upper limits of the imposed initial uniform
Prior probability distribution function for each of the explored
parameters. Units are as in Table 1.
parameter lower limit upper limit
γ 0.00 0.30
α1 0.5 2.0
α2 0.5 3.0
α3 0.5 4.0
hR 2000 2600
ρ 0.030 0.040
aims to cover the range of values reported in the literature for the
explored parameters.
In Figs. 6 and 7 we show the corner plot resulting from the
6D exploration using BGM FASt and the ABC algorithm, using
the Drimmel and Stilism 3D extinction maps, respectively. The
green histograms are the 1D marginal posterior PDFs obtained
directly from the ABC algorithm. The blue solid lines are the
posterior PDFs of the six explored parameters accounting ex-
plicitly for the differences between BGM FASt and BGM Std
simulations. To build these PDFs we first assume that the com-
puted Poissonian distance between simulations and observations
has a Gaussian error, withσ equal to the mean Poisson distance 8
(δP) between BGM FASt and BGM Std simulations (σ = 1445).
Then, for each set of parameters accepted by the SMC-ABC al-
gorithm, we transform their single distance δp to a Gaussian dis-
tribution centred on the pertinent δp and with σ = 1445. After
this transformation we recompute the 1D distributions and fi-
nally, normalizing accordingly, we get the blue PDFs.
The results point towards a decreasing SFH with γ =
0.09+0.03−0.02Gyr
−1 (using Drimmel) and γ = 0.14+0.03−0.02Gyr
−1 (using
Stilism). We obtain almost the same value of the slope of the
IMF at the low mass range of α1 = 0.5+0.6−0.3 when using the Drim-
mel map and α1 = 0.5+0.6−0.2 when using the Stilism map. The same
occurs for the IMF slope in the mass range between 0.5M and
1.53M where we obtain values of α2 = 2.2+0.1−0.3 and α2 = 2.1
+0.1
−0.4
when using Drimmel and Stilism maps, respectively. For masses
greater than 1.53M, we find a very steep IMF with a slope
value of α3 = 3.7+0.2−0.2 for the Drimmel map and a more com-
mon slope for Stilism (α3 = 2.9+0.2−0.2). The value obtained for the
thin disc stellar mass volume density at the position of the Sun is
ρ = 0.039+0.002−0.004M/pc
3 and ρ = 0.039+0.002−0.005M/pc
3 for Drim-
mel and Stilism, respectively. The radial scale length for the thin
disc component has large uncertainty, being hR = 2268+372−318pc
and hR = 2151+247−421pc for Drimmel and Stilism, respectively.
In both corner plots (Figs. 6 and 7) we can see in the 2D pro-
jection of the PDF the correlations (degeneracies) between the
explored parameters. The γ parameter of the SFH is clearly cor-
related with the α2 and α3 slopes of the IMF. Steeper values of
the SFH correspond to flatter slopes of the IMF. This effect is
largely discussed in the literature (e.g. Haywood et al. 1997 and
Aumer & Binney 2009). Steeper values of the SFH lead to less
young stars and hence less massive stars alive at present. Flatter
IMFs are therefore needed to compensate for this effect and re-
produce the observations. On the contrary, flatter values of the
SFH produce more young stars and hence more massive stars
alive at present. Steeper IMFs are therefore needed to compen-
sate this effect and reproduce the observations. We also note the
correlation between the density ρ and the second slope of the
IMF (α2). A flatter slope corresponds to smaller density and a
steeper slope to higher density. One possible explanation for this
is based on two facts. First, about 60% of our sample belongs
to the mass range of α2. Second, in general for fixed values of
α1 and α3, the smaller the value of α2, the higher the amount of
mass dedicated to generate stars in its mass range. As a conse-
quence, flatter slopes need smaller values of ρ to fit the data.
The last correlation that can be seen in the figure is between α1
and α2 because of the continuity at the IMF mass limit.
Using the most probable values shown in Figs. 6 and 7, we
built two new model variants, the Most Probable (MP) variant
for Drimmel and Stilism extinction maps, respectively. In Fig.
8, we present the apparent visual magnitude Tycho (VT ) versus
Tycho (B − V)T colour divided in three latitude ranges, |b| < 10,
10 < |b| < 30, and 30 < |b| < 90 and for the whole sky. The
colour-map shows the Poissonian distance (δLr) between model
and Tycho-2 data computed for each bin. This visualisation al-
lows us to identify differences between model and data in the
CMDs. The fifth column is for the MP model variant using the
Drimmel extinction map versus Tycho-2. In the fourth column,
for comparison, we show the DAV model variant versus Tycho-2,
in order to show the improvement that the MP variant represents
8 The mean is computed from Table 2 considering only the 8 tests (ID
name with *) whose results are marginally affected by the noise at low
mass reservoir described in appendix B.
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Fig. 6: Corner plot with the projection of the approximate posterior probability distribution function obtained from the exploration
of the six parameters of the thin disc component, including the IMF, the SFH, and the density laws. The vertical solid red lines and
the vertical green dashed lines indicate the mode and the median for each parameter, respectively. For α3, the median and the mode
are superimposed. Green 2D contours and 1D distributions are for the distributions obtained directly from the ABC algorithm. The
blue 1D posterior probability distribution functions are built by accounting, in the posterior PDF, for the differences between BGM
Std and BGM full simulations (see text). The vertical black dashed lines indicate the quantiles 0.16 and 0.84 of this distribution.
On top of each 1D histogram the mode of the distribution and the interval of the 0.16 and 0.84 quantiles for the blue distributions
are indicated. In black at the top right of each one of the 2D panels we show the Pearson’s correlation coefficient. The magenta
cross indicates the parameters of the adopted Mother Simulation. γ is the inverse of the characteristic timescale when assuming an
exponentially decreasing SFH. α1, α2 and α3 are the slopes of the IMF assumed to be a three-times truncated power law with the
mass limits fixed at x1 = 0.5M and x2 = 1.53M. ρ is the thin disc stellar volume mass density at the position of the Sun and hR is
the radial scale length of the thin-disc density profile assumed to be an Einasto shape (see units in Table 1). We obtain these results
assuming the Drimmel & Spergel (2001) extinction map and using as observational data the stars in Tycho-2 catalogue with visual
apparent magnitude VT < 11.
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Fig. 7: As in Fig. 6 but using the Stilism extinction map.
with respect to the best fit model obtained in Mor et al. (2017).
The improvements are significant in the three latitude ranges,
with a clear impact on the bluest half ((B − V)T < 1.0) of the
diagrams while the reddest half ((B−V)T > 1.0) behaves almost
equally for the DAV and MP variants.
Previous works fitting the BGM thin disc component with
observational data result in an excess of blue stars in the simu-
lations at all latitudes (Czekaj et al. 2014 and Mor et al. 2017).
As can be seen in Fig. 8, the MP variant is improving the fit on
the blue side, where young stars dominate, in all latitude ranges,
even in the high latitudes where the impact of the assumption of
a 3D extinction map is expected to be small.
In Fig. 9 we present the colour distribution of Tycho-2 data
(green) and the MP variant (red) using the Drimmel extinction
map. Our Bayesian approach allows for the first time to intro-
duce error bars in this comparison that account for the 1σ level.
The agreement of MP with Tycho-2 is very good in the blue peak
while, as already reported in Czekaj et al. (2014) and Mor et al.
(2017), the red peak is shifted by about 0.05 magnitudes to the
right.
Finally, we ran a BGM Std simulation of the MP variants,
using both Drimmel and Stilism extinction maps, and then we
have compared this with our BGM FASt simulation confirm-
ing that the differences between them are within the 5% re-
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Fig. 8: Colour-magnitude diagram ( apparent visual magnitude Tycho (VT ) vs. Tycho (B − V)T colour) divided into three latitude
ranges: first row: |b| < 10, second row: 10 < |b| < 30 third row 30 < |b| < 90 and for the whole sky (bottom row). The colour-map
of the first, second, and third columns shows the logarithm of the star counts in each bin. First column is Tycho-2 data, second is
the best-fit model variant from Mor et al. (2017) (DAV) obtained using Galactic classical Cepheid and Tycho-2 data, and the third is
the MP variant combination of the most probable value for six parameters explored in Sect. 7.2. The BGM simulations performed
for this figure use the Drimmel extinction map. The colour map of the fourth and fifth rows represents the Poissonian distance
computed for each bin. The total distance indicated in each plot is the Poissonian distance (δP) computed using Equation 58. The
smaller the value of δP, the better the agreement. The fourth column contains Poissonian distance between DAV and Tycho-2, and
the fifth column is the Poissonian distance between MP and Tycho-2. Observational data and simulations are samples limited in
visual apparent magnitude considering the stars with VT < 11.
ported in Sects. 4 and 6 (see detailed tests in Appendix A.2).
To perform these two BGM Std simulations we previously ran
the full process to ensure the local dynamical statistical equilib-
rium (see Sect. 4). With the obtained results we have the local
densities of the Milky Way components for the MP variant and
the eccentricities of the Einasto density profiles () for the age
sub-populations of the thin disc. The results are shown in Ta-
ble 4, the components tagged with an asterisk are imposed while
the others are derived in our strategy. We obtain a total volume
mass density in the solar neighbourhood of 0.113+0.002−0.005M/pc
3
and a local dark matter density of 0.012 ± 0.001M/pc3. For
the total stellar volume mass density of the thin disc we ob-
tain 0.047+0.002−0.005M/pc
3 (see the Table 4 for details on the den-
sity of each thin disc age range). Finally, for the total stel-
lar volume mass density in the solar neighbourhood we obtain
0.051+0.002−0.005M/pc
3.
7.3. The local star-formation scene
In this section we discuss the results obtained in Sect. 7.2. The
whole IMF that we have obtained for the thin disc component,
when using the Stilism 3D extinction map, is, within 1σ level,
compatible for all mass ranges with the Galactic-field IMF given
in Kroupa et al. (2013) (their Eq. 59). For the very-low-mass
range, our results (α1 = 0.5+0.6−0.3) are compatible with a flat func-
tion and have large uncertainties. We have to take into account
that the number of stars with M/M < 0.5 in our simulations is
smaller than 0.02% of the total sample; this is about 100 stars
with very low weight in the comparison of synthetic versus ob-
served CMDs. The integral over the whole mass range from
0.09M to 0.5M is in this case more important than the slope
itself. The value obtained for the second slope of the IMF, in the
mass range from 0.5M to 1.53M, is α2 = 2.2+0.1−0.3 and it is very
close to the value reported in Kroupa (2008) (α2 = 2.2 ± 0.5)
and not far from the Salpeter IMF (α = 2.35). We stress that
about 60% of our simulated sample belongs to stars in this sec-
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Table 4: Local densities M/pc3. Contribution to the total dynamical mass of the population components from BGM Std performed
with the obtained most probable values (MP variant). Columns with (D) present the values obtained when using the Drimmel
extinction map while columns with (S) present the values obtained when using the Stilism map. Additionally, we present the
eccentricities of the Einasto density profiles for the age sub-populations of the thin disc component. The components marked with
an asterisk are fixed and not derived in this paper.
Component Age (Gyr) ρ (D) (D) ρ (S)  (S)
thin disc 1 0-0.10 0.0015+0.0001−0.0002 0.0140 0.0013
+0.0001
−0.0002 0.0140
2 0.10 -1 0.0069+0.0003−0.0007 0.0210 0.0060
+0.0003
−0.0007 0.0209
3 1-2 0.0055+0.0003−0.0006 0.0299 0.0048
+0.0003
−0.0006 0.0298
4 2-3 0.0037+0.0002−0.0004 0.0451 0.0033
+0.0002
−0.0004 0.0448
5 3-5 0.0061+0.0003−0.0006 0.0577 0.0059
+0.0003
−0.0006 0.0574
6 5-7 0.0060+0.0003−0.0006 0.0655 0.0063
+0.0003
−0.0006 0.0652
7 7-10 0.0103+0.0005−0.001 0.0660 0.0123
+0.0005
−0.001 0.0657
brown and white dwarfs* 0.0071 0.0071
total thin disc 0-10 0.047+0.002−0.004 0.047
+0.002
−0.005
young thick disc* 10 0.0036 0.0036
old thick disc* 12 0.0005 0.0005
stellar halo* 14 4.1e-05 4.1e-05
total stellar component 0.051+0.002−0.004 0.051
+0.002
−0.005
ISM* 0.05 0.05
dark matter halo 0.012+0.001−0.001 0.012
+0.001
−0.001
Total 0.113+0.002−0.004 0.113
+0.002
−0.005
Fig. 9: Colour distribution of MP variant and Tycho-2 with a
limit in magnitude of VT = 11. Our Bayesian approach allows
us to compute the error bars (dotted blue) from the simulations
computed using the parameters inside the 1σ level of the poste-
rior probability distribution functions shown in Fig. 6.
ond mass range. For the high-mass range we found an IMF slope
not compatible with Salpeter IMF (α = 2.35) at ∼ 3σ level.
We obtain α3 = 3.7+0.2−0.2 (with Drimmel 3D extinction map) and
α3 = 2.9+0.2−0.2 (with Stilism 3D extinction map). We want to em-
phasise that our slope of the IMF at high mass range is only
valid up to 4M as we estimate that in our samples just 1% of
the stars have masses larger that 4M. As largely discussed in
Mor et al. (2017), the IMF considered in BGM is a composite
IMF (or Integrated Galactic IMF; IGIMF). Moreover, the Tycho-
2 data are a mixture of stars in the field and clusters. The abun-
dant low-mass clusters do not have massive stars while the rare
massive clusters do. This leads to a steepening of the composite
IMF (α f ield > αcluster), which is a sum of all the IMFs in all the
clusters that spawn the Galactic population (Kroupa & Weidner
2003 and Kroupa et al. 2013). Additionally, the deduced shape
of the IMF, when studying field stars, could be influenced by the
dynamical ejection of OB stars from dynamically unstable cores
of young clusters (Elmegreen & Scalo 2006). This may lead to
IMFs that are steeper than those of Salpeter (1955) because, as
dynamical work suggests, the less massive members of a core
of massive clusters are preferentially ejected (Clarke & Pringle
1992; Pflamm-Altenburg & Kroupa (2006)). In Kroupa & Wei-
dner (2003), the authors point toward α f ield & 2.8, compatible
with our results. Scalo (1986) obtain α = 2.7 for stars with
M > 1M and in Kroupa et al. (2013) a slope of α = 2.7 ± 0.4
is reported for masses M & 1M, both within 1σ of our result
obtained with Stilism 3D extinction map. Also compatible with
our results is the work of Rybizki & Just (2015), that, from the
population synthesis side, using Galaxia (Sharma et al. 2011),
obtained a slope of α = 3.02 ± 0.06 at the high mass range.
Some studies found steeper values, such as for example Miller
& Scalo (1979) who reported a galactic field IMF of α ≈ 3.3, and
later Massey (1998) who found very steep values of the IMF of
OB stars in the field for the SMC and LMC, with values around
α ≈ 4.5 (while they found values similar to those of Salpeter
(1955) for stars in OB associations). We note here that the value
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of the slope depends on the specific range of masses upon which
it is based. Finally, we note that, as reported in Kroupa & Weid-
ner (2003), the mass function of the clusters themselves over the
mass range of 10M to 107M can be represented with a power-
law with slope β. Analysing the results presented in Kroupa &
Weidner (2003) (see their Fig. 2) our results favour values of the
slope of the clusters’ mass function of β ≥ 2.
The posterior PDF that we obtain for the inverse of the char-
acteristic timescale of the thin disc SFH assuming a simple ex-
ponential law is not compatible with flat values. When we adopt
the extinction map from Drimmel & Spergel (2001) we ob-
tain γ = 0.09+0.03−0.02Gyr
−1. This is compatible with the value ob-
tained by Aumer & Binney (2009) (see their table 8: γ ≈ 0.09)
when considering the SFH of the thin and thick discs separately.
The value obtained when using the Stilism extinction map is
γ = 0.14+0.03−0.02Gyr
−1, that is, very close to the results obtained
in our case A (γ = 0.13+0.04−0.03Gyr
−1), and falls in the high range
of the values discussed in Aumer & Binney (2009). Although
the γ values that we obtain depend on the assumption of the 3D
extinction map, the value that we estimate for the present rate
of star formation in the disc (averaged along the last 100 Myr)
is very similar for both, being 1.2 ± 0.2M/yr. This is possible
because the total surface mass density at the position of the Sun
is found to be higher for the case of γ = 0.14. Our result is com-
patible with the values found by Robitaille & Whitney (2010)
(0.68 − 1.45M/yr) derived from Spitzer young stellar objects.
Additionally, Licquia & Newman (2015) obtain a value for the
current Milky Way rate of star formation of 1.65 ± 0.19 which
accounts for both the disc and the bulge. Using chemical data,
Snaith et al. (2015) found a higher value of the present rate of
star formation, that is, approximately 2M/yr.
We focus now on our findings for the density laws. For the
radial scale length (hR) of the thin disc component we obtain a
wide posterior PDF showing large uncertainties. Tycho-2 data up
to a magnitude of VT = 11 cover heliocentric radii up to 1.5 − 2
kpc. Therefore the constraints that can be obtained on the radial
scale length counting the stars over all the longitude ranges, as
we do, are weak. Nonetheless the most probable value obtained
when using the Stilism extinction map (hR = 2151pc) is very
close to the value obtained in Robin et al. (2012) (hR = 2170pc).
For the total stellar volume mass density at the position of the
Sun (ρ) we obtain a value of ρ = 0.051+0.002−0.005M/pc
3 (see Ta-
ble 4). Excluding white and brown dwarfs, we obtain a value
of 0.044+0.002−0.005M/pc
3, compatible within 1σ with the results in
Bovy (2017) where he found a value for the giants + main se-
quence stars in the solar neighbourhood of 0.040±0.002M/pc3
, and within 2σ with McKee et al. (2015) who found a value
of 0.036 ± 0.005M/pc3. The results from Reid et al. (2002)
(0.034− 0.037M/pc3) and Flynn et al. (2006) (0.0334M/pc3)
point towards lower values. We obtain a local dark matter vol-
ume density of 0.012+0.001−0.001M/pc
3 when fitting the Galactic rota-
tion curve in the process to ensure the LDSE. This value is com-
patible with Catena & Ullio (2010), Salucci et al. (2010), McMil-
lan (2011) and Bovy & Tremaine (2012). Our value for the local
total mass density (0.113+0.002−0.004M/pc
3) is compatible with the
values of Korchagin et al. (2003) (0.1−0.11M/pc3), Holmberg
& Flynn (2000) (0.102 ± 0.1M/pc3), and van Leeuwen (2007)
(0.112 ± 0.019M/pc3); all three were obtained with Hipparcos
data.
We discuss below four points that could impact our parame-
ter inference: (1) the fixed ingredients of BGM, (2) the Tycho-2
photometric error modelling, (3) the assumptions on the other
Galactic components in the BGM (e.g. thick disc, halo, and
bulge-bar) and (4) the choice of extinction map.
The assumptions for the fixed ingredients of the BGM, for
example, atmosphere models, stellar evolutionary tracks, chem-
ical distribution, or the mass limits of the IMF x1 and x2, could
produce degeneracies between the fixed ingredients and the ex-
plored ingredients or biases introduced by the fixed ingredients.
One example of these biases could be the shift of the red peak be-
tween simulations and Tycho-2 data observed in Fig. 9 that was
already reported in Czekaj et al. (2014) and Mor et al. (2017).
This shift could be caused by several of the fixed BGM ingredi-
ents, for example the atmosphere models, the stellar evolution-
ary tracks, the photometric transformation between Johnson and
Tycho bands, or the treatment of unresolved stellar multiple sys-
tems. In practice, a shift in the red peak implies that there is no
combination of the six explored parameters that is able to exactly
reproduce the data, and therefore the obtained posterior PDFs are
affected by this impossibility. We suspect that this is the reason
why the improvements on the fit comparing the MP variant with
the DAV variant are mostly concentrated in the blue half of the
CMD (see Fig. 8).
The Tycho-2 photometric error modelling could be an addi-
tional source of uncertainty for the derivation of the SFH and
IMF parameters. Assumptions on the other galactic components
considered in the BGM could also influence the results. The
amount of stars from the inner region of the Galaxy and the halo
in the solar neighbourhood is known to be negligible. We esti-
mate that less than 0.5% of the stars in our sample belong to the
halo. The density of the bulge/bar stars is much smaller, even
null. Therefore, our assumptions on the structure of the halo and
the bulge/bar marginally affect our results. The case of the thick
disc component is more complex. We assume the structure of
the thick disc from Robin et al. (2014) with two star-formation
episodes at 10 Gyr and 12 Gyr. With these assumptions we es-
timate that the amount of thick-disc stars in our sample is about
10%. This is small but not negligible. Most of these stars have
ages of the order of 10 Gyr, and thus have a similar age to the
older stars from the thin disc. The consideration of other age dis-
tributions for the thick disc would imply that the thin and thick
discs overlap in different age ranges. Thus the results on the thin
disc, as shown here, could be impacted by our (fixed) hypothe-
ses on the thick-disc SFH. This question will be considered in
the near future. Other structures, such as the spiral arms, are
not considered in the model, and therefore irregularities in the
spatial density distribution are smoothed in the BGM. The sim-
ulated CMDs that fit the Tycho-2 CMDs are thus resulting from
a smoothed simulated solar neighbourhood, while the Tycho-2
CMDs can result from inhomogeneous structures, such as clus-
ters, associations, and resonant structures. This is why we em-
phasise that the IMF that we are deriving is the composite IMF
(or integrated galactic IMF) as we are not simulating the inho-
mogeneities of the star formation in the Galactic disc.
As we can see throughout this paper the choice of the ex-
tinction map is a critical ingredient for our parameter inference.
An overestimation or underestimation of the extinction gener-
ally leads to an underestimation or overestimation of the star
counts that could bias our results. An example of the effects of
the choice of the extinction map is the different IMFs (at high
masses) and SFHs that we are obtaining for Drimmel and Stil-
ism extinction maps. On average, the absorption of the Stilism
map is higher than that of the Drimmel map, producing slightly
smaller star counts, especially in the blue. As a consequence,
to fit the observations when using the Drimmel map we need a
steeper slope of the IMF, at high masses, because in the Drimmel
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map the bluest stars are less absorbed than in the Stilism map.
The differences in the absorption of both maps is also respon-
sible for the slightly different SFHs. For the moment we do not
have enough evidence to decide which map is more precise. In
a future paper, external tests of the Stilism map will be provided
to answer this question.
8. BGM FASt in the context of Galaxy modelling
We have presented the BGM Fast Approximate Simulations
(BGM FASt) which is a strategy to generate Milky Way sim-
ulations at low computational cost. The computational time of a
BGM FASt simulation represents only 0.02% of the equivalent
simulation using the BGM Std strategy. We dedicate the follow-
ing paragraphs to contextualising BGM FASt in the environment
of the Galaxy models. We consider, for this contextualisation,
the Galaxy models that could be fast enough to be used together
with iterative processes like machine learning, ABC, or MCMC
to study the structure and evolution of the Milky Way.
The Galaxy model from Pasetto et al. (2016) is also a popu-
lation synthesis model to deal with large amounts of data from
surveys of the Milky Way. It allows for very quick computation
of CMDs from the distribution function in a given line of sight
avoiding star-by-star sampling. This is a very valuable property
to work with iterative inference processes such as ABC or ge-
netic algorithms. However, when making comparisons with ob-
servational data other than that from CMDs (e.g. parallax or
proper motions), star-by-star sampling (e.g. figure 15 in Pasetto
et al. 2016) is required. Our strategy, on the other hand, starts
with a Mother Simulation which is already sampled and there-
fore BGM FASt never needs to re-sample star-by-star. This al-
lows for quick generation not only of CMDs but also distribu-
tions of other observables such as parallax or proper motions.
Moreover, the CMDs built with BGM FASt have a rigorous treat-
ment of the stellar multiple systems, where we consider if a stel-
lar multiple system is merged or resolved according to the an-
gular resolution of the observational catalogue to be compared
with the simulations. This effect is not considered in the quick
CMDs of Pasetto et al. (2016). These authors paid special at-
tention to the kinematic constraints and dynamical consistency
of the model. As in BGM FASt, the authors consider stationary
state but they emphasise the non-isothermality of the disc and the
formulation for the mixed terms of the Jeans equation obtained
with consistency from the potential; their method ends up with
a dynamical consistency stronger than the one adopted in BGM
FASt where isothermal state is considered and radial and verti-
cal motions are assumed to be decoupled. However, as described
in Sect. 4, the process that ensures LDSE in BGM FASt runs
at a very cheap computational cost. Without doubt the stronger
point of the Galaxy model in Pasetto et al. (2016), in relation
to BGM FASt, is the introduction of the spiral arms as a pertur-
bation of the stellar distribution function. Although they have a
perturbed disc, they still compute its dynamical constraints with
the same Poisson solver as in Robin et al. (2003), which makes
the assumption of an axi-symmetric potential to solve the Pois-
son equation. In the future we may consider a similar technique
(to that used in Robin et al. (2012)) for BGM FASt, such as the
possibility of introducing spiral arms in BGM FASt using an axi-
symmetric Mother Simulation.
TRILEGAL has been used as a prior for a Bayesian study
but its computational cost is probably too expensive for param-
eter exploration using iterative algorithms. Initially it provided
only photometry of any field of the Galaxy but no kinematic pa-
rameters such as proper motions or radial velocities. Nowadays,
TRILEGAL incorporates a kinematic module. Dynamical con-
sistency is not analysed in Girardi et al. (2005). Compared with
TRILEGAL we consider BGM FASt to be more adapted to ex-
ploiting extremely large surveys.
Galfast (Juric´ et al. 2008) takes advantage of the use of
graphics processing units (GPUs) instead of central processing
units (CPU), and due to the computational cost reported in Juric
et al. (2010), it could be fast enough to be used, in some cases, to-
gether with Bayesian iterative techniques. However, as pointed
out in Loebman et al. (2014) this galaxy model does not con-
sider inputs such as SFH, age-metallicity relation, or the IMF.
It is simply a sophisticated Monte Carlo generator designed to
produce a snapshot of the current sky with the stellar content
consistent with SDSS observations and where initially the lumi-
nosity function was taken from Kroupa et al. (1993). Therefore,
nowadays Galfast is not ready to infer the IMF and SFH as BGM
FASt is.
Galaxia code from Sharma et al. (2011) is, for the moment,
fast enough to work with modern Bayesian techniques as seen in
Rybizki & Just (2015). Galaxia can sample stars from an N-body
simulation by splitting each N-body particle into several stellar
populations of different ages and masses, imposing a given IMF
and SFH. On the one hand, the possibility to sample stars from
an N-body simulation is a clear advantage from the point of view
of dynamical consistency, as the N-body evolves naturally from
the interaction of the particles. On the other hand, if one sam-
ples an N-body model with Equation (11) from Sharma et al.
(2011), for a given N-body particle, the kinematic behaviours of
the young and old stars are going to be exactly the same, thus not
following the Jeans equation. Another approach using Galaxia
was taken by Rybizki & Just (2015), where they apply the SFH
to build the N-body simulation, each particle being representa-
tive of an age range. They subsequently use Galaxia to simply
convert each particle to a single stellar population for a given
IMF. They include the Jeans equation implicitly when calculat-
ing the local SFH for their volume complete sample (their Fig.
1). Recalculating the N-body input for different SFHs is compu-
tationally inexpensive but the use of Galaxia to explore the IMF
is relatively slow. Here, BGM FASt is faster than Galaxia (Ry-
bizki, J. private comm.). Alternatively, if one wants to study the
SFH and the IMF simultaneously with Galaxia, one can use it in
the analytical model mode based on the model by Robin et al.
(2003). In Galaxia, the code can be edited to update the density
distribution to the latest versions of the BGM (e.g. Robin et al.
2012, Robin et al. 2014, Czekaj et al. 2014). In BGM FASt, it
is also straightforward to work with the most updated version of
the BGM Std simply by changing the Mother Simulation. For
the moment, Galaxia is not incorporating a rigorous treatment
for the resolution of the stellar multiple systems according to the
angular resolution of the pertinent observational catalogue as we
do in BGM FASt. Therefore, CMDs coming from Galaxia do
not consider this effect. Galaxia in its analytical mode uses the
same dynamical constraints as Bienaymé et al. (1987), as we do
in BGM FASt. The sampling of the distribution function used
in Galaxia is known to be very efficient. It incorporates, among
others, a clever strategy that, given an imposed limiting apparent
magnitude for the simulation, they computes the lowest stellar
mass that can generate a visible star, and then they exclusively
generate stars with masses above this limit. Their sampling strat-
egy is one of the clues that makes Galaxia a tool fast enough to
use it in an iterative processes.
In summary, several Galaxy models and codes have been
built to explore the structure and evolution of the Milky Way.
Their advantages and disadvantages depend on the specific sci-
Article number, page 21 of 30
A&A proofs: manuscript no. 33501corr
entific goals. They are certainly all extremely valuable tools for
the study of the Galaxy but BGM FASt is especially suited to
exploring more complex models with more free parameters, as
is needed, for example, when working with Gaia data.
9. Conclusions
We have developed, tested, and applied a new framework to
perform BGM Fast Approximate Simulations (BGM FASt). We
have shown BGM FASt to be a powerful tool to study the Milky
Way using modern computational Bayesian techniques. This
strategy allows one to explore large parameter spaces using huge
observational surveys (e.g. Gaia DR2). We have demonstrated
the robustness of BGM FASt through several validation tests. In
the context of dynamical consistency, we have shown that the
results obtained using the approximate method to ensure LDSE,
implemented in BGM FASt, are totally compatible with the re-
sults obtained with the full LDSE, implemented in BGM Std.
We have rigorously compared colour-magnitude diagrams and
distributions of mass, age, and colour obtained from both BGM
FASt and BGM Std, demonstrating the superior performance of
BGM FASt. Thanks to the structure of BGM FASt, any improve-
ment on the Galaxy model used as the Mother Simulation is nat-
urally incorporated.
As examples of application of BGM FASt, we have pre-
sented two science demonstration cases using solar neighbour-
hood data. Of special scientific interest is case B, where we have
explored a 6D space of the thin disc component, including the
SFH, the IMF, and the density laws, using Tycho-2 and assuming
two 3D extinction maps, one from Drimmel & Spergel (2001)
and another from Stilism (Lallement et al. 2018). We have seen
that the values of the slopes of the IMF at the first and second
mass ranges (α1 and α2), the values of the thin disc stellar mass
density at the position of the Sun (ρ), and the values of the thin
disc radial scale length (hR) are almost independent of our choice
of 3D extinction map. The results obtained for the composite
IMF (or IGIMF) for the low mass range (α1 = 0.5+0.6−0.3) are com-
patible with a flat function and have large uncertainties. In the
mass range between 0.5M and 1.53M we obtain α2 = 2.1+0.1−0.3.
The value for the total stellar mass density in the solar neighbour-
hood is 0.051+0.002−0.005M/pc
3 and the local dark matter density was
found to be 0.012 ± 0.001M/pc3. We obtain a total mass vol-
ume density in the solar neighbourhood of 0.113+0.002−0.005M/pc
3
(see Table 4). The value of the radial scale length for the thin
disc is obtained with very large uncertainties (e.g. 2151+421−247pc
using Stilism). Our results show that the determination of the
slope of the IMF at the high mass range (α3) and the inverse of
the characteristic time scale of the SFH (γ) is degenerated with
the choice of the 3D extinction map. We have obtained a very
steep slope of α3 = 3.7+0.2−0.2 using the Drimmel extinction map
and a more common slope α3 = 2.9+0.2−0.2 using the Stilism extinc-
tion map. However, both results discard a Salpeter (1955) slope
at the ∼ 3σ level. Our result of the α3 at high mass ranges favour
values of β greater than 2.0 for the mass function of the clus-
ters (see Fig. 2 in Kroupa & Weidner 2003). Finally, for the SFH
we have obtained γ = 0.09+0.3−0.2 and γ = 0.14
+0.3
−0.2 when using the
maps of Drimmel and Stilism, respectively. Despite the differ-
ences in the shape of the two SFHs that we found, the present
rate of star formation that we derived from them is almost iden-
tical, being 1.2 ± 0.2M/yr. With the obtained results we have
notably improved the fit of the BGM with the solar neighbour-
hood stellar content. We conclude that the BGM with these new
parameters will provide a better tool to simulate new Milky Way
surveys.
BGM FASt framework will also allow us, in the future,
to constrain the kinematics, the age-metallicity, and chemo-
dynamics, among others. It is also possible the use of more com-
plex expressions for the IMF, as for example including depen-
dences of the IMF with the metallicity, as done in Jerabkova et al.
(2018). Time variation of the thin disc structure can also be intro-
duced as in Amôres et al. (2017). Moreover, BGM FASt can also
be used to constrain the SFH (and the age of the thin disc) con-
sidering a more flexible, non-parametric distribution. The struc-
ture of the BGM FASt code is built in order to work efficiently
with the ABC algorithms but it can be used with other tech-
niques, such as for example machine learning tools. Although
BGM FASt is designed to work with a BGM simulation, as a
Mother Simulation it can be used with simulations from other
Galaxy models that can be described with Equation (28) even
assuming different functional forms of the fundamental func-
tions. In this case, Equation (35) should be used to compute the
weights. The next step in this work will be the use of the Gaia
data together with a non-parametric SFH in BGM FASt.
To conclude, we want to stress that BGM FASt also consti-
tutes a large technical step in population synthesis galaxy mod-
elling, as for the first time a simulation of the Milky Way is per-
formed using the Apache Hadoop and Apache Spark environ-
ments (Zaharia et al. 2012). The appropriate big data platform
and the efficient ABC algorithm that we use together with the
BGM FASt allow us to address fundamental questions of the
Milky Way structure and evolution using extremely large sur-
veys.
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Appendix A: Testing BGM FASt vs. Std simulations
In this appendix we aim to present the detailed figures of the tests
BGM FASt versus BGM Std reported in Sect. 6 when comparing
the behaviour of colour, mass, and age distributions. Addition-
ally we provide a comparison of colour, mass, and age distribu-
tion between the MP variant (using the combination of the six
most probable of the explored parameters) simulated with BGM
FASt and the MP variant (defined in Sect. 7.2) simulated using
BGM Std.
Appendix A.1: Testing the BGM FASt performance
In Figs. A.1, A.2, and A.3 we present the colour, age, and mass
distributions of the tests BGM FASt versus BGM Std presented
and discussed in Sect. 6. The age distribution is grouped by age-
subpopulation (see Sect. 2.2). Comments on these data are pre-
sented in Sect. 6.1.
Appendix A.2: Testing the MP variant
To test if the obtained BGM FASt MP variant is equivalent to the
BGM Std MP variant we have repeated the tests of Sects. 4.5 and
6.1 for this new variant. We have compared the eccentricities of
the Einasto density profiles and the stellar volume mass density
at the position of the Sun obtained from both the approximate
local dynamical statistical equilibrium used in BGM FASt and
the full LDSE used in the standard BGM. We find differences of
the eccentricities of the Einasto density profiles always smaller
than 1% while we find differences in the stellar volume densi-
ties at the position of the Sun smaller than 3%. Additionally we
have checked that the difference in the local dark matter den-
sity is about 3.5% with negligible effects on the rotation curve as
demonstrated in Sect. 4.5. These differences are inside the mar-
gins reported in Sect. 4.5.
In Fig. A.4 we present the colour, age, and mass distribution
of the MP variant using the Drimmel & Spergel (2001) extinc-
tion map. The age distribution is grouped by age-subpopulation
(see Sect. 2.2). From Sect. 6 we conclude that differences be-
tween BGM FASt and BGM Std are usually below 5%. There-
fore, the error bars in the plots are set to be 5% of the star counts
in the bin to visualise that the differences are smaller. We note
that within the error bars both distributions match each other
very well, demonstrating that BGM FASt provides a good ap-
proximation to the BGM standard for the best model variant fit-
ting Tycho-2 data.
Appendix B: Evaluating the sampling noise in BGM
Appendix B.1: Sampling noise in BGM Standard
In this section we analyse the star-generation strategy of BGM
Std to demonstrate that the discrepancies larger than 5% that
we find occasionally when comparing BGM FASt and BGM Std
(see Sect, 6 and Appendix A) can be explained by the sampling
noise for very-low-mass reservoirs in BGM Std.
As described in Equation (1) of Czekaj et al. (2014), for each
thin-disc age sub-population the mass available to be spent on
star production in a given volume element is quoted as the mass
reservoir.
In Fig. B.1 we present, for the youngest sub-population of
the thin disc component in BGM and for masses bigger than
1.53M, the relative differences in star counts per mass bin
between the sampled stars and the stars predicted by the im-
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posed distribution function G(τ,M,Z, x¯, v¯, α) along 104 realisa-
tions. We expect that the Poisson distribution describes the dis-
tribution of the number of sampled stars of a given interval (e.g.
mass or age) along the 104 realisations. The red boxes in the fig-
ure represent the relative differences between the sampled stars
and the stars predicted by G(τ,M,Z, x¯, v¯, α) if the sampling dis-
tribution would follow exactly a Poisson distribution centred on
the predicted theoretical value. The black boxes are the rela-
tive differences in star counts per mass bin between the stars
generated by BGM Std and the stars predicted by the imposed
G(τ,M,Z, x¯, v¯, α) along 104 realisations. In the left panel we
show the result for a mass reservoir of 104M for a Salpeter
IMF while in the middle and right panels we show the results
for a mass reservoir of 150M for a Salpeter IMF (middle) and
Kroupa-like IMF (right). We note that for the mass reservoir of
104M the BGM standard generation behaves as expected and
approximately follows the Poisson distribution. We detect small
discrepancies with the Poisson distribution that are caused by the
fact that the mass in the mass reservoir runs out. It is important
to notice that the mean value of the distribution coincides with
the expected theoretical value, differing from each other by less
than 0.01%. Regarding the middle panel (Salpeter IMF), we note
that for the first three mass bins the noise is not Poissonian (red
boxes are for Poisson distribution centred in the predicted value)
and is clearly biased towards higher values, thus producing and
oversampling the stars with masses 1.53M < M < 4.5M; the
grey shadow emphasises this bias towards higher values. In the
right plot (Kroupa-like IMF) we note that the deviation from the
Poisson noise is much smaller, marginally affecting the distribu-
tion.
We can conclude that when the mass reservoir is large
enough (M > 104M), we can consider as a first approximation
that the probability of an occurrence of a star generation event is
not affecting the probability of the occurrence of the following
star generation event (necessary condition for a Poisson distribu-
tion). The results therefore approximately follow a Poisson dis-
tribution. When the mass reservoir is small (e.g. M < 500M)
the approximation that the probability of the occurrence of two
star generation events is conditionally independent is no longer
valid and as a consequence the obtained distribution is slightly
biased and does not follow the Poisson distribution.
We have performed the test for all populations and masses.
We only find remarkable effects for the youngest population and
for masses larger than M > 1.53M when the slope of the IMF
in the high mass range is flat. It is important to emphasise that we
roughly estimate that only about 10% of the stars in the samples
that we use in this paper (up to VT = 11) are generated in mass
reservoirs small enough to be affected by the effects discussed in
this appendix.
The discrepancies bigger than 5% found in colour, mass, and
age distributions (Figs. A.1, A.2 and A.3) between BGM FASt
and BGM Std simulations that we reported in Sect. 6 can be
explained by the non-Poissonian sampling noise that we found
in BGM Std for the youngest sub-populations at the high mass
range when the mass reservoir is small. The comparisons in Sect.
4.5 of the densities in a sphere around the Sun are only minorly
affected by this as BGM Std, when working in the sphere mode,
has very large mass reservoirs to generate the stars at the position
of the Sun. It is important to note that the non-Poissonian noise
has a minor effect on the BGM simulations that better fit the thin
disc at the solar neighbourhood. Work is in progress to further
diminish the effects of the noise in the small mass reservoirs.
Appendix B.2: Weighting the sampling noise in BGM FASt
The BGM Std simulation that we use as a Mother Simulation
is a random realisation of an imposed distribution function for
the generated stars in the Galaxy (G(τ,M,Z, x¯, v¯, α)). As a con-
sequence when we weight the stars in BGM FASt strategy we
also weight the noise. This implies, as we demonstrate in this
appendix, that the noise in a BGM FASt simulation is approxi-
mately a factor
√
w¯ of the noise in the Mother Simulation (where
w¯ is the mean weight applied to the Mother Simulation).
If we perform n realizations of a BGM Std simulation with
an imposed G, the distribution of the number of stars Xi in a
given interval of a given parameter, along the n realisations,
can be approximated by a Poisson distribution. If the number
of stars is large enough, the Poisson distribution can be ap-
proximated by a Gaussian distribution with µ = E[Xi] and
σ2 = E[Xi], where E[Xi] is the expected number of stars in
the interval given by the imposed distribution function of the
generated stars in the Galaxy (G(τ,M,Z, x¯, v¯, α)). We discuss be-
low which is, for n realisations of a BGM FASt simulation, the
distribution of the number of stars Xi in a given interval of a
given parameter. We start from a Mother Simulation with an im-
posed distribution function GMS t such as that in a given interval
E[XMS ti ] = NMS t, where NMS t is the expected number of stars.
Performing n realisations, we obtain, as discussed above, an ap-
proximately Gaussian distribution with µMS t = E[XMS ti ] = NMS t
and σ2MS t = E[X
MS t
i ] = NMS t. The sample mean, for a given in-
terval, of the n realisations of the Mother Simulation is known to
be an unbiased estimator for µ, and is computed as follows.
X¯MS t =
1
n
n∑
i=1
XMS ti . (B.1)
The sample variance of the n realisations is known to be an un-
biased estimator for σ2, and is computed as follows.
S 2MS t =
1
n − 1 ·
n∑
i=1
(XMS ti − X¯MS t)2. (B.2)
Next, we build n realisations of a BGM FASt simulation with
an imposed distribution function, GFAS t, applying the pertinent
weights wi to the stars of the n realisations of the Mother Simu-
lation. We assume here that the mean weight applied to a given
interval of a given parameter is approximately the same for the n
realisations, that is w¯. The expected number of stars in the inter-
val for the BGM FASt is therefore E[Xi] = w¯ · NMS t. If the dis-
tribution were Poissonian we would expect, as discussed above,
a Gaussian with µ = w¯ · NMS t and σ2 = w¯ · NMS t. As the n reali-
sations of the BGM FASt are built from the n realisations of the
Mother Simulation then we can write XFAS ti = w¯ · XMS ti and the
sample mean X¯FAS t as follows.
X¯FAS t =
1
n
n∑
i=1
XFAS ti =
1
n
n∑
i=1
w¯ · XMS ti = w¯ · X¯MS t, (B.3)
For n → ∞ we can write µFAS t = w¯ · µMS t and that is exactly
the expected value of stars in the given range for BGM FASt as
mentioned above, E[XFAS ti ] = w¯ · NMS t.
Now if we compute the sample variance:
S 2FAS t =
1
n − 1 ·
n∑
i=1
(XFAS ti − X¯FAS t)2 =
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=
1
n − 1 ·
n∑
i=1
(w¯ · XMS ti − w¯ · X¯MS t)2 = w¯2 · S 2MS t, (B.4)
for n → ∞ we can write σ2FAS t = w¯2 · σ2MS t = w¯2 · NMS t
but we note that the variance for the Poisson distribution with
E[Xi] = w¯ · NMS t would be σ2 = w¯ · NMS t. As a consequence,
the noise in BGM FASt simulation is a factor
√
w¯ of the noise
that a BGM Std simulation would have in its place. Therefore,
σFAS t =
√
w ·σS td. This effect causes an increase or reduction of
the variance proportional to the value of the weight. In the range
of the parameter space that we are exploring, the mean values
of the weights used go from about 0.8 to about 1.20. In Fig. B.2
we present the distribution of the weights needed to generate the
MP variant. Its mean value is 1.023 while the quantiles 0.16 and
0.84 take the values 0.90 and 1.14, respectively. In this case the
distribution of the weights is such that the effects discussed in
this section are very small, as can be seen in Fig. A.4 when com-
paring the colour distribution of the MP variant simulated with
BGM FASt and BGM Full. If for future studies we need weights
much further away from 1 to explain the observational data, it
will be necessary to introduce one or more intermediate steps to
run BGM Std simulations closer to the data to perform the final
parameter exploration.
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Fig. A.1: Colour distribution,(B − V)T , for the BGM FASt vs. BGM Std tests presented in Table 2. All the plotted simulations use
the Drimmel & Spergel (2001) extinction map. The dotted blue line is for the Mother Simulation (DAV variant for the first column
and DCV variant for the second column). The thin green line and the thick red line signify BGM Std and BGM FASt simulations,
respectively.
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Fig. A.2: Age sub-population distribution for the BGM FASt vs. BGM Std tests presented in Table 2. All the plotted simulations use
the Drimmel & Spergel (2001) extinction map. The blue dotted line is for the Mother Simulation (DAV variant for the first column
and DCV variant for the second column). The thin green line and the thick red line signify BGM Std and BGM FASt simulations,
respectively. The error bars are set to be 5% of the stars in the bin to visualise if the differences are below or above it.
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Fig. A.3: Mass distribution for the BGM FASt vs. BGM Std tests presented in Table 2. All the plotted simulations use Drimmel &
Spergel (2001) extinction map. The dotted blue line is for the Mother Simulation (DAV variant for the first column and DCV variant
for the second column). The thin green line and the thick red line signify BGM Std and BGM FASt simulations, respectively. The
error bars are set to be 5% of the stars in the bin to visualise if the differences are below or above it.
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Fig. A.4: Top:(B−V)T distribution. Middle: Star counts for each
of the seven age sub-populations of the thin disc assumed in the
BGM. Bottom: Mass distribution. The simulations are done us-
ing the combination of the six most probable parameters (MP
variant) with the Drimmel & Spergel (2001) extinction map; in
red the simulation is done with BGM FASt while in black it is
done with BGM Std. The error bars are set to be 5% of the stars
in the bin to visualise that the differences between BGM FASt
and BGM Std are below it. The simulations are samples limited
in visual apparent magnitude VT < 11 and photometric errors
are not considered.
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Fig. B.1: Left panel: Behaviour of the noise in BGM Std when the mass reservoir is large. This behaviour is obtained by reproducing
a full star generation process of a mass reservoir of 104M for the youngest age sub-population 104 times. The limits of the boxes
show the position of the first and the third quartile. The limits of the bars show the position of −1.5 · IQR and +1.5 · IQR, where IQR
is the interquartile range. Everything beyond the limits of the bar is considered an outlier. In black we show the relative differences
in star counts between the expected number of stars in a given mass bin and the number of stars obtained with the standard BGM
generation strategy. The red boxes show what these relative differences would be if the generation were to precisely follow a
Poisson distribution centred in the expected value. The noise behaves approximately as a Poisson distribution, as expected. Middle
and right panels: Behaviour of the noise in BGM Std when the mass reservoir is small. This is obtained by by reproducing a full
star generation process of a mass reservoir of 150M for the youngest age sub-population 104 times . This small mass reservoir
only appears occasionally. The middle panel is for very flat slopes of the IMF at high mass range (in this case α3 = 2.35). The
right panel is for an IMF slope of α3 = 3.2 closer to the best slopes fitting the data. In black we show the relative differences
in star counts between the expected number of stars in a given mass bin and the number of stars obtained with the standard BGM
generation strategy. The red boxes show what these relative differences would be if the generation were to precisely follow a Poisson
distribution centred in the expected value. The grey shadow emphasises the differences between the distribution obtained with BGM
Std and the one that would follow exactly a Poisson distribution. We note that the effect is very small for the right panel. We show
the results only for masses up to 5.5M as about 99% of the stars in the simulated samples (limited at VT = 11) have masses smaller
than 5.5M.
Fig. B.2: Distribution of weights applied to the Mother Simula-
tion to obtain the MP variant when using the Drimmel & Spergel
(2001) extinction map. The vertical dashed lines indicate the
0.16 and 0.84 quantiles.
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