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CONTACT LOCI AND MOTIVIC NEARBY CYCLES OF
NONDEGENERATE POLYNOMIALS
LEˆ QUY THUONG AND NGUYEN TAT THANG
Abstract. We study polynomials with complex coefficients which are nondegenerate with
respect to their Newton polyhedron through data on contact loci, motivic nearby cycles and
motivic Milnor fiber. Introducing an explicit description of these quantities we can answer in
part to questions concerning the motivic Milnor fiber of the restriction of a singularity to a
hyperplane and the integral identity conjecture in the context of nondegenerate singularities.
Moreover, in the same context, we give calculations on the Hodge spectrum, the cohomology
groups of the contact loci as well as their compatibility with natural automorphisms.
1. Introduction
Let f be a polynomial in C[x1, . . . , xd] which is nondegenerate with respect to its Newton
polyhedron Γ and vanishes at the origin O of Cd. The problem of computing the motivic
Milnor fiber Sf,O of such an f at O in terms of Γ was firstly mentioned by Guibert in 2002,
and it was solved by him in the case where every monomial of f contains whole d variables
(see [8]). Recently, Steenbrink obtains a full solution in terms of toric geometry, while Bultot
and Nicaise also come back to this topic with a new approach using log smooth models, of
course both of Steenbrink’s method and Bultot-Nicaise’s method do not require additional
hypotheses (see [23] and [1]).
Proposition 1 (Guibert, Bultot-Nicaise). Let f be a polynomial vanishing at the origin O
of Cd nondegenerate with respect to its Newton polyhedron Γ. Then the below identity holds
in the monodromic Grothendieck ring of C-varieties with µˆ-action
Sf,O =
∑
γ
(−1)d+1−dim(γ) ([Xγ(1)] − [Xγ(0)]) ,
where the sum runs over all the compact faces of Γ, and Xγ(0) (resp. Xγ(1)) stands for the
subvariety of Gdm,C defined by the face function fγ (resp. fγ − 1).
On one hand, the nice formula for Sf,O can help to compute the Hodge spectrum of the
singularity of f at O by means of the additivity of the Hodge spectrum operator, namely,
it reduces the computation of Hodge spectrum of a nondegenerate singularity to that of
quasi-homogeneous singularities. On the other hand, however, the formula seems to prevent
somewhat from approaching to other problems, such as the following
Problem 1. Let f be a polynomial in C[x1, . . . , xd] with f(O) = 0, and let H be a hyperplane
in Cd. What is the relation between Sf,O and Sf |H ,O?
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This is a question on a motivic analogue of a monodromy relation of a complex singularity
and its restriction to a generic hyperplane studied early by Leˆ in [14]. A purpose of the present
article is to explore Problem 1 in the context of nondegenerate polynomials by developing
Guibert’s technique in [8] so as to lead to a more refined decomposition for Sf,O. In fact, we
take a look carefully at the definition of the so-called contact loci and the motivic zeta function.
It is a fact that, for every natural n ≥ 1, the n-iterated contact locus Xn,O(f) admits a
decomposition into µn-invariant subvarieties Xn,a(f) along a ∈ N
J
>0 and J ⊆ [d] := {1, . . . , d}.
Here Xn,a(f) is the set of n-jets of order a in Xn,O(f). The nondegeneracy of f allows to
describe Xn,a(f) via Γ, as in Theorem 3.8, which is the key step to compute the motivic zeta
function Zf,O(T ) and the motivic Milnor fiber Sf,O in terms of combinatoric data of Γ, which
yields Theorem 4.1. Let J˜ be the maximal subset of J such that for every j in J \ J˜ , xj do not
appear in f when letting xi = 0 for all i 6∈ J . Let Γ
J˜c
◦ be the set of compact faces γ contained
in {xj = 0} for all j 6∈ J˜ and not contained in other coordinate hyperplanes in R
d.
Theorem (see Theorem 4.1). With the previous hypothesis on f , the identity
Sf,O =
∑
J⊆{1,...,d}
L|J\J˜|
∑
γ∈ΓJ˜
c
◦
(−1)|J |+1−dim(γ)
(
[X
γ,J˜
(1)] − [X
γ,J˜
(0)]
)
holds in the monodromic Grothendieck ring of C-varieties with µˆ-action.
We choose the hyperplane defined by xd = 0 to be H in Problem 1, and we consider for
any n ≥ m in N>0 the so-called (n,m)-iterated contact locus Xn,m,O(f, xd) of the pair (f, xd).
It is a µn-invariant subvariety of Xn,O(f). Then we show in this article that the formal series
Z∆f,xd,O(T ) :=
∑
n≥m≥1
[Xn,m,O(f, xd)]L
−(n+m)dT n
is rational and it can be described via data of Γ. We put S∆f,xd,O := − limT→∞ Z
∆
f,xd,O
(T ).
Using the description of S∆f,xd,O together with Theorem 4.1, a solution to Problem 1 for
nondegenerate singularities can be realized as in the following theorem.
Theorem (see Theorem 4.5). With f as previous, the identity Sf,O = Sf |H ,O + S
∆
f,xd,O
holds
in the monodromic Grothendieck ring of C-varieties with µˆ-action.
We also obtain the similar results on the motivic nearby cycles in the relative version
(Theorems 4.1, 4.5). An important consequence of those results and Theorem 3.8 is a proof
of the integral identity conjecture for certain nondegenerate polynomials (Corollary 4.6).
Looking for further applications of Theorem 3.8 is an interesting work, and here we realize
such an application inspired from Denef-Loeser’s formula in [4, Theorem 1.1]. It is expected
that the singular cohomology groups with compact support of the C-points of Xn,O(f) are
nothing else than the Floer cohomology groups of the n-power of the monodromy of the
singularity f at O. However, this is a very difficult problem, and in the present article we are
only interested in a smaller problem concerning some cohomology groups of Xn,O(f).
Problem 2. Let f be in C[x1, . . . , xd] with f(O) = 0. Compute the sheaf cohomology groups
with compact support Hmc (Xn,O(f),F) for certain sheaves F .
We devote Section 5 to study this problem for nondegenerate singularities not only using
sheaf cohomology with compact support but also the Borel-Moore homology HBM∗ . For any
J ⊆ [d], let fJ be the restriction of f on CJ , which is also nondegenerate with respect to its
Newton polyhedron. We fix an n in N>0, and for a pair (J, a) with J ⊆ [d] and a ∈ [n]
J ,
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we define XJ,a := Xn,a(f
J). Let Pn be the set such that Xn,O(f) =
⊔
(J,a)∈Pn
XJ,a. Consider
the function σ : Pn → Z defined by σ(J, a) = dimCXJ,a. We shall prove Theorem 5.4 that
states that, for f as in Problem 2 and nondegenerate, there always exists a spectral sequence
as follows
E1p,q :=
⊕
σ(J,a)=p
HBMp+q(XJ,a) =⇒ H
BM
p+q(Xn,O(f)).
Also, with the same hypothesis on f , we show in Theorem 5.6 that there is a spectral sequence
Ep,q1 :=
⊕
σ(J,a)=p
Hp+qc (XJ,a,F) =⇒ H
p+q
c (Xn,O(f),F),
for any sheaf of abelian groups F on Xn,O(f). For the latter spectral sequence, we may
ask for which sheaves F it is degenerate at the first page E1. Thanks to the description of
XJ,a in Theorem 3.8, this is equivalent to asking when the sheaf cohomology groups of the
subvarieties Xγ(0) and Xγ(1) of (C
∗)d defined by the vanishing of the compact-face functions
fγ and fγ − 1, respectively, concentrate at the cohomology degree d − 1. An answer to the
question can be found by the help of [6, Theorem 4.3]. Indeed, applying directly [6, Theorem
4.3], we obtain in Lemmas 5.7 and 5.8 that Hj(Xγ(0),Lγ,0) = 0 and H
j(Xγ(1),Lγ,1) = 0 for
all j 6= d− 1 and for suitable nontrivial local systems Lγ,0 and Lγ,1. Taking pullbacks we get
a sheaf Fn as in (5.6), and we compute the sheaf cohomology groups with compact support
of Xn,O(f) with this sheaf. The following is one of the main theorems of the present article.
Theorem (see Theorem 5.12). Let f be as in Problem 2 and nondegenerate, and m in Z.
If m + d − 1 is odd, then Hmc (Xn,O(f),Fn) = 0. If p :=
1
2(m + d − 1) is in Z, there is an
isomorphism
Hmc (Xn,O(f),Fn)
∼=
⊕
γ∈Γc
(
Hd−1(Xγ(1),Lγ,1)
|D
(n)
γ,0,p| ⊕
⊕
k≥1
Hd−1(Xγ(0),Lγ,0)
|D
(n)
γ,k,p
|
)
,
where D
(n)
γ,k,p is a finite set defined explicitly.
Finally, we realize that we can make the previous result stronger by considering the compat-
ibility of the isomorphism in the theorem with the automorphisms of C-vector spaces induced
by the natural automorphism Tn : Xn,O(f) → Xn,O(f) defined as T (ϕ(t)) = ϕ(e
2πi/nt), by
the natural automorphisms of Xγ(1) and by the identity on Xγ(0). This result is given in
Theorem 5.13. Since the information on Tn can give important knowledges of the monodromy
of the singular point O of f , as seen in [4, Theorem 1.2] for a constant sheaf, we hope that
this compatibility would have some application to the study of monodromy of singularity.
2. Preliminaries
2.1. Monodromic Grothendieck ring of varieties. Let S be an algebraic C-variety. Let
VarS be the category of S-varieties, with objects being morphisms of algebraic C-varieties
X → S and a morphism in VarS from X → S to Y → S being a morphism of algebraic C-
varieties X → Y commuting with X → S and Y → S. Denote by µˆ the limit of the projective
system µnm → µn given by x 7→ x
m, with µn = SpecC[T ]/(T
n − 1) the group scheme over C
of nth roots of unity. An action of µˆ on a variety X is an action of a group µn on X, and
the action is good if every orbit is contained in an affine open subset of X. By definition, an
action of µˆ on an affine Zariski bundle X → B is affine if it is a lifting of a good action on B
and its restriction to all fibers is affine.
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The Grothendick group K µˆ0 (VarS) is defined to be an abelian group generated by symbols
[X → S], X endowed with a good µˆ-action and X → S in VarS, such that
[X → S] = [Y → S]
if X and Y are µˆ-equivariant S-isomorphic, that
[X → S] = [Y → S] + [X \ Y → S]
if Y is a µˆ-invariant Zariski closed subvariety in X, and that
[X × AnC, σ] = [X × A
n
C, σ
′]
if σ and σ′ are two liftings of the same µˆ-action on X to X × AnC. There is a natural ring
structure on K µˆ0 (VarS) in which the product is induced by the fiber product over S. The unit
1S for the product is the class of the identity morphism S → S with S endowed with trivial
µˆ-action. Denote by L (or LS) the class of the trivial line bundle S ×A
1 → S, and define the
localized ring MµˆS to be K
µˆ
0 (VarS)[L
−1].
Let f : S → S′ be a morphism of algebraic C-variety. Then we have two important
morphisms associated to f , which are the ring homomorphism f∗ : MµˆS′ →M
µˆ
S induced from
the fiber product (the pullback morphism) and the MC-linear homomorphism f! : M
µˆ
S →M
µˆ
S′
defined by the composition with f (the push-forward morphism). When S′ is SpecC, one
usually writes
∫
S instead of f!.
2.2. Rational series and limit. Let A be one of the rings
Z[L,L−1], Z
[
L,L−1,
1
1− L−n
]
n>0
, and MµˆS .
Let A[[T ]]sr be the A-submodule of A[[T ]] generated by 1 and by finite products of elements
of the form L
aT b
1−LaT b
with (a, b) in Z × N>0. By [2], there is a unique A-linear morphism
limT→∞ : A[[T ]]sr → A such that limT→∞
LaT b
1−LaT b
= −1.
For I contained in {1, . . . , d}, we denote by RI≥0 the set of (ai)i∈I with ai in R≥0 for all
i ∈ I, and by RI>0 the subset of R
I
≥0 consisting of (ai)i∈I with ai > 0 for all i ∈ I. Similarly,
one can define the sets ZI≥0, Z
I
>0 and N
I
>0. Let ∆ be a rational polyhedral convex cone in
RI>0 and let ∆ denote its closure in R
I
≥0 with I a finite set. Let ℓ and ℓ
′ be two integer linear
forms on ZI positive on ∆ \ {(0, . . . , 0)}. Let us consider the series
S∆,ℓ,ℓ′(T ) :=
∑
a∈∆∩NI>0
L−ℓ
′(a)T ℓ(a)
in Z[L,L−1][[T ]]. In this article, we shall use the following lemmas.
Lemma 2.1 (Guibert [8]). Assume that ∆ is open in its linear span and ∆ is generated by
e1, . . . , er which are part of a Z-basis of the Z-module Z
I . Then the series S∆,ℓ,ℓ′(T ) lies in
Z[L,L−1][[T ]]sr and
lim
T→∞
S∆,ℓ,ℓ′(T ) = (−1)
dim(∆).
Lemma 2.2. Fix a subset I of {1, . . . , d} with |I| ≥ 2 and a proper subset K of I. Assume
that K is a disjoint union of nonempty subsets K1, . . . ,Km. Let ∆ be a rational polyhedral
convex cone in RI>0 defined by∑
i∈Kj
cixi ≤
∑
i∈I\K
cixi, 1 ≤ j ≤ m,
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with ci in N, ai > 0 for i in K. If ℓ and ℓ
′ are integral linear forms positive on ∆\{(0, . . . , 0)},
then limT→∞ S∆,ℓ,ℓ′(T ) = 0.
Proof. For a subset J of {1, . . . ,m}, we denote by ∆J the rational polyhedral convex cone in
RI>0 defined by ∑
i∈Kj
cixi <
∑
i∈I\K
cixi (j ∈ J),
∑
i∈Kj
cixi =
∑
i∈I\K
cixi (j 6∈ J).
We then have that ∆ is a disjoint union of the cones ∆J with all J contained in {1, . . . ,m},
and that dim(∆J) = |I|+ |J |−m. By Lemma 2.1 we get limT→∞ S∆J ,ℓ,ℓ′(T ) = (−1)
|I|+|J |−m.
It follows that
lim
T→∞
S∆,ℓ,ℓ′(T ) =
∑
J⊆{1,...,m}
lim
T→∞
S∆J ,ℓ,ℓ′(T ) =
∑
J⊆{1,...,m}
(−1)|I|+|J |−m = 0.
The lemma is proved. 
2.3. Motivic nearby cycles of regular functions. For any C-variety X, let Ln(X) be
the space of n-jets on X, and L(X) the arc space on X, which is the limit of the projective
system of spaces Ln(X) and canonical morphisms Lm(X)→ Ln(X) for m ≥ n. Let πn be the
canonical morphism L(X) → Ln(X). The group µˆ acts on Ln(X) via µn in such a natural
way that ξ · ϕ(t) = ϕ(ξt).
Now we assume that the C-variety X is smooth and of pure dimension d. Consider a regular
function f : X → A1C, with the zero locus X0. For n ≥ 1 one defines the n-iterated contact
locus of f as follows
Xn(f) = {ϕ ∈ Ln(X) | f(ϕ) = t
n mod tn+1}.
Clearly, this variety is invariant by the µˆ-action on Ln(X) and admits a morphism to X0 given
by ϕ(t) 7→ ϕ(0), which defines an element [Xn(f)] := [Xn(f) → X0] in M
µˆ
X0
. We consider
Denef-Loeser’s motivic zeta function
Zf (T ) =
∑
n≥1
[Xn(f)]L
−ndT n,
which is a formal power series in MµˆX0 [[T ]]. Using log-resolution, Denef-Loeser [2] prove that
Zf (T ) is in M
µˆ
X0
[[T ]]sr. The limit Sf := − limT→∞Zf (T ) in M
µˆ
X0
is called the motivic nearby
cycles of f .
If x is a closed point of X0, the C-variety
Xn,x(f) = {ϕ ∈ Ln(X) | f(ϕ) = t
n mod tn+1, ϕ(0) = x},
is also invariant by the µˆ-action on Ln(X), called the n-iterated contact locus of f at x. It is
also proved that the zeta function
Zf,x(T ) =
∑
n≥1
[Xn,x(f)]L
−ndT n
is rational, i.e., in MµˆC[[T ]]sr. The limit Sf,x = − limT→∞Zf,x(T ) is called the motivic Milnor
fiber of f at x. Obviously, if i is the inclusion of x in X0, then Sf,x = i
∗
Sf in M
µˆ
C.
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2.4. Motivic nearby cycles of pairs of regular functions. We now modify slightly the
motivic zeta functions of several functions on X given in [8] and [10]. Assume that X is
smooth and that we have regular functions f and g on X; we then denote by X0 := X0(f, g)
their common zero locus. For n,m ≥ 1, define
Xn,m(f, g) :=
{
ϕ ∈ Ln+m(X) | f(ϕ) = t
n mod tn+1, ordtg(ϕ) = m
}
.
One may check that Xn,m(f, g) is invariant under the natural µn-action on Ln+m(X) and
that there is an obvious morphism of varieties Xn,m(f, g) → X0, thus we obtain the class
[Xn,m(f, g)] of that morphism in M
µˆ
X0
. Let C be a rational polyhedral convex cone in R2>0.
Then the motivic zeta function of the pair (f, g) is the series
ZCf,g(T,U) :=
∑
(n,m)∈C∩N2
[Xn,m(f, g)]L
−(n+m)dT nUm(2.1)
in MµˆX0 [[T,U ]]. For a closed point x in X0, we define the local motivic zeta function of (f, g)
at x to be ZCf,g,x(T,U) := i
∗ZCf,g(T,U), with i the inclusion of {x} in X0. Note that we can
also define ZCf,g,x(T,U) as in (2.1) with Xn,m(f, g) replaced by its µn-invariant subvariety
Xn,m,x(f, g) := {ϕ ∈ Xn,m(f, g) | ϕ(0) = x}.(2.2)
By definition, the local motivic zeta function ZCf,g,x(T,U) is an element of M
µˆ
C[[T,U ]].
Let ℓ be a function on R2 which is a linear form on Z2 and strictly positive on the closure of
C in R2 \{(0, 0)}. By [10], the motivic zeta function ZC,ℓf,g (T ) (resp. Z
C,ℓ
f,g,x(T )) is defined as an
element in MµˆX0 [[T ]] (resp. M
µˆ
C[[T ]]), in the same way as Z
C
f,g(T,U) but with T
nUm replaced
by T ℓ(n,m). The rationality of the series ZCf,g(T,U) and Z
C,ℓ
f,g (T ) (and their local versions) are
stated in [8, The´ore`me 4.1.2] and [10, Section 2.9], up to the isomorphism of rings
M
µˆ
X0
∼= MGmX0×Gm
(see [9, Proposition 2.6]), where Guibert-Loeser-Merle’s result is done in the framework
M
Gm
X0×Gm
. The rationality of these series can be also proved directly using [3, Lemma 3.4]
with a log-resolution. A proof that uses a log-resolution of the zero locus of the product
fg can show explicitly that the limit − limT→∞ Z
C,ℓ
f,g (T ) is independent of the choice of the
mentioned above ℓ, and one denotes it by SCf,g. For a closed point x in X0, we call the element
S
C
f,g,x := i
∗
S
C
f,g = − lim
T→∞
ZC,ℓf,g,x
in MµˆC the motivic Milnor fiber of the pair (f, g) at x.
3. Contact loci and motivic zeta function of a nondegenerate polynomial
3.1. Newton polyhedron of a polynomial. We remark that, during the present article,
we shall use the following notation
[d] := {1, . . . , d},
for d in N>0. Let x = (x1, . . . , xd) be a set of d variables, and let f(x) =
∑
α∈Nd cαx
α be in
C[x] with f(O) = 0, where O is the origin of Cd. Let Γ be the Newton polyhedron of f , i.e.,
the convex hull of the set
⋃
cα 6=0
(α + Rd≥0) in R
d
≥0. Denote by Γc the set of all the compact
faces of Γ. For γ in Γc, we define
fγ(x) =
∑
α∈γ
cαx
α,
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the face function of f with respect to γ. The polynomial f is called nondegenerate with
respect to its Newton polyhedron Γ if for every γ in Γc, the functionfγ is smooth on G
d
m,C.
Consider the function
ℓ = ℓΓ : R
d
≥0 → R
which sends a in Rd≥0 to infb∈Γ〈a, b〉, where 〈•, •〉 is the standard inner product in R
d. For a
in Rd≥0, we denote by γa the face of Γ on which the restriction of the function 〈a, •〉 to Γ gets
its minimum. In other words, b ∈ Γ is in γa if and only if 〈a, b〉 = ℓ(a). Note that γa is in Γc
if and only if a is in Rd>0. Moreover, γa = Γ when a = (0, . . . , 0) in R
d, and γa is a proper face
of Γ otherwise. In general, every proper face of Γ has the form
ε := γ + RI≥0 := {a+ b | a ∈ γ, b ∈ R
I
≥0},
where γ is in Γc and I is a subset of [d], and by abuse of notation we view R
I
≥0 as a subset of
Rd≥0 with coordinates outside I being zero. For γ in Γc, γ + R
I
≥0 and ε being proper faces of
Γ, we define
σ(ε) := {a ∈ Rd≥0 | ε = γa} and σγ,I := σ(γ + R
I
≥0).
Then, it is clear that dim(γ + RI≥0) = dim(γ) + |I| and dim(σγ,I) = d− |I| − dim(γ).
Lemma 3.1 (Hoornaert [12]). Let ε be a proper face of Γ. The following statements hold:
(i) σ(ε) is a relatively open subset of Rd≥0;
(ii) The closure σ(ε) of σ(ε) is equal to {a ∈ Rd≥0 | γa ⊃ ε} and it is a polyhedral cone;
(iii) The function ℓΓ is linear on the cone σ(ε).
Proof. The Newton polyhedron Γ is in fact the convex hull of a finite set of points, say,
P1, . . . , Ps, and the directions of recession e1, . . . , ed, the standard basis of R
d. By [22], one can
regard ε as the convex hull of some points of P1, . . . , Ps and some directions of recession among
e1, . . . , ed. For simplicity, we may assume that ε is associated to P1, . . . , Pr and e1, . . . , ek,
with some r < s and k < d. The cone σ(ε) is then defined by the following equations and
inequations
(3.1)
〈a, P1〉 = 〈a, P2〉 = · · · = 〈a, Pr〉,
〈a, P1〉 < 〈a, Pl〉 for r + 1 ≤ l ≤ s,
ai = 0 for 1 ≤ i ≤ k, aj > 0 for k + 1 ≤ i ≤ d,
which is a relatively open set. The closure σ(ε) is described similarly as above, replacing the
symbol < in (3.1) by the symbol ≤, and (ii) follows. Furthermore, (ii) implies that there
exists a vector b(ε) in ε such that ℓΓ(a) = 〈a, b(ε)〉 for every a in σ(ε). This proves (iii). 
A fan F is a finite set of rational polyhedral cones such that every face of a cone of F is
also a cone of F, and the intersection of two arbitrary cones of F is the common face of them.
The following lemma shows that, when ε runs over the faces of Γ, σ(ε) form a fan in Rd≥0
partitioning Rd≥0 into rational polyhedral cones.
Lemma 3.2 (Hoornaert [12]). Let Γ be the Newton polyhedron of a polynomial in d variables.
Then the closures σ(ε) of the cones associated to the faces of Γ form a fan in Rd≥0. Moreover,
the following hold.
(i) For a fixed proper face ε of Γ, the below correspondence is one-to-one
{faces of Γ that contain ε} → {faces of σ(ε)} : ε′ 7→ σ(ε′).
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(ii) Let ε1 and ε2 be faces of Γ. If ε1 is a 1-codimensional face of ε2, then σ(ε2) is a
1-codimensional face of σ(ε1).
Recall that a vector a in Rd is primitive if its components are integers whose greatest
common divisor is 1. It is easy to see that every face ε of Γ is the intersection of a finite
number of 1-codimensional faces of Γ. One can also prove that, for any 1-codimensional face
of Γ, there exists a unique primitive normal vector in Nd \ {(0, . . . , 0)}.
Lemma 3.3 (Hoornaert [12]). Let ε be a proper face of Γ which is the intersection of r 1-
codimensional faces ε1, . . . , εr with primitive normal vectors w1, . . . , wr, respectively. Then
σ(ε) = Cone(w1, . . . , wr) := {
∑r
i=1 λiwi | λi ∈ R>0} and σ(ε) = {
∑r
i=1 λiwi | λi ∈ R≥0}.
Lemma 3.4. Let γ be in Γc and d = d1+d2 with d1, d2 in N. If σγ,I is contained in R
d1
≥0×R
d2
>0
and K is a subset of I, then σγ,K is contained in R
d1
≥0×R
d2
>0. Moreover, σγ,I is a face of σγ,K .
Proof. We prove the first statement. Let γ +RI≥0 correspond to the unique primitive normal
vectors w1, . . . , wr. Since K is a subset of I, γ + R
K
≥0 is a face of γ + R
I
≥0, thus there exists
a set of primitive vectors {v1, . . . , vs} containing {w1, . . . , wr} which is the set of primitive
normal vectors corresponding to γ + RK≥0. By assumption, a point of σγ,I ⊆ R
d1
≥0 × R
d2
>0 is of
the form a = (a1, . . . , ad) with ai > 0 for d1 + 1 ≤ i ≤ d. A point of σγ,K is of the form a+ b
with a in σγ,I and bi ≥ 0 for every i = 1, . . . , d, hence the first statement follows.
The second statement is a corollary of Lemma 3.2. 
Lemma 3.5. Let γ be in Γc and I a subset of [d] so that γ + R
I is a proper face of Γ. Then
σγ,I is contained in R
d1
≥0 × R
d2
>0 if and only if I is a subset of [d].
Let Mγ be the family of maximal subsets M of [d] such that γ+R
M
≥0 is a proper face of Γ.
By [15, Lemma 3.1], for any M in Mγ , γ + R
I
≥0 is also a proper face of Γ. From now on, we
shall write “I ∈ Pγ” if I is contained in one of elements of Mγ .
Lemma 3.6. There is a canonical partition of Rd≥0 \ {(0, . . . , 0)} with respect to Γ into the
rational polyhedral cones σγ,I with γ in Γc and I ∈ Pγ .
Proving Lemmas 3.5 and 3.6 is trivial.
3.2. Calculation of contact loci of nondegenerate polynomials. Let f be a polynomial
with complex coefficients in d variables nondegenerate with respect to its Newton polyhedron
Γ such that f(O) = 0, where O is the origin of Cd. Let x1, . . . , xd be the standard coordinate
functions on AdC, and for any J ⊆ [d], let A
J
C := Spec (C [(xi)i∈J ]). We may observe that
fJ := f |AJ
C
is nondegenerate with respect to Γ(fJ) as f is nondegenerate with respect to Γ.
For any J ⊆ [d], for integers n ≥ 1 and 0 ≤ ai ≤ n with i in J , we consider the algebraic
C-varieties
Xn,J(f) :=
{
ϕ ∈ Ln(A
d
C) | f(ϕ) = t
n mod tn+1, xi(ϕ) ≡ 0 ∀i 6∈ J
}
and
Xn,(ai)i∈J (f) :=
{
ϕ ∈ Xn,J(f) | ordtxj(ϕ) = aj ∀j ∈ J
}
.
First, observe that
Xn(f) =
⊔
J⊆[d]
Xn,J(f)
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and that
Xn,J(f) =
⊔
a∈([0,n]∩N)J
Xn,a(f).
Moreover, the varieties Xn,J(f) and Xn,(ai)i∈J (f) are invariant under the natural µn-action on
Xn(f) given by ξ · ϕ(t) := ϕ(ξt), for ϕ in Xn(f) and ξ in µn. They also admit a morphism to
X0 sending ϕ to ϕ(0), thus define elements [Xn,J(f)] and
[
Xn,(ai)i∈J (f)
]
in K µˆ0 (VarX0).
Notice that, in the rest of this paper, we shall use the following notation. Let J˜ denote the
maximal subset of J such that for every j in J \ J˜ , xj do not appear in f when letting xi = 0
for all i 6∈ J . Then we have
[Xn,J(f)] = L
|J\J˜|(n+1)
[
X
n,J˜
(f)
]
,
which follows that
∑
n≥1
[Xn,J(f)]L
−dnT n = L|J\J˜ | ·
L|J\J˜|T
1− L|J\J˜ |T
∗

∑
n≥1
[
X
n,J˜
(f)
]
L−dnT n

 ,
where ∗ denotes the Hadamard product of two formal power series. Taking the limit we get
lim
T→∞
∑
n≥1
[Xn,J(f)]L
−dnT n = L|J\J˜| lim
T→∞
∑
n≥1
[
Xn,J˜(f)
]
L−dnT n.
By this equality and to simplify arguments, from now to Theorem 3.8, we assume that J = J˜
for every nonempty J ⊆ [d].
If ϕ is an element of Xn,a(f) for a in [n]
J , then ordtf(ϕ) ≥ ℓJ(a), where ℓJ stands for the
real valued function ℓΓ(fJ ) on R
J
≥0. Therefore we may write
Zf (T ) = Z˜(T ) + Z0(T ) + Z+(T ),
the sum of the formal power series defined as follows
Z˜(T ) :=
∑
J⊆[d]
∑
n≥1
[Xn,(0,...,0),J(f)]L
−dnT n,
Z0(T ) :=
∑
J⊆[d]
∑
a∈∆
(0)
J
[XℓJ (a),a(f)]L
−dℓJ(a)T ℓJ(a),
Z+(T ) :=
∑
J⊆[d]
∑
k≥1
∑
a∈∆
(k)
J
[XℓJ (a)+k,a(f)]L
−d(ℓJ (a)+k)T ℓJ(a)+k,
where
Xn,(0,...,0),J(f) :=
{
ϕ ∈ Xn,J(f) | ordtxj(ϕ) = 0 ∀j ∈ J
}
,
and
∆
(k)
J := {a ∈ N
J | a 6= (0, . . . , 0), aj ≤ ℓJ(a) + k ∀j ∈ J}(3.2)
for every k ≥ 0. Now we put
XJ(0) :=
{
x ∈ GJm,C | f
J(x) = 0
}
,
which is endowed with the trivial µˆ-action and embedded obviously in X0.
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Lemma 3.7. Let J be a subset of [d]. Assume that the C-variety XJ(0) is smooth. Then there
is a µˆ-equivariant Zariski locally trivial fibration Xn,(0,...,0),J(f) → XJ (0) with fiber A
(|J |−1)n
C
which commutes with the morphisms to X0. As a consequence, the identity
[Xn,(0,...,0),J(f)] = [XJ (0)]L
(|J |−1)n
holds in MµˆX0 .
Proof. Similar to a part of the proof of Theorem 3.8 below. 
For the notation explanation before Lemma 3.6, if we here replace Γ by Γ(fJ), we shall
replace the condition “I ∈ Pγ” by the condition “I ∈ Pγ,J”, and this means that γ + R
I
≥0 is
a proper face of Γ(fJ). Denote by ΓJ the set of all the compact faces of Γ(fJ), and if ΓJ is
nonempty, γ is in ΓJ , we denote by σJγ,I the rational polyhedral convex cone in R
J
≥0 dual to
the face γ + RI≥0 of Γ(f
J). By Lemma 3.6 we get
Z0(T ) =
∑
J⊆[d]
∑
γ∈ΓJ
∑
I∈Pγ,J
∑
a∈∆
(0)
J
∩σJ
γ,I
[XℓJ (a),a(f)]L
−dℓJ (a)T ℓJ(a)(3.3)
and
Z+(T ) =
∑
J⊆[d]
∑
γ∈ΓJ
∑
I∈Pγ,J
∑
k≥1
∑
a∈∆
(k)
J
∩σJ
γ,I
[XℓJ (a)+k,a(f)]L
−d(ℓJ (a)+k)T ℓJ(a)+k.(3.4)
We remark that the first sum of (3.3) and (3.4) must be in fact the sum over J ⊆ [d] such
that ΓJ 6= ∅, instead of
∑
J⊆[d]. However, for every J , the term corresponding to Γ
J = ∅ is
zero, we thus remove the condition ΓJ 6= ∅ for simplicity.
For every γ in ΓJ and I ∈ Pγ,J , we consider the morphism
Xγ,J(1) :=
{
x ∈ GJm,C | fγ(x) = 1
}
→ X0
which sends x = (xi)i∈J to (xˆ1, . . . , xˆd), where xˆi = 0 if i is in [d] \ I, and xˆi = xi otherwise.
Clearly, the group µℓJ(a) acts naturally on Xγ,J(1) for a satisfying γ + R
I
≥0 = γa. We also
consider the morphism
Xγ,J(0) :=
{
x ∈ GJm,C | fγ(x) = 0
}
→ X0
which sends x to (xˆ1, . . . , xˆd). Clearly, the group µˆ acts trivially on Xγ,J(0). The classes
in K µˆ0 (VarX0) of the mentioned morphisms will be respectively denoted by Xγ,I,J(1) and
Xγ,I,J(0).
Theorem 3.8. Let J be a subset of [d] such that J = J˜ . If a is in ∆
(0)
J ∩ σ
J
γ,I , then there is
naturally a µˆ-equivariant isomorphism of X0-varieties
τ : XℓJ (a),a(f)
∼= Xγ,J(1)×C A
|J |ℓJ(a)−s(a)
C .
If k ≥ 1 and a is in ∆
(k)
J ∩ σ
J
γ,I , then there is a µˆ-equivariant Zariski locally trivial fibration
π : XℓJ(a)+k,a(f)→ Xγ,J(0),
with fiber A
|J |(ℓJ(a)+k)−s(a)−k
C , which commutes with the morphisms to X0. As a consequence,
the identities
[XℓJ (a),a(f)] = Xγ,I,J(1)L
|J |ℓJ(a)−s(a)
and, for k ≥ 1,
[XℓJ (a)+k,a(f)] = Xγ,I,J(0)L
|J |(ℓJ (a)+k)−s(a)−k
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hold in MµˆX0 .
Proof. It suffices to prove the statements in the theorem for the case when J = [d]. In this
case I must be the empty set, and we shall write simply Xγ(1) (resp. Xγ(0)) for Xγ,[d](1)
(resp. Xγ,[d](0)). We shall write ℓ instead of ℓΓ = ℓ[d].
Firstly, an element ϕ(t) in Xℓ(a),a(f) has the form
(∑ℓ(a)
j=a1
b1jt
j , . . . ,
∑ℓ(a)
j=ad
bdjt
j
)
with
biai 6= 0 for 1 ≤ i ≤ d. The coefficient of t
ℓ(a) in f(ϕ(t)) is nothing but fγa(b1a1 , . . . , bdad),
which is non-zero for every a in σγa,∅ and (b1a1 , . . . , bdad) in Xγa(1). We deduce that Xℓ(a),a(f)
is µℓ(a)-equivariant isomorphic to Xγa(1) ×C A
dℓ(a)−s(a)
C (where the group µℓ(a) acts trivially
on A
dℓ(a)−s(a)
C ) via the map
θ : ϕ(t) 7→
(
(biai)1≤i≤d, (bij)1≤i≤d,ai<j≤ℓ(a)
)
.
Indeed, for every ξ in µℓ(a), the element ϕ(ξt) is sent to
(
(ξaibiai)1≤i≤d, (bij)1≤i≤d,ai<j≤ℓ(a)
)
which equals ξ ·
(
(biai)1≤i≤d, (bij)1≤i≤d,ai<j≤ℓ(a)
)
. Thus θ is a µℓ(a)-equivariant isomorphism.
Checking that θ is compatible with the morphisms to X0 is trivial.
Now, a = (a1, . . . , ad) ∈ ∆
(k)
J and for ϕ(t) = (ϕ1(t), . . . , ϕd(t)) in Xℓ(a)+k,a(f), putting
ϕ˜(t) = (t−a1ϕ1(t), . . . , t
−adϕd(t)),(3.5)
we get
(3.6) f(ϕ(t)) = tℓ(a)fγa(ϕ˜(t)) +
∑
k≥1
tℓ(a)+k
∑
〈α,a〉=ℓ(a)+k
cαϕ˜(t)
α.
Define
f˜(ϕ˜(t), t) := fγa(ϕ˜(t)) +
∑
k≥1
tk
∑
〈α,a〉=ℓ(a)+k
cαϕ˜(t)
α,
which induces a function
f˜ : Lℓ(a)+k+1−a1(A
1
C)×C · · · ×C Lℓ(a)+k+1−ad(A
1
C)×C A
1
C → A
1
C
in such a way that f˜(ϕ˜, t0) = f˜(ϕ˜(t0), t0). It thus follows from (3.6) that ϕ(t) is in Xℓ(a)+k,a(f)
if and only if f˜(ϕ˜(t), t) = tk mod tk+1. By putting ϕ˜i(t) =
∑ℓ(a)−ai+k
j=0 bijt
j for 1 ≤ i ≤ d, the
condition that f˜(ϕ˜(t), t) = tk mod tk+1 means that

fγa(b10, . . . , bd0) = 0 with bi0 6= 0 for 1 ≤ i ≤ d,
qj(b1j , . . . , bd0j) + pj((bi′j′)i′,j′) = 0 for 1 ≤ j ≤ k − 1,
qk(b1k, . . . , bd0k) + pk((bi′j′)i′,j′) = 1,
where pj, for 1 ≤ j ≤ k, are polynomials in variables bi′j′ with i
′
≤ d0, j
′ < j, and
qj(b1j , . . . , bd0j) =
d0∑
i=1
∂fγa
∂xi
(b10, . . . , bd00, 0, . . . , 0)bij .
Note that the function f does not depend on xi for all i > d0.
We consider the morphism π : Xℓ(a)+k,a(f) → Xγa(0) which sends the ϕ(t) described
previously to (b10, . . . , bd0). Since µˆ acts trivially on Xγa(0), we only need to prove that π is
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a locally trivial fibration with fiber A
d(ℓ(a)+k)−s(a)−k
C and commuting with the morphisms to
X0. For every 1 ≤ i ≤ d0, we put
Ui :=
{
(x1, . . . , xd) ∈ Xγa(0) |
∂fγa
∂xi
(x1, . . . , xd) 6= 0
}
;(3.7)
then, by the nondegeneracy of f with respect to Γ, we obtain an open covering {U1, . . . , Ud0}
of Xγ(0). We construct trivializations of π as follows
π−1(Ui)
ΦUi
//
π
##●
●●
●●
●●
●●
Ui ×C A
e
C
pr1
zz✈✈
✈✈
✈✈
✈✈
✈
Ui
where e =
∑d
i=1(ℓ(a)− ai+ k)− k and we identify A
e
C with the subvariety of A
∑d
i=1(ℓ(a)−ai+k)
C
defined by the equations b˜ij = 0 for 1 ≤ j ≤ k − 1 and b˜ik = 1 in the coordinate system (˜blj),
and for ϕ(t) as previous,
ΦUi(ϕ(t)) = ((˜b10, . . . , b˜d0), (˜blj)1≤l≤d,1≤j≤ℓ(a)−al+k),
with b˜ij = 0 if 1 ≤ j ≤ k − 1, b˜ik = 1, and b˜lj = blj otherwise. Furthermore, the inverse map
Φ−1Ui of ΦUi is also regular morphism given explicitly as follows
Φ−1Ui (˜blj) =

ℓ(a)−a1+k∑
j=0
b1jt
j+a1 , . . . ,
ℓ(a)−ad+k∑
j=0
bdjt
j+ad

 ,
where blj = b˜lj for either l 6= i or l = i and k < j ≤ ℓ(a)− al + k, and
bij =
−pj((blj′)l≤d0,j′<j)−
∑
l≤d0,l 6=i
(∂fγa/∂xl)(˜b10, . . . , b˜d0)˜blj
(∂fγa/∂xi)(˜b10, . . . , b˜d0)
,
for 1 ≤ j ≤ k − 1, and
bik =
1− pk((blj′)l≤d0,j′<k)−
∑
l≤d0,l 6=i
(∂fγa/∂xl)(˜b10, . . . , b˜d0 )˜blk
(∂fγa/∂xi)(˜b10, . . . , b˜d0)
.
This proves that π is a locally trivial fibration with fiber AeC. 
4. Motivic nearby cycles of a nondegenerate polynomial and applications
4.1. Calculation of motivic nearby cycles. Let f be in C[x1, . . . , xd] nondegenerate with
respect to its Newton polyhedron such that f(O) = 0, where O is the origin of Cd. Recall
that, for J ⊆ [d], J˜ denotes the maximal subset of J such that for every j in J \ J˜ , xj do not
appear in f when letting xi = 0 for all i 6∈ J . Also recall that Γc denotes the set of compact
faces of Γ, and that ΓJ denotes the set of all the compact faces of Γ(fJ). Let ΓJ˜
c
◦ be the
set of γ’s in Γc contained in the coordinate hyperplanes xj = 0 for all j ∈ J˜
c := [d] \ J˜ and
not contained in other coordinate hyperplanes in Rd, Pγ,J˜ is the family of I ⊆ J˜ such that
γ + RI≥0 is a proper face of Γ(f
J).
The main content of this subsection is to prove the following theorem.
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Theorem 4.1. Let f be in C[x1, . . . , xd] nondegenerate with respect to its Newton polyhedron
such that f(O) = 0, where O is the origin of Cd. Then the following identity holds in MµˆC:
Sf,O =
∑
J⊆[d]
L|J\J˜|
∑
γ∈ΓJ˜
c
◦
(−1)|J |+1−dim(γ)
(
[X
γ,J˜
(1)]− [X
γ,J˜
(0)]
)
.
Furthermore, if the C-varieties {x ∈ GJm,C | f
J(x) = 0} are smooth for all J ⊆ [d], then the
identity
Sf =
∑
J⊆[d]
L|J\J˜|

[XJ˜(0)] + ∑
γ∈ΓJ˜
c
◦
∑
I∈P
γ,J˜
(−1)|J |+1−|I|−dim(γ)
(
Xγ,I,J˜(1)− Xγ,I,J˜(0)
)
holds in MµˆX0 .
Proof. It suffices to prove the second identity and for the case J = J˜ . By Lemma 3.7 we have
Z˜(T ) =
∑
J⊆[d]
∑
n≥1
[XJ(0)]L
(|J |−d−1)nT n =
∑
J⊆[d]
[XJ (0)]
L|J |−d−1T
1 − L|J |−d−1T
,
from which limT→∞ Z˜(T ) = −
∑
J⊆[d][XJ (0)]. Also, by the formulas (3.3), (3.4) and Theorem
3.8 we have
Z0(T ) =
∑
J⊆[d]
∑
γ∈ΓJ
∑
I∈Pγ,J
∑
a∈∆
(0)
J
∩σJ
γ,I
Xγ,I,J(1)L
(|J |−d)ℓJ (a)−s(a)T ℓJ(a)
Z+(T ) =
∑
J⊆[d]
∑
γ∈ΓJ
∑
I∈Pγ,J
∑
k≥1
∑
a∈∆
(k)
J
∩σJ
γ,I
Xγ,I,J(0)L
(|J |−d)(ℓJ (a)+k)−s(a)T ℓJ (a)+k,
where, for k ≥ 0,
∆
(k)
J = {a ∈ N
J | a 6= (0, . . . , 0), aj ≤ ℓΓ(a) + k ∀j ∈ J}.
Now we only need to consider a fixed nonempty J . Denote by ∂Γ(fJ) the boundary of Γ(fJ).
We first assume γ is in ΓJ and γ +RI≥0 is a face contained in ∂Γ(f
J). If I is nonempty, then
ℓJ(a) = 0 all a in σ
J
γ,I , hence the sum over σ
J
γ,I does not contribute to Z0(T ), while the sum∑
k≥1
∑
a∈∆
(k)
J
∩σJ
γ,I
L(|J |−d)k−s(a)T k =
∑
k≥1
∑
a∈σJ
γ,I
∩([0,k]∩N)J
L(|J |−d)k−s(a)T k,
has the limit zero by Lemma 2.2. If I = ∅, by the same argument we get that the series∑
a∈∆
(0)
J
∩σJ
γ,∅
L(|J |−d)ℓJ (a)−s(a)T ℓJ(a)
and ∑
k≥1
∑
a∈∆
(k)
J
∩σJ
γ,∅
L(|J |−d)(ℓJ (a)+k)−s(a)T ℓJ (a)+k
have the limit zero.
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Now we assume that γ is in ΓJ and γ +RI≥0 is not contained in ∂Γ(f
J) for every I ∈ Pγ,J .
This is equivalent to that γ is in ΓJ
c
◦ . For such γ and I, it is clear that ∆
(k)
J ∩ σ
J
γ,I = σ
J
γ,I for
any k ≥ 1, thus limT→∞
∑
a∈σJ
γ,I
L−s(a)T ℓJ(a) = (−1)|J |−|I|−dim(γ) and
lim
T→∞
∑
k≥1
∑
a∈σJ
γ,I
L(|J |−d)(ℓJ(a)+k)−s(a)T ℓJ(a)+k
= lim
T→∞
L|J |−dT
1− L|J |−dT
∑
a∈σJ
γ,I
L(|J |−d)ℓJ(a)−s(a)T ℓJ(a) = (−1)|J |+1−|I|−dim(γ).
It follows that
lim
T→∞
Z0(T ) =
∑
∅6=J⊆[d]
∑
γ∈ΓJ
c
◦
∑
I∈Pγ,J
(−1)|J |−|I|−dim(γ)Xγ,I,J(1)
and
lim
T→∞
Z+(T ) =
∑
∅6=J⊆[d]
∑
γ∈ΓJ
c
◦
∑
I∈Pγ,J
(−1)|J |+1−|I|−dim(γ)Xγ,I,J(0),
hence the theorem is proved. 
Corollary 4.2. Let f be in C[x1, . . . , xd] nondegenerate with respect to its Newton polyhedron
such that f(O) = 0, where O is the origin of Cd. Then the identity
Sf,O =
∑
γ∈Γc
(−1)d+1−dim(γ) ([Xγ(1)] − [Xγ(0)])
holds in MµˆC, where Xγ(1) and Xγ(0) stand for Xγ,[d](1) and Xγ,[d](0), respectively.
Proof. Let γ be a compact face of Γ which is contained in the coordinate hyperplanes xj = 0
for all j ∈ [d] \ J ′ and not contained in other coordinate hyperplanes in Rd, for some J ′ ⊆ [d].
Then we get
[Xγ(1)] = (L− 1)
d−|J ′|[Xγ,J ′(1)] =
∑
J ′⊆J⊆[d]
(−1)d−|J |L|J\J
′|[Xγ,J ′(1)]
and a similar expression for [Xγ(0)]. Now, applying Theorem 4.1, the corollary follows. 
Remark 4.3. The main results in this section revisit Guibert’s work in [8, Section 2.1] with
a bit more general setting. Indeed, in [8] Guibert requires f to have the form
∑
ν∈Nd>0
aνx
ν ,
all the variables x = (x1, . . . , xd) must appear at all the monomials in f , while here we do
not. Recently, Bultot and Nicaise in [1, Theorems 7.3.2, 7.3.5] provide a new approach to the
motivic zeta functions Zf (T ) and Zf,O(T ) for f a nondegenerate polynomial with f(O) = 0
using log smooth models. Our formula in Corollary 4.2 agrees with [1, Theorem 7.3.5], and
with [8, Proposition 2.1.6] modulo some correction for the latter (see [1, Remark 7.3.3]).
Remark 4.4. We view our main results as in the form described in Theorem 4.1 other than
that in Corollary 4.2 because the description in Theorem 4.1 is more useful for applications
in Section 4.2 (see Theorem 4.5 and Corollary 4.6).
CONTACT LOCI, NEARBY CYCLES OF NONDEGENERATE POLYNOMIALS 15
4.2. Restriction to a hyperplane, an application to the integral identity conjecture.
As previous, we consider a polynomial f in C[x1, . . . , xd] which is nondegenerate with respect
to its Newton polyhedron Γ and f(O) = 0. Here, we denote by O and O˜ the origins of Cd and
Cd−1, respectively. Recall that for any subset J of [d], the restriction fJ is also nondegenerate
with respect to Γ(fJ). For simplicity, we shall write f˜ for f [d−1], that is,
f˜(x1, . . . , xd−1) = f(x1, . . . , xd−1, 0).
Let X˜0 be the zero locus of f˜ , and ι the inclusion of X˜0 in X0. Let ∆ be the cone of points
(n,m) in R2>0 defined by m ≤ n.
A main result of this paper is the following theorem. It may be considered as a motivic
analogue (in the context of nondegenerate polynomials) of D. T. Leˆ’s work on a monodromy
relation of a complex singularity and its restriction to a generic hyperplane (see [14]).
Theorem 4.5. Let f be in C[x1, . . . , xd] nondegenerate with respect to its Newton polyhedron
such that f(O) = 0. Then the following identity holds in MµˆC:
Sf,O = Sf˜ ,O˜ + S
∆
f,xd,O
If, in addition, the C-varieties {x ∈ GJm,C | f
J(x) = 0} are smooth for all J ⊆ [d], then the
following identity holds in Mµˆ
X˜0
:
ι∗Sf = Sf˜ + S
∆
f,xd
.
Proof. For simplicity of notation, we are only going to prove the first statement; the second
one can be proved in the same way. It suffices to prove the case J = J˜ for every J ⊆ [d]. For
integers n,m ≥ 1, and 1 ≤ ai ≤ n with i in J , we define
Xn,m,(ai)i∈J (f, xd) := {ϕ ∈ Xn,m(f, xd) | ordtxj(ϕ) = aj ∀j ∈ J, xi(ϕ) ≡ 0 ∀i 6∈ Jd} ,
which is a subvariety of Xn,m,O(f, xd) since aj ≥ 1 for all j in J . Here Jd := J ∪ {d}. The
variety Xn,m,(ai)i∈J (f, xd) is endowed with the natural µn-action ξ · ϕ(t) = ϕ(ξt), which gives
rise to an element
[
Xn,m,(ai)i∈J (f, xd)
]
in K µˆ0 (VarC). Then we get the following decomposition
of [Xn,m,O(f, xd)] in K
µˆ
0 (VarC), for m ≤ n,
[Xn,m,O(f, xd)] =
∑
J⊆[d−1]
∑
a∈([1,n]∩N)J
[Xn,m,a(f, xd)] .
Obviously, if ϕ is in Xn,m,a(f, xd) for a in ([1, n] ∩N)
J , then ordtf(ϕ) ≥ ℓJd(a,m).
Let p be the projection (n,m) 7→ n, which is clearly positive on ∆. Then we have
Z∆,pf,xd,O(T ) =
∑
J⊆[d−1]
∑
n≥m≥1
∑
a∈([1,n]∩N)J
∑
n≥ℓJd(a,m)
[Xn,m,a(f, xd)]L
−d(n+m)T n.
Write Z∆,pf,xd,O(T ) = Z
∆,p
0 (T ) + Z
∆,p
+ (T ), where
Z∆,p0 (T ) =
∑
J,γ
∑
(a,m)∈σ
Jd
γ,∅
[XℓJd (a,m),m,a
(f, xd)]L
−d(ℓJd (a,m)+m)T ℓJd(a,m)
and
Z∆,p+ (T ) =
∑
J,γ
∑
k≥1
∑
(a,m)∈σ
Jd
γ,∅
[XℓJd(a,m)+k,m,a
(f, xd)]L
−d(ℓJd (a,m)+k+m)T ℓJd(a,m)+k,
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with
∑
J,γ standing for
∑
J⊆[d−1]
∑
γ∈ΓJd . Similarly as in Theorem 3.8 we have
[XℓJd(a,m),m,a
(f, xd)] = [Xγ(a,m),Jd(1)]L
(|J |+1)(ℓJd (a,m)+m)−s(a)−m
and
[XℓJd (a,m)+k,m,a
(f, xd)] = [Xγ(a,m),Jd(0)L
(|J |+1)(ℓJd (a,m)+k+m)−s(a)−m−k .
Therefore, in MµˆC,
S
∆
f,xd,O
= − lim
T→∞
Z∆,pf,xd,O(T )
=
∑
J⊆[d−1]
∑
γ∈Γ
Jc
d
◦
(−1)|Jd|+1−dim(γ) ([Xγ,Jd(1)] − [Xγ,Jd(0)]) ,
and the theorem is proved. 
In order to state and prove the following corollary, we denote by Ol the origin of the affine
space Cdl for 1 ≤ l ≤ 3.
Corollary 4.6 (Kontsevich-Soibelman’s Integral identity conjecture). Let (x, y, z) stand for
the standard coordinates of Cd = Cd1 × Cd2 × Cd3 . Let f be in C[x, y, z] nondegenerate with
respect to its Newton polyhedron and satisfying f(O) = 0, f(λx, λ−1y, z) = f(x, y, z) for all
λ in Gm,C. If the C-varieties {x ∈ G
J
m,C | f
J(x) = 0} is smooth for all J ⊆ [d], the following
identity holds in MµˆC: ∫
A
d1
C
i∗Sf = L
d1Sh,O3
where h is the restriction of f to Ad3C , and i is the inclusion of A
d1
C in X0.
Proof. Put f0 := f and id2+1 := Idf−1
d2
(0). For every 1 ≤ j ≤ d2, let fj be the restriction of
fj−1 to y
−1
j (0), and let ij denote the inclusion of f
−1
j (0) in f
−1
j−1(0). Let i˜ be the inclusion of
A
d1
C ≡ A
d1
C ×O2 ×O3 in f
−1
d2
(0). By Theorem 4.5 we have
i∗Sf = i˜
∗
Sfd2
+
d2∑
j=1
(˜i∗ ◦ i∗d2+1 ◦ · · · ◦ i
∗
j+1)S
∆
fj−1,yj .
By the hypothesis on f , it is obvious that
∫
A
d1
C
i˜∗Sfd2 = L
d1Sh,O3 . It remains to prove that∫
A
d1
C
(˜i∗ ◦ i∗d2+1 ◦ · · · ◦ i
∗
j+1)S
∆
fj−1,yj = 0
in MµˆC, for every 1 ≤ j ≤ d2, and we only need to check this with j = 1. Let u be the
composition of the inclusions i2, . . . , id2+1 and i˜. Using the proof of Theorem 4.5 we have
u∗S∆f,y1 =
∑
J
L|J\J˜|
∑
γ∈ΓJ˜
c
◦
∑
I∈P
γ,J˜
(−1)|J |+|I|+1−dim(γ)
(
u∗Xγ,I,J˜(1) − u
∗Xγ,I,J˜(0)
)
,
where the first sum runs over all J = J1 ⊔ J2 ⊔ J3 with Jl ⊆ [dl] (1 ≤ l ≤ 3) and J2 always
containing 1. Since J2 is nonempty, it implies from the hypothesis on f that J1 is nonempty,
hence J˜1 is also nonempty.
Consider an arbitrary compact face γ in ΓJ˜
c
◦ . By Lemma 3.4 and [15, Lemma 4.7], the
family P
γ,J˜
has a unique maximal element M 6= ∅ in the inclusion relation, and this set M is
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contained in J˜1. By definition, Xγ,I,J˜(1) is the class of a morphism whose source is independent
of I, and so is X
γ,I,J˜
(0). Thus Y
γ,J˜
:=
∫
A
d1
C
(u∗X
γ,I,J˜
(1)− u∗X
γ,I,J˜
(0)) is independent of I. It
implies that
∫
A
d1
C
u∗S∆f,y1 = 0, because∫
A
d1
C
∑
I∈P
γ,J˜
(−1)|I|
(
u∗Xγ,I,J˜(1)− u
∗Xγ,I,J˜(0)
)
= Yγ,J˜
∑
I⊆M
(−1)|I| = 0
for all J˜ and γ in the sum expressing u∗S∆f,y1 . 
Remark 4.7. In fact, the integral identity conjecture states for any formal series f(x, y, z) with
coefficients in a field of characteristic zero k such that f(O) = 0 and f(λx, λ−1y, z) = f(x, y, z)
for any λ ∈ k×. It plays a crucial role in Kontsevich-Soibelman’s theory of motivic Donaldson-
Thomas invariants for noncommutative Calabi-Yau threefolds (see [13]). We refer to [15], [16],
[19] and [17] for proofs of different versions of the conjecture.
4.3. Hodge-SteenBrink spectrum. Let f be in C[x1, . . . , xd] with f(O) = 0. Let Bε be
the closed ball in Cd centered at the origin O of Cd and of radius ε, let D∗δ be the punctured
closed disc centered at 0 ∈ C and of radius δ. It is well known that, for 0 < δ ≪ ε ≪ 1, we
have the Milnor fibration
f : Bε ∩ f
−1(D∗δ )→ D
∗
δ ,
which is a smooth locally trivial fibration, with diffeomorphism type independent of the choice
of such ε and δ. The Milnor fiber F = Bε ∩ f
−1(δ) and the monodromy
M : H∗(F,C)→ H∗(F,C)
are crucial objects to study the singularity of f at the origin O of Cd.
Let HSmonC be the abelian category of complex mixed Hodge structures endowed with an
automorphism of finite order, and let K0(HS
mon
C ) its Grothedieck ring (the product will be
denoted by ⊗, which is induced by the tensor product of Q-vector spaces). For an object
(H,T ) of HSmonC , one puts
hsp(H,T ) :=
∑
α∈Q∩[0,1)
tα
( ∑
p,q∈Z
dimCH
p,q
α t
p
)
,
where Hp,qα is the eigenspace of T |Hp,q with respect to the eigenvalue e
2πiα. This gives rise to
a linear map
hsp : K0(HS
mon
C )→ Z[t
Q] :=
⋃
n≥1
Z[t1/n, t−1/n].
By [23], for any j ∈ Z, Hj(F,C) (hence its reduced cohomology) carries a canonical mixed
Hodge structure compatible with the semisimple part Ms of M , which yields an object of the
category HSmonC . With respect to the vanishing cycle sheaf cohomology, one defines the Hodge
spectrum of f at the origin O of Cd as follows (cf. [2, Section 4.3])
Sp(f,O) := tdι
(∑
j∈Z
(−1)jhsp(H˜d−1+j(F,C),Ms)
)
,
with ι(tα) = t−α.
Denote by χmonh the ring morphism M
µˆ
C → K0(HS
mon
C ) which sends the class [X] of a
complex variety X endowed with a good µn-action to its monodromic Hodge characteristic
χmonh ([X]) =
∑
j∈Z
(−1)j
[
Hjc (X,Q), T
]
,
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with T induced by the morphism X → X, x 7→ e2πi/nx. Then we get the group morphism
Sp := hsp ◦ χmonh : M
µˆ
C → Z[t
Q].
One defines Sφf,O := (−1)
d−1
(
Sf,O − 1
)
, which is called the motivic vanishing fiber of f at O.
Theorem 4.8 (Denef-Loeser [2]). There is an identity between fractional Laurent polynomials
Sp
(
f,O
)
= Sp
(
S
φ
f,O
)
.
The following lemma is stated in [7]. Here we shall give it an elementary proof.
Lemma 4.9. For any complex variety X endowed with a good µˆ-action, for any k in N, the
identity Sp([X]Lk) = Sp([X])tk holds.
Proof. Note that Hjc (AkC,Q) = 0 for all j 6= 2k, H
2k
c (A
k
C,Q) = Q, and that H
2k
c (A
k
C,Q) is a
pure Hodge structure of weight 2k with Hodge decomposition
H2kc (A
k
C,Q)⊗C = H
k,k = C.
Assume that X is endowed with a good µn-action. Using the Ku¨nneth formula
Hj+2kc (X ×C A
k
C,Q) = H
j
c (X,Q)⊗H
2k
c (A
k
C,Q)
we get
χmonh ([X ×C A
k
C]) =
∑
j∈Z
(−1)j
[
Hjc (X,Q) ⊗H
2k
c (A
k
C,Q), T ⊗ Id
]
=
(∑
j∈Z
(−1)j
[
Hjc (X,Q), T
])
⊗
[
H2kc (A
k
C,Q), Id
]
,
where T is the endomorphism of Hjc (X,Q) induced by the morphism X → X, x 7→ e2πi/nx.
Since the identification Hk,k → Hk,k has the unique eigenvalue 1, we have
hsp
(
χmonh ([X ×C A
k
C])
)
= hsp
(
χmonh ([X)
)
tk.
The lemma is proved. 
Now, by Theorem 4.1, Theorem 4.8, Lemma 4.9 and the additivity of Sp we have the
following result.
Proposition 4.10. Let f be in C[x1, . . . , xd] such that f(O) = 0 and f is nondegenerate with
respect to its Newton polyhedron Γ. Then the following identity holds
Sp(f,O) =
∑
J⊆[d]
t|J\J˜|
∑
γ∈ΓJ˜
c
◦
(−1)|J |+d−dim(γ)
(
Sp([Xγ,J˜(1)]) − Sp([Xγ,J˜ (0)])
)
+ (−1)d,
where ΓJ˜
c
◦ is the set of compact faces of Γ contained in the coordinate hyperplanes xj = 0 for
all j ∈ [d] \ J˜ and not contained in other coordinate hyperplanes in Rd.
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5. Cohomology groups of contact loci of nondegenerate singularities
5.1. Borel-Moore homology groups of contact loci. Let f be in C[x1, . . . , xd] which is
nondegenerate with respect to its Newton polyhedron Γ and f(O) = 0, where O is the origin
of Cd. In this subsection, we consider the n-iterated contact locus Xn,O(f) of f at O and its
subvarieties Xn,a(f), for every n in N>0. By the computation in Subsection 3.2 we have the
following decomposition of the contact loci
Xn,O(f) =
⊔
J⊆[d]
⊔
a∈([1,n]∩N)J
Xn,a(f)
=
⊔
J,γ
⊔
a∈∆˜
(0)
J
∩σJ
γ,∅
ℓJ (a)=n
XℓJ (a),a(f) ⊔
⊔
J,γ
⊔
a∈∆˜
(n−ℓJ (a))
J
∩σJ
γ,∅
ℓJ (a)<n
Xn,a(f),
where
⊔
J,γ stands for
⊔
J⊆[d]
⊔
γ∈ΓJ , and for k ≥ 0,
∆˜
(k)
J :=
{
a ∈ NJ>0 | aj ≤ ℓJ(a) + k ∀ j ∈ J
}
.(5.1)
Remark that this ∆˜
(k)
J is only a subset of ∆
(k)
J in (3.2), and that every element ϕ of Xn,a(f)
satisfies ϕ(0) = O since a in NJ>0.
Let us rearrange the terms in the previous decomposition in the following way. Denote
by Pn the set of all (J, a) such that J ⊆ [d] and such that a ∈ ∆˜
(0)
J ∩ σ
J
γ,∅ if ℓJ(a) = n and
a ∈ ∆˜
(n−ℓJ(a))
J ∩ σ
J
γ,∅ if ℓJ(a) < n (where γ ∈ Γ
J). For (J, a) ∈ Pn, we also denote by XJ,a the
corresponding set Xn,a(f) in the above decomposition. Then we have
Xn,O(f) =
⊔
(J,a)∈Pn
XJ,a.(5.2)
We define an ordering in Pn as follows: for (J, a) and (J
′, a′) in Pn, (J
′, a′) ≤ (J, a) if and
only if J ′ ⊆ J and ai ≤ a
′
i for all i ∈ J
′, where a = (ai)i∈J and a
′ = (a′i)i∈J ′ .
Lemma 5.1. Let n be in N>0. For all (J, a) and (J
′, a′) in Pn, the following are equivalent:
(i) (J ′, a′) ≤ (J, a),
(ii) XJ ′,a′ ⊆ XJ,a,
(iii) XJ ′,a′ ∩XJ,a 6= ∅,
where the closure is taken in the usual topology.
Proof. For (J, a) ∈ Pn with a = (a1, . . . , an), ai = 0 if i /∈ J , by definition, XJ,a consists
of n-jets ϕ(t) = (ϕ1(t), . . . , ϕn(t)) with ϕi ≡ 0 if i /∈ J , ordtϕi(t) = ai, if i ∈ J , and with
f(ϕ) = tn mod tn+1. Then XJ,a consists of such ϕ(t) with ordtϕi(t) ≥ ai, i ∈ J . The lemma
is straightforward. 
Lemma 5.2. For any n ∈ N>0 and (J, a) ∈ Pn , we have:
XJ,a =
⊔
(J ′,a′)≤(J,a)
XJ ′,a′ .
Proof. This lemma is a direct corollary of Lemma 5.1. 
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We consider the integer-valued function σ : Pn → Z given by σ(J, a) = dimCXJ,a, for every
n ∈ N>0. Put
Sp :=
⊔
σ(J,a)≤p
XJ,a,(5.3)
for p ∈ N. The below is a property of σ and Sp’s.
Lemma 5.3. Let n be in N>0.
(i) If (J ′, a′) ≤ (J, a) in Pn, then σ(J
′, a′) ≤ σ(J, a).
(ii) For all p ∈ N, Sp are closed and Sp ⊆ Sp+1. As a consequence, there is a filtration of
Xn,O(f) by closed subspaces:
Xn,O(f) = Sd0 ⊇ Sd0−1 ⊇ · · · ⊇ S−1 = ∅,
where d0 denotes the C-dimension of Xn,O(f).
Proof. The first statement (i) is trivial. To prove (ii), we take the closure of Sp; then using
Lemma 5.2 we get
Sp =
⊔
σ(J,a)≤p
XJ,a =
⊔
σ(J,a)≤p
⊔
(J ′,a′)≤(J,a)
XJ ′,a′ .
This decomposition and (i) imply that Sp ⊆ Sp, which proves that Sp is a closed subspace.
The remaining statements of (ii) are trivial. 
A main result of this section is the following theorem. To express the result, we work with
the Borel-Moore homology HBM∗ .
Theorem 5.4. Let f be in C[x1, . . . , xd] nondegenerate with respect to its Newton polyhedron
and f(O) = 0. Then there is a spectral sequence
E1p,q :=
⊕
σ(J,a)=p
HBMp+q(XJ,a) =⇒ H
BM
p+q(Xn,O(f)).
Proof. We have the following the Gysin exact sequence:
· · · → HBMp+q(Sp−1)→ H
BM
p+q(Sp)→ H
BM
p+q(Sp \ Sp−1)→ H
BM
p+q−1(Sp−1)→ · · · .
Put
Ap,q := H
BM
p+q(Sp), Ep,q := H
BM
p+q(Sp \ Sp−1).
Then we have the bigraded Z-modules A :=
⊕
p,q Ap,q and E :=
⊕
p,q Ep,q. The previous
exact sequence induces the following exact couple
〈A,E;h, i, j〉,
where h : A → A is induced from the inclusions Sm ⊆ Sm+1, i : A → E and j : E → A are
induced from the above exact sequence. Since the filtration in Lemma 5.3 (ii) is finite, that
exact couple gives us the following spectral sequence
E1p,q := Ep,q = H
BM
p+q(Sp \ Sp−1) =⇒ H
BM
p+q(Xn,O(f)).
On the other hand,
Sp \ Sp−1 =
⊔
σ(J,a)=p
XJ,a,
and moreover, in the union, the closure of all the terms are disjoint. Therefore
HBMp+q(Sp \ Sp−1) =
⊕
σ(J,a)=p
HBMp+q(XJ,a).
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The theorem is then proved. 
The previous theorm has the following corollary, which is easy to prove.
Corollary 5.5. With the hypothesis as in Theorem 5.4, there is an isomorphism of groups
HBM2d0 (Xn,O(f))
∼= Zs,
where s is the number of connected components of Xn,O(f) having the same complex dimension
d0 as Xn,O(f).
5.2. Sheaf cohomology groups of contact loci. In what follows, we investigate the sheaf
cohomology groups of the contact loci Xn,O(f) of the nondegenerate singularity f at the origin
O of Cd. Let us recall the decomposition (5.2) as follows
Xn,O(f) =
⊔
(J,a)∈Pn
XJ,a.
Here we also use the function σ : Pn → Z which sends each (J, a) to dimCXJ,a.
Theorem 5.6. Let f be in C[x1, . . . , xd] nondegenerate with respect to its Newton polyhedron
and f(O) = 0. Then, there is a spectral sequence
Ep,q1 :=
⊕
σ(J,a)=p
Hp+qc (XJ,a,F) =⇒ H
p+q
c (Xn,O(f),F).
Proof. We use the definition of Sp in (5.3) and the notation in Lemma 5.3, and for simplicity,
we shall write S for Sd0 = Xn,O(f). For any 0 ≤ p ≤ d0, we put
S◦p := Sp \ Sp−1,
which is µn-invariant, and we consider the following inclusions
jp : S
◦
p →֒ Sp, kp : S \ Sp →֒ S, ip : Sp →֒ S.
Put Fp := (jp)!F|S◦p and
F p(F) := (kp−1)!(kp−1)
−1F , for p ≥ 1,
with the convention F 0(F) := F . Then we have the exact sequences
0→ F p+1(F)→ F p(F)
and
0→ (ip)∗Fp → F|Sp → F|Sp−1 ,
here by F|Sp we mean (ip)∗(ip)
−1F . Therefore we have the following diagram
0
↓
0 ip∗Fp
↓ ↓
0 → F p+1(F) → F → F|Sp → 0
↓ || ↓
0 → F p(F) → F → F|Sp−1 → 0
It implies from the snake lemma that F p(F)/F p+1(F) ∼= (ip)∗Fp. Thus there is a filtration of
F by “skeleta”
F = F 0(F) ⊇ F 1(F) ⊇ · · · .
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It gives the following spectral sequence of cohomology groups with compact support
(5.4) Ep,q1 (S,F) := H
p+q
c (S, (ip)∗Fp)⇒ H
p+q
c (S,F).
Since Sp is a closed subset of S, H
m
c (S, (ip)∗Fp)
∼= Hmc (Sp,Fp) for any m in N. Also, by
the isomorphisms given by the extension by zero sheaf, we have
Hmc (Sp,Fp) = H
m
c (Sp, (jp)!F|S◦p )
∼= Hmc (S
◦
p ,F|S◦p ).
The proof is completed. 
To compute the cohomology groups of the contact loci with certain sheaves as coefficients
we consider the C-points on varieties with the usual topology of the ambient space CN . We
abuse the notation in Corollary 4.2 to write Xγ(1) and Xγ(0) for each γ in Γc respectively for
the topological spaces{
x ∈ (C∗)d | fγ(x) = 1
}
and
{
x ∈ (C∗)d | fγ(x) = 0
}
.
Put r0 = dim γ. Then we can find out a toric change of coordinates
ν : (C∗)d → (C∗)r0 × (C∗)d−r0
so that the Laurent polynomial fγ(ν(z)) depends only on the first r0 variables and that the
dimension of its Newton polytop ∆0 is r0. This gives an isomorphism
ν˜ : Xγ(0)→ {z ∈ (C
∗)r0 | fγ(ν(z)) = 0} × (C
∗)d−r0 .
It implies from [20, Proposition 5.1] that fγ(ν(z)) is a nondegenerate Laurent polynomial
since fγ(x) is. Let Lγ,0 be the pullback via the isomorphism ν˜ of the local system
Eγ ⊗ F
⊗(d−r0),
where Eγ is an arbitrary nontrivial rank one C-local system on {z ∈ (C
∗)r0 | fγ(ν(z)) = 0}
and F is an arbitrary nontrivial rank one C-local system on C∗. Such local systems Eγ and F
are chosen from the inspiration from [6, Theorem 4.3]. Let Vol be the usual Euclidean volume
and VolZ = r0!Vol the Z-valued normalized r0-dimensional volume with respect to Z
r0 .
Lemma 5.7. With the previous notation and hypothesis,
Hj(Xγ(0),Lγ,0) = 0
for all j 6= d− 1, and
dimHd−1(Xγ(0),Lγ,0) = VolZ(∆0, . . . ,∆0),
where ∆0 is the Newton polytop of fγ(ν(z)), and for each r0-tuple (∆1, . . . ,∆r0) of lattice
polytopes in Rr0, their normalized r-dimensional mixed volume VolZ(∆1, . . . ,∆r0) ∈ Z is
defined by the formula
(5.5) VolZ(∆1, . . . ,∆r0) =
1
r0!
r0∑
k=1
(−1)r0−k
∑
I⊆[r0]
|I|=k
VolZ
(∑
i∈I
∆i
)
.
Proof. The lemma follows from the Ku¨nneth formula, Theorem 4.3 of [6] and the previous
arguments (see also [21]). 
Similarly, let r1 be the dimension of the convex hull of γ ∪ {0}. By the same way as
previous, we can find a toric change of coordinates so that the polynomial fγ(x)− 1 involves
only first r1 variables. Denote by ∆1 the Newton polytop of that polynomial after changing
the coordinates. We also define a sheaf Lγ,1 by the same way. Then it also implies from
Ku¨nneth formula and [6, Theorem 4.3] the following lemma.
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Lemma 5.8. With the previous notation and hypothesis,
Hj(Xγ(1),Lγ,1) = 0
for all j 6= d− 1, and
dimHd−1(Xγ(1),Lγ,1) = VolZ(∆1, . . . ,∆1).
For simplicity we write ∆˜(k) instead of ∆˜
(k)
[d] (see (5.1)) for k ≥ 0, and σγ instead of σ
[d]
γ,∅.
Let Fa,0 be the pullback of the sheaf L
∨
γ,1 ⊗ Ca via the isomorphism
τ : Xℓ(a),a(f)→ Xγ(1) ×C A
dℓ(a)−s(a)
C
in Theorem 3.8, where Ca is a C-constant sheaf on C
dℓ(a)−s(a).
Lemma 5.9. Put p := dimCXℓ(a),a(f) = (d−1)+dℓ(a)− s(a). With the previous hypothesis,
if p− q 6= d− 1,
Hp+qc (Xℓ(a),a(f),Fa) = 0.
If p− q = d− 1, then for a in ∆˜(0) ∩ σγ we have
dimHp+qc (Xℓ(a),a(f),Fa,0) = VolZ(∆1, . . . ,∆1).
Proof. Using τ and the Ku¨nneth formula we have the canonical isomorphisms
Hp+qc (Xℓ(a),a(f),Fa,0) ≃ H
p+q−2(dℓ(a)−s(a))
c (Xγ(1),L
∨
γ,1)
≃ Hp−q(Xγ(1),Lγ,1)
∨.
These directly imply the first equality. They together with Lemma 5.8 give the second one. 
Also by Theorem 3.8, for k ≥ 1 and a in ∆(k)∩σγ , there is a Zariski locally trivial fibration
π : Xℓ(a)+k,a(f)→ Xγ(0),
with fiber Cd(ℓJ (a)+k)−s(a)−k. Let Fa,k denote the sheaf (π
−1Lγ,0)
∨ on Xℓ(a)+k,a(f) which is
the dual of the pullback of Lγ,0 via the previous morphism.
Lemma 5.10. Put p := dimCXℓ(a)+k,a(f) = (d−1)+d(ℓ(a)+k)−s(a)−k. With the previous
hypothesis, if p− q 6= d− 1,
Hp+qc (Xℓ(a)+k,a(f),Fa,k) = 0.
If if p− q = d− 1, for a in ∆˜(k) ∩ σγ , there is a canonical isomorphism
Hp+qc (Xℓ(a)+k,a(f),Fa,k)
∼= Hd−1(Xγ(0),Lγ,0).
As a consequence,
dimHp+qc (Xℓ(a)+k,a(f),Fa,k) = VolZ(∆0, . . . ,∆0).
Proof. For simplicity, in this proof we denote
X := Xℓ(a)+k,a(f), Y := Xγ(0), E := π
−1Lγ,0.
Since X = Xℓ(a)+k,a(f) is an orientable smooth complex manifold, we get the following duality
Hp+qc (X,Fa,k) ≃ H
p−q(X,F∨a,k)
∨ = Hp−q(X,E)∨.
On the other hand, we have the Leray spectral sequence
Ei,j1 := H
i(Y,Rjπ∗E) =⇒ H
i+j(X,E).
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We are going to prove that Rjπ∗E = 0 for all j > 0, which then implies that this spectral
sequence is degenerate at E1 and we get H
i(X,E) = H i(Y, π∗E) for all i.
Since Lγ,0 is a local system on Y , the sheaf E is a local system on X (see [5], section 2.5).
Therefore, for every j > 0, Rjπ∗E is a local system on Y whose stalk over an arbitrary point
y in Y is equal to
(Rjπ∗E)y = H
j(π−1(y), E).
Since π−1(y) is contractible for all y in Y , we have Hj(π−1(y), E) = 0 for all j > 0, which
implies that Rjπ∗E = 0 for all j > 0. This yields
Hp−q(X,E) = Hp−q(Y, π∗E) = H
p−q(Xγ(0),Lγ,0).
Then the conclusion follows from this equality and Lemma 5.7. 
Now we fix an n in N>0. For k ∈ N and a ∈ N
d
>0 with n = ℓ(a) + k, we write ia,k for the
inclusion
Xℓ(a)+k,a(f) →֒ Xn,O(f).
Consider the following sheaf on Xn,O(f),
Fn :=
⊕
γ∈Γc
⊕
k≥0
⊕
a∈∆˜(k)∩σγ
n=ℓ(a)+k
(ia,k)!Fa,k.(5.6)
For γ ∈ Γc, k ∈ N and p ∈ Z, we denote by D
(n)
γ,k,p be the set of all a ∈ ∆˜
(k) ∩ σγ such that
n = ℓ(a)+ k and d− 1+ dn− s(a)− k = p. Clearly, this set is of finite cardinal. By the above
construction, we have the following
Lemma 5.11. Let f be as previous, Fn as in (5.6), and m in Z. If m+ d − 1 is odd, then
Hmc (Xn,O(f),Fn) = 0. If p :=
1
2(m+ d− 1) is in Z, there is a canonical isomorphism
Hmc (Xn,O(f),Fn)
∼=
⊕
γ∈Γc
( ⊕
a∈D
(n)
γ,0,p
Hmc (Xℓ(a),a(f),Fa,0)⊕
⊕
k≥1
⊕
a∈D
(n)
γ,k,p
Hmc (Xn,a(f),Fa,k)
)
.
Proof. We only need to prove for the case where p := 12(m+ d− 1) is in Z. If n = ℓ(a)+ k for
k ≥ 0, we have
H∗c (Xℓ(a)+k,a(f),Fn) = H
∗
c (Xℓ(a)+k,a(f), (ia,k)
−1(ia,k)!Fa,k)
= H∗c (Xℓ(a)+k,a(f),Fa,k).
Therefore, we can rewrite the first page Ep,q1 of the spectral sequence in Theorem 5.6 as⊕
γ∈Γc
( ⊕
a∈D
(n)
γ,0,p
Hp+qc (Xℓ(a),a(f),Fa,0)⊕
⊕
k≥1
⊕
a∈D
(n)
γ,k,p
Hp+qc (Xn,a(f),Fa,k)
)
.
It implies from Lemma 5.9 and Lemma 5.10 that Ep,q1 = 0 for all pairs (p, q) except the case
where p− q = d− 1. Therefore the spectral sequence is degenerate at the first page E1. 
Consider the case where p := 12 (m+ d− 1) is in Z. As shown in Lemmas 5.9 and 5.10 we
get, for a ∈ D
(n)
γ,0,p,
Hmc (Xℓ(a),a(f),Fa,0)
∼= Hd−1(Xγ(1),Lγ,1)
∨ ∼= Hd−1(Xγ(1),Lγ,1),
and for k ≥ 1 and a ∈ D
(n)
γ,k,p,
Hmc (Xℓ(a)+k,a(f),Fa,k)
∼= Hd−1(Xγ(0),Lγ,0)
∨ ∼= Hd−1(Xγ(0),Lγ,0).
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This together with Lemma 5.11 implies the following result.
Theorem 5.12. Let f be as previous, Fn as in (5.6), and m in Z. If m+ d− 1 is odd, then
Hmc (Xn,O(f),Fn) = 0. If p :=
1
2(m+ d− 1) is in Z, there is an isomorphism
Hmc (Xn,O(f),Fn)
∼=
⊕
γ∈Γc
(
Hd−1(Xγ(1),Lγ,1)
|D
(n)
γ,0,p| ⊕
⊕
k≥1
Hd−1(Xγ(0),Lγ,0)
|D
(n)
γ,k,p
|
)
.
We close this subsection by remarking that the isomorphism in Theorem 5.12 is not canon-
ical since a vector space is not canonically isomorphic to its dual space. It also implies from
Lemmas 5.9 and 5.10 that the dimension of Hmc (Xn,O(f),Fn) can be computed in terms of
the Newton polytops of the face functions of f .
5.3. Compatibility with monodromies. We continue the previous subsection with some
discussion on the monodromy action on the contact loci of (f,O). For a in [n]d with γa = γ
and n = ℓ(a), let us consider the automorphism
Θγ,a : Xγ(1)→ Xγ(1)
sending (x1, . . . , xd) to (e
2πia1/ℓ(a)x1, . . . , e
2πiad/ℓ(a)xd). It induces the following automorphism
on the cohomology group with compact supports
Θ∗γ,a : H
∗
c (Xγ(1), (Θγ,a)!Lγ,1)→ H
∗
c (Xγ(1),Lγ,1).
Let Tn be the automorphism
Xn,O(f)→ Xn,O(f)
defined by Tn(ϕ(t)) = ϕ(e
2πi/nt), and for k ∈ N and n = ℓ(a)+k, let Ta,k be the automorphism
of Xℓ(a)+k,a(f) induced by Tn. Let Ga,0 be the pullback of Lγ,1 ⊗ Ca via τ , where Ca = C is
the constant sheaf on Cdℓ(a)−s(a). For k ≥ 1 and Ui as in (3.7), {π
−1(Ui)}i is an open covering
of Xℓ(a)+k,a(f). We use the trivializations
ΦUi : π
−1(Ui)→ Ui × C
e
in the proof of Theorem 3.8, where e = d(ℓ(a) + k) − s(a) − k. For k ≥ 1, let Ga,k be the
sheaf on Xℓ(a)+k,a(f) such that Ga,k(π
−1(Ui)) is the pullback via ΦUi of Lγ,0(Ui)⊗ C
′
a, where
C ′a = C is the constant sheaf on C
e. Put
Gn :=
⊕
γ∈Γc
⊕
k≥0
⊕
a∈∆˜(k)∩σγ
n=ℓ(a)+k
(ia,k)!Ga,k,
which is a sheaf on Xn,O(f) quite different to the sheaf Fn in the the previous subsection.
Since the automorphisms Tn and Ta,k are proper and smooth, they induce the following
automorphisms on the cohomology groups with compact support
T ∗n : H
∗
c (Xn,O(f), (Tn)!Gn)→ H
∗
c (Xn,O(f),Gn)
and
T ∗a,k : H
∗
c (Xℓ(a)+k,a(f), (Ta,k)!Ga,k)→ H
∗
c (Xℓ(a)+k,a(f),Ga,k).
Theorem 5.13. Let f and G be as above and m in Z. If p := 12(m + d − 1) is in Z, then
there is a canonical isomorphism
Hmc (Xn,O(f),Gn)
∼=
⊕
γ∈Γc
(
Hd−1c (Xγ(1),Lγ,1)
|D
(n)
γ,0,p| ⊕
⊕
k≥1
Hd−1c (Xγ(0),Lγ,0)
|D
(n)
γ,k,p
|
)
which is compatible with T ∗n and
⊕
γ∈Γc
⊕
a∈D
(n)
γ,0,p
Θ∗γ,a ⊕ Id.
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Proof. By construction, the spectral sequence
Ep,q1 :=
⊕
k=n−ℓ(a)≥0
dimC Xn,a(f)=p
Hp+qc (Xℓ(a)+k,a(f),Ga,k) =⇒ H
p+q
c (Xn,O(f),Gn)
is compatible with the automorphisms ⊕
k=n−ℓ(a)≥0
dimC Xn,a(f)=p
T ∗a,k
and T ∗n . For a in ∆˜
(0) ∩ σγ , and q denoting dℓ(a)− s(a), we obtain from τ and the Ku¨nneth
formula a canonical isomorphism
Λγ,a : H
p+q
c (Xℓ(a),a(f),Ga,0)→ H
d−1
c (Xγ(1),Lγ,1).
This isomorphism makes the following diagram commutative
Hp+qc (Xℓ(a),a(f), (Ta,0)!Ga,0)
Λγ,a
−−−−→ Hd−1c (Xγ(1), (Θγ,a)!Lγ,1)
T ∗a,0
y yΘ∗γ,a
Hp+qc (Xℓ(a),a(f),Ga,0)
Λγ,a
−−−−→ Hd−1c (Xγ(1),Lγ,1).
For k ≥ 1, a in ∆˜(k) ∩ σγ and Ui as in (3.7), the trivialization ΦUi is given explicitly by
ΦUi(ϕ(t)) = (coefficients of t
j in ϕ˜(t))j , where ϕ˜(t) is defined as in (3.5). Thus, Ta,k is locally
a direct summation of the identity of Xγ(0) and a C-linear automorphism of C
e. Since a
linear automorphism is a morphism of degree 1, it follows that the C-linear automorphism of
Ce induces the identity morphism on the 2e-th cohomology group with compact support
Id : C = H2ec (C
e,C)→ H2ec (C
e,C) = C.
This implies that the automorphism T ∗a,k, for k ≥ 1, is nothing else than
Id : Hd−1c (Xγ(0),Lγ,0)→ H
d−1
c (Xγ(0),Lγ,0).

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