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a b s t r a c t
The subject of this paper is the analytic approximation method for solving stochastic
differential equations with time-dependent delay. Approximate equations are defined on
equidistant partitions of the time interval, and their coefficients are Taylor approximations
of the coefficients of the initial equation. It will be shown, without making any restrictive
assumption for the delay function, that the approximate solutions converge in Lp-norm and
with probability 1 to the solution of the initial equation. Also, the rate of the Lp convergence
increases when the degrees in the Taylor approximations increase, analogously to what
is found in real analysis. At the end, a procedure will be presented which allows the
application of this method, with the assumption of continuity of the delay function.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction and preliminary results
It is well-known that the evolution of a physical system depending only on its present state and some random input
can often be described by a stochastic ordinary differential equation. However, in many physical situations the rate of
change of the system depends not only on the present state but also on its past states. In such cases, stochastic differential
delay equations or stochastic functional differential equations provide an important tool for describing and analyzing
systems incorporating memory. There is an extensive literature concerning deterministic and stochastic delay differential
equations, since these equations frequently provide more realistic models for phenomena which display time delay than
their instantaneous counterparts. Such equations arise, for example, in population dynamics, in medicine and in the theory
of materials with memory. Thus, a model of neurological diseases is considered in [1], while the study of human postural
sway is presented by [2]. On the other hand, cell population growth in a noisy environment can be described by the following
stochastic differential equation with time-dependent delay:
dx(t) = (ρ0x(t)+ ρ1x(t − δ(t)))dt + βx(t)dw(t), t ≥ 0, (1)
x0 = ξ = {ξ(θ), θ ∈ [−τ , 0]},
where x(t) represents a population of cells at time t . In this model, one assumes that, once activated, cell division is not
instantaneous. In that sense, ρ0 represents a proportionate rate of instantaneous cell growth and ρ1 is a proportionate rate
of delayed cell growth, while δ can be interpreted as the cell-division time.
Moreover, in [3] the following stochastic Lotka–Volterra model with time-dependent delay is considered:
dxi(t) = xi(t)

bi +
n−
j=1
aijxj(t)+
n−
j=1
bijxj(t − δj(t))

dt + σidw(t)

, (2)
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for t ≥ 0 and i = 1, 2, . . . , n, where xi(t) represents the population size of the ith species, bi is the intrinsic growth
rate of the ith species, aij, bij, i, j = 1, 2, . . . , n, measure the amount of competition between the species xi and xj,
δj ∈ C1([0,∞); [0, τ ]), τ > 0, j = 1, 2, . . . , n, are delay functions and the terms xj(t − δj(t)) represent the negative
feedback crowding.
The main interest in the theory of stochastic differential delay equations is related to the existence, uniqueness and
stability, as well as to the study of qualitative and quantitative properties of the solutions. We refer the reader to
Mohamed [4], Mao [5] and the literature cited therein. The fact that stochastic differential delay equations in most cases
cannot be solved explicitly was the main motivation for the development of the approximate method which will be
presented in this paper, and which could lead to some constructions of appropriate numerical methods. Some of the results
related to this subject can be found in [6–10].
Before stating the main results, we present the essential notation and definitions which are necessary for further
consideration. The initial assumption is that all random variables and processes are defined on a filtered probability space
(Ω,F , {Ft}t≤0, P)with a filtration {Ft}t≥0 satisfying the usual conditions (that is, it is increasing and right-continuous, and
F0 contains all P-null sets). Letw(t) = (w1(t), w2(t), . . . , wm(t))T , t ≥ 0, be anm-dimensional standard Brownianmotion,
Ft-adapted and independent ofF0. Let the Euclidean norm be denoted by |·| and, for simplicity, trace[BTB] = |B|2 formatrix
B, where BT is the transpose of a vector or a matrix.
For a given τ > 0, let C([−τ , 0]; Rd) be the family of continuous functions ϕ from [−τ , 0] to Rd, equipped with the
supremum norm ‖ϕ‖ = sup−τ≤θ≤0 |ϕ(θ)|.
Let us begin with a discussion of the following equation in which the delay is time dependent. In that sense we present
a Borel measurable function δ : [t0, T ] → [0, τ ] such that
dx(t) = f (x(t), x(t − δ(t)), t)dt + g(x(t), x(t − δ(t)), t)dw(t), t ∈ [t0, T ], (3)
xt0 = ξ = {ξ(θ), θ ∈ [−τ , 0]}, (4)
where f : Rd × Rd × [t0, T ] → Rd and g : Rd × Rd × [t0, T ] → Rd×m are Borel measurable and x(t) is a d-dimensional state
process. The initial condition ξ is supposed to be a Ft0-measurable and C([−τ , 0]; Rd)-valued random variable such that
E‖ξ‖2 <∞.
A d-dimensional stochastic process {x(t), t ∈ [t0− τ , T ]} is said to be a solution to Eq. (3) with the initial value (4) if it is
a.s. continuous and Ft-adapted,
 T
t0
|f (x(t), x(t − δ(t)), t)|dt <∞ a.s.,  Tt0 |g(x(t), x(t − δ(t)), t)|2dt <∞ a.s., xt0 = ξ a.s.
and for every t ∈ [t0, T ], the integral form of Eq. (3) holds a.s.
A solution {x(t), t ∈ [t0− τ , T ]} is said to be unique if any other solution {x˜(t) : t ∈ [t0− τ , T ]} is indistinguishable from
it, in the sense that P{x(t) = x˜(t), t ∈ [t0 − τ , T ]} = 1.
The existence-and-uniqueness theorem (see [5]) guarantees that if f and g are Lipschitz continuous in x and y, that is,
there exists a positive constant K such that for all t ∈ [t0, T ] and x, x˜, y, y˜ ∈ Rd,
|f (x, y, t)− f (x˜, y˜, t)|2

|g(x, y, t)− g(x˜, y˜, t)|2 ≤ K(|x− x˜|2 + |y− y˜|2), (5)
and if they satisfy the linear growth condition, that is, for all (x, y, t) ∈ Rd × Rd × [t0, T ],
|f (x, y, t)|2

|g(x, y, t)|2 ≤ K(1+ |x|2 + |y|2), (6)
then there exists a unique a.s. continuous solution x(t) to Eq. (3). Moreover, if E‖ξ‖p < ∞ for any p ≥ 2, then
E supt0−τ≤t≤T |x(t)|p <∞ [5, Theorem 5.4.1, p. 158].
The fundamentals of the approximate method considered here go back to papers in [11–14]. In [11] the solution x =
{x(t), t ∈ [0, 1]} of the ordinary stochastic differential equation dx(t) = a(x(t), t)dt+b(x(t), t)dw(t), t ∈ [0, 1], x(0) = x0,
is approximated by the processes xn = {xn(t), t ∈ [0, 1]}, n ∈ N , by connecting successively the solutions xn = {xn(t), t ∈
[tk, tk+1]}, k = 0, 1, . . . , n − 1, of the equations dxn(t) = a(xn(tk), t)dt + b(xn(tk), t)dw(t), t ∈ [tk, tk+1], xn(0) = x0 at
division points tk of an arbitrary partition 0 = t0 < t1 < · · · < tn = 1 of the time interval. The rate of this approximation
in the Lp sense, p ≥ 2, is found to be O(δp/2n )when n →∞ and δn = max0≤k≤n−1(tk+1 − tk)→ 0.
In [12], the result from [11] is improved by using the sequence of linear stochastic differential equations dxn(t) =
[a(xn(tk), t) + a′x(xn(tk), t)(xn(t) − xn(tk))]dt + [b(xn(tk), t) + b′x(xn(tk), t)(xn(t) − xn(tk))]dw(t), t ∈ [tk, tk+1], xn(0) =
x0, k = 0, 1, . . . , n− 1, that is, the equation in which the drift and diffusion coefficients are Taylor approximations of a and
b up to the first derivative in x. The rate of this approximation in the Lp sense was O(δpn)when n →∞ and δn → 0.
Atalla’s concept in [12] is appropriately extended in [13] in the sense that drift and diffusion coefficients of the
approximate equations are taken to be Taylor approximations of a and b up to them1th andm2th derivatives, respectively.
In this case, the closeness of the solutions in the Lp sense was measured as O(δ(m+1)p/2n ) when n → ∞ and δn → 0,
wherem = min{m1,m2}. In [14] this idea was extended to stochastic integrodifferential equations and in [15] to stochastic
functional differential equations.
By following the concepts from papers [13–15], we want to approximate the solution of Eq. (3) using a sequence of
solutions to stochastic differential equations with drift and diffusion coefficients which are Taylor approximations of f and
g , up to arbitrary derivatives in the first and second arguments. Although stochastic differential delay equations present a
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class of stochastic functional differential equations, we emphasize that the approximatemethod in the present paper differs
from the one in [15] since it incorporates the special type of past dependence described by stochastic differential delay
equations.
2. The main results
Let us first present Eq. (3) in its equivalent integral form,
x(t) = ξ(0)+
∫ t
t0
f (x(s), x(s− δ(s)), s)ds+
∫ t
t0
g(x(s), x(s− δ(s)), s)dw(s), (7)
for all t ∈ [t0, T ], with the initial condition (4). Let also
t0 < t1 < · · · < tn = T (8)
be an equidistant partition of the interval [t0, T ] where n is chosen in such a way that there exists an integer n∗ such that
τ = n∗ T−t0n . So the partition points of the interval [t0 − τ , T ] are
tk = t0 + kn (T − t0), k = −n∗,−n∗ + 1, . . . ,−1, 0, 1, . . . , n,
with δn = (T − t0)/n ∈ (0, 1) for large enough integers n ∈ N .
Our goal is to approximate the solution of Eq. (7) on the partition (8) by the process {xn(t) : t ∈ [t0 − τ , T ]} using
Taylor expansion of the coefficients f and g in the first and second arguments. If t ∈ [tk, tk+1], k ∈ {0, 1, . . . , n − 1}
then, since the delay is time dependent, s − δ(s), s ∈ [tk, t] could take its values from some of the intervals [tj, tj+1), j =
k− n∗, k− n∗+ 1, . . . , k. For this reason, we cannot immediately determine the points at which we should take derivatives
in the Taylor expansion in the second argument of the coefficients of the equation. It appears natural to consider subsets
Ajk, j = k − n∗, k − n∗ + 1, . . . , k, of the interval [tk, t] where Ajk = {s ∈ [tk, t] : s − δ(s) ∈ [tj, tj+1)}. Obviously, we will
take derivatives of the coefficients of Eq. (7) in the second argument at the point xn(tj)whenever s ∈ Ajk. Because of that, for
t ∈ [tk, tk+1] and s ∈ [tk, t], we introduce the step process
xˆn(s) =
k−
j=k−n∗
IAjk
(s)xn(tj), (9)
where xn(tj) = ξ(tj − t0) for j ∈ {−n∗,−n∗ + 1, . . . ,−1}.
The solution x = {x(t), t ∈ [t0, T ]} to Eq. (7) will be approximated on the partition (8) by the solutions {xn(t), t ∈
[tk, tk+1]}, k = 0, 1, . . . , n− 1, of the equations
xn(t) = xn(tk)+
∫ t
tk
m1−
i=0
dif (xn(tk), xˆn(s), s)
i! ds+
∫ t
tk
m2−
i=0
dig(xn(tk), xˆn(s), s)
i! dw(s), t ∈ [tk, tk+1], (10)
satisfying the initial condition xnt0 = ξ a.s. In this equation the drift and diffusion coefficients are Taylor approximations of f
and g in the first argument in the neighbourhood of the points xn(tk) and in the second argument in the neighbourhood of
the points xˆn(s), s ∈ [tk, t], k = 0, 1, . . . , n− 1, up to them1th andm2th derivatives, respectively, where
dif (xn(tk), xˆn(t), t) =
i−
j=0

i
j

∂ if (xn(tk), xˆn(t), t)
∂ jxn(t)∂ i−jxn(t − δ(t)) (1x
n
tk)
j(1xˆnt )
i−j,
dig(xn(tk), xˆn(t), t) =
i−
j=0

i
j

∂ ig(xn(tk), xˆn(t), t)
∂ jxn(t)∂ i−jxn(t − δ(t)) (1x
n
tk)
j(1xˆnt )
i−j,
for1xntk = xn(t)− xn(tk) and1xˆnt = xn(t − δ(t))− xˆn(t).
In a view of (9), we can rewrite Eqs. (10) in the form
xn(t) = xn(tk)+
−1
j=k−n∗
∫
Ajk
m1−
i=0
dif (xn(tk), ξ(tj − t0), s)
i! ds+
k−
j=0
∫
Ajk
m1−
i=0
dif (xn(tk), xn(tj), s)
i! ds
+
−1
j=k−n∗
∫
Ajk
m2−
i=0
dig(xn(tk), ξ(tj − t0), s)
i! dw(s)+
k−
j=0
∫
Ajk
m2−
i=0
dig(xn(tk), xn(tj), s)
i! dw(s), (11)
whenever t ∈ [tk, tk+1].
The approximate solution xn = {xn(t), t ∈ [t0 − τ , T ]} is constructed as an a.s. continuous process by connecting
successively the initial condition {ξ(θ),−τ ≤ θ ≤ 0} and the processes {xn(t), t ∈ [tk, tk+1]} at the points tk whenever
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k = 0, 1, . . . , n− 1. Obviously, it must be required that f and g satisfy appropriate conditions. With no particular emphasis
on conditions, we suppose the existence and uniqueness of the solutions explicitly used in our discussion. In addition to the
Lipschitz condition (5) and the linear growth condition (6), we introduce the following assumptions:
A1: The functions f and g have Taylor expansions in the first and second arguments up to them1th andm2th derivatives,
respectively.
A2: Partial derivatives of the orders m1 + 1 and m2 + 1 of the functions f and g , respectively, are uniformly bounded,
i.e. there exists a positive constant L such that
sup
Rd×Rd×[t0,T ]
∂m1+1f (x, y, t)∂xj∂ym1+1−j
 ≤ L, j = 0, 1, . . . ,m1 + 1,
sup
Rd×Rd×[t0,T ]
∂m2+1g(x, y, t)∂xj∂ym2+1−j
 ≤ L, j = 0, 1, . . . ,m2 + 1.
A3: There exist unique, a.s. continuous solutions x and xn to Eqs. (7) and (10), respectively, such that, for p ≥ 2,
E sup
t∈[t0−τ ,T ]
|x(t)|p <∞, E sup
t∈[t0−τ ,T ]
|xn(t)|(M+1)2p ≤ Q <∞,
whereM = max{m1,m2} and Q > 0 is a constant independent of n. Moreover, we suppose that E‖ξ‖(M+1)2p <∞ and that
all the Lebesque and Ito integrals that will be used further are also well defined.
A4: The initial condition (4) is Lipschitz continuous, i.e. there exists a constant β > 0 such that, for all−τ ≤ θ1, θ2 ≤ 0,
|ξ(θ2)− ξ(θ1)| ≤ β|θ2 − θ1|.
As one can see, the last assumption is weaker than the usual one when the object of consideration is an equation with
time-dependent delay, that is Lipschitz continuity of the function δ.
From the assumptionA3 it follows immediately that
E sup
t∈[t0−τ ,T ]
|xˆn(t)|(M+1)2p ≤ Q ,
since supt∈[t0−τ ,T ] |xˆn(t)| ≤ supt∈[t0−τ ,T ] |xn(t)| a.s.
Furthermore, we will apply several times, without special emphasis, the elementary inequality
∑m
i=1 ai
q ≤
mq−1
∑m
i=1 a
q
i , ai > 0, q ∈ N , the Ito isometry, and the Hölder inequality to Lebesgue integrals and the Burkholder–Davis–
Gundy inequality to Ito integrals.
In order to estimate the closeness of the solutions x and xn, we first state some auxiliary results which will be used in the
proofs of the main results.
Proposition 1. Let {xn(t), t ∈ [tk, tk+1]}, k = 0, 1, . . . , n − 1, be the solution to Eq. (10) and let the condition (6) and the
assumptionsA1–A3 be satisfied. Then, for every 2 ≤ r ≤ (M + 1)p,
E sup
s∈[tk,t]
|xn(s)− xn(tk)|r ≤ C · n−r/2, t ∈ [tk, tk+1], k = 0, 1, . . . , n− 1.
Moreover, if the assumptionA4 is satisfied, then
sup
s∈[tk,t]
E|xn(s− δ(s))− xˆn(s)|r ≤ C · n−r/2, t ∈ [tk, tk+1], k = 0, 1, . . . , n− 1,
where C and C are generic constants independent of n.
Proof. For reasons of notational simplicity, let us define
F(xnt , x
n
t−δ(t), t; xntk , xˆnt ) =
m1−
i=0
dif (xn(tk), xˆn(t), t)
i! ,
G(xnt , x
n
t−δ(t), t; xntk , xˆnt ) =
m2−
i=0
dig(xn(tk), xˆn(t), t)
i! .
Then, in view ofA1, for t ∈ [tk, tk+1], k = 0, 1, . . . , n− 1, we have
f (xn(t), xn(t − δ(t)), t) = F(xnt , xnt−δ(t), t; xntk , xˆnt )+ r fm1(1xntk ,1xˆnt , t), (12)
g(xn(t), xn(t − δ(t)), t) = G(xnt , xnt−δ(t), t; xntk , xˆnt )+ rgm2(1xntk ,1xˆnt , t),
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where
r fm1(1x
n
tk ,1xˆ
n
t , t) =
dm1+1f (xn(tk)+ θ1xntk , xˆn(t)+ θ1xˆnt , t)
(m1 + 1)! ,
rgm2(1x
n
tk ,1xˆ
n
t , t) =
dm2+1g(xn(tk)+ θ1xntk , xˆn(t)+ θ1xˆnt , t)
(m2 + 1)! , θ ∈ (0, 1),
are the appropriate remainders in Taylor approximations of the functions f and g , respectively. Using the assumption A2,
that is, the uniform boundedness of the (m1+ 1)th and (m2+ 1)th partial derivatives of the functions f and g , respectively,
and also the Newton binomial formula, we find that
r fm1(1x
n
tk ,1xˆ
n
t , t) ≤
L
(m1 + 1)! (|1x
n
tk | + |1xˆnt |)m1+1, (13)
rgm2(1x
n
tk ,1xˆ
n
t , t) ≤
L
(m2 + 1)! (|1x
n
tk | + |1xˆnt |)m2+1, (14)
for t ∈ [tk, tk+1], k = 0, 1, . . . , n− 1.
In order to estimate E sups∈[tk,t] |xn(s) − xn(tk)|r , we will apply the previously mentioned elementary inequality to
Eq. (10), the Hölder inequality to the Lebesgue integral and the Burkholder–Davis–Gundy inequality to the Ito integral.
Then, we get for all t ∈ [tk, tk+1], k = 0, 1, . . . , n− 1,
E sup
s∈[tk,t]
|xn(s)− xn(tk)|r ≤ 2r−1(t − tk)r−1
∫ t
tk
E|F(xns , xns−δ(s), s; xntk , xˆns )|rds
+ 2r−1cr(t − tk) r2−1
∫ t
tk
E|G(xns , xns−δ(s), s; xntk , xˆns )|rds
≡ 2r−1(t − tk) r2−1

(t − tk) r2 J1(t)+ cr J2(t)

, (15)
where cr is a universal constant from the Burkholder–Davis–Gundy inequality, while J1(t) and J2(t) are the appropriate
integrals. The integral J1(t) has the following form:
J1(t) =
∫ t
tk
E|F(xns , xns−δ(s), s; xntk , xˆns )|rds
=
−1
j=k−n∗
∫
Ajk
E|F(xns , ξs−δ(s)−t0 , s; xntk , ξtj−t0)|rds+
k−
j=0
∫
Ajk
E|F(xns , xns−δ(s), s; xntk , xntj)|rds. (16)
Let us estimate the integrals

Ajk
E|F(xns , ξs−δ(s)−t0 , s; xntk , ξtj−t0)|rds whenever j = k − n∗, k − n∗ + 1, . . . ,−1. On the basis
of the Taylor expansion (12), the growth condition (6), the assumptionsA1,A3 and the estimate (13), we get∫
Ajk
E|F(xns , ξ ns−δ(s)−t0 , s; xntk , ξtj−t0)|rds ≤ 2r−1
∫
Ajk
E|F(xns , xns−δ(s), s; xntk , ξtj−t0)− f (xn(s), ξ(s− δ(s)− t0), s)|rds
+ 2r−1
∫
Ajk
E|f (xn(s), ξ(s− δ(s)− t0), s)|rds
≤ 2r−1
∫
Ajk
E
dm1+1f (xn(tk)+ θ1xntk , ξ(tj − t0)+ θ1ξtj−t0 , s)(m1 + 1)!

r
ds
+ 2r−1K r2
∫
Ajk
E[1+ |xn(s)|2 + |ξ(s− δ(s)− t0)|2] r2 ds
≤ 2
r−1Lr
[(m1 + 1)!]r
∫
Ajk
E[|xn(s)− xn(tk)| + |ξ(s− δ(s)− t0)− ξ(tj − t0)|](m1+1)rds
+ 2r−13 r2−1K r2
∫
Ajk

1+ E|xn(s)|r + E|ξ(s− δ(s)− t0)|r

ds
≤ 2
r−14(m1+1)rLr
[(m1 + 1)!]r
∫
Ajk
E sup
u∈[t0−τ ,T ]
|xn(u)|(m1+1)rds+ 2r−13 r2−1K r2
∫
Ajk
[1+ 2E sup
u∈[t0−τ ,T ]
|xn(u)|r ]ds. (17)
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Similarly, for j = 0, 1, . . . , k, we obtain∫
Ajk
E|F(xns , xns−δ(s), s; xntk , xntj)|rds ≤
2r−14(m1+1)rLr
[(m1 + 1)!]r
∫
Ajk
E sup
u∈[t0−τ ,T ]
|xn(u)|(m1+1)rds
+ 2r−13 r2−1K r2
∫
Ajk
[1+ 2E sup
u∈[t0−τ ,T ]
|xn(u)|r ]ds. (18)
Now, by using the estimates (17) and (18), the inequality (16) becomes
J1(t) ≤ 2
r−14(m1+1)rLr
[(m1 + 1)!]r
k−
j=k−n∗
∫
Ajk
E sup
u∈[t0−τ ,T ]
|xn(u)|(m1+1)rds+ 2r−13 r2−1K r2
k−
j=k−n∗
∫
Ajk
[1+ 2E sup
u∈[t0−τ ,T ]
|xn(u)|r ]ds
≡ 2
r−14(m1+1)rLr
[(m1 + 1)!]r
∫ t
tk
E sup
u∈[t0−τ ,T ]
|xn(u)|(m1+1)rds+ 2r−13 r2−1K r2
∫ t
tk
[1+ 2E sup
u∈[t0−τ ,T ]
|xn(u)|r ]ds
≤ 2
r−14(m1+1)rLrR
[(m1 + 1)!]r (t − tk)+ 2
r−13
r
2−1K
r
2 (1+ 2R)(t − tk)
≡ C1 · (t − tk),
where C1 ≡ C1(K , L, R, r,m1) is a generic constant and R = 1+ Q .
Similarly, by completely repeating the previous procedure, we see that
J2(t) ≤ C2 · (t − tk),
where C2 ≡ C2(K , L, R, r,m2) is a generic constant. Therefore, (15) yields
E sup
s∈[tk,t]
|xn(s)− xn(tk)|r ≤ 2r−1(t − tk) r2

C1(T − tk) r2 + crC2

≤ C · (t − tk) r2
≤ C · n−r/2, t ∈ [tk, tk+1],
where C is a generic constant independent of n.
Let us now estimate sups∈[tk,t] E|xn(s−δ(s))− xˆn(s)|r bearing inmind the additional assumptionA4, that is, the Lipschitz
condition for the initial condition and also the estimate obtained in the first part of the proof of this proposition. On the basis
of (9) and the definition of the sets Ajk, j = k− n∗, k− n∗ + 1, . . . , k, it follows for an arbitrary s ∈ [tk, t] that
E|xn(s− δ(s))− xˆn(s)|r =
k−
j=k−n∗
IAjk
(s)E|xn(s− δ(s))− xn(tj)|r
=
−1
j=k−n∗
IAjk
(s)E|ξ(s− δ(s)− t0)− ξ(tj − t0)|r +
k−
j=0
IAjk
(s)E|xn(s− δ(s))− xn(tj)|r
≤ βr
−1
j=k−n∗
IAjk
(s)(tj+1 − tj)r +
k−
j=0
IAjk
(s)E sup
u∈[tj,tj+1]
|xn(u)− xn(tj)|r
≤ βr
−1
j=k−n∗
IAjk
(s)(tj+1 − tj)r/2 + C · n−r/2
k−
j=0
IAjk
(s)
≤ C · n−r/2,
where C = max{βr(T − t0)r/2, C}.
Finally, we have
sup
s∈[tk,t]
E|xn(s− δ(s))− xˆn(s)|r ≤ C · n−r/2, t ∈ [tk, tk+1], k = 0, 1, . . . , n− 1,
which completes the proof. 
Now, we are in a position to estimate the rate of the Lp-closeness of the solutions x and xn.
Theorem 1. Let x be the solution to Eq. (7) and xn be its approximate solution determined by Eqs. (10). Let also the conditions
of Proposition 1, the Lipschitz condition and the assumptionA4 be satisfied. Then for p ≥ 2,
E sup
t∈[t0−τ ,T ]
|x(t)− xn(t)|p ≤ H · n−(m+1)p/2,
where m = min{m1,m2} and H is a generic constant independent of n.
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Proof. For an arbitrary t ∈ [t0, T ], by substitution of Eqs. (7) and (10), it follows that
x(t)− xn(t) =
∫ t
t0
Fˆ(s)ds+
∫ t
t0
Gˆ(s)dw(s),
where
Fˆ(s) =
n−1
k=0
Jtk,tk+1∧t(s), Gˆ(s) =
n−1
k=0
J˜tk,tk+1∧t(s),
and
Jtk,tk+1∧t(s) = [f (x(s), x(s− δ(s)), s)− F(xns , xns−δ(s), s; xntk , xˆns )]I[tk,tk+1∧t)(s),
J˜tk,tk+1∧t(s) = [g(x(s), x(s− δ(s)), s)− G(xns , xns−δ(s), s; xntk , xˆns )]I[tk,tk+1∧t)(s).
Then, since both x and xn satisfy the same initial condition, one obtains
E sup
s∈[t0−τ ,t]
|x(s)− xn(s)|p ≤ E sup
s∈[t0−τ ,t0]
|x(s)− xn(s)|p + E sup
s∈[t0,t]
|x(s)− xn(s)|p
= E sup
s∈[t0,t]
|x(s)− xn(s)|p
≤ 2p−1

E sup
s∈[t0,t]
∫ s
t0
Fˆ(u)du
p + E sup
s∈[t0,t]
∫ s
t0
Gˆ(u)dw(u)
p

≤ 2p−1(t − t0)p−1
∫ t
t0
E
n−1
k=0
Jtk,tk+1∧t(u)

p
du
+ 2p−1cp(t − t0) p2−1
∫ t
t0
E
n−1
k=0
J˜tk,tk+1∧t(u)

p
du. (19)
Clearly, for j = max{i ∈ {0, 1, . . . , n− 1}, ti ≤ t}, the inequality (19) can be written as
E sup
s∈[t0−τ ,t]
|x(s)− xn(s)|p ≤ 2p−1(t − t0)p−1
j−
i=0
∫ ti+1∧t
ti
E
n−1
k=0
Jtk,tk+1∧t(u)

p
du
+ 2p−1cp(t − t0) p2−1
j−
i=0
∫ ti+1∧t
ti
E
n−1
k=0
J˜tk,tk+1∧t(u)

p
du. (20)
Then, the relation (20) becomes
E sup
s∈[t0−τ ,t]
|x(s)− xn(s)|p ≤ 2p−1

(T − t0)p−1
j−
i=0
∫ ti+1∧t
ti
E|f (x(u), x(u− δ(u)), u)− F(xnu, xnu−δ(u), u; xnti , xˆnu)|pdu
+ cp(T − t0) p2−1
j−
i=0
∫ ti+1∧t
ti
E|g(x(u), x(u− δ(u)), u)− G(xnu, xnu−δ(u), u; xnti , xˆnu)|pdu

. (21)
By applying the Lipschitz condition (5), the assumptionA2 and Proposition 1, one gets, for s ∈ [ti, ti+1∧ t], i ∈ {0, 1, . . . , j},∫ s
ti
E|f (x(u), x(u− δ(u)), u)− F(xnu, xnu−δ(u), u; xnti , xˆnu)|pdu
≤ 2p−1
∫ s
ti
E|f (x(u), x(u− δ(u)), u)− f (xn(u), xn(u− δ(u)), u)|pdu
+
∫ s
ti
E|f (xn(u), xn(u− δ(u)), u)− F(xnu, xnu−δ(u), u; xnti , xˆnu)|pdu

≤ 23p/2−2K p/2
[∫ s
ti
E|x(u)− xn(u)|pdu+
∫ s
ti
E|x(u− δ(u))− xn(u− δ(u))|pdu
]
+ 2p−1
∫ s
ti
E
dm1+1f (xn(ti)+ θ1xnti , xˆn(u)+ θ1xˆnu, u)(m1 + 1)!

p
du
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≤ 23p/2−2K p/2
[∫ s
ti
E|x(u)− xn(u)|pdu+
∫ s
ti
E|x(u− δ(u))− xn(u− δ(u))|pdu
]
+ 2
p−1Lp
[(m1 + 1)!]p
∫ s
ti
E[|xn(u)− xn(ti)| + |xn(u− δ(u))− xˆn(u)|](m1+1)pdu
≤ 23p/2−2K p/2
[∫ s
ti
E|x(u)− xn(u)|pdu+
∫ s
ti
E|x(u− δ(u))− xn(u− δ(u))|pdu
]
+ 2
(m1+2)p−2Lp
[(m1 + 1)!]p
∫ s
ti
E|xn(u)− xn(ti)|(m1+1)pdu+
∫ s
ti
E|xn(u− δ(u))− xˆn(u)|(m1+1)pdu

≤ 23p/2−2K p/2
[∫ s
ti
E|x(u)− xn(u)|pdu+
∫ s
ti
E|x(u− δ(u))− xn(u− δ(u))|pdu
]
+ 2(m1+2)p−2 L
p(C + C)
[(m1 + 1)!]p n
−(m1+1)p/2(s− ti). (22)
Analogously,∫ s
ti
E|g(x(u), x(u− δ(u)), u)− G(xnu, xnu−δ(u), u; xnti , xˆnu)|pdu
≤ 23p/2−2K p/2
[∫ s
ti
E|x(u)− xn(u)|pdu+
∫ s
ti
E|x(u− δ(u))− xn(u− δ(u))|pdu
]
+ 2(m2+2)p−2 L
p(C + C)
[(m2 + 1)!]p n
−(m2+1)p/2(s− ti). (23)
Now, the estimates (22) and (23) together with (21) yield
E sup
s∈[t0−τ ,t]
|x(s)− xn(s)|p
≤ α1
[∫ t
t0
E|x(u)− xn(u)|pdu+
∫ t
t0
E|x(u− δ(u))− xn(u− δ(u))|pdu
]
+ α2n−(m+1)p/2(t − t0)
≤ 2α1
∫ t
t0
E sup
r∈[t0−τ ,u]
|x(r)− xn(r)|pdu+ α2n−(m+1)p/2(T − t0),
wherem = min{m1,m2} and α1, α2 are generic constants independent of n.
The application of the Gronwall–Bellman lemma gives
E sup
s∈[t0−τ ,t]
|x(s)− xn(s)|p ≤ α2n−(m+1)p/2(T − t0)e2α1(T−t0)
≡ H · n−(m+1)p/2,
where H is a constant. Since the last inequality holds for all t ∈ [t0, T ], it follows that
E sup
s∈[t0−τ ,T ]
|x(s)− xn(s)|p ≤ H · n−(m+1)p/2,
which completes the proof. 
On the basis of the previous assertions, we can prove the almost sure convergence of the sequence of the approximate
solutions {xn, n ∈ N} to the solution x of the initial Eq. (7) which gives the following theorem.
Theorem 2. Let the conditions of Theorem 1 be satisfied. Then, the sequence {xn, n ∈ N} of approximate solutions determined
by Eqs. (10) converges with probability 1 to the solution x of Eq. (7).
Proof. By applying the Chebyshev inequality and Theorem 1, we find for an arbitrary η > 0 that
∞−
n=1
P( sup
t∈[t0−τ ,T ]
|x(t)− xn(t)| p2 ≥ n−η) ≤
∞−
n=1
E sup
t∈[t0−τ ,T ]
|x(t)− xn(t)|p · n2η
≤ H
∞−
n=1
n−[(m+1)p−4η]/2.
The series on the right-hand side converges if we choose, for example, η < 1/2 for p = 2 and η < (p/2 − 1)/2 for p > 2.
Then, xn
a.s.−→ x as n →∞, in view of the Borel–Cantelli lemma. 
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Remark. In particular, if δ(t) ≡ τ > 0, t ∈ [t0, T ], Eq. (7) is reduced to the stochastic differential equation with constant
delay, that is,
x(t) = ξ(0)+
∫ t
t0
f (x(s), x(s− τ), s)ds+
∫ t
t0
g(x(s), x(s− τ), s)dw(s), t ∈ [t0, T ], (24)
with the initial condition xt0 = ξ . It is well-known (see, for example, [5]) that the existence and uniqueness of the solution
to Eq. (24) could be proved under the growth condition (6) and the global Lipschitz condition in the first argument: there
exists a positive constant K such that for all t ∈ [t0, T ], y ∈ Rd and x, x˜ ∈ Rd,
|f (x, y, t)− f (x˜, y, t)|2

|g(x, y, t)− g(x˜, y, t)|2 ≤ K |x− x˜|2. (25)
In this case, the approximate equations are also represented by Eqs. (10), with the step process xˆ of the form
xˆn(t) = xn(tk−n∗) =

xn(tk−n∗), k = n∗, n∗ + 1, . . . , n− 1,
ξ(tk−n∗ − t0), k = 0, 1, . . . , n∗ − 1,
where t ∈ [tk, tk+1], k = 0, 1, . . . , n− 1.
Under the weaker condition (25) instead of (5), the assertions analogous to Proposition 1 and Theorems 1 and 2 also hold
for Eq. (24), while the appropriate proofs are simpler.
3. Some comments and an example
In the previous consideration, we proved the closeness in the Lp sense of the solution of Eq. (7) and the approximate
solution of Eq. (10) using the sets Ajk, j = k − n∗, k − n∗ + 1, . . . , k, k = 0, 1, . . . , n − 1, on which s − δ(s) ∈ [tj, tj+1).
The fact that s− δ(s) could enter several times into the same interval, say [tj, tj+1) for some j = k− n∗, k− n∗ + 1, . . . , k,
implies that the sets Ajk could have a complex structure, inadequate for an application of this procedure. In order to make
this procedure practically applicable, we present the following procedure for generating the partition points of the interval
[tk, tk+1] in which the second argument of f and g could be changed. In that sense, we assume that the delay function is
continuous.
First, we solve the equations s − δ(s) = tj, j = k − n∗, k − n∗ + 1, . . . , k, when s ∈ [tk, tk+1]. For each j =
k− n∗, k− n∗ + 1, . . . , k, the set of solutions is of the formnji=1[aji, bji] ∪kji=1{c ji }. Obviously, it could happen that nj = 0
when s − δ(s), s ∈ [tk, tk+1] has no intervals on which it is constant and which, at the same time, present solutions of the
equation. Also, it could be that kj = 0, where there is not a single isolated solution, or kj = nj = 0, where the equation has
no solutions.
Set for all j = k− n∗, k− n∗ + 1, . . . , k,
t ji =

aji, i = 1, 2, . . . , nj,
bjk, k = 1, 2, . . . , nj, i = nj + 1, nj + 2, . . . , 2nj,
c jk, k = 1, 2, . . . , kj, i = 2nj + 1, 2nj + 2, . . . , 2nj + kj,
and define mj = 2nj + kj,m = ∑kj=k−n∗ mj. Now, we can define an increasing sequence of the elements of the set
{t ji , i = 1,mj, j = k− n∗, k} in the following way:
yj00 = tk, j0 = max{j ∈ {k− n∗, k− n∗ + 1, . . . , k} : tk − δ(tk) ≥ tj}, (26)
yj11 = t j1i = min{t ji , i = 1,mj, j = k− n∗, k}, j1 ∈ {k− n∗, k− n∗ + 1, . . . , k}, i ∈ {1, 2, . . . ,mj1},
yj22 = t j2i = min{{t ji , i = 1,mj, j = k− n∗, k} \ {yj11 }}, j2 ∈ {k− n∗, k− n∗ + 1, . . . , k}, i ∈ {1, 2, . . . ,mj2},
· · ·
yjmm = t jmi = min{{t ji , i = 1,mj, j = k− n∗, k} \ {yj11 , . . . , yjm−1m−1}}
jm ∈ {k− n∗, k− n∗ + 1, . . . , k}, i ∈ {1, 2, . . . ,mjm},
Since it could happen that yjmm < tk+1, let us take y
jm+1
m+1 = tk+1, jm+1 = max{j ∈ {k−n∗, k−n∗+1, . . . , k} : tk+1−δ(tk+1) ≥ tj}.
This procedure is illustrated in Fig. 1, where we take δ(t) = sin 9t + 1, t ∈ [t0, T ] for t0 = 0, T = 6. Obviously,
δ(t) ≤ 2 ≡ τ , t ∈ [t0, T ]. If we choose n = 12, then (T − t0)/n = 0.5 and n∗ = 4. Note from Fig. 1 that
nj = 0, j = −4,−3, . . . , 0, when t ∈ [0, 0.5].
Observe that, by construction, ji and jk could be equal when i ≠ k, for some i, k ∈ {0, 1, . . . ,m + 1}. Observe also
that for s ∈ [yjll , yjl+1l+1 ), l ∈ {1, . . . ,m}, s − δ(s) belongs to exactly one of the intervals [tl−1, tl), [tl, tl+1) and never leaves
it. For example, as we can see in Fig. 1, y−31 and y
−3
2 are the solutions to the equation s − δ(s) = t−3, s ∈ [t0, t1], while
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Fig. 1. y = t − sin 9t − 1, t ∈ [0, 0.5].
s − δ(s) ∈ [t−4, t−3) for s ∈ [y−31 , y−32 ) and s − δ(s) ∈ [t−3, t−2) for s ∈ [y−32 , y−23 ). However, the way in which we
constructed the sequence (26) does not provide information about whether s − δ(s) is in [tl−1, tl) or in [tl, tl+1) when
s ∈ [yjll , yjl+1l+1 ), l ∈ {1, . . . ,m}. Thus, if it belongs to the interval [tl, tl+1), we will use derivatives of the coefficients of Eq. (7)
in the second argument at the point xn(tl); if it belongs to [tl−1, tl), then we will use derivatives at xn(tl−1). In that sense, we
introduce sets
Mg(l) = {yjll − δ(yjll ) > yjl+1l+1 − δ(yjl+1l+1 )},
Mle(l) = {yjll − δ(yjll ) = yjl+1l+1 − δ(yjl+1l+1 ), yjll − δ(yjll ) ≤ (yjl+1l+1 − δ(yjl+1l+1 ))−},
Mless(l) = {yjll − δ(yjll ) < yjl+1l+1 − δ(yjl+1l+1 )},
Mge(l) = {yjll − δ(yjll ) = yjl+1l+1 − δ(yjl+1l+1 ), yjll − δ(yjll ) > (yjl+1l+1 − δ(yjl+1l+1 ))−},
for l = 0, 1, . . . ,m.
Suppose that t ∈ [tk, tk+1] and s ∈ [tk, t]. The step process xˆn defined in (9) can be written in the form
xˆn(s) =
m−
l=0
I[yjll ,y
jl+1
l+1 ∧t)
(s)[xn(tjl+1)IMg (l)∪Mle(l) + xn(tjl)IMless(l) + xn(tjl−1)IMge(l)], (27)
where xn(tjl) = ξ(tjl − t0) for jl ∈ {−n∗,−n∗ + 1, . . . ,−1}. If we go back to the earlier example,
IMg (0) = IMge(1) = IMless(2) = IMless(3) = IMless(4) = IMless(5) = 1,
implying that for t ∈ [t0, t1] and s ∈ [t0, t], we get
xˆn(s) = I[y−20 ,y−31 ∧t)(s)x
n(t−3)+ I[y−31 ,y−32 ∧t)(s)x
n(t−4)+ I[y−32 ,y−23 ∧t)(s)x
n(t−3)+ I[y−23 ,y−14 ∧t)(s)x
n(t−2)
+ I[y−14 ,y05∧t)(s)x
n(t−1)+ I[y05,y06∧t)(s)x
n(t0). (28)
Likewise, the sets Ajk = {s ∈ [tk, t] : s − δ(s) ∈ [tj, tj+1)}, j = k − n∗, k − n∗ + 1, . . . , k, k = 0, 1, . . . , n − 1, have the
following representation:
Ajk =
 
{l:jl=j,IMless(l)=1}
[yjll , yjl+1l+1 ∧ t)
 
{l:jl=j,IMg (l−1)∪Mle(l−1)=1}
[yjl−1l−1 , yjll ∧ t)

  
{l:jl−1=j,IMge(l)=1}
[yjll , yjl+1l+1 ∧ t)
 .
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Namely, Ajk contains all of the intervals [yjll , yjl+1l+1 ∧ t) on which s− δ(s) belongs to [tj, tj+1). Finally, in view of (27), Eqs. (10)
can be written in the explicit form, that is, for t ∈ [yjdd , yjd+1d+1), d = 0, 1, . . . ,m,
xn(t) = xn(tk)+
d−
l=0
∫ yjl+1l+1 ∧t
y
jl
l
m1−
i=0
dif (xn(tk), xn(tjl+1), s)
i! IMg (l)∪Mle(l)ds
+
d−
l=0
∫ yjl+1l+1 ∧t
y
jl
l
m1−
i=0
dif (xn(tk), xn(tjl), s)
i! IMless(l)ds
+
d−
l=0
∫ yjl+1l+1 ∧t
y
jl
l
m1−
i=0
dif (xn(tk), xn(tjl−1), s)
i! IMge(l)ds
+
d−
l=0
∫ yjl+1l+1 ∧t
y
jl
l
m2−
i=0
dig(xn(tk), xn(tjl+1), s)
i! IMg (l)∪Mle(l)dw(s)
+
d−
l=0
∫ yjl+1l+1 ∧t
y
jl
l
m2−
i=0
dig(xn(tk), xn(tjl), s)
i! IMless(l)dw(s)
+
d−
l=0
∫ yjl+1l+1 ∧t
y
jl
l
m2−
i=0
dig(xn(tk), xn(tjl−1), s)
i! IMge(l)dw(s),
where xn(tjl) = ξ(tjl − t0), jl ∈ {−n∗,−n∗ + 1, . . . ,−1}.
In order to give a simple illustration of this procedure, we provide the following example.
Example 1. Consider a one-dimensional stochastic differential delay equation
dx(t) = [sin x(t)+ sin x(t − sin 9t − 1)]dt + [cos x(t)+ cos x(t − sin 9t − 1)]dw(t), t ∈ [t0, T ], (29)
with the already introduced delay function δ(t) = sin 9t + 1 and the initial data {ξ(θ) : −τ ≤ θ ≤ 0} = ξ , satisfying
conditions presented at the beginning of this present paper. The coefficients of this equation satisfy the conditions (5) and
(6), implying the existence and uniqueness of the solution. Furthermore we consider the delay function on [t0, t1] which
is represented in Fig. 1 and Taylor approximations of the coefficients of this equation up to the first derivatives. Using the
notation from the beginning and (28), for s ∈ [t0, t], t ∈ [t0, t1] the drift coefficient of the approximate equation is
F(xns , x
n
s−δ(s), s; xnt0 , xˆns ) = sin xn(t0)+ cos xn(t0)(xn(s)− xn(t0))
+ [sin xn(t−3)+ cos xn(t−3)(xn(s− sin 9s− 1)− xn(t−3))]I[y−20 ,y−31 ∧t)(s)
+ [sin xn(t−4)+ cos xn(t−4)(xn(s− sin 9s− 1)− xn(t−4))]I[y−31 ,y−32 ∧t)(s)
+ [sin xn(t−3)+ cos xn(t−3)(xn(s− sin 9s− 1)− xn(t−3))]I[y−32 ,y−23 ∧t)(s)
+ [sin xn(t−2)+ cos xn(t−2)(xn(s− sin 9s− 1)− xn(t−2))]I[y−23 ,y−14 ∧t)(s)
+ [sin xn(t−1)+ cos xn(t−1)(xn(s− sin 9s− 1)− xn(t−1))]I[y−14 ,y05∧t)(s)
+ [sin xn(t0)+ cos xn(t0)(xn(s− sin 9s− 1)− xn(t0))]I[y05,y06∧t)(s). (30)
Similarly, the diffusion coefficient of the approximate equation is
G(xns , x
n
s−δ(s), s; xnt0 , xˆns ) = cos xn(t0)− sin xn(t0)(xn(s)− xn(t0))
+ [cos xn(t−3)− sin xn(t−3)(xn(s− sin 9s− 1)− xn(t−3))]I[y−20 ,y−31 ∧t)(s)
+ [cos xn(t−4)− sin xn(t−4)(xn(s− sin 9s− 1)− xn(t−4))]I[y−31 ,y−32 ∧t)(s)
+ [cos xn(t−3)− sin xn(t−3)(xn(s− sin 9s− 1)− xn(t−3))]I[y−32 ,y−23 ∧t)(s)
+ [cos xn(t−2)− sin xn(t−2)(xn(s− sin 9s− 1)− xn(t−2))]I[y−23 ,y−14 ∧t)(s)
+ [cos xn(t−1)− sin xn(t−1)(xn(s− sin 9s− 1)− xn(t−1))]I[y−14 ,y05∧t)(s)
+ [cos xn(t0)− sin xn(t0)(xn(s− sin 9s− 1)− xn(t0))]I[y05,y06∧t)(s). (31)
Obviously, for t ∈ [y−20 , y−31 ), the approximate solution should satisfy the equation
dxn(t) = [α0(t)+ β0xn(t)]dt + [α0(t)+ β0xn(t)]dw(t), (32)
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where, on the basis of (30) and (31),
α0(t) = sin ξ(0)− cos ξ(0) · ξ(0)+ sin ξ(t−3 − t0)+ cos ξ(t−3 − t0)(ξ(t − sin 9t − 1− t0)− ξ(t−3 − t0)),
α0(t) = cos ξ(0)+ sin ξ(0) · ξ(0)+ cos ξ(t−3 − t0)− sin ξ(t−3 − t0)(ξ(t − sin 9t − 1− t0)− ξ(t−3 − t0)),
β0 = cos ξ(0), β0 = − sin ξ(0).
As one can see, Eq. (32) is a linear stochastic differential equation with the solution
xn(t) = ψ0(t)
[
ξ(0)+
∫ t
t0
ψ−10 (s)(α0(s)− β0α0(s))ds+
∫ t
t0
ψ−10 (s)β0dw(s)
]
, t ∈ [y−20 , y−31 ],
where
ψ−10 (t) = e(β0−
1
2 β
2
0)(t−t0)+β0(w(t)−w(t0)).
It is important to note that the corresponding homogeneous linear equation is the same until we switch to [t1, t2].
Furthermore, if t ∈ [y−31 , y−32 ], then we consider the following linear equation:
dxn(t) = [α1(t)+ β0xn(t)]dt + [α1(t)+ β0xn(t)]dw(t), (33)
where
α1(t) = sin ξ(0)− cos ξ(0) · ξ(0)+ sin ξ(t−4 − t0)+ cos ξ(t−4 − t0)(ξ(t − sin 9t − 1− t0)− ξ(t−4 − t0)),
α1(t) = cos ξ(0)+ sin ξ(0) · ξ(0)+ cos ξ(t−4 − t0)− sin ξ(t−4 − t0)(ξ(t − sin 9t − 1− t0)− ξ(t−4 − t0)).
The solution to Eq. (33) is of the following form:
xn(t) = ψ0(t)

xn(y−31 )+
∫ t
y−31
ψ−10 (s)(α1(s)− β0α1(s))ds+
∫ t
y−31
ψ−10 (s)β0dw(s)

, t ∈ [y−31 , y−32 ].
By repeating this procedure, we get the approximate solution defined on [t0, t1], and the extension of this procedure to other
intervals [tk, tk+1], k = 1, 2, . . . , n− 1, finally gives the solution {xn(t), t ∈ [t0 − τ , T ]}.
4. Conclusions
This paper introduces an analytic approximation of the solution to stochastic differential equationswith time-dependent
delay, using the Taylor approximations of their coefficients. The main contribution of this paper is the Lp convergence and
the convergence with probability 1 of the sequence of the approximate solutions to the solution of the initial equation. In
particular, if the initial equation is autonomous andm1 = m2 = 0, the method becomes a generalization of the well-known
Euler–Maruyama method presented in [9], since in the present paper one does not require the Lipschitz continuity of the
delay function δ. Moreover, by omitting the delayed argument, the initial Eq. (3) reduces to an ordinary stochastic differential
equation. In that sense, the present paper is also a generalization of the paper [13].
Previous assertions are proved under the global Lipschitz condition and the linear growth condition. However, there exist
models which do not satisfy these conditions, for example the Lotka–Volterra model (2). So, one of the possible directions
for advancing the study further is related to the casewhere the coefficients of the initial stochastic differential equationwith
time-dependent delay do not satisfy the linear growth condition.
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