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Na´vrh a implementace ja´dra v´ıceu´lohove´ho operacˇn´ıho syste´mu
beˇzˇ´ıc´ıho na platformeˇ HC08
1. Seznamte se s architekturou a programovy´m modelem mikrokontrole´r˚u rˇady HC08.
2. Seznamte se s vy´vojovy´mi na´stroji pro tuto rˇadu mikrokontrole´r˚u a se za´klady jejich
programova´n´ı v asembleru a jazyce C.
3. Pro zadany´ typ mikrokontrole´ru rˇady HC08 navrhneˇte rozhran´ı ja´dra v´ıceu´lohove´ho
operacˇn´ıho syste´mu.
4. Ja´dro z bodu 3 implementujte v asembleru nebo jazyce C.
5. Navrhneˇte a implementujte neˇkolik jednoduchy´ch proces˚u.




Licencˇn´ı smlouva je ulozˇena v archivu Fakulty informacˇn´ıch technologi´ı Vysoke´ho ucˇen´ı
technicke´ho v Brneˇ.
Abstrakt
Software pro vestaveˇne´ syste´my je cˇasto navrhova´n tak, aby plnil jediny´ u´kol. Pokud je ale
pozˇadova´no prova´deˇn´ı v´ıce u´loh soucˇasneˇ, by´va´ rˇesˇen´ı jednou´cˇelove´, bez mozˇnosti pouzˇit´ı
za´kladu programu pro jinou aplikaci. Navrhnul jsem proto rozhran´ı, ktere´ umozˇn´ı neza´visle
na povaze jednotlivy´ch u´loh jejich soucˇasne´ zpracova´n´ı. Ja´dro je implementova´no s ohledem
na znovupouzˇitelnost. Prˇi na´vrhu rozeb´ıra´m jednotlive´ prˇ´ıstupy k rˇesˇen´ı. Pro implementaci
jsem pouzˇil pla´novacˇ u´loh zalozˇeny´ na algoritmu Round–Robin. Vı´ceu´lohovosti je dosazˇeno
pravidelny´m prˇep´ına´n´ım jednotlivy´ch u´loh, s vyuzˇit´ım prˇerusˇovac´ıho podsyste´mu. Jako
c´ılovou architekturu jsem zvolil mikrokontrole´ry Motorola rˇady HC08.
Kl´ıcˇova´ slova
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Abstract
Software for embedded systems is usually designed for performing one particular task. If
there is need to serve more tasks at once, solution is used to be dedicated without potential
reusability for another application. That is why I’ve designed an interface which allows
simultaneous execution of single tasks independently of their character. Kernel is imple-
mented in consideration of reusability. I analyse individual approaches to solution. I used
Round–Robin algorithm for implementing tasks management. Multitasking is achieved by
periodical switching of single tasks. Interrupt subsystem is being used for this. As a target
architecture, Motorola HC08 microcontrollers were chosen.
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kernel, multitasking, multitask operating system, HC08, processes switching, preemption,
periodical tasks
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Kdyzˇ v polovineˇ 20. stolet´ı vznikaly prvn´ı prototypy analogovy´ch pocˇ´ıtac´ıch stroj˚u, steˇzˇ´ı si
mohli jejich na´vrha´rˇi a konstrukte´rˇi prˇedstavit, zˇe by vytvorˇeny´ syste´m mohl by´t pouzˇitelny´
pro jiny´, nezˇ jimi analyzovany´ u´kol. S na´stupem digita´ln´ıch technologi´ı se objevily prvn´ı
programovatelne´ pocˇ´ıtacˇe. Neumozˇnˇovaly sice jednodusˇe zcela zmeˇnit typ u´lohy, pro kterou
byly navrzˇeny, ale byly jizˇ vybaveny mechanismy pro modifikaci neˇktery´ch parametr˚u. T´ım
bylo dosazˇeno jiste´ variability u´loh a lze rˇ´ıci zˇe i znovupouzˇitelnosti. Mozˇnost kompletn´ı
obmeˇny cele´ho algoritmu stroje byla dalˇs´ım logicky´m krokem ve vy´voji.
Jakmile byly zna´my zp˚usoby pouzˇit´ı pocˇ´ıtacˇe k prova´deˇn´ı v´ıce r˚uzny´ch u´loh, dosˇlo
na ota´zku, zda by nebylo mozˇne´ zajistit vykona´va´n´ı v´ıce u´loh soucˇasneˇ. Vy´pocˇetn´ı cˇas
pocˇ´ıtacˇe byl totizˇ velmi drahy´ a periferie pomale´. Veˇtsˇinu cˇasu tedy procesor pocˇ´ıtacˇe cˇekal
na dokoncˇen´ı perifern´ıch operac´ı. Vı´ceu´lohovost prˇinesla mozˇnost vyuzˇ´ıt cˇas, kdy procesor
cˇeka´ na dokoncˇen´ı perifern´ı operace, k prova´deˇn´ı dalˇs´ı u´lohy.
V 80. letech 20. stolet´ı dosˇlo k masove´mu rozsˇ´ıˇren´ı pocˇ´ıtacˇ˚u. To bylo umozˇneˇno jednak
d´ıky technologii vy´roby hardware, ale stejneˇ d˚ulezˇitou roli sehra´la i ”dusˇe“ pocˇ´ıtacˇe, tedy
jeho programove´ vybaven´ı. Ne kazˇdy´ totizˇ rozumeˇl tomu, jak konkre´tn´ı pocˇ´ıtacˇ funguje
a jak komunikovat s prˇipojeny´mi zarˇ´ızen´ımi. Tady prˇicha´z´ı do hry operacˇn´ı syste´m (da´le
OS), ktery´ ma´ za u´kol zprˇ´ıjemnit uzˇivateli pra´ci s pocˇ´ıtacˇem a jeho periferiemi. Slozˇitost
a propracovanost jednotlivy´ch operacˇn´ıch syste´mu˚ se mu˚zˇe liˇsit. V neˇktery´ch prˇ´ıpadech se
vyzˇaduje pouze za´kladn´ı funkcionalita zahrnuta´ v tzv. ja´dru, jindy poskytuje OS funkce
pro pra´ci s celou rˇadou periferi´ı, graficke´ uzˇivatelske´ rozhran´ı atd. Prˇ´ıkladem jednodusˇsˇ´ıch
OS mohou by´t naprˇ. OS/360 nebo CP/M. Mezi slozˇiteˇjˇs´ı OS pak lze zarˇadit Linux, Mac
OS, Microsoft Windows.
S technologicky´m vy´vojem v oblasti elektroniky a pocˇ´ıtacˇovy´ch syste´mu˚ se OS zacˇ´ınaj´ı
objevovat i mimo osobn´ı pocˇ´ıtacˇe. Sta´le cˇasteˇji je lze naj´ıt jako soucˇa´st ve vy´robn´ıch pro-
cesech, automobilove´m pr˚umyslu, zabezpecˇovac´ı a komunikacˇn´ı technice apod. Veˇtsˇinou se
zde vyskytuj´ı ve formeˇ vestaveˇny´ch zarˇ´ızen´ı.
V te´to pra´ci navrhnu ja´dro operacˇn´ıho syste´mu, ktery´ bude umozˇnˇovat soucˇasny´ beˇh
v´ıce u´loh. C´ılovou platformou bude rodina mikrokontrole´r˚u HC08, jej´ızˇ charakteristicke´
vlastnosti popisuje kapitola 3. O r˚uzny´ch prˇ´ıstupech k rˇesˇen´ı problematiky v´ıceu´lohovosti
pojedna´va´ kapitola 4. Z popsany´ch princip˚u pop´ıˇsi v kapitole 5 konkre´tn´ı rˇesˇen´ı pro vybrany´
typ mikrokontrole´ru. Pro oveˇrˇen´ı funkcˇnosti ja´dra jsem navrhnul neˇkolik jednoduchy´ch
testovac´ıch u´loh, popsany´ch v kapitole 6. Zhodnocen´ı vy´sledk˚u pra´ce a na´vrhy k dalˇs´ımu




C´ılem pra´ce je navrhnout a implementovat ja´dro v´ıceu´lohove´ho operacˇn´ıho syste´mu pro
vestaveˇne´ zarˇ´ızen´ı.
Na´sˇ OS bude zastoupen pouze na te´ nejnizˇsˇ´ı u´rovni, formou ja´dra. Bude plnit pouze
za´kladn´ı funkce, nezbytne´ k zajiˇsteˇn´ı v´ıceu´lohovosti. Jako c´ılova´ platforma je uvazˇova´na
rodina mikrokontrole´r˚u Motorola HC08 [2].
Specifikujme si za´kladn´ı pozˇadavky na nasˇe ja´dro a pra´ci s n´ım:
• Vkla´da´n´ı u´loh mus´ı by´t jednoduche´ a uzˇivatelsky prˇ´ıveˇtive´
• Prˇep´ına´n´ı jednotlivy´ch u´loh bude zajiˇst’ova´no automaticky
• Bude prˇ´ıtomny´ mechanismus pro indikaci chyby prˇi inicializaci ja´dra
• Pameˇt’ovy´ prostor jednotlivy´ch u´loh bude chra´neˇn ja´drem
• Pameˇt’ova´ na´rocˇnost ja´dra bude minima´ln´ı
• Prˇep´ına´n´ı u´loh bude cˇasoveˇ co nejefektivneˇjˇs´ı
• Pokus´ıme se dosa´hnout prˇenositelnosti mezi jednotlivy´mi variantami mikrokontrole´r˚u
Spln´ıme–li uvedene´ pozˇadavky, z´ıska´me syste´m, s jehozˇ pomoc´ı bude mozˇno zajistit
prova´deˇn´ı v´ıce u´loh zda´nliveˇ soubeˇzˇneˇ. Vlastn´ı u´lohy budou na ja´dru neza´visle´, tzn. bude
mozˇne´ jejich pouzˇit´ı i bez ja´dra (Nebereme zde ale v potaz prˇ´ıpadna´ sd´ılena´ data mezi
u´lohami).
Po implementaci a u´speˇsˇne´m oveˇrˇen´ı funkcˇnosti se budeme le´pe orientovat v za´kladn´ı
problematice funkce ja´dra operacˇn´ıho syste´mu. Rozsˇ´ıˇr´ıme si take´ znalosti ty´kaj´ıc´ı se zvo-





Pocˇ´ıtacˇove´ syste´my na´s v soucˇasne´ dobeˇ obklopuj´ı ze vsˇech stran. Typicky´m prˇedstavitelem
je osobn´ı pocˇ´ıtacˇ (PC). Hlavn´ım rysem PC je jejich univerza´lnost, tedy mozˇnost vyuzˇ´ıt
vy´pocˇetn´ı vy´kon k neˇkolika r˚uzny´m u´kon˚um, od zpracova´n´ı video za´znamu, prˇes veden´ı
databa´ze klient˚u, azˇ po kancela´rˇske´ pra´ce a za´bavu.
Vestaveˇny´m syste´mem rozumı´me takovy´ syste´m, ktery´ je soucˇa´st´ı jine´ho zarˇ´ızen´ı. Data
zpracova´vana´ vestaveˇny´m syste´mem jsou uzˇivateli skryta. Narozd´ıl od PC pln´ı vestaveˇne´
syste´my specificke´ u´koly, ktere´ se nemeˇn´ı. Jedna´ se naprˇ. o deko´dovac´ı obvody v televizoru,
regulaci teploty ve vyta´peˇc´ım zarˇ´ızen´ı apod.
Vestaveˇne´ syste´my prosˇly za dobu sve´ existence vy´znamny´m vy´vojem, ktery´ v soucˇasne´
fa´zi umozˇnˇuje jejich nasazen´ı te´meˇrˇ v kazˇde´ oblasti lidske´ cˇinnosti. Zpocˇa´tku byly reali-
zova´ny pomoc´ı pevne´ logiky, pouzˇ´ıvane´ pro rˇ´ızen´ı jednodusˇsˇ´ıch aplikac´ı. Pozdeˇji byly vy-
vinuty mikroprocesory, ktere´ dovolily modifikovat rˇ´ıd´ıc´ı program podle aktua´ln´ı potrˇeby.
Slaby´m mı´stem mikroprocesor˚u bylo pouzˇit´ı extern´ıho pameˇt’ove´ho podsyste´mu. S na´stu-
pem mikrokontrole´r˚u byla extern´ı pameˇt’ prˇesunuta na stejny´ cˇip jako mikroprocesor. Dosˇlo
tak k dalˇs´ı miniaturizaci rˇ´ıd´ıc´ıch syste´mu˚.
3.1.1 Mikroprocesor
Mikroprocesor je za´kladn´ı procesorovou jednotkou (da´le CPU). Obsahuje aritmeticko logic-
kou jednotku (ALU), dekode´r instrukc´ı, registry a rˇadicˇ. Blokove´ sche´ma mikroprocesoru je
uvedeno na obra´zku 3.1 (ohranicˇeno cˇa´rkovaneˇ). Rˇadicˇ rˇ´ıd´ı chod cele´ho mikroprocesoru. Je
tvorˇen registrem instrukc´ı, dekode´rem instrukc´ı a rˇ´ıd´ıc´ım obvodem. Tato cˇa´st je nazy´va´na
rˇ´ıd´ıc´ı. Pomoc´ı sbeˇrnice je propojena s pameˇt’ovou cˇa´st´ı tvorˇenou ALU a souborem registr˚u.
Pro vytvorˇen´ı pocˇ´ıtacˇe je nutno prˇidat vneˇjˇs´ı operacˇn´ı pameˇt’ a potrˇebne´ perifern´ı jed-
notky, prˇipojene´ pomoc´ı adresove´, rˇ´ıd´ıc´ı a datove´ sbeˇrnice. Lze tak vytvorˇit jednodeskovy´
pocˇ´ıtacˇ.
3.1.2 Mikrokontrole´r
Mikrokontrole´ry neboli mikropocˇ´ıtacˇe z´ıska´vaj´ı v posledn´ıch neˇkolika letech znacˇnou pozor-
nost. Dı´ky jejich miniaturn´ım rozmeˇr˚um je mozˇne´ je zahrnout do veˇtsˇiny zarˇ´ızen´ı, ve ktery´ch
je vyzˇadova´na slozˇiteˇjˇs´ı logika a komunikace s uzˇivatelem. Blokove´ sche´ma mikrokontrole´ru
je zna´zorneˇno na obra´zku 3.1.
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Obra´zek 3.1: Struktura mikroprocesoru a mikrokontrole´ru
Narozd´ıl od mikroprocesor˚u obsahuj´ı na jednom cˇipu nav´ıc operacˇn´ı pameˇt’ a perifern´ı
jednotky. Ja´dro z˚usta´va´ u jednotlivy´ch cˇlen˚u rodiny stejne´, liˇs´ı se velikost pameˇti a jednot-
live´ periferie. Du˚lezˇitou roli hraje sˇ´ıˇrka datove´ sbeˇrnice, podle ktere´ deˇl´ıme mikrokontrole´ry
na osmi, sˇestna´cti a dvaatrˇiceti bitove´. Mezi nejzna´meˇjˇs´ı vy´robce patrˇ´ı Atmel, Motorola
(noveˇ Freescale), Microchip (PIC), Siemens a Toshiba.
3.1.3 CISC, RISC
Kazˇda´ rodina, prˇ´ıpadneˇ kazˇdy´ typ mikroprocesor˚u, se od ostatn´ıch liˇs´ı svou instrukcˇn´ı
sadou. Mikroprocesory pak podle vlastnost´ı instrukcˇn´ı sady deˇl´ıme na dveˇ skupiny:
CISC
Z anglicke´ho ”Complex Instruction Set Computer“ – pocˇ´ıtacˇ s komplexn´ı instrukcˇn´ı sadou.
Tyto procesory se jednodusˇe programuj´ı a efektivneˇ vyuzˇ´ıvaj´ı pameˇt’. Dı´ky velke´mu pocˇtu
slozˇity´ch instrukc´ı a adresovac´ıch mo´d˚u bylo dosazˇeno zmensˇen´ı programu˚ a nizˇsˇ´ıho pocˇtu
prˇ´ıstup˚u do hlavn´ı pameˇti.
Tento prˇ´ıstup ale nebyl vzˇdy nejefektivneˇjˇs´ım. V prˇ´ıpadeˇ prˇ´ıliˇs slozˇity´ch instrukc´ı bylo
jejich deko´dova´n´ı a proveden´ı prˇ´ıliˇs na´rocˇne´ na hardwarovou stavbu mikroprocesoru. Vypla-
tilo se tedy pouzˇ´ıt veˇtsˇ´ı mnozˇstv´ı jednodusˇsˇ´ıch instrukc´ı, ktere´ byly ve vy´sledku vykona´ny
rychleji a s mensˇ´ımi na´roky na strukturu mikroprocesoru.
Mezi prˇedstavitele te´to kategorie lze zarˇadit Intel 80x86, VOX a Motorolu 68K.
RISC
Z anglicke´ho ”Reduced Instruction Set Computer“ – pocˇ´ıtacˇ s redukovanou instrukcˇn´ı sa-
dou. Tato koncepce se nety´ka´ pouhe´ho redukova´n´ı rozsahu instrukcˇn´ıho soboru. Popisuje
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take´, jak by meˇl by´t pocˇ´ıtacˇ realizova´n a jak by meˇl fungovat. Poznatky vyuzˇite´ prˇi navr-
hova´n´ı te´to architektury vycha´zej´ı z rea´lne´ho programova´n´ı mikroprocesor˚u.
Prova´deˇn´ı jednodusˇsˇ´ıch, hardwaroveˇ le´pe navrzˇeny´ch instrukc´ı je rychlejˇs´ı a programy
jsou efektivneˇjˇs´ı, nezˇ v prˇ´ıpadeˇ pouzˇit´ı slozˇity´ch instrukc´ı. Vypusˇteˇn´ım slozˇity´ch instrukc´ı
dosˇlo ke zjednodusˇen´ı prˇ´ıstupu k pameˇti a bylo tak umozˇnˇeno jej´ı dalˇs´ı vylepsˇova´n´ı.
Nevy´hodou architektury je cˇasteˇjˇs´ı cˇten´ı instrukc´ı z programove´ pameˇti.
3.2 Platforma HC08
Pro implementaci ja´dra OS jsem jako c´ılovy´ mikrokontrole´r zvolil typ 68HC908LJ12 firmy
Motorola. Hlavn´ım d˚uvodem bylo vyuzˇit´ı programovac´ıho kitu LJ12EVB z laboratorˇ´ı fa-
kulty. Rodina osmibitovy´ch mikrokontrole´r˚u HC08 je vylepsˇenou verz´ı rˇady HC05, zalozˇene´
na mikroprocesoru HC6800. T´ımto ma´me zajiˇsteˇnu kompatibilitu objektove´ho ko´du z rˇady
HC05 do HC08.
Popis oznacˇen´ı MC68HC908LJ12:
• MC – vy´robce (Motorola)
• 68HC908 – rodina mikroprocesor˚u a pouzˇita´ technologie (908 – FLASH verze)
• LJ – rˇada procesor˚u, oznacˇen´ı pouzˇity´ch periferi´ı (viz kapitola 3.7)
• 12 – prˇiblizˇna´ velikost hlavn´ı pameˇti v kB
Flash pameˇt’ je pro mikrokontrole´ry obecneˇ velky´m prˇ´ınosem. Umozˇnˇuje na´m napro-
gramovat mikrokontrole´r bez pouzˇit´ı specia´ln´ıho programa´toru. Nav´ıc mu˚zˇe s touto pameˇt´ı
operovat i uzˇivatelsky´ program. Lze tak tedy emulovat pameˇt EEPROM, zapisovat do
FLASH nejr˚uzneˇjˇs´ı provozn´ı informace, cˇi implementovat prˇepisova´n´ı programu za beˇhu.
Rodiny mikrokontrole´r˚u HC08 jsou postaveny na ja´drˇe CPU08. Mezi typicke´ vlastnosti
tohoto ja´dra patrˇ´ı minima´ln´ı pocˇet registr˚u (akumula´tor, indexovac´ı registr, ukazatel na
za´sobn´ık, programovy´ cˇ´ıtacˇ a stavovy´ registr). Pocˇet registr˚u je vyva´zˇen rychly´m a fle-
xibiln´ım prˇ´ıstupem do pameˇti (16 adresovac´ıch mo´d˚u). Lze pracovat s promeˇnny´mi na
prˇ´ımy´ch adresa´ch, indexovat, pracovat s promeˇnny´mi na za´sobn´ıku, nebo tyto mozˇnosti
kombinovat. Tyto techniky jsou nav´ıc podporˇeny jednotny´m adresovy´m prostorem pro
pameˇt’ dat, programu i periferie. Instrukcˇn´ı sada je tak jednodusˇsˇ´ı a prˇehledneˇjˇs´ı. Z teˇchto
poznatk˚u vyply´va´, zˇe HC08 je za´stupcem von Neumannovy architektury pocˇ´ıtacˇ˚u1.
Dalˇs´ı vlastnosti ja´dra CPU08:
• jednocyklovy´ prˇ´ıstup do pameˇti
• azˇ dva prˇ´ıstupy do pameˇti v jedne´ instrukci
• taktova´n´ı CPU a sbeˇrnice 0 – 8 MHz
• jednoduche´ instrukce s dobou vykona´va´n´ı 1T – 3T, slozˇiteˇjˇs´ı 7T (T – strojovy´ cyklus)
1Jinou konstrukci a prˇ´ıstup zajiˇst’uje Harvardska´ architektura, kde je oddeˇlen pameˇt’ovy´ prostor pro
program a data. Vy´hodou je veˇtsˇ´ı rozsah adresove´ho prostoru, nevy´hodou jsou pak slozˇiteˇjˇs´ı a cˇasoveˇ
na´rocˇneˇjˇs´ı instrukce.
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• hardwarove´ na´soben´ı a deˇlen´ı
• podpora programovac´ıho jazyka C
• podpora rezˇimu se sn´ızˇenou spotrˇebou
• ochrany syste´mu pomoc´ı Watchdogu, kontroly n´ızke´ho napeˇt´ı, detekce neplatne´ ad-
resy nebo operandu instrukce
3.3 Programovac´ı model
Programovac´ı model je soubor registr˚u, ktere´ mus´ı programa´tor zna´t, aby mohl pro mikro-
kontrole´r vytvorˇit program. Kromeˇ registr˚u mikroprocesoru potrˇebuje zna´t instrukcˇn´ı sadu,
prˇ´ıpadneˇ specifika vysˇsˇ´ıho programovac´ıho jazyka.
Registry mikroprocesoru jsou zna´zorneˇny na obra´zku 3.2. Jsou umı´steˇny v mikroproce-
soru a nejsou tedy soucˇa´st´ı pameˇtove´ho prostoru.
Obra´zek 3.2: Programovac´ı model HC08
Popis jednotlivy´ch registr˚u:
• akumula´tor2 – A pro obecne´ pouzˇit´ı. CPU jej vyuzˇ´ıva´ pro ukla´da´n´ı operand˚u
a vy´sledk˚u aritmeticko–logicky´ch operac´ı.
• index registr – HX umozˇnˇuj´ıc´ı adresova´n´ı 64kB adresove´ho prostoru. Skla´da´ se ze
dvou osmibitovy´ch registr˚u H a X. V indexove´m adresovac´ım mo´du pouzˇ´ıva´ CPU
obsah HX registru k vy´pocˇtu absolutn´ı adresy dane´ relativn´ım operandem. Mu˚zˇe by´t
take´ vyuzˇit jako docˇasne´ u´lozˇiˇsteˇ dat.
2Jiny´m cˇesky´m termı´nem je strˇadacˇ.
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• ukazatel na za´sobn´ık – SP ukazuje na prvn´ı volnou pozici za´sobn´ıku. Po resetu
mikrokontrole´ru je nastaven vrchol za´sobn´ıku na adresu 0x00ff. Za´sobn´ık lze umı´stit
kdekoliv do oblasti pameˇti RAM. Prˇi vlozˇen´ı dat do za´sobn´ıku se SP snizˇuje, prˇi
vyjmut´ı u´daje se opeˇt zvysˇuje. Za´sobn´ık se take´ vyuzˇ´ıva´ pro prˇeda´va´n´ı parametr˚u
podprogramu˚m. S ukazatelem na za´sobn´ık se pak pracuje obdobneˇ jako s HX regis-
trem.
• programovy´ cˇ´ıtacˇ – PC obsahuje adresu prˇ´ıˇst´ı instrukce nebo operandu. Po resetu
mikrokontrole´ru je naplneˇn resetovac´ım vektorem, ktery´ je ulozˇen na adrese 0xfffe
a 0xffff. Hodnotou vektoru je adresa prvn´ı instrukce programu. Prˇi postupne´m
vykona´va´n´ı programu se PC zvysˇuje, pokud dojde ke skoku do jine´ cˇa´sti programu
nebo je vyvola´na obsluzˇna´ rutina pro prˇerusˇen´ı, je obsah PC nastaven prˇ´ımo, podle
kontextu.
• stavovy´ registr – CCR obsahuje stav globa´ln´ı masky prˇerusˇen´ı a dalˇs´ı bity
(prˇ´ıznaky), indikuj´ıc´ı vy´sledek pra´veˇ provedene´ instrukce. Bity 6 a 5 jsou nevyuzˇity
a permanentneˇ nastaveny na logickou 1.
Vy´znam ostan´ıch bit˚u je na´sleduj´ıc´ı:
– V – prˇ´ıznak prˇetecˇen´ı je nastaven, pokud dojde k prˇetecˇen´ı vy´sledku v doplnˇko-
ve´m ko´du.
– H – prˇ´ıznak polovicˇn´ıho prˇenosu je nastaven prˇi prˇenosu mezi trˇet´ım a cˇtvrty´m
bitem akumula´toru beˇhem operac´ı ADD a ADC. Tento prˇ´ıznak je d˚ulezˇity´ pro
aritmeticke´ operace v BCD ko´du.
– I –maska prˇerusˇen´ı globa´lneˇ ovlivnˇuje povolen´ı prˇerusˇen´ı. Je–li nastavena, zˇa´dne´
zˇa´dosti o prˇerusˇen´ı se nevyhov´ı. Prˇi vy´skytu prˇerusˇen´ı je automaticky nastavena
po ulozˇen´ı CPU registr˚u na za´sobn´ık, ale drˇ´ıve nezˇ je nacˇten vektor prˇerusˇen´ı.
Vı´ce o prˇerusˇen´ı viz kapitola 3.6.
– N – prˇ´ıznak za´porne´ho vy´sledku je nastaven, pokud prˇi aritmeticke´, logicke´ nebo
prˇesunove´ operaci je vy´sledek za´porny´.
– Z – prˇ´ıznak nulove´ho vy´sledku je nastaven, je–li vy´sledek aritmeticke´, logicke´
nebo prˇesunove´ operace nulovy´.
– C – prˇenos / vy´p˚ujcˇka - je nastavena, pokud prˇi operaci soucˇtu dojde k prˇenosu
ze sedme´ho bitu nebo prˇi operaci rozd´ılu k vy´p˚ujcˇce. Prˇ´ıznak je take´ ovlivnˇova´n
neˇktery´mi logicky´mi operacemi a instrukcemi pro u´pravu operand˚u (naprˇ. rotace,
posuvy, nepodmı´neˇne´ skoky).
Je nutne´ podotknout, zˇe HC08 patrˇ´ı do skupiny mikroprocesor˚u typu big–endian, cozˇ
je oznacˇen´ı principu ukla´da´n´ı v´ıcebytovy´ch dat do pameˇti. Big–endian definuje ulozˇen´ı
vy´znamneˇjˇs´ıho (vysˇsˇ´ıho) bytu dat na nizˇsˇ´ı adresu, nezˇ na jakou je ulozˇen me´neˇ vy´znamny´
(nizˇsˇ´ı) byte3.




Mikroprocesory CPU08 mohou adresovat 64kB adresovy´ prostor. Organizace pameˇti je
zna´zorneˇna na obra´zku 3.3.
Obra´zek 3.3: Mapa pameˇti 68HC908LJ12
Prˇ´ıstup do neimplementovane´ oblasti pameˇt’ove´ho prostoru mu˚zˇe zp˚usobit reset, pokud
je tato kontrola povolena. Pokud prˇistupujeme na rezervovane´ pameˇt’ove´ mı´sto, mu˚zˇe doj´ıt
k neprˇedv´ıdatelne´mu chova´n´ı mikrokontrole´ru.
Pameˇt’ovy´ prostor od adresy 0x0060 do 0x025f vcˇetneˇ, je vyhrazen pameˇti RAM.
V nulte´ stra´nce4 je prvn´ıch 160 byt˚u RAM pameˇti. Je-li za´sobn´ık po resetu prˇesunut mimo
nultou stra´nku, vznikne idea´ln´ı mı´sto pro ulozˇen´ı globa´ln´ıch promeˇnny´ch.
4Prvn´ıch 255 byt˚u pameˇti – pro tuto oblast je optimalizova´n prˇ´ımy´ adresovac´ı mo´d. Prˇ´ıstup do te´to cˇa´sti
pameˇti trva´ nejkratsˇ´ı dobu a je proto vhodne´ ulozˇit sem data, ktera´ nejcˇasteˇji pouzˇ´ıva´me.
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3.5 Instrukcˇn´ı sada
Zvoleny´ mikrokontrole´r (viz kapitola 3.2) obsahuje instrukcˇn´ı sadu typu CISC. Instrukce lze
rozdeˇlit do neˇkolika za´kladn´ıch skupin. Pro kazˇdou skupinu budou uvedeny pouze neˇktere´
instrukce. Kompletn´ı popis instrukc´ı je nad ra´mec te´to pra´ce. Vycˇerpa´vaj´ıc´ı informace o in-
strukcˇn´ım souboru lze naj´ıt na internetu nebo v literaturˇe [1].
1. Instrukce pro prˇesuny dat prˇesouvaj´ı data mezi pameˇt´ı/registry a registry HC08.
Patrˇ´ı sem naprˇ.:
• instrukce LDA, slouzˇ´ıc´ı k zapsa´n´ı hodnoty do akumula´toru nebo STX k ulozˇen´ı
hodnoty z registru X do pameˇti.
• instrukce pro pra´ci se za´sobn´ıkem. Konkre´tneˇ naprˇ. PSHA, ktera´ ukla´da´ na za´-
sobn´ık obsah akumula´toru, nebo PULH, ktera´ napln´ı registr H bytem z vrcholu
za´sobn´ıku. Prˇi pra´ci se za´sobn´ıkem je nutno bra´t na veˇdomı´, zˇe SP
ukazuje vzˇdy na dalˇs´ı volne´ (za´sobn´ıkem nevyuzˇite´) pameˇt’ove´ mı´sto.
• instrukce pro prˇenos dat mezi registry – TAP resp. TAX, zajiˇst’uj´ıc´ı prˇesun bytu
mezi akumula´torem a CCR resp. akumula´torem a X registrem.
2. Aritmeticke´ instrukce prova´deˇj´ıc´ı za´kladn´ı operace s daty. Jsou to naprˇ. instrukce:
• ADD resp. SUB, prˇicˇ´ıtaj´ıc´ı k resp. odecˇ´ıtaj´ıc´ı od akumula´toru hodnotu danou ope-
randem. Vy´sledek ukla´daj´ı zpeˇt do akumula´toru.
• INCA resp. DECA zvysˇuj´ıc´ı resp. snizˇuj´ıc´ı hodnotu v akumula´toru.
• CMP porovna´vaj´ıc´ı obsah akumula´toru s hodnotou urcˇenou operandem.
• MUL resp. DIV prova´deˇj´ıc´ı soucˇin resp. celocˇ´ıselne´ deˇlen´ı.
3. Logicke´ instrukce umozˇnˇuj´ı programa´torovi pracovat s konkre´tn´ımi bity dany´ch
byt˚u. Z pohledu teˇchto instrukc´ı je byte reprezentova´n polem 8 bit˚u, prˇicˇemzˇ nejv´ıce
vy´znamny´ bit (nejleveˇjˇs´ı) je na indexu 7 a nejme´neˇ vy´znamny´ bit (nejpraveˇjˇs´ı) na
indexu 0. Mezi za´stupce z te´to skupiny rˇad´ıme naprˇ. instrukce:
• AND resp. ORA prova´deˇj´ıc´ı logicky´ soucˇin resp. soucˇet bytu ulozˇene´ho v aku-
mula´toru a bytu urcˇene´ho operandem. Vy´sledek ukla´da´ zpeˇt do akumula´toru.
Instrukce je vhodna´, chceme–li vynulovat resp. nastavit neˇkolik bit˚u v bytu
a ostatn´ı bity ponechat beze zmeˇny.
• BCLR resp. BSET nuluj´ıc´ı resp. nastavuj´ıc´ı bit urcˇeny´ operandem bytu urcˇene´ho
operandem.
• ASLA resp. ROLA prova´deˇj´ıc´ı aritmeticky´ posuv resp. rotaci bit˚u v bytu doleva.
4. Rˇı´d´ıc´ı instrukce ovlivnˇuj´ıc´ı beˇh hlavn´ıho programu a umozˇnˇuj´ıc´ı rozcˇleneˇn´ı pro-
gramu na logicke´ celky a jejich vza´jemne´ prova´za´n´ı a znovupouzˇit´ı. Do te´to kategorie
spadaj´ı naprˇ. instrukce:
• BRA prova´deˇj´ıc´ı nepodmı´neˇny´ skok (provede se vzˇdy).
• BLT resp. BGE prova´deˇj´ıc´ı skok na na´veˇsˇt´ı dane´ operandem, pokud byl vy´sledek
posledn´ı operace meˇn´ıc´ı CCR prˇ´ıznaky ”mensˇ´ı nezˇ“ resp. ”veˇtsˇ´ı nebo rovno“.
• BRCLR resp. BRSET prova´deˇj´ıc´ı skok na na´veˇsˇt´ı urcˇene´ operandem, pokud je urcˇity´
bit dane´ho bytu vynulova´n resp. nastaven na 1.
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3.6 Syste´m prˇerusˇen´ı
Pro spra´vne´ pochopen´ı pojmu prˇerusˇen´ı je vhodne´ nejdrˇ´ıve uve´st vy´znam podprogramu,
z neˇhozˇ lze prˇi popisu prˇerusˇen´ı vycha´zet.
3.6.1 Podprogram
Mezi charakteristicke´ znaky efektivn´ıho programova´n´ı lze s jistotou zarˇadit vhodnost de-
kompozice slozˇite´ho proble´mu na jednotlive´ podproble´my. Spra´vna´ u´vaha a rozvrzˇen´ı al-
goritmu mu˚zˇe usˇetrˇit spoustu cˇasu, zdroj˚u i vy´pocˇetn´ı kapacity. V oblasti vestaveˇny´ch
syste´mu˚ je tento aspekt take´ velmi v´ıtany´ a proto obsahuje instrukcˇn´ı sada neˇktere´ specia´ln´ı
instrukce, umozˇnˇuj´ıc´ı ”rozcˇleneˇn´ı“ ko´du do logicky´ch celk˚u, tzv. podprogram˚u.
Podprogram je ko´d, zacˇ´ınaj´ıc´ı unika´tn´ım na´veˇsˇt´ım (ktere´ lze cha´pat jako na´zev pod-
programu) a koncˇ´ıc´ı instrukc´ı RTS (na´vrat z podprogramu). Pro vola´n´ı podprogramu se
pouzˇ´ıvaj´ı instrukce BSR nebo JSR5. Instrukce nejdrˇ´ıve ulozˇ´ı obsah PC na za´sobn´ık a pote´
provede skok na na´veˇsˇt´ı dane´ operandem. Pro spra´vnou funkci je vyzˇadova´no, aby podpro-
gram koncˇil instrukc´ı RTS, ktera´ zajist´ı, zˇe ze za´sobn´ıku se obnov´ı obsah PC registru tak,
jak byl nastaven prˇed skokem do podprogramu, a program tak mu˚zˇe pokracˇovat tam, kde
byl prˇerusˇen.
3.6.2 Obsluha prˇerusˇen´ı
Narozd´ıl od podprogramu, jehozˇ vola´n´ı ma´me pevneˇ definova´no a jsou da´ny jednoznacˇne´
podmı´nky jeho vykona´n´ı, k prˇerusˇen´ı mu˚zˇe doj´ıt asynchronneˇ v˚ucˇi toku dat hlavn´ıho pro-
gramu.
Obsluha prˇerusˇen´ı je odezvou na extern´ı u´da´lost beˇhem vykona´va´n´ı hlavn´ıho programu.
Po rozpozna´n´ı zdroje prˇerusˇen´ı je zˇa´dost o prˇerusˇen´ı za urcˇity´ch podmı´nek prˇijata a rˇ´ızen´ı
je prˇeda´no prˇipravene´ obsluzˇne´ rutineˇ. Po jej´ım dokoncˇen´ı je rˇ´ızen´ı prˇeda´no zpeˇt hlavn´ımu
programu.
Definice jednotlivy´ch obsluzˇny´ch rutin jsou umozˇneˇny pomoc´ı tzv. vektor˚u prˇerusˇen´ı.
Jedna´ se o tabulku na konci adresove´ho prostoru, ktera´ obsahuje adresy obsluzˇny´ch rutin.
Tabulka ma´ pevneˇ urcˇenou strukturu, aby bylo mozˇne´ jednoznacˇneˇ prˇiˇradit k dane´mu typu
prˇerusˇen´ı odpov´ıdaj´ıc´ı obsluzˇnou rutinu. V nasˇem prˇ´ıpadeˇ zacˇ´ına´ tabulka na adrese 0xffd0.
V tabulce vektor˚u prˇerusˇen´ı je rovneˇzˇ definova´n vektor pro reset mikrokontrole´ru, ktery´
urcˇuje adresu prvn´ı instrukce programu. Reset mu˚zˇe by´t vyvola´n neˇkolika zp˚usoby, prˇicˇemzˇ
vsˇechny maj´ı spolecˇny´ vektor prˇerusˇen´ı:
1. externeˇ – prˇi zapnut´ı mikrokontrole´ru, prˇiveden´ım n´ızke´ u´rovneˇ na vneˇjˇs´ı vy´vod
RESET.
2. interneˇ – narusˇen´ım spra´vne´ho beˇhu programu, poklesem napa´jec´ıho napeˇt´ı, detekc´ı
neplatne´ho operacˇn´ıho znaku a adresy.
Zdroje prˇerusˇen´ı mu˚zˇeme rozdeˇlit na vneˇjˇs´ı a vnitrˇn´ı. Vneˇjˇs´ım prˇerusˇen´ım je pouze
signa´l IRQ. Vnitrˇn´ı hardwarova´ prˇerusˇen´ı jsou vyvola´na jednotlivy´mi periferiemi a jsou
maskovatelna´ nastaven´ım loka´ln´ıch masek na vysokou u´rovenˇ. Vsˇechny zdroje prˇerusˇen´ı
jsou pak globa´lneˇ maskovatelne´ pomoc´ı bitu I registru CCR. Je–li tento bit nastaven na
log. 1, zˇa´dne´ zˇa´dosti o prˇerusˇn´ı nebude vyhoveˇno.
5Liˇs´ı se v pouzˇite´m adresova´n´ı - instrukce BSR vyuzˇ´ıva´ relativn´ı adresovac´ı mo´d – v´ıce viz [1].
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Proces detekce a proveden´ı zˇa´dosti je uveden na obra´zku 3.4.
Obra´zek 3.4: Postup prˇi vola´n´ı obsluzˇne´ rutiny prˇerusˇen´ı
Nejdrˇ´ıve jsou modulem SIM (System Integration Module) urcˇeny zdroje prˇerusˇen´ı a je
proveden vy´beˇr jednoho z nich, v prˇ´ıpadeˇ zˇe prˇiˇslo zˇa´dost´ı v´ıce. Pote´ je ulozˇen programovac´ı
model na za´sobn´ık6 a je nastavena globa´ln´ı maska prˇerusˇen´ı, cˇ´ımzˇ se dalˇs´ı zˇa´dosti o prˇerusˇen´ı
neuplatn´ı. Do PC registru se ulozˇ´ı vektor prˇerusˇen´ı pro prˇijatou zˇa´dost a nakonec se spust´ı
obsluzˇna´ rutina prˇerusˇen´ı, jej´ızˇ adresa je v PC registru nastavena. Rutina koncˇ´ı instrukc´ı
RTI, ktera´ obnov´ı programovac´ı model, cˇ´ımzˇ nastav´ı hodnotu PC registru na adresu, na
ktere´ dosˇlo k prˇerusˇen´ı. Program tak mu˚zˇe pokracˇovat.
6Je trˇeba poznamenat, zˇe prˇi ukla´da´n´ı programovac´ıho modelu nen´ı automaticky ulozˇen registr H.






Na cˇipu mikrokontrole´ru je zahrnuto neˇkolik periferi´ı, jejichzˇ vy´cˇet a strucˇny´ popis na´sleduje.
Tato sestava periferi´ı je pevneˇ da´na a je charakterizova´na p´ısmeny LJ v oznacˇen´ı mikro-
kontrole´ru. Detailneˇjˇs´ı popis lze naj´ıt v literaturˇe [1] nebo [3].
TIM – cˇ´ıtacˇe/cˇasovacˇe – syste´m cˇ´ıtacˇ˚u/cˇasovacˇ˚u TIM1 a TIM2. Umozˇnˇuj´ı pouzˇit´ı jed-
notek za´chytu hrany a vy´stupn´ıho kompara´toru (Input capture a Output compare),
s mozˇnost´ı nastavit typ hrany (na´stupna´/sestupna´/oboj´ı) a akci prˇi shodeˇ (nasta-
ven´ı/vynulova´n´ı/zmeˇna urcˇite´ho bitu). Da´le je mozˇne´ pouzˇ´ıt cˇasovacˇe ke generova´n´ı
puls˚u s promeˇnnou strˇ´ıdou (Pulsneˇ sˇ´ıˇrkova´ modulace – PWM). Tato technika se
vyuzˇ´ıva´ naprˇ. k ovla´da´n´ı servomotor˚u, regulaci napeˇt´ı atd. Prˇi pouzˇit´ı v podobeˇ cˇ´ıtacˇe
lze nastavit horn´ı limit cˇ´ıta´n´ı, smeˇr cˇ´ıta´n´ı, uda´lost prˇi dosazˇen´ı horn´ıho limitu apod.
CGM – genera´tor hodin – rˇ´ıd´ı chod mikrokontrole´ru, synchronizuje jednotlive´ jeho cˇa´sti
a rˇ´ıd´ı zpracova´n´ı programu. CGM generuje strˇ´ıdavy´ periodicky´ signa´l, jehozˇ prˇesnost
a frekvenci lze z´ıskat neˇkolika zp˚usoby:
1. vestaveˇny´mi obvody krystalove´ho oscila´toru, kdy stacˇ´ı prˇipojit pouze krystal
o vhodne´ rezonancˇn´ı frekvenci (jednotky azˇ des´ıtky MHz, podle typu mikrokon-
trole´ru).
2. vestaveˇny´mi obvody krystalove´ho oscila´toru s fa´zovy´m za´veˇsem, kdy stacˇ´ı prˇipo-
jit levny´ krystal s nizˇsˇ´ı frekvenc´ı. Fa´zovy´ za´veˇs pak vytvorˇ´ı potrˇebny´ hodinovy´
signa´l o frekvenci rˇa´du MHz.
3. extern´ı zdroj hodinove´ho signa´lu.
4. vnitrˇn´ı oscila´tor, ktery´ nevyzˇaduje vneˇjˇs´ı soucˇa´stky, ale nedosahuje takove´ prˇes-
nosti jako krystalove´ oscila´tory.
COP – watchdog – syste´m pro hl´ıda´n´ı spra´vne´ho beˇhu programu. Beˇhem vykona´va´n´ı
programu je nutne´ ve vhodny´ch okamzˇic´ıch volat specia´ln´ı funkce, ktere´ informuj´ı
COP obvod, zˇe je vsˇe v porˇa´dku. Jakmile nen´ı COP takto informova´n, dojde k resetu
mikrokontrole´ru a restartu programu.
RTC – obvod rea´lne´ho cˇasu – slouzˇ´ı k podporˇe hodin rea´lne´ho cˇasu a kalenda´rˇe. Infor-
muje o aktua´ln´ım cˇasu a datumu, umozˇnˇuje volat prˇerusˇen´ı kazˇdou novou sekundu,
minutu, hodinu nebo den, lze jej vyuzˇ´ıt pro funkci bud´ıku apod.
IRSCI – IR se´riove´ synchronn´ı rozhran´ı – synchronn´ı se´riova´ komunikace s podpo-
rou IR kode´ru/dekode´ru. Prˇi komunikaci se spolu s daty prˇena´sˇ´ı i hodinovy´ signa´l.
SPI – se´riove´ asynchronn´ı rozhran´ı – rozhran´ı pro asynchronn´ı se´riovou komunikaci.
Hodinovy´ signa´l se neprˇena´sˇ´ı, prˇ´ıjmacˇ si jej generuje sa´m. Je nutne´ zajistit dostatecˇneˇ
prˇesne´ generova´n´ı a synchronizaci s genera´torem vys´ılacˇe.
ADC – AD prˇevodn´ık – sˇestikana´lovy´ 10bitovy´ aproximacˇn´ı prˇevodn´ık z analogove´ho
signa´lu na cˇ´ıslicovou hodnotu. Umozˇnˇuje jednora´zovou nebo kontinua´ln´ı konverzi.
LCD – LCD displej – periferie usnadnˇuj´ıc´ı ovla´da´n´ı LCD displeje s podporou azˇ 104
segment˚u.
KBI – kla´vesnice – 8 vstup˚u umozˇnˇuj´ıc´ı vyvolat prˇerusˇen´ı, nastavitelna´ u´da´lost vyvola´-




4.1 Cˇinnost operacˇn´ıho syste´mu
Operacˇn´ı syste´m (da´le OS) je skupina pocˇ´ıtacˇovy´ch program˚u, ktere´ spravuj´ı softwarove´
a hardwarove´ zdroje pocˇ´ıtacˇe a zajiˇst’uj´ı jejich vza´jemnou komunikaci1.
Mezi za´kladn´ı role operacˇn´ıho syste´mu patrˇ´ı:
1. Spra´va prostrˇedk˚u - pameˇti, procesoru, periferi´ı.
Dovoluje efektivneˇ a bezpecˇneˇ sd´ılet dostupne´ prostrˇedky mezi v´ıce procesy.
2. Vytva´rˇen´ı prostrˇed´ı pro uzˇivatele a jejich aplikacˇ´ı programy.
Umozˇnˇuje reagovat na podneˇty od uzˇivatele.
C´ılem OS je zjednodusˇit pouzˇit´ı pocˇ´ıtacˇe a soucˇasneˇ maxima´lneˇ vyuzˇ´ıt vsˇech jeho zdroj˚u.
Operacˇn´ı syste´m samotny´ spotrˇebova´va´ neˇktere´ zdroje pocˇ´ıtacˇe (pameˇt’, cˇas procesoru),
proto je d˚ulezˇite´ aby byl OS efektivneˇ navrzˇen. Pro zvy´sˇen´ı komfortu uzˇivatele poskytuj´ı
OS uzˇivatelske´ rozhran´ı. Mu˚zˇe se jednat o prostou konzoli s ovla´da´n´ım textovy´mi prˇ´ıkazy
(termina´l) poprˇ. graficke´ uzˇivatelske´ rozhran´ı.
V prˇ´ıpadeˇ vestaveˇny´ch syste´mu˚ se cˇasto operacˇn´ı syste´m ztotozˇnˇuje s aplikacˇn´ım pro-
gramem, a pln´ı tak jedinou, prˇedem danou u´lohu.
Da´le v textu je operacˇn´ım syste´mem mysˇlen syste´m, jehozˇ soucˇa´st´ı je ja´dro a za´kladn´ı
syste´move´ knihovny a utility.
4.2 Ja´dro
Ja´dro2 je srdcem operacˇn´ıho syste´mu. Tvorˇ´ı jeho nejnizˇsˇ´ı a nejza´kladneˇjˇs´ı vrstvu. Ja´dro
je prvn´ım zava´deˇny´m programem, ktery´ beˇzˇ´ı po celou dobu beˇhu pocˇ´ıtacˇove´ho syste´mu
a zajiˇst’uje za´kladn´ı spra´vu prostrˇedk˚u pro vysˇsˇ´ı vrstvy OS a uzˇivatelske´ aplikace.
1Prˇesna´ definice OS neexistuje. Neˇktere´ zdroje jej ztotozˇnˇuj´ı pouze s ja´drem, jine´ pod pojmem operacˇn´ı
syste´m rozumı´ i prˇ´ıtomnost mnozˇstv´ı aplikacˇn´ıch programu˚. O to co je a co nen´ı soucˇa´st´ı operacˇn´ıho syste´mu
se sta´le vedou spory.
2angl. kernel
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Na obra´zku 4.1 je zna´zorneˇno vyuzˇit´ı ja´dra jako vrstvy mezi hardwarem a softwarem
pocˇ´ıtacˇe.
Obra´zek 4.1: Pozice ja´dra v pocˇ´ıtacˇove´m syste´mu.
Obecne´ ja´dro ma´ na starost:
• pla´nova´n´ı u´loh/proces˚u a jejich vza´jemnou synchronizaci a komunikaci
• spra´vu pameˇti
• spra´vu soubor˚u
Ja´dra mu˚zˇeme rozdeˇlit do neˇkolika skupin, podle slozˇitosti implementace a rozsahu
poskytovnany´ch sluzˇeb. Jedna´ se o ja´dra:
monoliticka´ – poskytuj´ı rozsa´hle´ rozhran´ı a velke´ mnozˇstv´ı sluzˇeb pro vysˇsˇ´ı vrstvy OS.
Obsahuj´ı moduly pro spra´vu pameˇti, pla´nova´n´ı, meziprocesovou komunikaci, soubo-
rove´ syste´my, podporu s´ıt’ove´ komunikace. Vsˇechny sluzˇby beˇzˇ´ı soucˇasneˇ s ja´drem
a jsou vza´jemneˇ prova´za´ny za u´cˇelem vysˇsˇ´ı efektivity. Nevy´hodou teˇchto jader je
obt´ızˇnost u´drzˇby a komplikovane´ odstranˇova´n´ı chyb. V prˇ´ıpadeˇ selha´n´ı jednoho z mo-
dul˚u je take´ velka´ pravdeˇpodobnost pa´du cele´ho syste´mu.
monoliticka´ s modula´rn´ı strukturou – jsou vylepsˇenou koncepc´ı monoliticky´ch jader.
Umozˇnˇuj´ı zava´deˇn´ı resp. odstranˇova´n´ı jednotlivy´ch modul˚u za beˇhu. Tato modularita
ale nen´ı da´na prˇ´ımo architekturou ja´dra. Prakticky se jedna´ pouze o jiny´ zp˚usob pra´ce
s bina´rn´ı podobou ja´dra.
mikroja´dra – definuj´ı velmi u´zkou abstrakci nad hardwarem. Pouzˇ´ıvaj´ı pouze sadu primi-
tivn´ıch syste´movy´ch vola´n´ı, pomoc´ı nichzˇ spravuj´ı pameˇt’, obstara´vaj´ı v´ıceu´lohovost
a meziprocesovou komunikaci. Ostatn´ı sluzˇby jsou implementova´ny mimo ja´dro, v uzˇi-
vatelsky´ch programech, tzv. serverech (v´ıce viz [6]). Vy´hodou mikrojader je vysˇsˇ´ı fle-
xibilita (dynamicke´ spousˇteˇn´ı a zastavova´n´ı sluzˇeb, implementace dalˇs´ıch modul˚u na
u´rovni aplikacˇn´ıho programu), zabezpecˇen´ı (selha´n´ı sluzˇby nemus´ı nutneˇ ve´st k selha´n´ı
cele´ho syste´mu). Nevy´hodou je vysˇsˇ´ı rezˇie, zp˚usobena´ prˇedevsˇ´ım prˇep´ına´n´ım kontextu
(podrobnosti v kapitole 5.6), ktere´ zpomaluje syste´m v´ıce nezˇ vola´n´ı prˇ´ıme´ syste´move´
sluzˇby.
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nanoja´dra – prˇedstavuj´ı nejuzˇsˇ´ı prova´za´n´ı s hardwarem. Zpracova´vaj´ı pouze prˇerusˇen´ı
a komunikaci s jednotkou spra´vy pameˇti3. Jsou velmi podobna´ mikroja´dr˚um, liˇs´ı se
ale v za´vislostech mezi ja´drem a jeho moduly prˇi formova´n´ı operacˇn´ıho syste´mu.
U nanoja´dra nemus´ı by´t nutneˇ moduly prˇerusˇen´ı a jednotky spra´vy pameˇti prˇ´ımo
jeho soucˇa´st´ı. Dı´ky te´to vysoke´ modulariteˇ lze lehce zmeˇnit operacˇn´ı syste´m pouhou
za´meˇnou softwaru a to i za beˇhu.
hybridn´ı ja´dra – mikroja´dra rozsˇ´ıˇrena o ko´d, ktery´ by mohl by´t implementova´n mimo
ja´dro (v serveru), ale za u´cˇelem nizˇsˇ´ı rezˇie je s mikroja´drem teˇsneˇji prova´za´n a beˇzˇ´ı
v jeho rezˇimu.
exoja´dra – poskytuj´ı minima´ln´ı rozhran´ı zameˇrˇene´ prˇeva´zˇneˇ na bezpecˇne´ sd´ılen´ı prostrˇed-
k˚u, nikoli na tvorbu abstrakc´ı. Ja´dra pouze zajiˇst’uj´ı, zˇe zˇa´dany´ prostrˇedek je volny´
a aplikacˇn´ı program jej mu˚zˇe vyuzˇ´ıt.
V nasˇem prˇ´ıpadeˇ budeme od ja´dra vyzˇadovat pouze za´kladn´ı funkcionalitu. Zameˇrˇ´ıme
se na prˇep´ına´n´ı proces˚u, tj. dosazˇen´ı v´ıceu´lohovosti. Budeme vyzˇadovat pohodlne´ vkla´da´n´ı
proces˚u do pla´novacˇe, za´kladn´ı bezpecˇnostn´ı ochrany a jednoduchy´ mechanismus komuni-
kace mezi procesy. Ja´dro nebude obsahovat spra´vu s´ıt’ove´ komunikace ani spra´vu pameˇti.
Z vy´sˇe uvedene´ho vyply´va´, zˇe se bude jednat o na´vrh a implementaci mikroja´dra.
Nasˇi specifikaci by bylo mozˇne´ zahrnout i pod nanoja´dro, hlavneˇ pokud jde o modularitu
a mozˇnost zmeˇny modul˚u za beˇhu. Bylo by totizˇ mozˇne´ (d´ıky mozˇnostem vybrane´ho mi-
krokontrole´ru) v urcˇite´m okamzˇiku prˇepnout obsluhu syste´mu na jine´ ja´dro. Naskytla by
se tak mozˇnost pouzˇ´ıt naprˇ. jiny´ pla´novacˇ (viz 4.4), jiny´ prˇ´ıstup pameˇt’ove´ ochrany (viz
4.8) apod. Nicme´neˇ pro vysˇsˇ´ı na´zornost nebudeme da´le tuto mozˇnost uvazˇovat a pouzˇijeme
pouze jedine´ ja´dro.
4.3 Vı´ceu´lohovost
Mezi jeden z charakteristicky´ch rys˚u operacˇn´ıho syste´mu patrˇ´ı zajiˇsteˇn´ı vykona´va´n´ı v´ıce
u´loh soucˇasneˇ. Nejedna´ se vsˇak o jejich paraleln´ı prova´deˇn´ı4. Vı´ceu´lohovost je metoda, d´ıky
ktere´ je umozˇneˇno v´ıce u´loha´m (proces˚um) sd´ılet zdroje syste´mu, jako naprˇ. cˇas mikropro-
cesoru. V prˇ´ıpadeˇ jednoprocesorove´ho pocˇ´ıtacˇe mu˚zˇe by´t v dany´ okamzˇik veˇnova´n strojovy´
cˇas pouze jedne´ u´loze. Rozhodnut´ı o tom, ktera´ u´loha dostane prˇideˇlen procesor, je zajiˇsteˇno
pla´novacˇem. Prˇep´ına´–li pla´novacˇ jednotlive´ u´lohy dostatecˇneˇ cˇasto, vznika´ iluze paraleln´ıho
prova´deˇn´ı u´loh.
4.4 Pla´novacˇ
Pla´novacˇ ma´ za u´kol rozhodnout, ktere´ z pozˇadovany´ch u´loh bude prˇideˇlen mikroprocesor
a zdroje syste´mu. Nelze vsˇak vzˇdy jednoznacˇneˇ rˇ´ıct, ktera´ z u´loh by to meˇla by´t. Objevuje se
zde mnoho r˚uzny´ch proble´mu˚ (naprˇ. nelze doprˇedu urcˇit jak dlouho bude u´loha trvat a zda
by nebylo lepsˇ´ı nejdrˇ´ıve spustit proces, ktery´ je cˇasoveˇ me´neˇ na´rocˇny´. Da´le mohou naprˇ.
3angl. MMU – Memory Management Unit
4Uvazˇujeme pouze jeden mikroprocesor.
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vznikat za´vislosti mezi jednotlivy´mi procesy, tj. jeden proces potrˇebuje ke sve´mu u´speˇsˇne´mu
proveden´ı data od jine´ho procesu apod.). V soucˇasne´ dobeˇ existuje rˇada algoritmu˚ a stra-
tegi´ı, ktere´ tyto proble´my v´ıce cˇi me´neˇ u´speˇsˇneˇ rˇesˇ´ı (mı´ra u´speˇsˇnosti a pouzˇitelnosti za´vis´ı
na okolnostech).
Prˇehled neˇktery´ch pla´novac´ıch strategi´ı a jejich za´kladn´ı princip:
1. FIFO5 – princip analogicky´ fronteˇ. Prvn´ı prˇ´ıchoz´ı pozˇadavek je obslouzˇen jako prvn´ı,
dalˇs´ı prˇ´ıchoz´ı pozˇadavek cˇeka´, dokud nen´ı prvn´ı vyrˇ´ızen.
2. Shortest–First6 – cˇekaj´ıc´ı proces s nejkratsˇ´ı dobu dosavadn´ıho prova´deˇn´ı z´ıska´va´
cˇas procesoru. Metoda je jednoducha´ a ma´ velkou propustnost (mnozˇstv´ı dokoncˇeny´ch
proces˚u za urcˇitou dobu). Nevy´hodou je jej´ı na´chylnost k vyhladoveˇn´ı7 procesu, ktery´
je v syste´mu dlouhou dobu (je cˇasoveˇ na´rocˇneˇjˇs´ı na dokoncˇen´ı), z d˚uvodu neusta´le´ho
prˇiby´va´n´ı novy´ch, kra´tce trvaj´ıc´ıch proces˚u.
3. Round–robin – jeden z jednodusˇsˇ´ıch algoritmu˚ prˇideˇluj´ıc´ı postupneˇ kazˇde´mu z pro-
ces˚u pevneˇ dane´ mnozˇstv´ı cˇasu (tzv. cˇasove´ kvantum) bez ohledu na priority proces˚u.
Tento prˇ´ıstup je jednoduchy´ na implementaci a eliminuje proble´m vyhladoveˇn´ı.
4. Priority queue8 – procesy jsou obsluhova´ny (jsou jim prˇideˇlova´ny pozˇadovane´ zdroje
a cˇas procesoru) podle priority. Cˇ´ım vysˇsˇ´ı prioritu proces ma´, t´ım drˇ´ıve se dostane
na rˇadu. Prioritu je mozˇne´ dynamicky prˇepocˇ´ıta´vat a porˇad´ı proces˚u tak meˇnit podle
aktua´ln´ı potrˇeby. Metoda je na´chylna´ na vyhladoveˇn´ı.
5. Lottery9 – kazˇde´mu procesu je prˇiˇrazeno neˇkolik na´hodny´ch cˇ´ısel (l´ıstk˚u loterie),
podle nichzˇ je pak vola´n. Cˇ´ım v´ıce ma´ proces l´ıstk˚u, t´ım je pravdeˇpodobnost jeho
vykona´va´n´ı vysˇsˇ´ı.
Strategie pla´novacˇe lze rozdeˇlit rovneˇzˇ z hlediska odevzda´n´ı procesoru samotny´m pro-
cesem:
• Nepreemptivn´ı – procesor mu˚zˇe by´t procesu odebra´n, prokud je zablokova´n prˇi
vstupneˇ–vy´stupn´ı operaci nebo pokud se proces procesoru sa´m vzda´.
• Preemptivn´ı – procesu mu˚zˇe by´t procesor odebra´n, vyprsˇ´ı–li cˇasove´ kvantum procesu
prˇideˇlene´, nebo pokud prˇijde pozˇadavek na obslouzˇen´ı procesu s vysˇsˇ´ı prioritou.
Pro tuto pra´ci byla zvolena strategie Round–Robin. Hlavn´ım d˚uvodem je jej´ı jed-
noduchost a nena´rocˇnost na zdroje pro vlastn´ı exekutivu pla´novacˇe. Jedna´ se o strategii
preemptivn´ı, protozˇe procesy budou prˇep´ına´ny po vyprsˇen´ı cˇasove´ho kvanta.









Na obra´zku 4.2 je zna´zorneˇno prˇep´ına´n´ı proces˚u prˇi pouzˇit´ı strategie Round–Robin.
Obra´zek 4.2: Princip algoritmu Round–Robin.
4.5 Zajiˇsteˇn´ı v´ıceu´lohovosti
Vı´ceu´lohovost v pocˇ´ıtacˇove´m syste´mu s jedn´ım mikroprocesorem lze zajistit neˇkolika zp˚u-
soby. Je na uzˇivateli, aby zvolil nejvhodneˇjˇs´ı variantu vzhledem k potrˇeba´m sve´ho projektu,
slozˇitosti a rozsahu implementace.
Za´kladn´ı prˇ´ıstupy k rˇesˇen´ı proble´mu ”soucˇasne´ho“ beˇhu v´ıce u´loh jsou na´sleduj´ıc´ı:
1. cyklicke zpracova´n´ı10 – tento prˇ´ıstup nevyuzˇ´ıva´ prˇerusˇen´ı ani slozˇite´ algoritmy.
Jedna´ se o neˇkolik metodik zalozˇeny´ch na nekonecˇny´ch smycˇka´ch (for(;;) {...}).
Uvnitrˇ smycˇky jsou postupneˇ uvedeny u´lohy v porˇad´ı, ve ktere´m se maj´ı prova´deˇt.
Existuj´ı i varianty, ktere´ na za´kladeˇ r˚uzny´ch stav˚u u´loh (tzv. flag˚u) mohou meˇnit
priority teˇchto u´loh a t´ım upravovat porˇad´ı jejich spousˇteˇn´ı. Mezi tyto metodiky patrˇ´ı
naprˇ. vyzy´vac´ı smycˇka11, cyklicke´ prova´deˇn´ı nebo stavoveˇ rˇ´ızeny´ ko´d. Vy´hodou tohoto
prˇ´ıstupu je snadna´ analy´za syste´mu. Nevy´hodou je urcˇite´ zpozˇdeˇn´ı mezi prˇijatou
zˇa´dost´ı o zpracova´n´ı uda´losti a jej´ım vlastn´ım vyrˇ´ızen´ım. Vı´ce se lze docˇ´ıst v [4].
2. vyuzˇit´ı prˇerusˇovac´ıho podsyste´mu – umozˇnˇuje realizaci pla´novacˇe pomoc´ı hard-
warove´ho nebo softwarove´ho prˇerusˇen´ı. Prˇerusˇen´ı urcˇuj´ıc´ı okamzˇik prˇepnut´ı je vola´no
naprˇ. cˇasovacˇem, cˇi jiny´m zdrojem hodinove´ho signa´lu. U´loha ktera´ je momenta´lneˇ
prova´deˇna se prˇerusˇ´ı, dojde k prˇepnut´ı kontextu (viz 5.6) a podle pla´novacˇe je urcˇena
u´loha na´sleduj´ıc´ı. Vy´hodou teˇchto syste´mu˚ je rychla´ odezva na prˇ´ıchoz´ı pozˇadavek
a prˇehlednost ko´du. Nevy´hodou pak ply´tva´n´ı cˇasem procesoru v nekonecˇne´ smycˇce,
ktera´ tvorˇ´ı hlavn´ı teˇlo syste´mu, nebo komplikace prˇi poskytova´n´ı slozˇiteˇjˇs´ıch sluzˇeb
(spra´va soubor˚u, s´ıt´ı apod.).
10Oznacˇova´no take´ jako pseudoja´dro.
11angl. polling
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3. syste´my pracuj´ıc´ı v poprˇed´ı/pozad´ı12 – jsou zalozˇeny na vyuzˇit´ı prˇerusˇen´ı. V sys-
te´mu jsou u´lohy rozdeˇleny do dvou skupin. Tzv. poprˇed´ı syste´mu je tvorˇeno u´lohami
s vysokou prioritou, ktere´ se prova´deˇj´ı prˇi prˇerusˇen´ı. Pozad´ı syste´mu je tvorˇeno
u´lohami s nizˇsˇ´ı prioritou, ktere´ by nemeˇly prova´deˇt cˇasoveˇ na´rocˇne´ operace, ale
sp´ıˇse by naprˇ. mohly pracovat s pomaly´mi zarˇ´ızen´ımi nebo prova´deˇt testova´n´ı cˇa´st´ı
syste´mu. V momenteˇ, kdy dojde k prˇerusˇen´ı, vyvola´ se neˇktera´ z u´loh s vysokou priori-
tou, ktera´ prˇerusˇ´ı prova´deˇn´ı u´loh na pozad´ı do doby, nezˇ je zpracova´na. Tyto syste´my
maj´ı kra´tke´ doby odezvy na uda´losti, jsou vsˇak na´chylne´ k chyba´m zp˚usobeny´m
zmeˇnami cˇas˚u prova´deˇn´ı ko´du cˇi selha´n´ı hardware. Take´ je nutne´ prˇedem zna´t pocˇet
u´loh v poprˇed´ı pro efektivneˇjˇs´ı implementaci.
4. TCB model13 – je vhodny´ pouzˇ´ıt v syste´mech, kde se prˇedpokla´da´ dynamicke´
prˇida´va´n´ı a odeb´ıra´n´ı u´loh. Kazˇde´ u´loze je prˇideˇlena datova´ struktura (tzv. blok
rˇ´ızen´ı u´lohy), obsahuj´ıc´ı identifikaci u´lohy, jej´ı stav, registry, prioritu a dalˇs´ı informace.
Ja´dro (beˇzˇ´ıc´ı jako u´loha s nejvysˇsˇ´ı prioritou) si pak uchova´va´ seznamy prˇipraveny´ch
a blokovany´ch u´loh. Kazˇde´ prˇerusˇen´ı a syste´movy´ pozˇadavek od beˇzˇ´ıc´ıch u´loh vyvola´
u´lohu typu ja´dro. Ja´dro zkontroluje zda je neˇjaka´ u´loha v seznamu prˇipraveny´ch u´loh.
Pokud ano, prˇesune se TCB aktua´lneˇ beˇzˇ´ıc´ı u´lohy na konec seznamu prˇipraveny´ch
u´loh a ze seznamu u´loh vezme prvn´ı prˇipravenou u´lohu, kterou spust´ı. Vy´hodou
tohoto syste´mu je velka´ flexibilita a dynamicˇnost spra´vy u´loh. Nevy´hodou pak je
velka´ rezˇie spojena´ se spra´vou a uchova´va´n´ım informac´ı o u´loha´ch.
Kazˇda´ z uvedeny´ch technik prˇina´sˇ´ı vy´hody i nevy´hody. Podrobneˇjˇs´ı analy´ze a na´vrhu
rˇesˇen´ı pro nasˇe ja´dro se veˇnuj´ı na´sleduj´ıc´ı kapitoly.
4.6 Mozˇnosti architektury HC08
U vestaveˇny´ch syste´mu˚ je kladen velky´ d˚uraz na spra´vne´ vyuzˇit´ı zdroj˚u poskytovany´ch
syste´mem. Prˇed vlastn´ım na´vrhem ja´dra operacˇn´ıho syste´mu je nutne´ d˚ukladneˇ prostudo-
vat c´ılovou platformu, prˇedevsˇ´ım z pohledu softwarove´ho. Ma´me nyn´ı potrˇebne´ infomace
k urcˇen´ı strategie pro vytvorˇen´ı ja´dra tak, aby spra´va prostrˇedk˚u mikrokontrole´ru byla
efektivn´ı a dostatecˇneˇ u´cˇinna´.
Prˇed na´vrhem ja´dra se bl´ızˇe zameˇrˇ´ıme na na´sleduj´ıc´ımi te´mata.
4.6.1 Vyuzˇit´ı cˇasovacˇe
Vzhledem k tomu, zˇe prˇedmeˇtem na´vrhu a implementace je v´ıceu´lohovy´ operacˇn´ı syste´m,
bude nutne´ zajistit pseudoparaleln´ı beˇh v´ıce u´loh. Pro prˇep´ına´n´ı u´loh zvol´ıme mechanismus
vyuzˇ´ıvaj´ıc´ı prˇerusˇovac´ıho podsyste´mu (bod 2, kapitola 4.5).
Cˇasovacˇ umı´steˇny´ na cˇipu 68HC908LJ12 se skla´da´ ze dvou modul˚u, TIM1 a TIM2,
z nichzˇ kazˇdy´ ma´ dva kana´ly.
12angl. foreground/background systems – FBS
13Task Control Block
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Modul cˇasovacˇe lze vyuzˇ´ıt jako:
• jednotku za´chytu hrany – v prˇ´ıpadeˇ zˇe od syste´mu ocˇeka´va´me reakci na zmeˇnu
urcˇite´ho cˇ´ıslicove´ho signa´lu
• vy´stupn´ı kompara´tor – v prˇ´ıpadeˇ, zˇe chceme generovat impulzy s promeˇnnou strˇ´ıdou
a periodou. Jakmile dosa´hne cˇ´ıtacˇ cˇasovacˇe prˇednastavene´ hodnoty, mu˚zˇe doj´ıt na
pinu mikrokontrole´ru k nastaven´ı, vynulova´n´ı nebo zmeˇneˇ napeˇt’ove´ u´rovneˇ.
• prosty´ cˇ´ıtacˇ – kdy mu˚zˇeme reagovat na dosazˇen´ı urcˇite´ hodnoty cˇ´ıtacˇe
Od nasˇeho ja´dra vyzˇadujeme, aby v urcˇity´ch intervalech umozˇnilo prˇepnut´ı prova´deˇne´
u´lohy. Vyuzˇijeme tedy cˇasovacˇ jako cˇ´ıtacˇ (viz obr 4.3).
Jelikozˇ jsou k dispozici dva cˇasovacˇe, vybereme pro u´cˇely ja´dra pouze jeden z nich.
Protozˇe by mohla nastat situace, kdy jedna z u´loh vyuzˇ´ıva´ druhy´ cˇasovacˇ, vybereme pro
ja´dro modul s vysˇsˇ´ı prioritou obsluhy prˇerusˇen´ı. To proto, abychom uprˇednostnili vykona´n´ı
operace ja´dra prˇed vykona´n´ım pozˇadavku u´lohy. Vyuzˇ´ıvat tedy budeme cˇasovacˇ s oznacˇen´ım
TIM2 a pro uzˇivatelske´ u´lohy ponecha´me k dispozici TIM1.
Obra´zek 4.3: Cˇasovacˇ s prˇeddeˇlicˇkou.
Pro spra´vnou funkci cˇasovacˇ nastav´ıme vhodneˇ prˇeddeˇlicˇku, abychom se rˇa´doveˇ
dostali do oblasti prˇep´ına´n´ı v rˇa´dech Hz (pro veˇtsˇ´ı na´zornost). Pote´ bude nutne´ nakon-
figurovat spra´vneˇ vlastn´ı cˇasovacˇ. Pu˚jde prˇedevsˇ´ım o nastaven´ı modula, tj. hodnoty po
jej´ımzˇ dosazˇen´ı bude cˇ´ıtacˇ cˇasovacˇe vynulova´n. Hodnotu bude cˇasovacˇ zvysˇovat pocˇ´ıta´n´ım
impulz˚u z prˇeddeˇlicˇky, azˇ dokud se nedostane na hodnotu danou modulem. V tento okamzˇik
take´ dojde k vygenerova´n´ı prˇerusˇen´ı a vyvola´n´ı obsluzˇne´ rutiny.
4.6.2 Za´sobn´ık
Pro ukla´da´n´ı kontextu u´loh budeme vyuzˇ´ıvat za´sobn´ık. Proto bude nezbytneˇ nutne´ zna´t
jeho spra´vnou funkci.
Za´sobn´ık je datovou strukturou oznacˇovanou jako LIFO14. Znamena´ to, zˇe hodnota
naposled ulozˇena´ na za´sobn´ık bude prˇi odebra´n´ı ze za´sobn´ıku vra´cena jako prvn´ı.
14Last In First Out
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Za´sobn´ık se pouzˇ´ıva´ prˇeva´zˇneˇ pro:
• ukla´da´n´ı resp. obnovova´n´ı na´vratovy´ch adres prˇi odskoku do resp. na´vratu z podpro-
gramu
• ukla´da´n´ı a obnovova´n´ı programovac´ıho modelu prˇi prˇerusˇen´ı
• prˇeda´va´n´ı promeˇnny´ch mezi podprogramy
Adresace za´sobn´ıku je umozˇneˇna prostrˇednictv´ım SP registru, ktery´ ukazuje na dalˇs´ı
volne´ pameˇt’ove´ mı´sto, kam se bude prˇ´ıpadneˇ ukla´dat dalˇs´ı hodnota. Vztah mezi obsahem
za´sobn´ıku a registrem SP je zna´zorneˇn na obra´zku 4.4.
Obra´zek 4.4: Vztah mezi ukazatelem na za´sobn´ık a pameˇt´ı za´sobn´ıku.
Pokud je za´sobn´ık pra´zdny´, obsahuje SP adresu mı´sta, kam lze ulozˇit prvn´ı byte. Po
vlozˇen´ı hodnoty 0x12 na za´sobn´ık (naprˇ. pomoc´ı instrukce PSHA), ukazuje SP na adresu
o 1 nizˇsˇ´ı nezˇ je adresa vlozˇene´ hodnoty. Prˇi vy´beˇru bytu ze za´sobn´ıku (naprˇ. instrukc´ı PULA)
se SP o 1 zvy´sˇ´ı a ukazuje opeˇt na prvn´ı volne´ mı´sto za´sobn´ıku.
Za´sobn´ık u rodiny HC08 je dynamicky realokovatelny´. To znamena´, zˇe jeho umı´steˇn´ı
mu˚zˇeme ovlivnit dynamicky, za beˇhu programu, cozˇ take´ v ja´dru uplatn´ıme.
Za´sobn´ık je umı´steˇn v pameˇti RAM. U na´mi zvolene´ho typu mikrokontrole´ru je to v ob-
lasti pameˇti od 0x0060 do 0x025f. Nen´ı mu ale vyhrazena cela´ tato oblast. Ihned po resetu
mikrokontrole´ru je za´sobn´ık umı´steˇn na adresu 0x00ff. Pro dosazˇen´ı vysˇsˇ´ı efektivity ko´du
se doporucˇuje umı´stit do oblasti od 0x0060 do 0x00ff globa´ln´ı promeˇnne´, z d˚uvodu rych-
lejˇs´ıho prˇ´ıstupu k nim. Od adresy 0x0100 do 0x025f pak z˚usta´va´ pro za´sobn´ık a prˇ´ıpadne´
dalˇs´ı promeˇnne´ 352 byt˚u.
Prˇi skoku do podprogramu prostrˇednictv´ım instrukc´ı JSR nebo BSR, se na za´sobn´ık
ukla´daj´ı 2 byty, obsahuj´ıc´ı adresu instrukce, ktera´ bude provedena po na´vratu z podpro-
gramu. Ze za´sobn´ıku budou tato data opeˇt odebra´na pouzˇit´ım instrukce RTS. Prˇi vyvola´n´ı
prˇerusˇen´ı se na za´sobn´ık ukla´da´ 5 byt˚u programovac´ıho modelu. Konkre´tneˇ jde o regis-
try PC, X, A a CCR (stavovy´ registr). Ze za´sobn´ıku je programovac´ı model odebra´n prˇi
vykona´n´ı instrukce RTI. Registr H nen´ı automaticky ukla´da´n z d˚uvodu zachova´n´ı kompa-
tibility s mikroprocesory M680515.
Registr SP je mozˇne´ pouzˇ´ıt i jako index registr pro indexove´ adresova´n´ı. Vı´ce informac´ı
lze naj´ıt naprˇ. v [1].
Prˇi pra´ci se za´sobn´ıkem je trˇeba da´vat pozor, aby nedosˇlo k prˇepsa´n´ı jiny´ch dat.
15V prˇ´ıpadeˇ pouzˇit´ı registru H v obsluze prˇerusˇen´ı je nutne´ jej na za´sobn´ık ulozˇit resp. z neˇj obnovit
pomoc´ı instrukce PSHH resp. PULH.
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4.7 Inicializace u´loh ja´dra
U obecne´ho operacˇn´ıho syste´mu plat´ı, zˇe jeho ja´dro je prvn´ım zava´deˇny´m programem.
V nasˇem prˇ´ıpadeˇ bude toto pravidlo dodrzˇeno. Prˇed vlastn´ım spusˇteˇn´ım ja´dra (tj. prˇed
prˇeda´n´ım rˇ´ızen´ı ja´dru) ale mus´ıme specifikovat, ktere´ u´lohy bude ja´dro spravovat. Je proto
nutne´ navrhnout mechanismus, ktery´m tyto u´lohy jednodusˇe, efektivneˇ a jednoznacˇneˇ
urcˇ´ıme a zarˇad´ıme do pla´novacˇe.
Je trˇeba si uveˇdomit, zˇe mus´ıme ja´dru sdeˇlit na ktere´ adrese zacˇ´ına´ vlastn´ı ko´d dane´
u´lohy. Tato informace se ale po prvn´ım spusˇteˇn´ı sta´va´ zbytecˇnou. Ja´dro se totizˇ v na´sledu-
j´ıc´ım spusˇteˇn´ı u´lohy nebude vracet na jej´ı prvn´ı instrukci. Bude pokracˇovat ve vykona´va´n´ı
ko´du u´lohy od adresy, na ktere´ byl v prˇedchoz´ım beˇhu proces prˇerusˇen. Potrˇebujeme tedy
nav´ıc u kazˇde´ u´lohy ukla´dat informaci o adrese, od ktere´ ma´ pokracˇovat prˇi dalˇs´ım spusˇteˇn´ı.
Nab´ız´ı se dveˇ mozˇnosti, jak adresu pocˇa´tku u´lohy a mı´sta dalˇs´ıho vstupu uchova´vat:
1. pamatovat si obeˇ adresy
2. adresu pocˇa´tku prˇepisovat adresou dalˇs´ıho vstupu do procesu
Prvn´ı mozˇnost je jisteˇ cˇisteˇjˇs´ı a prˇehledneˇjˇs´ı. Vypla´c´ı se v prˇ´ıpadeˇ zˇe soucˇa´st´ı operacˇn´ıho
syste´mu bude naprˇ. logovac´ı mechanismus, monitorova´n´ı beˇhu u´loh, spra´vce proces˚u apod.
Pokud ale bude adresa pocˇa´tku procesu vyuzˇita pouze jednou, je jej´ı dalˇs´ı prˇ´ıtomnost
zbytecˇna´. V syste´mech s omezeny´m mnozˇstv´ım pameˇti je pak v´ıta´no tuto informaci z pameˇti
uvolnit, nebo ji vyuzˇ´ıt pro jine´ u´cˇely, cozˇ naznacˇuje druha´ mozˇnost. Po prvn´ım vola´n´ı
procesu se adresa zacˇa´tku procesu sta´va´ zbytecˇnou. Dojde–li k odebra´n´ı procesoru dane´
u´loze, ulozˇ´ıme na adresu prvn´ı instrukce informaci o mı´steˇ na´vratu do prˇerusˇene´ u´lohy.
Prˇi vkla´da´n´ı u´lohy do syste´mu je nutne´ u´loze zarucˇit, zˇe budou dostupne´ prostrˇedky,
nezbytne´ pro jej´ı beˇh. Vzhledem k rozsahu implementace ja´dra se v nasˇem prˇ´ıpadeˇ bude
jednat pouze o zajiˇsteˇn´ı pameˇti pro u´lohu. Bohuzˇel tento u´daj nelze urcˇit bez prˇedbeˇzˇne´
znalosti dane´ u´lohy. Mus´ıme tedy pouzˇ´ıt alternativn´ı prˇ´ıstup, tj. urcˇit mnozˇstv´ı pameˇti pro
kazˇdy´ proces.
K tomuto proble´mu mu˚zˇeme prˇistupovat automatizovaneˇ – urcˇili bychom konstantn´ı ve-
likost vyhrazene´ pameˇti pro kazˇdy´ proces. Uzˇivatel by se tak nemusel starat o to,
kolik pameˇti jeho proces potrˇebuje ke sve´mu beˇhu. Tato mozˇnost je pohodlna´, ale neprˇ´ıliˇs
efektivn´ı v prˇ´ıpadeˇ, zˇe pouzˇ´ıva´me r˚uzneˇ pameˇt’oveˇ na´rocˇne´ u´lohy. Pak by se tato hodnota
musela stanovovat s ohledem na pameˇt’oveˇ nejv´ıce na´rocˇnou u´lohu, cozˇ by velo k vy´razne´mu
sn´ızˇen´ı maxima´ln´ıho pocˇtu proces˚u.
Rˇesˇen´ım tedy v nasˇem prˇ´ıpadeˇ bude explicitn´ı urcˇen´ı pameˇti pro kazˇdy´ proces jednotliveˇ.
Prˇi vkla´da´n´ı u´lohy bude muset uzˇivatel uve´st na´zev te´to u´lohy a jej´ı pameˇt’ovou na´rocˇnost.
Urcˇen´ı potrˇebne´ pameˇti nebude trivia´ln´ı. Uzˇivatel bude muset zna´t princip u´lohy, prˇ´ıpadneˇ
prove´st simulaci pro zjiˇsteˇn´ı minima´ln´ı pameˇt’ove´ za´teˇzˇe. Prˇ´ınosem ale bude dosazˇen´ı vysˇsˇ´ı
efektivity vyuzˇit´ı pameˇti mikrokontrole´ru.
U obou mozˇnost´ı prˇideˇlen´ı pameˇti procesu mu˚zˇe doj´ıt k situaci, kdy procesu pameˇt’
dojde. Pokus´ı se pak zapsat sva´ data mimo jemu vyhrazeny´ prostor. Tuto situaci rozeb´ıra´
do podrobna sekce 4.8.
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4.8 Beˇh ja´dra
Jakmile ma´me vsˇechny u´lohy vlozˇene´, mu˚zˇeme dokoncˇit inicializaci ja´dra a prˇedat mu rˇ´ızen´ı
syste´mu.
Se spousˇteˇn´ım ja´dra je spojena jesˇteˇ jedna povinnost. Je totizˇ nutne´ spustit neˇkterou
z u´loh, aby byla zajiˇsteˇna univerza´lnost prˇep´ına´n´ı u´loh a ja´dro nemuselo obsahovat rˇesˇen´ı
pro specia´ln´ı prˇ´ıpad, kdy by nedocha´zelo k pocˇa´tecˇn´ımu prˇepnut´ı kontextu. Toto osˇetrˇen´ı
by znamenalo sn´ızˇen´ı vy´konnosti ja´dra. Pokud bychom nespustili neˇkterou z u´loh prˇed za-
veden´ım ja´dra, dosˇlo by k tomu, zˇe prˇi prvn´ım vola´n´ı ja´dra by nebyla zna´ma´ prˇerusˇena´
u´loha. Za prvotn´ı u´lohu bychom mohli povazˇovat hlavn´ı vstupn´ı bod programu, nicme´neˇ
by bylo nezbytne´ prˇideˇlit hlavn´ımu programu cˇa´st pameˇti. Ta by ale byla vyuzˇita pouze
jednora´zoveˇ. Proto zvol´ıme prvotn´ı spusˇteˇn´ı neˇktere´ z u´loh. Bude tak zachova´na uni-
verza´lnost ja´dra a minimalizova´ny prostrˇedky nutne´ pro inicializaci a spousˇteˇn´ı ja´dra.
Ja´dro ma´me tedy spusˇteˇne´ a beˇzˇ´ı na´m i pocˇa´tecˇn´ı u´loha. Nyn´ı je cˇas procesoru plneˇ
veˇnova´n te´to u´loze. Po uplynut´ı nastavene´ho cˇasove´ho kvanta dojde k prˇerusˇen´ı od cˇasovacˇe.
Syste´mem SIM je vybra´na a zavola´na obsluzˇna´ rutina pro prˇerusˇen´ı prˇi prˇetecˇen´ı cˇasovacˇe.
Princip prˇep´ına´n´ı u´loh je zna´zorneˇn na obra´zku 4.5.
Obra´zek 4.5: Princip prˇep´ına´n´ı u´loh (emulace v´ıceu´lohovosti).
V obsluzˇne´ rutineˇ provedeme prˇepnut´ı kontextu beˇzˇ´ıc´ı u´lohy a mo´du OS. T´ımto se dosta-
neme z rezˇimu uzˇivatelske´ho (beˇh jednotlivy´ch u´loh) do rezˇimu ja´dra (spra´va u´loh, pla´novacˇ
apod.). V tomto mı´steˇ provedeme kontrolu pameˇti, kterou prˇerusˇeny´ proces vyuzˇ´ıval.
V prˇ´ıpadeˇ zˇe dosˇlo k prˇepsa´n´ı dat jine´ho procesu, zastav´ıme cˇinnost ja´dra a upozorn´ıme
na tuto skutecˇnost uzˇivatele. Pokud bychom tuto kontrolu neprovedli, mohla by nastat si-
tuace, kdy by se po skoncˇen´ı obsluzˇne´ rutiny nevra´tilo vykona´va´n´ı procesu do spra´vne´ho
mı´sta. Da´le rozhodneme o u´loze, ktere´ bude v prˇ´ıˇst´ım okamzˇiku prˇideˇlen vy´pocˇetn´ı cˇas. Zde
prˇeb´ıra´ exekutivu pla´novacˇ, v nasˇem prˇ´ıpadeˇ zalozˇeny´ na metodeˇ Round–robin (viz 4.4).
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Zby´va´ na´m prˇepnout se zpeˇt do uzˇivatelske´ho rezˇimu, tj. obnovit kontext noveˇ vybrane´
u´lohy. Dı´ky informaci o adrese na ktere´ bylo vykona´va´n´ı u´lohy prˇerusˇeno je zajiˇsteˇno, zˇe
u´loha bude pokracˇovat na spra´vne´m mı´steˇ.
Cˇas procesoru tedy opeˇt vyuzˇ´ıva´ uzˇivatelska´ u´loha, dokud nedojde k dalˇs´ımu prˇerusˇen´ı
od cˇasovacˇe.
4.9 Omezen´ı dana´ architekturou
V oblasti vestaveˇny´ch syste´mu˚ je na´vrh ja´dra komplikovaneˇjˇs´ı nezˇ v ostatn´ıch pocˇ´ıtacˇovy´ch
syste´mech. Jsme nuceni prˇizp˚usobit nasˇe pozˇadavky podle dostupny´ch kapacit pameˇti.
Mus´ıme vz´ıt take´ v u´vahu frekvenci mikroprocesoru. Da´le bychom meˇli dba´t na bezpecˇnou
pra´ci s periferiemi mikrokontrole´ru, aby nedocha´zelo k neocˇeka´vane´mu a nebezpecˇne´mu
chova´n´ı syste´mu.
Pro nasˇe u´cˇely poskytuje mikrokontrole´r 68HC908LJ12 dostatek zdroj˚u. Nejd˚ulezˇiteˇjˇs´ım
je z nasˇeho hlediska velikost pameˇti RAM.
Pro vlastn´ı pouzˇit´ı ma´me k dispozici 512 byt˚u RAM pameˇti, od adresy 0x0060 do
0x025f vcˇetneˇ. Do tohoto prostoru ale spada´ i mı´sto pro za´sobn´ık. Mus´ıme tedy zva´zˇit
umı´steˇn´ı jednotlivy´ch typ˚u promeˇnny´ch a za´sobn´ıku.
Pameˇt’ pro nasˇe ja´dro usporˇa´da´me podle obra´zku 4.6.
Obra´zek 4.6: Organizace pameˇti RAM pro efektivn´ı vyuzˇit´ı ja´drem.
Do oblasti globa´ln´ıch promeˇnny´ch je vhodne´ ukla´dat data, ktera´ jsou vyuzˇ´ıva´na nejcˇas-
teˇji. Jedna´ se o promeˇnne´ ja´dra, o data sd´ılena´ v´ıce procesy apod.
Mezi ostatn´ı promeˇnne´ lze zarˇadit globa´ln´ı promeˇnne´ jednotlivy´ch u´loh.
Pameˇti pro procesy je k dispozici nejv´ıce, aby bylo umozˇneˇno spravovat co nejveˇtsˇ´ı
mnozˇstv´ı proces˚u. Tuto pameˇt’ ma´ pod spra´vou ja´dro.
Posledn´ı cˇa´st je veˇnova´na samotne´mu ja´dru, ktere´ si do n´ı ukla´da´ data beˇhem vy´pocˇtu





Vy´voj aplikac´ı pro vestaveˇne´ syste´my je znacˇneˇ usnadneˇn existenc´ı vy´vojovy´ch prostrˇed´ı.
Protozˇe se u jednotlivy´ch vy´robc˚u mikrokontrole´r˚u jednotlive´ rodiny od sebe odliˇsuj´ı, at’
uzˇ po stra´nce hardwarove´ nebo softwarove´, lze narazit na mnozˇstv´ı vy´vojovy´ch prostrˇed´ı,
staveˇny´ch specificky´m skupina´m mikrokontrole´r˚u na mı´ru. Aplikace pro cˇipy od vy´robce
Atmel tak mu˚zˇeme vyvy´jet v programu AVR Studio, Microchip doporucˇuje na svy´ch
stra´nka´ch vy´vojove´ prostrˇed´ı MPLAB atd. I Motorola ma´ pro rodinu 8bitovy´ch kontrole´r˚u
sve´ typicke´ prostrˇed´ı, usnadnˇuj´ıc´ı a urychluj´ıc´ı vy´voj aplikac´ı. Je j´ım Freescale CodeWarrior,
v soucˇasne´ dobeˇ ve verzi 5.1. V tomto prostrˇed´ı byla vyvy´jena i programova´ cˇa´st te´to pra´ce.
CodeWarrior poskytuje uzˇivateli mnozˇstv´ı na´stroj˚u pro veˇtsˇ´ı komfort, z nichzˇ uvedu
pouze za´kladn´ı z nich, ktere´ napomohly prˇi vy´voji zadane´ho ja´dra:
• editor zdrojove´ho ko´du se zvy´razneˇn´ım syntaxe
• simula´tor pro ladeˇn´ı aplikace bez nutnosti prˇ´ıtomnosti c´ılove´ho hardwaru
• obvodovy´ emula´tor, umozˇnˇuj´ıc´ı sledova´n´ı stavu mikrokontrole´ru za beˇhu
• mozˇnost pra´ce s projekty
• propracovana´ na´poveˇda
CodeWarrior nab´ız´ı mozˇnost vy´voje aplikace v assembleru nebo vysˇsˇ´ım programovac´ım
jazyce – C a C++. Pro implementaci ja´dra jsem zvolil jazyk C. Ko´d je pak prˇehledneˇjˇs´ı
a cˇitelneˇjˇs´ı, s mozˇnost´ı jednodusˇsˇ´ıch u´prav a opravy chyb. Nevy´hodou je sn´ızˇen´ı efektivity,
protozˇe p´ıˇseme–li aplikaci prˇ´ımo v assembleru, ma´me prˇehled nad kazˇdy´m bytem a kazˇdou
provedenou instrukc´ı. I prˇesto je meziprˇeklad z jazyka C do assembleru dostatecˇneˇ efektivn´ı.
Vı´ce informac´ı o vy´vojove´m prostrˇed´ı lze naj´ıt na www stra´nka´ch [2].
Pro snazsˇ´ı orientaci jsem cely´ zdrojovy´ ko´d rozdeˇlil do dvou specificky´ch celk˚u, a sice:
1. modul ja´dra – obsahuje promeˇnne´ a funkce, nezbytne´ pro spra´vne´ fungova´n´ı ja´dra.
Tvorˇ´ı jej soubory kernel.h a kernel.c.




V souboru kernel.h jsou uvedeny vesˇkere´ konstanty a promeˇnne´, ktere´ ja´dro ke sve´mu
beˇhu potrˇebuje. Jejich u´plny´ vy´pis uva´deˇt nebudu, zmı´n´ım se jen o teˇch, ktere´ jsou pro
uzˇivatele kl´ıcˇove´.
Prˇi na´vrhu a implementaci jsem se snazˇil o zajiˇsteˇn´ı prˇenositelnosti mezi jednotlivy´mi







Konstanta MAX ULOH uda´va´ maxima´ln´ı pocˇet u´loh, ktere´ lze vlozˇit do pla´novacˇe. Prˇi
urcˇova´n´ı te´to hodnoty je nutne´ prˇihle´dnout k velikosti volne´ pameˇti mikrokontrole´ru.
Hodnoty ZASOBNIK DOLNI MEZ a ZASOBNIK HORNI MEZ ohranicˇuj´ı pameˇt’, kterou bude
pla´novacˇ prˇideˇlovat jednotlivy´m u´loha´m. Velikost te´to pameˇti by meˇla by´t volena s ohledem
na dalˇs´ı cˇa´sti pameˇti RAM, popsane´ v kapitole 4.9. Take´ je vhodne´ uvazˇovat pameˇt’ovou
na´rocˇnost jednotlivy´ch u´loh.
Protozˇe vlastn´ı ja´dro potrˇebuje pro sve´ vy´konne´ funkce take´ urcˇitou cˇa´st pameˇti, je
vhodne´ tento blok specifikovat a umı´stit mimo ostatn´ı logicke´ u´seky. Ja´ jsem zvolil umı´steˇn´ı
na konec RAM pameˇti. Pozice posledn´ıho bytu te´to pameˇti je da´na hodnotou
ZASOBNIK OBSLUHA. Velikost te´to pameˇti by meˇla by´t pro implementovane´ ja´dro minima´lneˇ
2 byty.
Posledn´ı konstanta BUS CLOCK uda´va´ frekvenci sbeˇrnice mikrokontrole´ru. Tato hod-
nota je vyuzˇita pro prˇevod hodnoty cˇasove´ho kvanta na modulo cˇ´ıtacˇe. Mu˚zˇe se liˇsit
podle pouzˇite´ metody generova´n´ı hodinove´ho signa´lu pro mikrokontrole´r (viz kapitola 3.7).
V nasˇem prˇ´ıpadeˇ jsme vyuzˇili vestaveˇny´ obvod krystalove´ho oscila´toru s fa´zovy´m za´veˇsem.
Frekvence sbeˇrnice se z´ıska´ deˇlen´ım frekvence ja´dra mikrokontrole´ru (v obvodu CGM
a v obvodu SIM je deˇlena celkem 4).
5.3 Inicializace ja´dra
Rutina inicializace ja´dra mus´ı by´t prvn´ı volanou funkc´ı ja´dra. Ovlivnˇuje nastaven´ı pla´novacˇe
a prˇep´ınacˇe u´loh. Uzˇivatel prˇi jej´ım vola´n´ı zada´va´ hodnotu cˇasove´ho kvanta.
void init(unsigned int casove_kvantum_ms) {
V prvn´ı fa´zi inicializace je trˇeba nastavit cˇasovacˇ, zajiˇst’uj´ıc´ı vola´n´ı rutiny pro prˇep´ına´n´ı
u´loh. Z d˚uvod˚u uvedeny´ch vy´sˇe (kapitola 4.6.1) jsem zvolil pro tento u´kol cˇasovacˇ TIM2.
U cˇasovacˇe je zapotrˇeb´ı povolit prˇerusˇen´ı po prˇetecˇen´ı cˇ´ıtacˇe, aby po uplynut´ı cˇasove´ho
kvanta dosˇlo k zavola´n´ı prˇep´ınacˇe u´loh. Da´le jsem nastavil prˇeddeˇlicˇku 1:64, abychom se
dostali do oblasti frekvenc´ı, ktere´ umozˇnˇuj´ı na´zorne´ otestova´n´ı ja´dra. Z frekvence sbeˇrnice
f [Hz] a z cˇasove´ho kvanta k [ms] je odvozena hodnota cˇ´ıtacˇe, po jej´ımzˇ dosazˇen´ı dojde
k prˇerusˇen´ı od cˇasovacˇe a zavola´n´ı prˇep´ına´n´ı u´loh.
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Rozsah hodnot k je povolen od 1ms do 1000ms. Doln´ı hranice poskytuje pro nasˇe u´cˇely
dostatecˇnou efektivitu, horn´ı hranice slouzˇ´ı sp´ıˇse k u´cˇel˚um demonstrativn´ım. Pokud je
zada´na hodnota mimo tento rozsah, je signalizova´na chyba1.
unsigned int modulo;




modulo = BUS_CLOCK / 64 / (1000 / casove_kvantum_ms);
T2MODH = modulo / 256;
T2MODL = modulo % 256;
K nastaven´ı cˇasovacˇe jsem pouzˇil na´sleduj´ıc´ı registry:
• T2SC – Stavovy´ a kontroln´ı registr pro nastaven´ı prˇeddeˇlicˇky a povolen´ı prˇerusˇen´ı
• T2MODH a T2MODL – k nastaven´ı modula cˇasovacˇe na za´kladeˇ cˇasove´ho kvanta
Dalˇs´ım krokem prˇi inicializaci je odstraneˇn´ı kontroln´ıho mechanismu COP (viz kapitola
3.7 nebo literatura [3]).
CONFIG1 = 0x01;
Pokud bychom nechali tento syste´m aktivn´ı, bylo by nutne´ zahrnout vola´n´ı jeho instrukc´ı
do prˇep´ınacˇe proces˚u nebo do uzˇivatelsky´ch u´loh. Obeˇ dveˇ varianty jsem zavrhnul. V prˇ´ıpadeˇ
umı´steˇn´ı do prˇep´ınacˇe proces˚u by nebylo mozˇne´ pouzˇ´ıt vysˇsˇ´ı hodnoty pro cˇasove´ kvantum.
V prˇ´ıpadeˇ umı´steˇn´ı v uzˇivatelsky´ch u´loha´ch bychom zase zneprˇ´ıjemnili pra´ci uzˇivateli,
protozˇe by byl nucen prˇi implementaci zahrnovat vola´n´ı COP instrukc´ı do sve´ho ko´du.
Mechanismus COP jsem tedy nahradil kontrolou integrity pameˇti v prˇep´ınacˇi proces˚u,
ktera´ spolu s pravidelny´m vola´n´ım ja´dra watchdog dostatecˇneˇ nahrazuje. Vı´ce podrobnost´ı
je uvedeno v kapitole 5.6.
Posledn´ım krokem v inicializaci ja´dra je nastaven´ı u´daj˚u nezbytny´ch pro prˇida´va´n´ı
u´loh. Jedna´ se prˇedevsˇ´ım o nastaven´ı promeˇnny´ch2 __zasobnik_volny (uda´vaj´ıc´ı velikost
doposud volne´ pameˇti pro u´lohy) a __zasobnik_vrchol (specifikuj´ıc´ı umı´steˇn´ı za´sobn´ıku
pro u´lohy). Tyto dveˇ promeˇnne´ jsou odvozeny z konstant, specificky´ch pro zvolenou plat-
formu. Prˇi pouzˇit´ı jine´ho typu mikrokontrole´ru je mu˚zˇe uzˇivatel prˇizp˚usobit dane´mu typu,
podle kapitoly 4.9.
1Chybou budeme da´le v textu oznacˇovat vola´n´ı rutiny chyba(). Chyba ja´dra je indikova´na blika´n´ım
cˇervene´ LED diody na vy´vojove´ desce.




__zasobnik_volny = ZASOBNIK_HORNI_MEZ + 1 - ZASOBNIK_DOLNI_MEZ;
__zasobnik_vrchol = ZASOBNIK_HORNI_MEZ;
} // init
Konfigurace ja´dra je dokoncˇena, mu˚zˇeme prˇistoupit ke vkla´da´n´ı uzˇivatelsky´ch u´loh.
5.4 Vkla´da´n´ı jednotlivy´ch u´loh
Po inicializaci ja´dra lze vkla´dat do pla´novacˇe jednotlive´ u´lohy. Uzˇivatel mus´ı uve´st jme´no
vkla´dane´ u´lohy a pocˇet byt˚u pameˇti, ktere´ chce u´loze rezervovat k vyuzˇit´ı.
int pridejUlohu(void (*uloha)(void),
unsigned char velikost_zasobniku) {
Na zacˇa´tku rutiny pro prˇida´n´ı u´lohy provedeme 2 testy. Prvn´ım zajist´ıme, zˇe se do
pla´novacˇe vlozˇ´ı jen platna´ u´loha, ktera´ ma´ sve´ umı´steˇn´ı v programove´ pameˇti. Druhy´ test
kontroluje, jestli je jesˇteˇ v pla´novacˇi mı´sto pro novou u´lohu. Vzhledem k tomu, zˇe nen´ı
uvazˇova´na spra´va pameˇti, je maxima´ln´ı pocˇet u´loh omezeny´.
if (uloha == NULL) {
return FALSE;
} // if
if (__pocet_uloh == MAX_ULOH) {
return FALSE;
} // if
Kazˇda´ jednotliva´ u´loha v pla´novacˇi je identifikova´na datovy´m typem __uloha. Obsahuje
dveˇ slozˇky – zasobnik_ukazatel a zasobnik_vrchol. Za´meˇrneˇ zde nen´ı uvedena adresa
na pocˇa´tek u´lohy, resp. adresa mı´sta kde byla u´loha prˇerusˇena (jde o tenty´zˇ identifika´tor,
jak jsem zmı´nil v kapitole 4.7). Vyuzˇil jsem totizˇ principu ukla´da´n´ı programovac´ıho modelu
na za´sobn´ık v prˇ´ıpadeˇ vola´n´ı obsluzˇne´ rutiny prˇerusˇen´ı.
Po spusˇteˇn´ı ja´dra se vola´ prvn´ı vlozˇena´ u´loha (viz d˚uvody uvedene´ v kapitole 4.8).
Uplyne–li doba dana´ cˇasovy´m kvantem, vola´ se funkce pro prˇep´ına´n´ı u´loh. Prˇitom se na
za´sobn´ık ukla´da´ mimo jine´ i ukazatel na adresu dalˇs´ı instrukce prˇerusˇene´ u´lohy. To znamena´,
zˇe dalˇs´ı vlozˇena´ u´loha se nebude volat prˇ´ımo, ale tak, jako by jizˇ byla drˇ´ıve prˇerusˇena. Na
konci prˇerusˇen´ı se obnov´ı jej´ı kontext (programovac´ı model) a vykona´va´n´ı programu se
prˇesune k te´to vybrane´ u´loze.
Je tedy nutne´ prˇizp˚usobit uvedene´ situaci obsah za´sobn´ıku kazˇde´ vkla´dane´ u´lohy. Prˇed
prvn´ım spusˇteˇn´ım u´lohy j´ı na za´sobn´ık prˇiprav´ıme data tak, aby se po ukoncˇen´ı prˇerusˇen´ı
beˇh programu dostal na tuto u´lohu.
Prˇi zajiˇst’ova´n´ı pameˇti pro u´lohu tedy mus´ıme prˇipocˇ´ıtat pameˇt’ nezbytnou pro ulozˇen´ı
programovac´ıho modelu. V nasˇem prˇ´ıpadeˇ se jedna´ o 6 byt˚u (PC, X, A, CCR, H3). Take´
je trˇeba uvazˇovat rezˇii vzniklou prˇi prˇep´ına´n´ı kontextu (popsa´no da´le), kterou tvorˇ´ı 1 byte.
Celkem je tedy nutne´ k pameˇti kazˇde´ u´lohy rezervovat nav´ıc 7 byt˚u.
3Dı´ky CodeWarrioru se registr H ukla´da´ automaticky, takzˇe programovac´ı model je spravova´n kompletneˇ.
Instrukce pracuj´ıc´ı s programovac´ım modelem ale pouzˇ´ıva´me porˇa´d stejneˇ, tedy bereme v u´vahu 5 byt˚u.
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velikost_zasobniku += 7;
Zna´me celkovou velikost pameˇti, nezbytnou pro spra´vny´ chod u´lohy. Pokud je dostatek
volne´ pameˇti, mu˚zˇeme prˇej´ıt k inicializaci za´sobn´ıku u´lohy a jej´ımu vlozˇen´ı do pla´novacˇe.
Seznam u´loh pla´novacˇe je reprezentova´n polem __seznam_uloh konstantn´ı velikosti,
tvorˇene´ho datovy´m typem __uloha. Do tohoto pole jsou u´lohy vkla´da´ny a z tohoto pole je
pak pla´novacˇ postupneˇ vyb´ıra´.
Vlozˇen´ım u´lohy do pla´novacˇe rozumı´me nastaven´ı slozˇek zasobnik_ukazatel
a zasobnik_vrchol. Prvn´ı slozˇka odpov´ıda adrese, od n´ızˇ bude ulozˇen programovac´ı model.
Druha´ promeˇnna´ ukazuje na posledn´ı byte pameˇti prˇideˇlene´ dane´ u´loze. Tato promeˇnna´ se
vyuzˇ´ıva´ pro test integrity pameˇti prˇi prˇep´ına´n´ı u´loh. Pro pla´novacˇ samotny´ vy´znam nema´.






V prˇ´ıpadeˇ vkla´da´n´ı prvn´ı u´lohy si pro pozdeˇjˇs´ı spusˇteˇn´ı ja´dra ulozˇ´ıme informace o te´to
u´loze – jej´ı pocˇa´tecˇn´ı adresu a ukazatel na vrchol jej´ıho za´sobn´ıku.




Po vlozˇen´ı u´lohy do pla´novacˇe mus´ıme prˇipravit za´sobn´ık u´lohy, jak jsem uvedl vy´sˇe.
Protozˇe prˇistupujeme prˇ´ımo k registr˚um programovac´ıho modelu, vlozˇ´ıme do ko´du kra´tky´





















Ukla´da´n´ı registr˚u prob´ıha´ od posledn´ıho bytu pameˇti prˇideˇlene´ u´loze v porˇad´ı, ktere´
vyhovuje instrukci RTI :
• Registr PC nastav´ıme na adresu pocˇa´tku u´lohy (Prˇi prvn´ım vstupu do u´lohy vyzˇadu-
jeme prova´deˇn´ı od zacˇa´tku).
• X bude stejneˇ jako A nulovy´.
• Stavovy´ registr CCR nastav´ıme na vy´choz´ı hodnoty, uvedene´ v katalogove´m listu [1],
s vyj´ımkou povolen´ı globa´ln´ıho prˇerusˇen´ı. V prˇ´ıpadeˇ, zˇe by nebylo povoleno, by se po
skoku do te´to u´lohy zablokovalo vola´n´ı ja´dra a jizˇ by nedosˇlo k dalˇs´ımu prˇepnut´ı u´loh.
• Registr H nastav´ıme nulovy´.
Organizace pameˇti pro u´lohy, vcˇetneˇ umı´steˇn´ı rezˇijn´ıch informac´ı je na obra´zku 5.1.
Obra´zek 5.1: Organizace pameˇti u´loh a ulozˇen´ı rezˇijn´ıch dat.
Nakonec zvy´sˇ´ıme pocˇet u´loh v pla´novacˇi a uprav´ıme globa´ln´ı promeˇnne´ ja´dra, uda´vaj´ıc´ı
dostupnou volnou pameˇt’ a ukazatel na dalˇs´ı byte pameˇti, ktery´ bude moct vyuzˇ´ıt dalˇs´ı
vkla´dana´ u´loha. Dostupnou volnou pameˇt’ sn´ızˇ´ıme o celkovou velikost pameˇti prˇideˇlene´







Po inicializaci ja´dra a zaveden´ı u´loh nezby´va´ nezˇ ja´dro spustit a t´ım mu prˇedat kontrolu
nad syste´mem, prostrˇednictv´ım patrˇicˇne´ funkce.
void start() {
Samotne´mu spusˇteˇn´ı prˇedcha´z´ı inspekce stavu pla´novacˇe. Prˇ´ıpady ktere´ mohou nastat
prˇi vola´n´ı rutiny pro spusˇteˇn´ı ja´dra jsou na´sleduj´ıc´ı:
Byly vlozˇeny alesponˇ 2 u´lohy. Pro tento stav bylo ja´dro navrzˇeno a jen za te´to
situace bude spusˇteˇno.
if (__pocet_uloh > 1) {
Beˇh ja´dra je zalozˇen na prˇerusˇen´ı od cˇasovacˇe. Proto je prvn´ım nutny´m krokem prˇi
spousˇteˇn´ı ja´dra povolen´ı globa´ln´ıho prˇerusˇen´ı.
EnableInterrupts;
Protozˇe kazˇda´ u´loha ma´ vymezeny´ sv˚uj pameˇt’ovy´ prostor, mus´ıme i prvotn´ı spousˇteˇne´
u´loze zprˇ´ıstupnit jej´ı pameˇt’. To provedeme nastaven´ım ukazatele na za´sobn´ık, podle u´daj˚u
ktery´ jsme si prˇi prˇida´va´n´ı ulozˇili. Bez tohoto opatrˇen´ı by prvn´ı spusˇteˇn´ı pocˇa´tecˇn´ı u´lohy







Na´sledneˇ je spusˇteˇn cˇ´ıtacˇ cˇasovacˇe, abychom zajistili prˇep´ına´n´ı u´loh. Od tohoto
momentu cˇasovacˇ pocˇ´ıta´ cˇas stra´veny´ v procesu azˇ po dosazˇen´ı cˇasove´ho kvanta. Spusˇteˇn´ım
prvn´ı u´lohy uvedeme cely´ syste´m do chodu.
T2SC_TSTOP = 0;
__pocatecni_uloha_adresa();
V pla´novacˇi je jen jedna u´loha. Prˇida´n´ı jedine´ u´lohy probeˇhlo v porˇa´dku, podle
kapitoly 5.4. Nema´ ale smysl spousˇteˇt ja´dro. Proto pouze zavola´me prˇ´ımo vlozˇenou u´lohu,
ve ktere´ program setrva´ po celou dobu beˇhu syste´mu. Ke spusˇteˇn´ı vyuzˇijeme adresu, kterou
jsme si prˇi prˇida´va´n´ı u´lohy ulozˇili do promeˇnne´ __pocatecni_uloha_adresa.
} else if (__pocet_uloh == 1) {
__pocatecni_uloha_adresa();
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Nebyla zada´na zˇa´dna´ u´loha. Tento stav mu˚zˇe nastat, pokud uzˇivatel nevlozˇ´ı zˇa´dnou
u´lohu. Mu˚zˇe se sta´t, zˇe pro u´lohu nen´ı dostatek pameˇti a uzˇivatel netestuje vy´sledek
prˇida´va´n´ı u´lohy. V tomto prˇ´ıpadeˇ dojde k zacyklen´ı programu v nekonecˇne´ smycˇce. Mohli







Po vyprsˇen´ı cˇasu prˇideˇlene´mu u´loze (uplynut´ı cˇasove´ho kvanta) je vola´no prˇerusˇen´ı od
cˇasovacˇe. Jedna´ se o funkci prepniUlohu(). Tato rutina je implementova´na jako prˇerusˇen´ı,
cˇ´ımzˇ prˇekladacˇi CodeWarrioru sdeˇlujeme, zˇe ma´ adresu te´to funkce ulozˇit do tabulky vek-
tor˚u prˇerusˇen´ı a zˇe ma´ nada´le s touto funkc´ı jednat jako s obsluzˇnou funkc´ı prˇerusˇen´ı
(automaticky se postara´ o ukla´da´n´ı a obnoven´ı registru H na za´sobn´ık – viz kapitola 3.6).
interrupt 10 void prepniUlohu() {
Prˇi vstupu do obsluzˇne´ rutiny je mikrokontrole´rem automaticky vypnuto globa´ln´ı prˇeru-
sˇen´ı i prˇerusˇen´ı od cˇasovacˇe. Ma´me tak zajiˇsteˇno zˇe z funkce prˇep´ınan´ı se nedostaneme
zavola´n´ım dalˇs´ıho prˇerusˇen´ım od jine´ periferie. Z prˇerusˇen´ı tedy mu˚zˇeme vystoupit pouze
zavola´n´ım jine´ rutiny, nebo pouzˇit´ım instrukce RTI.
V obsluzˇne´ rutineˇ mus´ıme nejdrˇ´ıve zajistit prˇepnut´ı uzˇivatelske´ho rezˇimu na rezˇim ja´dra,
aby nedosˇlo k prˇ´ıliˇsne´mu vyuzˇ´ıva´n´ı pameˇti procesu ja´drem. Minima´ln´ımu rezˇijn´ımu zat´ızˇen´ı
se ale stejneˇ nevyhneme (viz n´ızˇe).
Nejdrˇ´ıve mus´ıme ulozˇit aktua´ln´ı ukazatel na za´sobn´ık do promeˇnne´ __obsluha_temp.
Tento u´sek ko´du by bylo mozˇne´ na jine´m typu mikrokontrole´ru optimalizovat. Naprˇ. na
68HC908GP32 by bylo mozˇne´ jej nahradit jedinou instrukc´ı sthx __obsluha_temp. Tato








Na´sleduje nastaven´ı nove´ho ukazatele na za´sobn´ık pro rezˇim ja´dra. Zajist´ıme tak vlastn´ı





Nyn´ı mus´ıme urcˇit dalˇs´ı prova´deˇnou u´lohu. Jelikozˇ je na´sˇ pla´novacˇ zalozˇen na metodeˇ
Round–Robin (viz 4.4), bude se jednat o dalˇs´ı u´lohu v rˇadeˇ, prˇ´ıpadneˇ o prvn´ı u´lohu (pokud
jsme prˇerusˇili posledn´ı u´lohu ze seznamu).
__uloha_dalsi = __uloha_spustena + 1;
if (__uloha_dalsi >= __pocet_uloh) {
__uloha_dalsi = 0;
} // if
Protozˇe ja´dro nepouzˇ´ıva´ ochranny´ mechanismus COP, osˇetrˇil jsem kriticke´ situace jinak.
V prˇep´ınacˇi proces˚u je obsazˇenmechanismus kontroly integrity pameˇti. Po urcˇen´ı nove´
u´lohy se provede test, ktery´ zjist´ı zda nedosˇlo k nechteˇne´mu prˇepsa´n´ı pameˇti mezi procesy.
Uvazˇujme prˇ´ıpad, kdy ma´me dva procesy. Proces 1 ma´ prˇideˇlenu pameˇt’ 2 byty. Pokud
naprˇ. proces 1 ve sve´m beˇhu pouzˇije namı´sto 2 byt˚u, ktere´ mu byly prˇideˇleny, byty 3, dostane
se mimo sv˚uj vyhrazeny´ prostor. Z obra´zku 5.1 vyply´va´, zˇe 1 byte zapsal do pameˇti druhe´ho
procesu. T´ım byla porusˇena integrita dat a signalizujeme chybu. Podobneˇ mu˚zˇe svou pameˇt’
vycˇerpat i proces 2 v prˇ´ıpadeˇ, zˇe v syste´mu po prˇideˇlen´ı druhe´ho procesu jizˇ nezbyla zˇa´dna´
volna´ pameˇt’. Mohlo by tedy doj´ıt k prˇepsa´n´ı pameˇti obecny´ch promeˇnny´ch, protozˇe proces
2 by se dostal pod spodn´ı hranici pameˇti proces˚u.
V prˇ´ıpadeˇ, zˇe se podobna´ situace vyskytne, vola´ ja´dro funkci chyba(), a d´ıky vypnute´mu
prˇerusˇen´ı v te´to funkci setrva´ po zbytek programu.
__obsluha_temp--;






if (__uloha_dalsi == 0) {





Pro spusˇteˇn´ı noveˇ vybrane´ u´lohy mus´ıme obnovit kontext te´to u´lohy a prˇepnout se
z rezˇimu ja´dra do uzˇivatelske´ho rezˇimu. Ulozˇ´ıme tedy ukazatel na za´sobn´ık soucˇasne´ u´lohy
do seznamu u´loh pla´novacˇe a ze stejne´ho seznamu nacˇteme ukazatel na za´sobn´ık noveˇ
vybrane´ u´lohy. Prˇepnut´ı zpeˇt do uzˇivatelske´ho rezˇimu pak obna´sˇ´ı uzˇ jen nastaven´ı ukazatele










Na konci obsluzˇne´ rutiny prˇerusˇen´ı je nutne´ znovu povolit prˇerusˇen´ı od cˇasovacˇe. T´ım
opeˇt spust´ıme odpocˇet pro dalˇs´ı prˇepnut´ı u´loh. Prˇi opusˇteˇn´ı obsluzˇne´ rutiny je automaticky
obnoven registr H a programovac´ı model. Dı´ky tomu, zˇe jsme nastavili SP registr na za´sobn´ık
nove´ u´lohy, bude se syste´m chovat, jako by se vracel z podprogramu, ktery´ noveˇ vybrana´
u´loha volala. Nova´ u´loha bude spusˇteˇna z mı´sta jej´ıho posledn´ıho prˇerusˇen´ı.
T2SC_TOF = 0;
} // prepniUlohu
5.7 Zarˇazen´ı u´loh pod spra´vu ja´drem a spusˇteˇn´ı ja´dra
Abychom mohli vyuzˇ´ıt sluzˇeb ja´dra, je nutne´ vlozˇit definovane´ u´lohy (uvedeny v na´sleduj´ıc´ı
kapitole) do pla´novacˇe. To provedeme ve vstupn´ım bodu programu, tj. ve funkci main().
Nejprve je nutne´ prove´st inicializaci ja´dra. Prˇi te´ prˇeda´me funkci init() jako parametr
u´daj, specifikuj´ıc´ı velikost cˇasove´ho kvanta. Konkre´tneˇ se jedna´ o hodnotu 1ms. Po uplynut´ı
1ms tedy bude docha´zet k prˇep´ına´n´ı u´loh.
void main() {
init(1);
Nyn´ı ma´me nakonfigurovany´ pla´novacˇ a mu˚zˇeme do neˇj zacˇ´ıt prˇida´vat postupneˇ u´lohy
v porˇad´ı, v jake´m chceme aby se vykona´valy. Prvn´ı vlozˇena´ u´loha take´ bude spusˇteˇna jako
prvn´ı se zaveden´ım ja´dra. Pokud dojde k chybeˇ prˇi prˇida´va´n´ı neˇktere´ z u´loh (viz 5.4), zavola´
se funkce chyba().
Pro vlozˇen´ı u´lohy vola´me funkci pridejUlohu(), jej´ımzˇ prvn´ım parametrem je ukazatel
na funkci, ktera´ reprezentuje danou u´lohu. Druhy´m parametrem je velikost pameˇti v bytech,
kterou proces pro sv˚uj beˇh vyzˇaduje.
if (pridejUlohu(blikani_cervena, 10) == FALSE) { chyba(); }
if (pridejUlohu(blikani_zelena, 10) == FALSE) { chyba(); }
if (pridejUlohu(piezo, 5) == FALSE) { chyba(); }
if (pridejUlohu(lcd_pocitadlo, 20) == FALSE) { chyba(); }
Pokud nedosˇlo beˇhem prˇida´va´n´ı u´loh k chybeˇ, mu˚zˇeme spustit vlastn´ı ja´dro. Odstartu-






Pro otestova´n´ı cˇinnosti ja´dra jsem implementoval neˇkolik u´loh, jejichzˇ popis uva´d´ım.
Pro komunikaci mezi u´lohami 1 a 4 je vyuzˇito sd´ılene´ pameˇti. Promeˇnne´, ktere´ maj´ı by´t
sd´ıleny v´ıce procesy, jsem umı´stil do nulte´ stra´nky pameˇti, z d˚uvodu zvy´sˇen´ı efektivity. Ve
zdrojove´m ko´du je tato oblast vyhrazena pomoc´ı direktiv prˇekladacˇe :
#pragma DATA_SEG MY_ZEROPAGE
unsigned int pocet_bliknuti = 0;
// ... dalsˇı´ sdı´lene´ promeˇnne´
#pragma DATA_SEG DEFAULT
// ... promeˇnne´ vyuzˇı´vane´ naprˇ. vı´ce funkcemi jednoho procesu
Promeˇnne´ uvnitrˇ funkc´ı jednotlivy´ch u´loh se ukla´daj´ı do pameˇti, kterou si u´loha prˇi
vkla´da´n´ı do pla´novacˇe rezervuje.
6.1 U´loha 1
Jedna´ se o blika´n´ı cˇervene´ LED diody.
LED dioda je prˇipojena na port B a jej´ı stav je upravova´n pomoc´ı 5. bitu tohoto portu.
Funkce pro tento proces je pojmenova´na blikani_cervena().
Po inicializaci portu B pro zajiˇsteˇn´ı ovla´da´n´ı te´to LED diody, na´sleduje v teˇle funkce




Prˇed zmeˇnou stavu diody je nutne´ vycˇkat urcˇity´ okamzˇik, aby byla zmeˇna viditelna´.
Zpozˇdeˇn´ı dosa´hneme zaveden´ım na´sleduj´ıc´ıho cyklu:
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for (i = 0; i < 20000; i++);
Prˇesna´ doba zpozˇdeˇn´ı nen´ı pro nasˇe u´cˇely podstatna´. Po dokoncˇen´ı tohoto pra´zdne´ho
cyklu mu˚zˇeme zmeˇnit stav LED diody. Prˇi nulove´ hodnoteˇ LED dioda sv´ıt´ı (je prˇipojena
prˇes pull–up rezistor), prˇi hodnoteˇ log. 1 je zhasnuta´.
PTB_PTB5 = ~PTB_PTB5;
Pokud jsme diodu pra´veˇ rozsv´ıtili, zvy´sˇ´ıme pocˇet bliknut´ı. Tento u´daj prostrˇednictv´ım
sd´ılene´ pameˇti pouzˇijeme v u´loze 4.
if (PTB_PTB5 == 0) {
pocet_bliknuti++;





V ko´du je vlozˇena podmı´nka pro omezen´ı pocˇitadla bliknut´ı. Maxima´ln´ı hodnotu jsem
omezil na 99, tzn. na 2 segmenty LCD displeje. Prˇida´n´ı dalˇs´ıch rˇa´d˚u je mozˇne´, stacˇ´ı patrˇicˇneˇ
dodefinovat a upravit funkce 4. u´lohy.
6.2 U´loha 2
Tento proces zajiˇst’uje blika´n´ı zelene´ LED diody.
LED dioda je prˇipojena na port B. Stav diody je ovla´da´n bitem 4 tohoto portu. Funkce
ve zdrojove´m ko´du je oznacˇena jako blikani_zelena().





Do teˇla smycˇky pak zarˇad´ıme zpozˇdeˇn´ı, aby bylo zrˇejme´ prˇepnut´ı stavu LED diody.
Pocˇitadlo cyklu je zde nizˇsˇ´ı, frekvence blika´n´ı bude tedy vysˇsˇ´ı, nezˇ u u´lohy 1. Po dokoncˇen´ı
zpozˇd’ovac´ıho cyklu zmeˇn´ıme stav LED diody.





U´loha generuj´ıc´ı brum z piezoelektricke´ho meˇnicˇe.
Meˇnicˇ je prˇipojen na port A a jeho stav je kontrolova´n 1. bitem tohoto portu. Funkce
tohoto procesu je pojmenova´na piezo().




V nekonecˇne´ smycˇce pak mu˚zˇeme meˇnit jeho stav – prˇep´ınat log. u´rovneˇ – a dosa´hnout
tak generova´n´ı to´nu urcˇite´ho kmitocˇtu. Frekvence zde nen´ı d˚ulezˇita´, protozˇe d˚usledkem
prˇep´ına´n´ı proces˚u vznikne zpozˇdeˇn´ı, ktere´ tuto frekvenci posune.




U´loha zobrazuje pocˇet bliknut´ı cˇervene´ LED diody z u´lohy 1 na LCD displeji.
Pro svou cˇinnost u´loha vyuzˇ´ıva´ LCD displeje umı´steˇne´ho na vy´vojove´m kitu. Tento
proces tvorˇ´ı v´ıce funkc´ı, jejichzˇ vy´znam uva´d´ım.
Hlavn´ı funkc´ı u´lohy je lcd_pocitadlo(). V n´ı smazˇeme obsah LCD displeje a prove-
deme jeho konfiguraci. Jedna´ se prˇedevsˇ´ım o nastaven´ı vlastnost´ı zobrazova´n´ı. Vycˇerpa´vaj´ıc´ı






Po inicializaci na´sleduje teˇlo vlastn´ı funkce pro zobrazova´n´ı u´daje na displeji. Z pocˇtu
bliknut´ı z´ıska´me hodnoty jednotlivy´ch cˇ´ıselny´ch rˇa´d˚u a zavola´me funkci pro zobrazen´ı cˇ´ıslic.
desitky = pocet_bliknuti / 10;




Funkce smazatLCD() vynuluje obsahy jednotlivy´ch datovy´ch registr˚u LCD displeje. T´ım
zajist´ıme, zˇe prˇed zobrazen´ım u´daje nebude displej obsahovat jine´ znaky.
Pro zobrazen´ı cˇ´ıselne´ho u´daje, informuj´ıc´ıho o pocˇtu bliknut´ı, potrˇebujeme 2 cifry.
Prˇeda´va´me je jako parametr funkci zobrazNaLCD(). Ta nejprve smazˇe displej, zavola´n´ım
smazatLCD(), a na´sledneˇ rozsv´ıt´ı patrˇicˇne´ segmenty jednotlivy´ch cˇ´ıslic displeje.
void zobrazNaLCD(unsigned int desitky, unsigned int jednotky) {
smazatLCD();
LDAT9 |= lcd_cislice_2[2 * desitky];
LDAT10 |= lcd_cislice_2[2 * desitky + 1];
LDAT7 |= lcd_cislice_3[2 * jednotky];
LDAT8 |= lcd_cislice_3[2 * jednotky + 1];
} // zobrazNaLCD
Pro zobrazen´ı rˇa´du des´ıtek pouzˇijeme druhou cˇ´ıslici prvn´ıho rˇa´dku LCD. Nastaven´ı
jej´ıch segment˚u provedeme prˇes registry LDAT9 a LDAT10. Jednotky zobraz´ıme na trˇet´ı
pozici LCD. Konfigurace segment˚u je dostupna´ prostrˇednictv´ım registr˚u LDAT7 a LDAT8.
Funkce zobrazNaLCD() take´ vyuzˇ´ıva´ dvou specificky´ch pol´ı konstant. Jedna´ se o prˇevod-
n´ı tabulky pro jednotlive´ cˇ´ıslice LCD displeje, ktere´ pouzˇ´ıva´me. Obsahuj´ı konfiguraci da-
tovy´ch registr˚u displeje pro kazˇdou cˇ´ıslici. Jedna´ se o pole s konstantn´ım obsahem, proto





Navrzˇene´ a implementovane´ ja´dro pracuje podle prˇedpoklad˚u. Prˇi testova´n´ı jsem nenarazil
na zˇa´dny´ proble´m, ktery´ by vedl k nespra´vne´ funkci ja´dra.
Vlastn´ı prˇepnut´ı u´loh je rychle´, prˇi frekvenci sbeˇrnice 2,4576MHz trva´ pouhy´ch 75µs.
Uvazˇujeme–li 4 testovac´ı u´lohy a cˇasove´ kvantum 1ms, spotrˇebuje prˇep´ına´n´ı proces˚u 7%
cˇasu procesoru z celkovy´ch 4.3ms, nezˇ se dostane opeˇt na prvn´ı u´lohu. Tato hodnota nen´ı
zanedbatelna´, bylo by proto vhodne´ prˇep´ına´n´ı u´loh zefektivnit. Naprˇ. by bylo mozˇne´ odstra-
nit pameˇt’ovou kontrolu. Je nutne´ bra´t ale v u´vahu, zˇe pro hodnoty cˇasove´ho kvanta mensˇ´ı
nezˇ 1ms bude doba prˇep´ına´n´ı tvorˇit veˇtsˇ´ı procentua´ln´ı pod´ıl. Rˇesˇen´ım by bylo zvy´sˇen´ı frek-
vence ja´dra mikrokontrole´ru, naprˇ. pouzˇit´ım extern´ıho oscila´toru. Pro hodnoty cˇasove´ho
kvanta vysˇsˇ´ı nezˇ 1ms by se naopak procentua´ln´ı pod´ıl zmensˇoval, ovsˇem za tu cenu, zˇe
procesy by se nemusely prˇep´ınat dostatecˇneˇ rychle a bylo by tak patrne´ jejich postupne´
prova´deˇn´ı.
Ja´dro operacˇn´ıho syste´mu bylo vyvinuto na mikrokontrole´ru 68HC908LJ12. Prˇenositel-
nost na jine´ typy mikrokontrole´r˚u z rodiny HC08 je mozˇna´ po nastaven´ı za´kladn´ıch konstant,
uvedeny´ch v kapitole 5.2. Prakticky ale byla oveˇrˇena funkcˇnost pouze na mikrokontrole´ru
68HC908LJ12.
Pro spra´vnou cˇinnost ja´dra je vyzˇadova´na prˇ´ıtomnost cˇasovacˇe, umozˇnˇuj´ıc´ıho generovat
prˇerusˇen´ı. Zˇa´dne´ dalˇs´ı pozˇadavky na vestaveˇne´ periferie syste´m nema´.
Tabulka 7.1 uva´d´ı neˇkolik typ˚u mikrokontrole´r˚u, pro ktere´ by bylo mozˇne´ navrzˇene´ ja´dro
pouzˇ´ıt. Ve sloupci Pocˇet u´loh jsou uvedeny trˇi typy u´loh. Hodnoty uvedene´ v tabulce
uda´vaj´ı, kolik proces˚u podobny´ch dane´ u´loze by bylo mozˇne´ pro mikrokontrole´r pouzˇ´ıt. Prˇi
vy´pocˇtech vycha´z´ıme z na´sleduj´ıc´ıch hodnot:
• A – odpov´ıda´ u´loze blikani_cervena(), jej´ızˇ na´rocˇnost na pameˇt’ FLASH je 64 byt˚u,
v pameˇti RAM pak potrˇebuje 11 byt˚u (10 + 1 sd´ılena´ pameˇt’).
• B – prˇedstavuje u´lohu piezo(), s pameˇt’ovou na´rocˇnost´ı 32 byt˚u FLASH, 5 byt˚u
RAM.
• C – zastupuje u´lohu lcd_pocitadlo(), ktera´ v pameˇti FLASH zab´ıra´ 194 byt˚u
a v pameˇti RAM 20 byt˚u.
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K pozˇadavk˚um na pameˇt’ RAM jednotlivy´ch u´loh je nutne´ jesˇteˇ prˇicˇ´ıst rezˇijn´ı u´daje, tj.
7 byt˚u pro kazˇdou u´lohu v pla´novacˇi. Ja´dro samotne´ zab´ıra´ v pameˇti FLASH prostor 496
byt˚u, v RAM potom 15 + 4 · n byt˚u, kde n je maxima´ln´ı pocˇet u´loh.
Mikrokontrole´r
FLASH RAM Pocˇet Frekvence [MHz] Pocˇet u´loh
[B] [B] V/V ja´dra sbeˇrnice A B C
68HC908QT1A 1 500 128 6 32 8 5 7 3
MC908QT4ACDWE 4000 128 6 32 8 5 7 3
MC908JB8FBE 8 000 256 37 32 3 11 15 7
68HC908JB16 16 000 384 21 12 6 17 23 11
68HC908LJ12 12 000 512 32 32 8 23 31 16
68HC908GP32 32 000 512 31 32 8 23 31 26
68HC908BD48 48 000 1 024 32 32 6 48 63 32
68HC908AP64 62 000 2 048 30 32 8 96 127 65
Tabulka 7.1: Porovna´n´ı neˇktery´ch typ˚u mikrokontrole´r˚u
Vzhledem k tomu, zˇe samotne´ ja´dro ma´ minima´ln´ı na´rocˇnost na pameˇt’ FLASH, za´lezˇ´ı
u jednotlivy´ch mikrokontrole´r˚u prˇi pouzˇit´ı uvedeny´ch testovac´ıch u´loh prˇeva´zˇneˇ na velikosti
RAM pameˇti.
Prˇi na´vrhu jsem nenarazil na va´zˇneˇjˇs´ı komplikace, ktere´ by neumozˇnily implemen-
taci vy´sledne´ho ja´dra. Prˇi na´vrh spra´vy u´loh jsem postupoval systematicky, od logicke´ho
principu. Prˇi implementaci bylo ovsˇem nutne´ prˇizp˚usobit na´vrh zvolene´ architekturˇe a jej´ım
mozˇnostem.
Realizac´ı a oveˇrˇen´ım tohoto ja´dra jsme z´ıskali syste´m, ktery´ je mozˇne´ vyuzˇ´ıvat pro
nejr˚uzneˇjˇs´ı u´koly. C´ılovou oblast´ı vyuzˇit´ı jsou syste´my, ve ktery´ch je potrˇeba soucˇasne´
obsluhy v´ıce zarˇ´ızen´ı resp. zpracova´n´ı veˇtsˇ´ıho mnozˇstv´ı neza´visly´ch dat. Jako prˇ´ıklad uva´d´ım
hromadny´ sbeˇr dat, vyhodnocova´n´ı stav˚u senzor˚u, prˇizp˚usobova´n´ı forma´tu vstupn´ıch dat
pro v´ıce vy´stup˚u apod.
Analy´zou zadane´ho proble´mu jsem si osobneˇ rozsˇ´ıˇril znalosti pra´ce operacˇn´ıho syste´mu
a jeho ja´dra. Sezna´mil jsem se se za´kladn´ımi principy slouzˇ´ıc´ımi k dosazˇen´ı v´ıceu´lohovosti,
i s proble´my ktere´ se objevuj´ı prˇi jejich rˇesˇen´ı. Prakticky jsem si vybrane´ prˇ´ıstupy oveˇrˇil
a z´ıskal tak prˇedstavu o zp˚usobu jejich implementace. Take´ jsem z´ıskal zkusˇenosti
s programova´n´ım vybrane´ho mikrokontrole´ru a detailneˇ jsem se sezna´mil zejme´na s vyuzˇit´ım
cˇasovacˇe a prˇerusˇovac´ıho podsyste´mu. Pra´ci povazˇuji osobneˇ za velmi prˇ´ınosnou.
Da´le u´va´d´ım soupis mozˇny´ch vylepsˇen´ı, ktera´ by vedla k veˇtsˇ´ı vy´konnosti a efektivnosti
pouzˇit´ı ja´dra.
7.2 Na´meˇty pro dalˇs´ı postup
Zahrnut´ı n´ızˇe uvedeny´ch funkcionalit by usnadnilo a zprˇ´ıjemnilo pra´ci s rozhran´ım ja´dra,
zvy´sˇilo jeho efektivitu a rozsˇ´ıˇrilo jeho schopnosti.
Komunikace mezi procesy. Soucˇasne´ rˇesˇen´ı pomoc´ı globa´ln´ıch promeˇnny´ch dostacˇuje
potrˇeba´m ja´dra. Bylo by ale mozˇne´ tuto cˇa´st vylepsˇit, naprˇ. zaveden´ım ochrany
prˇ´ıstupu pomoc´ı semafor˚u. Semafory by se ovla´daly prˇ´ıslusˇny´mi funkcemi, kdy jedna
funkce by obsadila pozˇadovany´ zdroj a druha´ by cˇekala na jeho uvolneˇn´ı.
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Implementace spra´vy pameˇti. Uzˇivatel by nebyl nucen zada´vat mnozˇstv´ı potrˇebne´
pameˇti prˇi vkla´da´n´ı u´lohy do pla´novacˇe. Take´ by bylo mozˇne´ odstranit kontroln´ı
mechanismus integrity pameˇti v prˇep´ınacˇi proces˚u. Spra´va pameˇti by prˇinesla efek-
tivneˇjˇs´ı vyuzˇit´ı RAM prostoru, ovsˇem za cenu zvy´sˇen´ı rezˇijn´ıch na´klad˚u. Mohla by
by´t rˇesˇena naprˇ. prˇideˇlova´n´ım blok˚u pevne´ velikosti nebo alokac´ı na haldeˇ. Pameˇt’ by
byla prˇideˇlova´na prostrˇednictv´ım funkc´ı typu alloc/free.
Dynamicky´ pocˇet u´loh. Pokud by byla v syste´mu obsazˇena spra´va pameˇti, bylo by
mozˇne´ pocˇet proces˚u urcˇovat dynamicky, bez omezen´ı jejich maxima´ln´ıho pocˇtu.
Seznam u´loh by bylo mozˇne´ rˇesˇit naprˇ. linea´rn´ım seznamem.
Zaveden´ı spra´vy soubor˚u. Bylo by mozˇne´ vyuzˇ´ıt rozhran´ı SCI ke komunikaci s ex-
tern´ı pameˇt´ı, naprˇ´ıklad kartami typu SD/MMC, k ukla´da´n´ı a cˇten´ı soubor˚u. Mohli
bychom tak naprˇ. monitorovat beˇh syste´mu, shromazˇd’ovana´ data pr˚ubeˇzˇneˇ u´kla´dat,
zaznamena´vat konfiguraci prˇed ukoncˇen´ım beˇhu syste´mu nebo pr˚ubeˇzˇneˇ za´lohovat
prova´deˇne´ vy´pocˇty. Realizace by prob´ıhala s vyuzˇit´ım prˇerusˇen´ı, kdy v prˇ´ıpadeˇ zˇa´dosti
o za´pis, by se prˇerusˇila prob´ıhaj´ıc´ı u´loha, zaka´zalo by se prˇerusˇen´ı, provedlo by
se zapsa´n´ı na pameˇt’ove´ me´dium, prˇerusˇen´ı by se opeˇt povolilo a prˇerusˇena´ u´loha
by pokracˇovala. Tento mechanismus by zajistil, zˇe za´pis by nebylo mozˇne´ prˇerusˇit.
Analogicky by prob´ıhalo cˇten´ı.
Vylepsˇen´ı pla´novacˇe. Pouzˇity´ algoritmus Round–Robin prˇedstavuje jednoduchy´ pla´no-
vacˇ proces˚u. Bylo by uzˇitecˇne´ zave´st naprˇ. priority, jejich dynamicke´ urcˇova´n´ı prˇi beˇhu,
uprˇednostnˇova´n´ı proces˚u s vysˇsˇ´ı prioritou apod. Toto vylepsˇen´ı by mı´rneˇ zpomalilo
prˇep´ına´n´ı u´loh, vedlo by ale k efektivneˇjˇs´ımu pla´nova´n´ı jednotlivy´ch proces˚u. Priorita
by byla reprezentova´na cˇ´ıslem, prˇicˇemzˇ nejvysˇsˇ´ı cˇ´ıslo by znamenalo nejvysˇsˇ´ı prioritu.
Implementace jine´ho pla´novacˇe. Namı´sto pouzˇite´ho pla´novac´ıho algoritmu by bylo
mozˇne´ zave´st naprˇ. stavy u´loh (blokovana´, prˇipravena´, beˇzˇ´ıc´ı). Implementova´ny by
byly jako jednotlive´ seznamy, ze ktery´ch by pla´novacˇ vyb´ıral resp. do ktery´ch by
odkla´dal u´lohy ke spusˇteˇn´ı resp. zastaven´ı. Z´ıskali bychom veˇtsˇ´ı dynamicˇnost, ovsˇem
za cenu zvy´sˇen´ı pozˇadavk˚u ja´dra na pameˇt’ RAM.
Vyuzˇit´ı LCD k vizualizaci. Umozˇnili bychom uzˇivateli sledovat stav ja´dra, prˇ´ıpadneˇ
jednotlivy´ch proces˚u, prostrˇednictv´ım LCD displeje. Meˇl by tak mozˇnost videˇt, ktery´
proces se bude vykona´vat, ktery´ skoncˇil s chybou, cˇ´ıslo iterace procesu apod. Cenou
za tento komfort by bylo obsazen´ı LCD displeje na vy´vojove´ desce pro potrˇeby ja´dra.
Lepsˇ´ı signalizace chyb. Chyby ja´dra, stejneˇ tak jako chyby uzˇivatelske´, by bylo mozˇne´
zobrazovat na LCD displeji, vys´ılat prˇes SCI na termina´l, ukla´dat do logovac´ıch sou-
bor˚u apod. Pro zobrazen´ı nebo odesla´n´ı chyby by existovala specia´ln´ı funkce, kterou
by mohlo ja´dro nebo proces volat.
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