on behalf of the ATLAS liquid argon calorimeter group Abstract-The ATLAS detector operated successfully at the LHC studying the proton-proton collisions produced with a center-of-mass of energy up to 8 TeV. During the period from 2009 to 2012, called the LHC Run 1, up to more than 37 independent collisions were produced every 50 ns at the LHC.
I. INTRODUCTION
The ATLAS detector [1] was operated successfully at the Large Hadron Collider (LHC) during a period of 3 years called Run 1. During this period, it collected a large amount of events, which resulted in the discovery of the long sought Higgs boson. This elusive particle took almost five decades to be found due to its very low cross section and its previously unknown mass. Most of the decay modes of the Higgs boson are detected with the help of calorimeters, e.g. H → γγ, H → ZZ → 4l. Furthermore, many other ATLAS searches with final states involving jets and missing transverse energy also depend strongly on the ATLAS calorimeters.
The performance of these detectors was evaluated during the full data taking period, verifying their excellent energy resolution. The Liquid Argon (LAr) calorimeters were used for electromagnetic (EM) and forward EM and hadronic energy measurements. The detector readout electronics was carefully designed and advanced signal processing techniques are applied to the physics signals. Without an excellent understanding of the calorimeter performance, the precision physics measurements necessary for the discovery would not have been possible. with an average of 20 independent proton-proton (pp) collision events happening simultaneously in every bunch crossing (50ns). A center-of-mass energy of 8 TeV was reached by the accelerator. To better study the newly discovered particle and search for new physics, the LHC is planned to reach the design luminosity by 2015 (10 34 cm −2 s −1 ) using 25 ns bunch spacing and eventually even go beyond this level. The centerof-mass energy is also planned to increase up to 14 TeV. To attain the required level of precision for the physics studies, the calorimeter cell level energy reconstruction is important. The presence of multiple collision events in each bunch crossing can impact on the quality of the information obtained for the physics analysis.
This paper describes the techniques used so far for the energy reconstruction of the LAr calorimeters. A brief description of these detectors is provided in the second section. The third section discusses the energy reconstruction process used in the LAr calorimeters for the first data taking period. One of the alternative algorithms being investigated is presented in the fourth section. The last section presents the conclusions.
II. ATLAS CALORIMETER SYSTEM
The ATLAS set of calorimeters uses different technologies to measure the energies of particles coming from the LHC pp or heavy ion collisions. The liquid argon based ones are displayed in Figure 1 . The LAr EM calorimeters [1] , [2] use lead absorbers and measure the energies of particles, and in particular of electrons and photons. The absorbers are built in an accordion shape that enables full φ coverage. Very high granularity is used, allowing precision measurements of the energy and position of EM objects with high resolution up to |η| = 2.5, the same region covered by the ATLAS inner detector. Lower granularity EM calorimetry is still possible up to |η| = 3.2. The ionization of the liquid argon between every two lead plates happens as charged particles cross the LAr gap. The free electrons drift towards copper electrodes in the lead surface due to an electric field ( 1kV/mm) between these plates.
The LAr Hadronic endcap (HEC) calorimeter is based on copper absorbers and covers the region 1.5 < |η| < 3.2. At lower values of |η|, hadronic calorimetry is performed using a scintillator-tile sampling technique. In the very forward regions on both sides, copper and tungsten are used as absorbers for EM and hadronic calorimetry, completing the ATLAS calorimeter coverage up to |η| = 4.9.
In total, the full LAr detector comprises more than 182000 cells. The central EM part is divided into 4 longitudinal layers. The initial layer is a pre-sampler, which helps to estimate the development of EM showers in front of the calorimeter. The first EM layer is highly segmented in η. The second layer contains most of the EM showers and the third layer completes the containment of the showers. At higher |η| regions, the number of layers is reduced to 3 (|η| > 1.8) and 2 (|η| > 2.5). The hadronic part also has 4 layers.
Each layer has a different granularity to best combine the physics reach of the detector with requirements related to the design of the detector electronics. For instance, the first layer is highly segmented in η to help discriminate between single photon events from double photons coming from π 0 decays. However, increasing further the granularity would demand a very large number of readout channels, increasing the complexity of the data acquisition system. These are read out by boards that are connected to up to 128 cells. More than 1500 boards are used to readout the full detector.
The calorimeter also plays an important role in the selection of events with interesting physics process. The trigger system requires access to the full detector information, but restrictive latency constraints are required. The hardware based part of the ATLAS trigger needs to run selection algorithms within 2.5μs. To achieve this goal, groups of cells are formed in projective directions in the η × φ plane with a granularity of 0.1 × 0.1. These groups of cells are called the Trigger Towers (TTs); in the central part (|η| < 1.4) of the detector, this implies summing energies measured in 60 cells in all EM layers in a single TT. The same happens to the hadronic section, so, the trigger only recognizes two types of TTs, the EM and the hadronic ones. The analog TT signals are digitized at 40 MHz by pre-processor modules which are input to sliding-window and energy sum algorithms used to identify interesting physics events.
The ATLAS trigger also has a software part which heavily uses the calorimeter detector read-out (performed when the hardware part of the trigger accepts an event) in completely digital form.
The LHC will undergo two major phases of upgrade. During the Phase-I upgrade, which will happen in 2018 to start operation in 2019, the instantaneous luminosity will rise by a factor of 2-3. This corresponds to 55 to 80 simultaneous events happening every bunch crossing (25 ns). In 2022, yet another upgrade, called the Phase-II is planned and the LHC luminosity will increase to about 5 times the nominal luminosity, producing more than 130 independent collisions in the detector. To maintain the performance for the luminosity levels expected for the Phase-I upgrade, the present granularity provided to the trigger system is not sufficient to identify EM objects properly in the presence of increased QCD background. To improve the trigger resolution, the readout channels will be grouped into the so-called Super-Cells which allow finer granularity in η × φ space and in layer depth. The presampler and the outermost layers operate with the same granularity as the TTs of δη × δφ = 0.1 × 0.1. The first and second EM layers have 4 times finer granularity resulting in δη ×δφ = 0.025× 0.1 Super-Cell sizes. The depth segmentation in layers and the layer segmentation with higher granularity can be exploited to perform better calibration and particle identification at the trigger level.
The detector signal is a triangular pulse with a very fast rise and a long tail during the time the ionization electrons are drifting towards the electrodes. This can be seen in Figure  2 . The recorded signal is highly stable varying only in two parameters, the peak height of the triangle, proportional to the energy of the incident particle and the peaking time, that can change due, for instance, to the dispersion of the beam along its axis.
Since the relevant information is the pulse height and time of peak, ideally only one sample at the exact moment that the signal reaches its maximum should be necessary. However, in practice, the time variation would give larger imprecisions in the energy measurements. To solve this issue, bipolar pulse shaping is performed by a CR − RC 2 analog circuit as can be seen in Figure 2 . The amplitude and the peak time can then be extracted from multiple sampling points. Due to the long drift time, multiple pulses from subsequent beam crossings may be overlaid. This phenomenon is called out-of-time pileup. Simultaneous proton-proton collisions at the same bunch crossing lead furthermore to so-called in-time signal pile-up.
Digital filtering techniques are applied to reduce both effects on the reconstructed signal.
III. ENERGY RECONSTRUCTION
In the regular LAr calorimeter readout, the shaped signal is sampled by a Switched Capacitor Array (SCA) and buffered until a trigger decision is made (the latency time is 2.5μs). On a trigger accept, 5 samples of the signal (those that comprise the pulse peak) are converted to digital signals and sent to the readout drivers which apply a signal processing technique as described below to reconstruct the energy. In the future trigger system, the bi-polar Super-Cell signals will be sampled and converted to digital at the LHC bunch crossing rate by the front-end electronics. Energy reconstruction and bunch crossing identification will be directly performed by digital filtering algorithms.
The LAr calorimeters adopted the technique called the Optimal Filter [3] . This technique assumes perfect knowledge of the shape of the pulse to be treated, identifies this pulse and measures its free properties in the bunch crossing of interest. Pile-up contributions are attenuated by a Lagrange multiplier technique. To best weight the contributions of the out-of-time signals that must be removed, knowledge about the probability of producing pile-up has to be included.
The final amplitude and phase with respect to the bunch crossing time are calculated via the set of linear equations:
The amplitude (E) is assumed to have a linear dependency with respect to the samples s i via the coefficients a i . For the phase τ to be calculated, however, the combined quantity E×τ must be first calculated. This implies that when the amplitude is too low, the error in the calculation of τ is increased. The pedestal of the signal, P, is measured in calibration runs. The weights a i are calculated to minimize the contribution of the pile-up as defined by the Lagrange multipliers. A set of constants derived from calibration measurements with test beam data and simulations convert the amplitude into an energy value.
It is also possible to have a measure of a quality factor that reflects how well the pulse shape looks like a pulse shape due to LAr ionization and the shaping electronics. For that, the following equation is used :
The pedestal corrected samples s i are compared to the expected pulse shape (g i ), including also a first-order correction due to the phase shift τ , where g i is the time derivative of the ideal pulse. A small quality factor thus indicates good agreement of the extracted pulse with the ideal one.
IV. NEW TECHNIQUES FOR ENERGY RECONSTRUCTION
With the increase of the luminosity expected for the next phases of the LHC operation, the levels of pile-up may start to One of the first alternatives being considered is the usage of filters trained for optimization, usually via some method based on minimizing the square of the error with respect to the expected outcome of the filter. One of the first implementations tried is the Wiener Filter [4] . This filter is used, for example, for adapting to transmission lines that need to be compensated for. For the application to energy reconstruction, the Wiener Filter is trained to produce an output sample proportional to the amplitude of the signal. For detecting the presence of the signal, the filter is trained to produce the following sample to the peak one to be at half the peak value. A simple set of thresholds triggers the presence of the signal.
In Figure 3 , the direct Wiener Filter output is displayed with light green dots. As can be seen, there are remaining features in the samples trailing the peak. Since the pulse shape is know, a feed-forward loop is activated to compensate for such baseline changes. This can be done quite precisely, as can be seen in the picture with the red curve. New signals coming in during the tail of this pulse will already have such compensation of the baseline and the peak measurement will be correct.
For the Super-Cells, the digitized signals will be sent for digital processing for peak detection together with energy calculation. So, one also must evaluate the capability of the old and new filters to perform detection of real physics peaks in the experimental noise (pile-up and electronic).
As can be seen in Figure 4 , the performance of the different filters to identify signals was evaluated as a function of the energy deposited in a single Super-Cell. In the case of the Optimal Filter, some options for the detection procedure were evaluated. For instance, in the maximum peak finder algorithm, the outcome of the Optimal Filter is evaluated at every bunch crossing. If the reconstructed energy is larger than the energy in the bunch-crossing before or after, it is considered in the trigger system, and otherwise rejected. Another possibility is to check which of the pulses presents a better quality factor as defined above. The best fitted pulse will result in the better candidate to be used as input to the trigger system. Finally, one can use the time displacement with respect to the trigger reference (τ ) and simply apply a cut. Whenever the pulse is Fig. 4 . Studies about the capability of different filter technologies to be used for triggering purposes [4] . too far from the reference bunch crossing time, it should not be used for trigger.
ATLAS Simulation
The results of all three methods described above for triggering purposes are summarized in Figure 4 . Since the Optimal Filter with maximum finder does not apply any cut, its efficiency is higher than the others even at lower energy values. But this is also an approach for which almost any signal seems relevant to the trigger, so, the noise suppression obtained with such technique is not optimal. The second best approach is the Wiener Filter with its intrinsic mechanism to detect a real physics related pulse. The Optimal Filter with the time cut seems to have a similar performance.
Other techniques, used for different calorimeter technologies, are now being considered as well for the analysis. One of them is the Matched Filter technique [5] . This filter maximizes the response to signals that match the designed one.
In order to implement these different algorithms at the bunch crossing rate of 40 MHz for a large number of channels, hardware based programable devices such as FPGAs are necessary. Figure 5 shows a prototype of an ATCA board which is being used for initial laboratory tests for the Super-Cell digital signal processing. Each board will handle up to 384 Super-Cell readout channels. Such boards will be equipped with 5 FPGAs. The usage of FPGA allows to profit from the massive parallel processing capabilities of such devices. During the Phase-II Upgrade, groups of up to 128 detector channels are planned to be digitized in one front-end digitizer board at the full bunchcrossing frequency, and fed to the same ATCA board which will perform the energy reconstruction similar to the Phase-I trigger system.
V. CONCLUSIONS
Careful design of the signal processing techniques applied to the samples of the liquid argon ionization pulse allowed the ATLAS calorimeters to have excellent performance during the LHC Run 1 data taking period.
An upgrade of the trigger read-out of the LAr calorimeters will allow keeping a very good performance for identifying interesting physics objects while suppressing background efficiently. This is achieved by an improved trigger read-out granularity, on-detector digitization of the signal pulses and highly parallel digital processing using FPGA devices. New digital filtering techniques are explored in laboratory now and a prototype may be installed to demonstrate the functionality of the system with a small part of the detector already by the 2015 data taking period.
