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KORNEICHUK-STECHKIN LEMMA, OSTROWSKI AND LANDAU
INEQUALITIES, AND OPTIMAL RECOVERY PROBLEMS FOR
L-SPACE VALUED FUNCTIONS
VLADYSLAV BABENKO, VIRA BABENKO AND OLEG KOVALENKO
Dedicated to the memory of N. P. Korneichuk and S. B. Stechkin
on the occasion of their centenary
Abstract. We prove an analogue of the Korneichuk–Stechkin lemma for functions with
values in L-spaces. As applications, we obtain sharp Ostrowski type inequalities and solve
problems of optimal recovery of identity and convexifying operators, as well as the prob-
lem of integral recovery, on the classes of L-space valued functions with given majorant
of modulus of continuity. The recovery is done based on n mean values of the functions
over some intervals. Moreover, on the classes of functions with given majorant of mod-
ulus of continuity of their Hukuhara type derivative, we solve the problem of optimal
recovery of the function and the Hukuhara type derivative. The recovery is done based
on n values of the function. We also obtain some sharp Landau type inequalities and
solve an analogue of the Stechkin problem about approximation of unbounded operators
by bounded ones and the problem of optimal recovery of an unbounded operator on a
class of elements, known with error. Consideration of L-space valued functions gives a
unified approach to solution of the mentioned above extremal problems for the classes
of multi- and fuzzy-valued functions as well as for the classes of functions with values in
Banach spaces, in particular random processes, and many other classes of functions.
1. Introduction
Let ω be a modulus of continuity, i. e. a non-decreasing continuous semi-additive
function such that ω(0) = 0. For a segment [a, b] ⊂ R denote by Hω([a, b],R) the class
of functions f : [a, b] → R such that |f(t) − f(s)| ≤ ω(|t − s|) for all t, s ∈ [a, b]. The
moduli of continuity ω(·), as independent functions with mentioned above properties, the
classes Hω([a, b],R), as well as the classes W rHω([a, b],R), were introduced by Nikol’skii
in [40]. For two positive almost everywhere and integrable functions ψ1 : [a, a
′]→ R+ and
ψ2 : [b
′, b] → R+, (a < a
′ ≤ b′ < b), the Korneichuk–Stechkin lemma, see [34, § 7.1], gives
an estimate for the functional
(1) (ψ1, ψ2)→ sup
f∈Hω([a,b],R)
∣∣∣∣∣
∫ a′
a
f(t)ψ1(t)dt−
∫ b
b′
f(t)ψ2(t)dt
∣∣∣∣∣ ,
which is sharp in the case of concave modulus of continuity ω. This lemma was published
in [28, 29], (see also a remark in [28]) for the classes Hω([a, b],R) with ω(t) = tα, 0 <
α ≤ 1, and was generalized to the case of arbitrary modulus of continuity in [30]. The
Korneichuk–Stechkin lemma played an important role in the solution of many extremal
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problems of approximation theory, see [34, Chapter 7] and references therein. Some of its
generalizations and more applications can be found in [12, 44].
The theory of Banach space valued, multi-valued and fuzzy-valued functions was ac-
tively developed over the last several decades (see [7,16,20]), in particular, due to its appli-
cations in optimization theory, approximation theory, mathematical economics, numerical
analysis and other branches of applied mathematics. Some results on approximation of
multi- and fuzzy- valued functions can be found in [4, 24].
Banach spaces, spaces of sets and spaces of fuzzy sets belong to the class of so-called
L spaces (i. e. semi-linear metric spaces with two additional axioms, which connect the
metric with the algebraic operations). The notion of an L-space was introduced in [46],
see also [6]. In Section 2 we present necessary definitions and facts related to L-spaces.
In particular, for the sake of completeness, we present the definition and some properties
of the Lebesgue integral for bounded L-space valued functions.
In Section 3 we generalize the Korneichuk–Stechkin lemma to the case of L-space valued
functions. Let (X, hX) be an L-space andH
ω([a, b], X) be the class of functions f : [a, b]→
X such that hX(f(t
′), f(t′′)) ≤ ω(|t′− t′′|) for all t′, t′′ ∈ [a, b]. Let also ψ1 : [a, a
′]→ R and
ψ2 : [b
′, b]→ R, a < a′ ≤ b′ < b, be positive almost everywhere, measurable, and bounded
functions. We obtain, see Lemma 8, an estimate for the functional
(2) S(ψ1, ψ2) := sup
f∈Hω([a,b],X)
hX
(∫ a′
a
f(t)ψ1(t)dt,
∫ b
b′
f(t)ψ2(t)dt
)
,
which is sharp in the case of concave modulus of continuity ω. In a series of applications
that we consider in this article, we show that our generalization may be an important
tool for solution of extremal problems involving L-space valued functions.
In Section 4 we obtain a general estimate of the functional (2) for rather arbitrary
functions ψ1 and ψ2 in terms of the Korneichuk Σ-rearrangement of the function Ψ(t) =∫ t
a
(ψ1(u) − ψ2(u))du. This estimate generalizes the estimate for the functional (1), ob-
tained by Korneichuk in [32], see also [34, Theorem 7.1.9].
In 1938 Ostrowski [41] proved a sharp inequality that estimates the deviation of a value
of a function from its mean value using the uniform norm of the function’s derivative.
Such inequalities have been intensively studied, see [22] for a survey of the obtained
results. It is worth noting, that the general estimate for the functional (1), which was
obtained by Korneichuk some 50 years ago, essentially contains a series of results on the
Ostrowski type inequalities, which were obtained much later. In particular, from this
estimate, one can easily obtain the main result from [13] and one of the results in [25].
In [1,2,14,15,18,19,21,42,48] such type of inequalities are investigated for non-real-valued
functions. The obtained in this article estimate for functional (2) implies some of the main
results in papers [1, 2, 15, 18].
An important part of approximation theory and optimal algorithms theory is theory of
optimal recovery of operators. Statements of the problems of this theory, many results
and further references can be found in monographs [45, 49]. We consider the optimal
recovery problem in the following statement.
Let a metric space (X, hX), sets Z, Y , a class of elements W ⊂ Z, as well as mappings
Λ: Z → X and I : W → Y be given. We call an arbitrary mapping Φ: Y → X a method
of recovery of the mapping Λ on the class W based on the information given by the
mapping I. The error of recovery of the mapping Λ on the class W by the method Φ
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based on the information given by the mapping I is given by the formula
E(Λ,W, I,Φ, X) = supz∈W hX(Λ(z),Φ(I(z))).
The quantity
(3) E(Λ,W, I,X) = infΦ E(Λ,W, I,Φ, X)
is called the optimal error of recovery of the mapping Λ on the class W based on the
information given by the mapping I. The problem of optimal recovery of the mapping Λ
on the class W with the information given by I in the metric of the space X is to find
quantity (3) and a method Φ∗ (if such a method exists) on which the infimum in the
right-hand side of (3) is attained. If I is some class of information operators, then it is
also of interest to find the quantity
E(Λ,W, I, X) = infI∈I E(Λ,W, I,X)
and the best information operator.
In Section 5 we consider the problem of optimal recovery of the convexifying operator
(see Section 2 for definitions) and of the integral on the class Hω([a, b], X). Under some
additional assumptions (in particular in the case of Banach space valued functions), the
convexifying operator turns into the identity operator. For real-valued functions, these
problems are well studied when the informational operator maps a function from the class
to its values at n points of the segment [a, b]. Regarding recovery of a function we refer
to [33, Chapter 5,6]; regarding the recovery of the integral we refer to [31]. In [10] the
problem of optimization of approximate integration was solved for the class of multi-valued
functions. Here as informational operators, we use the ones that map functions from the
class to their mean values on n ∈ N intervals belonging to [a, b]. This kind of information
operators is of interest, since the analog measuring devices give such mean values of
the measured functions. Moreover, the results on optimal recovery given such type of
information, easily imply corresponding results on optimal recovery for the case, when
the information operators map functions to their values at n points of the interval [a, b].
The problem of optimization of approximate integration given the ”interval” information
for the functions from the class Hω([a, b],R) was solved in [17]. Since a random process
can be viewed as a function into a Banach space of random variables, our results can be
applied to recovery problems for random processes. Some results in this direction can be
found in [23, 35, 36].
In Section 6 we consider the problem of optimal recovery of the identity operator and
the operator DH of Hukuhara type derivative on the class W
1Hω([a, b], X) (see Section 6
for the definitions). In these problems the recovery is done based on the information
operator that maps a function to its values at n points of the interval [a, b]. We again
refer to [33, Chapter 5,6] for the results on optimal recovery of functions on the class
W 1Hω([a, b],R) and its periodic analog, as well as on optimal recovery of the derivative
of the functions on these classes.
In Section 7, we obtain sharp inequalities of Landau type for divided differences of
Hukuhara type as well as for derivatives of Hukuhara type of the functions from the
classes W
1
Hω([a, b], X) =
⋃
k>0 k ·W
1Hω([a, b], X). Many known results on Landau and
Landau–Kolmogorov type inequalities can be found in [5, 11, 39]. For the functions with
values in Banach spaces, some inequalities were obtained in [3,47]; for the L-spaces valued
functions defined on R or R+ — in [9].
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Inequalities of such type are intimely connected to the Stechkin problem about approx-
imation of an operator by the ones with smaller norm, in particular approximation of
unbounded operators by bounded ones. The problem was first stated in [43], where the
first results on the solution of the problem were obtained. Information on further results
can be found in [5, 11]. In [9], a generalization of the Stechkin problem for the case of
unbounded operators acting in L-spaces was proposed; some results about approximation
of Hukuhara type derivatives by Lipschitz operators on the classes W 1Hω(J,X), where
J = R or J = R+ were obtained. Here we consider this problem for the operator of
Hukuhara type divided difference and the Hukuhara type derivative. We also consider
the problem of optimal recovery of the operator DH on the class W
1Hω([a, b], X) in the
case, when the elements of the class are known with error. Known results and further
references can be found in [5, 9, 11].
2. L-spaces
2.1. Definitions.
Definition 1. A set X is called a semilinear space, if operations of addition of elements
and their multiplication on real numbers are defined in X, and the following conditions
are satisfied for all x, y, z ∈ X and α, β ∈ R:
x+ y = y + x;
x+ (y + z) = (x+ y) + z;
∃ θ ∈ X : x+ θ = x;
α(x+ y) = αx+ αy;
α(βx) = (αβ)x;
1 · x = x, 0 · x = θ.
Definition 2. We call an element x ∈ X convex, if for all α, β ≥ 0, (α+β)x = αx+βx.
Denote by Xc the subspace of all convex elements of the space X.
Remark 1. Some authors (see e. g. [16]) include into the axioms of a semi-linear space
the requirement X = Xc.
Definition 3. A semilinear space X, endowed with a metric hX , is called an L-space, if
it is complete and separable and for all x, y, z ∈ X, and α ∈ R
hX(αx, αy) = |α|hX(x, y);
(4) hX(x+ z, y + z) ≤ hX(x, y).
Remark 2. It follows from the triangle inequality and (4), that
∀x, y, z, w ∈ X hX(x+ z, y + w) ≤ hX(x, y) + hX(z, w).
Definition 4. An L-space X is called isotropic, if inequality (4) turns into equality for
all x, y, z ∈ X.
Next we list some of the examples of L-spaces. More details can be found in [8]. Ar-
bitrary separable Banach space and arbitrary complete and separable quasilinear normed
space (see [6]) are L-spaces. The space Ω(X) of non-empty compact subsets of a separa-
ble Banach space X endowed with usual Hausdorff metric, the space Ωconv(X) of convex
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elements from Ω(X), and spaces of fuzzy sets (see e. g. [20]) are also examples of L-spaces.
All L-spaces mentioned above are isotropic.
An example of a non-isotropic L space can be built as follows. Let X = [0,∞), for
λ ∈ R, x, y ∈ X set x
⊕
y = max{x, y}, λ
⊙
x = |λ|x. Then (X,
⊕
,
⊙
) with the metric
hX(x, y) = |x− y|, x, y ∈ X, is a non-isotropic L-space.
A function f : [a, b] → X is said to be measurable, if for any element x ∈ X the real-
valued function hX(f(t), x) is measurable. For [a, b] ⊂ R and an L-space (X, hX), denote
by C([a, b], X) and B([a, b], X) the spaces of continuous (resp. bounded and measurable)
functions f : [a, b]→ X with the metrices
hC([a,b],X)(f, g) := max
t∈[a,b]
hX(f(t), g(t)) and hB([a,b],X)(f, g) := sup
t∈[a,b]
hX(f(t), g(t)).
2.2. Hukuhara type derivative. The notion of the Hukuhara difference of two sets was
introduced in [27].
Definition 5. Let X be an L-space. We say that z ∈ X is the Hukuhara type difference
of x, y ∈ X, if x = y + z. We denote this difference by z = x−H y.
Note, that in an isotropic L-space the Hukuharu difference x−H y is unique, provided it
exists. On the other hand, in a non-isotropic L-space, uniqueness is not guaranteed. For
example, in the space (X,
⊕
,
⊙
), for arbitrary x ∈ X the difference x−H x exists and is
not unique for each x 6= 0. Everywhere below, when we consider Hukuharu differences,
we assume that the L-space is isotropic.
Definition 6. If t ∈ (a, b), and for all small enough γ > 0 there exist differences
f(t + γ) −H f(t) and f(t) −H f(t − γ), and both limits lim
γ→+0
γ−1(f(t + γ) −H f(t)) and
lim
γ→+0
γ−1(f(t) −H f(t − γ)) exist and are equal to each other, then the function f has a
Hukuhara type derivative DHf(t) at the point t (if t = a or t = b then there exists only
one limit) and
DHf(t) := lim
γ→+0
γ−1(f(t+ γ)−H f(t)).
One can find properties of Hukuhara type differences and elements of calculus based
on Hukuhara type difference and derivative in L-spaces in [8].
2.3. Integration in L-spaces. For completeness we present the definition and some of
the properties of the Lebesgue integral for the functions f ∈ B([a, b], X), where X is an
L-space (see [46] and [6, §5]). First, we recall the definition of a convexifying operator.
Definition 7. A surjective operator P : X → Xc is called convexifying, if
hX(P (x), P (y)) ≤ hX(x, y) for all x, y ∈ X ;
P ◦ P = P ;
P (αx+ βy) = αP (x) + βP (y) for all x, y ∈ X and α, β ∈ R.
The operator conv : Ω(Rm) → Ω(Rm) that maps each x ∈ Ω(Rm) to its convex hull
conv x is an example of a convexifying operator.
A mapping f is called simple, if it has a finite number of values {fk}
n
k=1 on pairwise
disjoint measurable sets {Tk}
n
k=1, n ∈ N. The Lebesgue integral of a simple mapping f is
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by definition ∫ b
a
f(s)ds :=
∑n
i=1
P (fi)µ(Ti),
where µ is the Lebesgue measure. The following properties hold for simple f, g.
(1) For all α, β ∈ R∫ b
a
(αf(t) + βg(t))dt = α
∫ b
a
f(t)dt+ β
∫ b
a
g(t)dt.
(2) The function t→ hX (f(t), g(t)) is integrable and
hX
(∫ b
a
f(t)dt,
∫ b
a
g(t)dt
)
≤
∫ b
a
hX (f(t), g(t))dt.
(3) The function P (f(·)) is integrable and∫ b
a
f(t)dt = P
(∫ b
a
f(t)dt
)
=
∫ b
a
P (f(t))dt.
(4) For disjoint measurable sets T1 and T2 such that [a, b] = T1 ∪ T2∫ b
a
f(t)dt =
∫
T1
f(t)dt+
∫
T2
f(t)dt.
Any function f ∈ B([a, b], X) is a uniform limit of a sequence {fk} of simple functions.
Using standard arguments, one can prove that the sequence
{∫ b
a
fk(t)dt
}
k∈N
is funda-
mental. By definition, the integral
∫ b
a
f(t)dt of the function f is set to be the limit of this
sequence.
It is clear that properties 1 – 4 of the Lebesgue integral for simple functions hold for
arbitrary functions from B([a, b], X). Moreover, if ρ is an absolutely continuous strictly
monotone function from [c, d] ⊂ R onto [a, b] ⊂ R, then for all f ∈ B([a, b], X),∫ b
a
f(t)dt =
∫ d
c
f(ρ(s))ρ′(s)ds.
Indeed, from Properties 1–4 and the possibility to change variables in the integral for
real-valued functions, it follows, that this property holds for the case, when f is simple.
The general case can be obtained using the limiting procedure.
Note, that in the case of X being a Banach space, the integral becomes the Bochner
integral, see [26, Sections 3.7-3.8]; in the case X = Ω(Rm), the integral coincides with
the Aumann integral, see [6, Theorem 12].
2.4. Some Properties of L-spaces.
Definition 8. We say that an element x ∈ X is invertible, if there exists an element
x′ ∈ X such that x+x′ = θ. In this case the element x′ is called the inverse to x. Denote
by X inv the set of all invertible elements of the space X.
Assumption 1. In what follows we assume that X inv ∩Xc 6= {θ}.
In the space Ω(X) any element of the form {x}, x ∈ X, is convex and invertible.
We need the following lemmas, see [9].
Lemma 1. If x ∈ X inv, then its inverse element x′ is unique.
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Lemma 2. If x ∈ X inv ∩Xc, then x′ ∈ Xc.
Lemma 3. For all x ∈ Xc and α, β ∈ R, hX(αx, βx) ≤ |α−β| ·hX(x, θ). If X is isotropic
and α · β ≥ 0, then the inequality becomes equality.
In addition, we also need the following lemmas. We omit their elementary proofs.
Lemma 4. Let X be an isotropic L-space. Then for any x ∈ Xc ∩X inv,
hX(x, x
′) = hX(x+ x, θ) = 2hX(x, θ).
Lemma 5. For any x ∈ X inv ∩Xc, hX(x
′, θ) = hX(x, θ).
2.5. Auxiliarly results.
Definition 9. For f : [a, b]→ R and x ∈ X inv define the function fx : [a, b]→ X,
(5) fx(t) = f+(t) · x+ f−(t) · x
′,
where for real ξ, ξ± := max{±ξ, 0}.
Lemma 6. Let X be an isotropic L-space and f ∈ Hω([a, b],R). If x ∈ X inv ∩Xc is such
that hX(x, θ) = 1, then fx ∈ H
ω([a, b], X) and
(6)
∫ b
a
fx(t)dt =
∫ b
a
f+(t)dt ·x+
∫ b
a
f−(t)dt ·x
′ =
(∫ b
a
f(t)dt
)
+
·x+
(∫ b
a
f(t)dt
)
−
·x′.
Proof. If s, t ∈ [a, b] are such that f(s), f(t) ≥ 0, then due to Lemma 3,
hX(fx(s), fx(t)) = hX(f(s) · x, f(t) · x) ≤ ω(|s− t|).
Analogously, due to Lemma 5, in the case, when f(s), f(t) ≤ 0. When f(s) ≥ 0 ≥ f(t),
hX(fx(s), fx(t)) = hX(f+(s) · x, f−(t) · x
′) = hX(f+(s) · x+ f−(t) · x, θ)
= |f(s)− f(t)|hX(x, θ) ≤ ω(|t− s|).
Hence fx ∈ H
ω([a, b], X). Equality (6) follows from (5) and convexity of x and x′. Indeed,
let for definiteness
∫ b
a
f+(t)dt ≥
∫ b
a
f−(t)dt. Then∫ b
a
fx(t)dt =
(∫ b
a
f+(t)dt
)
· x+
(∫ b
a
f−(t)dt
)
· x′
=
(∫ b
a
f−(t)dt
)
· x+
(∫ b
a
(f+(t)− f−(t))dt
)
· x+
(∫ b
a
f−(t)dt
)
· x′
=
(∫ b
a
f(t)dt
)
· x =
(∫ b
a
f(t)dt
)
+
· x =
(∫ b
a
f(t)dt
)
+
· x+
(∫ b
a
f(t)dt
)
−
· x′.

Lemma 7. Let X be an isotropic L-space, x ∈ Xc ∩ X inv, and f : [a, b] → R be a
continuously differentiable function. Then the derivative DHfx(t) exists at each point
t ∈ [a, b] and DHfx(t) = (f
′(t))x.
Proof. First of all note, that if t, t+γ ∈ [a, b], then fx(t+γ)−H fx(t) = (f(t+γ)−f(t))x.
Let γ > 0. If f ′(t) > 0, then for all small enough γ, f(t+ γ) > f(t), hence
lim
γ→+0
γ−1(fx(t+ γ)−H fx(t)) = lim
γ→+0
γ−1(f(t+ γ)− f(t))x = f ′(t) · x = (f ′(t))x.
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Analogously in the case f ′(t) < 0. Finally, if f ′(t) = 0, then, due to Lemma 5,
hX
(
γ−1(fx(t+ γ)−H fx(t)), θ
)
=
∣∣γ−1(f(t+ γ)− f(t))∣∣hX(x, θ)→ 0, γ → +0.
Analogously for the quantity lim
γ→+0
γ−1(fx(t)−H fx(t− γ)). The lemma is proved. 
3. On the Korneichuk–Stechkin lemma
Lemma 8. Let positive almost everywhere functions ψ1 ∈ B([a, a
′],R), ψ2 ∈ B([b
′, b],R),
a < a′ ≤ b′ < b such that
∫ a′
a
ψ1(t)dt =
∫ b
b′
ψ2(t)dt be given. Let also ω be a modulus of
continuity and the function ρ : [a, c]→ [c, b], c = (a′ + b′)/2, be defined by the relations
(7)
∫ s
a
ψ1(t)dt =
∫ b
ρ(s)
ψ2(t)dt, if s ∈ [a, a
′], and ρ(s) = a′ + b′ − s, if s ∈ [a′, c].
Then for an L-space X and the functional S(ψ1, ψ2) defined in (2)
(8) S(ψ1, ψ2) ≤
∫ a′
a
ψ1(s)ω(ρ(s)− s)ds =
∫ b′
b
ψ2(t)ω(t− ρ
−1(t))dt.
If ω is a concave modulus of continuity and X is isotropic, then (8) turns into equality.
In this case, the supremum is attained on the functions (±g + α)x(·) + y ∈ H
ω([a, b], X),
where α ∈ R, y ∈ X, x ∈ Xc ∩X inv, hX(x, θ) = 1, and
(9) g(t) =
{
−
∫ c
t
ω′(ρ(s)− s)ds, a ≤ t ≤ c,∫ t
c
ω′(s− ρ−1(s))ds, c ≤ t ≤ b.
Proof. Differentiating equality (7), we get ψ1(s) = −ψ2(ρ(s))ρ
′(s) for all s ∈ [a, a′]. After
a substitution t = ρ(s), we obtain that∫ b
b′
ψ2(t)f(t)dt = −
∫ a′
a
ψ2(ρ(s))ρ
′(s)f(ρ(s))ds =
∫ a′
a
ψ1(s)f(ρ(s))ds.
Hence
hX
(∫ a′
a
ψ1(t)f(t)dt,
∫ b
b′
ψ2(t)f(t)dt
)
= hX
(∫ a′
a
ψ1(t)f(t)dt,
∫ a′
a
ψ1(t)f(ρ(t))dt
)
≤
∫ a′
a
hX (ψ1(t)f(t), ψ1(t)f(ρ(t))) dt
=
∫ a′
a
ψ1(t)hX(f(t), f(ρ(t)))dt ≤
∫ a′
a
ψ1(t)ω(ρ(t)− t)dt
and the inequality in (8) is proved. The equality in (8) can be obtained after the substi-
tution s = ρ−1(t). Let now ω be concave and X be isotropic. For y ∈ X,∫ a′
a
ψ1(t)ydt =
(∫ a′
a
ψ1(t)dt
)
P (y) =
(∫ b′
b
ψ2(t)dt
)
P (y) =
∫ b′
b
ψ2(t)ydt,
and since X is isotropic, we obtain
hX
(∫ a′
a
ψ1(t)f(t)dt,
∫ b
b′
ψ2(t)f(t)dt
)
= hX
(∫ a′
a
ψ1(t)f(t)dt+
∫ a′
a
ψ1(t)ydt,
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∫ b
b′
ψ2(t)f(t)dt+
∫ b
b′
ψ2(t)ydt
)
= hX
(∫ a′
a
ψ1(t)(f(t) + y)dt,
∫ b
b′
ψ2(t)(f(t) + y)dt
)
and hence if the supremum in (8) is attained on some function f , then it is attained on
all functions f(·) + y, y ∈ X. Let G(·) = g(·) + α, where g is defined in (9) and α ∈ R.
It is known (see [34, § 7.1]), that the function G belongs to Hω([a, b],R) and is extremal
in (8) for real-valued functions. Let I =
∫ a′
a
ψ1(t)G(t)dt and J =
∫ b
b′
ψ2(t)G(t)dt. By (9),
the function g is non-decreasing. Hence there are three possibilities 1) I ≥ 0, J ≥ 0,
2) I ≤ 0, J ≥ 0 and 3) I ≤ 0, J ≤ 0. Considering each of them and taking into account
Lemmas 3, 5 and 6 we obtain
hX
(∫ a′
a
ψ1(t)Gx(t)dt,
∫ b
b′
ψ2(t)Gx(t)dt
)
= |I − J |hX(x, θ) =
∫ a′
a
ψ1(t)ω(ρ(t)− t)dt.
We elaborate the proof in the case I ≤ 0 and J ≥ 0:
hX
(∫ a′
a
ψ1(t)Gx(t)dt,
∫ b
b′
ψ2(t)Gx(t)dt
)
= hX(I− · x
′, J+ · x)
= hX(I− · x
′ + I− · x, I− · x+ J+ · x) = hX(θ, (−I + J) · x) = |I − J |h(x, θ).
The case G(·) = −g(·) + α, can be considered analogously. The lemma is proved. 
Recall, that for a measurable non-negative function f : [a, b] → R the function
m(f, y) := mes{t ∈ [a, b] : f(t) > y}, y ∈ R
is called the distribution function of f . The function
r(f, t) := inf{y : m(f, y) ≤ t}, t ∈ [0, b− a]
is called the non-increasing (or Hardy’s) rearrangement of f . r(f, ·) is a non-increasing
on [0, b− a], and equimeasurable with f function.
Remark 3. For a concave modulus of continuity ω, and an isotropic L-space X, the
statement of Lemma 8 can be rewritten as follows:
(10) S(ψ1, ψ2) =
∣∣∣∣
∫ b−a
0
r′(Ψ, s)ω(s)ds
∣∣∣∣ =
∫ b−a
0
r(Ψ, s)ω′(s)ds,
where Ψ(s) =
∫ s
a
(ψ1(u)− ψ2(u))du, s ∈ [a, b].
The equality of the quantities in the right-hand sides of inequalities (8) and (10) for
concave ω was proved by Korneichuk, see e. g. [34, Lemma 7.1.2].
4. Estimate for the functional S(ψ1, ψ2) and Ostrowski type inequalities
4.1. General estimate for the functional S(ψ1, ψ2).
Definition 10. A function ϕ ∈ C([a, b],R) is called a hat-function, if
(1) ϕ(a) = ϕ(b) = 0, |ϕ(t)| > 0 for a < t < b, and
(2) ∀y ∈ (0, max
t∈[a,b]
|ϕ(t)|) the equation |ϕ(t)| = y has exactly two roots on (a, b).
Each hat-function ϕ is continued to the whole line by ϕ(t) = 0, t /∈ (a, b).
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Denote by D[a, b] the set of functions ψ : [a, b] → R that have finite one-sided limits
ψ(t + 0) and ψ(t − 0) for all t ∈ (a, b), and finite limits ψ(a + 0) and ψ(b − 0). Set
D0[a, b] = {ψ ∈ D[a, b] :
∫ b
a
ψ(t)dt = 0} and D10[a, b] = {f(t) =
∫ t
a
ψ(u)du : ψ ∈ D0[a, b]}.
As it is known (see e. g. [32] and [34, Chapter 7]), each function f ∈ D10[a, b] can be
represented as a finite or countable sum of hat-functions
(11) f(t) =
∑
k
ϕk(t).
This equality is called the Σ-representation of f . The following properties are satisfied
(see [34, Chapter 7]). 1) |f(t)| =
∑
k |ϕk(t)|, a ≤ t ≤ b; 2) The intervals (αk, α
′
k), (β
′
k, βk),
on which the functions ϕk(t) are strictly monotone, are pairwise disjoint, and on each of
them ϕk(t) = f(t) + ck, ck ∈ R, and hence f
′(t) =
∑
k ϕ
′
k(t) almost everywhere on [a, b];
3)
∫ b
a
|f(t)|dt =
∑
k
∫ βk
αk
|ϕk(t)|dt; 4)
∨b
a f =
∑
k
∨βk
αk
(ϕk).
Definition 11. For a function f ∈ D10[a, b] with Σ-representation (11), the Korneichuk
Σ-rearrangment of f is defined by equality
R(f ; t) =
∑
k
r(|ϕk|, t), 0 ≤ t ≤ b− a.
Theorem 1. Let ω be a concave modulus of continuity and ψ1, ψ2 ∈ B([a, b],R) be such
that ψ1 − ψ2 ∈ D0[a, b]. Set Ψ(t) =
∫ t
a
[ψ1(u)− ψ2(u)]du. Then
(12) S(ψ1, ψ2) ≤
∫ b−a
0
|R′(Ψ; t)|ω(t)dt.
Proof. Set E± = {t ∈ [a, b] : ± ψ1(t) ≥ ±ψ2(t)}. If P is the convexifying operator (see
Definition 7), then ψ1(s)P (f(s)) = (ψ1(s)− ψ2(s))P (f(s)) + ψ2(s)P (f(s)) for all s ∈ E+
and ψ2(s)P (f(s)) = (ψ2(s)−ψ1(s))P (f(s))+ψ1(s)P (f(s)) for all s ∈ E−. Hence for any
function f ∈ Hω([a, b], X) we obtain
hX
(∫ b
a
f(t)ψ1(t)dt,
∫ b
a
f(t)ψ2(t)dt
)
= hX
(∫
E+
f(t)(ψ1(t)− ψ2(t))dt+
∫
E−
f(t)ψ1(t)dt+
∫
E+
f(t)ψ2(t)dt,∫
E−
f(t)(ψ2(t)− ψ1(t))dt+
∫
E−
f(t)ψ1(t)dt +
∫
E+
f(t)ψ2(t)dt
)
≤ hX
(∫
E+
f(t)(ψ1(t)− ψ2(t))dt,
∫
E−
f(t)(ψ2(t)− ψ1(t))dt
)
= hX
(∫ b
a
f(t)(ψ1(t)− ψ2(t))+dt,
∫ b
a
f(t)(ψ1(t)− ψ2(t))−dt
)
.
Moreover, the inequality in the above chain becomes equality in the case of isotropic space
X. Let Ψ(t) =
∑
k ϕk(t) be the Σ-representation of the function Ψ. Since Ψ
′ = ψ1−ψ2 =∑
k ϕ
′
k, due to the mentioned above properties of Σ-representations,
(ψ1 − ψ2)+ =
∑
k
(ϕ′k)+, (ψ1 − ψ2)− =
∑
k
(ϕ′k)−.
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Moreover, the functions (ϕ′k)+ and (ϕ
′
k)− satisfy the conditions of Lemma 8 for each k.
Applying Lemma 8 (more precisely, equality (10)), we obtain
hX
(∫ b
a
f(t)(ψ1(t)− ψ2(t))+dt,
∫ b
a
f(t)(ψ1(t)− ψ2(t))−dt
)
= hX
(∫ b
a
f(t)
∑
k
(ϕ′k)+dt,
∫ b
a
f(t)
∑
k
(ϕ′k)−dt
)
≤
∑
k
hX
(∫ b
a
f(t)(ϕ′k)+dt,
∫ b
a
f(t)(ϕ′k)−dt
)
≤
∑
k
∫ b−a
0
r(|ϕk|, t)ω
′(t)dt =
∫ b−a
0
R(Ψ, t)ω′(t)dt.
The theorem is proved. 
Remark 4. In the case of isotropic X, estimate (12) is sharp, provided the exremal in
Lemma 8 functions for ψ1 = (ϕ
′
k)+ and ψ2 = (ϕ
′
k)− can be ”glued” so that the obtained
function belongs to Hω([a, b], X).
Assume that the Σ-representation of the function Ψ is Ψ(t) =
∑n
k=1 ϕk(t), if [αk, βk] is
the support of the hat-function ϕk, k = 1, . . . , n, then
α1 < β1 ≤ α2 < β2 ≤ . . . ≤ αn < βn,
and on the segments [αk, βk] and [αk+1, βk+1] the functions ϕk and ϕk+1 have opposite
signs, k = 1, . . . , n − 1. Below we sketch the procedure of gluing. We start with the
case X = R. Let gk ∈ H
ω([αk, βk],R) be the extremal for the functional S((ϕ
′
k)+, (ϕ
′
k)−)
function. On the set
⋃n
k=1[αk, βk] define the function g, setting g(t) = gk(t) + ck, t ∈
[αk, βk], where ck are such that g(βk) = g(αk+1), k = 1, . . . , n− 1. Next, we continue g to
the whole segment [a, b] setting g(t) = g(α1), if t ≤ α1, g(t) = g(βk), if t ∈ (βk, αk+1), k =
1, . . . , n− 1, and g(t) = g(βk), if t ≥ βn. Lemma 4.1 from [44] contains a criteria for g to
belong to Hω([a, b],R). In particular, this is true, if for some m, 1 ≤ m ≤ n,
β1 − α1 ≤ β2 − α2 ≤ . . . ≤ βm − αm and βm − αm ≥ βm+1 − αm+1 ≥ . . . ≥ βn − αn.
If g ∈ Hω([a, b],R), then the function (g+γ)x(·)+y with γ ∈ R, y ∈ X and x ∈ X
c∩X inv,
hX(x, θ) = 1, is a glued extremal for (12).
4.2. Ostrowski type inequalities. The following theorem is a wide generalization of
Theorem 2 from [13], in which X = R, ω(t) = t, and [c, d] ⊂ [a, b].
Theorem 2. Let two segments [a, b] and [c, d] be given. Set M = max{b − a, d − c},
m = min{b− a, d− c}, for α, β ≥ 0 set I(α, β) =
∫ β
α
ω(s)ds and assume for definiteness
that a ≤ c. Then for all f ∈ Hω([a,max{b, d}], X)
hX
(
1
b− a
∫ b
a
f(t)dt,
1
d− c
∫ d
c
f(t)dt
)
≤


M−m
M2
{
I
(
0, M(c−a)
M−m
)
+ I
(
0, M(b−d)
M−m
)}
, [c, d] ⊂ [a, b],
1
M+m
I
(
M(b−c)
m
, d− a
)
+ M−m
M2
I
(
0, M(b−c)
m
)
, b ∈ [c, d],
1
M+m
I(c− b, d− a), c ≥ b.
If X is isotropic and ω is concave, then the inequality is sharp.
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The theorem follows from Theorem 1 applied to the functions ψ1 =
1
b−a
χ[a,b] and ψ2 =
1
d−c
χ[c,d]. We omit the technical details of the proof. The extremal function can be
obtained using the described above procedure of gluing.
Direct computations show that Theorem 2 implies the following result.
Corollary 1. If in Theorem 2 additionally c + d = a + b, i. e. the midpoints of the
intervals (a, b) and (c, d) coincide, then
hX
(∫ b
a
f(t)dt,
b− a
d− c
∫ d
c
f(t)dt
)
≤
4(c− a)
b− a
∫ (b−a)/2
0
ω(t)dt.
If X is isotropic and ω is concave, then the inequality is sharp.
Applying Theorem 2 to the segment that contains t and the segment [c, d] (while both
are contained in [a, b]) and then shrinking the first one into a point, we obtain
Corollary 2. Let t ∈ [a, b], [c, d] ⊂ [a, b] and ω(·) be an arbitrary modulus of continuity.
If f ∈ Hω([a, b], X) and P is the convexifying operator, then
(13) hX
(
P (f(t)),
1
d− c
∫ d
c
f(u)du
)
≤
1
d− c
∫ d
c
ω(|s− t|)ds.
If X is isotropic, then the inequality is sharp. An extremal function is (ω(| · −t|))x, where
x ∈ Xc, hX(x, θ) = 1.
Let a segment [a, b] and numbers t, h such that a ≤ t < t + h ≤ (a + b)/2 be given.
Applying Theorem 1 to ψ1 =
1
b−a
χ[a,b] and ψ2 =
1
2h
(
χ[t,t+h] + χ[a+b−t−h,a+b−t]
)
, and passing
to the limit as h→ 0, we obtain a generalization of [25, Theorem 2].
Corollary 3. For arbitrary f ∈ Hω([a, b], X) and t ∈ [a, (a + b)/2)
(14) hX
(
1
2
(P (f(t)) + P (f(a+ b− t))),
1
b− a
∫ b
a
f(u)du
)
≤
2
b− a
(∫ t−a
0
ω(u)du+
∫ (a+b−2t)/2
0
ω(u)du
)
.
Inequality (14) becomes equality for f(u) = min{ω(|u− t|), ω(|u+ t− a− b|)} · x, x ∈ Xc.
Remark 5. Inequalities (13) and (14) can easily be proved directly.
5. On optimal recovery problems on the class Hω([a, b], X)
In this section we consider the problems of recovery of the convexifying operator P and
the integral Λ(f) =
∫ b
a
f(t)dt on the class Hω([a, b], X), given the information operator
It(f) =
(
1
2h
∫ t1+h
t1−h
f(t)dt, . . . , 1
2h
∫ tn+h
tn−h
f(t)dt
)
, where n ∈ N, h > 0 and t := (t1, . . . , tn)
are such that
(15) a ≤ t1 − h < t1 + h < t2 − h < . . . < tn + h ≤ b,
using arbitrary method of recovery Φ: Xn → B([a, b], X) and Φ: Xn → X respectively.
Define a vector τ = τ(t) with components
(16) τ1 = a, τi =
1
2
(ti−1 + ti), i = 2, . . . , n, τn+1 = b
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and set
(17) t∗ = (t∗1, t
∗
2 . . . , t
∗
n) =
(
b− a
2n
,
3(b− a)
2n
, . . . ,
(2n− 1)(b− a)
2n
)
.
We need the following well known estimate for the value of the optimal recovery (3).
Lemma 9. If f, g ∈ W are such that I(f) = I(g), then
E(Λ,W, I,X) ≥
1
2
hX(Λ(f),Λ(g)).
Proof. We have
sup
z∈W
hX(Λ(z),Φ(I(z))) ≥ max {hX(Λ(f),Φ(I(f))), hX(Λ(g),Φ(I(g)))}
≥
1
2
(hX(Λ(f),Φ(I(f))) + hX(Λ(g),Φ(I(f)))) ≥
1
2
hX(Λ(f),Λ(g)).

5.1. Real-valued extremal functions. For given n ∈ N, h > 0 and t that satisfy (15),
denote by Hh
t
the class of functions y ∈ Hω([a, b],R) such that
∫ ti+h
ti−h
y(t)dt = 0 for
all i = 1, . . . , n. Note, that for arbitrary f ∈ Hh
t
, x ∈ Xc ∩ X inv, due to Lemma 6,∫ ti+h
ti−h
fx(t)dt = θ, i = 1, . . . , n.
Lemma 10. Let numbers n ∈ N, h > 0 and t := (t1, . . . , tn) that satisfy (15) be given.
For arbitrary modulus of continuity ω there exists a function ft ∈ H
h
t
such that
max
t∈[a,b]
|ft(t)| ≥
1
2h
∫ (b−a)/(2n)+h
(b−a)/(2n)−h
ω(u)du.
Proof. Among 2n segments [τi, ti] and [ti, τi+1], i = 1, . . . , n, there exists at least one with
length at least b−a
2n
. Let for definitness it be the segment [τi∗ , ti∗ ], i
∗ ∈ {1, . . . , n}. We
define a functions ft on the segment [τi∗ , ti∗ + h] = [a, t1 + h], if i
∗ = 1, or on the segment
[ti∗−1 − h, ti∗ + h], if i
∗ > 1, by the formula
ft(u) =
1
2h
∫ ti∗+h
ti∗−h
ω(|s− τi∗|)ds− ω(|u− τi∗|).
Next we continue this function to the whole segment [a, b] as follows. We set ft(u) =
ft(ti∗ + h) on [ti∗ + h, ti∗+1 − h]; ft(u) = ft(ti∗ + ti∗+1 − u) on [ti∗+1 − h, ti∗+1 + h];
ft(u) = ft(ti∗+1+h) on [ti∗+1+h, ti∗+2−h]; ft(u) = ft(ti∗+1+ti∗+2−u) on [ti∗+2−h, ti∗+2+h]
and so on. The process goes analogously for u < ti∗ − h.
From the definition it follows that ft ∈ H
h
t
and
max
t∈[a,b]
|ft(t)| ≥ ft(τi∗) =
1
2h
∫ ti∗+h
ti∗−h
ω(|u− τi∗ |)du ≥
1
2h
∫ (b−a)/(2n)+h
(b−a)/(2n)−h
ω(u)du.

Lemma 11. Let numbers n ∈ N, h > 0 and t := (t1, . . . , tn) that satisfy (15) be given.
Let ω be a concave modulus of continuity. Then there exists a function ft ∈ H
h
t
such that∫ b
a
ft(t)dt ≥ 2n
(
1−
2nh
b− a
)∫ (b−a)/(2n)
0
ω(t)dt.
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Proof. Consider the even function y0, defined on [0,∞) by the following equation.
(18) y0(t) =


− 2nh
b−a
ω
(
b−a
2nh
(h− t)
)
, t ∈ [0, h],
b−a−2nh
b−a
ω
(
b−a
b−a−2nh
(t− h)
)
, t ∈
[
h, b−a
2n
]
,
y0
(
b−a
2n
)
, t > b−a
2n
.
Note, that the restriction of the function y0 to the segment [0, (b− a)/(2n)] is the function
built according to formula (9) with ψ1 =
1
h
χ[0,h] and ψ2 =
2n
b−a−2nh
χ[h,(b−a)/(2n)]. Hence
y0(t) ∈ H
ω([0, (b− a)/(2n)],R), since ω is a concave modulus of continuity. Set
y1(t) := min{y0(t− t1), y0(t− t2), . . . , y0(t− tn)}, t ∈ R.
Set s0 := a, si = (ti + ti+1)/2, i = 1, . . . , n − 1, sn := b. Then y1(t) = y0(t − tk),
t ∈ [sk−1, sk], k = 1, . . . , n. Note, that y1(t) ∈ H
ω([a, b],R). Set y(t) := y1(t) + C, where
the constant C is chosen in such a way that
∫ h
−h
(y0(t) + C)dt = 0. This implies
(19)
∫ tk+h
tk−h
y(t)dt = 0, k = 1, . . . , n.
Hence y ∈ Hh
t
. We estimate the integral
∫ b
a
y(t)dt from below. The function y0 is even
and J(t) :=
∫ t
0
y0(s)ds is convex, since y0 is non-decreasing on [0,∞). Hence∫ b
a
y(t)dt = C(b− a) +
∫ b
a
y1(t)dt = C(b− a) +
∑n
k=1
∫ sk
sk−1
y0(t− tk)dt = C(b− a)
+
∑n
k=1
∫ sk−tk
sk−1−tk
y0(t)dt = C(b− a) +
∑n
k=1
J(sk − tk) +
∑n
k=1
J(tk − sk−1) ≥ C(b− a)
+2nJ
(
1
2n
∑n
k=1
(sk − tk) +
1
2n
∑n
k=1
(tk − sk−1)
)
= C(b− a) + 2nJ
(
b− a
2n
)
.
Using (18) and (19) to compute the right-hand side of the latter inequality, we obtain
C(b− a) + 2nJ
(
b− a
2n
)
= 2n
(
1−
2nh
b− a
)∫ (b−a)/(2n)
0
ω(t)dt
and the lemma is proved. 
5.2. Optimal recovery of the convexifying operator.
Theorem 3. Let numbers n ∈ N, h > 0 and t := (t1, . . . , tn) that satisfy (15) be given.
For the convexifying operator P and arbitrary modulus of continuity ω
inf
t
E(P,Hω([a, b], X), It, B([a, b], X)) =
1
2h
∫ (b−a)/(2n)+h
(b−a)/(2n)−h
ω(u)du.
The optimal informational operator is It∗ and the optimal recovery method is
Φ∗(It∗(f))(u) =
1
2h
∫ t∗
k
+h
t∗
k
−h
f(t)dt, u ∈ [τk(t
∗), τk+1(t
∗)],
where the vectors t∗ and τ = τ(t∗) are defined in (17) and (16) respectively.
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Proof. For f ∈ Hω([a, b], X), t ∈ [τi(t
∗), τi+1(t
∗)], and i ∈ {1, . . . , n}, Corollary 2 implies
hX(P (f(t)),Φ
∗(It∗)(t)) = hX
(
P (f(t)),
1
2h
∫ t∗
i
+h
t∗
i
−h
f(u)du
)
≤
1
2h
∫ t∗
i
+h
t∗
i
−h
ω(|u− t|)du
≤
1
2h
∫ t∗
i
+h
t∗
i
−h
ω(|u− τi(t
∗)|)du =
1
2h
∫ (b−a)/(2n)+h
(b−a)/(2n)−h
ω(u)du.
Hence
E(P,Hω([a, b], X), It∗, B([a, b], X)) ≤
1
2h
∫ (b−a)/(2n)+h
(b−a)/(2n)−h
ω(u)du.
Choose x ∈ Xc ∩X inv, hX(x, θ) = 1, and for the function ft from Lemma 10 set
(20) F n = (ft)x′ and F n = (ft)x.
Note, that the functions F n and F n are convex-valued. Using Lemma 9, we obtain
E(P,Hω([a, b], X), It, B([a, b], X)) ≥
1
2
max
t∈[a,b]
hX(F n(t), F n(t))
= max
t∈[a,b]
|ft(t)| ≥
1
2h
∫ (b−a)/(2n)+h
(b−a)/(2n)−h
ω(u)du.
The theorem is proved. 
5.3. Optimal recovery of the integral.
Theorem 4. Let numbers n ∈ N, h > 0, and t := (t1, . . . , tn) that satisfy (15) be given.
For a concave modulus of continuity ω,
inf
t
E(Λ, Hω([a, b], X), It, X) = 2n
(
1−
2nh
b− a
)∫ (b−a)/(2n)
0
ω(t)dt.
The optimal informational operator is It∗ and the optimal recovery method is
Φ∗(It∗(f)) =
b− a
n
∑n
k=1
1
2h
∫ t∗
k
+h
t∗
k
−h
f(t)dt,
where the vector t∗ is defined in (17).
Proof. For each f ∈ Hω([a, b], X) we obtain, using Corollary 1,
hX
(∫ b
a
f(t)dt,Φ∗(It∗(f))
)
≤
n∑
k=1
hX
(∫ k(b−a)
n
(k−1)(b−a)
n
f(t)dt,
b− a
2nh
∫ (2k−1)(b−a)
2n
+h
(2k−1)(b−a)
2n
−h
f(t)dt
)
≤
n∑
k=1
2
(
1−
2nh
b− a
)∫ (b−a)/(2n)
0
ω(t)dt = 2n
(
1−
2nh
b− a
)∫ (b−a)/(2n)
0
ω(t)dt.
Hence inf
t
E(Λ, Hω([a, b], X), It, X) ≤ 2n
(
1− 2nh
b−a
) ∫ (b−a)/(2n)
0
ω(t)dt. Now let an informa-
tion set t be fixed and ft be built according to Lemma 11. Using functions (20) with such
ft, Lemmas 9 and 11, we obtain
E(Λ, Hω([a, b], X), It, X)
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≥
1
2
hX
(∫ b
a
F n(t)dt,
∫ b
a
F n(t)dt
)
=
∫ b
a
ft(t)dt ≥ 2n
(
1−
2nh
b− a
)∫ (b−a)/(2n)
0
ω(t)dt.

6. On optimal recovery problems on the class W 1Hω([a, b], X)
Definition 12. Given a modulus of continuity ω(·), denote by W 1Hω([a, b], X) the class
of functions f of the form
f(t) = x+
∫ t
a
φ(s)ds, where φ ∈ Hω([a, b], X), x ∈ Xc.
Note, that such a function f is convex-valued, has Hukuhara type derivative DHf and
DHf = P (φ), see [8, Lemma 2.24], where P is the convexifying operator.
6.1. Real-valued extremal functions. Let a partition t = (t0, . . . , tn) of the segment
[a, b] be given,
(21) a = t0 < t1 < . . . < tn−1 < tn = b.
Lemma 12. Let ω be a concave modulus of continuity and a partition t be given. Then
there exists a function ft ∈ W
1Hω([a, b],R) such that ft(ti) = 0, i = 0, 1, . . . , n, and
(22) max
t∈[a,b]
|ft(t)| ≥
1
4
∫ (b−a)/n
0
ω(u)du.
If the partition t is uniform, then inequality (22) becomes equality.
Proof. In the space Rn+1 consider the sphere
S
n =
{
ξ = (ξ1, . . . , ξn+1) ∈ R
n+1 :
∑n+1
i=1
|ξi| = b− a
}
.
Each ξ ∈ Sn generates a set of points on the segment [a, b]
η0(ξ) = a, η1(ξ) = a + |ξ1|, η2(ξ) = η1 + |ξ2|, . . . , ηn(ξ) = ηn−1 + |ξn|, ηn+1(ξ) = b.
Let h(t) = 1
2
ω(2|t|), t ∈ R. For ξ ∈ Sn, set hξ(t) = min
k=1,n
h(t−ηk(ξ)) and gξ(t) = hξ(t)·sgn ξi
for t ∈ [ηi−1(ξ), ηi(ξ)], i = 1, . . . , n + 1. Then, due to concavity of ω, gξ ∈ H
ω([a, b],R).
Set
Gξ(t) =
∫ t
a
gξ(u)du
and define the vector field on Sn, by the formula ξ → (Gξ(t1), . . . , Gξ(tn)). It is easy to
see, that this field is continuous and odd. The Borsuk theorem implies that there exists
ξ∗ = ξ∗(t) = (ξ∗1 , . . . , ξ
∗
n+1) ∈ S
n such that Gξ∗(t1) = Gξ∗(t2) = . . . = Gξ∗(tn) = 0.
Moreover, Gξ∗(a) = 0. Hence the function Gξ∗ has at least n + 1 zeros on [a, b] and
thus gξ∗ = G
′
ξ∗ has at least n changes of sign. Since gξ∗ can change its sign only at the
points η1(ξ
∗), . . . , ηn(ξ
∗), all these points are distinct, gξ∗ has exactly n sign changes on
[a, b], and ηi(ξ
∗) is the unique point of local extremum of Gξ∗ inside the segment [ti−1, ti],
i = 1, . . . , n. Since ω is non-decreasing, the function u →
∫ u
0
ω(t)dt is convex, hence
applying the Jensen inequality we obtain∨b
a
Gξ∗ =
∫ b
a
|gξ∗(u)| du =
1
2
∫ |ξ∗1 |
0
ω(2u)du+ 2
1
2
∑n
i=2
∫ |ξ∗
i
|/2
0
ω(2u)du
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+
1
2
∫ |ξ∗
n+1|
0
ω(2u)du ≥
∫ (|ξ∗1 |+|ξ∗n+1|)/2
0
ω(2u)du+
∑n
i=2
∫ |ξ∗
i
|/2
0
ω(2u)du
=
1
2
∫ |ξ∗1 |+|ξ∗n+1|
0
ω(u)du+
1
2
∑n
i=2
∫ |ξ∗
i
|
0
ω(u)du ≥
n
2
∫ (b−a)/n
0
ω(u)du.
The function Gξ∗ is monotone on the segments [a, η1(ξ
∗)], [ηi(ξ
∗), ηi+1(ξ
∗)], i = 1, . . . , n−1,
[ηn(ξ
∗), b] and Gξ∗(0) = Gξ∗(b) = 0. Hence
2nmax
i
|Gξ∗(ηi(ξ
∗))| ≥ 2
∑n
i=1
|Gξ∗(ηi(ξ
∗))| =
∨b
a
Gξ∗ ≥
n
2
∫ (b−a)/n
0
ω(u)du,
which implies (22) for ft = Gξ∗(t). If t is the uniform partition, all inequalities above
become equalities, and hence (22) also becomes equality. The lemma is proved. 
6.2. Optimal recovery of the identity operator. Using the definition of the class
W 1Hω([a, b], X), for an isotropic L-space X, f ∈ W 1Hω([a, b], X) and t ∈ [a, b], applying
Theorem 2 to DHf ∈ H
ω([a, b], X), one has
(23) hX
(
f(t),
b− t
b− a
f(a) +
t− a
b− a
f(b)
)
= hX
(
f(a) +
∫ t
a
DHf(u)du,
b− t
b− a
f(a) +
t− a
b− a
f(a) +
t− a
b− a
∫ b
a
DHf(u)du
)
= hX
(∫ t
a
DHf(u)du,
t− a
b− a
∫ b
a
DHf(u)du
)
≤
(b− t)(t− a)
(b− a)2
∫ b−a
0
ω(u)du.
Next we apply the obtained inequality to prove an estimate of the deviation of a function
f ∈ W 1Hω([a, b], X) at a fixed point t ∈ [a, b] from the interpolation polygonal function.
Let a partition t as in (21) be given. The interpolation polygonal function is
(24) lf(t; t) =
tk+1 − t
tk+1 − tk
f(tk) +
t− tk
tk+1 − tk
f(tk+1), t ∈ [tk, tk+1].
Applying (23), we obtain that for t ∈ [tk, tk+1]
(25) hX(f(t), lf(t; t)) ≤
(tk+1 − t)(t− tk)
(tk+1 − tk)2
∫ tk+1−tk
0
ω(u)du.
Therefore for a uniform partition t∗ of the segment [a, b] the following generalization of a
result by Malozemov [37] holds: for each f ∈ W 1Hω([a, b], X)
(26) max
t∈[a,b]
hX(f(t), lf(t
∗; t)) ≤
1
4
∫ (b−a)/n
0
ω(u)du.
Theorem 5. If t is a partition of [a, b], It(f) = (f(t0), f(t1), . . . , f(tn)) is the information
operator and Id is the identity operator, then for an isotropic L-space X
inf
t
E(Id,W 1Hω([a, b], X), It, C([a, b], X)) =
1
4
∫ (b−a)/n
0
ω(t)dt.
The optimal information operator is It∗ where t
∗ is the uniform partition, and the optimal
method of recovery is Φ(It∗(f)) = lf(t
∗), where lf(t) is defined by (24).
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Proof. For arbitrary partition t let ft be the function from Lemma 12, and x ∈ X
c∩X inv,
hX(x, θ) = 1. Using Lemmas 9 and 4, and isotropness of X, we obtain
E(Id,W 1Hω([a, b], X), It, (C[a, b], X)) ≥
1
2
max
t∈[a,b]
hX ((ft)x(t), (ft)x′(t))
=
1
2
max
t∈[a,b]
hX(2(ft)+(t) · x, 2(ft)−(t) · x) = max
t∈[a,b]
|ft (t) | ≥
1
4
∫ (b−a)/n
0
ω(t)dt.
It follows from (26), that in the case of the uniform partition we have equalities in the
above inequalities. The theorem is proved. 
6.3. Recovery of the derivative. Consider the problem about the deviation of the
Hukuhara type derivative of a function f ∈ W 1Hω([a, b], X) from the derivative of its
interpolation polygonal function.
The Hukuharu type derivative of the interpolation at the points of the partition t
polygonal function lf (t) for t ∈ (tk, tk+1) is equal to
DH lf (t; t) =
f(tk+1)−H f(tk)
tk+1 − tk
=
1
tk+1 − tk
∫ tk+1
tk
DHf(u)du, k = 0, . . . , n− 1.
We define it at the points tk, setting
DH lf(t; tk) =
{
(f(tk+1 −H f(tk))/(tk+1 − tk), if k = 0, 1, . . . , n− 1,
(f(tn)−H f(tn−1))/(tn − tn−1), if k = n.
For t ∈ [tk, tk+1] we obtain, using Corollary 2
(27) hX (DHf(t),DHlf (t; t)) ≤
1
tk+1 − tk
∫ tk+1
tk
ω(|s− t|)ds.
The following theorem generalizes the results from [38].
Theorem 6. Let ω be an arbitrary modulus of continuity and t∗ = (t∗0, . . . , t
∗
n) be the
uniform partition of the segment [a, b]. Then
E(DH ,W
1Hω([a, b], X), It∗ , B([a, b], X)) =
n
b− a
∫ (b−a)/n
0
ω(u)du.
The optimal method of recovery is
Φ(f(t∗0), f(t
∗
1), . . . , f(t
∗
n)) = DH lf (t
∗).
Proof. From (27) it follows that
sup
f∈W 1Hω([a,b],X)
sup
t∈[a,b]
hX (DHf(t),DH lf(t
∗, t)) ≤
n
b− a
∫ (b−a)/n
0
ω(u)du.
An extremal function is built as follows. Set g0(t) = min
k : 2k≤n
ω(|t− t∗2k|) and
g(t) = g0(t)−
1
b− a
∫ b
a
g0(u)du.
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The function ft∗(t) :=
∫ t
a
g(u)du belongs to W 1Hω([a, b],R). Moreover, since t∗ is the
uniform partition, ft∗(tk) = 0, k = 0, . . . , n, and hence lf (t
∗) ≡ 0. Finally, applying
Lemma 9 to functions (ft∗)x and (ft∗)x′ (x ∈ X
c ∩X inv, hX(x, θ) = 1) we obtain
E(DH ,W
1Hω([a, b], X), It∗ , B([a, b], X)) ≥
1
2
hX (DH(ft∗)x(a),DH(ft∗)x′(a))
= |f ′
t∗
(a)| =
1
b− a
∫ b
a
g0(u)du =
n
b− a
∫ (b−a)/n
0
ω(u)du.
The theorem is proved. 
7. On Inequalities of Landau type and Stechkin’s Problem for Hukuharu
Type Divided Differences and Derivatives
7.1. Deviation of Hukuhara type divided differences and derivatives. Let t ∈
[a, b] and non-negative numbers γ1, γ2, h1, h2 such that
(28) γ1 + γ2 > 0, h1 + h2 > 0, and [t− γ1, t+ γ2] ⊂ [t− h1, t+ h2] ⊂ [a, b]
be given. For a function f ∈ W 1Hω([a, b], X) set
∆Hγ1,γ2f(t) =
f(t+ γ2)−H f(t− γ1)
γ1 + γ2
.
Applying Theorem 2 to the segments [t− γ1, t+ γ2] and [t− h1, t+ h2], and writing I(α)
instead of I(0, α), we obtain
hX(∆
H
γ1,γ2
f(t),∆Hh1,h2f(t)) = hX
(
1
γ1 + γ2
∫ t+γ2
t−γ1
DHf(u)du,
1
h1 + h2
∫ t+h2
t−h1
DHf(u)du
)
≤
(h1 − γ1) + (h2 − γ2)
(h1 + h2)2
{
I
(
(h1 + h2)(h1 − γ1)
(h1 − γ1) + (h2 − γ2)
)
+ I
(
(h1 + h2)(h2 − γ2)
(h1 − γ1) + (h2 − γ2)
)}
=: K(γ1, γ2; h1, h2).
If ω is a concave modulus of continuity, then the estimate
(29) hX(∆
H
γ1,γ2f(t),∆
H
h1,h2f(t)) ≤ K(γ1, γ2; h1, h2)
is sharp. Extremal functions can be built as follows. Start with the extremal function g
from Theorem 2 for the segments [t− γ1, t+ γ2] and [t− h1, t+ h2]. Continue it setting
(30) g(u) = g(t− h1) for u ≤ t− h1 and g(u) = g(t+ h2) for t ≥ t+ h2.
Inequality (29) becomes equality on the functions f(u) =
∫ u
a
g(s)ds+y, u ∈ [a, b], y ∈ Xc.
Shrinking the segment [t− γ1, t+ γ2] into the point t, we obtain
(31) hX(DHf(t),∆
H
h1,h2
f(t)) ≤
I(h1) + I(h2)
h1 + h2
.
This inequality is sharp for arbitrary modulus of continuity ω. Extremal functions can be
built analogously to the extremal ones for (29), except we need to start from the extremal
function from Corollary 2.
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7.2. Landau type inequalities. Below for brevity we writeW
1
Hω([a, b], X) :=
⋃
k>0 k ·
W 1Hω([a, b], X)
‖x‖X = hX(x, θ), ‖f‖ω,X = sup
t′,t′′∈[a,b]
t′ 6=t′′
hX(f(t
′), f(t′′))
ω(|t′ − t′′|)
, ‖f‖C([a,b],X) = sup
t∈[a,b]
‖f(t)‖X .
Theorem 7. Let ω be a modulus of continuity, and X be an isotropic L-space. For all
t ∈ [a, b], non-negative γ1, γ2, h1, h2 that satisfy (28), and f ∈ W
1
Hω([a, b], X),
(32) ‖∆Hγ1,γ2f(t)‖X ≤ K(γ1, γ2; h1, h2)‖DHf‖ω,X + ‖∆
H
h1,h2
f(t)‖X ,
(33) ‖DHf(t)‖X ≤
I(h1) + I(h2)
h1 + h2
‖DHf‖ω,X + ‖∆h1,h2f(t)‖X .
Inequality (32) is sharp for concave ω. Inequality (33) is sharp for arbitrary ω.
Proof. Inequalities (32) and (33) follow from (29) and (31) respectively. An extremal
function for (32) can be built as follows. Let g be a non-negative extremal function in
Theorem 2 for the case X = R and the segments [t− h1, t+ h2], [t− γ1, t+ γ2]. Continue
it to the whole segment [a, b] by (30). Note, that due to construction of g, we can assume
that there exists γ ∈ (t− γ1, t+ γ2) such that g increases on (t− h1, γ) and decreases on
(γ, t+ h2). Hence
1
γ1 + γ2
∫ t+γ2
t−γ1
g(u)du ≥
1
h1 + h2
∫ t+h2
t−h1
g(u)du,
and the function f(u) =
∫ u
a
g(s)ds turns inequality (32) into equality in the case X = R.
Indeed,
∆Hγ1,γ2f(t) =
(
1
γ1 + γ2
∫ t+γ2
t−γ1
g(u)du−
1
h1 + h2
∫ t+h2
t−h1
g(u)du
)
+
1
h1 + h2
∫ t+h2
t−h1
g(u)du
= K(γ1, γ2, h1, h2) + ∆
H
h1,h2
f(t).
In general case, the function fx with x ∈ X
c, ‖x‖X = 1 is extremal for inequality (32).
An extremal function for (33) can be built analogously to the one in (32), but we need
to start from a non-negative extremal for Corollary 2 for the point t and the segment
[t− h1, t+ h2]. 
Theorem 8. Under the conditions of Theorem 7 for any f ∈ W
1
Hω([a, b], X),
(34) ‖∆γ1,γ2f(t)‖X ≤ K(γ1, γ2; h1, h2)‖DHf‖ω,X +
2
h1 + h2
‖f‖C([a,b],X),
(35) ‖DHf(t)‖X ≤
I(h1) + I(h2)
h1 + h2
‖DHf‖ω,X +
2
h1 + h2
‖f‖C([a,b],X).
If for given t ∈ [a, b] and h > γ > 0
(36) γ1 = min{γ, t− a}, γ2 = min{γ, b− t}, h1 = min{h, t− a}, h2 = min{h, b− t}
and ω is concave, then inequality (34) is sharp. If for t ∈ [a, b] and h > 0
(37) h1 = min{h, t− a}, h2 = min{h, b− t},
and ω is an arbitrary modulus of continuity, then inequality (35) is sharp.
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Proof. Inequalities (34) and (35) follow from (32) and (33), since
‖∆h1,h2f(t)‖X ≤
2
h1 + h2
‖f‖C([a,b],X).
We prove their sharpness under above conditions on the numbers t, γ1, γ2, h1 and h2.
Let, for definiteness, t ≤ (a + b)/2, and hence h2 ≥ h1. For inequality (34) as a
function g we take the non-negative extremal function in Theorem 2 for the segments
[t − γ1, t + γ2] and [t − h1, t + h2] and X = R such that g(t + h2) = 0. Continue it
to the segment [a, b] setting g(u) = 0, u /∈ [t − h1, t + h2]. For inequality (35) we take
g(s) = (ω(h2) − ω(|s − t|))+, s ∈ [a, b]. Both functions belong to H
ω([a, b],R) (the first
one in the case of concave ω) and are non-negative on [a, b]. Choose ξ ∈ [t− h1, t+ h2] so
that
∫ ξ
t−h1
g(u)du =
∫ t+h2
ξ
g(u)du. The function
(38) f(u) =
(∫ u
ξ
g(s)ds
)
x
, x ∈ Xc ∩X inv, ‖x‖X = 1
is extremal. The theorem is proved. 
Note, that for the extremal in inequality (35) function one has
(39) ‖f‖C([a,b],X) =
1
2
∫ t+h2
t−h1
[ω(h2)− ω(|s− t|)]ds =
h1 + h2
2
ω(h2)−
I(h1) + I(h2)
2
.
7.3. Approximation of operators by the ones with smaller norms. In the space
C([a, b], X) consider the cone CH([a, b], X), that consists of functions f such that for all
t ∈ [a, b] and γ1, γ2 > 0 such that [t − γ1, t + γ2] ⊂ [a, b], the difference ∆
H
γ1,γ2
f(t) exists.
We call a positively homogeneous operator T : CH([a, b], X)→ X bounded, if
‖T‖ = sup{‖Tf‖X : f ∈ C
H([a, b], X), ‖f‖C([a,b],X) ≤ 1} <∞.
Assume that an operator A : W
1
Hω([a, b], X) → X, a number N > 0 and an operator
T : CH([a, b], X)→ X such that ‖T‖ ≤ N are given. Set
U(A, T ) = sup
f∈W 1Hω([a,b],X)
hX(Af, Tf).
The quantity
E(A,N) = inf
‖T‖≤N
U(A, T )
is called the best approximation of the operator A by operators T with ‖T‖ ≤ N . It is
clear, that if A is defined on CH([a, b], X), is bounded, and N ≥ ‖A‖, then E(A,N) = 0.
For t ∈ [a, b] denote by ∆γ1,γ2(t) and DH(t) the operators that act by the formulae
∆γ1,γ2(t)f = ∆
H
γ1,γ2f(t) and DH(t)f = DHf(t).
Theorem 9. Let ω be a modulus of continuity, X be an isotropic L-space, t ∈ [a, b], and
numbers h > γ > 0 be given. Let also numbers γ1, γ2, h1, h2 be defined by (36). If ω is
concave, then
(40) E
(
∆γ1,γ2(t),
2
h1 + h2
)
= U (∆γ1,γ2(t),∆h1,h2(t)) = K(γ1, γ2; h1, h2),
and for arbitrary ω
(41) E
(
DH(t),
2
h1 + h2
)
= U (DH(t),∆h1,h2(t)) =
I(h1) + I(h2)
h1 + h2
.
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Proof. It is clear that ‖∆Hh1,h2‖ ≤
2
h1+h2
. Due to (29) and (31) we have
E
(
∆γ1,γ2(t),
2
h1 + h2
)
≤ U(∆γ1,γ2(t),∆h1,h2(t)) ≤ K(γ1, γ2; h1, h2)
and
E
(
DH(t),
2
h1 + h2
)
≤ U(DH(t),∆h1,h2(t)) ≤
I(h1) + I(h2)
h1 + h2
.
We also proved that there exist functions f1, f2 ∈ W
1Hω([a, b], X) such that
(42) ‖∆Hγ1,γ2f1(t)‖X = K(γ1, γ2; h1, h2) +
2
h1 + h2
‖f1‖C([a,b],X)
and
‖DHf2(t)‖X =
I(h1) + I(h2)
h1 + h2
+
2
h1 + h2
‖f2‖C([a,b],X).
To prove (40), assume there exists an operator T , ‖T‖ ≤ 2
h1+h2
such that
U(∆γ1,γ2(t), T ) < K(γ1, γ2; h1, h2).
Then for the function f1 we get a strict inequality
‖∆Hγ1,γ2f1(t)‖X < K(γ1, γ2; h1, h2) +
2
h1 + h2
‖f1‖C([a,b],X),
which contradicts to (42). Equality (41) can be proved similarly. 
7.4. Recovery of an operator given inexact data. Finally, we consider the problem
of optimal recovery of an operator A on the elements of the class W 1Hω([a, b], X) known
with error. For an operator A, bounded operator T and a number δ > 0 set
Uδ(A, T ) = sup{hX(Af, Tg) : f ∈ W
1Hω([a, b], X), g ∈ C([a, b], X), hC([a,b],X)(f, g) ≤ δ}.
The problem is to find the quantity
Eδ(A) = infT Uδ(A, T )
and the operator T ∗ on which the infimum in the right-hand side of the equality is attained.
Theorem 10. Let ω be a modulus of continuity, t ∈ [a, b], h > 0, and DH(t)f = DHf(t)
for f ∈ W 1Hω([a, b], X). If the numbers h1, h2 are defined by (37), and
δ =
h1 + h2
2
max{ω(h1), ω(h2)} −
I(h1) + I(h2)
2
,
then for the operator ∆h1,h2(t)f = ∆
H
h1,h2
f(t) we have
Eδ(DH(t)) = Uδ(DH(t),∆h1,h2(t)) = max{ω(h1), ω(h2)}.
Proof. For each f ∈ W 1Hω([a, b], X), g ∈ C([a, b], X) such that hC([a,b],X)(f, g) ≤ δ, due
to (31),
hX(DHf(t),∆
H
h1,h2g(t)) ≤ hX(DHf(t),∆
H
h1,h2f(t)) + hX(∆
H
h1,h2f(t),∆
H
h1,h2g(t))
≤
I(h1) + I(h2)
h1 + h2
+
2
h1 + h2
δ = max{ω(h1), ω(h2)}.
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Hence, Eδ(DH(t)) ≤ max{ω(h1), ω(h2)}. On the other hand, for the function f defined
by (38), due to (39),
Eδ(DH(t)) ≥ ‖DHf(t)‖X =
I(h1) + I(h2)
h1 + h2
+
2
h1 + h2
‖f‖C([a,b],X) = max{ω(h1), ω(h2)}
and the theorem is proved. 
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