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Folded saddle-nodes occur generically in one parameter families
of singularly perturbed systems with two slow variables. We
show that these folded singularities are the organizing centers
for two main delay phenomena in singular perturbation problems:
canards and delayed Hopf bifurcations. We combine techniques from
geometric singular perturbation theory—the blow-up technique—
and from delayed Hopf bifurcation theory—complex time path
analysis—to analyze the ﬂow near such folded saddle-nodes. In
particular, we show the existence of canards as intersections
of stable and unstable slow manifolds. To derive these canard
results, we extend the singularly perturbed vector ﬁeld into the
complex domain and study it along elliptic paths. This enables
us to extend the invariant slow manifolds beyond points where
normal hyperbolicity is lost. Furthermore, we deﬁne a way-in/way-
out function describing the maximal delay expected for generic
solutions passing through a folded saddle-node singularity. Branch
points associated with the change from a complex to a real
eigenvalue structure in the variational equation along the critical
(slow) manifold make our analysis signiﬁcantly different from the
classical delayed Hopf bifurcation analysis where these eigenvalues
are complex only.
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Folded singularities are a phenomenon occurring in singularly perturbed systems of the form
x˙= g(x, z, ε),
ε z˙ = f (x, z, ε) (1)
with slow variable x ∈ Rn , fast variable z ∈ Rm , independent slow time τ and ε  1 as the singular
perturbation parameter. The limiting system, ε → 0, is called the reduced problem and describes
the evolution of the slow variable x on the critical manifold f (x, z,0) = 0. For parts of the critical
manifold where the Jacobian Dz f is hyperbolic, Fenichel theory [12,22] establishes invariant manifolds
of the full system (1) which are an O (ε) perturbation of these normally hyperbolic parts of the critical
manifold. Furthermore, the ﬂow on these invariant manifolds is an O (ε) perturbation of the reduced
ﬂow x˙ = g(x,h(x),0) where h is deﬁned implicitly by f (x,h(x),0) = 0. This theory breaks down at
points on the critical manifold where Dz f is singular, i.e., where normal hyperbolicity is lost.
The generic example of loss of normal hyperbolicity are fold points which can be already found in
systems of the form
x˙= g1(x, z, ε),
ε z˙ = f (x, z, ε) = x+ z2 (2)
with slow x ∈ R and fast z ∈ R. (For the purposes of this introduction we use the simple form of f .
In general it is suﬃcient to assume that the critical manifold has a simple fold transverse to the x
direction.) Here, the critical manifold is a graph over the fast variable z, x = h(z) = −z2, and normal
hyperbolicity is lost at the origin. If we project the reduced ﬂow onto the z-space by differentiating
the constraint x + z2 = 0 we obtain −2zz˙ = g1(h(z), z,0). Note that the reduced ﬂow is singular
at the fold z = 0 which leads generically to blow-up of solutions when trajectories reach the fold.
Just in the degenerate case g1(h(0),0,0) = 0 the reduced ﬂow may cross the fold in ﬁnite time (if
g1 = 0 is a simple zero). Such a singularity is called a folded singularity. In one parameter families
of system (1), a folded singularity explains the transition from small amplitude oscillations to large
relaxation oscillations within an exponentially small parameter window O (exp(−1/ε)). The transition
happens via canard cycles and the folded singularity is called a canard point. The transition itself is
denoted as a canard explosion because of the exponentially small sensitivity in parameter variation;
see, e.g., [9,10,24,25]. Note that a canard explosion in one parameter families of system (1) is always
associated with a singular Hopf bifurcation which is responsible for small amplitude oscillations, see,
e.g., [1,2,6,14].
Generic folded singularities can be found in systems with (at least) two slow variables. The number
m of fast variables can be always reduced to m = 1 by a center-manifold reduction [7]. Therefore, a
generic form is given by
x˙= g1(x, y, z, ε),
y˙ = g2(x, y, z, ε),
ε z˙ = f (x, y, z, ε) = x+ z2 (3)
with (x, y) ∈ R2 and z ∈ R. The critical manifold is given by x= h(y, z) = −z2. Similarly as in the 2-d
case, we project the reduced ﬂow onto the (y, z)-space by differentiating the constraint x + z2 = 0
which gives
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(
h(y, z), y, z,0
)
,
−2zz˙ = g1
(
h(y, z), y, z,0
)
. (4)
A folded singularity is given by z = 0, the fold condition, and g1(h(y, z), y, z,0) = 0. To understand
the ﬂow near such a folded singularity we rescale time in (4) by the factor (−2z) to obtain the
desingularized ﬂow
y˙ = −2zg2
(
h(y, z), y, z,0
)
,
z˙ = g1
(
h(y, z), y, z,0
)
(5)
(where the ‘overdot’ denotes the new time for convenience). Obviously, folded singularities of the
reduced ﬂow (4) are singularities of the desingularized ﬂow (5). Therefore, folded singularities are
classiﬁed as folded saddles, folded nodes or folded foci based on their classiﬁcation as singularities of
the desingularized ﬂow. From that point of view it is clear that folded singularities of system (3) are
generic objects, i.e., they persist under small perturbations. A classiﬁcation of generic folded singulari-
ties and the analysis of the dynamics for ε = 0 is found in the work of Takens [37]. Benoît [3] was the
ﬁrst to analyze some aspects of the dynamics for ε > 0, using the methods of non-standard analysis.
Note further that folded singularities are (generically) not equilibria of the reduced ﬂow. Equilibria of
the reduced ﬂow (4) are deﬁned by g1 = 0 and g2 = 0 (away from the fold-curve L).
Assume that (4) has a generic folded singularity (folded saddle, folded node or folded focus) and
that this folded singularity is translated to the origin, i.e., g1(0,0,0,0) = 0. By a linear stability anal-
ysis it follows that ddz g1(0,0,0,0) = 0 in the generic case. Without loss of generality, we assume
d
dz g1(0,0,0,0) = −1 which can be achieved by a local coordinate transformation. The Jacobian evalu-
ated at such a folded singularity is then given by
(
0 −2a
b −1
)
,
where g2(0,0,0,0) = a and ddy g1(0,0,0,0) = b. If ab < 0 then we have a folded saddle, while for
0 < ab  1 we have a folded node and for ab > 1 a folded focus. In either limits, a → 0 or b → 0, we
obtain a folded saddle-node, but with two distinct properties. In the limit b → 0 the center manifold
corresponding to the zero eigenvalue of the folded saddle-node is tangent to the fold-curve L, while
in the limit a → 0 the center manifold corresponding to the zero eigenvalue of the folded saddle-node
is transverse to the fold-curve L. Fig. 1 shows examples of corresponding reduced ﬂows. In [39,35,41],
these two different types of folded saddle-nodes were classiﬁed: the case b → 0 as folded saddle-node
type I (FSN I) while the case a → 0 as folded saddle-node type II (FSN II).
Rescaling time τ = εt in system (3) gives the equivalent system
x′ = εg1(x, y, z, ε),
y′ = εg2(x, y, z, ε),
z′ = f (x, y, z, ε) = x+ z2 (6)
on the fast time scale t . The limiting problem ε → 0 gives the layer problem which describes the
evolution of the fast variable z along one-dimensional sets (x0, y0, z), called fast ﬁbers, where the
slow variables (x0, y0) are constants. Note, the critical manifold f = 0 is a manifold of equilibria for
the layer problem. Stability of the equilibria is given by the Jacobian Dz f . Without loss of generality,
the fold-curve L corresponds therefore to a saddle-node bifurcation in the layer problem under the
variation of x0. The lower branch z < 0, denoted by Sa , is attracting while the upper branch z > 0,
denoted by Sr , is repelling. S = Sa ∪ L ∪ Sr denotes the whole critical manifold.
2844 M. Krupa, M. Wechselberger / J. Differential Equations 248 (2010) 2841–2888Fig. 1. The reduced ﬂow near a folded saddle-node singularity of type I (left) and type II (right). The y-axis corresponds to the
fold-curve L, z < 0 to Sa and z > 0 to Sr .
Of special interest are folded node, folded saddle and folded saddle-node singularities, since these
singularities allow the reduced ﬂow (4) to cross from Sa to Sr . Such trajectories are called singular
canards and their persistence under small perturbation ε  1 in system (3) respectively (6) is of great
interest since they give rise to complex dynamics.
1.1. Folded saddles and folded nodes
Folded saddles respectively folded nodes where studied, e.g., in [3,4,35,41,15]. One can derive
canonical forms [41,7] that depend solely on one parameter μ = λ1/λ2 which denotes the ratio be-
tween the corresponding eigenvalues of the folded singularity in (5):
x˙= μ
2
y − (μ + 1)z + O (x, ε, (y + z)2),
y˙ = 1+ O (x, y, z, ε),
ε z˙ = x+ z2 + O (z3, xz2, xyz, ε(x+ y + z), ε2) (7)
or
x˙ = y − (μ + 1)z + O (x, ε, (y + z)2),
y˙ = 1
2
μ+ O (x, y, z, ε),
ε z˙ = x+ z2 + O (z3, xz2, xyz, ε(x+ y + z), ε2). (8)
Note that we describe the folded critical manifold S in its most generic form including higher order
terms. Both systems have a folded singularity at the origin which is of folded saddle type for μ < 0
and of folded node type for μ > 0. For μ = 0, these two canonical forms are equivalent and describe
the ﬂow near a folded saddle respectively folded node. Higher order terms do not alter the local
dynamics. Therefore understanding the canonical form (7) respectively (8) without the higher order
terms is suﬃcient to understand the folded saddle or folded node problem.
Remark 1.1. In the limit μ → 0 we obtain a folded saddle-node singularity which is of type I in
system (7) but of type II in system (8). We present corresponding canonical forms in Section 1.2.
System (7) respectively (8) possesses canard solutions near these folded singularities as shown,
e.g., in [3,4,35,41,15]. The striking difference between the folded saddle regime, μ < 0, and the folded
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unique canard independent of μ < 0, the folded node case possesses a unique (strong) canard and
a non-unique (weak) canard with associated [(1 − μ)/(2μ)] secondary canards for 0 < μ  1/3 (or
equivalently [(μ-1)/2] secondary canards for μ  3) [41]. Furthermore, canards of folded node type
form a trapping region called funnel which causes a delay effect for any solution passing near the
folded singularity. This delay effect is basically a consequence of rotational properties of canards and
corresponding invariant manifolds. These rotations are manifested in the variational equation, the
Weber equation (also called Weber–Hermite equation), along the primary (weak) canard which plays
the role of the axis of rotation. For more details on the rotational properties and the funnel structure
we refer to, e.g., [41,8,15].
Remark 1.2. Folded foci do not possess canard solutions.
1.2. Folded saddle-nodes
In the limit a → 0 respectively b → 0 in (4) we have to deal with a codimension one bifurcation of
the reduced ﬂow, a folded saddle-node. As mentioned before, there are two different types of folded
saddle-nodes. In the case b → 0, the center manifold corresponding to the zero eigenvalue of the FSN I
singularity is tangent to the fold-curve L, while in the case a → 0, the center manifold corresponding
to the zero eigenvalue of the FSN II singularity is transverse to the fold-curve L (see Fig. 1).
Note, that in the FSN I case we have ddy g1(0,0,0,0) = 0 while g2(0,0,0,0) = 0. Since folded
singularities are constrained to z = 0, we would need the transversality condition ddy g1 = 0 to be
satisﬁed for the persistence of folded singularities near the FSN I singularity which is violated. Fur-
thermore, equilibria of the reduced ﬂow are deﬁned by g1 = 0 and g2 = 0. We conclude that there
are no equilibria in a (suﬃciently) small neighborhood of the FSN I singularity deﬁned by z = 0 and
g1 = 0 and we expect generically a saddle-node bifurcation of folded equilibria. A canonical form is
therefore given by
x˙= −z + δ(α − y2)+ O (x, ε, z(y + z), y3),
y˙ = 1+ O (x, y, z, ε),
ε z˙ = x+ z2 + O (z3, xz2, xyz, ε(x+ y + z), ε2) (9)
with parameters α ∈ R and δ = ±1. Clearly, there exist two folded singularities, a folded node and a
folded saddle, for α > 0 which merge to an FSN I singularity for α → 0 and annihilate each other for
α < 0. Therefore, system (9) describes a true saddle-node bifurcation and is considered as a generic
form of an FSN I singularity. Note that for α > 0 system (9) can always be transformed to system (7)
by shifting one of the two folded singularities to the origin.
Remark 1.3. For δ = 1, the reduced ﬂow of system (9) is shown in Fig. 1. The case δ = −1 leads to
different local dynamics since the center manifold Wc lies on the unstable manifold Sr (see Fig. 12).
Guckenheimer [13] studied numerically the ﬂow near such an FSN I singularity (case δ = −1) and
showed its complex nature. We will discuss the case δ = 1 of an FSN I singularity in Section 6.
In the FSN II case we have ddy g1(0,0,0,0) = 0 while g2(0,0,0,0) = 0. Since folded singularities
are constrained to z = 0, the transversality condition ddy g1(0,0,0,0) = 0 is satisﬁed for the persis-
tence of folded singularities near the FSN II singularity. Furthermore, an equilibrium of the reduced
ﬂow is deﬁned by g1 = 0 and g2 = 0. Again, ddy g1(0,0,0,0) = 0 guarantees a transverse crossing of
this equilibrium over the fold-curve L under small parameter variation. Therefore, an FSN II singu-
larity corresponds to a transcritical bifurcation of a folded singularity with a (ordinary) singularity.
In system (8), there exist generically for μ = 0 (suﬃciently small) a folded singularity and a nearby
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on the attracting branch Sa of the critical manifold S and a canard singularity of folded saddle type
on the fold-curve L which merge to an FSN II singularity for μ = 0. For μ > 0, they split up again to a
canard singularity of folded node type and a saddle singularity on the repelling branch Sr of the crit-
ical manifold S . Since this bifurcation involves a folded singularity and an ordinary singularity which
crosses transverse the fold-curve L, system (8) cannot possess a saddle-node bifurcation of a folded
singularity with an ordinary singularity. This would be a contradiction to the transversality condition
given by ddy g1(0,0,0,0) = 0. Therefore, an FSN II singularity requires the existence of two singulari-
ties (folded and ordinary) nearby and the ‘generic form’ in such a case is a transcritical bifurcation.
A canonical form is therefore given by
x˙= y − (μ + 1)z + O (x, ε, (y + z)2),
y˙ = 1
2
μ + a1 y + a2z + O
(
x, ε, (y + z)2),
ε z˙ = x+ z2 + O (z3, xz2, xyz, ε(x+ y + z), ε2), (10)
where we have added some higher order terms in (8) to incorporate the transcritical bifurcation
explicitly. We assume
(a1 + a2) < 0 (11)
throughout the paper which guarantees a stable node singularity on Sa for μ < 0 (small) as described
above (see Section 2 for details).
Remark 1.4. We do not consider the case (a1 + a2) > 0 in detail. Here the transcritical bifurcation
corresponds to the crossing of an unstable node singularity on Sr for μ < 0 which becomes a saddle
singularity on Sa for μ > 0.
Both FSN singularities are very common in applications. FSN I singularities show up, e.g., in the
forced van der Pol oscillator [5,36] where a true saddle-node bifurcation of folded singularities exists.
This FSN I singularity leads to the onset of complex and chaotic dynamics. Note that folded singular-
ities are not the only possibility to create chaotic dynamics as was shown in [17] for a modiﬁed van
der Pol oscillator. FSN II singularities were ﬁrst studied by Milik and Szmolyan [26,27] in a chemical
autocatalator model where they pointed out the role of canards in the creation of complex oscilla-
tory patterns known as mixed-mode oscillations (MMOs). Recently, FSN II singularities have also been
identiﬁed in neural models, e.g., in the famous Hodgkin–Huxley model [21,31,32], in an entorhinal
cortex layer II stellate cell model [30], as well as in a model of cortical interneurons [11]. In all these
models, the change from an excitable to a relaxation oscillatory state of a cell through increased ap-
plied current corresponds to a transcritical bifurcation of an ordinary and a folded singularity. Such
an FSN II singularity is then usually associated with observed MMOs in a nearby applied current pa-
rameter window of the neural model which can be (partly) explained by the folded node theory [41,
7]. The onset of small subthreshold oscillations (STOs) and the transition to MMOs in these models
which is associated with an FSN II singularity rather then a folded node singularity is not fully un-
derstood. A ﬁrst approach to understanding the variety of MMO patterns due to an FSN II singularity
using geometric singular perturbation theory can be found in [23].
1.3. The focus of this work
Our work focuses on the dynamics near an FSN II singularity. In particular, we show how results
from the folded node theory on canards [35,41] extend into the FSN II case as well as results on
delayed loss of stability due to the slow passage through a Hopf bifurcation. Our work complements
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to (10). He focuses on the complicated bifurcation structure of periodic orbits near the singular Hopf
bifurcation. Furthermore, he gives numerical evidence of transverse intersections of invariant slow
manifolds associated with canards which relates to our results presented in this work.
To study the dynamics near the FSN II singularity we have to rescale system (10) by setting
x= εx2, y =
√
εy2, z =
√
εz2, μ =
√
εμ2, t =
√
εt2. (12)
System (10) transforms to
x′2 = y2 − z2 + O (
√
ε ),
y′2 =
√
ε
(
1
2
μ2 + a1 y2 + a2z2 + O (
√
ε )
)
,
z′2 = x2 + z22 + O (
√
ε ), (13)
which is a zoom of the vector ﬁeld near the FSN II singularity. Note that the parameter μ is also
rescaled. System (13) is singularly perturbed with y2 being the slow direction and (x2, z2) the fast
directions. In (13) one ﬁnds a one-dimensional critical manifold CM and a Hopf bifurcation within the
layer problem. The reduced ﬂow on CM crosses this Hopf bifurcation point at the origin when μ2 > 0
and one expects a delayed loss of stability [33,28,29,34,38] for solutions of system (13). In our work
we concentrate on the case μ2 > 0 and μ2 = O (1). The case μ2 = O (√ε ) includes a singular Hopf
bifurcation, i.e., a Hopf bifurcation of system (13) for ε = 0, studied in [14].
To analyze the dynamics during the slow passage through the Hopf bifurcation of the layer prob-
lem in (13) we extend the vector ﬁeld into the complex domain (including time), following the
approach of Neishtadt [28,29]. The eigenvalues of the complex variational equation along CM pass
through the imaginary axis as y2 is varied, however, in contrast to the system studied in [28,29], they
are only complex in a neighborhood of the Hopf bifurcation and otherwise real. This property makes
this problem more complicated due to branch points associated with the change of the eigenvalues
from complex to real. We show the existence of elliptic paths within the domain of analyticity for
this variational equation and analyze the evolution of the trajectories of the non-linear problem along
the elliptic paths. Using this analysis we ﬁnd a way-in/way-out function which describes the expected
delay due to the Hopf singularity in the layer problem.
The goal of the paper is to understand the evolution of trajectories in a small neighborhood of
the FSN II singularity. As is usual in the blow-up analysis of folded singularities we identify an entry
region of the ﬂow near the stable branch Sa of the critical manifold, an ε dependent ‘zoom in’ region
covering the dynamics in a small neighborhood of the FSN II singularity described by (13), and exit
regions of the ﬂow. Most trajectories exit along fast ﬁbers of (10) but some trajectories exit along
the slow directions near the repelling part Sr of the critical manifold. In particular canard trajectories
are of this kind. Using the idea of geometric singular perturbation theory near non-hyperbolic points
[24,35,40] we extend slow manifolds O (
√
ε ) close to the fold-curve L. This is achieved by using
standard Fenichel theory [12,22,35] in the context of a rescaling of (10) reminiscent of the blow-
up analysis used in [24,35,40]. Combining the two methods, extension of Fenichel theory and slow
passage through a Hopf bifurcation of the layer problem, we obtain two kinds of results: description
of where trajectories entering a small neighborhood of the FSN II singularity leave the neighborhood
of the fold-curve L and results about canard solutions. In particular we prove that there are at least
O (1/
√
ε ) canards. Finally, we do some preliminary work on FSN I singularities using the methods of
this paper.
The outline of the paper is as follows. In Section 2, we discuss the setting for the analysis of an
FSN II singularity of system (10). We also present the results on extending Fenichel theory near the
fold-curve L as well as discuss in more detail the properties of the rescaled system (13). In Section 3,
we present the main results of the paper: the existence of canard solutions and the expected delayed
2848 M. Krupa, M. Wechselberger / J. Differential Equations 248 (2010) 2841–2888Fig. 2. Cross-sections Σ1–Σ4 projected onto (x, z)-plane (left) and reduced ﬂow (right) near an FSN II singularity projected onto
(y, z)-plane.
loss of stability of solutions due to the Hopf singularity of the layer problem described by a way-
in/way-out function. In Section 4, we study the complex variational equation along CM of (13) and
establish the existence of elliptic paths which are essential for the proofs of the results in Section 3.
In Section 5 we then present these proofs by studying the dynamics of the corresponding non-linear
ﬂow along such elliptic paths. Section 6 is devoted to preliminary results on FSN I singularities.
2. Local analysis near an FSN II singularity
In the following, we focus on system (10) near an FSN II singularity. The critical manifold S =
{(x, y, z): f (x, y, z,0) = 0} of system (10) is approximately a parabolic cylinder near the origin where
the lower branch Sa is attracting while the upper branch Sr is repelling for the corresponding layer
problem. The layer problem is the one-dimensional system obtained by changing to the fast time
scale t = τ/ε in (10) and taking the limit ε → 0. The fast ﬁbers are simply lines in the z direction.
The reduced system of (10) obtained in the limit ε → 0 and projected onto the (y, z)-plane is given by
y˙ = μ/2+ a1 y + a2z + O
(
(y + z)2),
−2z(1+ O (y, z))z˙ = −(μ + 1)z + y + O ((y + z)2) (14)
and the corresponding desingularized system after rescaling time by the factor −2z(1 + O (y, z)) is
given by
y˙ = −2z(μ/2+ a1 y + a2z + O ((y + z)2)),
z˙ = −(μ + 1)z + y + O ((y + z)2). (15)
The phase portrait of both systems are the same, just the orientation of trajectories of (15) has to
be changed on Sr to obtain those of (14). For μ = 0 the (equivalent) phase portrait of the FSN II
singularity is shown in Fig. 1. We are focusing on the ﬂow of trajectories past the folded singularity.
Of obvious interest is the map Π : Σ1 → Σ4 induced by the ﬂow of system (10) with suitable cross-
sections deﬁned by Σ1: x= −δ1 and Σ4: z = δ4 (see Fig. 2). In this work, we stop one step short de-
riving results for transition from Σ1 to Σ3: z = δ3√ε only. We focus on the delayed Hopf bifurcation
phenomenon near the FSN II singularity which means that we only determine the approximate value
of z when the solution reaches Σ3. The value of y could also be estimated using our methods but we
leave this for future research. The transition from Σ3 to Σ4 is, in principle, relatively simple; for most
trajectories it is equivalent to the exit chart of the blow-up. We also leave this for future research.
Remark 2.1. The section Σ1 is just a cross-section of the reduced ﬂow for a certain interval I y of y
which covers the area of the (unique) strong and the center eigendirection (up to leading order) of
the folded saddle-node (see Fig. 2). The section Σ4 is a suitable cross-section along the fast ﬁbers.
M. Krupa, M. Wechselberger / J. Differential Equations 248 (2010) 2841–2888 2849Fig. 3. ‘Blown-up’ reduced ﬂow near an FSN II singularity on the stable branch Sa of the critical manifold.
To analyze this map we have to introduce intermediate singular cross-sections which are used in
the blow-up analysis of folded singularities. We will not carry out the blow-up analysis in detail but
attempt an approach to the problem which points out the main steps. For details of the blow-up
analysis we refer to [35,41,7].
A distance O (1) away from the fold-curve L the ﬂow of system (10) for 0 < ε  1 is completely
described by classical Fenichel theory [12,22], i.e., there exists a smooth locally invariant normally
hyperbolic manifold Sa,ε which is an O (ε) smooth perturbation of S . Blow-up analysis [39,40,35]
shows that Fenichel theory can be extended up to a section Σ2: x= −δ2ε (see Fig. 2), i.e., O (ε) close
to the fold-curve L. Similarly, Sr,ε can be extended (by Fenichel theory) up to a section Σ3: z = δ3√ε
(see Fig. 2). The following result holds [39,40]:
Proposition 2.1. For system (10) the sets Sa,√ε and Sr,√ε are smooth locally invariant normally hyperbolic
manifolds and O (
√
ε ) smooth perturbations of S. The ﬂow on Sa,
√
ε respectively on Sr,
√
ε is an O (
√
ε ) per-
turbation of the reduced ﬂow.
Remark 2.2. Similar to Σ1, the section Σ2 is just a cross-section for a certain interval I y′ of y of the
reduced ﬂow on Sa,
√
ε which covers the area of the (unique) strong and the center eigendirection (up
to leading order) of the FSN II singularity (see Fig. 2).
To understand the reduced ﬂow (14) on Sa,
√
ε from Σ1 to Σ2 near the FSN II singularity, we intro-
duce a new variable w = −y/z. This singular coordinate change unfolds the singularity and resembles
parts of the blow-up analysis done in [35,41] (see [7] for a similar approach in the folded node case).
In the new coordinates (w, z) the desingularized system (15) becomes for μ = 0
w˙ = w(w + 1) + O (z),
z˙ = −z(w + 1+ O (z)). (16)
Note that the section Σ1 is given by z = −√δ1 and Σ2 by z = −√δ2ε. Looking at the dynam-
ics of (16) we ﬁnd two equilibria: a saddle-node Pw = (−1,0) and a saddle Ps = (0,0). The unique
attracting eigendirection of the saddle Ps corresponds to the strong eigendirection of the FSN II singu-
larity while the incoming center direction of the saddle-node Pw corresponds to the center direction
of the FSN II singularity. Thus the ‘blow-up’ splits the strong and center eigendirection of the FSN II
singularity. The reduced ﬂow of (16) is shown in Fig. 3.
Under the ‘blown-up’ reduced ﬂow (16) the interval Iw of Σ1 (equivalent to the interval I y de-
ﬁned in Remark 2.1) is mapped into the interval Iw ′ of Σ2 (equivalent to the interval I y′ deﬁned
in Remark 2.2); see Fig. 3. Therefore, the map Π1 : Σ1 → Σ2 is well deﬁned and approximates the
dynamics on Sa,
√
ε . We estimate the transition time from Σ1 to Σ2 near the strong eigendirection by
the linearized system near Ps which gives
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(
ln
1√
ε
)
.
Therefore, all initial conditions Iw,
√
ε ⊂ Iw in Σ1 which are in an O (
√
ε ) neighborhood of the
strong eigendirection are mapped to Iw ′ in Σ2 which are in an O (1) neighborhood of the strong
eigendirection. On the other hand, if we estimate the transition time from Σ1 to Σ2 near the center
eigendirection by the linearized system near Pw we obtain
Tw = O
(
1√
ε
)
.
Therefore, all initial conditions Iw,1 ⊂ Iw in Σ1 which are in an O (1) neighborhood of the center
eigendirection and some, arbitrarily small but ﬁxed (ε independent) distance away from the strong
eigendirection will be mapped to Iw ′ in Σ2 which are in an O (exp(−1/√ε )) neighborhood of the
center eigendirection. Since we have a continuous map Π1 it follows that the initial conditions Iw,
√
ε
in Σ1 will cover the whole segment between the strong eigendirection and the center eigendirection
in Σ2 (up to exponentially small error) under the map Π1.
To understand the ﬂow past the fold-curve L we study system (13). Recall that (13) is obtained
from (10) by means of rescaling (12) which is a zoom of the vector ﬁeld near the FSN II singularity.
Recall further that the parameter μ is also rescaled in (12), which reﬂects the order μ = O (√ε ).
Therefore, limε→0 μ = 0 and we have an FSN II singularity for all μ = O (√ε ). We consider μ2 > 0
and μ2 = O (1) bounded away from zero (whereas [14] considers μ2 = O (√ε )). The section Σ2 is
now given by x2 = −δ2, section Σ3 by z2 = δ3 and section Σ1 by x2 = −δ1/ε. From Proposition 2.1
we know that system (13) possesses invariant manifolds Sa,
√
ε respectively Sr,
√
ε up to section Σ2
respectively Σ3 covered by Fenichel theory. It becomes now apparent from the perturbation struc-
ture of system (13) why these manifolds are O (
√
ε ) perturbations of S . One important property is
that Sa,
√
ε , respectively Sr,
√
ε , consists of solutions of (13) of at most algebraic growth as t2 → −∞,
respectively t2 → ∞. In fact, these manifolds approach the parabolic cylinder x2 = z22 for t2 → ±∞.
Note that sections Σ2 and Σ3 are independent of the perturbation parameter. Thus the ﬂow of sys-
tem (13) is covered by Fenichel theory from inﬁnity to Σ2 respectively Σ3. Furthermore, we have
already calculated the reduced ﬂow from Σ1 to Σ2 in (16). Note that w = −y/z = −y2/z2 under the
transformation (12). Therefore, the sizes of intervals Iw ′ obtained by the map Π1 are recovered in
system (13).
The following analysis focuses on system (13) between Σ2 and Σ3. System (13) is still a singularly
perturbed system but with 2 fast variables (x2, z2) and one slow variable y2. The 1-d critical manifold
is given by
CM := {(−y22, y2, y2) ∣∣ y2 ∈ R}. (17)
The reduced ﬂow on this manifold is given by
y˙2 = μ2/2+ (a1 + a2)y2. (18)
This reduced system has an equilibrium P2 at
y2,p = −1
2
μ2
a1 + a2 . (19)
Recall from (11) that (a1 + a2) < 0. It follows that the equilibrium of the reduced ﬂow is an attractor.
Furthermore, y2,p < 0 for μ2 < 0 and y2,p > 0 for μ2 > 0.
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x˙2 = y2 − z2,
z˙2 = x2 + z22 (20)
with y2 as a parameter and CM (17) as a manifold of equilibria. Linear stability analysis of these
equilibria shows:
y2 −1 stable node,
−1< y2 < 0 stable focus,
y2 = 0 center,
0< y2 < 1 unstable focus,
1 y2 unstable node.
CM loses normal hyperbolicity at y2 = 0 because a pair of complex conjugated eigenvalues crosses
the imaginary axis which corresponds to a Hopf bifurcation of the layer problem. Recall from the
study of the reduced ﬂow that under the variation of μ2 a stable node (μ2 < 0) on the attracting
branch of CM crosses via μ2 = 0 (which corresponds to the Hopf singularity of the layer problem
at y2 = 0) to the repelling branch of CM (μ2 > 0). This reﬂects the transcritical bifurcation of the
ordinary singularity from Sa to Sr under variation of μ in the reduced problem (15). Away from
μ2 = 0, this equilibrium is hyperbolic and will persist under suﬃciently small perturbation √ε  1
as a stable focus/node for μ2 < 0 or as a saddle-focus/saddle for μ2 > 0 in system (13). For a value
μ2,h = O (√ε ) in (13) respectively μh = O (ε) in (10), the corresponding equilibrium undergoes a
singular Hopf bifurcation, either super- or subcritical [14]. The periodic orbits emanating from this
Hopf bifurcation undergoe subsequent bifurcations (e.g., torus or period doubling bifurcations) and a
canard explosion for μ2 = O (√ε ) which follows from [23,24]. We are focusing on μ2 = O (1) values
and hence our study is suﬃciently away from this bifurcation regime.
In the case μ2 < 0, solutions within the funnel will be attracted to the stable node and we do
not expect new qualitative results. On the other hand, in the case μ2 > 0, solutions within the funnel
region will be attracted to CM for y2 < 0 in system (13) and will follow the reduced ﬂow towards
y2 = 0. Then we expect trajectories to cross over the Hopf singularity of the layer problem to the
repelling branch of the critical manifold CM up to a certain buffer point (y2,b > 0) before being repelled
reminiscent of a delayed loss of stability. But we also expect to ﬁnd canard solutions which follow
the reduced ﬂow on the repelling branch of CM even further, possibly up to the equilibrium P2 since
FSN II is the limiting case of a folded node singularity which possesses canards. One major goal is to
understand the ﬂow of (13) near CM for any μ2 > 0.
Away from CM, an explicit algebraic solution is known for the layer problem of system (13),
γ1(t) =
(
−1
4
t2 + 1
2
,0,
1
2
t
)
, (21)
where γ1 corresponds to the eigenvalue λ1 = −1 of the linearization of the desingularized ﬂow. This
solution represents a connection between the invariant manifolds Sa,2 and Sr,2 which are deﬁned as
the ε → 0 limit of Sa,√ε and Sr,√ε in (13), and has to be viewed as the extension of the singular
strong canard of the reduced ﬂow (14). The following holds:
Proposition 2.2. (See [35].) The singular strong canard (21) corresponding to the strong eigendirection of the
FSN II singularity perturbs always to a maximal strong canard solution for 0< ε  1 suﬃciently small.
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can be extended up to the section Σ3: z2 = δ3 by Fenichel theory. The strong canard γ1 is a trajectory connecting these two
manifolds, while CM is just an orbital connection because P2 is a ﬁxpoint of the reduced ﬂow on CM.
Therefore, the maximal strong canard is a trajectory connecting from Sa,ε to Sr,ε (respectively
from Sa,
√
ε to Sr,
√
ε as shown in Fig. 4). Solutions which are exponentially close to the maximal
strong canard in section Σ2 will cross the fold and follow along the repelling manifold for a time of
order O (1) before they get repelled (either back or away). Solutions which get repelled away in ﬁnite
time will cross the section Σ3: z2 = δ3 with δ3 suﬃciently large (Σ3: z = δ3√ε in Fig. 2).
All other trajectories starting in Σ2 within the funnel region (and not exponentially close to the
strong canard) will be quickly attracted towards CM. We want to point out that the critical manifold
CM represents an orbital connection between Sa,2 and Sr,2 of the ﬂow of (13); see Fig. 4. What is
the behavior of solutions near the critical manifold CM which is an orbital connection between the
attracting and repelling slow manifolds (but not a connecting trajectory)? Note further that CM can
be viewed as the orbital limit of the primary weak canard in the folded node case [41]. Therefore,
we expect similar results as in the folded node case, namely that secondary canards exist and that
solutions rotate around the primary weak canard before they escape. We also expect the number of
secondary canards to be unbounded (i.e., increase to ∞ as μ2 and ε approach 0) as predicted by the
folded node theory in the limit μ → 0.
Remark 2.3. We would like to point out that the manifolds Sa,2 respectively Sr,2 can be described
as a union of special solutions of (20) indexed over the slow variable y2. We refer the reader to
Section 5.3 for more details. This characterization of the manifolds Sa,2 and Sr,2 is fundamental to
our results on secondary canards.
3. Statement of the main results
The purpose of this section is to deﬁne two objects: canards and the way-in/way-out function near
the critical manifold CM for generic initial conditions. In particular:
• We extend the theory of folded nodes into the limiting case of folded saddle-nodes. For μ2 suf-
ﬁciently large, in particular μ2 > 2|a1 + a2|, we show the existence of a primary weak canard as
a transverse intersection of invariant manifolds near CM. We also ﬁnd secondary canards (for any
μ2 = O (1) positive) which start near the strong canard, subsequently pass through a small neigh-
borhood of CM where they make a number of small oscillations and ﬁnally exit to Sr,ε through
Sr,
√
ε (Section 3.2).• We deﬁne a way-in/way-out function for (generic) solutions near the critical manifold CM, i.e.,
we deﬁne the amount of delay for a generic solution near CM due to the Hopf bifurcation of the
layer problem (Section 3.3).
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tions which happen for μ2 = O (√ε ). For these issues, we refer to [6,14,23].
3.1. Preliminary transformations
We start with some preliminary transformations to straighten the critical manifold CM. We deﬁne
z¯2 = z2 − y2, x¯2 = x2 + y22,
which transforms system (13) to
x′2 = −z2 + O (
√
ε ),
y′2 =
√
ε
(
1
2
μ2 + (a1 + a2)y2 + a2z2 + O (
√
ε )
)
,
z′2 = x2 + 2y2z2 + z22 + O (
√
ε ), (22)
where we have dropped the bars for convenience. The 1-d critical manifold CM is now given by the
y2-axis. Recall, the eigenvalues of the layer problem are given by y2 ± i
√
1− y22 where i =
√−1.
These eigenvalues are complex conjugates for |y2| < 1 respectively real for |y2| 1. This structure is
the main difference to the (classical) delayed Hopf bifurcation, where these eigenvalues are complex
conjugates only.
In a next step, we deﬁne Φ(y2,μ2, x2, z2,
√
ε ) = ( 12μ2 + (a1 + a2)y2 + a2z2 + O (
√
ε ))−1 > 0 in
the domain of interest (y2 < y2,p) and rescale time to obtain
x′2 = Φ(y2,μ2, x2, z2,
√
ε )
(−z2 + O (√ε )),
y′2 =
√
ε,
z′2 = Φ(y2,μ2, x2, z2,
√
ε )
(
x2 + 2y2z2 + z22 + O (
√
ε )
)
, (23)
where prime denotes differentiation with respect to the new time for convenience. Note that y2 is
now the slow time scale. Finally, we show the following
Lemma 3.1. A coordinate change in system (23) gives the following system
x′2 = Φ(y2,μ2, x2, z2,
√
ε )
(−z2 + O (ε,√εx2,√εz2)),
y′2 =
√
ε,
z′2 = Φ(y2,μ2, x2, z2,
√
ε )
(
x2 + 2y2z2 + z22 + O (ε,
√
εx2,
√
εz2)
)
, (24)
where we have kept the same notation for convenience.
Proof. Appendix A. 
Note that in (23) the y2-axis is invariant only to zero order while in (24) it is up to O (
√
ε ). Since
system (24) is a singularly perturbed system with perturbation parameter
√
ε, we achieved a better
control over the leading O (
√
ε ) perturbation terms which is needed in our analysis. In particular, we
deﬁne
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manifold Wu in the corresponding sections can be viewed as a foliation of the invariant manifold Sa,2 respectively Sr,2.
λ(y2,μ2,
√
ε ) := ϕ(y2,μ2)(y2 − i√1− y22 )+ √εh1(y2),
ν(y2,μ2,
√
ε ) := ϕ(y2,μ2)
(
y2 + i
√
1− y22
)+ √εh2(y2) (25)
with
ϕ(y2,μ2) := Φ(y2,μ2,0,0,0) =
(
μ2/2+ (a1 + a2)y2
)−1
(26)
and functions hi(y2), i = 1,2. The zero order terms λ(y2,μ2,0) and ν(y2,μ2,0) correspond to the
eigenvalues of the layer problem in (24). The functions λ(y2,μ2,
√
ε ) and ν(y2,μ2,
√
ε ) correspond
to the linearization along the y2-axis CM up to order O (
√
ε ) since the y2-axis is invariant up to order
O (
√
ε ). Although an invariant manifold approximating CM may not exist, an approximate invariant
manifold exists at any order. Such manifolds can be also thought of as formal expansions, up to any
desired order, of an invariant manifold. We then actually show that such an invariant manifold exists,
within some range of y2 (in some cases corresponding to a weak canard). We will state our main
results with respect to the zero order eigenvalues but will also make clear that these results hold for
the O (
√
ε ) perturbed eigenvalues (25) as well wherever it is necessary. The results for system (24) are
two-fold reﬂecting properties associated with canards and the delayed Hopf bifurcation respectively.
3.2. Existence of canards
In this section we prove the existence of two different families of canards. We consider trajectories
starting at some y2,0 < −1. As shown in Fig. 5, there exist a weak stable foliation Ws along CM for
y2 < −1 and a weak unstable foliation Wu along CM for y2 > 1. These foliations are equivalent to
the invariant manifolds Sa,2 respectively Sr,2 locally near CM in system (22). By Fenichel theory, these
foliations, and hence these manifolds will persist as Sa,
√
ε respectively Sr,
√
ε (see Proposition 2.1). The
critical issue is now whether a trajectory starting for some y2,0 < −1 remains close to CM past y2 = 1
or if it separates (starts following the fast directions) for y2 < 1. The two cases have to be handled
separately. For both of these cases we prove the existence of a family of canards. The condition deter-
mining which of the cases is applicable is as follows. If
−
0∫
y2,0
Reλ(s,μ2,0)ds <
1∫
0
Reλ(s,μ2,0)ds, (27)
then almost all trajectories separate before y2 < 1 and the real hyperbolic structure existing for y2 > 1
will not be in the picture. We deﬁne the following sections (see Fig. 5):
Σ2 =
{
(x2, y2, z2): y2 = y2,0, y2,0 ≈ −
√
δ2
}
(28)
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Σ∗ =
{
(x2, y2, z2): y2 = y2,∗
}
, (29)
where y2,∗ is deﬁned by
y2,∗∫
y2,0
Reλ(s,μ2,0)ds = 0 (30)
with 0< y2,∗ < 1. On the other hand, if
−
0∫
y2,0
Reλ(s,μ2,0)ds >
1∫
0
Reλ(s,μ2,0)ds, (31)
then most of the trajectories will remain close to CM for y2 > 1 and the structure existing for y2 > 1
will inﬂuence the dynamics. In this case we deﬁne the same sections Σ2 and Σ∗ as above, with the
relation between y2,0 and y2,∗ modiﬁed as follows:
1∫
y2,0
Reλ(s,μ2,0)ds +
y2,∗∫
1
Reν(s,μ2,0)ds = 0 (32)
with y2,∗ > 1.
Remark 3.2. We show in Section 4 that such values y2,∗ indeed exist for any y2,0 < 0. Furthermore,
Σ2 corresponds (approximately) to the cross-section introduced in Section 2, while Σ∗ is a section
transverse to Σ3.
When (27) holds (0 < y2,∗ < 1) we can prove that there exists a canard solution which originates
in Σ1.
Theorem 3.1. Suppose that y2,0 < −1 chosen to deﬁne Σ2 is such that (27) holds. Then there exists a canard
solution originating at a point in Sa,ε ∩ Σ1 , passing through Sa,√ε ∩ Σ2 at a distance O (
√
ε ) away from CM
and continuing to a point in Sr,
√
ε near y2,∗ .
Idea of proof: Use an elliptic path from y2,0 to y2,∗ (deﬁned in Section 4). Deﬁne an invariant ‘bundle’
Sa,
√
ε ∩ Σ2 and show that Π1(Σ1 ∩ Sa,ε) is a ray in Sa,√ε ∩ Σ2. Extend the bundle by the ‘complex
ﬂow’ to the complex time plane and by following the suitable path (elliptic path) transport it to Σ∗ .
Show, using the dynamics of (20), especially the dynamics near the unstable focus equilibrium, that
the image of Π1(Σ1 ∩ Sa,ε) in Σ∗ must intersect Sr,√ε . The proof is shown in Section 5.3.
Theorem 3.1 has an interesting corollary.
Corollary 3.1. The number of canards is bounded below by const · 1/√ε.
Proof. Note that by (11) ϕ(y2,μ2) is an increasing function of y2. Hence, for any 0< y2 < 1 we have
Reλ(y2,μ2) > −Reλ(−y2,μ2). It follows that there is an interval of y2,0 contained in (−∞,−1),
of size independent of ε, for which the corresponding y2,∗ < 1. For each such y2,0 Theorem 3.1
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the canards starting at y2,0 and y˜2,0 must be different if y2,0 and y˜2,0 are suﬃciently far apart.
Suppose that y2,0 < y˜2,0 are given with y˜2,0− y2,0 > K√ε, where K is a suﬃciently large constant.
The number of rotations a canard makes about CM is given at ﬁrst order by
1/
√
ε ·
y2,∗∫
y2,0
Imλ(y2,μ2)dy2.
Hence the canard starting at y˜2,0 must make fewer rotations than the canard starting at y2,0. It
follows that two such canards must be different. 
When (31) holds (y2,∗ > 1) we prove the following result:
Theorem 3.2. Fix an interval [μ2,0,μ2,1] and suppose that (31) holds for all μ2 ∈ [μ2,0,μ2,1]. Then for
almost all values of μ2 ∈ [μ2,0,μ2,1] (an open set of almost full measure) there exists a canard solution γc,√ε
starting in Sa,
√
ε ∩ Σ2 , ending in Σ∗ and staying uniformly O (
√
ε ) close to CM.
Idea of proof: Use an elliptic path from y2,0 to y2,∗ (deﬁned in Section 4). Deﬁne invariant ‘bundles’
Sa,
√
ε ∩ Σ2 and Sr,√ε ∩ Σ∗ . Extend bundles by the ‘complex ﬂow’ to the imaginary axis. Show that
bundles are close to each other. Show that the bundles rotate in opposite directions. Therefore they
will for almost all μ2 intersect transversally. The proof is shown in Section 5.4.
Remark 3.3. Using the methods developed in this paper we cannot determine in general whether
the canards of Theorem 3.2 come from Σ1 or, continued backwards in time, turn back towards the
fold. The situation is similar in the case of the primary weak canard corresponding to a folded node
singularity, see [35,41].
The upper limit for y2,∗ denoted by y2,c is deﬁned by the condition
1∫
−∞
Re
(
λ(s,μ2,0)
)
ds +
y2,c∫
1
Re
(
ν(s,μ2,0)
)
ds = 0 (33)
with y2,∗ < y2,c < y2,p (recall that y2,p is deﬁned in (19)) which is equivalent to the limit y2,0 →
−∞, i.e., moving Σ2 to (negative) inﬁnity. Theorem 3.2 shows a transverse intersection of the weak
stable and unstable foliation Ws,
√
ε and Wu,
√
ε . Under the variation of the parameter μ2 it is possible
that this intersection corresponds to the perturbed critical manifold and therefore to a trajectory con-
necting to the perturbed equilibrium P2,
√
ε . This maximal weak canard connection is codimension 1.
Remark 3.4. This existence result on the maximal canard extends the folded node theory, μ > 0
in (10), into the FSN II case μ = √εμ2, μ2 suﬃciently large, in particular μ2 > 2|a1 + a2|.
3.3. Way-in/way-out function
In the preceding section we proved the existence of two families of canards passing through an
O (
√
ε ) neighborhood of CM (the y2-axis) between Σ2 and Σ∗ . In a next step, we are concerned with
general solutions with initial condition in O (
√
ε ) neighborhood in Σ2. Finally we consider solutions
with initial conditions in Σ1. The aim is to ﬁgure out how long a general solution stays in the O (
√
ε )
neighborhood of CM (see Fig. 6). In this section we present a few results in this direction. We begin
with the classical result of Neishtadt [28,29].
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The only solutions which pass y2,w is the weak canard itself and its corresponding exponentially close family on the weak ﬁber.
Theorem 3.3. Consider a section Σ2 deﬁned by y2 = y2,0 . Suppose (27) holds and let y2,∗ < 1 be deﬁned
by (30). Let p ∈ Σ2 be any initial condition satisfying |p| = O (√ε ). Then the trajectory of p stays O (√ε )
small for all y2  y2,∗ .
Theorem 3.3 will be proved in Section 5.5. We would like to point out that our theorem is in some
respects more general than the result stated in [28,29], as we allow the eigenvalues to be real for y2
negative (speciﬁcally y2 < −1).
In the context of Theorem 3.3, the assignment y2,0 → y2,∗ is a way-in/way-out function, which
determines how long solutions stay attracted to the neighborhood of CM. We would like to note
that Theorem 3.3 does not hold if y2,∗ > 1, due to the hyperbolic structure present past the point
y2 = 1. We now deﬁne the way-in/way-out function near CM which works for most trajectories. Let
Ψwio(y2,0,μ2) be deﬁned by
Ψwio(y2,0,μ2)∫
y2,0
Reλ(s,μ2,0)ds = 0. (34)
Furthermore, let
y2,b = lim
y2,0→−∞
Ψwio(y2,0,μ2) (35)
(note that Ψwio(y2,0,μ2) < y2,b < y2,c). Let I be an open subset of Sa,ε ∩ Σ1, whose closure is con-
tained in the open interval deﬁned by the condition −δ21 < y < 0 (see Fig. 2). The following result
gives the estimate for the minimal delay for a trajectory in I .
Theorem 3.4. There exists a function δ˜(ε) satisfying limε→0 δ˜(ε) = 0 such that any solution originating in I
stays in a small neighborhood of CM for all y2  y2,b − δ˜(ε).
We also prove a result asserting when trajectories have to leave the vicinity of CM and move to
section Σ3.
Theorem 3.5. Suppose that y2,b = 1 and μ2 is such that the statement of Theorem 3.2 holds for some y2,0 <
−1 with |y2,0| suﬃciently large. There exists a function δ˜(ε) satisfying limε→0 δ˜(ε) = 0 such that, given any
solution originating in I , possibly with the exception of an exponentially small interval, the y2 coordinate of
the exit point of the solution in Σ3 satisﬁes the estimate y2  y2,b + δ˜(ε) .
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proofs are shown in Sections 5.6 and 5.7.
Remark 3.5. The point y2,b is called the maximal delay point or the buffer point. The case when y2,b < 1
is similar to Shishkova’s [33] and Neishtadt’s case [28,29] of a delayed Hopf bifurcation since the delay
takes solely place in the domain where the eigenvalues are complex conjugates. By Theorems 3.4
and 3.5 almost all trajectories reach Σ3 for y2 = y2,b + o(1).
Remark 3.6. For some special parameter values there may be a connection to the saddle-focus equilib-
rium P2,
√
ε (for y2,s < 1). We have therefore a geometric structure that has the potential for complex
and chaotic behavior of Shilnikov type. This also relates to the analysis of Hopf-homoclinic bifurca-
tions in [18,16].
4. Complex ODE and elliptic paths
The equilibrium P2 on CM in system (13) is given by y2,p > 0. It follows by the normally hy-
perbolic theory that this ﬁxpoint P2 persists under small perturbation O (
√
ε ) for system (13) as
P2,
√
ε ∈ Sr,√ε . Hence, this equilibrium P2,√ε exists for system (10) on the repelling manifold Sr,√ε
close to the fold-curve L. To ﬁnd canards near CM which may go as far as to P2,
√
ε we have to track
attracting and repelling manifolds across the bifurcation point y2 = 0 and show that they intersect
transversally. Standard methods like Melnikov theory applied in the folded node case [40,41] will not
work here. The reason is (a) the singular nature of (24) together with (b) the (partially) complex
eigenvalue structure of the layer problem. We need to know the existence of a (primary) weak canard
for ε = 0 which is not automatically guaranteed by the corresponding singular canard connecting Sa
with P2 on Sr . One way to show the existence of a primary weak canard is to move into the complex
time domain and look for an elliptic path connecting the negative and positive real y2-axis. Along
such a path we can track manifolds and show transverse intersection which guarantees the existence
for ε = 0 as well. The method of analyzing the evolution along elliptic paths was used by Neishtadt
[28,29] who studied the (classical) delayed Hopf bifurcation and its corresponding variational equa-
tion, the Shishkova problem. We extend this idea to the FSN II case to prove the existence of weak
canards as well as a way-in/way-out function near the primary weak canard.
4.1. Complexiﬁcation
The analysis of system (24) has to be done in the complex domain. We therefore consider
x2, z2 ∈ C as well as y2 ∈ C as complex (slow) time. We introduce a complex coordinate transfor-
mation
u2 = z2 + i x2 + y2z2 + O (
√
ε )√
1− y22 + O (
√
ε )
, v2 = z2 − i x2 + y2z2 + O (
√
ε )√
1− y22 + O (
√
ε )
, (36)
which brings the linear part into complex Jordan normal form. Note that this transformation is singu-
lar for real |y2| = 1 to leading order because of the degenerate node structure. Hence, the domain of
analyticity of this transformation has to exclude the branch points of the complex square-root func-
tion (see deﬁnition below) but is otherwise well deﬁned. Applying transformation (36) to (24) we
obtain the following system:
u′2 = λ(y2,μ2,
√
ε )u2 + Φ(y2,μ2,u2, v2,
√
ε )
(
1
4
(u2 + v2)2
(
1+ i y2 + O (
√
ε )√
1− y22 + O (
√
ε )
)
+ O (ε,√ε(|u2|2 + |v2|2))
)
,
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√
w with branch-point at origin. Right: Corresponding branch-cut (red) of
√
1− y22 with α = −1
and α = 1 as branch points where y2 = α + iβ . (For interpretation of colors in this ﬁgure, the reader is referred to the web
version of this article.)
v ′2 = ν(y2,μ2,
√
ε )v2 + Φ(y2,μ2,u2, v2,
√
ε )
(
1
4
(u2 + v2)2
(
1+ i y2 + O (
√
ε )√
1− y22 + O (
√
ε )
)
+ O (ε,√ε(|u2|2 + |v2|2))
)
,
y′2 =
√
ε (37)
with u2, v2 ∈ C, complex time y2 ∈ C and Φ(y2,μ2,u2, v2,√ε ) = ( 12μ2+ (a1+a2)y2+ a22 (u2+ v2)+
O (
√
ε ))−1.
Let y2 = (α + iβ) ∈ C, α,β ∈ R. As mentioned before, transformation (36) is singular at real
|y2| = 1 (to leading order). We deﬁne the complex function y2 →
√
1− y22 in a fairly standard way,
namely we use the deﬁnition of
√
z with the branch cut being the negative real axis, i.e., Arg(z) = π .
In other words, for z ∈ C, we deﬁne the argument function as follows: ϑ = Arg(z) with ϑ ∈ [−π,π)
and z = |z|eiϑ . Then
√
z =√|z|ei Arg(z)2 (38)
with Arg(z)/2 ∈ [−π/2,π/2). More precisely, we have
y2 → 1− y22 =
(
1− α2 + β2)+ i(−2αβ). (39)
The argument of (1− y22) is deﬁned by
Arg
(
1− y22
)=
⎧⎨
⎩
−π2 − arctan
( 1−α2+β2
−2αβ
) ∈ [−π,0], (−αβ) 0,
π
2 − arctan
( 1−α2+β2
−2αβ
) ∈ (0,π), (−αβ) > 0, (40)
with Arg(1− y22) ∈ [−π,π). Therefore the argument of the square-root function is given by
Arg
(√
1− y22
)=
⎧⎨
⎩
−π4 − 12 arctan
( 1−α2+β2
−2αβ
) ∈ [−π/2,0], (−αβ) 0,
π
4 − 12 arctan
( 1−α2+β2
−2αβ
) ∈ (0,π/2), (−αβ) > 0, (41)
with Arg(
√
1− y22 ) ∈ [−π/2,π/2). The branch cut of this function along the negative real axis
(Arg(1− y22) = π ) is deﬁned by Im(1 − y22) = 0 and Re(1 − y22)  0. This leads to β = 0 and
(1 − α2)  0 which gives α2  1, i.e., a branch cut along the complement of the subinterval of the
real line given by {y2: −1 α  1} (see Fig. 7).
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√∣∣1− y22∣∣= [(1− α2 + β2)2 + 4α2β2]1/4 = [(1− α2)2 + β2(2+ β2)+ 2α2β2]1/4, (42)
which completes the deﬁnition of the complex function
√
1− y22 =
√∣∣1− y22∣∣ei(Arg(
√
1−y22 )). (43)
4.2. Complex linear ODE along CM
Consider the linear homogeneous ﬂow of system (37) given by
u′2 = λ(y2,μ2,
√
ε )u2,
v ′2 = ν(y2,μ2,
√
ε )v2,
y′2 =
√
ε (44)
with the eigenvalues λ and ν deﬁned by (25). Alternatively to (44) consider the system
√
ε
du2
dy2
= λ(y2,μ2,0)u2,
√
ε
dv2
dy2
= ν(y2,μ2,0)v2 (45)
with the leading order eigenvalues. In the following, we will do our analysis for these leading order
eigenvalues. At the end of this section, we will argue that our results persist under small order O (
√
ε )
perturbations and therefore for system (44) as well. Note, both leading order eigenvalues have a pole
at y2,p (19). Since the equations are decoupled, we study the complex linear homogeneous ODE on
the ‘slow’ time scale y2:
√
ε
du2
dy2
= λ(y2,μ2,0)u2. (46)
Remark 4.1. Note that λ(y2,μ2,0) and ν(y2,μ2,0) represent the same complex function on different
sheets of the Riemann surface. We require that the limit of λ(y2,μ2,0) as y2 approaches the negative
real axis is as given by (25). We also require that λ(y2,μ2,0) be continuous in the closure of the
upper half-plane. This implies that as y2 approaches the positive real axis with Re y2 > 1, λ(y2,μ2,0)
converges to ν(y2,μ2,0) as deﬁned by (25); see Fig. 7 (right).
We will now describe a domain, which we denote by D , on which the RHS of (46) is analytic
and which is suﬃcient for our purpose. The singularities of the RHS of (46) are the branch points at
y2 = ±1 and the pole y2,p given by (19). Let SR = {y2 ∈ C: |y2| = R} be a disc with suﬃciently large
radius R . To create the domain D we remove the union of a small disk around y2,p , the complement
of the line segment {y2: −1 y2  1} (the branch cut) and two small discs about the branch points
y2 = ±1 (we denote the disks by D1, D−1 and Dy2,p respectively). See Fig. 8. We have global existence
and uniqueness on D . In fact we can extend this result to the points in the complement of {y2: −1
y2  1} which are not in the union of D1, D−1 and Dy2,p . This follows since the points on the
complement of the interval {y2: −1 < y2 < 1} are not singularities, but are on an arbitrarily chosen
branch cut.
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Next, a homogeneous solution of system (46) is given by
u2(y2) ∼ u˜2 exp
(
− 1√
ε
∫
Γ
λ(z,μ2,0)dz
)
(47)
with initial condition u2( y˜2) = u˜2 and contour Γ within the domain of deﬁnition of system (46)
connecting y˜2 with y2. Note, a contour Γ is parametrized by y2(τ ) = α(τ ) + iβ(τ ) with τ ∈ R such
that y2(0) = α(0) + iβ(0) = y˜2. The behavior of the homogeneous solution depends on the form of
the exponent
ψ(y2) =
∫
Γ
λ(z,μ2,0)dz
along contours Γ of integration. Special contours are level curves of constant growth ψ1 = Reψ =
const respectively constant oscillatory behavior ψ2 = Imψ = const. If we substitute the contour
parametrization y2(τ ) = α(τ ) + iβ(τ ) into ψ1 = Reψ = const and differentiate with respect to τ ,
we obtain
Reλ
(
α(τ ) + iβ(τ ),μ2,0
)dα
dτ
− Imλ(α(τ ) + iβ(τ ),μ2,0)dβ
dτ
= 0,
which can be written as a system
α′ = − Imλ(α + iβ,μ2,0),
β ′ = −Reλ(α + iβ,μ2,0), (48)
where ′ = d/dτ . Solutions of this system are called elliptic contours because just the elliptic compo-
nent of the exponent is changing along the contour, i.e., rotational properties are changing. Similarly,
we can differentiate ψ2 = Imψ = const which gives
Reλ
(
α(τ ) + iβ(τ ),μ2,0
)dβ
dτ
+ Imλ(α(τ ) + iβ(τ ),μ2,0)dα
dτ
= 0,
which can be written as a system
α′ = Reλ(α + iβ,μ2,0),
β ′ = − Imλ(α + iβ,μ2,0), (49)
where ′ = d/dτ . Solutions of this system are called hyperbolic contours because just the hyperbolic
component of the exponent is changing along the contour. Therefore, we have certain control over
solutions along these paths, which we have not along the real axis.
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We want to calculate elliptic paths y2 = α + iβ , α,β ∈ R, connecting points on the real axis in the
domain of analyticity. Recall that the parametrization of elliptic paths, α(τ ) and β(τ ) are solutions
of the differential equations (48) with λ and ν deﬁned by (25). First, we transform ϕ(y2,μ2) into
standard complex notation ϕ(α + iβ,μ2) = Reϕ + i Imϕ which gives
Reϕ(α + iβ,μ2) = μ2/2+ α(a1 + a2)
(μ2/2+ α(a1 + a2))2 + β2(a1 + a2)2 ,
Imϕ(α + iβ,μ2) = −β(a1 + a2)
(μ2/2+ α(a1 + a2))2 + β2(a1 + a2)2 . (50)
Second, the complex function
√
1− y22 = Re
√
1− y22 + i Im
√
1− y22 is given in standard complex no-
tation by
Re
√
1− y22 =
√∣∣1− y22∣∣ cos(Arg(
√
1− y22
))
,
Im
√
1− y22 =
√∣∣1− y22∣∣ sin(Arg(
√
1− y22
))
, (51)
where the right-hand side functions are deﬁned by (42) and (41). Finally, we obtain the function
(y2 − i
√
1− y22 ) = Re(y2 − i
√
1− y22 ) + i Im(y2 − i
√
1− y22 ) by
Re
(
y2 − i
√
1− y22
)= Re y2 + Im(√1− y22 ),
Im
(
y2 − i
√
1− y22
)= Im y2 − Re(√1− y22 ). (52)
Therefore, we can deﬁne the eigenvalue λ in standard complex notation given by
Reλ = Reϕ Re(y2 − i√1− y22 )− Imϕ Im(y2 − i
√
1− y22
)
,
Imλ = Imϕ Re(y2 − i√1− y22 )+ Reϕ Im(y2 − i
√
1− y22
)
. (53)
Now we are ready to analyze the vector ﬁeld (48). The following results (propositions) are sum-
marized in Fig. 9.
Proposition 4.1. The α′ equation of system (48) has the following property along the real axis:
α′ = − Imλ(α,0)
⎧⎨
⎩
= 0, α < −1,
> 0, −1< α < 1,
= 0, α > 1.
(54)
Proof. Appendix B. 
Proposition 4.2. The β ′ equation of system (48) has the following property along the real axis:
β ′ = −Reλ(α,0)
⎧⎪⎪⎨
⎪⎪⎩
> 0, α < 0,
= 0, α = 0,
< 0, 0 < α < −μ/(2(a1 + a2)),
> 0, α > −μ/(2(a1 + a2)).
(55)
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Proof. Appendix C. 
Proposition 4.3. System (48) has the following property along the positive imaginary axis:
α′ = − Imλ(0, β) > 0,
β ′ = −Reλ(0, β) < 0. (56)
Proof. Appendix D. 
Proposition 4.4. Let SR = {y2: |y2| = R} and SR,+ = {y2: |y2| = R, Im y2 = β > 0}. If R is suﬃciently
large then, for any y2 ∈ SR,+ the RHS of (48) evaluated at y2 points to the interior of SR .
Proof. Appendix E. 
Recall that we are looking for elliptic paths connecting points on the real axis. Important for
understanding elliptic paths is the following property:
Lemma 4.1. Eq. (48) is Hamiltonian with the Hamiltonian function given by
H(α,β) = Re
( ∫
Γ
λ(z,μ2,0)dz
)
. (57)
Proof. Let
F (y2) =
∫
Γ
λ(z,μ2,0)dz.
Note that F is analytic in the same domain as λ(y2,μ2,0). We write F as the sum of its real and
imaginary parts:
F (α + iβ) = H(α,β) + iG(α,β).
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complex analysis states that
dF
dy2
= Hα + iGα.
By the Fundamental Theorem of Calculus we have
dF
dy2
= λ(y2,μ2,0).
It follows that
Hα = Reλ(α + iβ,μ2,0),
Gα = Imλ(α + iβ,μ2,0). (58)
Cauchy–Riemann equations state that Hβ = −Gα . It follows that (48) is given by
α′ = Hβ,
β ′ = −Hα.  (59)
Lemma 4.2. If y2,0 and y2,∗ are two points on the real axis joined by an elliptic path Γe then∫
Γe
Reλ(z,μ2,0)dz = 0. (60)
Proof. Since H must be constant along solutions we know that H(y2,0) = H(y2,∗). By linearity of
integration we can interchange the integral with taking real part. 
Recall that the equilibrium P2 has y2,p > 0 (19) for the problem under consideration.
Lemma 4.3. Suppose there is an elliptic path Γe starting on the negative real axis y2 < 0 and ending at the
positive real axis y2,∗ > 0. Then y2,∗ < y2,p and Γe stays out of a small neighborhood of P2 . Consequently, P2
plays no role in computing separation.
Proof. The following holds for an elliptic path Γ pe connecting to P2∫
Γ
p
e
Reλ(z,μ2,0)dz = ∞ (61)
since y2,p (19) is a pole of λ(y2,μ2,0) (respectively ν(y2,μ2,0)). On the other hand, we have∫
Γe
Reλ(z,μ2,0)dz < ∞ (62)
for an elliptic path Γe connecting to any point on the negative real axis y2,0 < 0. Since Γe traces out a
level curve corresponding to a ﬁnite value of H and y2,p corresponds to H = ∞, the assertion follows
immediately. 
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positive real axis, there exist a y2,0 < 0 on the negative real axis and an elliptic path Γe joining y2,0 to y2,∗ .
Moreover y2,0 converges to −∞ as y2,∗ approaches y2,c .
Proof. Since (46) has no equilibria except at the origin and the ﬂow is transverse to the negative,
respectively positive real axis at y2,0, respectively y2,∗ we can use the ﬂowbox theorem (Fig. 9) to
conclude that there is an elliptic path for any y˜2,0 < 0 on the real axis in the domain of analyticity to
some y˜2,∗ . The only paths we have to exclude are those which connect to or from a neighborhood of
the branch points y2 = ±1. By continuity we know that there is a path which will connect from the
disk D−1 to the positive real axis or respectively from the negative real axis to D1. 
Remark 4.2. The function y2,c = limy2,0→−∞ y2,∗ deﬁnes the maximal elliptic path.
Theorem 4.1 guarantees the existence of elliptic paths from the negative real axis to an interval of
the positive real axis for the homogeneous ODE (46). All these elliptic paths exist in the upper half of
the complex plane (see also Fig. 9).
Remark 4.3. There exist no hyperbolic paths for system (46) connecting the negative real axis to the
positive real axis. This is another difference to the classical delayed Hopf bifurcation where both type
of paths (elliptic and hyperbolic) exist and one has a choice to use different approaches to connect to
the real axis (see [19]).
Remark 4.4. The integral (60) can be taken along any path in the domain of analyticity. By continuity
the path can also be the segment of the real axis [y2,0, y2,∗].
As described in Remark 4.1 and shown in Fig. 7, the complex function λ switches sign due to
a branch cut when approaching the positive real axis for y2,∗ > 1. If we use a real path for the
integral (60) up to a value y2,∗ > 1 then we have to keep that in mind with respect to the (real)
notation introduced in (25). We distinguish two cases:
• y2,0 < 0 and y2,∗ < 1 are two points on the real axis joined by an elliptic path Γe
y2,∗∫
y2,0
Reλ(s,μ2,0)ds = 0, (63)
where the integral is taken along the real axis, s ∈ R. This condition deﬁnes y2,∗ which is a
function of (y2,0,μ2).
• y2,0 < 0 and 1< y2,∗  y2,c < y2,p are two points on the real axis joined by an elliptic path Γe
1∫
y2,0
Reλ(s,μ2,0)ds +
y2,∗∫
1
Reν(s,μ2,0)ds = 0, (64)
where the integral is taken along the real axis, s ∈ R. This condition deﬁnes y2,∗ which is a
function of (y2,0,μ2).
If we transform now the linear system (45) along an elliptic path y2(τ ) = α(τ )+ iβ(τ ) deﬁned by
system (48) we obtain
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ε
du2
dτ
= −i(λ(y2(τ ),μ2)λ¯(y2(τ ),μ2,0))u2,
√
ε
dv2
dτ
= −i(ν(y2(τ ),μ2)λ¯(y2(τ ),μ2,0))v2. (65)
Clearly, the eigenvalue −i(λλ¯) of the ﬁrst equation is purely imaginary along the elliptic path of u2
by construction.
Proposition 4.5.
Re(−iλλ¯) = 0,
Im(−iλλ¯) = −ϕϕ¯(y2 y¯2 +√1− y22
√
1− y22
+ 2(Re y2(τ ) Im(√1− y2(τ )2 )− Im y2(τ )Re(√1− y2(τ )2 ))).
Proof. Appendix F. 
The eigenvalue of the second equation, −i(νλ¯) is not obvious at all along the elliptic path. We are
especially interested in its real part to understand growth rates of v2.
Proposition 4.6.
Re(−iνλ¯) = 2ϕϕ¯(Re y2(τ )Re(√1− y2(τ )2 )+ Im y2(τ ) Im(√1− y2(τ )2 )),
Im(−iνλ¯) = −ϕϕ¯(y2 y¯2 −√1− y22
√
1− y22
)
.
Proof. Appendix G. 
Next we would like to know the sign of Re[−i(νλ¯)] along an elliptic path. Since ϕϕ¯ > 0 we have
to ﬁgure out the sign of
Re y2 Re
(√
1− y22
)+ Im y2 Im(√1− y22 )= α Re(
√
1− y22
)+ β Im(√1− y22 ).
Lemma 4.4. Suppose y2 = α + iβ is in the second quadrant, i.e., (α < 0, β > 0). It follows that
(
Re y2 Re
(√
1− y22
)+ Im y2 Im(√1− y22 ))< 0.
Proof. Appendix H. 
Lemma 4.5. Suppose y2 = α + iβ is in the ﬁrst quadrant, i.e., (α > 0, β > 0). It follows that
(
Re y2 Re
(√
1− y22
)+ Im y2 Im(√1− y22 ))> 0.
Proof. Appendix I. 
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real axis. Therefore, the construction of these elliptic paths as shown in this section will persist under
small O (
√
ε ) perturbation to the vector ﬁeld. In particular, we will ﬁnd such elliptic paths Γ εe for
√
ε
du2
dy2
= λ(y2,μ2,
√
ε )u2, (66)
which are solutions of
α′ = − Imλ(α + iβ,μ2,
√
ε ),
β ′ = −Reλ(α + iβ,μ2,
√
ε ) (67)
with the terms up to O (
√
ε ) included in λ as deﬁned in (25). It follows that Γ εe is O (
√
ε ) close
to the corresponding elliptic paths Γe . If we transform now the linear system (45) along an elliptic
path Γ εe we obtain
√
ε
du2
dτ
= −i(λ(y2(τ ),μ2,√ε )λ¯(y2(τ ),μ2,√ε ))u2,
√
ε
dv2
dτ
= −i(ν(y2(τ ),μ2,√ε )λ¯(y2(τ ),μ2,√ε ))v2. (68)
Contraction and expansion properties for the v2 equation are the same as described in Lemmas 4.4
and 4.5.
5. Analysis of the non-linear ﬂow
In this section we prove the results stated in Section 3 by considering the dynamics of (24) respec-
tively (37) along elliptic paths. In our analysis we will be making extensive use of the characterization
of elliptic paths worked out in Section 4.
Proposition 5.1. A transformation of system (37) along an elliptic path Γ εe gives
√
ε
du2
dτ
= −iλ(τ ,μ2,
√
ε )λ¯(τ ,μ2,
√
ε )u2 + G1(τ ,μ2,u2, v2),
√
ε
dv2
dτ
= −iν(τ ,μ2,
√
ε )λ¯(τ ,μ2,
√
ε )v2 + G2(τ ,μ2,u2, v2), (69)
where y2(τ ) is a parametrization of an elliptic path Γ εe starting on the real axis in an O (
√
ε ) neighborhood
of some y2,0 < 0 and ending on the real axis in an O (
√
ε ) neighborhood of y2,∗ > 0 deﬁned by (63) respec-
tively (64). The functions Gi , i = 1,2, are deﬁned by
Gi = O
(
ε, |u2|2 + |v2|2
)
. (70)
First, we have to be concerned with the existence and uniqueness of solutions of an initial value
problem in the complex domain. There is an equivalent theorem of Piccard–Lindelöf type for complex
ODEs [20]. If the vector ﬁeld (69) is holomorphic, bounded and Lipschitz in a closed disc around the
initial condition, then the corresponding complex ODE has a unique solution in this disc. Secondly,
following Weierstrass, solutions can be analytically extended along a path as long as the vector ﬁeld
can be extended along the same path. Since we study system (69) along elliptic paths, care has only
to be taken about those paths which are not in the domain of analyticity, i.e., paths connecting to the
branch points y2 = ±1 or to the pole P2.
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The linear ﬂow of (69) is given by the transition matrix
Φ(τ , τ0)
:=
(
exp( −i√
ε
∫ τ
τ0
λ(σ ,μ2,
√
ε )λ¯(σ ,μ2,
√
ε )dσ) 0
0 exp( −i√
ε
∫ τ
τ0
ν(σ ,μ2,
√
ε )λ¯(σ ,μ2,
√
ε )dσ)
)
.
(71)
We rewrite (69) in the integral form:
(
u2(τ ,u0, v0)
v2(τ ,u0, v0)
)
= Φ(τ ,0)
(
u0
v0
)
+ 1√
ε
τ∫
0
Φ(τ ,σ )G
(
u2(σ ,u0, v0), v2(σ ,u0, v0)
)
dσ . (72)
Proposition 5.2. Let 0< α < 1/4 be a constant. Assume that |(u0, v0)| = O (ε1/2+α), and that y2(τ ) is an ε
dependent elliptic path in the left half-plane (including the imaginary axis). Then
τ∫
0
Φ(τ ,σ )G
(
u2(σ ,u0, v0), v2(σ ,u0, v0)
)
dσ = O (ε1+2α). (73)
Proof. From the form of Φ(τ ,σ ) we conclude that
∫ τ
0 Φ(τ ,σ )dσ = O (
√
ε ). Since G(0,0) = O (ε)
we further conclude that
∫ τ
0 G(0,0)Φ(τ ,σ )dσ = O (ε3/2). Using (70) combined with a Gronwall-like
estimate we ﬁnd that the remaining terms are O (ε1+2α). Estimate (73) follows from the assumption
α < 1/4. 
Corollary 5.1. Under the assumptions of Proposition 5.2 the following estimate holds
∣∣∣∣
(
u2(τ ,u0, v0)
v2(τ ,u0, v0)
)
− Φ(τ ,0)
(
u0
v0
)∣∣∣∣= O (ε1/2+2α). (74)
In particular, it follows that
(
u2(τ ,u0, v0), v2(τ ,u0, v0)
)= O (√ε ). (75)
Proof. Follows from (72). 
Remark 5.1. We have obtained the estimate (75) only for ε dependent elliptic paths Γ εe , but this
estimate also works for the ε independent paths Γe since for such paths it is possible to prove Propo-
sition 5.2 with the exponent 1+ 2α replaced by 1.
Remark 5.2. It is possible to obtain similar results for the elliptic path in the positive half-plane and
integrating backwards in the parameter τ from y2,∗ to the imaginary axis.
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In this section we consider the linear equation (46) and study the amount of expansion, contrac-
tion and rotation along paths with the main goal of ﬁnding out the amount of rotation along elliptic
paths. Recall that the solution of (46) is given by (47). Suppose y2(τ ) is a smooth path in the complex
plane. The solution along such a path can be obtained by direct substitution of y2(τ ) into (47) or by
solving the linear equation
√
ε
du2
dτ
= λ(y2(τ ),μ2,0)dy2
dτ
u2. (76)
The exponent of expansion/contraction along a path y2(τ ), τ ∈ [0, T ], is given by
1√
ε
T∫
0
Re
(
λ
(
y2(τ ),μ2,0
)dy2
dτ
)
dτ
and the amount of rotation is
1√
ε
T∫
0
Im
(
λ
(
y2(τ ),μ2,0
)dy2
dτ
)
dτ .
Note that the above quantities depend on the initial point and the end point and not on the path
itself. We are interested in ﬁnding the amount of rotation along an elliptic path Γe from the real axis
to the imaginary axis. Instead of making the computation along the elliptic path we use the real axis
and the imaginary axis. The amount of rotation along the real axis y2(τ ) = τ is
− 1√
ε
0∫
−1
√
1− τ 2
μ2/2+ (a1 + a2)τ dτ .
To compute the rotation along the imaginary axis we ﬁrst state (76) explicitly along the imaginary
axis, i.e., y2(τ ) = iτ . We have
λ(iτ ) = i(τ −√1+ τ 2 ) μ2/2− (a1 + a2)iτ
μ22/4+ (a1 + a2)2τ 2
.
It follows that (76) along the imaginary axis becomes
√
ε
du2
dτ
= (√1+ τ 2 − τ ) μ2/2− (a1 + a2)iτ
μ22/4+ (a1 + a2)2τ 2
u2 (77)
and the amount of rotation along the imaginary axis from the origin to some point β∗ equals
−(a1 + a2)√
ε
β∗∫
0
τ (
√
1+ τ 2 − τ )
μ22/4+ (a1 + a2)2τ 2
dτ .
For y2,0 < −1 let R(y2,0,μ2)/√ε denote the amount of rotation along the segment of the elliptic
path starting at y2,0 and ending on the imaginary axis. It follows from the above that
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0∫
−1
√
1− τ 2
μ2/2+ (a1 + a2)τ dτ − (a1 + a2)
β∗∫
0
τ (
√
1+ τ 2 − τ )
μ22/4+ (a1 + a2)2τ 2
dτ ,
where iβ∗ is the intersection point of the elliptic path with the imaginary axis. Now let y2,∗ > 1 be
the endpoint of the elliptic path starting at y2,0 and let R−(y2,∗,μ2)/
√
ε be the amount of rotation
along the elliptic path computed backwards in time, i.e., starting at y2,∗ and ending at y2,i = iβ∗ . It
follows from the above that the formula for R−(y2,∗,μ2) is
R−(y2,∗,μ2) =
1∫
0
√
1− τ 2
μ2/2+ (a1 + a2)τ dτ − (a1 + a2)
β∗∫
0
τ (
√
1+ τ 2 − τ )
μ22/4+ (a1 + a2)2τ 2
dτ .
We have the following result:
Proposition 5.3. For any μ0 > 0
dR(y2,0,μ2)
dμ2
∣∣∣
μ2=μ0
= dR−(y2,∗,μ2)
dμ2
∣∣∣
μ2=μ0
.
Proof. Note that
R−(y2,∗,μ2) − R(y2,0,μ2) =
1∫
−1
√
1− τ 2
μ2/2+ (a1 + a2)τ dτ .
Hence
d
dμ2
(
R−(y2,∗,μ2) − R(y2,0,μ2)
)= d
dμ2
1∫
−1
√
1− τ 2
μ2/2+ (a1 + a2)τ dτ < 0. 
Next, consider the solution u2(τ ) of (76) along Γe with u2(0) = 1 and let v(μ) = u2(τi). Similarly,
let u2,∗(τ ) be the solution satisfying u2(T ) = 1 and let v∗(μ) = u2,∗(τi). We will interpret v and v∗
as vectors in R2. Let ϑ(μ) be the angle between these vectors (considered as a number between 0
and 2π ). Let
Aδ =
{
μ: ϑ(μ) δ for all μ ∈ [μ0,μ1]
}
,
where μ0 < μ1 are some positive numbers. Furthermore, let Acδ be the complement of Aδ in [μ0,μ1].
Note that Acδ is a union of open intervals. We have the following result.
Proposition 5.4. There exists a constant K > 0 such that for each δ > 0 and ε > 0 suﬃciently small the total
length of Acδ is bounded by Kδ.
Proof. By Proposition 5.3, the amount of rotation along the part of Γe from y2,0 to iβ∗ is
− 1√
ε
R(y2,0,μ) mod 2π. (78)
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1√
ε
R−(y2,∗,μ) mod 2π. (79)
By Proposition 5.3, ϑ(μ) decreases monotonically in μ with non-zero derivative until it reaches 2π
and then it is reset to 0, etc. It follows from (78) and (79) that there are O (1/
√
ε ) intervals in Acδ
and each of length δO (
√
ε ). The result follows. 
In the remainder of this section we discuss a generalization of Proposition 5.4 to the setting of ε
dependent paths. Fix y2,0 and let Γ εe denote the family of ε dependent elliptic paths starting at y2,0.
Let Aεδ be deﬁned analogously as Aδ using Γ
ε
e instead of Γe . We have the following result.
Proposition 5.5. There exists a constant K > 0 such that for each δ > 0 and ε > 0 suﬃciently small the total
length of Ac,εδ is bounded by Kδ.
Proof. Note that Γ εe is uniformly O (
√
ε ) close to Γe . It follows that the amount of rotation along Γe
and Γ εe is equal at lowest order, which means that each of the intervals which make up A
c,ε
δ changes
in length by at most O (ε). The result follows. 
5.3. Proof of Theorem 3.1
To prove the theorem we need to review some properties of system (20), which is the layer
problem (or fast subsystem) of (13). To emphasize the connection with canard explosion [24,25] we
replace y2 by a parameter λ2:
x˙2 = λ2 − z2,
z˙2 = x2 + z22. (80)
We assume that 0 < λ2 < 1. In [24] it is proved that for every ﬁxed λ2 (80) has a unique trajectory
which is algebraic in forward time. More speciﬁcally, in chart K1 of the blow-up (the coordinates
in K1 are (x1, y1, r1, ε1, λ1)) restricting to the space r1 = 0 leads to an equation which is a compacti-
ﬁcation of (80). For this system, [24] proves the existence of a two-dimensional center manifold (see
Proposition 3.1 in [24]). Fixing λ2 speciﬁes a single trajectory in the center manifold, which, in the
context of (80), is algebraic forward in time. We denote this trajectory by Sr,λ2 . We also note that the
mentioned two-dimensional center manifold provides a close approximation to Sr,
√
ε in the transition
region between chart K1 and chart K2 (section Σ2). Consequently, in terms of the coordinates (12)
the union of Sr,λ2 over λ2 provides a close approximation of Sr,
√
ε .
Lemma 5.1. Consider system (80) with 0< λ2 < 1. Let
Σλ2 =
{
(x2, z2): z2 = λ2, x2 < −λ22
}
.
Let (x2,0, λ2), (x2,1, λ2) ∈ Σλ2 be such that (x2,1, λ2) is on the forward orbit of (x2,0, λ2) and the forward orbit
of (x2,1, λ2) does not return to Σλ2 as well as it is not contained in Sr,λ2 . Then there exists a point x2,∗ ∈ Sr,λ2
with x2,0 < x2,∗ < x2,1 (see Fig. 10).
Proof. Consider a rectangle
R = {(x2, z2): |x2| δ2, λ2  z2 √δ2 + λ2},
2872 M. Krupa, M. Wechselberger / J. Differential Equations 248 (2010) 2841–2888Fig. 10. The layer problem (80) for λ2 > 0. The half-ray Σλ2 = {(x2, z2): x2 < −λ22, z2 = λ2} is a transversal of the ﬂow. The
manifold Sr,λ2 is a separatrix of the ﬂow, i.e., trajectories corresponding to points to the left of x2,∗ on Σλ2 will not return (in
forward time) to the transversal Σλ2 .
where δ2 is the constant used in the deﬁnition of section Σ2. It follows from continuity of the ﬂow
that all trajectories starting in Σλ2 between the points (x2,0, λ2) and (x2,1, λ2) must enter R . Further
we note that the set {(x2, z2): x2 = −δ2, z2 > 0} is contained in Σ2 and is the region of entry to
chart K1. It follows from the analysis in [24] that Sr,λ2 ∩ {(x2, z2): x2 = −δ2, z2 > 0} is a single point
(δ2, z∗2). By assumption the trajectory of (x2,1, λ2) either intersects {(x2, z2): x2 = −δ2, z2 > 0} with
z2 > z∗2 or it leaves R through the line z2 = λ2 + δ2. On the other hand, the trajectory of (x2,0, λ2)
leaves R through (x2,1, λ2). It is easy to check that trajectories are transverse to Σλ2 and to the line
segments {(x2, z2): x2 = −δ2, z2 > 0} and {(x2, z2): z2 = λ2 + √δ2}. Since the trajectory of x2,0 must
make one full revolution before it returns to x2,1 and subsequently gets repelled, there must be a
point in between which corresponds to Sr,λ2 . 
Remark 5.3. The singular strong canard, which exists for y2 = 0 is the union of Sa,0 and Sr,0.
Lemma 5.2. Consider system (80) with 0 < λ2 < 1 and let Πλ2 : Σλ2 → Σλ2 be the return map by the ﬂow
of (80). Let ρ and ω > 0 be the real and the imaginary parts of the eigenvalue of the equilibrium (−λ22, λ2),
respectively. Then, close to the equilibrium (−λ22, λ2) the return time is approximately 2π/ω and
x2 → e2πρ/ωx2
describes Πλ2 at lowest order.
Proof. This follows from the fact that the ﬂow of (80) near (−λ22, λ2) can be linearized. 
Corollary 5.2. There exists a constant δ > 0 such that for any (x2, λ2) ∈ Σλ2 and m = [− ln |x2 + λ22|] (the
largest integer less than or equal to − ln |x2 + λ22|)
dist
(
Πmλ2(x2, λ2),
(−λ22, λ2)) δ.
Proof of Theorem 3.1. Consider an interval J ∈ Sa,ε ∩ Σ1 bounded by points p (independent of ε)
and q(ε). We assume that p and q(ε) are in the interior of the interval bounded by y = z and the
strong canard. We assume about p that the distance between p and the strong canard is uniformly
bounded by a positive constant. We assume that q converges to the strong canard as ε → 0; the rate
of convergence will be speciﬁed below. We require that the coordinates are those of system (69) and
we assume that Π1 transforms Σ1 to these coordinates.
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K > 0 is an arbitrarily large constant. We denote a choice of such manifold by CMa,
√
ε and assume
that K > δ2. It follows that Π1(p) must be exponentially close to CMa,
√
ε and, since the constant
and y2 dependent O (
√
ε ) terms in (69) vanish, CMa,
√
ε must be O (ε) close to the origin in the
coordinates of (69). It follows that Π1(p) must be O (ε) close to the origin in the coordinates of (69).
Finally the distance between q and the strong canard is chosen so that the distance between Π1(p)
and Π1(q) is ε1/2+α , where α is an arbitrary constant satisfying 0 < α < 1/4 (it would be suﬃcient to
assume that this distance satisﬁes a much less speciﬁc estimate but for convenience we assume that
it is as stated). It follows that the set J2 = Π1( J ) is a smooth curve of length O (ε1/2+α). Note that J2
can be assumed to be contained in a leaf of the weak stable foliation Ws (which is not unique) so
that the slope of its tangent line at Π1(p) is O (ε) close to the line spanned by (u2, v2) = (1,0). Since
the length of J2 is O (ε1/2+α) it must be O (ε1+2α) close to its tangent line.
We now track J2 along the elliptic path Γ εe starting at y2,0. Using estimate (74) we obtain that J2
transforms to a curve J∗ whose one endpoint (the image of Π1(p)) is O (ε) and the other endpoint
(the image of Π1(q)) is ε1+α + O (ε1+2α) away from the origin. Furthermore the curve J∗ is O (ε1+2α)
close to a ray emanating from the origin of Σ∗ . By applying the inverse of the transformation (36) we
return to the variables of (13). By adjusting y∗ slightly we can make sure that J∗ is O (ε1+2α) close
to the ray z2 = y2,∗ , x2 < −y22,∗ .
We now investigate how J∗ transforms further under the dynamics of (13) (for the remainder of
this proof we just consider real dynamics). Let CMr,
√
ε be a slow manifold analogous to CMa,
√
ε for
y2 > 0. The manifold CMr,
√
ε is non-unique and can be chosen to be the stable manifold of P2,
√
ε .
Note that for points which are not exponentially close to CMr,
√
ε the dynamics of (13) is O (
√
ε ) close
to the dynamics of (20) or, equivalently, of (80). We begin by considering the dynamics of (80) with
λ2 = y2,∗ and let Σ˜∗ = Σ˜y2,∗ (i.e., the half-line deﬁned z2 = y2,∗ and x2 < −y22,∗). We assume, without
loss of generality, that J∗ is a line segment contained in Σ˜∗ . Note that one endpoint of J2 must be
O (ε) close to the equilibrium (−y22,∗, y2,∗) and the other endpoint must satisfy x2 + y22,∗ < −kε1/2+α ,
where k > 0 is a constant. Let x2,0 and x2,1 be as deﬁned in Lemma 5.1. It follows from Corollary 5.2
that there exist m > 0 and points xm2,0, x
m
2,1 ∈ J∗ satisfying Πmy2,∗(xm2, j, y2,∗) = (x2, j, y2,∗), j = 0,1 and
m = O (− lnε). For λ2 close to y2,∗ let (x2,∗(λ2), λ2) denote the unique point in Σy2,∗ ∩ Sr,λ2 with
x2,0 > x2,∗(λ2) > x2,1. Clearly the curve (x2,∗(λ2), λ2) intersects the interval Πmy2,∗( J∗) transversally.
We now return to the dynamics of (13). Let Π˜ be the return map under the ﬂow of (13) deﬁned
on the section Σ˜ = {(x2, y2, z2): y2 = z2, x2 < −y22}. Note that the map Π˜ is a small perturbation
of Πy2,∗ . It follows from the form of (13) and from the fact that m = O (− lnε) (see preceding para-
graph) that the variation in y2 over the m iterates of Π˜ is O (
√
ε lnε) and the (x2, z2) component
of Π˜m(x2, y2, z2) is O (
√
ε (lnε)) close to Πmy2,∗(x2, z2). It follows that Π˜
m( J∗) intersects transversally
the curve (x2,∗(λ2), λ2, λ2), where x2,∗(λ2) is as deﬁned in the preceding paragraph. Since this curve
approximates closely a curve of points in Sr,
√
ε it further follows that Π˜
m( J∗) has an intersection
point with Sr,
√
ε . 
5.4. Proof of Theorem 3.2
We restate the result in the following way.
Theorem 5.1. Suppose an ε dependent elliptic path Γ εe is given starting at y2,0 < −1 and ending at
y2,∗(
√
ε ) > 1. Let y2(τ ) be the corresponding solution of (67) with τ ∈ [0, T ], y2(0) = y2,0 < −1 and
y2(T ) = y2,∗ (we suppress the dependence on ε). Suppose that μ ∈ Aεδ , as deﬁned in Section 5.2. Then there
exists a trajectory (u2,c(τ ), v2,c(τ )) of (69) deﬁned on [0, T ] with |(u2,c(τ ), v2,c(τ ))| = O (ε) uniformly on
[0, T ].
Proof. We deﬁne a family of solutions (u2(τ ,ρ), v2(τ ,ρ)) of (69), where (u2(0,ρ), v2(0,ρ))
parametrizes Sa,
√
ε ∩ Σ2 near CM. Let 0 < α < 14 be an arbitrary constant. To simplify the exposi-
tion, we ﬁrst present the argument under the assumption that (u2(0,ρ), v2(0,ρ)) is the line segment
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(ρε1/2+α,0), ρ ∈ [−1,1], and subsequently indicate how the argument can be adapted to a more
general form of (u2(0,ρ), v2(0,ρ)). Let τi be such that y2(τi) = iβ∗ . Let
nl = {(u2(τi,ρ), v2(τi,ρ)): ρ ∈ [−1,1]}.
It follows from (74) that nl is O (ε1/2+2α) close to the line segment
l =
{
Φ(τi,0)
(
ρε1/2+α
0
)
: ρ ∈ [−1,1]
}
.
Similarly, we consider a family of solutions of (69) (u∗2(τ ,ρ), v∗2(τ ,ρ)), where, for any ρ ∈ [−1,1],
(u∗2(T ,ρ), v∗2(T ,ρ)) = (ρε1/2+α,0) is a line segment and let
nl∗ = {(u∗2(τi,ρ), v∗2(τi,ρ)): ρ ∈ [−1,1]}.
It follows from (74) that nl∗ is O (ε1/2+2α) close to the line segment
l∗ =
{
Φ(τi, T )
(
ρε1/2+α
0
)
: ρ ∈ [−1,1]
}
.
By deﬁnition of Aεδ the angle between l and l
∗ is bounded below by δ. The curves nl and nl∗ are
contained in a two-dimensional (one complex dimension) submanifold Mreal of C2 corresponding to
the values of solutions at τi whose value on the real axis corresponds to a real vector for (22). (One
way to construct such a manifold is to consider solutions of (69) along the imaginary axis from the
origin to iβ∗ with initial conditions of the form (z, z¯).) By the estimate (74) the lines l and l∗ are
O (ε1/2+2α) close to Mreal, so their projections onto Mreal intersect at an angle bounded below by
δ + O (εα). Let l˜ denote the projection of l onto Mreal. Note that l˜ separates Mreal into two connected
components. It follows from the deﬁnition of Aδ that there are points on the line l˜∗ in either of these
components whose distance from l˜ is bounded below by cε1/2+α , where c > 0 is a constant. By (74)
there are points on the curve nl∗ in either of these components whose distance from l˜ is bounded
below by cε1/2+α (c might have to be reduced). By possibly restricting the size of Mreal we can guar-
antee that nl also separates Mreal into two connected components whose common boundary is by (74)
O (ε1/2+2α) close to l˜. Hence nl∗ must intersect both of the connected components and thus also nl.
In other words, there exist ρ0 and ρ∗ such that (u2(τi,ρ0), v2(τi,ρ0)) = (u∗2(τi,ρ∗), v∗2(τi,ρ∗)); see
Fig. 11. It is also clear that |(u2(τi,ρ0), v2(τi,ρ0))| = O (ε). It follows that this solution with the initial
condition (ε1/2+αρ0,0), denoted by (u2,c(τ ), v2,c(τ )), has the required properties.
Finally, note that instead of using the line segment (ρε1/2+α,0) as initial respectively ﬁnal condi-
tions used to generate the curves nl (respectively nl∗) we can use curves which are close to it. The
curves Sa,
√
ε ∩ Σ2 and Sr,√ε ∩ Σ∗ both have this property. The result follows. 
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It is important to identify which of the solutions of (37) respectively (69) correspond to real solu-
tions of (24). From transformation (36) it follows that for −1 < y2 < 1 on the real axis the condition
on (u2, v2) is v2 = u¯2 to generate a real solution of (24). If |y2| > 1 on the real axis then u2 and v2
have to be real to generate a real solution of (24). For each y2 ∈ C there is a one-dimensional sub-
manifold of C2 (of complex dimension 1) determined by real initial conditions. Such a manifold was
introduced in the proof of Theorem 5.2 for the speciﬁc choice y2 = iβ∗ and denoted by Mreal. We
have the following result.
Lemma 5.3. Suppose 0 < y2,∗ < 1 and let Σ∗ be deﬁned by y2 = y2,∗ . Let K > 0 and 0 < α < 1/4 be
constants and deﬁne the disk
BK =
{
(u2, u¯2): |u2| < Kε1/2+α
}
in Σ∗ . Consider solutions of (69) with initial conditions in BK . Let B˜ K be the pre-image of BK obtained by
following the trajectories backwards in the parameter τ to τi = iβ∗ on the imaginary axis. Then B˜K contains
the intersection of Mreal with a disk of radius Kε1/2+α + O (ε1/2+2α). (In other words all points in Mreal which
are O (ε1/2+α) close to the origin are in B˜K , for some K .)
Proof. The result follows from (74) and from the fact that the linearization acts as pure rotation on
the ﬁrst component of an initial condition (u2, u¯2). 
Remark 5.4. For y2 > 1 the initial condition of a real solution is (u2, v2) with u2 and v2 real. This
means that if a real solution is followed along an elliptic path backward to the imaginary axis, only
one coordinate is acted on by pure rotation and the other one is contracted. This means that the
statement of Lemma 5.3 does not hold for this case.
Proof of Theorem 3.3. Consider any initial condition p ∈ Σ2 with |p| = O (√ε ). By possibly mak-
ing y2,0 slightly smaller we can assume that |p| = O (ε1/2+α). Let p˜ be the endpoint of the solution
of (69) starting at p and moving along the segment of the elliptic path Γ εe from y2,0 to y2 = iβ∗ (on
the imaginary axis). It follows from (74) that |p˜| = O (ε1/2+α). By Lemma 5.3 there exists a q ∈ Σ∗
whose backward orbit on the elliptic path ending at y2,∗ hits p˜. 
5.6. Proof of Theorem 3.4
We restate Theorem 3.4 as follows
Theorem 5.2. Suppose Γe is an elliptic path starting at some y2,0 < 0 and ending at y2,∗ > 0 and y2(τ )
is the corresponding solution of (48). Consider Eq. (24) with an initial condition (x2,0, y2,0, z2,0) and the
corresponding initial condition (u2,0, v2,0, y2,0) of (37) and assume that (u2,0, v2,0) = O (√ε ). Then the
corresponding trajectory (x2(t), y2(t), z2(t)) remains in a ﬁxed small neighborhood of CM at any y2 
Ψwio(y2,0,μ2) + o(1).
Proof. We consider two trajectories of (37): one with initial condition (u2,0, v2,0, y2,0) and the other
with initial condition (u2,∗, v2,∗, y2,∗) where (u2,∗, v2,∗) are chosen subject to the requirement that
(u2,∗, v2,∗) = O (√ε ) and the corresponding solution of (24) is real. Let τi and β∗ be as deﬁned in the
proof of Theorem 5.1, i.e., y2(τi) = iβ∗ . We follow the two initial conditions along Γe forwards respec-
tively backwards in the parameter τ , up to τ = τi . Let (u2(τ ), v2(τ ), y2(τ )) and (u˜2(τ ), v˜2(τ ), y2(τ ))
be the corresponding solutions of (69). It follows from Proposition 5.2, Remarks 5.1 and 5.2 that the
distance between (u2(τi), v2(τi), y2(τi)) and (u˜2(τi), v˜2(τi), y2(τi)) is O (
√
ε ). We now follow the
two solutions along the path given by the imaginary axis from iβ∗ to 0. It follows from the properties
shown in Section 5.2 that the contraction in the u2 coordinate must be given by
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(
1√
ε
0∫
y2,0
Reλ(σ )dσ
)
.
Hence we must have
∣∣u2(0) − u˜2(0)∣∣= O
(
exp
(
1√
ε
0∫
y2,0
Reλ(σ )dσ
))
. (81)
(In (81) we consider the solutions parametrized by y2.) The next step of our argument is that the
solution we consider came from solutions of (24) in the real domain. This implies that v2(0) = u2(0)
and v˜2(0) = u˜2(0). Hence estimate (81) also holds for v2(0) and v˜2(0). Finally note that the maximal
expansion along a solution from 0 to any y2 > 0 is given by exp(
∫ y2
0 Reλ(σ )dσ). Hence, if y2 > 0 is
such that
y2∫
y2,0
Reλ(σ )dσ < 0,
then the corresponding solution of (24) (x2(τ ), y2(τ ), z2(τ )), with τ real, on the interval between y2,0
and y2 must be O (
√
ε ). The result follows. 
5.7. Proof of Theorem 3.5
We need the following result concerning the map Π1.
Lemma 5.4. Let δ2 be the constant used in the deﬁnition of Σ2 in Section 3. There exists a continuous function
C(δ2), satisfying
lim
δ2→∞
C(δ2) = 0,
such that the maximal contraction rate of Π1 is bounded by exp (−C(δ2)/√ε ).
Proof. By arguments similar as used in Section 2 we can estimate the maximal transition time
from Σ1 to Σ2 for (16) by C˜(δ2)/
√
ε, where C˜(δ2) depends continuously on δ2 and limδ2→∞ C˜(δ2) = 0.
The result follows. 
Proof of Theorem 3.5. We ﬁrst consider the case y2,b < 1. For this part of the proof it suﬃces to
consider the trajectories of (24) and (13) along the real axis. Fix K > 0. Suppose a trajectory of (69)
is given and suppose that
∣∣(u2(τ ), v2(τ ))∣∣ K√ε, with y2(τ ) y2,b + δ˜. (82)
Suppose also that (u2(τ ), v2(τ )) is not exponentially close to Sr,
√
ε . We now argue in a similar way
as in the proof of Theorem 3.1. We return to the coordinates of (13) and note that (82) implies
that the trajectory is O (
√
ε ) away from CM. Note that the ﬂow transverse to CM follows the layer
dynamics (20). It is shown in the proof of Theorem 3.1 that all solutions of (20) which are suﬃciently
far away from the equilibrium (O (
√
ε ) is suﬃcient) and not exponentially close to Sr,
√
ε reach section
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suﬃcient to prove that (82) holds.
We now concentrate on proving that condition (82) is satisﬁed for most trajectories. Let y2,0 be
suﬃciently large (to be speciﬁed later) and let y2,∗ be determined by (30). For each point p ∈ Π1(I)
let p∗ ∈ Σ∗ be the endpoint of the trajectory of (69). If (82) holds for all trajectories with initial
conditions in Π1(I) then, by the argument above, the result must hold. Suppose that there exists
p ∈ I such that
∣∣(u2(τ ), v2(τ ))∣∣< K√ε, for all y2(τ ) y2,b + δ˜ (83)
and let p˜ = Π1(p). We consider the trajectory of p˜ under the ﬂow of (24) and the linearization
of (24) about this trajectory. This linearized ﬂow from Σ2 to the section deﬁned by y2 = y2,∗ + δ˜ is
an expansion with expansion rate approximately given by
exp
(
− 1√
ε
y2,∗+δ˜∫
y2,0
Reλ(σ )dσ
)
. (84)
Lemma 5.4 guarantees that by taking y2,0 < 0 with suﬃciently large absolute value we can make
sure that the contraction rate of Π1 is smaller than the contraction rate given by (84). Hence the
transition from I ∩ Σ1 to the section deﬁned by y2 = y2,∗ + δ˜ given as the composition of Π1 and
the transition by (24), must exponentially expand the distance between p and any other point q ∈ I .
It follows that (83) can hold for a point q ∈ I only if q is exponentially close to p. In other words,
(82) must be satisﬁed for all points which are not exponentially close to p. Therefore, (83) is satisﬁed
for all points in I possibly with the exception of an exponentially small interval. Recall that we have
also required that (u2(τ ), v2(τ )) should not be exponentially close to Sr,
√
ε . By possibly making y2,0
smaller (|y2,0| larger) we can guarantee that this requirement holds for all initial conditions in I with
the exception of an exponentially small interval. The result follows.
To prove the theorem in the case of y2,b > 1 we use the fact that the intersection of Sa,
√
ε and
Sr,
√
ε is transverse for almost all μ2 ∈ [μ2,0,μ2,1] which follows from Theorem 3.2. For μ2 ∈ Aδ
the angle between Sa,
√
ε and Sr,
√
ε is bounded below by δ. That means that given a solution whose
initial condition is not exponentially close to the weak canard must have a fairly large component
in the strongly expanding direction at y2 = iβ∗ (depending linearly on the distance between the
initial condition and the weak canard in Σ2). We measure the evolution of this strongly expanding
component by linearizing (37) along the weak canard. We ﬁrst continue along the imaginary axis as
in the proof of Theorem 3.4, and, analogously as in the proof of Theorem 3.4, we show that when
the solution reaches y2 = 0 this component shrinks by the factor exp(−1/√ε
∫ 0
y2,0
Reλ(σ )dσ). As we
continue along the real axis the component in the strong unstable direction will expand up to order
O (1) when y2 reaches the vicinity of y2,∗ = Ψwio(y2,0). (For the last part of the argument we use the
context of (24), to avoid singularities.) 
Remark 5.5. Note that due to the convenient estimate (74) we are also able to track the evolution
of the phase of a solution as it moves through the delayed Hopf region. We have already used this
fact to some degree in proving the canard results. Another use would be to obtain estimates for the
value of x2 as the solution reaches Σ3, but many details still need to be worked out, so we leave this
question for future investigations.
6. Local analysis near FSN I
Here we present basic properties of the ﬂow (9) near an FSN I singularity to outline the simi-
larities respectively differences to the FSN II analysis. A detailed analysis will be the topic of another
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curve L, z < 0 to Sa and z > 0 to Sr .
publication. We proceed in the same spirit as done for the FSN II singularity in Section 2. The reduced
system of (9) obtained in the limit ε → 0 and projected onto the (y, z)-plane is given by
y˙ = 1+ O (y, z),
−2z(1+ O (y, z))z˙ = −z + δ(α − y2)+ O (z(y + z), y3) (85)
and the corresponding desingularized system after rescaling time by the factor −2z(1 + O (y, z)) is
given by
y˙ = −2z(1+ O (y, z)),
z˙ = −z + δ(α − y2)+ O (z(y + z), y3). (86)
The phase portrait of both systems are the same, just the orientation of trajectories of (86) has to
be changed on Sr to obtain those of (85). For α = 0 the (equivalent) phase portrait of the FSN I
singularity is shown in Fig. 12 where we distinguish between the two sub-cases δ = ±1. Note the
main differences between the two sub-cases of the FSN I singularity: the δ = 1 case (Fig. 12, right)
is similar to the FSN II case since there exists a funnel region to the left of the strong canard (bold
curve), i.e., all trajectories within the funnel end up at the FSN I singularity. On the other hand, the
case δ = −1 (Fig. 12, left) has no funnel region in the singular limit and we therefore only expect
initial conditions O (
√
ε ) close to the strong canard to be inﬂuenced by the dynamics near the FSN I
singularity. All other initial conditions will reach the fold and subsequently jump away along fast
ﬁbers. In the following, we will focus on the case δ = 1 because of its similarity to the FSN II case.
A numerical investigation of the δ = −1 case can be found in [13].
As in the FSN II case, we are interested in a map Π : Σ1 → Σ4 induced by the ﬂow of system (9)
with suitable cross-sections deﬁned by Σ1: x = −δ1 and Σ4: z = δ4 (compare with Fig. 2). Again,
to analyze this map we have to introduce intermediate singular cross-sections which are used in
the blow-up analysis of folded singularities which we will not carry out. For details of the blow-up
analysis we refer to [35,41,7].
A distance O (1) away from the fold the ﬂow of system (9) for 0 < ε  1 is completely described
by classical Fenichel theory [12,22], i.e., there exists a smooth locally invariant normally hyperbolic
manifold Sa,ε which is an O (ε) smooth perturbation of S . Blow-up analysis [39,40,35] shows that
Fenichel theory can be extended up to a section Σ2: x= −δ2ε (see Fig. 2), i.e., O (ε) close to the fold-
curve L. Similarly, Sr,ε can be extended (by Fenichel theory) up to a section Σ3: z = δ3ε (compare
with Fig. 2). The following result holds [39,40]:
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manifolds and O (ε1/4) smooth perturbations of S. The ﬂow on Sa,ε1/4 respectively on Sr,ε1/4 is an O (ε
1/4)
perturbation of the reduced ﬂow.
The core analysis is to understand the ﬂow past the fold-curve L. For this we have to rescale
system (9) by setting
x= εx2, y = ε1/4 y2, z = ε1/2z2, α = ε1/2α2, t = ε1/2t2. (87)
Note the difference to the FSN II case (12). System (9) transforms to
x′2 = −z2 + δ
(
α2 − y22
)+ O (ε1/4),
y′2 = ε1/4
(
1+ O (ε1/4)),
z′2 = x2 + z22 + O
(
ε1/4
)
, (88)
which is a zoom of the vector ﬁeld near the FSN I singularity. Note further that the parameter α
is also rescaled and reﬂects the order α = O (ε1/2). Therefore, limε→0 α = 0 and we have an FSN I
singularity for all α = O (ε1/2). The section Σ2 is now given by x2 = −δ2, section Σ3 by z2 = δ3
and section Σ1 by x2 = −δ1/ε. From Proposition 6.1 we know that system (88) possesses invariant
manifolds Sa,ε1/4 respectively Sr,ε1/4 up to section Σ2 respectively Σ3 covered by Fenichel theory.
It becomes now apparent from the perturbation structure of system (88) why these manifolds are
O (ε1/4) perturbations of S . One important property is that Sa,ε1/4 , respectively Sr,ε1/4 , consists of so-
lutions of (88) of at most algebraic growth as t2 → −∞, respectively t2 → ∞. In fact, these manifolds
approach the parabolic cylinder x2 = z22 for t2 → ±∞. Note that sections Σ2 and Σ3 are indepen-
dent of the perturbation parameter. Thus the ﬂow of system (88) is covered by Fenichel theory from
inﬁnity to Σ2 respectively Σ3.
Next we focus on system (88) between Σ2 and Σ3. System (88) is still a singularly perturbed
system but with 2 fast variables (x2, z2) and one slow variable y2. The 1-d critical manifold is given
by
CM := {(−(α2 − y22)2, y2, δ(α2 − y22)) ∣∣ y2 ∈ R}. (89)
The reduced ﬂow on this manifold is simply given by y˙2 = 1 which corresponds to the slow time.
The layer problem of (88) is given by
x˙2 = −z2 + δ
(
α2 − y22
)
,
z˙2 = x2 + z22 (90)
with y2 as a parameter and CM (89) as a manifold of equilibria. As mentioned before, we will focus
on the case δ = 1 only. For α2 > 1, linear stability analysis of these equilibria shows:
y2 −
√
1+ α2 stable node,
−√1+ α2 < y2 < −√α2 stable focus,
y2 = −√α2 center,
−√α2 < y2 < −
√
α2 − 1 unstable focus,
−√α2 − 1 y2 √α2 − 1 unstable node,
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α2 − 1 < y2 < √α2 unstable focus,
y2 = √α2 center,
√
α2 < y2 <
√
1+ α2 stable focus,
y2 
√
1+ α2 stable node
while for 0< α2 < 1 we have
y2 −
√
1+ α2 stable node,
−√1+ α2 < y2 < −√α2 stable focus,
y2 = −√α2 center,
−√α2 < y2 < √α2 unstable focus,
y2 = √α2 center,
√
α2 < y2 <
√
1+ α2 stable focus,
y2 
√
1+ α2 stable node.
In both cases, CM loses normal hyperbolicity at y2 = ±√α2, because a pair of complex conjugated
eigenvalues crosses the imaginary axis which correspond to a singular Hopf bifurcation.
Remark 6.1. A similar analysis can be carried out for the case δ = −1.
Away from CM, two explicit algebraic solutions are known for the layer problem of system (88),
γ (t) =
(
−1
4
t2 + 1
2
,±√α2, 1
2
t
)
, (91)
where these solutions correspond to the eigenvalue λ1 = −1 of the linearization of the desingular-
ized ﬂow. These solutions represent connections between the invariant manifolds Sa,2 and Sr,2 of
the unperturbed problem ε → 0 in (88) and have to be viewed as pre-images of a strong canard
corresponding to a folded node singularity (y2 = −√α2 ) and of a canard corresponding to a folded
saddle (y2 = √α2 ) which exist for α > 0 in (9). We conjecture that (for a suitable range of α values)
there exist two canard solutions which act as boundaries of a funnel region. All trajectories starting
in Σ2 within the funnel region (and not exponentially close to either of the canards) will be quickly
attracted towards CM. Similar to the FSN II analysis, we expect that solutions for y2 < −√α2 in sys-
tem (88) within the funnel region will be attracted to CM. Then these trajectories will follow the CM
towards y2 = −√α2. There we expect trajectories to cross over the Hopf singularity y2 = −√α2 to
the repelling branch of the critical manifold CM up to a certain ‘buffer point’ (−√α2 < y2 < √α2 )
before being repelled reminiscent of a delayed Hopf bifurcation. On the other hand, we also expect
canard solutions which follow the reduced ﬂow on the repelling branch of CM even further, or even
cross again the other Hopf singularity y2 = √α2 to the other attracting branch of the critical manifold
CM, which is reminiscent of a faux canard.
We expect that the techniques developed in the analysis of the FSN II case carry over. In particular,
elliptic paths and way-in/way-out functions will determine the delay phenomena. On the other hand,
there are crucial differences to the FSN II case, since there is (a) no Hopf bifurcation in the full system
(9) due to a stability loss of an equilibrium and (b) there is the possibility of solutions to cross back
from Sr to Sa (faux canards). This will be explored in more detail in another paper.
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We can rewrite system (23) in the form
x′2 = Φ(y2,μ2, x2, z2,
√
ε )
(−z2 + √εϕ1(y2) + O (ε,√εx2,√εz2)),
y′2 =
√
ε,
z′2 = Φ(y2,μ2, x2, z2,
√
ε )
(
x2 + 2y2z2 + z22 +
√
εϕ2(y2) + O (ε,
√
εx2,
√
εz2)
)
. (A.1)
We do the transformation in two steps. First we set z˜2 = z2 − √εϕ1(y2). This transformation
yields:
x′2 = Φ(y2,μ2, x2, z2,
√
ε )
(−z˜2 + O (ε,√εx2,√εz2)),
y′2 =
√
ε,
z˜′2 = Φ(y2,μ2, x2, z2,
√
ε )
(
x2 + 2y2 z˜2 + z˜22 +
√
εϕ˜2(y2) + O (ε,
√
εx2,
√
εz2)
)
, (A.2)
where ϕ˜2 = ϕ2 − 2y2ϕ2 − 2z2ϕ1. We now deﬁne x˜2 = x2 + √εϕ˜2(y2). The result follows.
Appendix B. Proof of Proposition 4.1
In (48), we have to analyze the α′ equation along the real axis, i.e., we want to know the value of
Imλ(α,0) deﬁned by (53). Note that in the domain of analyticity we have Imϕ(α,0) = 0 and
Reϕ(α,0) = (μ/2+ α(a1 + a2))−1
{
> 0, α < −μ/(2(a1 + a2)),
< 0, α > −μ/(2(a1 + a2)). (B.1)
Furthermore, we have
Im
(
y − i
√
1− y2 )(α,0) = −√∣∣1− α2∣∣ cos(Arg(√1− y2 )). (B.2)
The argument is given by
Arg
(√
1− y2 )(α,0) =
⎧⎪⎪⎨
⎪⎪⎩
π/2, α < −1,
0, −1 < α < 0,
0, 0 < α < 1,
−π/2, 1 < α.
(B.3)
Therefore we obtain
Im
(
y − i
√
1− y2 )(α,0) =
⎧⎪⎪⎨
⎪⎪⎩
0= 0, α < −1,
−√|1− α2| < 0, −1 < α < 0,
−√|1− α2| < 0, 0 < α < 1,
0= 0, 1 < α.
(B.4)
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Imλ(α,0)
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
= 0, α < −1,
< 0, −1 < α < 0,
< 0, 0 < α < 1,
= 0, 1 < α < −μ/(2(a1 + a2)),
= 0, α > −μ/(2(a1 + a2)),
(B.5)
and the assertion follows.
Appendix C. Proof of Proposition 4.2
In (48), we have to analyze the β ′ equation along the real axis, i.e., we want to know the value of
Reλ(α,0) deﬁned by (53). Note that in the domain of analyticity we have Imϕ(α,0) = 0 and
Reϕ(α,0) = (μ/2+ α(a1 + a2))−1
{
> 0, α < −μ/(2(a1 + a2)),
< 0, α > −μ/(2(a1 + a2)). (C.1)
Furthermore, we have
Re
(
y − i
√
1− y2 )(α,0) = α +√∣∣1− α2∣∣ sin(Arg(√1− y2 )). (C.2)
The argument is given by
Arg
(√
1− y2 )(α,0) =
⎧⎪⎪⎨
⎪⎪⎩
π/2, α < −1,
0, −1 < α < 0,
0, 0 < α < 1,
−π/2, 1 < α.
(C.3)
Therefore we obtain
Re
(
y − i
√
1− y2 )(α,0) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
α +√|1− α2| < 0, α < −1,
α < 0, −1 < α < 0,
α > 0, 0< α < 1,
α −√|1− α2| > 0, 1< α.
(C.4)
As a result we have
Reλ(α,0)
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
< 0, α < −1,
< 0, −1< α < 0,
= 0, α = 0,
> 0, 0< α < 1,
> 0, 1< α < −μ/(2(a1 + a2)),
< 0, α > −μ/(2(a1 + a2)),
(C.5)
and the assertion follows.
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We have to analyze (48) along the positive imaginary axis, i.e., we want to know the values of
Reλ(0, β) and Imλ(0, β) deﬁned by (53). The argument is given by
Arg
(√
1− y2 )(0, β) = 0, ∀β > 0. (D.1)
Furthermore we have
√∣∣1− y2∣∣(0, β) = (1+ β2(2+ β2))1/4. (D.2)
We obtain
Re
(
y − i
√
1− y2 )(0, β) = 0,
Im
(
y − i
√
1− y2 )(0, β) = β − (1+ β2(2+ β2))1/4 < 0, ∀β > 0. (D.3)
Under our assumptions we have that Reϕ(0, β) and Imϕ(0, β) are both positive which leads to
Reλ(0, β) = − Imϕ(0, β) Im(y − i√1− y2 )(0, β) > 0,
Imλ(0, β) = Reϕ(0, β) Im(y − i√1− y2 )(0, β) < 0. (D.4)
The assertion follows.
Appendix E. Proof of Proposition 4.4
The following lemma is needed for the proof of Proposition 4.4:
Lemma E.1. If Im y2 = β  0 then
√
1− y22 = −iy2
√
1− 1
y22
. (E.1)
Proof. We assume that Im y2 = β > 0. The remaining case follows by continuity. We ﬁrst prove that
√
w
(
1+ 1
w
)
= √w ·
√
1+ 1
w
. (E.2)
First note that if w1 and w2 are such that Imw1 · Imw2 < 0 then
√
w1w2 = √w1 · √w2.
Next note that if Imw = 0 then
Imw · Im
(
1+ 1
w
)
< 0,
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follows from (E.2) that
√
1− y22 =
√
−y22 ·
√
1− 1
y22
.
For any y2 satisfying Im y2 = β > 0 we prove that
√
−y22 = −iy2. (E.3)
First note that
√
−y22 = ±iy2,
so that knowing which quadrant y2 or
√
−y22 is in determines whether the plus sign or the minus
sign is applicable. Case (i): Arg y2 ∈ (0,π/2). In this case Im(−y22) < 0 which implies that Arg
√
−y22 ∈
(−π/2,0). Hence (E.3) follows. Case (ii): Arg y2 ∈ (π/2,π). In this case Im(−y22) > 0 which implies
that Arg
√
−y22 ∈ (0,π/2). Again (E.3) must hold. The remaining cases follow by continuity. 
The following lemma implies the result in Proposition 4.4.
Lemma E.2. If |y2| is suﬃciently large and Arg(y2) ∈ (0,π) then Im(y2λ(y2)) < 0.
Proof. Using Lemma E.1 we establish the following expansion:
λ(y2) =
y2 − i
√
1− y22
μ
2 + (a1 + a2)y2
=
y2 − i(−iy2)
√
1− 1
y22
y2(
μ
2y2
+ (a1 + a2)) =
y2(1− (1− 12y22 ))
y2(
μ
2y2
+ (a1 + a2))
= 1
2(a1 + a2)
1
y22
+ O
(
1
|y2|3
)
. (E.4)
We now compute the inner product of the vector ﬁeld
F (y2) =
(− Imλ(y2)
−Reλ(y2)
)
and the radial vector
y2 =
(
Re y2
Im y2
)
.
We have
y2 · F (y2) = − Imλ(y2) · Re y2 − Reλ(y2) · Im y2 = − Im
(
y2λ(y2)
)
. (E.5)
It follows from (E.4) that
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(
1
2(a1 + a2)
1
y2
+ O
(
1
|y2|2
))
= − 1
2(a1 + a2) Im
(
1
y2
+ O
(
1
|y2|2
))
= − 1
2(a1 + a2)|y2|2
(
− Im y2
(
1+ O
(
1
|y2|
)))
< 0.
In the last equality we used the fact that y2λ(y2) restricted to the real line is real analytic at either ∞
or −∞. 
Appendix F. Proof of Proposition 4.5
The eigenvalue λ and its complex conjugate are given by
λ
(
y2(τ ),μ2
)= ϕ(y2(τ ),μ2)(y2(τ ) − i√1− y2(τ )2 ),
λ¯
(
y2(τ ),μ2
)= ϕ¯(y2(τ ),μ2)( y¯2(τ ) + i√1− y2(τ )2 ).
We calculate
λ · λ¯ = ϕ(y2 − i√1− y22 ) · ϕ¯( y¯2 + i
√
1− y22
)
= ϕϕ¯[(y2 y¯2 +√1− y22
√
1− y22
)+ i(y2√1− y22 − y¯2
√
1− y22
)]
. (F.1)
Clearly, the term ϕϕ¯(y2 y¯2 +
√
1− y22
√
1− y22 ) is real. A short calculation shows that
y2
√
1− y22 − y¯2
√
1− y22 = 2i
(
Im y2 Re
√
1− y22 − Re y2 Im
√
1− y22
)
(F.2)
is imaginary. Therefore, we ﬁnally end up with
Re
(−i(λλ¯))= 0,
Im
(−i(νλ¯))= −ϕϕ¯(y2 y¯2 −√1− y22
√
1− y22
+ 2(Re y2(τ ) Im√1− y2(τ )2 − Im y2(τ )Re√1− y2(τ )2 )),
which shows the assertion.
Appendix G. Proof of Proposition 4.6
The eigenvalue λ and the complex conjugate eigenvalue of ν are given by
λ¯
(
y2(τ ),μ2
)= ϕ¯(y2(τ ),μ2)( y¯2(τ ) + i√1− y2(τ )2 ),
ν
(
y2(τ ),μ2
)= ϕ(y2(τ ),μ2)(y2(τ ) + i√1− y2(τ )2 ).
2886 M. Krupa, M. Wechselberger / J. Differential Equations 248 (2010) 2841–2888We calculate
ν · λ¯ = ϕ(y2 + i√1− y22 ) · ϕ¯( y¯2 + i
√
1− y22
)
= ϕϕ¯[(y2 y¯2 −√1− y22
√
1− y22
)+ i(y2√1− y22 + y¯2
√
1− y22
)]
. (G.1)
Clearly, the term ϕϕ¯(y2 y¯2 −
√
1− y22
√
1− y22 ) is real. A short calculation shows that
y2
√
1− y22 + y¯2
√
1− y22 = 2
(
Re y2 Re
√
1− y22 + Im y2 Im
√
1− y22
)
(G.2)
is also real. Therefore, we ﬁnally end up with
Re
(−i(νλ¯))= 2ϕϕ¯(Re y2 Re√1− y22 + Im y2 Im
√
1− y22
)
,
Im
(−i(νλ¯))= −ϕϕ¯(y2 y¯2 −√1− y22
√
1− y22
)
,
which shows the assertion.
Appendix H. Proof of Lemma 4.4
If y2 is in the second quadrant, then −y22 is in the ﬁrst or second quadrant and so is (1− y22). It
follows that
Arg
(
1− y22
)
< Arg
(−y22) ⇒ Arg
√
1− y22 < Arg
√
−y22. (H.1)
Furthermore, because
√
−y22 is in the ﬁrst quadrant and y2 is in the second quadrant, it follows that
Arg
√
−y22 = Arg(y2) −
π
2
. (H.2)
We obtain that the angle between Arg
√
1− y22 and Arg
√
−y22 is bigger than π/2,
Arg
√
1− y22 < Arg(y2) −
π
2
, (H.3)
and the ‘inner product’ of real and imaginary parts in the assertion has to be negative.
Appendix I. Proof of Lemma 4.5
If y2 is in the ﬁrst quadrant, then −y22 is in the third or fourth quadrant and so is (1 − y22). It
follows that
Arg
(
1− y22
)
> Arg
(−y22) ⇒ Arg
√
1− y22 > Arg
√
−y22. (I.1)
Furthermore, because
√
−y22 is in the fourth quadrant and y2 is in the ﬁrst quadrant, it follows that
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√
−y22 = Arg(y2) −
π
2
. (I.2)
We obtain that the angle between Arg
√
1− y22 and Arg
√
−y22 is less than π/2,
Arg
√
1− y22 > Arg(y2) −
π
2
, (I.3)
and the ‘inner product’ of real and imaginary parts in the assertion has to be positive.
References
[1] S. Baer, T. Erneux, Singular Hopf bifurcation to relaxation oscillations, SIAM J. Appl. Math. 46 (1986) 721–739.
[2] S. Baer, T. Erneux, Singular Hopf bifurcation to relaxation oscillations II, SIAM J. Appl. Math. 52 (1992) 1651–1664.
[3] E. Benoît, Systèmes lents-rapides dans R3 et leur canards, Astérisque 109/110 (1983) 159–191.
[4] E. Benoît, Perturbation singuliére en dimension troi : Canards en un point pseudo-singulier noeud, Bull. Soc. Math.
France 129 (2001) 91–113.
[5] K. Bold, C. Edwards, J. Guckenheimer, S. Guharay, K. Hoffman, J. Hubbard, R. Oliva, W. Weckesser, The forced van der Pol
equation II: Canards in the reduced system, SIAM J. Appl. Dyn. Syst. 2 (2003) 570–608.
[6] B. Braaksma, Singular Hopf bifurcation in systems with fast and slow variables, J. Nonlinear Sci. 8 (1998) 457–490.
[7] M. Brøns, M. Krupa, M. Wechselberger, Mixed mode oscillations due to the generalized canard phenomenon, in: Fields Inst.
Commun., vol. 49, 2006, pp. 39–63.
[8] M. Desroches, B. Krauskopf, H. Osinga, The geometry of slow manifolds near a folded node, SIAM J. Appl. Dyn. Syst. 7
(2008) 1131–1162.
[9] M. Diener, The canard unchained or how fast/slow dynamical systems bifurcate, Math. Intelligencer 6 (1984) 38–49.
[10] F. Dumortier, R. Roussarie, Canard cycles and center manifolds, Mem. Amer. Math. Soc. 557 (1996).
[11] B. Ermentrout, M. Wechselberger, Canards, clusters and synchronization in a weakly coupled interneuron model, SIAM J.
Appl. Dyn. Syst. 8 (2009) 253–278.
[12] N. Fenichel, Geometric singular perturbation theory, J. Differential Equations 31 (1979) 53–98.
[13] J. Guckenheimer, Return maps of folded nodes and folded saddle-nodes, Chaos 18 (2008) 015108.
[14] J. Guckenheimer, Singular Hopf bifurcation in systems with two slow variables, SIAM J. Appl. Dyn. Syst. 7 (2008) 1355–
1377.
[15] J. Guckenheimer, R. Haiduc, Canards at folded nodes, Mosc. Math. J. 5 (2005) 91–103.
[16] J. Guckenheimer, R. Harris-Warrick, J. Peck, A. Willms, Bifurcation, bursting, and spike frequency adaptation, J. Comput.
Neurosci. 4 (1997) 257–277.
[17] J. Guckenheimer, M. Wechselberger, L.-S. Young, Chaotic attractors of relaxation oscillators, Nonlinearity 19 (2005) 701–
720.
[18] J. Guckenheimer, A. Willms, Asymptotic analysis of subcritical Hopf-homoclinic bifurcation, Phys. D 139 (2000) 195–216.
[19] M. Haines, Geometric analysis of delayed bifurcations, PhD thesis, Boston University, MA, USA, 2000.
[20] E. Hille, Ordinary Differential Equations in the Complex Domain, Wiley–Intersci. Ser. Pure Appl. Math., John Wiley & Sons,
New York, 1976.
[21] A. Hodgkin, A. Huxley, A quantitative description of membrane current and its application to conduction and excitation in
nerve, J. Physiol. (London) 117 (1952) 500–544.
[22] C.K.R.T. Jones, Geometric singular perturbation theory, in: Dynamical Systems, in: Lecture Notes in Math., vol. 1609, 1995,
pp. 44–120.
[23] M. Krupa, N. Popovic, N. Kopell, MMOs in three time scale systems: A prototypical example, SIAM J. Appl. Dyn. Syst. 7
(2008) 361–420.
[24] M. Krupa, P. Szmolyan, Relaxation oscillations and canard explosion, J. Differential Equations 174 (2001) 312–368.
[25] M. Krupa, P. Szmolyan, Extending geometric singular perturbation theory to nonhyperbolic points – fold and canard points
in two dimensions, SIAM J. Math. Anal. 33 (2001) 286–314.
[26] A. Milik, P. Szmolyan, Multiple time scales and canards in a chemical oscillator, in: C. Jones, A. Khibnik (Eds.), Multiple
Time-Scales Dynamical Systems, in: IMA Vol. Math. Appl., vol. 122, 1998, pp. 117–140.
[27] A. Milik, P. Szmolyan, H. Löffelmann, E. Gröller, Geometry of mixed-mode oscillations in the 3d autocatalator, Internat. J.
Bifur. Chaos 8 (1998) 505–519.
[28] A. Neishtadt, Persistence of stability loss for dynamic bifurcations. I, Differ. Equ. 23 (1987) 1385–1390.
[29] A. Neishtadt, Persistence of stability loss for dynamic bifurcations. II, Differ. Equ. 24 (1988) 171–176.
[30] H. Rotstein, M. Wechselberger, N. Kopell, Canard induced mixed-mode oscillations in a medial entorhinal cortex layer II
stellate cell model, SIAM J. Appl. Dyn. Syst. 7 (2008) 1582–1611.
[31] J. Rubin, M. Wechselberger, Giant squid-hidden canard: The 3D geometry of the Hodgkin–Huxley model, Biol. Cybernet. 97
(2007) 5–32.
[32] J. Rubin, M. Wechselberger, The selection of mixed-mode oscillations in a Hodgkin–Huxley model with multiple time
scales, Chaos 18 (2008) 015105.
2888 M. Krupa, M. Wechselberger / J. Differential Equations 248 (2010) 2841–2888[33] M. Shishkova, Examination of a system of differential equations with a small parameter in the highest derivatives, Dokl.
Akad. Nauk SSSR 209 (1973) 576–579.
[34] J. Su, Delay of bifurcation phenomena and their analyses, in: C. Jones, A. Khibnik (Eds.), Multiple Time-Scale Dynamical
Systems, in: IMA Vol. Math. Appl., vol. 122, Springer-Verlag, 1998, pp. 203–214.
[35] P. Szmolyan, M. Wechselberger, Canards in R3, J. Differential Equations 177 (2001) 419–453.
[36] P. Szmolyan, M. Wechselberger, Relaxation oscillations in R3, J. Differential Equations 200 (2004) 69–104.
[37] F. Takens, Constrained equations: A study of implicit differential equations and their discontinuous solutions, in: Structural
Stability, the Theory of Catastrophes, and Applications in the Sciences, in: Lecture Notes in Math., vol. 525, Springer-Verlag,
Berlin, 1976, pp. 134–234.
[38] G. Wallet, Entrée-sorte dans un tourbillon, Ann. Inst. Fourier (Grenoble) 36 (1986) 157–184.
[39] M. Wechselberger, Singularly perturbed folds and canards in R3, PhD thesis, Vienna University of Technology, Vienna,
Austria, 1998.
[40] M. Wechselberger, Extending Melnikov-theory to invariant manifolds on noncompact domains, Dyn. Syst. 17 (2002) 215–
233.
[41] M. Wechselberger, Existence and bifurcation of canards in R3 in the case of a folded node, SIAM J. Appl. Dyn. Syst. 4
(2005) 101–139.
