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In this paper we study the behavior of three statistics suggested for testing 
the hypothesis, H,, : pi = pa, in the two sample case, in the presence of co- 
variables. Power comparisons are made in the case when 8, , the difference of 
the mean vectors in the covariates, is not equal to zero. This extends an earlier 
paper of the authors [Sanklya Ser. B 35 51-781, where 8, was assumed to be 
equal to zero. The results reiterate those obtained in the above cited paper that 
for low observed values of 0,’ one would use t2 otherwise t8 would be recom- 
mended. The statistic tl does not seem to be appropriate for testing this 
hypothesis. 
1. INTRODUCTION 
Let Y:i) (j = 1, 2,..., tli ; i = 1,2) be samples from the (p + q)-variate 
normal distribution NP+a(p( , 2). We write 8 = (pi - ps), d = (PI - P,) 
and 5’ = the pooled sample covariance matrix based on (q + ns - 2) degrees 
of freedom. Consider the partitioning of Y’ into the subvectors of p-main 
variables and q-covariables as (xl, 2’). We partition 6, d, S, and Z appropriately. 
The problem studied here is one of testing 6, = 0, in the presence of 
covariates and under the assumption of a common variance matrix. This has 
been discussed by various authors, notably Rao [5-71 and Cochran and Bliss [2]. 
The notation used here follows closely that of Rao [8], wherein he discusses a 
variety of hypotheses and tests. 
In [ll] the relative merits of the procedures based on two of the statistics, 
namely, T, and Ts , have been studied at length. On the basis of the distributions 
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involved, these have been referred to as the conditional and unconditional 
procedures, respectively. The comparisons in [l l] were based on the assumption 
that 8, := 0. This condition is relaxed here. To accommodate the change in the 
assumption, it seems appropriate that we reformulate the hypotheses H,,, , 
&,a , H,,, of Rao [IS] by a single hypothesis 
H,’ : (S, - Z12Z&yS2) = 0, given b, # 0. 
This is equivalent to the statement “the, mean vectors in the two populations are 
equal after adjustment for the covariable.” This seems implicit in Rao [5, 61. 
A power comparison is made in this paper of the procedures Tl , T, , T3 
(using Rao [8] notation), when S, # 0, for fixed level of significance 01 = 0.05. 
The relevant distribution theory is given. 
2. DISTRIBUTION OF STATISTICS UNDER S, # 0 
Let us write 
t, = D;+,/(N - 21, t, = c(D2,+, - @)/[(N - 2) + co,21 
and 
t, = c(Dep+g - D*2)/(N - 9, 
with c = %%/(n, + n.J. 
We represent the noncentral beta type I and beta type II distributions as 
Wx I ~1, ~2 ,A], B2b I ~1, ~2 , X], respectively. For the functional forms of 
these densities, see Rao [9, p. 2161. 
Under H,‘, it is readily seen that, when S, # 0, 
t, - B2[t, I p + q, (N -P - Q - 1)~ A21 
with h, = cS,‘Z;$,/2. The nonnull distribution of t, is of the same form with 
the noncentrality replaced by X = cS’Z72. 
The nonnull distribution of t, , conditional on D,,“, is seen to be 
t, -B&z I P, N -P - 4 - 1, W + 41, 
with u = cDq2/(N - 2) and 
(2.1) 
332 SUBRAHMANIAM AND SUBRAHMANIAM 
It is interesting to note that when H,’ is true, the distribution of t, is a central 
beta type II, which does not involve D, a. Thus, the unconditional distribution 
of t, is also a central beta type II; a result that seems to have eluded previous 
studies. The assumption of 5, = 0 seems redundant in this case. 
2.1. Distrih&xz of t3 unnder b, # 0 
The distribution of 11 is given by 
u - B,[u I 4, N - 4 - 1, &I (2.2) 
with Aa = CT*~/~ = cS,‘Z.$,/2. Upon combining (2.1) with (2.2), writing 
ta = t,(l + u), and integrating over u, the nonnull marginal p.d.f. of t, is seen 
to be 
m  cc 
h(b) = c c rr,s r=o s=o 
r[((N - q - 1)/2) + r + p] t;(“‘a)+r+“)-i 
(2.3) 
’ o$o r[((N - q - I)/‘4 + r] &l + Q((N-q-W+r+o *(‘, “, p)9 
t, > 0 
where 
I(s, r, p) = 1’ e- “1”X(((N+p-q-l)/2)+2r)-1 ( 1 _ x)((q/2)+s+p)-1 & (2.4) 
0 
The percentage points of the statistic ta are obtained as solutions to the 
equation 
ol= 
s m h,o(tJ 4 7 (2.6) t 
for the prescribed level of significance 01. To facilitate quicker and easier com- 
putations it is possible to write down recursive relations as was done in [II] 
for the central case. The procedures adopted were tested for the total proba- 
bility under the integral being equal to 1. All computations were carried out 
in double precision on IBM 370/158 high speed computer. The nonnullity of 
Sa was ensured by designating A2 = eraa/ = c(6,‘,?&$,)/2. The starting point 
for the iterations were chosen at 6, = 0; these points are extensively tabulated 
in [ll]. 
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In Tbble: I. a small: number of ,the percentage points of the distribution are 
given in terms of the variable x = t3/(1 + t3). We assume for simplicity that 
n1 = n2 . These perc‘entage .points have been used ,for the power comparisons. 
T.4BLE I 
Percentage Points of x for a = 0.05 
N= 10 
(P, 4)\7aZ3 0.1 0.4 0.8 3.2 6.4 
(2, 1) 0.6768 0.6994 0.7250 0.8177 0.8738 
(4, 1) 0.8865 0.8967 0.9077 0.9436 0.9627 
(492) 0.9517 0.9570 0.9739 0.9829 
(5, 1) 0.9529 0.9581 0.9747 0.9834 
(5>2) 0.9871 0.9885 0.9930 0.9954 
N = 20 
(PP d\Ts’ 0.05 0.2 0.4 1.6 3.2 
(2, 1) 0.3295 0.3397 0.3527 0.4209 0.4918 
(4, 1) 0.4910 3.5029 0.5178 0.5909 0.6588 
(492) 0.5438 0.5586 0.6296 0.6943 
(5, 1) 0.5699 0.5847 0.6548 0.7174 
(5,2) 0.6123 0.6265 0.6930 0.7512 
(8, 1) 0.7486 0.7689 0.8433 0.8898 
(894) 0.8651 0.8772 0.9198 0.9450 
(P, 4)\TQ2 0.2 
N = 40 
0.8 1.6 
(2, 1) 0.1644 0.1858 0.2125 0.2609 0.3036 
(5, 1) 0.2924 0.3250 0.3638 0.4288 0.4815 
(5, 2) 0.3058 0.3392 0.3787 0.4445 0.4975 
(61) 0.4002 0.4352 0.4783 0.5468 0.5990 
(894) 0.4503 0.4883 0.5317 0.5989 0.6490 
(15, 1) 0.6027 0.6399 0.6793 0.7363 0.7758 
(15, 7) 0.7298 0.7594 0.7898 0.8318 0.8596 
3.2 4.8 
N=
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3. POWER COMPARISONS 
A summary of the results obtained is given in Table II. More detailed tables 
and discussion can be found in [12]. 
The distributions of t, and t, when 8, # 0 and Sa # 0, are both noncentral 
F distributions. The nonnull distribution of t2 is given in (2.3). From this the 
expression for the power of t2 is seen to be 
where 
~"P/Z)+r+d-I(1 _ ~)Uh'-%+l,/Zkl dt (3.2) 
and x is the upper lOOor y0 point in the null distribution of t&l + t2). 
It would be appropriate to give a brief discussion of the entries in this table. 
In order to avoid decimals, the probabilities have been multiplied by 1000. 
There are two types of comparisons one can make from these entries: 
(i) t, against t, . This shows that t2 is always superior to tl . 
(ii) t, , t2 against t, . In this case, the comparison is made for each fixed 
value of the noncentrality parameter r”,,* . 
The power of t2 (or tl) for each 749 * 1s compared with the power of t2 over the 
range of values of Da2 between 0.1 and 3.2. Such a reading of the tables shows 
that for small values of D,2 (at each T,“) t, is superior to t2 (or tl), whereas the 
reverse is true for large values of D ,“. Thus, there appears to be a turning point 
in the performance of t, (or tl) against 2, as 0," increases. This aspect of the 
behavior of the procedure is under detailed investigation by the authors and 
will be the subject of a future report. Such a result was implicit in [ll]. 
4. DISCUSSION OF THE RESULTS 
This study was undertaken to complete the one presented in [ll], where 
the authors studied, at length, the relative merits of the statistics t2 and t, , 
the so-called conditional and unconditional tests, respectively. The present 
work differs considerably from that of Cochran [3], where the relative efficiencies 
are given in terms of the sample sizes required to achieve the same power. 
He considers the performance of tl against t2 when S2 = 0. It seems inappro- 
priate to us to use t, (based on the complete vector), when 5, = 0. A more 
serious contender would be DD2. As pointed out by us in [ll], it appears more 
683/6/2-10 
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worthwhile to compare t, and t, when S, # 0. Cochran’s procedure is based 
on a process of averaging the relative efficiencies for a variety of powers. It 
seems to us to be more apropos and direct to compare the power of the tests 
for a variety of values of the parameters. This has been summarized in Table II. 
Our results, combining the present paper with [Ill, can be briefly stated as: 
(i) For testing the hypothesis S, = 0, we would not recommend the use of t, . 
This statistic is most appropriate when testing for 6 = 0. (ii) For testing 
S, = 0, based on a set of covariates, one would use t, for small value of Dq2 
and t, otherwise. There appears to be a turning point in the values of Dqa that 
reverses the direction of the superiority of these statistics. This is suggested by 
[ll, Table 5.11 as well as Table II of this paper. The authors are currently 
studying the problem of the covariate analysis in greater depth. This is projected 
for a future report. A point of interest is that the distribution oft, is independent 
of ~~2. Thus, a knowledge of rq2 being zero or otherwise is ignored by this 
statistic. This may be considered a drawback. On the otherhand, t2 has a com- 
plicated distribution if 79.2 is not zero. The percentage points are difhcult to 
obtain; this problem is not, however, insuperable. 
To get around the difficulties in covariate analysis, Kendall [4, p. 1691 
recommends “As a general rule, however, there seems little to gain by eliminating 
‘internal variation’ in this way. The eliminated variates might as well be retained 
in this discriminant if they are to be used at all.” In [12] we have determined 
that even for values of ro2 between 0.01 and 0.1, the level of significance tends 
to be inflated, if tl is used. As such, a routine use of t, ignoring the covariates 
would not be advisable. 
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