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Résumé / Abstract 
 
Nous cherchons à modéliser des densités dont la distribution est inconnue mais qui est 
asymétrique et présente des queues lourdes. Dans ce contexte, l'hypothèse de normalité n'est 
pas appropriée. Afin de maintenir au minimum le nombre d'hypothèses distributionnelles, 
nous utilisons une méthode non paramétrique pour modéliser le centre de la distribution. La 
modélisation est plus difficile dans les queues de la distribution puisque peu d'observations s'y 
trouvent. Nous nous proposons donc d'utiliser la Pareto généralisée (GPD) pour modéliser les 
queues de la distribution. La GPD permet d'approximer tous les types de queues de 
distributions (qu'elles soient finies, exponentielles ou sous-exponentielles). L'estimation des 
paramètres de la GPD est uniquement basée sur les observations extrêmes. Une observation 
est définie comme étant extrême si elle dépasse un seuil donné. La principale difficulté de la 
modélisation avec la GPD réside dans le choix d'un seuil adéquat. 
 





We aim at modelling fat-tailed densities whose distributions are unknown but are potentially 
asymmetric. In this context, the standard normality assumption is not appropriate.In order to 
make as few distributional assumptions as possible, we use a non-parametric algorithm to 
model the center of the distribution. Density modelling becomes more difficult as we move 
further in the tail of the distribution since very few observations fall in the upper tail area. 
Hence we decide to use the generalized Pareto distribution (GPD) to model the tails of the 
distribution. The GPD can approximate finite, exponential or subexponential tails. The 
estimation of the parameters of the GPD is based solely on the extreme observations. An 
observation is defined as being extreme if it is greater than a given threshold. The main 
difficulty with GPD modelling is to determine an appropriate threshold.  
 
Keywords: fat-tailed distribution, generalized Pareto, conditional density 
estimation. 
                                                 
* Julie Carreau, Université de Montréal, carreau@iro.umontreal.ca  
† Yoshua Bengio, Université de Montréal et CIRANO, (514) 343-6804, Yoshua.Bengio@cirano.qc.ca  1 Introduction
Dans le cadre de la régression, les données ont la forme de paires (X,Y) où
X est de dimension d et Y est un scalaire. Nous disposons donc d’un ensemble
de n observations : {(x1,y1),...,(xn,yn)} générées par un processus aléatoire sous-
jacent inconnu. Nous cherchons à apprendre une fonction f(x) qui minimise l’er-
reur quadratique E[(Y − f(X))2] sur les données d’apprentissage. La fonction f
qui minimise l’erreur quadratique est l’espérance conditionnelle E[Y|X = x].
En pratique, nous nous contentons de considérer un ensemble de fonctions
paramétrisées f(x,θ), où θ est le vecteur de paramètres et de chercher θ∗ tel que
f(x,θ∗) est proche de E[Y|X = x]. Le modèle sous-jacent aux données a la forme
suivante :
Y = f(X,θ) + ,
où  est le bruit du modèle dont la distribution est inconnue.
L’hypothèse classique est de supposer que le bruit est distribué selon une loi
Normale ( ∼ N(0,σ2)). Cette hypothèse est souvent inapropriée. En eﬀet, la
normalité du bruit implique que la distribution modélisée soit symétrique, ait pour
support l’axe des réels et que les queues décroissent exponentiellement.
Dans le domaine de l’assurance, les réclamations des assurés sont positives,
asymétriques et la présence d’observations extrêmes suggèrent que les queues de
la distribution sont sous-exponentielles. La distribution des grandes réclamations
(en échelle logarithmique) pour des pertes dues au feu au Danemark est un cas
évident de non-normalité, voir la ﬁgure 1. La densité empirique est lissée par un
noyau gaussien. Ces données sont fournies avec la librairie Evir, voir [1], accom-
pagnant le logiciel gratuit R.
En ﬁnance, les rendements de divers actifs est souvent asymétrique du côté né-
gatif ou positif, dépendant des périodes, par exemple à cause de crashs boursiers
ou de mouvements de tendance comme la bulle technologique. De nombreux au-
teurs, entre autres Fama [6] et Mandelbrot [4], ont remarqué que les distributions
des titres boursiers présentent des queues épaisses. Les distributions des rende-
ments logarithmiques des parts de BMW, dans le cas positif et négatif, montrent
clairement des signes d’asymétrie et de queues légèrement plus épaisses que pour
une normale, voir la ﬁgure 2. Ces données proviennent également de la librairie
Evir.























F. 1 – Réclamations danoises


































F. 2 – Rendements quotidiens des parts de BMW
3Toujoursenﬁnance,lavaleur-à-risque(VaR)estcourammentutiliséepourme-
surer les risques des instruments ﬁnanciers (portefeuilles, titres ﬁnanciers, etc ...).
Il s’agit en fait d’un quantile de la distribution des proﬁts et pertes d’un instrument
ﬁnancier pt à un moment t donné pour un intervalle de temps ﬁxe :
P(pt ≤ −VaR) = α%.
La VaR est donc la perte maximale risquée pour l’instrument ﬁnancier avec une
certitude α%. Les praticiens du domaine ﬁnancier utilisent souvent l’hypothèse
de normalité pour estimer la VaR. Si la distribution de l’instrument ﬁnancier a
en réalité des queues épaisses, l’estimation d’un quantile extrême comme la VaR
sera biaisée et la VaR sera sous-estimée. La ﬁgure 3 illustre le biais introduit par
le choix d’une distribution normale lorsque la vraie distribution est asymétrique
pour l’estimation de quantile. Les lignes verticales indiquent où se trouvent les
quantiles de 1% pour chaque distribution.
Dans le contexte de ces applications, nous nous intéressons aux problèmes
de régression dans la cas où la distribution du bruit est inconnue, présente des
queues épaisses et est asymétrique. Il n’est pas possible de simplement éliminer
les observations extrêmes puisque celles-ci ne proviennent pas d’erreurs de me-
sure; ces observations ont été générées par le processus aléatoire sous-jacent. Les
méthodes de régression robuste utilisées en statistique, voir [9] ou [7], supposent
une distribution symétrique du bruit.
La distribution de Pareto généralisée permet de modéliser les excès au-delà
d’un seuil donné. Cette distribution apparaît comme limite de la fonction de ré-
partition excédentaire :
Fu(x) = P(X − u ≤ x|X > u),
lorsque u → xf où xf = supx{F(x) < 1} et F, la fonction de répartition cor-
respondant à Fu, est dans le domaine d’attraction maximal d’une loi aux valeurs
extrêmes.
La Pareto généralisée est donc appropriée pour modéliser les queues des dis-
tributions. Elle peut tenir compte des queues ﬁnies, exponentielles ou lourdes.
Seules les données extrêmes sont utilisées pour estimer les paramètres de la Pa-
reto généralisée ce qui assure un meilleur ajustement du modèle à la queue de la
distribution. La diﬃculté dans l’utilisation de la Pareto généralisée est de détermi-
ner un seuil adéquat lorsque les données sont en nombre ﬁni.



























F. 3 – L’estimation de quantile de 1% sous une hypothèse distributionnelle erro-
née peut sous-estimer ce quantile.
5La famille des lois α-stables est aussi utilisée pour modéliser la distribution
d’observations présentant une queue épaisse. Les lois stables permettent de mo-
déliser la partie centrale de la distribution en limitant l’inﬂuence des valeurs ex-
trêmes. Par contre, l’ajustement d’une loi stable ne fournit pas nécessairement une
bonne approximation de la queue de la distribution.
Dans la section 2, la théorie reliée aux lois stables, aux distributions de valeurs
extrêmes et à la Pareto généralisée est brièvement passée en revue. À la section
suivante 3, nous présentons quelques alternatives possibles pour modéliser une
densité conditionnelle à ailes lourdes ou pour faire de la régression en présence
d’observations extrêmes. Ensuite, dans la section 4, nous proposont une approche
diﬀérente basée sur la Pareto généralisée, pour modéliser la densité conditionnelle
en présence d’observations extrêmes. Quelques expériences préliminaires illus-
trent cette approche dans la section 5. Nous proposons ﬁnalement des extensions
possibles de cette méthode dans la section 6.
2 Pareto généralisée
La loi de Pareto généralisée (GPD) apparaît dans le contexte de la théorie
des valeurs extrêmes. Cette théorie cherche à modéliser les maxima ou minima
d’une variable aléatoire. Des analogies intéressantes existent entre la convergence
de maxima (minima) de variables aléatoires et la convergence de sommes de va-
riables aléatoires qui mène à la théorie des lois stables.
Dans cette section, un bref aperçu de la théorie des lois stables est présenté
dans la sous-section 2.1, suivi par son analogue concernant la théorie des valeurs
extrêmes 2.2. Finalement, les propriétés de la distribution de Pareto généralisée
sontdécritesdanslasous-section2.3etlesapplicationspourl’estimationdequeue
de distribution sont décrites dans la sous-section 2.4.
2.1 Lois stables
Les lois stables sont les uniques lois limites non-dégénérées1 de sommes de
variables aléatoires centrées réduites de façon appropriée. La loi Normale est
un cas particulier de lois stables qui comprennent des distributions en forme de
1Une variable aléatoire est dégénérée si toute la masse de probabilité est concentrée en un seul
point.
6cloche, symétrique ou non, avec des queues de décroissance exponentielle et sous-
exponentielle. La ﬁgure 4 illustre les diﬀérences entre la loi normale en rouge
(correspondant à α = 2 et β = 0) et des lois asymétriques ayant des queues sous-
exponentielles (ici ce sont des lois α-stables avec α < 2).
Les lois α-stable peuvent être déﬁnies par la propriété de stabilité de l’addi-
tion :
Déﬁnition 2.1 Soient X,X1,X2,desvariablesaléatoiresi.i.d.non-dégénéréesdont
la fonction de répartition est F. F est dite stable si elle satisfait l’identité en loi
suivante :
C1X1 +C2X2
d = b(C1,C2)X + a(C1,C2)
pour C1, C2 ≥ 0 et b(C1,C2) et a(C1,C2) réels.
Il est possible de montrer que la propriété de stabilité d’une variable aléatoire




















2 if α , 1,
−2
π log|t| if α = 1.
La fonction de densité d’une loi stable se retrouve par la transformée de Fou-
rier de la fonction caractéristique car celle-ci est absolument intégrable sur .
Les paramètres de la fonction caractéristique d’une loi α-stable décrivent les
propriétés suivantes de la distribution :
- α ∈ (0,2] est l’exposant caractéristique qui contrôle l’épaisseur de la queue,
- β ∈ [−1,1] contrôle l’asymétrie (β = 0 est une distribution symétrique),
- µ ∈  contrôle l’emplacement et
- c > 0 contrôle la dispersion.
Mise à part quelques cas particuliers (à savoir la loi Normale, la loi de Cauchy
et la loi de Lévy), il n’y a pas de forme fermée pour la fonction de densité des lois
α-stables.

















a = 1.1  b = 0.8
a = 1.1  b = −0.5
a = 2  b = 0
a = 1.5  b = 1
a = 1.3  b = −1
F. 4 – Lois α-stables
82.1.1 Domaine d’attraction
Le domaine d’attraction d’une loi α-stable est une forme de généralisation
du théorème de la limite centrale pour la loi Normale. Il est déﬁni de la façon
suivante :
Déﬁnition 2.2 Soient X,X1,X2,...,Xn,desvariablesaléatoiresi.i.d.non-dégénérées
avec fonction de répartition commune F et soit S n =
Pn
i=1 Xi. La variable aléa-
toire X est dans le domaine d’attraction de Sα, ce qui se note X ∈ DA(Sα) ou
encore X ∈ DA(α), si ∃bn > 0 et an ∈  tels que




Si X ∈ DA(α), alors les moments de X ont les caractéristiques suivantes :
E|X|δ < ∞ pour δ ≤ α,
E|X|δ = ∞ pour δ > α et α < 2.
2.2 Théorie des valeurs extrêmes
La théorie des valeurs extrêmes classique cherche à comprendre le compor-
tement des maxima ou minima d’une variable aléatoire. La théorie est présentée
pour les maxima, celle-ci étant symétrique pour les minima. Les distributions de
valeurs extrêmes sont déﬁnies par la propriété de stabilité par rapport au maxi-
mum :
Déﬁnition 2.3 Soient X,X1,...,Xn, des variables aléatoires i.i.d. dont la fonction
de répartition est F. Posons Mn = max(X1,...,Xn). F est dite max-stable si elle
satisfait l’égalité en distribution suivante, ∀n > 2 :
Mn
d = cnX + dn,
où cn > 0 et dn ∈ 
Le théorème fondamental de la théorie des valeurs extrêmes est le théorème
de Fisher-Tippett qui stipule les trois lois limites possibles pour les maxima de
9variables aléatoires centrés réduits de façon appropriée. Le théorème de Fisher-
Tippett est analogue au théorème de la limite centrale et à sa généralisation, voir
la section 2.1.1, pour les lois α-stables.
Les trois distributions limites du théorème de Fisher-Tippett sont appelées les
distributions de valeurs extrêmes standard. Il y a la distribution de Fréchet Φα(x),
la distribution de Weibull Ψα(x) et la distribution de Gumbel Λ(x). Ces trois dis-
tributions sont illustrées à la ﬁgure 5.
2.2.1 Domaine d’attraction maximum
Le domaine d’attraction maximum se déﬁnit de façon analogue au domaine
d’attraction d’une loi stable :
Déﬁnition 2.4 La variable aléatoire X est dans le domaine d’attraction maximum
de la fonction de répartition H, ce qui s’écrit X ∈ MDA(H), si
∃cn > 0, dn ∈  tels que c
−1
n (Mn − dn)
d
→ H.
Il est possible de caractériser le domaine d’attraction maximum de chacune
des fonctions de répartition limites du théorème de Fisher-Tippett. Par exemple,
pour la loi de Fréchet, nous avons : X ∈ MDA(Φα) ⇔ 1−F(x) = x−αL(x), où L(x)
est une fonction à variation lente. De plus, le point extrême supérieur est inﬁni.
Les distributions de Pareto et de Cauchy ainsi que les distributions α-stable avec
α < 2 sont dans le domaine d’attraction maximum de la Fréchet.
2.2.2 Distribution de valeurs extrêmes généralisée
La distribution de valeurs extrêmes généralisée est simplement une reparamé-
trisation des distributions apparaissant dans le théorème de Fisher-Tippett :
Hξ;µ,β(x) =

   

















si ξ = 0
(1)





> 0, µ et β sont les paramètres d’emplacement et de dispersion
respectivement.




















F. 5 – Loi des valeurs extrêmes généralisée
112.3 Loi de Pareto généralisée
La fonction de répartition de la Pareto généralisée est donnée, pour β > 0 et










)−1/ξ si ξ , 0,
1 − e
− x
β si ξ = 0.
(2)
où
x ≥ 0 si ξ ≥ 0,
0 ≤ x ≤ −
β
ξ si ξ < 0.
La fonction de répartition est motivée par le théorème suivant 2.5 , dû à Pi-
ckands :
Théorème 2.5 Pour tout ξ ∈  :




|Fu(x) −Gξ,β(u)(x)| = 0,
pour une fonction positive appropriée β et Fu(x) = P(X − u ≤ x|X > u), x ≥ 0.
La condition F ∈ MDA(Hξ) inclut de nombreuses distributions. Le théorème
dit que plus on s’intéresse à modéliser l’extrémité de la queue d’une distribution,
meilleure est l’approximation par une distribution de Pareto généralisée. La GPD
est illustrée à la ﬁgure 6 pour diﬀérentes valeurs de ξ. C’est ce paramètre ξ qui
contrôle l’épaisseur de la queue de la distribution et donc l’existence des moments
de la distribution.
2.3.1 Stabilité du seuil
Une variable aléatoire de loi GPD est stable par rapport au seuil. C’est-à-dire,
soit X ∼ Gξ,β et soit u > 0, alors, pour x > 0, P(X − u ≤ x|X > u) = Gξ,β+ξu.
2.3.2 Estimation des paramètres
Soient les observations {x1,..., xN} et pour un seuil u ﬁxé, soit Nu le nombre
d’excèsduniveauu.LadistributiondeParetoestalorsajustéeauxexcès{y1,...,yNu}
où yi = xji − u.
La méthode du maximum de vraisemblance peut être utilisée pour estimer les
paramètres de la Pareto généralisée si l’échantillon est assez grand. Par ailleurs,





























F. 6 – Loi de Pareto généralisée
13les estimateurs de maximum de vraisemblance sont asymptotiquement normaux
et eﬃcaces si ξ > 1/2, voir [13] et [14]. La méthode des moments pondérés de
façon probabiliste peut aussi être employée, voir [10]. Il faut garder en tête que
les estimateurs ˆ ξu et ˆ βu sont dépendants du seuil u choisi.
2.3.3 Détermination du seuil
Le seuil doit être choisi de façon à faire un compromis : plus le seuil est
élevé, plus le biais de l’estimateur est réduit ce qui donne un meilleur modèle,
par ailleurs, plus le seuil est bas, plus la variance de l’estimateur est réduite car
plus de données participent à l’estimation.
Il n’existe pas de méthodes qui proposent une minimisation automatique du
biais et de la variance du modèle. Une méthode utilisée par plusieurs auteurs (voir
par exemple, McNeil et Frey [3]) consiste à choisir un seuil aléatoire qui est la
k+1-ième statistique d’ordre. Il y a donc k observations excédentaires et le k peut
être déterminé par simulation.
2.4 Estimation de la queue de la distribution
La distribution de Pareto généralisée est employée pour modéliser la queue
(supérieure ou inférieure) d’une distribution présentant des valeurs extrêmes. Pour
pouvoir faire de l’estimation de quantile ou l’estimation de l’espérance, il faut
avoir une formulation qui combine la distribution estimée dans la queue et la dis-
tribution centrale.
Une telle formulation est donnée par l’égalité suivante, ∀x > u : 1 − F(x) =
(1 − F(u))(1 − Fu(x − u)), où Fu(y) = P{X − u ≤ y|X > u}.
L’estimation procède de la façon suivante :
1 − F(u) ≈ N/n (3)
1 − Fu(x − u) ≈ 1 −Gˆ ξ;ˆ β(x − u) (4)
3 Densité conditionnelle à ailes lourdes
Dans certains cas, les observations sont dépendantes d’autres variables qui
doivent êtres prises en compte lors de la modélisation. Il faut donc modéliser la
14densité conditionnellement à ces variables. Par ailleurs, les observations peuvent
avoir une dépendance temporelle comme c’est le cas dans la plupart des séries
ﬁnancières.
3.1 Loi stable conditionnelle
Lambert et Lindsey [11] ont développé une méthode de calcul de la densité
des lois α-stables basée sur la transformée de Fourier. Ceci leur permet d’estimer
les paramètres par maximum de vraisemblance. Cette méthode peut être étendue
au cadre plus général où les paramètres dépendent des variables explicatives. Les
auteurs développent une technique qui s’inspire des modèles linéraires générali-
sés (voir [12]) et qui permet de faire dépendre de variables explicatives le mode
de la distribution au moyen du paramètre d’emplacement µ. Si besoin est (ce qui
peut être déterminé par le critère d’information d’Akaike), les autres paramètres
peuvent dépendre de variables explicatives à l’aide de fonctions de lien appro-
priées.
3.2 Pareto généralisée conditionnelle
En utilisant la technique du maximum de vraisemblance, voir la sous-section
2.3.2, pour l’estimation des paramètres de la Pareto généralisée, le modèle peut
être étendu facilement au cas où des variables explicatives inﬂuençant les obser-
vations sont disponibles.
Davison et Smith [2] supposent que Yi, i = 1,...,N sont des variables aléa-
toires Pareto généralisée indépendentes de paramètres ki = k(zT
i γ) et σi = σ(xT
i β),
où zi et xi sont des vecteurs de variables explicatives connues. Les paramètres γ
et β sont estimés par maximum de vraisemblance.
3.3 Régression robuste pour queues asymétriques
Takeuchi et al. [8] proposent une méthode de régression robuste basée sur la
régression de quantiles : pour un niveau p, nous cherchons ˆ fp(X) telle que P(Y <
ˆ fp(X)|X = x) = p. Cette méthode s’attaque au problème de régression lorsque le
bruit est distribué asymétriquement avec des observations extrêmes.
L’idée principale est que l’espérance condionnelle E[Y|X = x] que l’estima-
15tion cherche à approximer correspond à un quantile de niveau pµ(x) :
pµ(x) = FY|X=x(E[Y|X = x]) = P(Y < E[Y|X = x]|X = x).
Puisque pµ en général n’est pas connu, la régression de quantiles est eﬀectuée
pourplusieursniveaux p1,..., pn.Cesestimateurs ˆ fpi(X), i = 1,...,nsontensuite
combinés pour estimer ˆ fpµ(X).
4 Recherche proposée
La méthodologie liée à la distribution de la Pareto généralisée est basée sur le
fait que toute fonction de répartition F(x) puisse s’écrire en fonction de Fu(x), où





(1 − F(u))Fu(x − u) + F(u) si x > u,
F(x) autrement.





(1 − FY|X=x(u(x)))Fu(x)|X=x(y − u(x)) + FY|X=x(u(x)) si y > u(x),
FY|X=x(y|x) autrement.
où Fu(x)|X=x(y) = P(Y − u(X) ≤ y|Y > u(X),X = x).
Ladistributionsousleseuil FY|X=x(y)estmodéliséedefaçonnon-paramétrique.
La distribution au-delà du seuil est modélisée à l’aide d’une distribution de Pareto
généralisée conditionnelle Gξ(x);β(x)(y).
4.1 Modélisation de la densité conditionnelle
Une fois qu’une fonction de seuil u(x) adéquate est déterminée, la modélisa-
tion se passe en deux étapes : la modélisation de la densité sous le seuil et au-delà
du seuil.
164.1.1 Densité conditionnelle centrale
Pour la partie sous le seuil, il s’agit d’utiliser une méthode non-paramétrique.
Une méthode traditionnelle non-paramétrique est le mélange de distributions :




où M est le nombre de composantes, φj(Y = y|X = x) est une fonction de den-
sité paramétrique et les αj(x) sont les pondérations pour chacune des composantes
intervenant dans le mélange. Typiquement, la distribution gaussienne est utilisée
comme composante. Les paramètres du modèle, c’est-à-dire αj(x), µj(x) (empla-
cement de la Gaussienne j) et σ2
j(x) (variance de la Gaussienne j), sont fournis
par un réseau de neurones qui prend en entrée le vecteur x. Si le nombre de com-
posantes dans le mélange et le nombre d’unités cachées sont suﬃsamment grands,
il est possible d’approximer d’aussi proche que voulu n’importe quelle fonction
de densité conditionnelle, voir [5].
4.1.2 Densité conditionnelle dans la queue supérieure
La densité conditionnelle au-delà du seuil u(x) est modélisée à l’aide d’une
distribution de Pareto généralisée. Les paramètres ξ et β de la Pareto générali-
sée sont exprimés de façon conditionnelle par les fonctions ξ(x) = exp{ξ∗x} et
β(x) = exp{β∗x}, ce qui assure leur positivité. C’est lorsque ξ > 0 que la Pa-
reto généralisée possède des queues sous-exponentielles et β étant le paramètre de
dispersion est contraint d’être positif, voir la sous-section 2.3.
Soient {(x1,y1),...,(xn,yn)} les observations disponibles et soit u(x) le seuil
dépendant. Alors les paramètres de la Pareto généralisée conditionnelle sont esti-
més sur les observations qui représentent un excès au-delà du seuil :
E = {zi = (xi,ei)|yi > u(xi) f ei = yi − u(xi)}.
Soit l(θ,z), où θ = (ξ∗,β∗) et z = (x,e), la log-vraisemblance négative. Alors :
ˆ θ = argmin
θ
l(θ,z).
174.2 Détermination du seuil dépendant
Nous proposons une méthode de sélection automatique du seuil inspirée de
la méthode du seuil aléatoire. Dans le cas inconditionnel, il s’agit de ﬁxer un k
qui sera le nombre d’excès au-delà du seuil et la (k + 1)-ième statistique d’ordre
est alors le seuil aléatoire en question. Dans le cas conditionnel, nous suggèrons
d’utiliser comme seuil aléatoire un quantile conditionnel de niveau q :
fq(x) = inf{y ∈  : FY|X=x(y) ≥ q}.
Lorsque le nombre d’observations est assez grand, il y a environ 1 − q % des
observations qui dépassent le quantile conditionnel fq(x).
4.2.1 Estimation du quantile conditionnel
Le quantile conditionnel est estimé par le quantile empirique de Y dans le
voisinage de x. Plus précisément :




 = {j ∈ {1,...,n}| xj ∈ [xi − , xi + ]},
où  est un hyperparamètre qui contrôle la taille du voisinage.
- Le quantile fq(x) est estimé à partir de la fonction de répartition empirique




S’il y a ni points dans le voisinage du point i, le quantile de niveau q est
donné par la k-ième statistique d’ordre de la variable Y dans ce voisinage
où k est tel que k−1
ni < q ≤ k
ni.
4.2.2 Sélection de modèle
Le niveau du quantile q est choisi par sélection de modèle : soit Q, l’ensemble
des valeurs considérées pour q, nous devons choisir parmi les modèles {Mq : q ∈
Q}. Les données {(x1,y1),...,(xn,yn)} sont divisées en trois ensembles disjoints :
l’ensemble d’entraînement Strain, l’ensemble de validation Svalid et l’ensemble de
test Stest. Les étapes suivantes sont exécutées :
1. Pour chaque q ∈ Q, le quantile conditionnel ˆ fq(x) est estimé sur les données
de Strain.
182. Pour chaque q ∈ Q, le seuil aléatoire ˆ fq(x) permet d’obtenir l’estimateur
ˆ theta = ( ˆ ξ∗, ˆ β∗) des paramètres de la Pareto généralisée conditionnelle par
maximum de vraisemblance toujours à l’aide de l’ensemble Strain.
3. LecoûtdumodèleMq estévaluéenmesurantlalog-vraisemblancenégative
moyenne sur l’ensemble de validation Svalid.
4. LemodèleretenuMq∗ estceluiayantlepluspetitcoûtestimésurl’ensemble
Svalid.
5. Le coût associé au modèle Mq∗ est évalué en calculant la log-vraisemblanc
négative moyenne sur l’ensemble de test Stest.
4.2.3 Maximum de vraisemblance conditionnel
L’estimation de la Pareto généralisée conditionnelle de l’étape 2 se fait sur les
excédents de l’ensemble d’entraînement Strain :
Etrain = {zi = (xi,ei) ∈ Strain|yi > ˆ fq(xi) f ei = yi − ˆ fq(xi)}.
4.2.4 Log-vraisemblance négative moyenne
À l’étape 3, le coût du modèle Mq obtenu est évalué en calculant, sur l’en-






où Evalid = {zi = (xi,ei) ∈ Svalid|yi > ˆ fq(xi) f ei = yi − ˆ fq(xi)}. Le fait de prendre la
moyenne permet d’éliminer l’inﬂuence du nombre d’exemples dans l’évaluation
du coût (puisque le nombre d’excédents varie avec le choix du seul).
Aﬁn de prendre en compte l’impact du choix du seuil sur l’ensemble de l’esti-
mation de densité conditionnelle (centrale et queue supérieure), nous pourrions
prendre comme fonction de coût la log-vraisemblance négative sur toutes les
données, pas seulement sur les excédents. Cette fonction de coût permettrait de
prendre en compte la justesse avec laquelle l’estimation de densité conditionnelle
dans la partie centrale capte la vraie distribution conditionnelle sous-jacente.
194.2.5 Coût du modèle
À l’étape 5, pour le niveau de quantile q∗ déterminé à l’étape précédente, les
excédents sont calculés pour les ensembles Strain et Svalid :
Ecost = {zi = (xi,ei) ∈ Strain g Svalid|yi > ˆ fq∗(xi) f ei = yi − ˆ fq∗(xi)}.
Les paramètres de la Pareto généralisée conditionnelle sont ré-estimés sur Ecost
et le coût associé au modèle Mq∗ est mesuré sur l’ensemble de test Etest = {zi =
(xi,ei) ∈ Stest|yi > ˆ fq(xi) f ei = yi − ˆ fq(xi)}.
5 Expériences préliminaires
L’algorithme présenté dans ce chapitre a été testé avec des données simulées.
Le but de ces expériences préliminaires est de déterminer si la méthode est apte à
retrouverlesparamètresdelaParetogénéraliséeconditionnellelorsqueleseuildé-
pend de x. Les sous-sections 5.1 et 5.2 décrivent la simulation des jeux de données
artiﬁcielles et les résultats de l’estimation des paramètres de la Pareto généralisée
conditionnelle sur ces jeux de données.
Les jeux de données contiennent 20000 observations générés selon le principe
suivant:lavariable X estdistribuéeselonuneNormaleN(0,0.42),unedistribution
conditionnelle génère les observations dépendantes pour la partie centrale de la
distribution (sous le seuil), la distribution de Pareto généralisée conditionnelle
génère les observations dépendantes dans la queue supérieure (au-delà du seuil),
une fonction u(x) détermine le seuil dépendant et les excès se produisent selon
une variable de Bernouilli de probabilité p = 0.3. La variable indépendante X et
la variable indépendante Y sont toutes deux scalaires.
5.1 Premier jeu de données
Pour ce jeu de données, la distribution de la partie centrale est une Uniforme
dont la borne supérieure est u(x) = 5x+10 et la borne inférieure est l(x) = 5x. Le
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F. 7 – Jeu de données #1 : Pareto généralisée conditionnelle au-delà du seuil;
sous le seuil la distribution conditionnelle est U[low(x),up(x)]; la ligne droite est
le seuil dépendant u(x).
215.1.1 Estimation
Pour appliquer la méthode d’estimation, nous utilisons un voisinage dont la
taille est contrôlée par  qui est ﬁxé à 0.005 (voir la sous-section 4.2.2). L’en-
semble Q des niveaux de quantiles explorés est : {0.5,0.55,...,0.90,0.95}.
Les paramètres de la Pareto généralisée conditionnelle ainsi que les estima-
teurs de la Pareto généralisée conditionnelle sont présentés dans le tableau 1. On
y trouve aussi le niveau de quantile choisi q∗ et le coût associé au modèle Mq∗.
Indice de queue : ξ = exp(ξ1 + ξ2x)
Paramètres de queue : ξ1 = −0.5, ξ2 = −0.4
Indice de dispersion : β = exp(β1 + β2x)
Paramètres de dispersion : β1 = −0.07, β2 = −0.2
Quantile retenu : q∗ = 0.75
Paramètres de queue estimés : ˆ ξ1 = −0.6124, ˆ ξ2 = −0.3251
Paramètres de dispersion estimés : ˆ β1 = 0.09995, ˆ β2 = −0.1912
T. 1 – Jeu de données artiﬁcielles #1
5.2 Deuxième jeu de données
Pour ces données, la distribution de la partie centrale est une Weibull de para-
mètres α = 1 et β = 1, (voir la sous-section 2.2) dont l’espérance est donnée par
u(x) = 5x + 10. La fonction u(x) donne le seuil dépendant. La ﬁgure 8 illustre ce
jeu de données.
5.2.1 Estimation
Les paramètres de la Pareto généralisée conditionnelle ainsi que les estima-
teurs de la Pareto généralisée conditionnelle sont présentés dans le tableau 2. On
y trouve aussi le niveau de quantile choisi q∗ et le coût associé au modèle Mq∗.
5.2.2 Diﬃcultés d’estimation
L’estimation est très sensible à la présence d’observations extrêmes dans l’en-
semble d’entraînement. Davison et Smith [2] mentionnent d’ailleurs que les esti-
mateurs dépendent typiquement des quelques observations extrêmes.
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F. 8 – Jeu de données #2 : Pareto généralisée conditionnelle au-delà du seuil;
sous le seuil la distribution conditionnelle est Ψα;µ(x),β ; la ligne droite est le seuil
dépendant u(x).
23Indice de queue : ξ = exp(ξ1 + ξ2x)
Paramètres de queue : ξ1 = −0.5, ξ2 = −0.4
Indice de dispersion : β = exp(β1 + β2x)
Paramètres de dispersion : β1 = −0.07, β2 = −0.2
Quantile retenu : q∗ = 0.5
Paramètres de queue estimés : ˆ ξ1 = −0.4994, ˆ ξ2 = −0.4076
Paramètres de dispersion estimés : ˆ β1 = −0.4006, ˆ β2 = −0.0021
T. 2 – Jeu de données artiﬁcielles #2
Dans nos expériences, ce phénomène est observé lorsque des ensembles d’en-
traînement diﬀérents sont choisis. Les paramètres estimés peuvent alors varier
considérablement.
6 Conclusion
L’objectif principal est de développer une méthode d’estimation de densité
conditionnelle applicable dans le cas où la distribution est asymétrique avec une
queuesupérieuredetypePareto.LesdistributionsdetypeParetodanslecascondi-
tionnel sont déﬁnies par la propriété suivante :
1 − FY|X=x(y) = y
−α(x)L(y; x),
où y > 0, α(x) > 0 et L est une fonction à variation lente. Cette famille de distribu-
tions comprend entre autres les lois α-stable, avec α < 2 (voir la sous-section 2.1)
et les distributions dans le domaine d’attraction de Fréchet (voir la sous-section
2.2).
6.1 Pareto généralisée conditionnelle
Nous avons proposé dans la section 4 une méthode qui utilise la distribution de
Paretogénéraliséeconditionnelleajustéeau-delàd’unseuil.Commenoussommes
dans un cadre conditionnel, il est logique de considérer que le seuil puisse s’écrire
comme une fonction de la variable indépendante. Il n’existe pas de méthodologie
communément admise pour déterminer le seuil même dans le cas de l’estimation
de densité inconditionnelle. Nous avons développé une stratégie qui permette le
24choix du seuil dans le cas d’estimation de densité inconditionnelle et condition-
nelle (voir la section 4.2).
Des essais préliminaires de la section 5 indiquent que cette méthode a du po-
tentiel. Plusieurs améliorations pourraient y être apportées :
– L’estimation du quantile conditionnel pourrait être faite par une méthode
plus robuste que celle du voisinage; par exemple, en utilisant un autre type
d’estimateur de la densité condionnelle comme le mélange de gaussiennes
mentionné en 4.1.1.
– Jusqu’àmaintenant,nousn’avonspasvraimentattaquerleproblèmedel’es-
timation de densité dans la partie centrale. Celle-ci pourrait être estimée de
façon conjointe à l’estimation de densité dans la partie supérieure aﬁn de
permettre la sélection d’un seuil qui soit adéquat pour les deux parties de
la distribution (voir la sous-section 4.2.2 pour la description de l’estimation
du coût des modèles).
6.1.1 Extensions
Toujours dans l’optique d’ajuster une Pareto généralisée conditionnelle avec
un seuil dépendant, une autre stratégie possible serait d’apprendre, par exemple à
l’aide d’un réseau de neurones, la fonction qui déﬁnit le seuil. Supposons que l’en-
semble des fonctions dont nous disposons s’écrive : u(x,θu), où θu est un vecteur
de paramètres. Pour trouver θ∗
u qui minimise la fonction de coût, il serait préfé-
rable de pouvoir calculer la dérivée de la fonction de coût par rapport à θu. Il n’est
pas clair qu’une formulation existe pour cette dérivée.
En étendant l’idée précédente, nous pourrions considérer les paramètres de la
Pareto généralisée conditionnelle comme des fonctions plus générales du type :
ξ(x) = ξ(x,θξ) et β(x) = β(x,θβ). Les paramètres θξ et θβ seraient appris au même
titre que les paramètres du seuil θu. Autrement dit, un algorithme d’apprentissage
comme un réseau de neurones ayant en entrée le vecteur x, fournirait en sortie les
valeurs de ξ(x, ˆ θξ), β(x, ˆ θβ) et u(x, ˆ θu).
Dans un autre ordre d’idées, l’idée du mélange de distributions pourrait être
modiﬁée pour inclure des distributions à queues épaisses. Une ou plusieurs distri-
butions pourraient être des lois α-stables avec α < 2. Une autre possibilité serait
d’inclure une ou plusieurs des distributions de valeurs extrêmes, ou encore des
distributions qui sont dans les domaines d’attraction maximum de ces distribu-
25tions. Ces distributions ont l’avantage d’avoir une forme fermée pour la fonction
de densité.
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